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Abstract.

We derive the optimal signed variable in general case kernels for the classical statistic density estimation, which are some generalization of the famous Epanechnikov’s ones.

Key words and phrases. Probability, random variable and vector (r.v.), density of distribution, Hölder’s and other functional class of functions, kernel, optimization, Lagrange’s factor method, Legendre’s ordinary and dilated polynomials, Euler’s equation, even function, fractional order, examples, Epanechnikov’s kernel and generalized Epanechnikov’s kernel (GEK), bandwidth, conditions of orthogonality, bias, variance, expectation, Parzen - Rosenblatt and recursive Wolverton - Wagner statistical density estimation.

1 Statement of problem. Notations and definitions. Previous results.

Let \((\Omega, M, P)\) be probability space with expectation \(E\) and variance \(Var\). Let also \(\{\xi_k\}, \ k = 1, 2, \ldots, n\) be a sequence of independent, identical distributed (i,
i.d.) random variables (r.v.) taking the values in the real axis $R$, and having certain non-known density of a distribution $f = f(x)$, $x \in R$.

We suppose further that this function belongs to the certain space of all the numerical valued $2m -$ times continuous bounded differentiable functions $C^{2m}(R)$, $m = 1, 2, \ldots$, having a finite norm

$$||f||_{2m} \overset{df}{=} \max_{k=0,1,2,\ldots,2m} \sup_{x \in R} |f^{(k)}(x)| < \infty.$$ (1)

Let also $K = K(x)$, $x \in \mathbb{R}$ be certain kernel, i.e. measurable even function having finite support:

$$\exists \theta \in (0, \infty) \forall x : |x| > \theta \Rightarrow K(x) = 0,$$ (2)

for which

$$\int_{R} K(x) \, dx = 1.$$ (3)

We impose also the following conditions on this kernel.

$$K(-x) = K(x); \quad V_2(K) := \int_{R} K^2(x) \, dx < \infty;$$ (4)

$$K(\cdot) \in C(R), \quad \int_{R} |K(x)| \, dx < \infty.$$ (5)

The following conditions, which are also to be presumed, may be named as conditions of orthogonality:

$$\forall l = 1, 2, \ldots, 2m - 1 \Rightarrow \int_{R} x^l K(x) \, dx = 0.$$ (6)

Recall that the classical Parzen - Rosenblatt estimation $f_n(x) = f_n^{PR}(x)$ of the density function $f(x)$ has a form

$$f_n(x) \overset{df}{=} \frac{1}{nh} \sum_{i=1}^{n} K\left( \frac{x - \xi_i}{h} \right).$$ (7)

Here $h = h(n)$ be a deterministic positive sequence such that $\lim_{n \to \infty} h(n) = 0$ and $\lim_{n \to \infty} nh(n) = \infty$, see [20], [21].

These and alike estimations was study in many works, see e.g. [7], [9], [15], [16], [19], [20], [21], [23], [26], [27], [28], [29] etc. The optimal choose of $h = h(n)$ and the kernel $K(x)$ are devoted the following works [5], [12], [17], [18]. The case when the r.v. - s. $\{ \xi_i \}$ are (weakly) dependent is investigated in [17], [22].

The conditions (6) may be used only for the investigation of bias $\delta_n(x)$ of these statistics. Namely, denote

$$\delta_n(x) \overset{df}{=} E f_n(x) - f(x);$$

then under our conditions

$$|\delta_n(x)| \leq C_1(f)h^{2m}(n).$$ (8)
The variation of $f_n(x)$ may be estimated as follows
\[
\text{Var}\{ f_n(x) \} \leq C_2(f) n^{-1} \int_{-\infty}^{\infty} K^2(y) \, dy. \tag{9}
\]

**Statement of an optimization problem.**

The relations (9) common with the limitations (2), (3), (4), (5), (6) lead as was shown by V.A.Epanechnikov in [9] to the following setting of the constrained optimization problem:
\[
\int_{-\infty}^{\infty} K^2(y) \, dy \rightarrow \min, \tag{10}
\]
under limitations
\[
\int_{-\infty}^{\infty} K(y) \, dy = 1; \; \forall l = 1, 2, 3, \ldots, 2m - 1 \Rightarrow \int_{-\infty}^{\infty} y^l K(y) \, dy = 0; \tag{11}
\]
\[
\int_{-\infty}^{\infty} y^{2m} K(y) \, dy = 1, \tag{12}
\]
\[
\exists \theta \in (0, \infty) \; \forall y : |y| > \theta \Rightarrow K(y) = 0. \tag{13}
\]

This problem was solved in the case $m = 1$ by V.A.Epanechnikov in [9], 1969 year: $\theta = \sqrt{5}$ and
\[
|y| \leq \sqrt{5} \Rightarrow K(y) = \frac{3}{4\sqrt{5}} - \frac{3y^2}{20\sqrt{5}}. \tag{14}
\]

Our aim in this short report is to find the optimal kernel $K$ for arbitrary natural value $m = 2, 3, \ldots$.

The case when the number $m$ is fractional, will be considered the fourth section.

Another motivation of these statement of problem appears from the famous result belonging to W.Stute [24], [25]:
\[
\lim_{n \to \infty} \sqrt{\frac{nh(n)}{2\ln n}} \| f_n - Ef_n \|_\infty = \| f \|_\infty^{1/2} \cdot V_2(K),
\]
where as ordinary $\| g \|_\infty = \sup_{x \in R} |g(x)|$.

**Remark 1.1.** When $m \geq 2$, we imposed in particular the following condition on the kernel $K(\cdot)$:
\[
\int_{-\theta}^{\theta} y^2 K(y) \, dy = 0.
\]

Therefore, the kernel \( K(\cdot) \) can not take only non-negative values.

2 Main result.

**Some facts about Legendre’s polynomials.**

The classical Legendre’s polynomials with support on the closed interval \( X := [-1, 1] \), denotes as ordinary by \( P_k(x), x \in [-1, 1], k = 0, 1, 2, \ldots \) may be defined for instance as follows

\[
P_k(x) = \frac{1}{2^k k!} \frac{d^k}{dx^k} (x^2 - 1)^k,
\]

Rodriguez’ formula. The polynomial \( P_k(x) \) is really polynomial of degree \( k \). These polynomials are orthogonal:

\[
\int_{-1}^{1} P_k(x) P_l(x) \, dx = \frac{2}{2k + 1} \delta_{k,l}, \quad k, l = 0, 1, 2, \ldots,
\]

where \( \delta_{k,l} \) is Kroneker’s symbol. Following,

\[
\forall k \geq 1, l < k, \ l \geq 0 \Rightarrow \int_{-1}^{1} P_k(x) \, x^l \, dx = 0.
\] (15)

Many properties of these polynomials may be found, e.g. in the classical book [1]. We will use the following relations:

\[
\forall k = 0, 1, 2, \ldots \ P_k(1) = 1; \quad \text{(16)}
\]

\[
2 \mu(k) \overset{def}{=} \int_{-1}^{1} x^k \ P_k(x) \, dx = \frac{2^{k+1} \ (k!)^2}{(2k + 1)!}.
\] (17)

Some examples: \( P_0(x) = 1, \ P_1(x) = x, \ P_2(x) = 0.5(3x^2 - 1), \)

\[
P_4(x) = 8^{-1}(35x^4 - 30x^2 + 3). \quad \text{(18)}
\]

**Definition 2.1.** Let \( \theta = \text{const} \in (0, \infty) \). The *dilated* Legendre’s polynomial \( L^\theta_k(x), k = 0, 1, 2, \ldots; x \in [-\theta, \theta] \) of degree \( k, k = 0, 1, 2, \ldots \) with parameter \( \theta \) is defined as follows.

\[
L^\theta_k(x) \overset{def}{=} \frac{1}{\theta} P_k \left( \frac{x}{\theta} \right).
\] (19)
Of course, the properties of these polynomials follows from ones for Legendre’s polynomials. For instance, $L_{2s}(\cdot), s = 0,1,2,\ldots$ is even function, $L_{2s+1}(\cdot), s = 0,1,2,\ldots$ is odd; relations of orthogonality

$$\int_{-\theta}^{\theta} x^l L_k^0(x) \, dx = 0, \ k > l, \ l = 0,1,\ldots,k-1; \quad (20)$$
as well as

$$L_k^0(0) = 1/\theta = L_k(\theta),$$

$$\int_{-\theta}^{\theta} y^k L_k^0(y) \, dy = \theta^k \cdot \frac{2^{k+1} (k!)^2}{(2k+1)!},$$

$$\int_{-\theta}^{\theta} L_k(y) L_l(y) \, dy = \frac{2/\theta}{2k+1} \delta_{k,l}. \quad (22)$$

In particular,

$$\int_{-\theta}^{\theta} L_k^2(y) \, dy = \frac{2/\theta}{2k+1}. \quad (23)$$

Let us return to the formulated above optimization problem (10), (11), (12), (13).

**Theorem 2.1.** The formulated optimization problem has an unique solution $K_0(y)$ and having a following form

$$K_0(y) = \frac{1}{2\theta_0} - \frac{1}{2} L_{2m}^0(y) = \frac{1}{2\theta_0} - \frac{1}{2} P_{2m} \left( \frac{y}{\theta_0} \right), \quad (24)$$

when $|y| \leq \theta_0$, and $K_0(y) = 0$ otherwise. Here

$$\theta_0 = \left[ \frac{1}{1 - \mu(2m)} \right]^{1/(2m)}, \quad (25)$$

and wherein under our restrictions on the kernel $K(\cdot)$

$$\min \int_R K^2(y)dy = \int_R K_0^2(y) \, dy = \frac{1}{2\theta_0} \cdot \frac{4m+3}{4m+1}. \quad (26)$$

Recall that

$$\mu(2m) = \frac{2^{2m} (2m)!}{(4m+1)!}.$$
\[ K(y) = \sum_{s=0}^{2m} \lambda_s y^s, \ |y| \leq \theta. \]

On the other words, \( K \) is polynomial of degree \( \leq 2m \), inside the interval \([-\theta, \theta]\).

As long as the kernel is even function,

\[ \lambda_{2r+1} = 0, \ r = 0, 1, \ldots, m - 1. \]

Further, it follows from the conditions of orthogonality that also

\[ \lambda_2 = \lambda_4 = \ldots \lambda_{2m-2} = 0. \]

Therefore, the optimal kernel has a form

\[ K(y) = a - bL_{2m}^\theta(y) = a - \frac{b}{\theta} P_{2m} \left( \frac{y}{\theta} \right), \ a, b = \text{const}. \]

We deduce substituting the value \( y = \theta \) and taking into account the relations \( K(\theta) = 0 \) and \( P_{2m}(1) = 1 \)

\[ a = \frac{b}{\theta}. \quad (27) \]

Secondly,

\[ 1 = \int_{-\theta}^{\theta} K(y)dy = 2a\theta, \]

following \( a = 1/(2\theta) \) and hence \( b = 1/2 \), so that

\[ K(y) = \frac{1}{2\theta} - \frac{1}{2} L_{2m}^\theta(y) = \frac{1}{2\theta} - \frac{1}{2\theta} P_{2m} \left( \frac{y}{\theta} \right). \]

Thirdly,

\[ 1 = \int_{-\theta}^{\theta} y^{2m} K(y) \, dy = \theta^{2m} - 0.5 \theta^{2m} \int_{-1}^{1} z^{2m} P_{2m}(z) \, dz = \theta^{2m} - \theta^{2m} \mu(2m). \]

Now, proposition (25) there holds, as well. Thus,

\[ K_0(y) = \frac{1}{2\theta_0} - \frac{1}{2\theta_0} P_{2m} \left( \frac{y}{\theta_0} \right), \ |y| \leq \theta_0, \]

Ultimately, the equality (26) follows immediately from ones (22) and (23).

This completes the proof of our theorem.

**Examples.** Of course, for the case \( m = 1 \) we obtain the classical Epanechnikov’s kernel.
Let now \( m = 2 \). We deduce after some calculations
\[
\theta_0 = \left[ \frac{63}{11} \right]^{1/4},
\]
and correspondingly
\[
K_0(y) = \frac{1}{2\theta_0} \left\{ 1 - \frac{1}{8} \left( 35y^4\theta_0^{-4} - 30y^2\theta_0^{-2} + 3 \right) \right\}, \quad |y| \leq \theta_0,
\]
and of course
\[
K_0(y) = 0, \quad |y| > \theta_0.
\]

Wherein
\[
\min \int_R K^2(y) \, dy = \int_R K_0^2(y) \, dy = \frac{11}{18 \theta_0}.
\]

\section{The case of fractional order.}

Let \( \beta \) be arbitrary fractional positive number; denote by \( l = [\beta] \) its positive integer part. We suppose that the function \( f(\cdot) \) belongs to the space \( \Sigma(\beta) \). This imply that all the derivatives \( f^{(k)}(x), k = 0, 1, \ldots, l \) are continuous and bounded and that the last continuous derivative \( f^{(l)}(x) \) is bounded and satisfies the Hölder’s condition with power \( \beta - l \).

We impose on the kernel \( K(\cdot) \) conditions alike ones in the first section: \( K = K(x), \ x \in \) be certain even function having finite support:

\[
\exists \theta \in (0, \infty) \ \forall x : |x| > \theta \Rightarrow K(x) = 0,
\]

for which
\[
\int_R K(x) \, dx = 1,
\]
\[
K(-x) = K(x); \ \int_R K^2(x) dx < \infty;
\]
\[
K(\cdot) \in C(R), \ \int_R |K(x)| dx < \infty.
\]

The following conditions may be named as before \textit{conditions of orthogonality}:

\[
\forall r = 1, 2, \ldots, l \ \Rightarrow \int_R x^r K(x) \, dx = 0.
\]

Ultimately, suppose
\[
\int_R |x|^\beta K(x) \, dx < \infty.
\]
It is known that under these conditions the bias $\delta_n(x)$ of Parzen - Rosenblatt’s estimation $f_n(x)$, as well as for Wolverton - Wagner’s ones obey’s a following property

$$\sup_x |\delta_n(x)| = \sup_x |\mathbb{E}f_n(x) - f(x)| \leq C(\beta, f) h_n^\beta,$$

see e.g. [5], [15], [16].

We get following again V.A.Epanechnikov [9] the following variational statement of problem under formulated above in this section restrictions

$$\int_R K^2(y) \, dy \to \min_K$$

where in addition $\int_R |y|^\beta K(y) \, dy = 1$.

**Theorem 3.1.** The (unique) solution of this problem has a form

$$\theta_0 = (2\beta + 1)^{1/\beta},$$

$$K_0(y) = \lambda - \mu |y|^{\beta}, \quad |y| \leq \theta_0, \quad K_0(y) = 0, \quad |y| > \theta_0;$$

$$\lambda = \frac{\beta + 1}{2\beta} \cdot (2\beta + 1)^{-1/\beta},$$

$$\mu = \frac{\beta + 1}{2\beta} \cdot (2\beta + 1)^{-(\beta + 1)/\beta},$$

and wherein under our condition

$$\min \int_R K^2(y) \, dy = \int_R K_0^2(y) \, dy = \mu^2 \theta_0^{2\beta + 1} \cdot \left\{ \frac{2\beta^2}{(2\beta + 1)(\beta + 1)} \right\} = (\beta + 1) \cdot (2\beta + 1)^{-(\beta + 1)/\beta}.$$

**Proof.** The Euler’s equations for this problem give us as before the following form for the optimal kernel

$$K(y) = \lambda - \mu |y|^\beta + \sum_{j=1}^t \nu_j y^j, \quad |y| \leq \theta.$$

Since the function $K(\cdot)$ is even, $\nu_1 = \nu_3 = \ldots = 0$. Further, it follows from the relations of orthogonality that all the other coefficients $\nu_j$ are absent; so the optimal kernel $K$ has a form inside the closed interval $y \in [-\theta, \theta]$

$$K(y) = \lambda - \mu |y|^\beta.$$

As long as $K(\theta) = 0,$
\[ \lambda = \mu \cdot \theta^\beta. \]  \hspace{1cm} (44)

Secondly,

\[ 1 = \int_{-\theta}^{\theta} K(y) \, dy = 2 \left[ \lambda \theta - \mu \frac{\theta^\beta}{\beta + 1} \right], \]

following

\[ \lambda \theta - \mu \cdot \frac{\theta^\beta}{\beta + 1} = \frac{1}{2}. \]  \hspace{1cm} (45)

Thirdly,

\[ 1 = \int_{-\theta}^{\theta} |y|^{\beta} K(y) \, dy = 2 \lambda \frac{\theta^\beta}{\beta + 1} - 2 \mu \frac{\theta^{2\beta+1}}{2\beta + 1}, \]

or equally

\[ \lambda \frac{\theta^{2\beta+1}}{\beta + 1} - \mu \frac{\theta^{2\beta+1}}{2\beta + 1} = \frac{1}{2}. \]  \hspace{1cm} (46)

Solving the system of equations (44), (45) and (46), we obtain the assertion of theorem 3.1.

The equalities (40), (41) may be obtained after simple calculations.

When for instance \( \beta = 3/2 \), then

\[ \theta_0 = 4^{2/3}, \quad \lambda = \frac{5}{6} \cdot 4^{-2/3}, \quad \mu = \frac{5}{6} \cdot 4^{-5/3}, \]

and

\[ \min \int_R K_0^2(y) \, dy = 5 \cdot 2^{-1/3}. \]

**Remark 3.0.**

Note that in the case of fractional value \( \beta \) the optimal kernel \( K_0 \) is non-negative!

**Remark 3.1.**

It is interest to note that if we choose as the value \( \beta \) an integer value \( \beta := 2 \), we obtain the classical Epanechnikov's kernel

\[ \theta_0 = \sqrt{5}, \quad \lambda = \frac{3}{4\sqrt{5}}, \quad \mu = \frac{3}{20\sqrt{5}}. \]

In this case the minimal value of \( \int_R K_0^2(y) \, dy \) is equal to \( 3/(5\sqrt{5}) \).
Remark 3.2. We do not use in this section, i.e. in the case of fractional value of the parameter $\beta$, the theory of Legendre’s polynomials, in contradiction to the foregoing sections.

4 Another statement of problem.

We retain all the restrictions and conditions of the foregoing section. Denote in addition

$$J_\beta = J_\beta(K) := \int_R |y|^\beta K(y) \, dy; \quad V_2 = V_2(K) := \int_R K^2(y) \, dy,$$

and suppose $J_\beta(K) > 0$. It is well known, see e.g. [5], [18] that

$$|Ef_n - f| \leq C_1 h^\beta \cdot J_\beta(K), \quad \text{Var}\{f_n\} \leq C_2 V_2(K)/nh.$$

The mean square error for the considered statistics $f_n$ allows the estimate

$$Z_n(K) \overset{\text{def}}{=} E(f_n - f)^2 \leq C_3 \left( \frac{V_2(K)}{nh} + h^{2\beta} J_\beta^2(K) \right).$$

The minimum $W = W(K)$ of the right - hand side of the last inequality relative the bandwidth $h$ is following

$$W = W(K) := \min_{h>0} Z_n(K) \simeq C_4 n^{-2\beta/(2\beta + 1)} J_\beta(K) \cdot [V_2(K)]^{2\beta}.$$

We get to the following extremal problem relative the kernel $K(\cdot)$ under formulated before limitations

$$\Phi(K) \overset{\text{def}}{=} J_\beta(K) \cdot [V_2(K)]^{2\beta} \to \min_K.$$

Let us apply the famous calculus of variations, see e.g. [6], p.169; [11], chapter 2, section 2.2. Namely, introduce the perturbed kernel

$$K_\delta(y) := K_0(y) + \delta g(y),$$

where $K_0$ is the optimal kernel, $\delta$ is "small" constant, e.g. $-0.5 \leq \delta \leq 0.5$, $g = g(y)$, $|y| \leq \theta = \theta_0$ is suitable perturbation function. Of course,

$$\int_{-\theta}^\theta g(y) \, dy = 0,$$

"centering" condition.

We obtain after some calculations

$$\Phi(K_\delta) = \Phi(K_0) +$$
\[ C_2 \delta \int_{-\theta}^{\theta} \left\{ C_3 K_0(y) + C_4 |y|^\beta \right\} g(y) \, dy + 0(\delta^2), \quad \delta \to 0. \]

Therefore, for some finite constants \( C_3, C_4 \) and for arbitrary perturbation "centered" function \( g = g(y) \) (48)

\[ \int_{-\theta}^{\theta} \left\{ C_3 K_0(y) + C_4 |y|^\beta \right\} g(y) \, dy = 0. \] (49)

It follows from (49) taking into account the "centering" condition (48) that

\[ C_3 K_0(y) + C_4 |y|^\beta = C_5. \] (50)

We conclude that the considered in this section optimization problem quite coincides with considered in the third section!

Thus, the optimal kernel \( K_0 \) in this statement problem is described completely in the theorem 3.1.

5 Estimation of the derivatives for density.

It is interest in our opinion to find the optimal kernels for the problem of derivative density estimations, in the spirit, for example, [13], pp. 12 - 16; where are described also some applications.

Denote

\[ f^{(r)}(x) := \frac{d^r f(x)}{dx^r}, \quad r = 1, 2, \ldots; \]

and we want to build the kernel estimation \( f^{(r)}(x) \) for the derivative \( f^{(r)} \).

We suppose that for some \( m = 1, 2, \ldots \) the density function \( f(\cdot) \) is \( r + 2m \) times continuous bounded differentiable:

\[ \sup_{x \in \mathbb{R}} | f^{(r+2m)}(x) | < \infty. \]

As for the kernel \( K(\cdot) \); we assume in addition to the foregoing restrictions that it belongs to the Sobolev’s space \( W_{2,r}(-\theta, \theta) \):

\[ V_{r,2}(K) = \int_{-\theta}^{\theta} \left[ K^{(r)}(y) \right]^2 \, dy < \infty, \] (51)

and as ordinary

\[ |y| \geq \theta \Rightarrow K(y) = 0; \quad \int_{-\theta}^{\theta} K(y) \, dy = 1; \]
\[ \forall s = 1, 2, \ldots, 2m - 1 \Rightarrow \int_{-\theta}^{\theta} y^{s} K(y) \, dy = 0; \]
\[ \int_{-\theta}^{\theta} y^{2m} K(y) \, dy = 1; \quad K(-y) = K(y). \]

The kernel estimate for the derivative \( f^{(r)}(x) \) has a form
\[
 f^{(r)}_n(x) = \frac{1}{n \, h^{1+r}} \sum_{i=1}^{n} K^{(r)} \left( \frac{\xi_i - x}{h} \right), \tag{52}
\]
where as before \( n \to \infty \Rightarrow h = h(n) \to 0, \ n h^{1+r} \to \infty. \)

It is known, see [13], p.11 - 15 that the bias as \( n \to \infty \) of \( f^{(r)}_n(x) \) under our condition has a form
\[
 E f^{(r)}_n(x) - f(x) \sim C_1(f) \ h^{2m} \int_{-\theta}^{\theta} y^{2m} K(y) \, dy,
\]
and the variance may be evaluated as follows
\[
 \text{Var} \left[ f^{(r)}_n(x) \right] \sim C_2(f) \ \frac{1}{n h^{1+r}} \left[ V_{r, 2}(K) \right].
\]

We get as before to the following extremal problem under our conditions
\[
 \Phi(K) := \int_{-\theta}^{\theta} \left[ K^{(r)}(y) \right]^2 \, dy \to \min. \tag{53}
\]

The solution of this problem is quite alike to one in the second section.

**Theorem 5.1.** The optimal kernel \( K_r(y) \) for the considered in this section is unique and has a form
\[
 K_r(y) = \frac{1}{2\theta} - \frac{1}{2\theta} P_{2m+2r} \left( \frac{y}{\theta} \right), \quad |y| \leq \theta, \tag{54}
\]
\[
 K_r(y) = 0, \quad |y| > \theta, \quad \text{where}
\]
\[
 \theta = \left[ 1 - \mu(2m + 2r) \right]^{-1/(2m+2r)}. \tag{55}
\]

6 Concluding remarks.

**A.** The multivariate version of the kernel, in particular, optimal one, has a factorizable form
\[ V(x_1, x_2, \ldots, x_d) = \prod_{j=1}^{d} K(x_j), \quad d = 2, 3, \ldots, \]

see [2], [3], [7], [9], [15], [16], [18] etc.

**B.** At the same optimization problem for density measurement appears for the so-called *recursive* Wolverton-Wagner’s density estimation, see [7], [17], [19], [23], [28], [29] and so one.

**C.** Offered here method may be generalized perhaps on the so-called regression problem, i.e. when

\[ \eta_i = f(x_i) + \epsilon_i, \quad i = 1, 2, \ldots, n; \]

see [10], [14], p.64, Theorem 3.1.

**D.** The case when the r.v. \( \xi_i \) are positive, may be reduced to the considered here by a transform

\[ \eta_i := \ln \xi_i, \]

therefore

\[ f_{\eta}(x) = e^x f_{\xi}(e^x), \quad x \in (-\infty, \infty), \]

see [4]. The case when \( \xi_i \in (a, b) \) may be considered quite analogously.
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