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Abstract: Choosing proper projects has a great impact on organizational success. Firms have various factors for choosing projects based on their different objectives and strategies. The problem of optimization of projects’ risks and returns is among the most prevalent issues in project portfolio selection. In order to optimize and select proper projects, the amount of projects’ expected risks and returns must be evaluated correctly. Determining the relevant distribution is very important in achieving these expectations. In this research, various types of practical distributions were examined, and considering expected and realized risks, the effects of choosing the different distribution on estimation of risks on construction projects were studied.
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1. Introduction

Projects are implementation tools for organizational strategies. By defining and implementing the projects, firms aim to achieve their organizational objectives. Therefore, choosing the right projects significantly impacts the organizational success, and the method of choosing the best projects for the firm is of great importance. Given the large number of possible projects and the limited resources, the issue of optimization comes into consideration. Based on organizational objectives, executives and portfolio managers have different criteria for this optimization problem, which provides valuable input information for their decisions [1]. Most organizations want to maximize their profits by choosing and implementing the best projects, whereas paying attention solely to maximizing the return usually leads to an increase in risks, and, if the organization is unable to balance this return and risk and its risk tolerance, it might end up facing big losses or even failure. Hence, most of the firms use the risk and return trade-off in choosing their portfolios of projects.

The first step in risk management is the proper identification of project risks. There has been a large amount of study done on identification of project and portfolio risks. Different types of risks have been identified and their respective impacts assessed by researchers. Shi et al. [2] considered social risks of hydraulic infrastructure projects, Becker and Smidt [3] investigated workforce-related risks in projects, and Thomé et al. [4] and Qazi et al. [5] discussed effects of uncertainty, risks, and complexity in projects. The next stage is quantifying identified risks. Yang et al. [6] modeled stakeholder risks in green building projects. Pfeifer et al. [7] quantified risks causing delays, and Liu et al. [8] proposed a quantitative risk assessment model to help managers identify relationships between risks and decision variables of investment. Yousefi et al. [9] studied the effect of selecting an appropriate risk measure and the impact of this choice on the efficient frontier of the organization’s project portfolio. Namazian et al. [10] assessed completion time of projects under risk. Sarvari et al. [11] and Hatefi and Tamosaitiene [12] presented analyses of risk based approaches on sustainable development indicators. Hatefi et al. [13]
presented an evidential model for environmental risk assessment. Shrestha et al. [14] and Valipour et al. [15] analyzed risk allocation. Hamed et al. [16] and Dixit and Tiwari [17] estimated conditional value at risk. Hatefi and Tamosaitiene [18] presented the model for evaluating construction projects by considering interrelationships among risk factors. Ghasemi et al. [19] presented project portfolio risk identification and analysis using Bayesian networks. Ahmadi-Javid et al. [20] used mathematical optimization for portfolio risk responses. However, gaps in the literature require answering this question of whether the normal distribution should be used for choosing appropriate projects in risk and return optimization problems. This research contributes to the literature by studying the effects of choosing the different distribution on estimation of risks on construction projects to address the aforementioned question.

2. Model of Construction Project Portfolio

The newly developed model of project risk portfolio optimization is presented in Figure 1.
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**Figure 1.** Model of project risk portfolio optimization.

During the past decades, value at risk (VaR) was used as a standard tool in risk management [21] and has been used more than any other tools in this context [22]. Balbás et al. [23] found accurate approximation in VaR optimization. Artzner et al. [24] pointed out the weaknesses of value at risk, including sub-additivity, by proposing the expected shortfall measure (conditional value at risk), recommending it as the perfect risk measure, which is equal to expected loss in excess of value at risk. Another weakness of VaR is the lack of estimation for values over VaR percentage.

Relevant distribution assumptions are very important and have a great impact on estimations and quantification of risks. Slim et al. [25] shows that the normal distribution is useful only for describing the risk in low volatility state and is not satisfactory in high volatility situations. Yousefi et al. [26] examined the changes in project return based on different assumptions such as discount rate. The Monte Carlo simulation is used to investigate the effect of the changes in these factors. Tsao [27] argued that mean-VaR efficient frontier is more accurate when returns are not normal and incorporated VaR in the portfolio selection problem. The Student’s t distribution considers the fat tails of returns [28,29], and the GARCH (Generalized Autoregressive Conditionally Heteroscedastic) model efficiently captures the volatility clustering issue [30–35]. Tabasi et al. [16] used GARCH models to model the volatility-clustering feature and to estimate the parameters of the model. The Monte Carlo simulation method was used in this research for backtesting the conditional value at risk.
There have been many studies conducted on the applicability of the Conditional Extreme Value Theory (EVT), compared to other traditional methods, based on the time series and fatter tails. McNeil and Frey [36] proposed the conditional extreme value theory for the first time, by combining the extreme value theory and GARCH models. In their studies, Gençay et al. [37] and Brooks et al. [38] have compared extreme value theory with other methods of VaR estimation, such as the GARCH, and they have concluded that the extreme value theory has outperformed alternative performance models, in VaR estimation. Soltane et al. [39] have also compared the applicability of the extreme value theory in measuring value at risk and expected shortfall. The results of this study show that this method has better reaction to the changes in volatilities. By estimating value at risk via Wavelet-based EVT, Cifter [40] compared his proposed method with alternative models. Rigobon [41] and Lanne and Lütkepohl [42] used changes in the unconditional variance, while Normandin and Phaneuf [43], Lanne et al. [44], and Bouakez and Normandin [45] used conditional heteroskedasticity. Lütkepohl and Milunovich [46] and Kourouma et al. [47] focused on the forecasting strength of different methods of measuring value at risk and expected shortfall. The results of their study show that unconditional methods underestimate the risk while the extreme value theory has better estimates of risk, even during crisis. Bhattacharyya and Ritolia [48], using the conditional extreme value theory with the Peak Over Threshold model, showed that this method outperforms extreme value theory and historical simulation. Ghorbel and Trabelsi [49] evaluated the performance of different VaR measuring approaches, such as GARCH, variance-covariance, historical simulation, extreme value theory, and conditional extreme value theory. The results of this study reveal that the conditional extreme value theory, using the Peak Over Threshold model, has the best performance. Soltane et al. [39] estimated the conditional value at risk by combining GARCH and EVT models and concluded that using conditional approaches to extreme value theory improves the accuracy of the measure.

One of the advantages of the GARCH models is that consistent estimation of the model parameters does not need the knowledge of the distribution of the model errors [10]. D’Urso et al. [50], by using partitioning around medoids procedure, proposed a GARCH parametric modeling of the time series. Lütkepohl and Milunovich [46] considered GARCH models for the changes in volatility and argued about the importance of formal statistical tests for identification. Pedersen [51] considered inference in extended constant conditional correlation GARCH models and tested for volatility spillovers between foreign exchange rates. Kristjanpoller and Minutolo [52] improved volatility forecasting precision by using a hybrid model compared to the heteroscedasticity-adjusted mean squared error (HMSE) model. Sarabia et al. [53] worked with the dependent multivariate Pareto and considered a collective risk model based on dependence. Chen et al. [54] demonstrated validity of combining ST-GARCH (smooth transition-GARCH) model with Student’s t-errors and quantile forecasting for pair trading.

3. Extreme Value Models and Volatility Clustering

To properly examine the risk and return trade-off, the expectations of portfolio managers and project managers from possible risks are critical. As such, the risks of the projects are identified and estimated, and appropriate distribution is allocated according to the expectations of the managers. The aim of this research is to examine the effect of choosing various appropriate distribution on the results of this trade-off and optimization. For this, the expectations of portfolio and project managers of project risks and the distribution of projects’ returns were studied. The amount of expected risk and return in each project can be estimated based on the chosen distribution. Further, some implemented projects and their relevant risks were examined and their realized risks were compared with expected levels. Projects’ returns show fatter tails compared to normal series. This means that the chance of occurrence of extreme value returns is more than normal distribution. This finding questions the common use of normal distribution in project returns forecasting, which is quite widespread. Considering the fatter tails of returns, it can be concluded that
using tail-specific models, extreme value theory, and Pareto distribution function estimates are more appropriate in estimating project risks.

As shown in Figure 2, the volatilities in historical and simulated project returns in different time periods are highly correlated. This means, based on the characteristics of each time period, the volatilities in project returns have been changed significantly, indicating a correlation in the series of returns. The existence of high and low volatilities in loss series indicates volatility clustering, which justifies the application of the GARCH model.
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In the following research, the measures of project risks are value at risk and expected shortfall. In order to estimate the parameters of these models, the following two steps must be taken:

- Estimation of assumed distribution alpha
- Estimation of return and risk forecasting models parameters

To model the value at risk and the expected shortfall, three distribution assumptions were considered: normal distribution, Student’s t-distribution (where the alpha was extracted from the relevant table), and the extended Pareto distribution, which needs the fitness of this distribution over standard errors and estimates the parameters of the distribution. In the end, the desired alpha could be calculated based on estimated parameters. In the following, the Monte Carlo method and the Hill graph were used to estimate the threshold using the R codes. It should be noted that, considering the economic conditions and the systematic changes in risks, the threshold can change, and the validity of the threshold must be tested over time. In this research, the threshold level was assumed to be fixed over the projects’ implementations.

4. Value at Risk and Expected Shortfall Models

By combining volatility forecasting models used in this study and GARCH models, and by considering two types of distribution, normal and Student’s t-distributions, four models were created. Then, by using extreme value theory for estimation of the alpha percentile, four other models were created. The unconditional extreme value model was also considered separately. Both models were examined and backtested for both measures of value at risk and expected shortfall (18 models in total).

In finance portfolio literature, numerous studies have been conducted on the estimation of value at risk and the conditional value at risk with the extreme value approach. The
The following proposed model of the authors is presented for project portfolio management (Table 1).

Table 1. Value at risk (VaR) and expected shortfall models.

| Models                           | Formula                  |
|----------------------------------|--------------------------|
| 1 Normal AR(1)-GARCH(1,1) S_n   |                          |
| 2 t-student AR(1)-GARCH(1,1) S_t|                          |
| 3 Normal AR(1)-GJR-GARCH(1,1) G_n|                          |
| 4 t-student AR(1)-GJR-GARCH(1,1) G_t|                      |
| 5 Unconditional POT U P         |                          |
| 6 CPOT Normal AR(1)-GARCH(1,1) S_nP|                |
| 7 CPOT t-student AR(1)-GARCH(1,1) S_tP|         |
| 8 CPOT Normal AR(1)-GJR-GARCH(1,1) G_nP|    |
| 9 CPOT t-student AR(1)-GJR-GARCH(1,1) G_tP| |

GARCH: Generalized Autoregressive Conditionally Heteroscedastic.

In this study, R [55] and MATLAB [56] were used for estimation of data and presenting diagrams for GARCH parameters’ estimation, thresholds, expected shortfall, value at risk, and backtesting of the measures.

As can be seen in Figures 3–5, high and low volatilities are visible in the series for a long period of time.

Figure 3. Autocorrelation and partial autocorrelation of return series.

Figure 4. Autocorrelation and partial autocorrelation of squared return series.
Figure 5. Autocorrelation and partial autocorrelation of standardized residuals.

Furthermore, the existence of high and low volatilities together indicates volatility clustering, which justifies the use of the GARCH model. The autocorrelation and the partial autocorrelation diagrams are presented below. The top and the down lines show two standard deviations which indicate the confidence level of 95%.

5. Back-Testing Models

In the following table, the amount of p-value should be considered on a 5% error level. If the amount of p-value is less than the relevant level, the null hypothesis is rejected. The null hypothesis in this study was defined as if the value at risk model was estimated properly; thus, the rejection of the null hypothesis means the rejection of model validation in unconditional coverage tests, and, therefore, the higher amount of p-value means better modeling of risks.

Based on the results of Table 2, for the confidence level of 95%, none of the models were rejected, and this meant the value at risk model was appropriate. However, in the 99% confidence level, some of the models (normal distribution model) were rejected. The Student’s t-distribution models had better performance at higher confidence levels.

Table 2. Unconditional coverage test for the value at risk models.

| Data | S_n | S_t | G_n | G_t | U^p | S_n^p | S_t^p | G_n^p | G_t^p |
|------|-----|-----|-----|-----|-----|-------|-------|-------|-------|
|      |     |     |     |     | 0.95 |       |       |       |       |
| 1    | 0.401700 | 0.078800 | 0.375285 | 0.040590 | 0.361495 | 0.623505 | 0.285650 | 0.092582 | 0.076830 |
| 2    | 0.145957 | 0.696395 | 0.076989 | 0.627323 | 0.370360 | 0.687058 | 0.724680 | 0.562435 | 0.712396 |
| 3    | 0.147225 | 0.547697 | 0.103426 | 0.491173 | 0.291560 | 0.484620 | 0.464935 | 0.344991 | 0.551929 |
| 4    | 0.063040 | 0.229505 | 0.071280 | 0.360510 | 0.107293 | 0.020466 | 0.043560 | 0.006895 | 0.013790 |
| 5    | 0.142242 | 0.524458 | 0.099724 | 0.476381 | 0.291619 | 0.463464 | 0.459451 | 0.33468 | 0.556468 |
|      |     |     |     |     | 0.99 |       |       |       |       |
| 1    | 0.001000 | 0.429212 | 0.001000 | 0.648850 | 0.125400 | 0.382850 | 0.637450 | 0.224200 | 0.134247 |
| 2    | 0.001000 | 0.001000 | 0.001000 | 0.001000 | 0.365750 | 0.589733 | 0.626182 | 0.600400 | 0.427500 |
| 3    | 0.002850 | 0.092150 | 0.005608 | 0.106830 | 0.341129 | 0.609783 | 0.679250 | 0.713777 | 0.394250 |
| 4    | 0.004750 | 0.120650 | 0.012350 | 0.105450 | 0.379050 | 0.689900 | 0.694450 | 0.410289 | 0.414085 |
| 5    | 0.002781 | 0.090889 | 0.005672 | 0.104751 | 0.337881 | 0.609783 | 0.664736 | 0.713777 | 0.409605 |

As can be seen in Table 2, using Peak Over Threshold models and extreme value theory in most cases improved the results.

Additionally, in Table 3 below, the use of different models did not lead to the rejection of the null hypothesis and, therefore, all the models estimated the risk properly.
Table 3. Serial independence test for value at risk models.

| Data | S_n | S_t | G_n | G_t | U_P | S_n^P | S_t^P | G_n^P | G_t^P |
|------|-----|-----|-----|-----|-----|-------|-------|-------|-------|
|      |     |     |     |     |     |       |       |       |       |
| 0.95 |     |     |     |     |     |       |       |       |       |
| 1    | 0.462673 | 0.647742 | 0.699267 | 0.928003 | 0.699267 | 0.459519 | 0.666670 | 0.786461 | 0.761308 |
| 2    | 0.721350 | 0.617634 | 0.803020 | 0.748689 | 0.773878 | 0.666919 | 0.315459 | 0.822296 | 0.735320 |
| 3    | 0.396427 | 0.472586 | 0.685598 | 0.639938 | 0.599942 | 0.413251 | 0.460570 | 0.780977 | 0.796948 |
| 4    | 0.153523 | 0.071504 | 0.160884 | 0.000840 | 0.340696 | 0.235543 | 0.022596 | 0.016567 | 0.007836 |
| 5    | 0.386169 | 0.459970 | 0.667604 | 0.622915 | 0.583903 | 0.402558 | 0.449528 | 0.780977 | 0.779480 |
| 0.99 |     |     |     |     |     |       |       |       |       |
| 1    | 0.874333 | 0.893672 | 0.960850 | 0.831583 | 0.878405 | 0.816316 | 0.770512 | 0.967975 | 0.698180 |
| 2    | 0.052928 | 0.797994 | 0.257516 | 0.127106 | 0.520121 | 0.717584 | 0.481443 | 0.913944 | 0.823649 |
| 3    | 0.563889 | 0.836595 | 0.898762 | 0.732132 | 0.799012 | 0.749068 | 0.772548 | 0.735906 | 0.880592 |
| 4    | 0.175070 | 0.773566 | 0.825212 | 0.761352 | 0.541496 | 0.291836 | 0.339962 | 0.142486 | 0.488568 |
| 5    | 0.356727 | 0.826299 | 0.887259 | 0.723766 | 0.789336 | 0.739849 | 0.762888 | 0.726781 | 0.870350 |

As can be seen in Table 4, in higher confidence levels, the Student’s t-distribution model performed better than the normal distribution, and using extreme value theory improved the estimate of the models. In Figures 6 and 7, the 99% value at risk estimation diagram for the AR(1)-GARCH(1,1) model, with the assumption of normal distribution, is given in comparison to the Peak Over Threshold model.

Table 4. Conditional coverage test for value at risk models.

| Data | S_n | S_t | G_n | G_t | U_P | S_n^P | S_t^P | G_n^P | G_t^P |
|------|-----|-----|-----|-----|-----|-------|-------|-------|-------|
|      |     |     |     |     |     |       |       |       |       |
| 0.95 |     |     |     |     |     |       |       |       |       |
| 1    | 0.268968 | 0.725043 | 0.246554 | 0.615897 | 0.488248 | 0.651954 | 0.839796 | 0.843934 | 0.467749 |
| 2    | 0.650979 | 0.233885 | 0.688986 | 0.861156 | 0.584516 | 0.767922 | 0.293331 | 0.292356 | 0.228958 |
| 3    | 0.249477 | 0.532088 | 0.243630 | 0.567171 | 0.391898 | 0.477515 | 0.535011 | 0.603593 | 0.715298 |
| 4    | 0.076013 | 0.050675 | 0.090630 | 0.017541 | 0.144724 | 0.032159 | 0.022596 | 0.016567 | 0.007836 |
| 5    | 0.240517 | 0.512978 | 0.237380 | 0.546801 | 0.382657 | 0.460365 | 0.515796 | 0.577805 | 0.689608 |
| 0.99 |     |     |     |     |     |       |       |       |       |
| 1    | 0.000091 | 0.824238 | 0.000983 | 0.360439 | 0.220778 | 0.486693 | 0.700630 | 0.614254 | 0.198965 |
| 2    | 0.001962 | 0.000981 | 0.001962 | 0.000981 | 0.539680 | 0.625047 | 0.700630 | 0.856619 | 0.671165 |
| 3    | 0.003925 | 0.176622 | 0.014719 | 0.117855 | 0.432200 | 0.691771 | 0.658277 | 0.696081 | 0.672156 |
| 4    | 0.006869 | 0.233534 | 0.032476 | 0.204097 | 0.363057 | 0.581873 | 0.617197 | 0.539680 | 0.418007 |
| 5    | 0.003850 | 0.173542 | 0.014462 | 0.115695 | 0.429035 | 0.679707 | 0.648855 | 0.693204 | 0.658496 |

Figure 6. The 95% VaR (VaR0.95) for AR(1)-GARCH(1,1) model, with normal distribution assumption (red line) compared to the Peak Over Threshold model (blue line).
Figure 7. The 99% VaR (VaR0.99) for AR(1)-GARCH(1,1) model, with normal distribution assumption (red line) compared to the Peak Over Threshold model (blue line).

It can be expected that we can reach similar results with value at risk models for the validity of the expected shortfall models. However, the rank of desirability of these models may vary.

The V test was used to examine the performance of expected shortfall models [46]. In ref [28], the validity is examined, but in ref [46] model, the performance of the models can be compared with each other as well.

In the V1 test, the performance of expected shortfall models (similar to ref [28]) was dependent on the validity of the value at risk model.

$$V_1 = \frac{\sum_{t=1}^{T} \left( x_{t+1} - ES_q(x_{t+1}) \right) 1 \{ x_{t+1} > \alpha R_q \}}{\sum_{t=1}^{T} 1 \{ x_{t+1} > \alpha R_q \}}$$  \hspace{1cm} (1)

In the V2 test, the backtesting of the expected shortfall model was performed independently from the validity of the value at risk model.

$$V_2 = \frac{\sum_{t=1}^{T} \left( x_{t+1} - ES_q(x_{t+1}) \right) 1 \{ D_t > D q \}}{\sum_{t=1}^{T} 1 \{ D_t > D q \}}$$  \hspace{1cm} (2)

The V model could be calculated by summing up the absolute value of $V_1$ and $V_2$ statistics; the closer the value was to zero, the more credible was the model.

As can be seen in Table 5, the zero hypothesis with the assumption of the normal distribution was rejected in most of the expected shortfall models. This indicates the fact that the normal distribution assumption for the estimation of expected shortfall models was not valid. This is consistent with the results of the ref [36] study. Furthermore, it can be seen that using extreme value theory improved the models. According to the results presented in Table 5, the Student’s t-distribution model had better performance in comparison to the normal models. The usage of Peak Over Threshold estimation in expected shortfall models, with the assumption of the Student’s t-distribution, led to a decrease in the $p$-value. However, in most cases, the null hypothesis was not rejected. It can be concluded that using the Student’s t-distribution assumption in expected shortfall models lead to an overestimation of risk. This overestimation of risk can be adjusted using Peak Over Threshold models.

In Table 6, the results of the V1 test is presented. The closer these numbers were to zero, the higher was the validity of the model. Using this table, we can see the overestimation or the underestimation of the models. The values of the normal distribution models were positive and had larger numerical values, which indicates the underestimation of risks. The Student’s t-distribution models, in some cases, led to negative estimations and, therefore, overestimation of risks. Generally, the Peak Over Threshold models and the Pareto distribution improved the models.
Table 5. The bootstrap test for the expected shortfall models.

| Data | $S_n$ | $S_t$ | $G_n$ | $G_t$ | $U^P$ | $S_n^P$ | $S_t^P$ | $G_n^P$ | $G_t^P$ |
|------|-------|-------|-------|-------|-------|---------|---------|---------|---------|
|      |       |       |       |       |       |         |         |         |         |
| 0.95 |       |       |       |       |       |         |         |         |         |
| 1    | 0.042235 | 0.98754 | 0.046847 | 0.945865 | 0.033068 | 0.043172 | 0.093693 | 0.056951 | 0.045928 |
| 2    | 0.071647 | 0.708210 | 0.070729 | 0.778939 | 0.016534 | 0.043172 | 0.178284 | 0.045009 | 0.195653 |
| 3    | 0.062462 | 0.807847 | 0.050521 | 0.826008 | 0.076240 | 0.067094 | 0.221373 | 0.157074 | 0.206676 |
| 4    | 0.032500 | 0.757413 | 0.036742 | 0.701780 | 0.180956 | 0.059706 | 0.493267 | 0.120497 | 0.568589 |
| 5    | 0.060867 | 0.778737 | 0.049231 | 0.785003 | 0.074293 | 0.064045 | 0.215719 | 0.153062 | 0.201398 |

Table 6. The $V_1$ test for the expected shortfall models.

| Data | $S_n$ | $S_t$ | $G_n$ | $G_t$ | $U^P$ | $S_n^P$ | $S_t^P$ | $G_n^P$ | $G_t^P$ |
|------|-------|-------|-------|-------|-------|---------|---------|---------|---------|
|      |       |       |       |       |       |         |         |         |         |
| 0.95 |       |       |       |       |       |         |         |         |         |
| 1    | 0.012328 | −0.025781 | 0.012302 | −0.025710 | 0.008330 | 0.004153 | 0.003118 | 0.004155 | 0.004169 |
| 2    | 0.026801 | −0.006271 | 0.024107 | −0.008330 | 0.014688 | 0.004165 | 0.001042 | 0.003124 | 0.000000 |
| 3    | 0.016724 | −0.018743 | 0.016724 | −0.018743 | 0.009376 | 0.003136 | 0.002083 | 0.002091 | 0.002083 |
| 4    | 0.022864 | −0.010393 | 0.021866 | −0.009233 | 0.011256 | −0.001155 | −0.001179 | −0.001175 | −0.001166 |
| 5    | 0.015695 | −0.017657 | 0.015695 | −0.017657 | 0.008836 | 0.002943 | 0.001962 | 0.001968 | 0.001962 |

According to the studies conducted by Embrechts et al. [57], the backtesting of the expected shortfall model can be done via the $V_2$ test, independent of value at risk models. According to the results presented in Table 7, using the normal distribution led to underestimation of risks. Table 8 shows the $V$ test for the expected shortfall models.

Table 7. The $V_2$ test for the expected shortfall models.

| Data | $S_n$ | $S_t$ | $G_n$ | $G_t$ | $U^P$ | $S_n^P$ | $S_t^P$ | $G_n^P$ | $G_t^P$ |
|------|-------|-------|-------|-------|-------|---------|---------|---------|---------|
|      |       |       |       |       |       |         |         |         |         |
| 0.95 |       |       |       |       |       |         |         |         |         |
| 1    | 0.016566 | −0.020708 | 0.017415 | −0.018637 | 0.011389 | 0.006266 | 0.005177 | 0.007308 | 0.007248 |
| 2    | 0.028991 | 0.004070 | 0.027956 | 0.003037 | 0.021508 | 0.010354 | 0.009077 | 0.012425 | 0.010455 |
| 3    | 0.019673 | −0.015666 | 0.020036 | −0.013330 | 0.012425 | 0.004142 | 0.004142 | 0.005177 | 0.005177 |
| 4    | 0.022779 | −0.010354 | 0.021743 | −0.009319 | 0.010354 | −0.001035 | −0.001035 | −0.001035 | −0.001035 |
| 5    | 0.019189 | −0.015141 | 0.019189 | −0.013129 | 0.012368 | 0.004079 | 0.004040 | 0.005001 | 0.004993 |

Table 8. The $V_1$ test for the expected shortfall models.

| Data | $S_n$ | $S_t$ | $G_n$ | $G_t$ | $U^P$ | $S_n^P$ | $S_t^P$ | $G_n^P$ | $G_t^P$ |
|------|-------|-------|-------|-------|-------|---------|---------|---------|---------|
|      |       |       |       |       |       |         |         |         |         |
| 0.99 |       |       |       |       |       |         |         |         |         |
| 1    | 0.035754 | −0.074645 | 0.038796 | −0.072481 | 0.025538 | 0.015323 | 0.012258 | 0.016344 | 0.014301 |
| 2    | 0.066399 | 0.006129 | 0.056184 | 0.009194 | 0.061257 | 0.034732 | 0.031667 | 0.037797 | 0.035754 |
| 3    | 0.046014 | −0.036775 | 0.046964 | −0.035754 | 0.031667 | 0.017355 | 0.015323 | 0.021452 | 0.015323 |
| 4    | 0.048012 | 0.001022 | 0.049081 | −0.001022 | 0.031650 | 0.016360 | 0.013280 | 0.023480 | 0.010215 |
| 5    | 0.045324 | −0.035874 | 0.046331 | −0.034484 | 0.031474 | 0.017296 | 0.015093 | 0.021012 | 0.015039 |
Finally, the V model could also be calculated by averaging the absolute values of $V_1$ and $V_2$, and the closer the value was to zero, the more valid was the model. In Figure 8, the 95% expected shortfall estimation diagram for AR(1)-GARCH(1,1) model, and in Figure 9, the 99% expected shortfall estimation diagram for AR(1)-GARCH(1,1) model, with the assumption of normal distribution, are given in comparison to the Peak Over Threshold model.

**Figure 8.** The 95% expected shortfall (ES0.95) for AR(1)-GARCH(1,1) model, with normal distribution assumption (red line) compared to the Peak Over Threshold model (blue line).

**Figure 9.** The 99% expected shortfall (ES0.99) for AR(1)-GARCH(1,1) model, with normal distribution assumption (red line) compared to the Peak Over Threshold model (blue line).
6. Conclusions

Based on the studies, it can be concluded that the risks of the studied construction projects, in addition to skewness, have higher kurtosis and fatter tails in comparison to the normal distribution. Therefore, the assumption of normal distribution is not suitable for estimation of risk and leads to the underestimation of risk, especially in higher confidence levels. Assumption of Student’s t-distribution has better performance in risk estimation measures. Even though the Student’s t-distribution assumption in some cases led to the overestimation of risks, because of its conservative approach, it is more appropriate than the normal distribution. The differences between these models are more intelligible in higher confidence levels. The application of the extreme value theory in most cases led to the superior performance of the models and adjusted the underestimations of the normal distribution and the overestimations of the Student’s t-distribution. The changes in the returns of the studied projects indicate the volatility clustering, and, therefore, the application of GARCH models for modeling these characteristics can be confirmed.

Therefore, because of the importance of proper estimation of risks, it is recommended not to use the normal distribution in risk and return optimization problems for choosing the appropriate projects. The proposition of this study is the use of Student’s t-distribution assumption combined with extreme value theory and using the GARCH models because of the volatility clustering.
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