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Abstract
The Corona Virus Disease-2019 (COVID-19) pandemic has made a remarkable impact on economies and societies worldwide. With numerous procedures of social distancing and lockdowns, it becomes essential to know people’s emotional responses on a very large scale. Thus, an effective emotion classification approach is developed using the proposed Conditional Autoregressive Value at Risk-Water Sailfish-based Hierarchical Attention Network (CAViaR-WS-based HAN) for classifying the emotions in the COVID-19 text review data. The proposed approach, named CAViaR-WS, is designed by the incorporation of Conditional Autoregressive Value at Risk-Sail Fish (CAViaR-SF) and Water Cycle Algorithm (WCA). Here, the significant features, such as mean, variance, entropy, Term Frequency-Inverse Document Frequency (TF-IDF), SentiWordNet features, and spam word-based features, are extracted to further processing. Based on the extracted features, feature fusion is accomplished using the RideNN. In addition, CAViaR-SF-based GAN is used to perform the spam classification, and then, the emotion classification is carried out using Hierarchal Attention Networks (HAN), where the training procedure of HAN is performed using proposed CAViaR-WS. Furthermore, the developed CAViaR-WS-based HAN offers effective performance results concerning precision, recall, and f-measure with the maximal values of 0.937, 0.958, and 0.948, respectively.
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1 Introduction
Recently, social media has become an important medium for people to express their views and has greatly influenced the lives of humans (Agarwal et al. 2011). The micro-blogging sites, namely Twitter, offer a major chance to express their ideas and interact with communities, people, organizations, and groups (Chintala 2012). Micro-blogging sites consist of billion numbers of active users. Twitter has over 316 million monthly active users and traditionally creates over 500 million messages. An open feature of micro-blogging service and total data size being produced makes Twitter a vital research aim of social media and Natural Language Processing (NLP). In addition, the Twitter community utilizes the platform in numerous ways for various needs, from chatter to spreading the news regularly. Individuals convey their opinions on an extensive choice of sports matches, topics, political candidates, movies or their experiences in utilizing certain services and products or sharing their current frame of mind (Stojanovski et al. 2018). The various five features of social media include connectedness, collectivity, collaboration, and completeness, which support the crisis supervision function. The Twitter data are utilized due to its ease of understanding nature. It is simpler to make use of information sharing as well as collection. Moreover, Twitter offers unprecedented information to lawmakers and the wide-ranging public (Mathur et al. 2020). Emotions play a
significant part in rational decision-making, memory, social interaction, human intelligence, perception, learning, etc.

The sentiment analysis and opinion mining are a subtopic of the NLP, whereas text mining deals with the automatic discovery and knowledge extraction regarding the people’s evaluation, sentiments, and opinions from the textual data, namely review websites, personal blogs, and customer feedback forms. The sentiment analysis and opinion mining have gained significant attraction toward the practical applications and usage in today’s environment (Balabantary 2012). Emotions are the way to express people’s thoughts and feelings. Online social media, like Facebook and Twitter, have transformed communication language. Nowadays, individuals can communicate emotions, facts, opinions, and emotion intensities on various topics in small texts. Evaluating the emotions expressed in social media content has gained significant attraction in the research areas based on NLP. It has an extensive application in social welfare, commerce, public health, etc. For example, it can be employed in public health (Chen et al. 2012), identification of the public opinion regarding the political tendencies (Cambria 2016), stock market observation (Yen 2014), and brand management. Emotion analysis is the method of estimating the attitude toward the topic or target. The attitude can be emotional states, like joy, sadness, or anger (Mohammad 2016; Jabreel and Moreno 2019) or polarity (negative or positive). Existing research topics for analyzing the texts consist of several text contents, such as weblogs (Jung et al. 2006), news, text messages, stories (Alm et al. 2005), and spoken dialogs (Lee and Narayanan 2005). For numerous applications, detecting the emotions on the document level may not be satisfactory. A text-driven emotion estimation approach would promote detecting the emotional affinity of sentences.

Analyzing emotions with respect to the sentence level is very much significant for the various emotion analysis systems. The emotion analysis in the texts categorizes the texts into three different categories, such as negative, positive, and neutral. On the other hand, this type of analysis can be extended and categorized into various six primary emotion classes, such as negative, positive, disgust, hate, joy, fear, and surprise. Several Machine learning techniques (Aher and Jena 2021; Aher 2018) are used for classifying the emotions. With the preventive measures and the significant improvement of the COVID-19 situation, it is necessary to know how non-governmental organization (NGO), governments, and social organizations support the individuals affected by the COVID-19 situation. Since online communication is performed and recorded in the text data format, classifying the emotions during COVID-19 becomes a fundamental part of knowing and addressing the COVID-19 impacts on the people (Kleinberg et al. 2020). The sentiments and contents expressed on Twitter based on the analysis in the initial phases of the COVID-19 facilitate the effective and acceptance of the effect of happenings related to beliefs, sentiments, and thoughts of the widespread public. This type of understanding would facilitate the large-scale chances for the education and broadcasting of the correct information regarding the public health recommendations (Medford et al. 2020).

This research focuses on devising a robust technique for the emotion classification in the COVID-19 text review data using the proposed CAViaR-WS-based HAN. Initially, the text review data are gathered from the dataset and presented to the feature extraction module to extract necessary features for further processing. After that, the extracted features are presented to feature fusion module, such that the features are fused by RideNN. The fused features are then given to the spam classification module, which is carried out using CAViaR-SF-based GAN to classify the spam and non-spam reviews. Finally, the process of emotion classification is carried out effectively using the proposed CAViaR-WS-based HAN.

The key part of this research is explained below as follows,

- Proposed CAViaR-WS-based HAN: An effective technique is devised for the emotion classification in the COVID-19 text review data using the proposed CAViaR-WS-based HAN. The process of feature fusion is done using the RideNN, and the spam classification is performed using the CAViaR-SF-based GAN. In addition, the emotion classification is carried out using developed CAViaR-WS-based HAN, which is designed by the integration of CAViaR-SF and WCA, respectively.

The research paper is organized as follows: Sect. 2 describes several techniques employed for emotion classification, and Sect. 3 illustrates the developed technique for the emotion classification in COVID-19 text review data. Section 4 portrays the results and discussion, and finally, Sect. 5 concludes the paper.

2 Motivation

In this section, various emotion classification approaches are reviewed along with their advantages and disadvantages that motivate the researchers to design the proposed approach for performing the emotion classification in the COVID-19 text review data.

2.1 Literature review

The various existing emotion classification approaches are reviewed in this section. Kleinberg et al. (2020) developed a Ground truth dataset for measuring and expressing emotions from the text data. This method achieved a higher possibility of inferring worries and concerns from the text data.
However, this technique failed to make efforts for capturing the emotional responses to the sample over a longer period. Ahmad et al. (2019) introduced a Long Short-Term Memory-Convolutional Neural Network (LSTM-CNN) model to analyze emotions. This method achieved better categorization of tweets as non-extremist and extremist. However, this approach failed to offer an automated approach for crawling, storing, and cleaning twitter contents. Jabreel and Moreno (2019) devised a deep learning model for classifying the multi-label emotions in tweets. Here, the system was interpretable by visualizing the attention weights, but this approach failed to model the relationships among the labels and phrases. Kamal (2019) designed a Lexicon-based technique for categorizing emotions. This method achieved effective statistical results based on human emotions, but this technique suffers from higher processing time.

Stojanovski et al. (2018) developed a deep neural network (DNN) for the detection of emotions from twitter texts. This method achieved better performance in sentence categorization tasks. However, this method suffers from higher computational complexity issues. Asghar et al. (2018) introduced a Twitter sentiment analysis framework (T-SAF framework) for sentimental classification. This approach highly focused on domain-specific words, and this technique achieved better categorization of slangs expressed in tweets. However, this method failed to consider the automatic scoring of domain-specific words. Yu et al. (2018) devised a Dual Attention Transfer Network (DATN) for the sentimental classification. This technique attained enhanced multi-label emotional categorization results and accurately estimated general sentiment words and emotion-specific emojis. However, this approach failed to consider larger datasets in order to yield effective results. Ilendula and Sheth (2019) introduced a multimodal emotion classification technique for classifying multimodal emotions. This method achieved better accuracy for the emotional classification task. However, this technique failed to use human-annotated test sets to enhance the evaluation results.

### 2.2 Challenges

The various challenges faced by the emotion classification techniques are explained below as follows,

- **LSTM-CNN model** introduced in Ahmad et al. (2019) obtained better Twitter classification results. However, it lacks the ability to incorporate social and context features to enhance the system performance and achieve effective results.

- **The major limitation** confronted by the ground truth dataset developed in Kleinberg et al. (2020), which failed to capture relevant constructs as the rate of out-of-vocabulary terms in data was low.

- **The emotional modeling** developed in Arulmurugan et al. (2019) efficiently improved the sentence-level sentiment categorization performance with improved sentimental classification accuracy. However, it failed to increase the classification accuracy for the large corpora of document-level or sentence-level sentiment categorization.

- **The recurrent neural network (RNN) model** in Tai et al. (2018) only focused on the generation review of review texts, but still, it failed to improve the text authenticity generated by machines.

### 3 Proposed CAViaR-WS-based HAN for emotion classification from COVID-19 text review data

This section illustrates the emotion classification technique, named CAViaR-WS-based HAN for classifying the emotions from the COVID-19 text review data. The various phases involved in this technique are feature extraction, feature fusion, spam classification, and emotion classification. Initially, the text review data are considered as an input and the input text review data are presented to the feature extraction module in order to extract the important features, such as mean variance, entropy, TF-IDF, Sentiwordnet-based features, and spam words-based features. After that, these extracted features are presented to the feature fusion phase where the process is carried out using RideNN (Binu and Kariyappa 2018) to fuse the extracted features. Once the feature fusion is done, the fused features are given to the spam classification phase for classifying spam or non-spam using the CAViaR-SF-based GAN, which is designed by the integration of GAN (Usman et al. 2020) CAViaR (Engle and Manganelli 2004) and SFO (Shadravan et al. 2019). Finally, the emotion classification is performed by incorporating input text review data and the output obtained from the spam classification phase for classifying the emotions into worry, anger, disgust, fear, anxiety, sadness, happiness, relaxation, and desire where the process is carried out using the HAN (Yang et al. 2016). The training process of the HAN is done using the proposed optimization algorithm, named CAViaR-WS. However, the proposed CAViaR-WS algorithm is derived by the combination of CAViaR-SF and WCA (Eskandar 2012). Figure 1 depicts the schematic representation of the developed CAViaR-WS-HAN.

#### 3.1 Input data acquisition

Let us consider the input data \( G \) with various attributes and is expressed as

\[
G = \{ G_{ab} ; (1 \leq a \leq d)(1 \leq b \leq c) \} \tag{1}
\]

where, \( G_{ab} \) signifies the COVID-19 text review data in the database \( G \) with \( a \)th attribute in \( b \)th data. Here, \( c \) denotes
the overall data points, and \( d \) indicates the total attributes. Each data is subjected to the phase of feature extraction for extracting the significant features for the further processing.

### 3.2 Feature extraction

The input COVID-19 text review data \( G_{a,b} \) are presented to the feature extraction phase for extracting various features, such as mean, variance, entropy, TF-IDF, SentiwordNet, and spam words-based features, and these features are explained below as follows,

#### 3.2.1 Mean

Mean is calculated with respect to the average value of words present in the individual data, and the equation is formulated as,

\[
F_1 = \frac{1}{|S(u_o)|} \times \sum_{\sigma=1}^{\frac{|S(u_o)|}{S(u_o)}} S(u_o)
\]  

where, \( S(u_o) \) denotes the average value of the words, the total words in the review data are indicated as \( |S(u_o)| \), and the term \( F_1 \) signifies the mean feature.

#### 3.2.2 Variance

The variance feature \( F_2 \) is computed with respect to the measured mean expression value, and the equation is formulated as

\[
F_2 = \frac{\sum_{\sigma=1}^{\frac{|S(u_o)|}{S(u_o)}} [u_o - F_1]}{S(u_o)}
\]  

Here, \( F_1 \) indicates the mean value.

#### 3.2.3 Entropy

The entropy of the text review data is computed attribute-wise and is expressed as,

\[
E(\rho_C, \rho_D) = \sum_{C=1}^{v(\rho_C)} A(\rho_C = C, \rho_D = D) \cdot \log(\rho_C = C, \rho_D = D)
\]  

where, \( E(\rho_C, \rho_D) \) signifies the entropy of the data attributes, \( v(\rho_C) \) represents the exclusive attribute values, and \((C, D)\) indicates the attribute position of the data. The entropy feature is denoted as \( F_3 \).

#### 3.2.4 TF-IDF

TF-IDF is a numerical statistic technique that exhibits the significance of words in text data. This approach is most commonly used as the weighting parameter in the data restoring process and text mining. TF-IDF is generally employed for avoiding filtering words for text classification purposes. In general, the TF determines the occurrence of every attribute in the text review data, whereas IDF computes the rare occurrence of attributes in the text review data files (Christian 2016). The TF-IDF feature \( F_4 \) is expressed below as,
\[ F_4 = T \left( \frac{\log (1 + f_1)}{\log (f_2)} \right) \]

where, \( T \) signifies the overall documents, TF is represented as \( f_1 \) and \( f_2 \) denotes the IDF value.

### 3.2.5 SentiWordNet

The SentiWordNet feature construction is a two-stage process. The initial step is the exploration of the WordNet term relations, such as synonym, antonym, and hyponymy in order to extend the seed word’s core. The second step is the computation of the subset of wordNet expressions, namely positive and negative label (Ohana and Tierney 2009). The SentiWordNet features with the positive and the negative score, and it is expressed as,

\[ \{ P_d, N_d \} = SW \left( r_s \right) \]

where, the SentiWordNet feature is denoted as \( SW(.) \), \( P_d \) signifies the positive score, and \( N_d \) indicates the negative score. The features computed with respect to the positive and the negative feature scores are expressed as,

\[ f_1^s = P_d \]
\[ f_2^s = N_d \]

where, \( f_1^s \) and \( f_2^s \) are the features measured from the positive score and the negative score of SentiWordNet features, and \( F_3 \) signifies the SentiWordNet features.

### 3.2.6 Spam word-based features

The spam detection is a significant process as it aids in evaluating the appropriate feedback from the customer reviews. The spam reviews also estimated the accurate review scores. The spam word-based features consist of the detected spam reviews by assessing the review contents using the properties related to reviews. The properties related to reviews, namely the total review words where higher number of words are present in the spam than the truthful review. The truthful review is much different than the spam review, and the spam review includes more pronouns, while the truthful review includes more nouns, pronouns, adjectives, determiners, and coordinating conjunctions (Saeed et al. 2018). The obtained features to detect the spam are given as,

\[ f_3^s = \frac{C_g}{|q|} \]

For the \( x \)th review, the spam words and the total word count are denoted as, \( C_g \) and \( |q| \)

\[ f_4^s = \frac{f_{C_g}}{|f|} \]

where, the spam word frequency is signified as \( f_{C_g} \), and the term \( F_6 \) signifies the spam words-based features.

### 3.3 Feature fusion

Finally, the extracted features, such as mean, variance, entropy, TF-IDF, SentiWordNet, and spam words-based features, are incorporated together to generate a feature vector output for minimizing the complexity in evaluating the reviews. Hence, the feature vector obtained from the features is expressed as,

\[ F = \{ F_1, F_2, F_3, F_4, F_5, F_6 \} \]

where, \( F_1 \) represents the mean, variance is denoted as \( F_2 \), \( F_3 \) signifies the entropy, \( F_4 \) represents the TF-IDF features, SentiWordNet-based features are indicated as \( F_5 \), and spam-based features are signified as \( F_6 \).

Based on the correlation technique, the features are sorted, and the feature fusion expression is given as,

\[ F_{\text{fused}} = \sum_{i=1}^{k} \frac{\alpha}{h} F_i \]

\[ n = 1 + \frac{I}{H} \]

\[ G = \frac{I}{h} \]

where, the value \( h \) lies between the range \( 1 < h \leq k, I \) represents the number of features, and \( k \) signifies the selected features.

### 3.3.1 RideNN for computing \( \alpha \)

This section illustrates the process of computing the parameter \( \alpha \) using the RideNN (Binu and Kariyappa 2018). RideNN is designed using Rider Optimization Algorithm (ROA), where the training procedure of Neural Network (NN) is done by ROA. RideNN has cost and time benefits. Also, it is suitable for large-scale applications. RideNN contains three layers, namely input layer, hidden layer, and the output layer comprised with several neurons in every layer where the feature vector \( F \) is presented as an input to the Ride NN, and the parameter \( \alpha \) is computed by the following expression,

\[ \alpha = \text{corr} \left( Q_i, e_i \right) \]

where, text review data are denoted as \( Q_i \), and \( e_i \) represents the average of \( Q_i \) belonging to the class.
3.4 Spam classification using CAViaR-SF-based GAN

Here, the classification of spams, as spam or non-spam, is carried out using developed CAViaR-SF-GAN approach. The fused features $F^{\text{fused}}$ are fed as an input to the spam classification phase, which is performed using GAN classifier (Usman et al. 2020). GAN is used for achieving efficient spam classification results in complex cases. The GAN consists of two various units, such as generator and discriminator. Here, the generator endeavors to perplex discriminator through the generation of feasible data, whereas the discriminator determines the fake data from a real group of data. Moreover, the generator and discriminator are trained simultaneously for achieving global convergence. The training of GAN is done using CAViaR-SF, which is the combination of the CAViaR (Engle and Manganelli 2004) and SFO (Shadravan et al. 2019). The SFO (Shadravan et al. 2019) is a nature-influenced optimization technique in order to solve optimization problems without any structural variations. The SFO improves the diversification and the intensification, which facilitates the efficient tuning of the internal model parameters of the GAN. On the other hand, the CAViaR (Engle and Manganelli 2004) describes the distribution of returns with respect to the quantile characteristics. The unknown parameters can be determined by the progression of the quantiles with respect to time using the autoregressive process, and the regression quantile framework. The algorithmic steps of the CAViaR-SF-based GAN are illustrated below as follows,

i. Initialization

Let us initialize the population with $\omega$ number of solutions and is expressed as,

$$X = \{X_1, X_2, \ldots, X_e, \ldots, X_\omega \}; 1 \leq e \leq \omega$$

where, $\omega$ represents the total number of solutions, and $X_e$ denotes $e^{th}$ solution.

ii. Determination of error

The optimal solution is achieved using fitness function, which is called as minimization problem and therefore, the solution with low Mean Square Error (MSE) is considered as optimal solution. Thus, the equation is expressed as,

$$\text{MS}_\text{err} = \frac{1}{\rho} \sum_{d=1}^{\rho} \left[ C_d - C_d^* \right]^2$$

where, $C_d$ is the classifier output of GAN, and $C_d^*$ represents the target output, $\rho$ denotes the count of data samples, where $1 < d \leq \rho$.

iii. Elitism

Elitism copies the unmodified fittest solutions into the next generation. Here, the sailfish with the finest location is saved in all iterations and is regarded as elite. The elite sailfish is the fittest sailfish that has been achieved so far, and it can influence the acceleration and maneuverability of the sardines during the attack.

iv. Attack alternation strategy

According to the attack alternation mechanism of SFO, sailfish hunt and herd their prey. The herding characteristics of sailfish regulate their location based on the position of other hunters in the region of the prey school with no direct relationship among them. The SFO algorithm describes that the sailfish’s attack- alternation strategy is used during group hunting. The exploration phase offered by the search agents comprises of searching a large portion of search space for achieving effective solutions that needs to be refined. Sailfish can attack in every possible direction and inside a shrinking circle. Accordingly, the location of the sailfish can be updated within a sphere around the finest solution. The update equation achieved by the attack alternation strategy of SFO (Shadravan et al. 2019) is expressed as,

$$Y_{\text{new, SF}} = Y_{\text{elite, SF}} - \lambda \left( \text{rand} (0, 1) \left( \frac{Y_{\text{elite, SF}} + Y_{\text{injured, SF}}}{2} - Y_{\text{old, SF}} \right) - Y_{\text{rand}} \right)$$

Representing $Y_{\text{new, SF}}$ as $Y_{w+1}$ and $Y_{\text{old, SF}}$ as $Y_w$, we get

$$Y_{w+1} = Y_{\text{elite, SF}} - \lambda \left( \text{rand} (0, 1) \left( \frac{Y_{\text{elite, SF}} + Y_{\text{injured, SF}}}{2} - Y_{\text{rand}} \right) - Y_{w} \right)$$

According to CAViaR (Engle and Manganelli 2004), the standard equation is given as,

$$Y_w = l_0 + \sum_{p=1}^{z} l_p Y_{w-p} + \sum_{j=1}^{t} l_j V(Y_{w-j})$$

Assuming $z = t = 2$

$$Y_w = l_0 + l_1 Y_{w-1} + l_2 Y_{w-2} + l_1 V(Y_{w-1}) + l_2 V(Y_{w-2})$$

The SFO algorithm is incorporated with CAViaR by substituting Eq. (21) is substituted in (19), and thus, the standard equation of CAVIAR-SF is expressed as,
\[
Y_{w+1}^{Y} = Y_{elite, SF}^{Y} - \lambda_i \text{rand}(0, 1) \left( \frac{Y_{dim, SF}^{Y} + Y_{injured}^{Y}}{2} \right) + \lambda_i (l_0 + l_1 Y_{w-1}^{Y} + l_2 Y_{w-2}^{Y} + l_2 V(Y_{w-1}^{Y}) + l_1 V(Y_{w-2}^{Y})) \tag{23}
\]

\[
\lambda_i = 2 \text{ rand } (0, 1) PD - PD \tag{24}
\]

\[
PD = 1 - \left( \frac{N_{SF}}{N_{SF} + N_{K}} \right) \tag{25}
\]

where, \(I\) denotes the unknown parameter for the vector \(P, V(.)\) represents the fitness of solution, \(Y_{elite, SF}^{Y}\) signifies the location of elite sailfish formed until, best position of the injured sardine formed so far is signified as \(Y_{injured}^{Y}\), \(\lambda_i\) represents the coefficient at the \(ith\) iteration, \(PD\) signifies the prey density, \(N_{SF}\) signifies the number of sailfish, and \(N_{K}\) specifies the number of sardines.

v. Hunting and catching prey

According to the hunting and the catching prey strategy mechanism in the SFO; sailfish have maximum energy to catch prey at the beginning of the search, and also the sardines are not much injured and tired. The attack power of sailfish gradually minimizes over time during hunting. With respect to the regular and strong attacks, the energy stores in prey are minimized and have a decrease in capability to identify the direct information regarding sailfish location. To mimic the process, the sardines are obliged to update the position with respect to the current best location of sailfish and attack power at every iteration. The update equation obtained by the Hunting and Catching prey strategy is expressed as,

\[
Y_{new, K}^{K} = Z(Y_{elite, SF}^{Y} - l_0 + l_1 Y_{old, K-1}^{Y} + l_2 Y_{old, K-2}^{Y} + l_1 V(Y_{old, K-1}^{Y}) + l_2 V(Y_{old, K-2}^{Y}) + AP) \tag{26}
\]

where, \(Y_{elite, K}^{Y}\) signifies the optimal solution of elite sailfish, \(Y_{old, K}^{Y}\) denotes the present location of sardine, \(Z\) signifies the random number that lies within the range [0, 1], and \(AP\) indicates the attack power of sailfish. Finally, the CAViaR-SF-GAN classified the features into spam and non-spam in an effective way, and the spam classification output is denoted as \(R_w\).

### 3.5 Emotion classification using HAN

In this phase, the input COVID-19 text review data \(G_{a,b}\) and the output \(R_w\) obtained from the spam classification phase are fed as an input to the HAN (Yang et al. 2016) in order to classify the emotions from the COVID-19 text review data effectively where the training process of HAN classifier is carried out using the developed CAViaR-WS.

#### 3.5.1 Architecture of HAN

The structure of HAN is presented in Fig. 2. The structure of HAN (Yang et al. 2016) is comprised with several units, such as attention module, long short-term memory (LSTM), softmax, and self-attention module. The model utilizes the spam classified output \(R_w\) wherein the HAN classifier is used for classifying the emotions from the COVID-19 text review data.

- **Attention model**
  
  Attention model comprised of three modules, like CNN, LSTM, and attention layer and is explained below.

  **CNN** Here, the feature layers of VGGNet are used for extracting the feature maps. The initial procedure is to rescale image in 448 × 448 pixels. Therefore, generated output from VGGNet feature layers is in the size of 512 × 14 × 14. Here, the 512 × 196 dimensions vector is placed in a fully connected layer based on the tanh function that converts it to 1024 × 196 dimension vector.

  \[ M_j = \tanh (L_j M_j + t_j) \tag{27} \]

  where, \(M_j\) represents the feature vector of every region, \(M_j\) expresses every region. The extension of dimensions makes the integration process in depth.

  **LSTM** LSTM includes various memory cells and hence comprised of four phases in updating the cell states. The initial phase makes the decision in order to evaluate the thrown information from the cell state. The other phases make the decision regarding the new information to be saved in the cell state, and the equation is expressed as,

  \[ y_m = \sigma (L_y [z_{m-1}, s_m] + t_y) \tag{28} \]

  \[ j_m = \sigma (L_j [z_{m-1}, s_m] + t_j) \tag{29} \]

  \[ W_j = \tanh (L_w [z_{m-1}, s_m] + t_w) \tag{30} \]

  where, \(W_j\) represents the memory to be known, \(s_m\) signifies the input vector, \(z_m\) denotes the hidden state, \(y_m\) specifies the forget gate, \(j_m\) indicates the input gate.Here, the old state \(W_{m-1}\) gets updated to new state \(W_m\), which is specified as,

  \[ W_m = y_m * W_{m-1} + j_m * W_j \tag{31} \]

  \[ o_m = \sigma (L_o (z_{m-1}, s_m) + t_o) \tag{32} \]
where, $o_m$ represents the output gate.

Attention layer Here, $L_{eq}$ and $L_{ei}$ are presented to the fully connected layer and incorporated with tanh function. By considering the Softmax function, the attention distribution map is achieved.

$$z_{att} = \tanh ((L_{ci,att} \cdot M_{ij} + t_{ij,att}) \oplus (L_{eq} + t_{eq,att}))$$ (34)

$$C_\zeta = \text{Soft max}(L_p \cdot z_{att} + t_p)$$ (35)

where, $L_{ci}$ signifies the 196 × 1024 dimension matrix, $L_{eq}$ represents the 1024 dimension matrix, $L_{ci,att}$ and $L_{eq,att}$ indicate the 1024 × 512 dimension matrix.$L_p$ specifies the 512 dimension vector, and $C_\zeta$ signifies shape, and $\oplus$ specifies addition vector. The weighted sum is determined by the attention distribution map and is expressed as,

$$M_j = \sum p_j, M_{ij}$$ (36)

**Self-Attention model**

Here, the self-attention model is utilized for gathering global information, and the equation is given as,

$$e_j = s_j + \sum_{q=1}^{N_p} \frac{h(s_j, s_q)}{\beta} (L_u \cdot s_q)$$ (37)

where, $h(.)$ signifies the function among the $j$ and $q$, $L_u$ represents the linear transform, and the normalization factor is denoted as $\beta$.

Thus, the output obtained from the HAN is denoted as $O$ that signifies the classified emotions, namely worry, anger, disgust, fear, anxiety, sadness, happiness, relaxation, and desire.

### 3.5.2 Training process of CAViaR-WS

The training process of HAN (Yang et al. 2016) is performed using the proposed optimization algorithm, named CAViaR-WS algorithm, which is formed by hybridization of CAViaR-SF and WCA (HadiEskandar 2012). In addition, the classifier weights are trained using the developed CAViaR-WS in order to attain an optimal solution. CAViaR-SF is devised by the combination of CAViaR and SFO (Shadravan et al. 2019). WCA (HadiEskandar 2012) is a nature-inspired optimization algorithm for solving optimization limitation issues. WCA is developed by considering the progression of the water cycle and monitoring how rivers and streams pass into the sea. The WCA model starts with an initial population named raindrops where the finest raindrop is chosen as a sea. After that, the best raindrop is chosen as a river, and the remaining raindrops are chosen as the streams passing to the sea and rivers. WCA method depends on the magnitude of flow. By incorporating the CAViaR-WS with the WCA...
shows the efficiency of the developed scheme and minimizes the computational complexity problems. The algorithmic steps involved in the CAViaR-WS are described below as follows,

(i) **Initialization:** The foremost step is the initialization of the solution and is formulated in Eq. (16)

(ii) **Compute fitness measure:** The fitness measure is employed for obtaining the optimal solution by measuring the best fitness value, and the equation for computing the fitness measure is given as,

\[
\text{Fitness} = \frac{1}{K} \sum_{\theta=1}^{K} \left[ O - U_{\theta} \right]^2
\]

(38)

where, \( O \) denotes the classifier output, and \( U_{\theta} \) signifies the target output.

In addition, the elitism, and the attack alternation strategy of the SFO algorithm is explained in the above Sect. 3.4.

(iii) **Determination of update solution:** To improve the algorithmic performance, the WCA is incorporated with CAViaR-SF equation formulated in (23) to develop the proposed CAViaR-WS for classifying the emotions. As per WCA (HadiEskandar 2012), the update equation is given by,

\[
Y_{\text{new}}^{\text{stream}} = Y_{\text{sea}} + \sqrt{\mu} \text{ rand} n(1, B_{\text{var}})
\]

(39)

Represent \( Y_{\text{new}}^{\text{stream}} = Y_{w+1}^{i} \)

\[
Y_{\text{sea}} = Y_{w+1}^{i} - \sqrt{\mu} \text{ rand} n(1, B_{\text{var}})
\]

(40)

From Eq. (23),

\[
y_{w+1} = y_{\text{elite, SF}}^i - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} - \lambda_1 \text{ rand}(0, 1) \right) - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} \right)
\]

(41)

Substituting Eq. (40), as \( Y_{\text{sea}} \) and \( y_{\text{elite, SF}}^{i} \) are the optimal solutions,

\[
y_{w+1} = y_{w+1}^{i} - \sqrt{\mu} \text{ rand} n(1, B_{\text{var}}) \left( 1 - \frac{\lambda_1 \text{ rand}(0, 1)}{2} \right) - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} \right)
\]

(43)

\[
y_{w+1} = y_{w+1}^{i} - \sqrt{\mu} \text{ rand} n(1, B_{\text{var}}) \left( 1 - \frac{\lambda_1 \text{ rand}(0, 1)}{2} \right) - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} \right)
\]

(44)

\[
y_{w+1} = y_{w+1}^{i} - \sqrt{\mu} \text{ rand} n(1, B_{\text{var}}) \left( 1 - \frac{\lambda_1 \text{ rand}(0, 1)}{2} \right) - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} \right)
\]

(45)

\[
y_{w+1} = y_{w+1}^{i} - \sqrt{\mu} \text{ rand} n(1, B_{\text{var}}) \left( 1 - \frac{\lambda_1 \text{ rand}(0, 1)}{2} \right) - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} \right)
\]

(46)

\[
y_{w+1} = y_{w+1}^{i} - \sqrt{\mu} \text{ rand} n(1, B_{\text{var}}) \left( 1 - \frac{\lambda_1 \text{ rand}(0, 1)}{2} \right) - \lambda_1 \text{ rand}(0, 1) \left( \frac{Y_{\text{injured}}^i}{2} \right)
\]

(47)
where, $\mu$ signifies the coefficient that expresses the limit of the searching area near sea and the value is set to 0.1, $\text{rand} n$ denotes the distributed random number.

Furthermore, the update equation achieved by the hunting and catching prey strategy of SFO is expressed in Eq. (26) in Sect. 3.4.

(iv) **Evaluating feasibility:** The fitness value is computed for each individual in such a way that the fitness function with optimal value is considered as the best solution.

(v) **Termination:** The optimum weights are computed on the basis of continual manner till utmost iterations are attained. The pseudo-code of developed CAViaR-SF is illustrated in Algorithm 1.

### 4 Results and discussion

This section describes the results and discussion of the developed CAViaR-WS-based HAN with respect to the evaluation metrics, such as precision, recall, and f-measure.

#### 4.1 Experimental setup

The implementation of the proposed CAViaR-WS-based HAN is performed in PYTHON tool using COVID-19 Real World Worry Dataset (RWWD) (COVID-19 Real World Worry Dataset 2021) with PC having 2 GB RAM, windows 10 OS, and Intel i3 core processor.

| Input: $J$ | Output: Optimal solution $Y_{w+1}$ |
|------------|------------------------------------|
| Begin      |                                    |
| Initialize sailfish and sardine population randomly with new parameters | Compute the fitness equation using equation (38) |
| Evaluate the finest sailfish and consider it as elite sailfish | Evaluate the finest sardine and consider it as injured sardine |
| While the execution condition is not satisfied | For each sailfish |
| compute $\lambda_i$ | Update the position of sailfish |
| End for | Estimate attack power |
| If $AP < 0.5$ | Compute the sardines count |
| | Compute the variables count |
| | Choose a set of sardines based on alpha and beta |
| | Update the position of selected sardine |
| else | Update the sardine positions |
| End if | Evaluate error using equation (38) |
| If there is improved solution in sardine population | Update best sailfish and best sardine using equation (47) |
| End if | End while |
| Return |

Finally, the developed CAViaR-WS-based HAN classified the emotions from the COVID-19 text review data in an effective way.

#### 4.2 Dataset description

COVID-19 RWWD (COVID-19 Real World Worry Dataset 2021) is a ground truth emotion dataset to signify and
express the emotions in text. This dataset consists of 5,000 texts with 2,500 short texts and 2,500 long texts. Moreover, the long RWWD includes texts, which are open-ended in length, and asked the participants to express their feelings according to their wish, whereas the short RWWD asked the same participants to express their feelings according to the Tweet-sized texts. Thus, this technique learns the worries and the emotional responses of the participants in an effective way.

### 4.3 Evaluation metrics

The performance of the developed CAViaR-WS-based HAN method is analyzed based on three metrics, namely precision, recall, and F-measure, respectively.

**Precision** Precision is a measure that specifies the fraction of accurately classified emotions from the text review data and is expressed as,

\[ P = \frac{|T_i \cap T_r|}{T_r} \quad (48) \]

Here, \( T_i \) signifies relevant emotions, and \( T_r \) represents the classified emotions.

**Recall** It is a measure of relevant emotions present in classified emotions that is related to text review data.

\[ R = \frac{|T_i \cap T_r|}{T_i} \quad (49) \]
**F-measure** It computes the mean difference between the precision and the recall measure and is expressed as,

$$FM = 2 \times \frac{P \times R}{P + R}$$  \hspace{1cm} (50)

### 4.4 Performance analysis

The performance assessment is carried out using evaluation metrics with respect to spam and emotion classification by varying the iterations.

**Figure 3** presents the performance assessment of the developed CAViaR-WS-based HAN with respect to spam classification by varying the iterations using performance metrics, namely precision, recall, and f-measure. The analysis based on precision is illustrated in Fig. 3a). The proposed CAViaR-WS-based HAN measured a precision value for iteration 5 is 0.806, iteration 10 is 0.824, iteration 15 is 0.830, and iteration 20 is 0.897 for the training data 60%. Figure 3b) shows the assessment using recall measure. The recall value measured by the proposed CAViaR-WS-based HAN with respect to iteration 5 is 0.936, iteration 10
is 0.947, iteration 15 is 0.951, and iteration 20 is 0.963 for the training data 80%. The f-measure assessment is presented in Fig. 3c). By considering the training data as 70%, the developed CAViaR-WS-based HAN obtained an f-measure value for iteration 5 is 0.882, iteration 10 is 0.904, iteration 15 is 0.904, and iteration 20 is 0.925.

(b) Analysis based on emotion classification
The performance assessment of the proposed CAViaR-WS-based HAN with respect to emotion classification by varying the iterations based on the performance metrics is presented in Fig. 4. The precision analysis is portrayed in Fig. 4a). The proposed method achieved a precision value for the training data 70% with respect to the iteration 5 is 0.781, iteration 10 is 0.832, iteration 15 is 0.851, and iteration 20 is 0.917. Figure 4b) shows the assessment of recall measure. For the training data 60%, the proposed CAViaR-WS-based HAN obtained a recall value for the iteration 5 is 0.849, iteration 10 is 0.889, iteration 15 is 0.918, and iteration 20 is 0.953. The f-measure analysis is shown in Fig. 4c). The f-measure value measured by the proposed CAViaR-WS-based HAN with respect to the iteration 5 is 0.865, iteration 10 is 0.882, iteration 15 is 0.894, and iteration 20 is 0.936 for the training data 80%.

4.5 Comparative methods
The performance of the developed CAViaR-WS-based HAN method is analyzed using the existing techniques, like
Deep Learning (Jabreel and Moreno 2019), Lexicon-based approach ("Emotion classification and crowd source sensing: a lexicon based approach" 2019), Deep Convolutional Neural Network (DNN) (Stojanovski 2018).

4.6 Comparative analysis

This section explains the comparative assessment of the developed CAViaR-WS-based HAN method by varying the training data in terms of evaluation metrics.

(a) Analysis based on spam classification

The assessment of the developed CAViaR-WS-based HAN for the spam classification with respect to the performance metrics by changing the training data percentage is shown in Fig. 5. Figure 5a) portrays the precision analysis. The precision value measured by the proposed CAViaR-WS-based HAN is 0.900, whereas the precision value obtained by the existing techniques, such as Deep learning is 0.842, Lexicon-based approach is 0.874, DNN is 0.875 for the training data 80%. The performance improvement achieved by the developed CAViaR-WS-based HAN in comparison with the existing techniques such as Deep learning, Lexicon-based approach, and DNN is 6.386%, 2.796%, and 2.757. The assessment using recall measure is illustrated in Fig. 5b). By considering the training data as 70%, the recall value measured by the Deep learning is 0.886, Lexicon-based approach is 0.916, DNN is 0.920, and the proposed CAViaR-WS-based HAN is 0.939. The performance gain computed by the developed CAViaR when compared with the existing techniques

Fig. 6  Analysis with respect to emotion classification

- (a) Precision
- (b) Recall
- (c) F-measure
is 5.669%, 2.491%, and 2.041%. Figure 5c) presents the f-measure analysis. By considering the training data as 60%, the f-measure value obtained by the Deep learning is 0.828, Lexicon-based approach is 0.843, DNN is 0.845, and the proposed CAViaR-WS-based HAN is 0.866. The performance improvement measured by the developed CAViaR-WS-based HAN in comparison with the existing techniques such as Deep learning is 4.434%, Lexicon-based approach is 2.730%, and DNN is 2.461%.

(b) Analysis based on emotion classification

Figure 6 presents the assessment of the developed CAViaR-WS-based HAN with respect to emotion classification by changing the training data percentage using performance metrics, namely precision, recall, and f-measure. The analysis based on precision is illustrated in Fig. 6a). For the training data 80%, the precision value computed by the Deep learning is 0.751, Lexicon-based approach is 0.817, DNN is 0.822, and the proposed CAViaR-WS-based HAN is 0.841. The performance improvement achieved by the developed CAViaR-WS-based HAN in comparison with the existing techniques, such as Deep learning, Lexicon-based approach, and DNN, is 10.667%, 2.839%, and 2.219%. Figure 6b) shows the assessment using recall measure. The recall value measured by the proposed CAViaR-WS-based HAN is 0.917, whereas the recall value obtained by the existing techniques, such as Deep learning, is 0.871, Lexicon-based approach is 0.914, DNN is 0.924, and the proposed CAViaR-WS-based HAN is 0.948. The recall value measured by the Deep learning is 0.892, Lexicon-based approach is 0.917, DNN is 0.920, and the proposed CAViaR-WS-based HAN achieved a recall value of 0.965 for the training data 90%. By considering the training data as 90%, the f-measure value achieved by the proposed CAViaR-WS-based HAN is 0.948, whereas the existing techniques, such as Deep learning, Lexicon-based approach, and DNN, achieved an f-measure of 0.917, 0.920, and 0.926, respectively. In emotion classification, the precision value obtained by the existing techniques, such as Deep learning, Lexicon-based approach, and DNN, is 0.763, 0.912, and 0.912. In contrast, the developed CAViaR-WS-based HAN achieved a precision value of 0.917 for training data 90%. For the training data 90%, the recall value computed by the Deep learning is 0.871, Lexicon-based approach is 0.914, DNN is 0.924, and the proposed CAViaR-WS-based HAN is 0.958. The developed CAViaR-WS-based HAN measured an f-measure value of 0.948, whereas the existing techniques, such as Deep learning, Lexicon-based approach, and DNN, achieved an f-measure value of 0.813 and 0.918 by considering the training data as 90%. From the table, it is clearly shown that the evaluation metrics, namely Precision, Recall, and F-Measure, achieved a maximum precision of 0.937, higher recall of 0.958, and maximal F-measure of 0.948 for the emotion classification.

### 4.7 Comparative discussion

This section illustrates the comparative assessment of developed CAViaR-WS-based HAN with respect to the spam classification and emotion classification based on the performance metrics by varying the training data percentage. Table 1 presents the comparative discussion for the training data 90%. In spam classification, the precision value measured by the techniques, such as Deep learning approach is 0.902, Lexicon-based approach is 0.908, DNN is 0.909, and the developed CAViaR-WS-based HAN is 0.932 for the training data 90%. Likewise, recall value measured by existing techniques, such as Deep learning, Lexicon-based approach, and DNN is 0.933, 0.933, and 0.943, whereas the developed CAViaR-WS-based HAN achieved a recall value of 0.965 for the training data 90%. By considering the training data as 90%, the f-measure value achieved by the proposed CAViaR-WS-based HAN is 0.948, while the Deep learning, Lexicon-based approach, and DNN techniques achieved an f-measure of 0.917, 0.920, and 0.926, respectively. In emotion classification, the precision value obtained by the existing techniques, such as Deep learning, Lexicon-based approach, and DNN, is 0.763, 0.912, and 0.912. In contrast, the developed CAViaR-WS-based HAN achieved a precision value of 0.937 for training data 90%. For the training data 90%, the recall value computed by the Deep learning is 0.871, Lexicon-based approach is 0.914, DNN is 0.924, and the proposed CAViaR-WS-based HAN is 0.958. The developed CAViaR-WS-based HAN measured an f-measure value of 0.948, whereas the existing techniques, such as Deep learning, Lexicon-based approach, and DNN, achieved an f-measure value of 0.813 and 0.918 by considering the training data as 90%. From the table, it is clearly shown that the evaluation metrics, namely Precision, Recall, and F-Measure, achieved a maximum precision of 0.937, higher recall of 0.958, and maximal F-measure of 0.948 for the emotion classification.
5 Conclusion

This research presents a robust and effective emotion classification mechanism named the CAViaR-WS-based HAN for classifying the emotions in COVID-19 text review data. The proposed CAViaR-WS is devised by the incorporation of CAViaR-SF and WCA. Here, the feature extraction process is performed for extracting the features, namely mean, variance, TF-IDF, SentiWordNet features, and spam word-based features. After that, RideNN is utilized for performing the future fusion process, and then, the spam classification is carried out using CAViaR-SF-based GAN. Finally, the emotion classification process is performed by the HAN classifier such that the training process of the HAN is done using the proposed optimization algorithm named CAViaR-WS. The developed technique is more effective in accurately classifying the emotions and improving the training speed. The performance assessment of the developed CAViaR-WS-based HAN is done using evaluation metrics, such as Precision, Recall, and F-Measure with the maximum precision of 0.937, higher recall of 0.958, and maximal F-measure of 0.948. However, the performance of the proposed method needs to be further enhanced to perform more accurate emotion classification. Hence, in future, hybrid optimization algorithms will be developed for enhancing the emotion classification performance effectively.
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