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We present LCP Merge, a novel merging algorithm for merging two ordered sequences of strings. LCP Merge substitutes string comparisons with integer comparisons whenever possible to reduce the number of character-wise comparisons as well as the number of key accesses by utilizing the longest common prefixes (LCP) between the strings. As one of the applications of LCP Merge, we built a string merge sort based on recursive merge sort by replacing the merging algorithm with LCP Merge and we call it LCP Merge sort. In case of sorting strings, the computational complexity of recursive merge sort tends to be greater than $O(n \log n)$ because string comparisons are generally not constant time and depend on the properties of the strings. However, LCP Merge sort improves recursive merge sort to the extent that its computational complexity remains $O(n \log n)$ on average. We performed a number of experiments to compare LCP Merge sort with other string sorting algorithms to evaluate its practical performance and the experimental results showed that LCP Merge sort is efficient even in the real-world.

1. Introduction

Merging is a fundamental computational process which combines two or more ordered sequences of objects into a single ordered sequence of the objects and each object has a key which governs the ordering of the object. Merging has many applications, for instance, merge sort, external sorting, etc. Classical merging algorithms (e.g., Section 5.2.4 Algorithm M, two-way merge, in Ref. 8)) assume the comparison operation runs in constant time. However, when the keys are strings, which are widely used in practice, the computational complexity of the comparison operation is not constant but depends on the properties of the strings. In this paper, we present Longest Common Prefix Merge or LCP Merge for short, a novel merging algorithm for merging two ordered sequences of strings in which their keys are the strings themselves. LCP Merge has a fewer number of key accesses and character-wise comparisons than those of classical merging algorithms. The reductions in the number of key accesses and the number of character-wise comparisons are achieved by utilizing the LCPs between the strings. Approaches utilizing LCP information are well-known for constructing suffix trees or suffix arrays3,7,9. But to the best of our knowledge, there is no published LCP based merging algorithm which solves the problem discussed in this paper. We applied LCP Merge to build a string merge sort (we call it LCP Merge sort) and compared it with recursive merge sort to evaluate its improvements. In addition, LCP Merge sort is compared with four other string sorting algorithms: Multikey Quicksort1, Burstsort13, MSD radix sort10 and CRadix sort11, in a number of experiments to evaluate its performance.

The primal form of LCP Merge first appeared in our previous work4 and was called Length of Longest Common Prefix Merge (LLCP Merge). But we renamed LLCP Merge to LCP Merge, taking into account that the word LCP is very common and it connotes ‘length’.

2. Preliminaries

We define some terminology for the discussions in this paper.

Definition 2.1 An alphabet is a finite totally ordered set of symbols and the elements of the alphabet are called characters. For example, {a, b, …, z} is the alphabet of all lower-case English letters.

Without ambiguity, an alphabet is assumed where appropriate in our discussion without being mentioned.

Definition 2.2 A string is a list of characters. Given a string $s = s[1]s[2] \ldots s[a]$, $s[i]$ (1 ≤ i ≤ a) is the i-th character of $s$. The number of characters in $s$, denoted |s|, is the length of $s$. The empty or null string is the string which has zero length and is denoted ε.

Definition 2.3 Concatenation of two strings is defined as the juxtaposition of them.
A string sequence is said to be **ascending** if $s_i \leq s_{i+1}$ for $i : 1 \leq i < n$.

### 3. LCP Merging Algorithm

The classical merging algorithm (Section 5.2.4 Algorithm M (two-way merge) in Ref.8) is based on comparison operation which is assumed to be run in constant time. When the keys are strings, a general algorithm for the comparison operation will be similar to

```c
int strcmp(const char *s1, const char *s2)
{
    char c1, c2;
    int r;
    do {
        c1 = *s1++; c2 = *s2++;
        r = (unsigned char)c1 - (unsigned char)c2;
    } while ((r==0) & & (c1!='\0'));
    return r;
}
```

The above algorithm (program) has the same functionality as the standard C library function `strcmp`. It may be the simplest one as it repeatedly compares the strings given in the arguments character by character until a different one is found or a null character is encountered, and there is no way to reduce those character-wise comparisons without prior knowledge of the input strings. However, it is obvious that the running time of the algorithm is not constant since the number of character-wise comparisons required depends on the strings being compared. Further, despite that this algorithm explicitly gives us the relative order and implicitly the LCP of the strings (the number of iterations of the while loop minus one), known merging algorithms do not use their LCP. Therefore, there arises the question whether we can utilize the LLCP information to ease our computational process in some context. In the next section, we describe our merging algorithm, Longest Common Prefix Merge or LCP Merge for short, which utilizes LLCP information between the strings, for merging two ordered string sequences.

#### 3.1 LCP Merge

LCP Merge is built on the concept of annotated strings. It utilizes the LCP information between the strings to substitutes string comparisons with integer comparisons whenever applicable, which in turn reduces the running time of the comparison operation in such cases. As a
result, a significant amount of key accesses and character-wise comparisons are reduced when compared with those of classical merging algorithms.

3.1.1 Annotated String

For a string $s$ with a reference string $r$, we annotate $\lambda(r,s)$ to $s$ to form an annotated string. We interchangeably write $r\cdot s$ to denote $(\lambda(r,s),s)$. For a sequence of annotated strings, $A = r_1\cdot s_1, r_2\cdot s_2, \ldots, r_a\cdot s_a$ and a reference string $r$, if $r_1 = r$ and $s_i = s_{i-1}$ for all $i:1 \leq i \leq a$, we call $A$ an annotated string sequence with an external reference $r$ or simply an annotated string sequence (note that $\lambda(r_2,s_2), \lambda(r_3,s_3), \ldots, \lambda(r_a,s_a)$ form a sequence similar in notion to the height array mentioned in Ref. 7). The ordering on annotated strings is defined as the ordering on their particular strings being annotated.

3.1.2 Operations on Annotated Strings

Let $x$, $y$ and $z$ be strings where $z \preceq x$ and $z \preceq y$. The following theorem enables us to select the smaller annotated string from $z\cdot x$ and $z\cdot y$ and obtain $\lambda(x,y)$ without character-wise comparisons provided that $\lambda(x,z) \neq \lambda(y,z)$.

**Theorem 3.1**

**Case 1.** If $\lambda(z,x) < \lambda(z,y)$ then $x \succ y$ and $\lambda(x,y) = \lambda(z,x)$.

**Case 2.** If $\lambda(z,x) > \lambda(z,y)$ then $x \preceq y$ and $\lambda(x,y) = \lambda(z,y)$.

**Proof.** For case 1, since $\lambda(z,x) < \lambda(z,y)$, $z$ is not a prefix of $x$ and $z \neq x$. If $p$ is the LCP of $z$ and $x$, $p$ must also be a prefix of $y$ because $|p| = \lambda(z,x) < \lambda(z,y)$. However, $z < x$ and $z$ is not a prefix of $x$ imply that there exists $x[\lambda(z,x)+1]$ and $z[\lambda(z,x)+1]$ in which $x[\lambda(z,x)+1] \neq z[\lambda(z,x)+1]$ but $z[\lambda(z,x)+1] = y[\lambda(z,x)+1]$. So, $p$ is not only a prefix but also the LCP of $y$ and $x$. Thus $\lambda(y,x) = |p| = \lambda(z,x)$. Combined with $z < x$, we have $x[\lambda(y,x)+1] > z[\lambda(y,x)+1] = y[\lambda(y,x)+1]$. Therefore $x \succ y$. Similar arguments hold for case 2.

Theorem 3.1 does not handle the case $\lambda(z,y) = \lambda(z,x)$ in which $\lambda(z,x) \leq \lambda(x,y)$. In this case, we determine the relative order of $x$ and $y$ by character-wise comparing them but skip $x[1] \ldots x[\lambda(z,x)]$ and $y[1] \ldots y[\lambda(z,y)]$ since they are known to be identical.

3.1.3 Merging of Annotated String Sequences

Let $X = x_1, x_2, \ldots, x_a$ and $Y = y_1, y_2, \ldots, y_b$ be ascending string sequences. Classical merging merges $X$ and $Y$ to form a single ascending string sequence $Z = z_1, z_2, \ldots, z_{a+b}$ so that $Z$ is a permutation of $X$ and $Y$. Instead of merging $X$ and $Y$ directly, we investigate merging them in their annotated string sequence forms. In addition, we use the symbol $\leftarrow$ to denote the assignment operation. For example, $u \leftarrow v$ means the value of variable $u$ is replaced by the value of variable $v$.

Let $\alpha_i$ and $\beta_j$ be strings. Set $\alpha_i \leftarrow \epsilon$, $\beta_j \leftarrow \epsilon$ and $\alpha_i \leftarrow x_{i-1}$ for $i:2 \leq i \leq a$ and $\beta_j \leftarrow y_{j-1}$ for $j:2 \leq j \leq b$ so that $X = \alpha_1\cdot x_1, \alpha_2\cdot x_2, \ldots, \alpha_a\cdot x_a$ and $Y = \beta_1\cdot y_1, \beta_2\cdot y_2, \ldots, \beta_b\cdot y_b$ respectively form the ascending annotated string sequence equivalences of $X$ and $Y$ with $\epsilon$ as their external reference strings. The LCP Merge algorithm described below merges $X$ and $Y$ into a single ascending annotated string sequence $Z = \gamma_1\cdot z_1, \gamma_2\cdot z_2, \ldots, \gamma_{a+b}\cdot z_{a+b}$ where $\gamma_1 = \epsilon$ and $\gamma_k = z_{k-1}$ for $k:2 \leq k \leq a+b$.

1) Set $i \leftarrow 1$, $j \leftarrow 1$ and $k \leftarrow 1$

2) Compare $\lambda(\alpha_i,x_j)$ and $\lambda(\beta_j,y_j)$. If $\lambda(\alpha_i,x_j) \neq \lambda(\beta_j,y_j)$, select the smaller one of $\alpha_i\cdot x_j$ and $\beta_j\cdot y_j$ by theorem 3.1 otherwise character-wise compare $x_i$ and $y_j$ starting at the $\lambda(\alpha_i,x_j) + 1$th characters of $x_i$ and $y_j$. The character-wise comparisons terminate when unmatched characters are found or when $x_i$ or (non-exclusive) $y_j$ is exhausted.

3) From the result of step 2, if $\alpha_i \cdot x_j \preceq \beta_j \cdot y_j$, set $\gamma_k \cdot z_k \leftarrow \alpha_i\cdot x_i$, set $\beta_j \leftarrow z_k$ to reannotate $y_j$ by $\lambda(x_i,y_j)$ and set $i \leftarrow i+1$ otherwise set $\gamma_k \cdot z_k \leftarrow \beta_j\cdot y_j$, set $\alpha_i \leftarrow z_k$ to reannotate $x_i$ by $\lambda(y_j,x_i)$ and set $j \leftarrow j+1$

4) Set $k \leftarrow k+1$

5) If $i \leq a$ and $j \leq b$ return to step 2

6) If $i > a$ set $\gamma_k \cdot z_k \leftarrow \beta_j\cdot y_j$, $\gamma_k+1\cdot z_{k+1} \leftarrow \beta_j+1\cdot y_j+1$, $\ldots$, $\gamma_{a+b}\cdot z_{a+b} \leftarrow \beta_{b}\cdot y_b$ otherwise set $\gamma_k \cdot z_k \leftarrow \alpha_i\cdot x_i$, $\gamma_k+1\cdot z_{k+1} \leftarrow \alpha_i+1\cdot x_{i+1}$, $\ldots$, $\gamma_{a+b}\cdot z_{a+b} \leftarrow \alpha_a\cdot x_a$

Since $z_{k-1} \prec x_i$ and $z_{k-1} \preceq y_j$ are obvious, the essence of the algorithm is the apposite application of Theorem 3.1 to maintain the invariant $\alpha_i = \beta_j = z_{k-1}$ at step 2. Initially, $i$, $j$ and $k$ are set to 1 in step 1 that the invariant holds by assuming $z_0 = \epsilon$ since $\alpha_1 = \beta_1 = \epsilon$. Step 2 through step 5 constitutes a loop which increases $i$, $j$ and $k$, repeatedly set $\gamma_k \cdot z_k$ to the smaller annotated string of $\alpha_i\cdot x_i$ and $\beta_j\cdot y_j$ until all elements of either $X$ or $Y$ has been
scanned (when \( i > a \) or \( j > b \)). In step 2, we apply Theorem 3.1 to select the smaller annotated string from \( \alpha_i \cdot x_i \) and \( \beta_j \cdot y_j \) and obtain \( \lambda(x_i, y_j) \) without comparing \( x_i \) and \( y_j \) if \( \lambda(\alpha_i, x_i) \neq \lambda(\beta_j, y_j) \), otherwise a breakdown occurs that forces us to issue a string comparison on \( x_i \) and \( y_j \) (key accesses occur) to make the selection. The comparison skips the first \( \lambda(\alpha_i, x_i) \) character-wise identical characters of \( x_i \) and \( y_j \) and then character-wise compares \( x_i \) and \( y_j \) by starting at their \( \lambda(\alpha_i, x_i) + 1 \)th character. It terminates when character-wise unmatched characters of \( x_i \) and \( y_j \) are found or when \( x_i \) or (non-exclusive) \( y_j \) is exhausted and \( \lambda(x_i, y_j) \) is obtained as a by-product. In step 3, if \( \alpha_i \cdot x_i \leq \beta_j \cdot y_j \), we set \( \gamma_k \cdot z_k \leftarrow \alpha_i \cdot x_i \), \( \beta_j \leftarrow z_k \) to reannotate \( y_j \) by \( \lambda(x_i, y_j) \) and then increase \( i \) by 1. Since \( X \) is an annotated string sequence, \( \alpha_i = x_{i-1} \) such that after the operations of step 3, \( \alpha_i = \beta_j = z_k = x_{i-1} \). In step 4, \( k \) is increased by 1. Thus the invariant \( \alpha_i = \beta_j = z_{k-1} \) holds again and is ready for the next iteration after the bound checks in step 5. Similar arguments hold for the case \( \alpha_i \cdot x_i > \beta_j \cdot y_j \). In step 6, the remaining elements of either \( X \) or \( Y \) are concatenated to \( Z \).

It is clear that \( z_k \leq z_{k+1} \) for \( k : 1 \leq k < a + b \). In order to prove \( Z \) forms an annotated string sequence, we have to show \( \gamma_k = z_{k-1} \) for \( k : 2 \leq k \leq a + b \). In the operations of the loop constituted by step 2 through step 5, the smaller one of \( \alpha_i \cdot x_i \) and \( \beta_j \cdot y_j \) is selected at step 2 and assigned to \( \gamma_k \cdot z_k \) at step 3. Since the invariant \( \alpha_i = \beta_j = z_{k-1} \) holds, \( \gamma_k \) is actually assigned \( z_{k-1} \). Thus we have \( \gamma_k = z_{k-1} \) for the elements we assigned to \( Z \) by the loop. At step 6, the remaining elements of \( X \) or \( Y \) form an annotated string sequence with \( z_{k-1} \) as its external reference because \( \alpha_i = z_{k-1} \) or \( \beta_j = z_{k-1} \). Therefore, \( Z \) is an annotated string sequence and in particular, it is an ascending annotated string sequence with an external reference \( \epsilon \) because \( \gamma_1 \) is assigned \( \epsilon \) as \( \alpha_1 = \beta_1 = \epsilon \).

Actually, LCP Merge differs from classical merging mainly on the comparison operation. Rather than compare the strings directly as in the case of classical merging, LCP merge compares in two phases: (phase A) compulsory compares the LCPs annotated to strings. If they are equal, i.e., when a breakdown occurs, the operations in phase B is carried out; (phase B) accesses the keys (strings) and compares them starting at the next characters after their LCP. Since phase A is obligatory, the number of comparison operations remains the same as classical merging. However, the number of character-wise comparisons is reduced since no character-wise comparison occurs in phase A and a fewer number of character-wise comparisons is required in phase B by not comparing their LCP.

4. Application of LCP Merge to String Sorting

As one of the application of the merging algorithm, we applied LCP Merge to build a merge sort, LCP Merge sort, for sorting strings. LCP Merge sort is basically a recursive merge sort (henceforth, we call recursive merge sort Merge sort) but differs internally in that it recursively applies LCP merge to perform merging on annotated string sequences. This requires LCP Merge sort to transform the input strings to annotated strings but this can be achieved effortlessly by annotating a zero to every string obtained at the end of the recursion of dividing the input string sequence. In other words, the strings are transformed to annotated string sequences with \( \epsilon \) as their external references.

In the following Sections 4.1, 4.2 and 4.3, we present theoretical analyses on LCP Merge sort and theoretically compare it with two other sorting algorithms. In the analyses, we assume the strings of the inputs to the algorithms are distinct without losing generality.

4.1 Computational Complexity of LCP

Merge Sort

In this section, we study the average computational complexity of LCP Merge sort for sorting \( n \) strings \( s_1, s_2, \ldots, s_n \). As in other comparison-based sorting algorithms, the computational complexity of LCP Merge sort is taken as the number of comparison operations required to sort \( n \) strings. However, the comparison operation of LCP Merge is divided into two phases as mentioned in Section 3.1.3 so that its computational complexity should be measured in terms of the number of comparisons of the LCPs annotated to the strings (phase A) and the number of character-wise comparisons of the strings (phase B). Obviously, phase A executes exactly only one integer (LCP) comparison. Thus, almost \( n \lg n \) integer comparisons are performed in the sorting process on average. On the other hand, phase B is triggered only when a breakdown occurs in phase A and the number of character-wise comparisons carried out in phase B depends on the properties
of the strings being compared. Thus, we focus on the analysis of phase B.

Let \( s_i \) \( (1 \leq i \leq n) \) be one of the \( n \) strings to be sorted, \( l_i \) be the LLCP annotated to \( s_i \) and \( \mu_i \) be the length of distinguishing prefix of \( s_i \). In the sorting process, comparisons of \( s_i \) only occur in phase B (i.e., when the comparisons of \( \langle l_i, s_i \rangle \) incur breakdowns). Each comparison of \( s_i \) starts at \( s_i[l_i + 1] \) and may cause an increment in the value of \( l_i \) at the end. The value of \( l_i \) is 0 initially and may be increased or remains unchanged between successive comparisons of \( s_i \), but eventually reaches \( \mu_i - 1 \) because \( s_i \) has to be inspected up to \( s_i[\mu_i] \) to be distinguished from the other \( n - 1 \) strings. Suppose at the end of an execution of phase B, \( s_i \) is compared up to \( s_i[k + 1] \) \((0 \leq k < \mu_i)\) so that the value of \( l_i \) is increased to \( k \). The next time when the comparison of \( \langle l_i, s_i \rangle \) incurs breakdown, \( s_i \) is compared starting at \( s_i[k + 1] \). Thus \( s_i[k + 1] \) is compared twice. The change of value in \( l_i \) is only caused by the comparison of \( s_i \), therefore, if \( \omega_i \) is the number of breakdowns encountered in sorting \( s_i \), the number of character-wise comparisons required to sort \( s_i \) is

\[
\mu_i + \omega_i - 1. \tag{1}
\]

Hence, the total number of character-wise comparisons required to sort \( n \) strings by LCP Merge sort is

\[
\sum_{i=1}^{i=n} (\mu_i + \omega_i - 1) = \sum_{i=1}^{i=n} \mu_i + \sum_{i=1}^{i=n} \omega_i - n. \tag{2}
\]

Since we have to compare the annotated strings about \( n \lg n \) times to sort them, if we let \( P_\omega \) be the probability of breakdown and \( \mu_a \) be the average length of distinguishing prefixes (ALDP) of the \( n \) strings, then by Eq. (2) the number of character-wise comparisons of LCP Merge sort for sorting \( n \) strings is about

\[
n \mu_a + P_\omega n \lg n - n = n(\mu_a - 1) + P_\omega n \lg n. \tag{3}
\]

Adding the number of comparisons of phase A to Eq. (3), the total number of comparisons of LCP Merge sort is almost

\[
n \lg n + n(\mu_a - 1) + P_\omega n \lg n. \tag{4}
\]

Assuming the input has alphabet size \( m \) and is uniformly random, about \( \log m n = \lg n / \lg m \) characters are required to differentiate the \( n \) strings from each other (Section 6.3 in Ref. 8). Hence, \( \mu_a = \lg n / \lg m \). Thus, Eq. (4) can be rewritten as

\[
n \lg n \left( 1 + P_\omega + \frac{1}{\lg m} \right) - n. \tag{5}
\]

Therefore, providing \( m > 1 \), which is very common in practice, the computational complexity of LCP Merge sort on average is \( O(n \lg n) \).

4.2 Computational Complexity of Merge Sort

We analyze the average computational complexity of Merge sort in this section.

Clearly the total number of comparisons is equal to the number of character-wise comparisons in the case of Merge sort. Let the input to Merge sort contain \( n \) strings and have an alphabet size of \( m \). Assuming both \( n \) and \( m \) are powers of 2 for simplicity, when sorting the \( n \) strings, the recursion of Merge sort starts at recursion level 1 and ends at recursion level \( \lg n \). At recursion level \( \lg n \), no merging occurs because the inputs at that recursion level contain only one string each. Thus, if \( \mu_d \) is the ALDP of the inputs at recursion level \( d \) \((1 \leq d \leq \lg n - 1)\), the total number of character-wise comparisons of Merge sort is

\[
C_M = n(\mu_1 + \mu_2 + \cdots + \mu_{\lg n - 1}). \tag{6}
\]

Assuming the inputs at recursion level \( d \) contain \( n_d \) strings each and are uniformly random, we can express \( \mu_d \) as \( \lg n_d / \lg m \) and rewrite Eq. (6) to get

\[
C_M = n \left( \frac{\lg n_1}{\lg m} + \frac{\lg n_2}{\lg m} + \cdots + \frac{\lg n_{\lg n - 1}}{\lg m} \right). \tag{7}
\]

However, \( \mu_d \) has to be at least one character by definition 2.6, but the value of \( \lg n_d / \lg m \) is smaller than 1 when \( m > n_d > 1 \), so we replace the value of \( \lg n_d / \lg m \) with 1 in those cases. Then substituting \( n_d = \frac{m}{\lg m} \) into Eq. (7) yields

\[
C_M = n \left( \frac{\lg n}{\lg m} + \frac{\lg n}{\lg m} + \cdots + \frac{\lg m}{\lg m} + 1 + \cdots + 1 \right). \tag{8}
\]

Replacing \( \lg n / \lg m \) with \( \mu_a \) and because there are \( \lg m - 1 \) levels where \( m > n_d > 1 \), we have

\[
C_M = n \left( \mu_a + \left( \mu_a - \frac{1}{\lg m} \right) + \left( \mu_a - \frac{2}{\lg m} \right) + \cdots + \left( \mu_a - \left( \frac{\lg n - \lg m}{\lg m} \right) \right) \right)\]
\[
\begin{align*}
\frac{1}{\ln m} + \frac{2}{\ln m} + \cdots + \frac{\ln n - \ln m}{\ln m} + \frac{1}{\ln m} & = n \left( \mu_a (\ln n - \ln m + 1) - \frac{1}{\ln m} - \frac{2}{\ln m} - \cdots - \frac{\ln n - \ln m}{\ln m} \right) + \frac{\ln m - 1}{\ln m} \\
& = n \ln n \left( \frac{\mu_a^2 + 1}{2\mu_a} + \frac{\mu_a - 1}{2\mu_a \ln m} \right). \quad (9)
\end{align*}
\]

From Eq. (9), we observe that the number of character-wise comparisons of Merge sort is proportional to the ALDP of the input and we also notice that Merge sort performs worse with a small alphabet size. In fact, to ensure theoretically that LCP Merge sort performs better than Merge sort, the input should have an ALDP of about 4 characters if we anticipate \( P_\omega = 1 \), i.e., the worse case of LCP Merge sort.

### 4.3 Computational Complexity of CRadix Sort

In this section, the computational complexity of CRadix sort in the average case is discussed. The reason we chose CRadix sort is simply that it is the fastest among other sorting algorithms in the experiments conducted in section 5 and theoretically efficient since it has the same computational complexity of that of MSD radix sort.

CRadix sort does not compare but groups the strings to sort the input, so we roughly compare LCP Merge sort and CRadix sort by comparing the total number of comparisons of LCP Merge sort and the number of characters inspected by CRadix sort. In theory, CRadix sort scans the strings two times (one for calculating the number of strings in each group and another one for calculating the starting memory address of each group) to group them in each phase. Assuming the input has \( n \) strings and the ALDP of them is \( \mu_a \), the average number of character-wise comparisons (average number of characters inspected) is

\[
C_R = 2n \mu_a
\]

Thus, by Eq. (4), the difference in the total number of comparisons between LCP Merge sort and CRadix sort is

\[
|n(\mu_a - (P_\omega + 1) \ln n + 1)|. \quad (11)
\]

Hence, if \( (\mu_a + 1) > (P_\omega + 1) \ln n \), LCP Merge sort has a fewer total number of comparisons. Also, by Eq. (11), LCP Merge sort can be said to be more suitable than CRadix sort when the input has a long ALDP.

### 5. Experiments

We discuss in this section the results of our experiments in the real-world performances of LCP Merge sort and other string sorting algorithms. The interface of LCP Merge sort is declared as

\[
\text{void LCPMergesort(char **strs, size_t n)}
\]

so that it is the same interface as other sorting algorithms being compared in the experiments performed in this paper for fairness. Thus, LCP Merge sort takes an array of \( n \) string pointers, sorts the strings and then returns the pointers to the sorted strings through the same array.

#### 5.1 Test Bed and Test Data

Our experiments were conducted on the following environment.

- **Model:** IBM PC Compatible
- **CPU:** AMD Athlon XP 2500+
- **Main memory:** 1.5 GB
- **1st level cache:** 128 kb
- **2nd level cache:** 512 kb
- **OS:** Windows XP Pro SP2
- **Compiler:** Visual C++ 6.0 sp6

All sorting programs were compiled with the sources obtained from their authors with the ‘maximize speed’ option and we used the four sets of test data listed below in our experiments.

- **Dataset 1 — Random String:** Strings randomly generated from the characters drawn from the uniform distribution in the range of ASCII code 33 to 126. The length of the strings is random which varies uniformly from 0 (empty string) to 19 characters.
- **Dataset 2 — URL:** Web page addresses (URL) extracted in order of occurrence from the documents of the large web track in the TREC project \(^5\),\(^6\). ‘http://’s from the start of the URLs were stripped. The average length of the URLs is 32 characters long and there are large numbers of duplicates.
- **Dataset 3 — Web Page Word:** Distinct alphabetic strings separated by non-alphabetic characters extracted in order of first occurrence from web pages excluding tags, images, and other non-textual information. The web pages are from the same source as dataset 2.
- **Dataset 4 — Genome:** DNA sequence fragments. Each fragment is 9 characters in length. There are lots of duplicates.
Table 1  Average length of the distinguish prefixes (ALDP) of the datasets.

|      | ALDP   |
|------|--------|
| dataset 1 | 3.911  |
| dataset 2 | 31.89  |
| dataset 3 | 9.279  |
| dataset 4 | 10.00  |

The test datasets are taken from Ref. 13) because they represent real world applications well. The strings in the datasets are null terminated strings, thus the actual length of the strings is 1 character longer than stated. For example, the length of the strings in dataset 4 is actually 10 characters long if the null character is considered while an empty string has a length of 1 character. In addition, there were only 10 M strings in dataset 2 originally, but we tripled it by concatenating the original data itself to get 30 M strings in order to be consistent in size with other datasets. This is not as harmful as it sounds because there were already a large number of duplicates inside original dataset 2. Table 1 shows the ALDP of the datasets.

5.2 Comparing LCP Merge sort with Merge Sort

We compared LCP Merge sort and Merge sort on the four datasets in four categories: number of character-wise comparisons, number of key accesses, total number of comparisons (the sum of the number of LLCP comparisons in phase A and the number of character-wise comparisons in phase B in case of LCP Merge sort whereas the number of character-wise comparisons in case of Merge sort) and running times. Figure 1 shows the numbers of character-wise comparisons of LCP Merge sort and Merge sort on four datasets. We observed that even though the ALDPs of the datasets vary within a factor of about 8.15, the numbers of character-wise comparisons of LCP Merge sort on datasets 1, 3 and 4 are almost the same (their lines overlapped in Fig.1) and that on dataset 2 is just about 2 times the others while the numbers of character-wise comparisons of Merge sort vary about a factor of 7.23 among the datasets. The results agree with Eq. (3) and demonstrated that LCP Merge sort is not sensitive to the ALDP of its input.

In the experiments of total number of comparisons (Fig. 2), LCP Merge sort was slightly better than Merge sort on dataset 1 but had greater improvements on other datasets. These experimental results are consistent with our theoretical results discussed in Section 4.1 and Section 4.2. For instance, in the case of dataset 1 (when \( n = 30 \text{M} \)), the number of comparison operations of LCP Merge sort estimated by Eq. (4) is almost \( 1.893n \lg n \) \( (P_c \approx 0.776) \) and that of Merge sort estimated by Eq. (9) is about \( 2.140n \lg n \) \( (m = 95) \). These two estimations fairly agree with our experimental results shown in Fig.2 and indicate LCP Merge sort only makes a little (about 13%) improvement to Merge sort in the number of character-wise comparisons on dataset 1.
From Fig. 3, we notice that the running times of LCP Merge sort are shorter than those of Merge sort on all four datasets but not to the degree of improvement that the total number of comparisons implies regardless that the total number of comparisons is a common measure of performance in sorting algorithms. For instance, LCP Merge sort is only about 2 times faster than Merge sort on dataset 2 despite that the total number of comparisons of LCP Merge sort is roughly 1/6 that of Merge sort and similar behavior is observed in the experiments on the other datasets as well. A close look at the running times on dataset 3 and dataset 4 reveals the fact that even though the total number of comparisons on both datasets are nearly the same, LCP Merge sort ran about 13% faster (when $n = 30M$) on dataset 4 than on dataset 3. Moreover, we also observed that the number of key accesses (Fig. 4) of LCP Merge sort on dataset 4 is smaller than that on dataset 3. These observations suggest that the number of key accesses has larger impact than the total number of comparisons on the running time of LCP Merge sort. The main reasons are considered to be that when the input is large, key accesses may frequently incur cache misses that have great impact on real-world performance as we reported in Ref. 11) and the cost of LLCP/character-wise comparisons is supposed to be cheaper than the cost of cache miss penalties.

5.3 Comparing LCP Merge sort with Other Sorts

In this section, we compare the running times of LCP Merge sort and four other fast string sorting algorithms known: Mulitkey Quicksort$^1$, Burstsort$^{13}$, MSD radix sort$^{10}$ and CRadix sort$^{11}$. Multikey Quicksort is a well known string sorting algorithm and is sometimes deployed as a minor sort of the main sorting algorithms for sorting some kinds of input$^{13}$. Burstsort is a cache efficient string sorting algorithm based on burst trie which is reported to be generally two times faster than Multikey Quicksort and has a computational complexity of $O(n)$. MSD radix sort is a fast radix sort for sorting strings and CRadix sort is a cache efficient variant of MSD radix sort. There are several versions of burstsort and we chose the generally faster burstsortA for our experiments. In addition, CRadix sort needs a runtime parameter (key buffer size) to be tuned for the input data to have maximum performance and we adjusted the parameter according to Ref. 11) to give the best performance on each dataset.

Figures 5a–5d show the comparisons in running time of LCP Merge sort with CRadix sort, Burstsort, MSD radix sort and Multikey Quicksort on the four datasets respectively. It can be observed that LCP Merge sort ran faster than Multikey Quicksort on all datasets (Fig. 5d). We also notice that LCP Merge sort is the winner on dataset 2. However, LCP Merge sort indeed did not run faster but just the other sorts ran much slower on dataset 2 as the figures show that the running times of the sorts fluctuated by large factors among the four datasets. For example, when $n = 30M$, the running times of LCP Merge sort on the four datasets are within a factor of not more
than 1.315 but those of CRadix sort, Burstsort, MSD radix sort and Multikey Quicksort varied about by factors of 6.326, 5.622, 8.390 and 3.093 respectively. This agrees with the theoretical analysis in Section 4.1 and are also consistent with the experimental observations in Section 5.2 which infer LCP Merge sort is not sensitive to the ALDP of its input. Moreover, we observed that LCP Merge sort and CRadix sort are the two sorts the most relatively close to linear in performance. It is surprising that Burstsort and MSD radix sort, supposed to be $O(n)$ algorithms behaved non-linearly apparently, and in particular, MSD radix sort just could not reach CRadix sort in terms of linearity even though CRadix sort is merely a cache efficient version of MSD radix sort. This is consistent again with our hypothesis that cache misses immensely affect real-world performance.

6. Conclusions

We introduced the concept of annotated string and built LCP Merge based on it. LCP Merge requires considerably less key accesses and character-wise comparisons than merging the string sequences by classical merging algorithms. However, extra spaces are required to store the LLCPs. For a non memory-rich environment, one can apply the concept of annotated string to a less memory intensive merging algorithm such as Ref. 2), although the trade off is execution speed.

We built LCP Merge sort by using LCP Merge and demonstrated its effectiveness by conducting a number of experiments. The ex-
Experimental results are consistent with theoretical analyses and showed that LCP Merge sort is practical and robust on various kinds of test data. In addition, it is observed that the number of key accesses immensely affects real-world performances of LCP Merge sort.

Moreover, LCP Merge sort is expected to be effective in suffix sorting since many typical texts have long average LLCPs as reported in Ref. 9). Application of LCP Merge sort to multifield sorting is considered to be advantageous as well. We will investigate such kinds of new applications of LCP Merge and deepen our theoretical analysis on the behavior of LCP Merge sort.
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