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Abstract

We study a resource allocation problem with varying requests, and with resources of limited capacity shared by multiple requests. It is modeled as a set of heterogeneous Restless Multi-Armed Bandit Problems (RMABPs) connected by constraints imposed by resource capacity. Following Whittle’s relaxation idea and Weber and Weiss’ asymptotic optimality proof, we propose a simple policy and prove it to be asymptotically optimal in a regime where both arrival rates and capacities increase. We provide a simple sufficient condition for asymptotic optimality of the policy, and in complete generality propose a method that generates a set of candidate policies for which asymptotic optimality can be checked. The effectiveness of these results is demonstrated by numerical experiments. To the best of our knowledge, this is the first work providing asymptotic optimality results for such a resource allocation problem and such a combination of multiple RMABPs.
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I. INTRODUCTION

A. Overview and Motivation

Modern technologies enable Internet resources such as routers, computing servers and cables to be abstracted from the physical layer to a virtual layer, facilitating a quick response to demands for setting up communication networks or processing computing jobs. Virtual servers comprising...
different sets of physical resources are assigned to arriving customers who use these resources for a period of time and then return them to a pool when they depart.

Such networks are just particular examples of more general systems where users of different types arrive with a desire to be allocated resources of various kinds, to use these resources and then return them. Users are often indifferent to the precise set of resources that they are allocated, they just require allocation of some resources that will enable them to accomplish the task at hand. In such circumstances a network manager has the task of deciding whether an arriving customer should be admitted into the system and, if so, which set of resources should be assigned to satisfying their requirements.

In this paper we describe and analyze a very general model for such systems. Specifically, we study a system in which $J$ resource pools, each made up of finite numbers of resource units (RUs), await allocation to incoming requests of $L$ different types. We refer to the number of RUs in a resource pool as its capacity. Each resource pool is potentially shared and competed for by many requests, but reservation of RUs for still-to-arrive requests is also allowed. When a request has been accommodated by a resource pool, an appropriate number of RUs of this type are occupied by the request until it leaves the system. The released RUs can be reused by other requests. A request is permitted to occupy RUs from more than one resource pool simultaneously. In this context, the number of requests of the same type that are accommodated by a group of resource pools varies according to a stochastic process, where the transition rates are affected by the resource allocation policy employed. Several such processes associated with the same resource pool are coupled by its capacity limitations.

By strategically assigning requests to appropriate combinations of RUs, we aim to maximize the long-run average revenue, defined as the difference between the long-run average reward earned by serving the requests and the long-run average cost incurred by using the resource pools. Such a resource allocation problem can be easily applied to a rich collection of classical models, such as loss networks in telecommunications, resource allocation for logistic systems, and job assignment in parallel computing.

[Kelly, 1991] published a comprehensive analysis of loss network models with and without alternative routing. In the latter case, network traffic can be re-routed onto alternative paths when the original path fails or is full. In [Kelly, 1991], a list of alternative paths as choices of resource pools is given for each call/request. The alternative paths are selected in turn after if preceding offered paths are unavailable. In contrast, the manager of a typical resource allocation
problem described above is potentially able to change the priorities of paths dynamically. How this should be done is a key focus of this paper.

To illustrate the kind of problem of interest here, consider the simple loss network model shown in Figure 1. Links $a$, $b$ and $c$ are abstracted as resource pools with capacities equal to 1, 3 and 3, respectively: link $a$ consists of one channel as an RU, and links $b$ and $c$ each have 3 channels. Requests asking for a connection from $A$ to $B$ occupying one channel can be served by either path \{a\} or \{b,c\}, but requests requiring two channels for each connection from $A$ to $B$ are able to be accommodated only by path \{b,c\}. We refer to the former and the latter as type-I and type-II requests, respectively. An arrival of a type-I request results in one of the paths \{a\} and \{b,c\} being chosen by the optimizer depending on current traffic loads on the three links, where links $b$ and $c$ might be shared with existing type-II requests. Occupied channels or RUs are released immediately and simultaneously when relevant requests are completed.

Resource allocation problems with small values of $L$ and $J$, such as the example above, can be modeled by a Markov Decision Processes (MDP), and solved through dynamic programming. However, in real-world applications, where $L$ and $J$ are large, resulting in high dimensionality of the state and action spaces, such an approach is often intractable.

In this paper we use an analysis inspired by techniques applied to Restless Multi-Armed Bandit Problems (RMABPs). The standard RMABP consists of parallel MDPs with binary actions (they can either be “pulled”, that is activated, or not), which are competing for a limited possibility of being selected at each decision epoch. Each of the MDPs, referred to as a bandit process, has its own individual state-dependent reward rates and transition probabilities when it is activated and when it is not.

Attempts to solve the problem are faced with exponential growth in the size of the state space as the number of parallel bandit processes increases. This class of problems was described by [Whittle, 1988], who proposed a heuristic management policy that was shown to be asymptotically optimal under non-trivial extra conditions by [Weber and Weiss, 1990]; this policy approaches optimality as the number of bandit processes tends to infinity. The policy,
subsequently referred to as the Whittle index policy, always prioritizes bandit processes with higher state-dependent indices that intuitively represent marginal rewards earned by processes if they are selected. The Whittle indices can be computed independently for each bandit process - a process that imposes significantly reduced computational complexity. The Whittle index policy is scalable to a RMABP with a large number of bandit processes. Also, the asymptotic optimality property, if it is satisfied, guarantees a bounded performance degradation in a large-scale system and is appropriate for large problems where optimal solutions are intractable. The non-trivial extra conditions required by the asymptotic optimality proof in [Weber and Weiss, 1990] are related to proving the existence of a global attractor of a stochastic process.

RMABPs have been widely used in scheduling problems, such as channel detecting (see [Liu et al., 2012], [Wang et al., 2019]), job assignments in data centers (see [Fu et al., 2016]), web crawling (see [Avrachenkov and Borkar, 2016]), target tracking (see [Krishnamurthy and Djonin, 2007], [Le Ny et al., 2010]) and job admission control (see [Niño-Mora, 2012], [Niño-Mora, 2019]). Here we treat the resource allocation problem described above as a set of RMABPs coupled by linear inequalities involving random state and action variables.

B. Main Contributions

We propose a modified index policy that takes into account the capacity constraints of the problem. The index policy prioritizes combinations of RUs with the highest indices, each of which is a real number representing the marginal revenue of using its associated RUs. The policy is simple, scalable and appropriate for a large scale resource allocation problem.

Our analysis of asymptotic optimality of the index policy proceeds through a relaxed version of the problem and study of a global attractor of a stochastic process defined in (35) below. We prove that the process (35) will almost surely converge to a global attractor in the asymptotic regime regardless of its initial point, and hence the index policy is asymptotically optimal if and only if this global attractor coincides with an optimal solution of the resource allocation problem. Following ideas similar to those of [Weber and Weiss, 1990], optimality of the global attractor for the resource allocation problem can be deduced from its optimality for the relaxed problem, which can be analyzed with remarkably reduced computational complexity.

A sufficient condition for the global attractor and optimal solution to coincide is that the offered traffic for the entire system is heavy and the resource pools in our system are weakly
coupled. We rigorously define these concepts in Section III-C. These results are enunciated in Theorems 1, 2 and Corollary 2 in Section V-C.

When the above-mentioned sufficient conditions are not satisfied, an asymptotically optimal index policy can still exist. In this case, we propose a method that can derive the parameters required by the asymptotically optimal policy. Although asymptotic optimality is not guaranteed, Theorem 2 provides a verifiable sufficient condition, less stringent than the one mentioned above, to check asymptotic optimality of the index policy with adapted parameters. We numerically demonstrate the effectiveness of this method in Section VI.

The index policy exhibits remarkably reduced computational complexity, compared to conventional optimizers, and its potential asymptotic optimality is appropriate for large-scale systems where computational power is a scarce commodity. Furthermore, simulation studies indicate that an index policy can still be good in the pre-limit regime. As mentioned earlier, our problem can be seen as a set of RMABPs coupled by the capacity constraints. When the capacities of all resource pools tend to infinity, the index policy reduces to the Whittle index policy because the links between RMABPs no longer exist.

To the best of our knowledge, no existing work has proved asymptotic optimality in resource allocation problems, where resource competition and reservation are potentially permitted, nor has there been a previous analysis of such a combination of multiple, different RMABPs, resulting in a much higher dimensionality of the state space.

The remainder of the paper is organized as follows. In Section II, we describe the resource allocation problem. In Section III, we apply the Whittle relaxation technique. In Section IV, we propose an algorithm to implement an index policy. In Section V, we define the asymptotic regime and we prove the asymptotic optimality of the index policy under some conditions. To demonstrate the effectiveness of the proposed policies, numerical results are provided in Section VI. In Section VII, we present conclusions.

C. Relation to the Literature

The classical Multi-Armed Bandit Problem (MABP) is a optimization problem in which only one bandit process (BP) among \( K \) BPs can be activated at any one time, while all the other \( K - 1 \) BPs are frozen: an active BP randomly changes its state, while state transitions will not happen to the frozen BPs. In 1974, Gittins and Jones published the well-known index theorem for the MABP [Gittins and Jones, 1974], and in 1979, [Gittins, 1979] proved the optimality of
a simple index policy, subsequently referred to as the Gittins index policy. Under the Gittins index policy, an index value, referred to as the Gittins index, is associated with each state of each BP, and the BP with the largest index value is activated, while all the other BPs are frozen. More details about Gittins indices can be found in [Gittins et al., 2011, Chapter 2.12] (and the references therein).

The optimality of the Gittins index policy for the conventional MABP fails for the general case where the $K - 1$ BPs that are not selected can also change their states randomly; such a process is known as a Restless Multi-Armed Bandit Process (RMABP). The RMABP was proposed by [Whittle, 1988]. The RMABP allows $M = 1, 2, \ldots, K$ BPs to be active simultaneously. In a similar vein to the Gittins index policy, Whittle assigned a state-dependent index value, referred to as the Whittle index, to each BP and always activated the $M$ BPs with the highest indices. The Whittle indices are calculated from a relaxed version of the original RMABP obtained by randomizing the action variables. [Whittle, 1988] defined a property of a RMABP, referred to as indexability, under which the Whittle index policy exists. Whittle conjectured in [Whittle, 1988] that the Whittle index policy, if it exists, is asymptotically optimal. [Papadimitriou and Tsitsiklis, 1999] proved that the optimization of RMABPs is PSPACE-hard in general; nonetheless, [Weber and Weiss, 1990] were able to establish asymptotic optimality of Whittle index policy under mild conditions.

[Niño-Mora, 2001] proposed a Partial Conservation Law (PCL) for the optimality of RMABP; this is an extension of the General Conservation Law (GCL) published in [Bertsimas and Niño-Mora, 1996]. Later, [Niño-Mora, 2002] defined a group of problems that satisfies PCL-indexibility and proposed a new index policy that improved the Whittle index. The new index policy was proved to be optimal for problems with PCL-indexibility. PCL-indexibility implies (and is stronger than) Whittle indexibility. A detailed survey about the optimality of bandit problems can be found in [Niño-Mora, 2007].

[Verloop, 2016] proved the asymptotic optimality of the Whittle index policy in an extended version of an RMABP, where BPs randomly arrive and depart the system. She proposed an index policy that was not restricted to Whittle indexable models and numerically demonstrated its near-optimality. [Larrañaga et al., 2015] applied this extended RMABP to a queueing problem assuming convex, non-decreasing functions for both holding costs and measured values of people’s impatience. More results on asymptotic optimality of index-like polices can be found in [Fu, 2016, Chapter IV].
Asymptotically optimal policies for cost-minimization problems in network systems using a fluid approximation technique have been considered in [Bäuerle et al., 2000], [Bäuerle, 2002], [Stolyar, 2004], [Nazarathy and Weiss, 2009] and [Bertsimas et al., 2015]. The fluid approximation to the stochastic optimization problem can be much simpler than the original. A key problem here is to establish an appropriate fluid problem and translate its optimal solution to a policy amenable to the stochastic problem. Asymptotic optimality of the translated stochastic policy can be established if the fluid solution provides an upper/lower bound of the stochastic problem and the policy coincides with this bound asymptotically. The reader is referred to [Meyn, 2008] for a detailed description of fluid approximation across various models.

Although the fluid approximation technique helps with asymptotic analysis in a wide range of (cost-minimization) network problems, existing results cannot be directly applied to our problem, where the arrival and departure rates of request queues are state-dependent and capacity violation over resource pools is strictly forbidden. Our system is always stable for any offered traffic because of the strict capacity constraints. In our case, the form of the corresponding fluid model remains unclear for generic policies. Even given the optimal solution of a well-established fluid model, the synthesis of an explicit policy in the stochastic model remains a challenge.

We adopt another approach, following the ideas of [Whittle, 1988] and [Weber and Weiss, 1990]. Our asymptotic optimality is derived from an optimal solution of a relaxed version of the stochastic optimization problem. The relaxed problem is still a stochastic optimization problem with a discrete state space. We propose a policy based on intuition captured by the relaxed problem, of which the optimal solution provides a performance upper bound of the original problem. Then, we prove, under certain conditions, that this policy coincides with the upper bound asymptotically. The detailed analysis comprises the main content of the paper.

II. A Resource Allocation Problem

We use $\mathbb{N}_+$ and $\mathbb{N}_0$ to denote the sets of positive and non-negative integers, respectively, and for any $N \in \mathbb{N}_+$, let $[N]$ represent the set $\{1, 2, \ldots, N\}$ with $[0] = \emptyset$. Let $\mathbb{R}$, $\mathbb{R}_+$ and $\mathbb{R}_0$ be the set of all, positive and non-negative reals, respectively.

A. System Model

Recall that there are $L$ types of requests and $J$ pools of RUs, all potentially different, with resource pool $j \in [J]$ having capacity $C_j$ RUs that can be dynamically allocated to and released
by the $L$ types of requests.

Each request comes with an associated list of candidate resource combinations. Specifically, requests from request type $\ell \in [L]$ can be accommodated by one of a set $\mathcal{P}_\ell$ of candidate patterns. One of these candidate patterns will be selected by a policy. Patterns are indexed by $i \in \mathbb{N}_+$. If a request is accommodated by pattern $i$, $w_{j,i}$ RUs of pool $j \in [J]$ are occupied until the request is completed and departs. We can thus identify pattern $i$ with the weight vector $w_i = (w_{j,i})$ that defines its requirement. Preemption or re-allocation of requests are not allowed. A request is blocked if there is not enough capacity on any of its corresponding patterns. We might also want to block a request in other circumstances, if accepting it would be detrimental to future performance. In either case, we model the situation where a request is blocked by assigning it to the dummy pattern $d(\ell)$ with the weight vector set to 0.

It is possible for different RTs to be satisfied by the same pattern (this occurs, in particular with the dummy pattern). In such cases, we consider there to be multiple copies of each pattern, one for each RT that it can satisfy. This enables us to consider the sets $\mathcal{P}_\ell$ to be mutually exclusive; that is, $\mathcal{P}_{\ell_1} \cap \mathcal{P}_{\ell_2} = \emptyset$ for any $\ell_1 \neq \ell_2$. Given $|\mathcal{P}_\ell|$ patterns for each RT $\ell$, we have in total $I = \sum_{\ell \in [L]} |\mathcal{P}_\ell|$ patterns associated with weight vectors $w_i \in \mathbb{N}_0^J$, $i \in [I]$. For any pattern $i$, let $\ell(i)$ be the unique RT that is satisfied by that pattern.

Let $\mathcal{W}$ be a $J \times I$ matrix with entries $w_{j,i}$. We assume that there is no row and exactly $L$ columns in $\mathcal{W}$ with all zero entries. Each of these zero columns corresponds to one of the dummy patterns $d(\ell)$ where requests of type $\ell \in [L]$ are blocked.

Requests of RT $\ell$ arrive at the system sequentially, following a Poisson process, with rates $\lambda_\ell$ and the occupation times of the requests accommodated by pattern $i \in \mathcal{P}_\ell$ are exponentially distributed with parameter $\mu_i$. Although there might be situations when it is reasonable to assume that the occupation time depends only on the request type $\ell$, there might also be cases where the lifetime of a request depends on the resources accommodating it, which is why we allow the occupation time distribution to depend on $i$. The RUs used to accommodate a request are occupied and released at the same time. Neither the request nor the system knows the lifespan of a request until it is accomplished and departs the system.

Since there are similarities between our problem and a parallel queueing model, we present a second example to clarify the similarities and differences. Consider two resource pools corresponding to two queues as illustrated in Figure 2, where both capacities are set to three; that is, $J = 2$ and $C_1 = C_2 = 3$. There are two types of requests: if a type-one request is accommodated
in the system, it will simultaneously occupy one RU of both pools; and a type-two request can be accommodated by two RUs of either pool. In other words, \( L = 2 \), \( \mathcal{P}_1 = \{1, 2\} \), \( \mathcal{P}_2 = \{3, 4, 5\} \), patterns 2 and 5 are dummy patterns with \( w_2 = w_5 = 0 \), \( w_1 = (1, 1) \), \( w_3 = (2, 0) \), \( w_4 = (0, 2) \) and \( I = 5 \).

In this case, the number of occupied RUs in both resource pools may decrease or increase by one simultaneously, or by two exclusively for an arrival or departure event. The transition rates are affected by the system controller: if the capacity constraints are not violated, there are two choices, resource pool one or two, for accommodating a type-two request. The task of a system manager is to find a policy for deciding which of these choices to take in order to maximize some long-term objective. Each choice will result in a parallel queueing model with dependencies between the sizes of queues, between the policy employed and queue transition rates. As mentioned in Section I, conventional optimization methods cannot be applied directly when \( L \) and \( J \) are large.

B. A Stochastic Optimization Problem

We focus here an explanation of the stochastic mechanism of the resource allocation problem. An instantiation is generated in the memory of the system controller when a request of RT \( \ell \in [L] \) is accommodated by a pattern \( i \in \mathcal{P}_\ell \). Once the request departs the system, the associated instantiation will be removed from the controller’s memory. As requests are accommodated and completed, the number of instantiations associated with each pattern forms a birth-and-death process, indicating the number of requests being served by this pattern. As mentioned in the second example, the birth-and-death processes for all patterns \( i \in [I] \) are coupled by capacity constraints and affected by control decisions.

Let \( N_i(t), t \geq 0 \), represent the number of instantiations for pattern \( i \) at time \( t \). The process \( N_i(t) \) has state space \( \mathcal{N}_i \) that is a discrete, finite set of possible values. The finiteness of \( \mathcal{N}_i \) derives from the finite capacities \( C_j \). If \( N_i(t) \) is known for all \( i \in [I] \), the number of occupied RUs in pool \( j \in [J] \) at time \( t \) is given by \( S_j(t) = \sum_{i \in [I]} w_{j,i} N_i(t) \), which must be less than \( C_j \). The vector \( N(t) = (N_i(t) : i \in [I]) \) is the state variable of the entire system taking values in \( \mathcal{N} := \prod_{i \in [I]} \mathcal{N}_i \), where \( \prod \) represents Cartesian product. Since the state variables are further subject to capacity constraints to be discussed in Section II-B2, \( \mathcal{N} \) is larger than necessary. With slightly abused notation, we still refer to \( \mathcal{N} \) as the state space of the system.
1) Action Constraints: We associate an action variable $a_i(n) \in \{0, 1\}$ with process $i \in [I]$ when the system is in state $n \in \mathcal{N}$, and $a(n) = (a_i(n) : i \in [I])$. The action variable $a_i(n)$ tells us what to do with a potential new request of type $\ell(i)$. If $a_i(n) = 1$, then such a pattern will be allocated to pattern $i$. The action constraint,

$$\sum_{i \in \mathcal{I}_\ell} a_i(n) = 1, \forall \ell \in [L], \forall n \in \mathcal{N},$$  \hspace{1cm} (1)

ensures that exactly one pattern (which may be the dummy pattern $d(\ell)$) is selected for each RT $\ell$ and current state $n$.

At any time $t$, we say that the arrival process for pattern $i$ is active or passive according to whether $a_i(N(t))$ is 1 or 0 respectively. The birth rate of process $i \in \mathcal{P}_\ell$, $\ell \in [L]$, is $\lambda_\ell$ if $a_i(N(t)) = 1$; and zero otherwise. The death rate of process $i$ is $\mu_i N_i(t)$. The time proportion that $a_d(\ell)(N(t)) = 1$ is the blocking probability for requests of type $\ell$.

2) Capacity Constraints: To ensure feasibility of an allocation of a request of type $\ell(i)$ to pattern $i$ when the state is $n$, we need

$$\mathcal{W}(n + e_i) \leq C, \hspace{1cm} (2)$$

where $e_i$ is a vector with a one in the $i$th position and zeros everywhere else and $C \in \mathbb{N}_+^I$ is a vector with entries $C_j$. In view of the action constraint (1), a neat way to collect together the constraints (2) for all $i \in \mathcal{P}_\ell$ is to write them in the form

$$\mathcal{W}(n + \mathcal{E}_\ell a(n)) \leq C, \forall n \in \mathcal{N}, \hspace{1cm} (3)$$

where $\mathcal{E}_\ell$ is a diagonal matrix of size $I$ with entries $e_{\ell,i,i} = 1$ if $i \in \mathcal{P}_\ell$ and $e_{\ell,i,i} = 0$ if $i \in [I] \setminus \mathcal{P}_\ell$.

For two different request types $\ell_1$ and $\ell_2$, a constraint of the form

$$\mathcal{W}(n + \mathcal{E}_{\ell_1} a(n) + \mathcal{E}_{\ell_2} a(n)) \leq C, \forall n \in \mathcal{N}, \hspace{1cm} (4)$$

captures the idea that the action vector $a(n)$ must be such that the allocation decisions for $\ell_1$ and $\ell_2$ ensure enough capacity to implement both of them when both requests arrive simultaneously while the state is $n$. Another way to think about this is that, if a request of type $\ell_1$ is allocated to a non-dummy pattern $i_1$ when the state is $n$, the decision for a request of type $\ell_2$ when the state is $n$ must satisfy constraint (3) when the state is $n + e_{i_1}$. In particular, if there is not enough
capacity to accommodate a request of type \( \ell_2 \) when the state is \( n + e_{i_1} \), then a request of type \( \ell_2 \) must be allocated to the dummy pattern \( d(\ell_2) \), when the state is \( n \). This can be viewed as giving priority to reserving resources for a type \( \ell_1 \) request over a type \( \ell_2 \) request when the state is \( n \). As we shall see below, the decision to do this will be made in order to optimize a long-term reward function.

Observing that \( \sum_{\ell \in [L]} E_\ell = I \), we see that the constraint

\[
W(n + a(n)) = W\left(n + \left(\sum_{\ell \in [L]} E_\ell\right)a(n)\right) \leq C, \quad \forall n \in \mathcal{N},
\]

(5)
can be thought of as an extended version of (4). In (5), requests of all types are taken into account when the state is \( n \) and allocation decisions for some types are made in order to reserve resources for other types that turn out to be more profitable in the long run. In particular, resources are reserved for those request types \( \ell \) which are allocated to non-dummy patterns \( i \) at the expense of those types that are allocated to less profitable patterns or the corresponding dummy patterns.

In this paper, all the results presented are based on capacity constraint (5).

From (5), there is an upper bound, \( \min_{j \in [J]} \left[C_j / w_{j,i}\right] \), on the number of instantiations of pattern \( i \), and this serves as a bounding state at which no further instantiation of this pattern can be added; that is, \( \mathcal{N}_i = \{0, 1, \ldots, \min_{j \in [J]} \left[C_j / w_{j,i}\right]\} \) and \( |\mathcal{N}_i| = \min_{j \in [J]} \left[C_j / w_{j,i}\right] + 1 < +\infty \). In this context, Equation (5) implies the condition

\[
a_{i}(n) = 0, \text{ if } i \notin \{d(\ell) : \ell \in [L]\} \text{ and } n_i = |\mathcal{N}_i| - 1.
\]

(6)

3) Objective: A policy \( \phi \) is defined as a mapping \( \mathcal{N} \to \mathcal{A} \) where \( \mathcal{A} := \prod_{\ell \in [L]} \{0, 1\}^{|\mathcal{N}_\ell|} \), determined by the action variables \( a(n) \) defined above. When we are discussing a system operating with a given policy \( \phi \), we rewrite the action and state variables as \( a^\phi(\cdot) \) and \( N^\phi(t) \), respectively.

By serving a request of type \( \ell \in [L] \) and occupying an RU of pool \( j \) for one unit of time, we gain expected reward \( r_{\ell} \) and pay expected cost \( \varepsilon_{j} \). The expected reward for a whole service is gained at the moment the service is completed. It corresponds to the situation where a request allocated to pattern \( i \) earns reward at rate \( r_{\ell(i)} \mu_i \) for as long as it is in the system (so that the expected revenue per customer is \( (r_{\ell(i)} \mu_i)(1 / \mu_i) = r_{\ell(i)} \)). The value of \( \varepsilon_{j} \) is the cost per unit time of using a unit of capacity from resource pool \( j \) in which case the expected cost of accommodating the request in pool \( j \) as part of pattern \( i \) is \( \varepsilon_{j} / \mu_i \). We seek a policy that
maximizes the *revenue*: the difference between expected reward and cost, by efficiently utilizing the limited amount of resources.

The objective is to maximize the long-run average rate of earning revenue, which exists because, for any policy $\phi$, the process can be modeled by a finite-state Markov chain. Let $r = (r_\ell : \ell \in [L])$ and $\varepsilon = (\varepsilon_j : j \in [J])$. For all $\ell \in [L]$ and $i \in [I]$, define a $L \times I$ matrix $\mathcal{U}$ with entries $u_{\ell,i} := \mu_i 1_{i \in \mathcal{G}_\ell}$. By the Strong Law of Large Numbers for Continuous Time Markov Chains, see for example [Serfozo, 2009] Theorem 45 in Chapter 4, noting the subsequent discussion of the case where rewards are earned at jump times, the long-run average rate of earning revenue when the policy is $\phi$ is given by

$$R^\phi := \mathbb{E}_{\pi^\phi} \left[ r\mathcal{U} - \varepsilon\mathbf{W} \right] = \sum_{i \in [I]} \sum_{n_i \in \mathcal{X}_i} \pi_i^\phi(n_i) \left( r_{\ell(i)} \mu_i - \sum_{j \in J} w_{j,i} \varepsilon_j \right) n_i,$$

(7)

where $\pi_i^\phi(n_i)$ is the stationary probability that the state of process $i$ is $n_i$ when the policy is $\phi$. Then we wish to find the policy $\phi$ that maximizes $R^\phi$, that is we wish to find

$$R := \max_{\phi} R^\phi.$$

(8)

Define $\Phi$ to be the set of all policies with the constraints in (1) and (5) satisfied. Each policy in $\Phi$ is then a *feasible policy* for our resource allocation problem.

### III. Whittle Relaxation

Our resource allocation problem with objective function defined by (8) and constraints given by (1) and (5) can be modeled as a set of RMABPs coupled by capacity constraints. We leave the specification of the RMABPs to Appendix A.

In this section, we provide a theoretical analysis of the resource allocation problem, following the idea of Whittle relaxation [Whittle, 1988]. In the vein of a RMABP, we randomize the action variable $a_i^\phi(n)$ so that its elements take values from $\{0, 1\}$ with probabilities determined by the policy $\phi$ and relax constraint (1) to require that

$$\lim_{t \to +\infty} \mathbb{E} \left[ \sum_{i \in \mathcal{G}_\ell} a_i^\phi(N_i^\phi(t)) \right] = 1, \forall \ell \in [L].$$

(9)

Following similar ideas, we relax (5) into two equations:

$$\lim_{t \to +\infty} \mathbb{E} \left[ \mathcal{W} \left( N_i^\phi(t) + a_i^\phi(N_i^\phi(t)) \right) \right] \leq C,$$

(10)
and
\[
\lim_{t \to +\infty} \mathbb{E} \left[ a_i^\phi(N^\phi(t)) \mathbf{1}_{N^\phi_i(t) = \lceil \nu_i \rceil - 1} \right] = 0, \quad \forall i \in [I] \setminus \{d(\ell) : \ell \in [L]\}. \tag{11}
\]

**Remark** Equation (10) is derived by taking expectations for both sides of Equation (5), and (11) is a consequence of (6), so constraints described by (10) and (11) are relaxed versions of the constraints described by (5). The justification for Equation (11) will be discussed in Section V-A, in conjunction with the physical meanings of all variables, when we increase the scale of the entire system. We refer to the problem with objective (8), constraints (9), (10) and (11) and randomized control variables \(a_i^\phi(n)\), for all \(n \in \mathcal{N}\), as the relaxed problem.

A value \(a\) in \((0, 1)\) can be interpreted as a randomisation between taking \(a_i^\phi(n) = 0\) and \(a_i^\phi(n) = 1\). Specifically we take \(a_i^\phi(n) = 1\) with probability \(a\). We represent the set of policies that correspond to assigning such values \(a \in (0, 1)\) as \(\Phi\). For \(n_i \in \mathcal{N}_i\), \(\phi \in \Phi\), \(i \in [I]\), define

- \(\alpha_i^\phi(n_i) := \lim_{t \to +\infty} \mathbb{E} \left[ a_i^\phi(N^\phi(t)) \mid N^\phi_i(t) = n_i \right]\), which is the expectation with respect to the stationary distribution when policy \(\phi\) is used, and the vector \(\alpha_i^\phi := (\alpha_i^\phi(n_i) : n_i \in \mathcal{N}_i)\);
- the stationary probability that \(N^\phi_i(t) = n_i\) under policy \(\phi\) to be \(\pi_i^\phi\), and the vector \(\pi_i^\phi := (\pi_i^\phi(n_i) : n_i \in \mathcal{N}_i)\).

Let \(\Pi_i^\phi := \left(\pi_i^\phi \cdot (\mathcal{N}_i) : i \in [I]\right)^T\) and \(\Pi_\alpha^\phi := \left(\pi_i^\phi \cdot \alpha_i^\phi : i \in [I]\right)^T\), where \((\mathcal{N}_i)\) represents the vector \((0, 1, \ldots, |\mathcal{N}_i| - 1)\). The Lagrangian function for the optimization problem with objective function (8) and constraints (9), (10) and (11) is

\[
g(\gamma, \nu, \eta) := \max_{\phi \in \Phi} (rU - \varepsilon W)\Pi_n^\phi - \sum_{\ell=1}^L \nu_{(\ell)} \left( \sum_{i \in \mathcal{N}_\ell} \pi_i^\phi \cdot \alpha_i^\phi - 1 \right) - \gamma \cdot \left( W(\Pi_n^\phi + \Pi_\alpha^\phi) - C \right) - \sum_{i \in [I] \setminus \{d(\ell) : \ell \in [L]\}} \eta_i \pi_i^\phi |\mathcal{N}_i| \alpha_i^\phi (|\mathcal{N}_i| - 1), \tag{12}
\]

where \(\nu \in \mathbb{R}^L\), \(\gamma \in \mathbb{R}_0^I\) and \(\eta \in \mathbb{R}^{I-L}\) are Lagrange multiplier vectors for constraints (9), (10) and (11), respectively. In (12), the constraints no longer apply to variables \(\alpha_i^\phi (i \in [I])\) but appear in the maximization as cost items weighted by their Lagrange multipliers. For \(i \in [I] \setminus \{d(\ell) : \ell \in [L]\}\), define functions

\[
\Lambda_i(\phi, \gamma, \nu_{(i)}, \eta_i) := (r_{(i)} \mu_i - \varepsilon \cdot w_i) \pi_i^\phi \cdot (\mathcal{N}_i) - \nu_{(i)} \pi_i^\phi \cdot \alpha_i^\phi - \gamma \cdot (w_i(\pi_i^\phi \cdot (\mathcal{N}_i) + \pi_i^\phi \cdot \alpha_i^\phi)) - \eta_i \pi_i^\phi |\mathcal{N}_i| \alpha_i^\phi (|\mathcal{N}_i| - 1), \tag{13}
\]

where we recall that \(w_i\) is the weight vector of pattern \(i\) given by the \(i\)th column vector of \(W\);
similarly, for \( \ell \in [L] \), \( \gamma \in \mathbb{R}_0^f \) and \( \eta \in \mathbb{R} \), define \( \Lambda_{d(\ell)}(\phi, \gamma, \nu_\ell, \eta) := -\nu_\ell e_{d(\ell)}^\phi(n) \), where \( n \) is the only state in \( \mathcal{N}_{d(\ell)} \). From Equation (12), for \( \gamma \in \mathbb{R}_0^f \), \( \nu \in \mathbb{R}^L \) and \( \eta \in \mathbb{R}^{I-L} \),

\[
g(\gamma, \nu, \eta) = \max_{\phi \in \Phi} \sum_{i \in [I]} \Lambda_i(\phi, \gamma, \nu_{\ell(i)}, \eta_i) + \sum_{\ell \in [L]} \nu_\ell + \gamma \cdot C. \tag{14}
\]

where \( \eta_{d(\ell)} \ (\ell \in [L]) \) are unconstrained real numbers that are used for notational convenience.

In the maximization problem on the right hand side of (14), there is no constraint that restricts the value of one \( \Lambda_i(\phi, \gamma, \nu_{\ell(i)}, \eta_i) \) once the others are known. As a result, we can maximize the sum in (14) by maximizing each of the summands independently. We can thus write (14) as

\[
g(\gamma, \nu, \eta) = \sum_{i \in [I]} \max_{\phi \in \Phi} \Lambda_i(\phi, \gamma, \nu_{\ell(i)}, \eta_i) + \sum_{\ell \in [L]} \nu_\ell + \gamma \cdot C, \tag{15}
\]

but with the maximum over \( \phi \in \Phi \). Observe now that maximizing \( \Lambda_i \) over \( \phi \) is equivalent to choosing \( \alpha_i^\phi(n) \) from \([0, 1]^{\kappa_i} \), by interpreting \( \alpha_i^\phi \in [0, 1] \) as the probability that process \( i \) is activated under policy \( \phi \) when it is in state \( n \). Thus,

\[
g(\gamma, \nu, \eta) = \sum_{i \in [I]} \max_{\alpha_i^\phi \in [0, 1]^{\kappa_i}} \Lambda_i(\phi, \gamma, \nu_{\ell(i)}, \eta_i) + \sum_{\ell \in [L]} \nu_\ell + \gamma \cdot C. \tag{16}
\]

By slightly abusing notation, we refer to the policy \( \phi \) determined by an action vector \( \alpha_i^\phi \) as the policy for pattern \( i \), and define \( \Phi_i \) as the set of all policies for pattern \( i \).

**Definition 1.** The maximization of \( \Lambda_i(\phi, \gamma, \nu_{\ell(i)}, \eta_i) \) over \( \alpha_i^\phi \in [0, 1]^{\kappa_i} \) is the sub-problem for pattern \( i \in [I] \).

For given \( \gamma, \nu \) and \( \eta \), the sub-problem for any pattern is an MDP, so that it can be numerically solved by dynamic programming. By solving the sub-problems for all patterns \( i \in [I] \), we obtain \( g(\gamma, \nu, \eta) \). For any \( \gamma, \nu \) and \( \eta \), the Lagrangian function \( g(\gamma, \nu, \eta) \) is a performance upper bound for the primal problem described in (8), (9), (10) and (11), which is a relaxed version of the original resource allocation problem. Thus there will be a non-negative gap between this upper bound and the maximized performance of the original problem.

**A. Analytical Solutions**

**Proposition 1.** For given \( \nu \) and \( \gamma \), there exists \( E \in \mathbb{R}^{I-L} \) such that, for any \( \eta > E \), a policy of the sub-problem for pattern \( i \), referred to as \( \bar{\varphi} \in \Phi_i \), determined by action vector \( \alpha_i^\phi \in [0, 1]^{\kappa_i} \)
is optimal for this sub-problem, if, for \( n \in \mathcal{N}_i \),

\[
\alpha_i^\phi(n) = \begin{cases} 
1 & \text{if } 0 < \lambda_\ell(r_\ell - \frac{1}{\mu_i} \sum_{j \in \mathcal{J}_i} \varepsilon_j w_{j,i}) - (1 + \frac{\lambda_\ell}{\mu_i}) \sum_{j \in \mathcal{J}_i} w_{j,i} \gamma_j - \nu_\ell \text{ and } n < |\mathcal{N}_i| - 1 \\ 
\in [0, 1] & \text{if } 0 = \lambda_\ell(r_\ell - \frac{1}{\mu_i} \sum_{j \in \mathcal{J}_i} \varepsilon_j w_{j,i}) - (1 + \frac{\lambda_\ell}{\mu_i}) \sum_{j \in \mathcal{J}_i} w_{j,i} \gamma_j - \nu_\ell \text{ and } n < |\mathcal{N}_i| - 1 \\ 
0 & \text{otherwise},
\end{cases}
\]

(19)

where \( \ell = \ell(i) \).

The proof will be given in Appendix B in the e-companion to this paper. In the maximization of \( \Lambda_i(\phi, \gamma, \nu_{\ell(i)}, \eta_i) \), the only term of \( \Lambda_i \) dependent on \( \eta_i \) is \(-\eta_i \alpha_i^\phi(\mathcal{N}_i - 1)\). The choice of a sufficiently large \( \eta_i \) guarantees that \( \alpha_i^\phi(\mathcal{N}_i - 1) \) is 0 for an optimal policy of the sub-problem, so that constraints (11) of the relaxed problem are satisfied. For convenience, in what follows we fix \( \eta_i \) to be one of these large values so that \( \alpha_i^\phi(\mathcal{N}_i - 1) \) is also fixed to be 0 for any optimal policy \( \phi \) of the sub-problem for pattern \( i \). By slightly abusing notation, in all subsequent equations and discussions, we directly require \( \alpha_i^\phi(\mathcal{N}_i - 1) = 0 \) for any pattern \( i \in [I] \setminus \{d(\ell) : \ell \in [L]\} \) unless specified otherwise.

**Remark** Recall that the action variables \( \alpha_i^\phi \) for any pattern \( i \in [I] \) and policy \( \phi \in \Phi_i \) are potentially state-dependent. However, the right hand sides of equations (17)-(19) are independent of the state variable \( n \) which appears on their left hand side, provided that this is less than \( |\mathcal{N}_i| - 1 \). This state-independence phenomenon is a consequence of the linearity of the reward and cost rates in the state variable, \( N_i^\phi(t) \), for pattern \( i \in [I] \setminus \{d(\ell) : \ell \in [L]\} \): from our definition in Section II, the reward and cost rates of process \( i \) in state \( N_i^\phi(t) \) are \( r_{\ell(i)} \mu_i N_i^\phi(t) \) and \( \sum_{j \in \mathcal{J}_i} \varepsilon_j w_{j,i} N_i^\phi(t) \), respectively. A detailed analysis is provided in the proof of Proposition 1.

Using an argument similar to that in [Whittle, 1988], we can derive from (17)-(19) an abstracted priority for each pattern-state pair (PS pair) \((i, n)\) with \( n \in \mathcal{N}_i \setminus \{|\mathcal{N}_i| - 1\} \) and \( i \in [I] \); unlike in [Whittle, 1988], here, this priority is \((\gamma, \nu)\)-dependent. The priority of a PS pair \((i, n)\) with \( n \in \mathcal{N}_i \setminus \{|\mathcal{N}_i| - 1\} \) is determined by the index

\[
\Xi_i(\gamma, \nu) := \lambda_{\ell(i)} \left( r_{\ell(i)} - \frac{1}{\mu_i} \sum_{j \in \mathcal{J}_i} \varepsilon_j w_{j,i} \right) - \left( 1 + \frac{\lambda_{\ell(i)}}{\mu_i} \right) \sum_{j \in \mathcal{J}_i} w_{j,i} \gamma_j - \nu_{\ell(i)},
\]

(20)

and (17)-(19) can be characterized as comparing \( \Xi_i(\gamma, \nu) \) with 0. When there is strict inequality in the comparison (that is, the cases described in (17) and (19)), the value of \( \alpha_i^\phi(n) \) is specified, since PS pairs \((i, n)\) for all \( n \in \mathcal{N}_i \setminus \{|\mathcal{N}_i| - 1\} \) correspond to the same \( \Xi_i(\gamma, \nu) \) value. However,
there is still freedom to decide different values of $\alpha_i^\phi(n)$, when $\Xi_i(\gamma, \nu) = 0$ (the case described in (18)). A detailed discussion about priorities of PS pairs corresponding to the same $\Xi_i(\gamma, \nu)$ will be provided in Section III-B. By solving the sub-problem of dummy pattern $d(\ell) (\ell \in [L])$ which involves only one state $n \in \mathcal{N}_{d(\ell)}$, we obtain an optimal policy $\varphi$ determined by

$$
\alpha_{d(\ell)}^\varphi(n) \begin{cases} 
1, & \text{if } 0 < -\nu_\ell, \\
\in [0, 1], & \text{if } 0 = -\nu_\ell, \\
0, & \text{otherwise}.
\end{cases} \quad (21)
$$

The priority of the state of a dummy pattern is then $\Xi_{d(\ell)}(\gamma, \nu) \equiv -\nu$ for any $\gamma$.

In addition, from Equation (19) in Proposition 1, for any given $\nu \in \mathbb{R}^I$ and $\gamma \in \mathbb{R}_0^I$, there exists $\eta \in \mathbb{R}^{I-L}$ such that it is optimal to make states $|\mathcal{N}_i|$ - 1 passive (that is, $\alpha_i^\phi(|\mathcal{N}_i| - 1) = 0$) for all $i \in [I]\{d(\ell) : \ell \in [L]\}$. Among all PS pairs $(n, i) (n \in \mathcal{N}_i, i \in [I])$, we assign, without loss of generality, the least priority to those PS pairs $(i, |\mathcal{N}_i| - 1)$ for which $i \in [I]\{d(\ell) : \ell \in [L]\}$.

The policy $\tilde{\varphi}$ determined by (17)-(19) and (21) is optimal for the relaxed problem described by (8), (9), (10) and (11), if the given multipliers $\nu$ and $\gamma$ that appear in (17)-(19) and (21) satisfy the complementary slackness conditions of this relaxed problem, defined by

**Complementary Slackness:**

$$
\nu_\ell \left( \sum_{i \in \mathcal{P}_l} \pi_i^\phi \cdot \alpha_i^\phi - 1 \right) = 0, \forall \ell \in [L], \quad (22)
$$

and

$$
\gamma_j \left( \omega_j \cdot (\Pi_n^\phi + \Pi_n^\phi) - C_j \right) = 0, \forall j \in [J], \quad (23)
$$

where $\omega_j = (w_{j,i} : i \in [I])$ is the $j$th row of matrix $\mathcal{W}$.

In this context, if resource pool $j \in [J]$ is very popular so that the capacity constraint corresponding to the $j$th row in (10) achieves equality, then $\gamma_j$ is allowed to be positive, leading to a lower value of $\Xi_i(\gamma, \nu)$ than for $\gamma_j = 0$. On the other hand, if resource pool $j \in [J]$ cannot be fully occupied and the $j$th capacity constraint in (10) is satisfied with a strict inequality, then the complementary slackness condition described in (23) forces $\gamma_j$ to be zero. Following this mechanism, when resource pool $j \in [J]$ is overloaded and its priority is reduced by increasing $\gamma_j$, the offered traffic to this resource pool will be reduced in line with its priority.

If there exist multipliers $\nu, \gamma$ and a policy $\varphi$ determined by (17)-(19), such that the complementary slackness conditions (22) and (23) are satisfied by taking $\phi = \varphi$, then, by the strong duality theorem, this policy $\varphi$ is optimal for the relaxed problem; this observation, together with Theorem 1 in Section V-C, leads to the existence of an asymptotically optimal policy feasible
for the original problem, derived with priorities of patterns induced by the descending order of $\Xi_i(\gamma, \nu)$. More details about the analysis in the asymptotic regime will be provided in Section V. Here we focus on the non-asymptotic regime, and specifically on the choice and computation of $\gamma$ and $\nu$.

B. Decomposable Capacity Constraints

In the general case, it is not clear whether the the complementary slackness conditions (22) and (23) can be satisfied and, even if they are, what the values of $\gamma$ and the corresponding $\nu$ are. More important is the question of how the multipliers help with proposing the asymptotically optimal policy applicable to the original problem.

In Sections III-B and III-C, we concentrate on the complementary slackness conditions and the existence of an optimal policy (for the relaxed problem) satisfying (17)-(19). Recall that (17)-(19) intuitively suggest priorities of patterns induced by $\Xi_i(\gamma, \nu)$. Later in Section IV, a policy feasible for the original problem will be proposed based on given priorities of patterns, and its asymptotic optimality will be discussed in Section V-C.

1) Priorities of PS Pairs: As described in Section III-A, the priorities of PS pairs are determined by the descending order of $\Xi_i(\gamma, \nu)$, with higher priorities given by higher values of $\Xi_i(\gamma, \nu)$. It may happen that, because of different tie-breaking rules, the same $\gamma$ and $\nu$ lead to different priorities. For given $\gamma \in \mathbb{R}_0^{J}$ and $\nu \in \mathbb{R}^{L}$, let $\mathcal{O}(\gamma, \nu)$ represent the set of all rankings of PS pairs according to the descending order of $\Xi_i(\gamma, \nu)$ ($i \in [I]$). Also, for notational convenience, let $\mathcal{O}$ represent the set of all PS pair rankings.

To emphasize the priorities of these PS pairs, according to a given ranking $o \in \mathcal{O}$, we label all these pairs by their order $i^o \in [N]$ with $N := \sum_{i \in [I]} |\mathcal{N}_i|$ and $(i^o, n^o)$ giving the pattern and the state of the $i^o$th PS pair. We will omit the superscript $o$ and use $i$ for notational simplicity unless it is necessary to specify the underlying ranking. There exists one and only one $\ell \in [L]$ satisfying $i_\ell \in \mathcal{P}_\ell$ for any PS pair labeled by $i$. Such an $\ell$ is denoted by $\ell_i$.

For any given ranking of PS pairs $o \in \mathcal{O}$, we can generate a policy $\varphi(o)$ with priorities of PS pairs defined by $o$, such that (9), (10) and (11) are satisfied: the policy $\varphi(o)$ is feasible for the relaxed problem but not necessarily feasible for the original problem. The pseudo-code for generating $\varphi(o)$ is presented in Algorithm 1. The key idea for generating such a $\varphi(o)$ is to initialize $\alpha_i^{\varphi(o)}$ to 0 for all $i \in [I]$, and sequentially activate the PS pairs according to their
priorities defined by \( o \) until either a relaxed action or capacity constraint described in (9) and (10), respectively, achieves equality. In particular,

(I) if a relaxed action constraint described in (9) achieves equality by activating PS pairs less than or equal to \( \ell \), then the multiplier \( \nu_{\ell_i}(o, \gamma) \) is set to \( \Xi_{\ell_i}(\gamma, 0) \), and all later PS pairs \( \ell' > \ell \) with \( \ell' = \ell_i \) are disabled from being activated and are removed from the list of candidate pairs awaiting later activation;

(II) similarly, if a relaxed capacity constraint described in (10) associated with resource pool \( j \in [J] \) achieves equality by activating PS pairs less than or equal to \( \ell \), then all later PS pairs \( \ell' > \ell \) with \( w_{j,i,\ell'} > 0 \) are disabled and removed from the list of candidate states.

Maintaining an iteratively updated list of candidate pairs in this way continues until all action constraints in (9) achieve equality: the policy \( \varphi(o) \) is determined by the resulting \( \alpha_i^{\varphi(o)} \) (\( i \in [I] \)),
and the multipliers \( \nu \) are updated in (I). The vector of these multipliers is denoted by \( \nu(o, \gamma) \). The PS pair labeled by \( \iota \) satisfying the condition described in (II) is called the critical pair, with the corresponding resource pool \( j \) referred to as the critical pool of PS pair \( \iota \), denoted by \( j_{\iota}(o) \). Note that, from the description in (II), there might be more than one resource pool for which the capacity constraints achieve equality simultaneously while activating PS pair \( \iota \); we choose one of them to be \( j_{\iota}(o) \) and refer to this resource pool as the critical pool of \( \iota \). Let \( J(o) \) represent the set of all critical pairs with respect to the policy \( \bar{\varphi}(o) \).

**Lemma 1.** For any \( o \in \mathcal{O} \) and \( \iota, \iota' \in J(o) \), if \( \iota \neq \iota' \) then \( i_{\iota} \neq i_{\iota'} \).

**Proof.** Consider critical pairs \( \iota, \iota' \in J(o) \) with \( \iota \neq \iota' \), and assume \( \iota < \iota' \) without loss of generality. Since \( \iota \) is a critical pair, there is a critical resource pool \( j_{\iota} \) which is fully occupied. In this case, if \( i_{\iota} = i_{\iota'} \), then pair \( \iota' \) must require some resource units from pool \( j_{\iota} \) and so \( \alpha_{\iota'} = 0 \). PS pair \( \iota' \) cannot be critical, which violates the condition \( \iota' \in J(o) \). Hence, \( i_{\iota} \neq i_{\iota'} \). This proves the lemma. \( \square \)

Recall, for any ranking \( o \), the policy \( \bar{\varphi}(o) \) must satisfy the action and capacity constraints (9), (10) and (11). Also, since (9) holds, the complementary slackness conditions corresponding to the action constraints (22) are satisfied by taking \( \phi = \bar{\varphi}(o) \). However, the complementary slackness conditions corresponding to the capacity constraints (23) and equations (17)-(19) are not necessarily satisfied if we plug in \( \phi = \bar{\varphi}(o) \) and \( \gamma \): the policy \( \bar{\varphi}(o) \) is a heuristic policy applicable for the relaxed problem defined by (8), (9), (10) and (11) derived by intuitively prioritizing PS pairs according to their ranking \( o \in \mathcal{O} \).

In Section III-C we shall define a particular class of resource allocation models, for which we can show the complementary slackness conditions are indeed satisfied.

**Definition 2.** The system said to be decomposable if there exist multipliers \( \gamma \in \mathbb{R}_0^J, \nu \in \mathbb{R}^L \) and a ranking \( o \in \mathcal{O}(\gamma, \nu) \) such that \( \nu = \nu(o, \gamma) \) and the complementary slackness conditions (22) and (23) are achieved by taking \( \phi = \bar{\varphi}(o) \). In this case the optimal values of the dual variables are called decomposable values.

Recall that, in the general case, for \( \gamma \in \mathbb{R}_0^J \) and \( \nu \in \mathbb{R}^L \), even if \( o \in \mathcal{O}(\gamma, \nu) \), the policy \( \bar{\varphi}(o) \) is not necessarily optimal (because it does not necessarily satisfy (17)-(19)). When the policy \( \bar{\varphi}(o) \) is optimal for the relaxed problem, the ranking \( o \) can be used to construct an index policy applicable to the original problem (detailed steps are provided in Section IV). Theorem 1 (in
Section V-C) then ensures that such an index policy is asymptotically optimal.

2) Derivation of the Pair Ranking: We start with a proposition that shows how the values of the Lagrange multipliers $\nu$ and $\gamma$ can be derived from a knowledge of the critical pair and critical resource pool corresponding to a given order $o \in \mathcal{O}$.

**Proposition 2.** For any given $\gamma_0 \in \mathbb{R}^J_0$ and $o \in \mathcal{O}$, the linear equations

$$
\nu_{\iota}(o, \gamma_0) = \Xi_{\iota}(\gamma, 0), \quad \forall \iota \in \mathcal{I}(o) \tag{24}
$$

and

$$
\gamma_j = 0, \quad \forall j \notin \{ j_{\iota}(o) \in [J] \mid \iota \in \mathcal{I}(o) \} \tag{25}
$$

have a unique solution $\gamma \in \mathbb{R}^J$.

The proof of Proposition 2 will be given in Appendix C in the e-companion. For a ranking $o \in \mathcal{O}$, define an function $\mathcal{T}^o$ of $\gamma_0 \in \mathbb{R}^J_0$ with respect to $o \in \mathcal{O}$: $\mathcal{T}^o(\gamma_0) := \gamma$ where $\gamma$ is the unique solution of (24) and (25). Let $\mathcal{T}^o_j(\gamma_0)$ represent the $j$th element of $\mathcal{T}^o(\gamma_0)$.

**Proposition 3.** If there exist $\gamma_0 \in \mathbb{R}^J_0$ and $o \in \mathcal{O}(\gamma_0, 0)$ such that $\mathcal{T}^o(\gamma_0) = \gamma_0$, then $\gamma_0$ is a vector of decomposable multipliers and the policy $\tilde{\varphi}(o)$ based on ranking $o$ is optimal for the relaxed problem defined by (8), (9), (10) and (11).

The proof of Proposition 3 will be given in Appendix D in the e-companion. Recall that $\mathcal{I}(o)$ is the set of critical pairs with respect to the policy $\tilde{\varphi}(o)$, $j_{\iota}(o)$ is the critical resource pool corresponding to critical pair $\iota \in \mathcal{I}(o)$ according to ranking $o$, and $\nu_{\iota}(o, \gamma_0)$ is an output of Algorithm 1 when the inputs are $o$ and $\gamma = \gamma_0$.

**Remark** Proposition 3 provides a way of checking decomposability of $\gamma_0$ and optimality of $\tilde{\varphi}(o)$. By Proposition 3, any fixed point $\gamma_0 \in \mathbb{R}^J_0$ of the function $\mathcal{T}^o$ with respect to a ranking $o \in \mathcal{O}(\gamma_0, 0)$ is a decomposable vector. The decomposability of $\gamma_0$ can be checked without requiring knowledge of any $\nu \in \mathbb{R}^L$. Also, we present the following corollary of Proposition 3.

**Corollary 1.** For $\gamma_0 \in \mathbb{R}^J_0$ and $o \in \mathcal{O}(\gamma_0, 0)$, if $\mathcal{T}^o(\gamma_0) \neq \gamma_0$, $\mathcal{T}^o(\gamma_0) \in \mathbb{R}^J_0$ and $o \in \mathcal{O}(\mathcal{T}^o(\gamma_0), 0)$, then $\mathcal{T}^o(\mathcal{T}^o(\gamma_0)) = \mathcal{T}^o(\gamma_0)$.

Note that the hypothesis of Corollary 1 requires all components of $\mathcal{T}^o(\gamma_0)$ to be nonnegative. This is not such an easy condition to satisfy. The proof of Corollary 1 will be given in Appendix E in the e-companion.
In this context, consider a given $\gamma_0 \in \mathbb{R}_0^J$ and a ranking $o \in \mathcal{O}(\gamma_0, 0)$. If $\gamma_0$ is a fixed point of $T^o$, then it is the vector of decomposable multipliers; if it is not but $T^o(\gamma_0)$ is a nonnegative fixed point of $T^o$, then $T^o(\gamma_0)$ represents the decomposable multipliers. However, in both cases we need to propose a specific $\gamma_0$; it requires prior knowledge of the multipliers, which is, in general, not available. Section III-C will discuss a special case where the decomposability is provable and we have a method of deriving the decomposable multipliers. Here, to make a reasonably good choice of the Lagrangian multipliers in a general system, we embark on a fixed point iteration method.

Since Proposition 3 requires a fixed point $\gamma$ of the function $T^o$ with $o \in \mathcal{O}(\gamma, 0)$, we need to iterate not only the value of $\gamma$ but also the corresponding ranking $o$ which affects the function $T^o$ and should be an element of $\mathcal{O}(\gamma, 0)$. Following the idea of conventional fixed point iteration methods, for $k \in \mathbb{N}_0$, let $\gamma_{k+1} = (T^{o_k}(\gamma_k))^+$ with initial $\gamma_0$ and $o_0 \in \mathcal{O}(\gamma_0, 0)$, where $(\nu)^+ := (\max\{0, v_i\} : i \in [N])$ for a vector $\nu \in \mathbb{R}^N (N \in \mathbb{N}_+)$. Construct a ranking $o_{k+1} \in \mathcal{O}(\gamma_{k+1}, 0)$ according to $o_k$: for any two different PS pairs $(i, n)$ and $(i', n')$ with $\Xi_\gamma(\gamma_{k+1}, 0) = \Xi_{\nu'}(\gamma_{k+1}, 0)$, $(i, n)$ precedes $(i', n')$ in the ranking $o_{k+1}$ if and only if $(i, n)$ precedes $(i', n')$ in the ranking $o_k$. Here, the operation $(\cdot)^+$ is used to make all the elements of $\gamma_{k+1}$ non-negative, so that $\gamma_{k+1}$ is feasible for the function $T^{o_{k+1}}$. Thus the ranking $o_{k+1}$ inherits the tie-breaking rule used for $o_k$ so that the difference between $o_k$ and $o_{k+1}$, which must satisfy $o_k \in \mathcal{O}(\gamma_k, 0)$ and $o_{k+1} \in \mathcal{O}(\gamma_{k+1}, 0)$, is minimized. Corollary 1 can be used to check whether the $\gamma_{k+1}$ is a fixed point of the function $T^{o_k}$. Also, $\gamma_{k+1}$ and $o_{k+1}$ are uniquely determined by $\gamma_k$ and $o_k$. We can consider $(\gamma_k, o_k)$ as an entity which is an argument delivered to the function $T^{o_k}(\gamma_k)$, and wish to find a fixed point in this sense.

In the general case, the function $T^{o_k}(\gamma_k)$ is discontinuous in $\gamma_k$ and the sequence $\{\gamma_k\}_{k=0}^\infty$ is heuristically generated with no proof of convergence to a fixed point. In fact, the choice of $\gamma_{k+1} = (T^{o_k}(\gamma_k))^+$ may result in the sequence $\{\gamma_k\}_{k=0}^\infty$ being trapped in oscillations. To avoid this, with slight abuse of notation, we modify the iteration as $\gamma_{k+1} = (cT^{o_k}(\gamma_k) + (1-c)\gamma_k)^+$ with a parameter $c \in [0, 1]$, which captures the effects of exploring the new point $T^{o_k}(\gamma_k)$. Numerical examples of iterating $\gamma_k$ will be provided in Section VI.

With an upper bound, $U \in \mathbb{N}_+$, we take $k^* := \operatorname{arg\,min}_{k=1,2,\ldots,U} \|\gamma_{k-1} - \gamma_k\|$ and consider $o_{k^*}$ as a reasonably good ranking of PS pairs. Such $o_{k^*}$ is pre-computable with computational complexity no worse than $O(U(N^2 + J^2))$, where $N^2$ and $J^2$ result from ordering the $N$ pairs and solving the $J$ linear equations, respectively. In Section IV, we show that an index policy feasible
for the original problem can always be generated with such an \( o_{k^*} \), and the implementation complexity is \( O(I) \) in terms of computation and storage.

C. Weakly Coupled Constraints

Here, we discuss a sufficient condition under which the sequence \( \{\gamma_k\}_{k=0}^{\infty} \) is provably convergent; and, in Section VI, when this condition fails, we show via numerical examples that the sequence might still converge.

**Definition 3.** Recall the matrix \( W = (w_{j,i}) \) defined in Section II-A. We say that row \( j \in [J] \) is

1) a type-1 row if there is at most one \( i \in [I] \) with \( w_{j,i} > 0 \);
2) a type-2 row if there is more than one \( i \in [I] \) with \( w_{j,i} > 0 \).

That is, row \( j \) is a type-1 row if resource pool \( j \) is not shared by patterns of different types; and is a type-2 row, otherwise. Denote by \( \mathcal{J}_i = \{ j \in [J] \mid w_{j,i} > 0 \} \) the set of resource pools used by pattern \( i \). We then define a condition.

**Weak Coupling:** A system is weakly coupled if, for any pattern \( i \), there is at most one \( j \in \mathcal{J}_i \) with row \( j \) of \( W \) being a type-2 row.

This condition implies that there is at most one shared resource pool associated with each pattern. In a weakly coupled system, if pattern \( i_1 \) shares a resource pool \( j_{12} \) with pattern \( i_2 \) and pattern \( i_1 \) shares a resource pool \( j_{13} \) with pattern \( i_3 \) then \( j_{12} = j_{13} \). A system where each of the patterns requires only one resource pool is clearly weakly coupled. Note that, in a weakly coupled system, dependencies between state variables of different patterns still exist, because each resource pool can be shared by requests of multiple RTs.

**Definition 4.** For a weakly coupled system define, for each \( i \in [I] \setminus \{d(\ell) : \ell \in [L]\} \), \( w^*_i = w_{j,i} \) where \( j \) is the only resource pool in \( \mathcal{J}_i \) shared with other patterns, if there is one; or any member of the set arg min\( j \in \mathcal{J}_i \frac{C_{i,j}}{w_{j,i}} \), otherwise.

**Definition 5.** For a weakly coupled system define, for \( \nu \in \mathbb{R}^L \), a set of PS rankings \( \Theta^*(\nu) \subset \Theta \) such that, for any \( o \in \Theta^*(\nu) \), PS pairs \( \iota \in [N] \) are ranked according to the descending order of

\[
\Xi^*_\iota = \begin{cases} 
\frac{\Xi_{\iota}(0,0) - \nu_\iota}{w^*_i \left(1 + \lambda_\iota / \mu_\iota\right)}, & \text{if } \#\ell \in [L], \ i_\ell = d(\ell), \\
0, & \text{otherwise},
\end{cases}
\]

(26)

**Proposition 4.** If the system is weakly coupled and there exists a ranking \( o \in \Theta^*(0) \) satisfying \( \nu(o, 0) = 0 \), then the capacity constraints described in (10) are decomposable and the policy
φ(o) is optimal for the relaxed problem defined by (8) and (9)-(11). In particular, there exist decomposable multipliers γ ∈ ℝ^J_0 satisfying, for j ∈ [J],

i) if there is a critical PS pair i ∈ ℐ(o) with critical resource pool j = j_i(o), and no j’ ≠ j with j’ ∈ ℐ_i is critical for any other PS pair i’ ∈ ℐ(o), then

\[ γ_j = \frac{\Xi_i(0, 0) - ν_{k_i}}{w_{j,i}(1 + \lambda_{i}/\mu_{i})}; \]  

(27)

ii) if there are critical PS pairs i and i’ in ℐ(o) with critical resource pools j = j_i(o) ≠ j_i(o) and j_i’(o) ∈ ℐ_i, then

\[ γ_j = \frac{w_{j,i}(o,i_i)}{w_{j,i}(o,i_i)} \left( \frac{\Xi_i(0, 0) - ν_{k_i}}{w_{j,i}(o,i_i)(1 + \lambda_{i}/\mu_{i})} - \frac{\Xi_i(0, 0) - ν_{k_i'}}{w_{j,i}(o,i_i')(1 + \lambda_{i}/\mu_{i'})} \right); \]  

(28)

iii) otherwise,

\[ γ_j = 0. \]  

(29)

The proof is given in Appendix G in the e-companion. Note that, from Lemma 1, for any critical PS pairs i, i’ ∈ ℐ(o) with i ≠ i’, it follows that i_i ≠ i_i’. If the system is weakly coupled, for any j ∈ [J], there exist at most two different critical pairs i ∈ ℐ(o) satisfying j ∈ ℐ_i. Also, in a weakly coupled system, for the second case stated in Proposition 4, if there are critical PS pairs i and i’ in ℐ(o) with critical resource pools j = j_i(o) ≠ j_i(o) and j_i’(o) ∈ ℐ_i, then j_i(o) ∉ ℐ_i because there is at most one resource pool in ℐ_i shared with other patterns.

In Proposition 4, the assumption that the system is weakly coupled constrains the way in which resource pools are shared by different requests. The case where there is an o ∈ ℰ*(0) with ν(o, 0) = 0 will occur when the relaxed action constraint (9) is satisfied with α_{d(ℓ)}^φ(o)(n) > 0 for the only n ∈ ℑ_{d(ℓ)} and for all ℓ ∈ [L]. To see this, note that the construction of the policy φ(o) guarantees that the resulting multipliers ν(o, 0) will be non-negative, and so it follows from (21) that α_{d(ℓ)}^φ(o)(n) > 0 only if ν_{ℓ}(o, 0) = 0. That is, having ν_{ℓ}(o, 0) = 0 is associated with there being a positive probability that the dummy pattern d(ℓ) is selected in the relaxed system. Furthermore, if there is a PS pair i (for a non-dummy pattern i_i ∈ ℙ_ℓ) which satisfies the condition described in (1), that is PS pair i causes the relaxed action constraint (9) to bite, Algorithm 1 will ensure that α_{i_i}^φ(o)(n_i) = 0 for all PS pairs i’ ranked lower than i according to the order o. In particular, this will cause α_{d(ℓ)}^φ(o)(n) = 0 for the only n ∈ ℑ_{d(ℓ)}.

So if α_{d(ℓ)}^φ(o)(n) > 0, it is because the relaxed capacity constraints (10) bite before the relaxed action constraints (9). If this is true for all ℓ, then the capacity constraints are biting for every request type, and so we refer to the case where there is an o ∈ ℰ*(0) with ν(o, 0) = 0 as a
**Heavy traffic** condition.

**Heavy Traffic:** The system is in heavy traffic if there is a ranking \( o \in \mathcal{O}^*(0) \) such that \( \nu(o, 0) = 0 \).

**Remark** The property of being weakly coupled and in heavy traffic simplifies the analysis of the complementary slackness condition of the relaxed problem. In particular, the index related to a pattern, described in Equation (20), is affected only by the multipliers of resource pools \( j \in [J] \) with \( w_{j,i} > 0 \). Weak coupling helps reduce the number of such multipliers \( \gamma_j \), so that the index of a pattern is affected by at most one \( \gamma_j \), which in turn affects other pattern indices. When the system is weakly coupled and in heavy traffic, we can analytically solve the \( I \) linear equations (24) and (25) and derive the \( \phi \) and \( \gamma \) that satisfy the complementary slackness condition described in equations (22) and (23). A detailed discussion is provided in the proof of Proposition 4.

Proposition 4 guarantees the decomposability of a system when it is weakly coupled and in heavy traffic. The property of being weakly coupled and in heavy traffic is stronger than necessary for decomposability, but it is simple to check and is satisfied in a number of common resource allocation problems. We consider examples about how to easily define such a system.

As explained above, the heavy traffic property is usually satisfied when the service capacity is not enough (or just enough) to address its high traffic load. On the other hand, the weak coupling specifies the structure of the weight matrix \( W \). For instance, if each pattern involves only one resource pool (that is, for all \( i \in [I]\backslash\{d(\ell)|\ell \in [L]\} \), \( |\mathcal{J}_i| = 1 \)), then the system is weakly coupled as each resource pool is still potentially shared by requests of different types.

Within the above framework, we can model skill-based resource pooling in call centers (see [Wallace and Whitt, 2004], [Cezik and L’Ecuyer, 2008]) as a weakly coupled resource allocation problem; and when its traffic load is also heavy, the system is decomposable. In each call center, agents are trained for several skills, such as two or three languages, and are able to handle some but not all of the incoming calls. We classify these agents into multiple call centers according to their trained skills; that is, all agents in the same call center have the same skills and are able to serve the same types of calls. In this context, a call corresponds to a request, an agent corresponds to a resource unit, a call center is a resource pool and a call type is a request type.

Since each call is served by an agent with appropriate skills, each pattern consists of only one call center (resource pool) and selecting a pattern means selecting an agent (a resource unit)
from the corresponding call center: this problem is weakly coupled. Note that agents of each call center are potentially serving different types of calls simultaneously, and the capacity constraints (5) still restrict the system because of the limited number of agents in each call center.

In particular, the trained skills are used to establish the availability of an agent to serve a call, and do not relate to any concept defined in the resource allocation problem. When an agent of call center $j \in [J]$ is able to serve calls of type $\ell \in [L]$, regardless of the skills needed for this service, there is a pattern $i$ in $\mathcal{P}_\ell$ with $w_{j,i} = 1$ and $w_{j',i} = 0$ for all $j' \in [J] \setminus \{j\}$. For instance, a call center has agents who can speak English and Chinese, and there are two types of calls: one requires English or French-speaking agents and the other Chinese or Japanese speakers. A call of either type can be served by an agent of this call center, and many calls of both types can be served by this call center simultaneously.

Other problems with similar features, such as health-care task scheduling for agents with different qualifications (see [Lieder et al., 2015]) and home health-care scheduling (see [Fikar and Hirsch, 2017]), can also be modeled as weakly coupled systems. And, of course, when the systems are also in heavy traffic, they are decomposable.

A virtual machine (VM) replacement problem can be modeled as a resource allocation problem (see [Stolyar, 2013], [Stolyar, 2017]). VM replacement is about consolidating multiple VMs onto a set of physical machines/servers, where each physical server can usually accommodate more than one VM simultaneously. To consolidate a VM, certain numbers of physical units, such as CPU cycles, memory, disk, or I/O ports, located on a server will be occupied by this VM until it is completed. The VMs and servers are potentially different, and, because of different server profiles or user preference, a server is not necessarily able to accommodate every VM. Consider a simple version, for which the capacity of a server is determined by the total amount of only one type of physical unit: this server has a plentiful supply of the others or is not aware of other physical units. In this case, regarding a VM as a request, a server as a resource pool and a physical unit of the shortage type as a resource unit, we obtain a resource allocation problem that is weakly coupled. Similar problems in computer networks, such as the virtual node embedding (see [Esposito et al., 2016]), server provisioning in distributed cloud environments (see [Wei and Neely, 2017]), and wireless resource scheduling (see [Chen et al., 2017]), can potentially be modeled as weakly coupled resource allocation problems. And as before, when the weakly coupled systems are in heavy traffic, the decomposability property holds.

As in [Stolyar, 2013], [Stolyar, 2017], for general VM replacement problems, each server
capacity is not necessarily constrained by physical units of just one type. As above, we model a VM as a request, a physical unit as a resource unit, and the set of all physical units of the same type located on the same server as a resource pool. In this context, the capacity of each resource pool is determined by the total number of its associated physical units of a given type on a server and the weak coupling property cannot hold in general. It follows that, unlike the preceding examples, the system is not necessarily decomposable. However, as discussed in Section III-B2, a decomposable system that is not weakly coupled or in heavy traffic can be found by finding a fixed point \( \gamma \in \mathbb{R}_0^J \) of the function \( T^o (o \in \mathcal{O}(\gamma, 0)) \). Numerical examples of such systems will be provided in Section VI.

IV. THE INDEX POLICY: ITS IMPLEMENTATION IN THE NON-ASYMPTOTIC REGIME

In Section III, we considered the relaxed problem with constraints (9)-(11). Here, we return to the original problem with constraints (1) and (5).

For each RT \( \ell \in [L] \), we refer to a policy \( \varphi \in \Phi \) as an index policy according to PS-pair ranking \( o \in \mathcal{O} \), if it always prioritizes a candidate process in a PS pair with a ranking equal or higher than those of all the other candidate processes. This policy \( \varphi \) is applicable to the original problem while, the policy \( \bar{\varphi}(o) \) proposed in Section III-B1 is not in general. The method of implementing such a \( \varphi \) is not unique; for instance, the computation of the ranking of the PS pairs can vary. Here we propose one possible implementation.

For \( t > 0 \), we maintain a sequence of \( I \) ordered PS pairs \( (i, N_i^\varphi(t)) (i \in [I]) \) that are associated with the \( I \) patterns, according to the given ranking \( o \) and the state vector \( N^\varphi(t) \): PS pair \( (i, N_i^\varphi(t)) \) is placed ahead of \( (i', N_i'^\varphi(t)) \) if and only if the former precedes the latter in the ranking \( o \). Let \( i_o^\sigma(N^\varphi(t)) (\sigma \in [I]) \) represent the pattern associated with the \( \sigma \)th PS pair in this ordered sequence.

For a general ranking \( o \in \mathcal{O} \), the variables \( i_o^\sigma(N^\varphi(t)) \) are potentially updated at each state transition. Nonetheless, for the purpose of this paper, we mainly focus on the rankings \( o \in \mathcal{O}(\gamma, \nu) \) (for some \( \gamma \in \mathbb{R}_0^J \) and \( \nu \in \mathbb{R}^L \)) that follow the descending order of \( \Xi_i(\gamma, \nu) \). In this case, the variables \( i_o^\sigma(N^\varphi(t)) \) are updated only if a pattern \( i \in [I] \backslash \{d(\ell) | \ell \in [L] \} \) transitions into or out of its boundary state \( |N_i| - 1 \).
Consider the capacity constraints

\[
\sum_{i' \in [I]} w_{j,i'} N_{i'}^\varphi(t) + \sum_{i' \in [I], i' \neq i} w_{j,i'} a_{i'}^\varphi(N_{i'}^\varphi(t)) + a_i^\varphi(N_i^\varphi(t)) \leq \left[ C_j(1 - \bar{\epsilon}_{j,i}(i, N_i^\varphi(t))) \right], \quad \forall j \in [J], i \in [I],
\]

where \( t(i, N_i^\varphi(t)) \in [N] \) represents the order of PS pair \((i, N_i^\varphi(t))\) in the ranking \(\sigma\) and \(\bar{\epsilon} \in [0, 1]^{J \times [N]}\) is a given matrix of parameters. Apart from this matrix of parameters, constraints (30) are the same as constraints (5). As we shall discuss in Section V-B, we choose the \(\bar{\epsilon}_{j,i}\) such that \(\bar{\epsilon}_{j,i} C_j \geq w_{j,i} - 1\) and, for any \(j \in [J]\) and PS pairs \(\ell < \ell'\) with respect to the given ranking \(\sigma\), if \(w_{j,i}, w_{j,i'} > 0\), then \(\bar{\epsilon}_{j,i} < \bar{\epsilon}_{j,i'}\). In this context, if \(\bar{\epsilon}_{j,i} C_j \in [w_{j,i} - 1, w_{j,i}]\) for all \(\ell \in [N]\) and \(j \in [J]\), then constraints (30) reduce to (5); otherwise, they are more stringent than (5). The parameter \(\bar{\epsilon}\) is used to specify the trajectory of the underlying process \(N_{i}^\varphi(t)\) when the system is scaled to the asymptotic regime. This specification is required for proving the asymptotic optimality of the index policy \(\varphi\).

In the interests of notational consistency, we shall use the form (30) throughout but, here, since we do not worry about the asymptotic behavior, we consider the case with \(\bar{\epsilon}_{j,i} C_j \in [w_{j,i} - 1, w_{j,i}]\) for all \(\ell \in [N]\) and \(j \in [J]\) so that (30) reduces to (5). A detailed discussion about the scaling procedure and the role of \(\bar{\epsilon}\) in the asymptotic case will be provided in Section V.

Under the index policy \(\varphi\), we select \(L\) patterns to accept new arrivals of \(L\) types according to their orders in sequence \(i_\sigma^\varphi(N_{i}^\varphi(t))\) (\(\sigma \in [I]\)). In particular, at a decision making epoch \(t > 0\), we initialize \(a_i^\varphi(N_i^\varphi(t)) = 0\) for all \(i \in [I]\) and a set of available patterns to be \([I]\). If, for \(i = i_\sigma^\varphi(N_{i}^\varphi(t))\), constraints (30) will not be violated by setting \(a_i^\varphi(N_i^\varphi(t)) = 1\), then set \(a_i^\varphi(N_i^\varphi(t)) = 1\) and remove all patterns associated with request type \(\ell(i)\) from the set of available patterns.

The other \(L - 1\) patterns are selected similarly and iteratively. That is, we look for the smallest \(\sigma \in \{2, 3, \ldots, I\}\) such that

- \(i_\sigma^\varphi(N_{i}^\varphi(t))\) remains in the set of available patterns; and
- the capacity constraints (30) will not be violated by setting \(a_i^\varphi(N_i^\varphi(t)) = 1\) where \(i = i_\sigma^\varphi(N_{i}^\varphi(t))\).

If there is such a \(\sigma\), set \(a_i^\varphi(N_i^\varphi(t)) = 1\) for \(i = i_\sigma^\varphi(N_{i}^\varphi(t))\), remove all patterns associated with request type \(\ell(i)\) from the set of available patterns and continue selecting the remaining \(L - 2\) patterns in the same manner. When all of the \(L\) patterns have been selected we can stop. Detailed steps are provided in Algorithm 2, which has a computational complexity that is linear in \(I\).
Input: a ranking of PS pairs $o \in O$ and a given state $n \in N$.

Output: the action variables $a^\varphi(n)$ under the index policy $\varphi \in \Phi$ with respect to ranking $o$ when the system is in state $n$.

Function $\text{IndexPolicy}(o, n)$:

1. $a^\varphi(n) \leftarrow 0$ /* Initializing the action variables */
2. $\mathcal{P} \leftarrow [I]$ /* Initializing the set of available patterns */
3. $\sigma \leftarrow 1$ /* Starting with the pattern with the highest priority */

4. While $\mathcal{P} \neq \emptyset$
   
   5. $i \leftarrow i^\varphi_0(n)$
   
   6. If $i \in \mathcal{P}$ and Constraints (30) are not violated by setting $a^\varphi_i(n) = 1$ and $N^\varphi(t) = n$ then
      
      7. $a^\varphi_i(n) \leftarrow 1$
      
      8. Remove all patterns $i' \in \mathcal{P}$ with $\ell(i') = \ell(i)$ from $\mathcal{P}$
   
   9. $\sigma \leftarrow \sigma + 1$

10. End

11. End

12. Return $a^\varphi(n)$

Algorithm 2: Implementing the index policy $\varphi$ with respect to ranking $o$.

The performance of $\varphi$ is mainly determined by the given order $o \in O$. Based on later discussion of the asymptotic regime, if the policy $\bar{\varphi}(o)$ is optimal for the relaxed problem in the asymptotic regime, then $\varphi$ is asymptotically optimal for the original problem. Even without the proved asymptotic optimality, the ranking $o$ should ensure good performance of $\varphi$ as it is always rational to prioritize patterns according to their potential profits. As long as there are reasonably good $\gamma$ and $\nu$ leading to a $o \in O(\gamma, \nu)$, which correctly reflects the potential profits of patterns, the performance degradation of $\bar{\varphi}(o)$ is likely to be limited for the relaxed problem and close to the optimal solution of the original problem; and the index policy $\varphi$ derived from $o$ is a promising choice for managing resources.

The selection of $\gamma$, $\nu$ and $o \in O(\gamma, \nu)$ is discussed in Section III. The key point is to guarantee good performance of $\bar{\varphi}(o)$: the policy that is guaranteed to be optimal for the relaxed problem when the system is decomposable.

V. STOCHASTIC OPTIMIZATION IN A SCALED SYSTEM

In this section, we establish asymptotic optimality of $\varphi$.

A. Scaling Parameter

With a parameter $h \in \mathbb{N}_+$, let $C := hC^0$, $C^0 \in \mathbb{N}_+^L$, and the arrival rates scale as $\lambda := h\lambda^0$, $\lambda^0 \in \mathbb{R}_+^L$. We refer to the parameter $h$ as the scaling parameter, and the asymptotic regime as the limiting case with $h \to +\infty$.

We split the process associated with pattern $i$ into $h$ identical sub-processes $(i, k)$, $k \in [h]$, and divide $N^\phi_i(t)$, the number of instantiations for pattern $i$ under policy $\phi$ at time $t$, into $h$
pieces. The number of instantiations of the kth piece is $N^\phi_{i,k}(t)$, so that $N^\phi(t) = \sum_{k=1}^{h} N^\phi_{i,k}(t)$. We refer to $N^\phi_{i,k}(t)$ as the number of instantiations for sub-pattern $(i,k)$. The counting process given by $N^\phi_{i,k}(t)$ ($k \in [h], i \in [I]$) has state space $\mathcal{N}_i := \{0, 1, \ldots, \min_{j \in \mathcal{J}} [C_j^0 / w_{j,i}]\}$. For any dummy pattern $d(\ell)$, we take $\mathcal{N}^0_{d(\ell)} = \mathcal{N}_{d(\ell)} = \{0\}$.

The objective and constraints defined by (8), (1) and (5) still apply to the sums of variables $\sum_{k=1}^{h} N^\phi_{i,k}(t) := N^\phi_{i}(t), i \in [I]$. We say the process associated with pattern $i$ is replaced by the $h$ sub-processes associated with sub-patterns $(i,k), k \in [h]$. Each sub-pattern $(i,k)$ earns reward $r_{i(k)}$ per each served request and the cost rate that a request accommodated by this sub-pattern imposes on resource pool $j \in [J]$ is $\varepsilon_j w_{j,i}$; that is, the sub-process $(i,k)$ maintains the same reward and cost rates in states $n \in \mathcal{N}^0_i$ as process $i$. Let $\mathcal{N}^\phi_h(t) = (N^\phi_{i,k}(t) : i \in [I], k \in [h])$ be the state variable after this replacement, and $a^\phi_{i,k}(N^\phi_{i,k}(t)) \in \{0, 1\} (i \in [I], k \in [h])$ be the action variables with respect to the process $N^\phi_{i,k}(t)$. To clarify, we rewrite the objective described in (8) as

$$\max_{\phi} \frac{1}{h} \sum_{i \in [I]} \sum_{k \in [h]} \sum_{n_i \in \mathcal{N}_i} \pi^\phi_{i,k}(n_i) \left( r_{i(k)} \mu_i - \sum_{j \in \mathcal{J}} w_{j,i} \varepsilon_j \right) n_i,$$

(31)

where $\pi^\phi_{i,k}(n_i)$ represents the stationary probability that the state of sub-process $(i,k)$ is $n_i$ under policy $\phi$ with scaling parameter $h$. We divide the total revenue earned by all sub-patterns by $h \in \mathbb{N}_+$ so that the objective function is always bounded when $h \to +\infty$. The policy $\phi$ in (31) is determined by the action variables $a^\phi_{i,k}(N^\phi_{i,k}(t)) (i \in [I], k \in [h])$ subject to

$$\sum_{i \in \mathcal{I}} \sum_{k \in [h]} a^\phi_{i,k}(N^\phi_{i,k}(t)) = 1, \ \forall \ell \in [L], \forall t \geq 0,$$

(32)

and

$$\sum_{i \in [I]} \sum_{k \in [h]} \left( N^\phi_{i,k}(t) + a^\phi_{i,k}(N^\phi_{i,k}(t)) \right) \leq C^0_j, \ \forall j \in [J], \forall t \geq 0.$$

(33)

The constraints in (33) are obtained by substituting $C^0_j h$ for $C_j$ in the constraints stated in (5), and thus (33) is equivalent to (5). Also, to guarantee that the maximal value of each $N^\phi_{i,k}(t)$ ($k \in [h])$, $\min_{j \in \mathcal{J}} [C^0_j / w_{j,i}]$, is not exceeded, define, for $k \in [h]$ and $i \in [I] \setminus \{d(\ell) : \ell \in [L]\}$,

$$a^\phi_{i,k}(N^\phi_{i,k}(t)) = 0, \text{ if } N^\phi_{i,k}(t) = |\mathcal{N}^0_i| - 1,$$

(34)

which corresponds to the redundant constraints described in (6).

**Remark** As in Section I, we activate exactly one sub-process $(i,k)$ ($i \in \mathcal{I}, k \in [h]$) for RT $\ell \in [L]$ regardless of the scaling parameter $h \in \mathbb{N}_+$. The birth and death rates of this active sub-process are $h \lambda^0_\ell$ and $N^\phi_{i,k}(t) \mu^0_i$, respectively, so that $h \lambda^0_\ell \gg (|\mathcal{N}^0_i| - 1) \mu^0_i$, the number of
instansiations of pattern $i$ will increase rapidly until it is restricted by the capacity constraints.

A model with a single active sub-process at any time has different stochastic properties compared to the case where the number of active sub-processes is proportional to $h$ (which was discussed in [Weber and Weiss, 1990]). To illustrate the difference, we present an example in Appendix H of the e-companion.

The optimization problem consisting of the $hI$ sub-processes associated with $hI$ sub-patterns, coupled through constraints (32)-(34) can be analyzed and relaxed along the same lines as in Section III. Let $\alpha_{i,k}^{\phi}(n) := \lim_{t \to +\infty} \mathbb{E}\{a_{i,k}^{\phi}(N_h^{\phi}(t))|N_{i,k}^{\phi}(t) = n\}$ ($n \in \mathcal{N}_i^0$, $i \in [I]$, $k \in [h]$) represent the action variables of the $hI$ sub-problems for the relaxed problem scaled by $h$.

All the sub-processes corresponding to a given pattern $i \in [I]$ in the same state $n \in \mathcal{N}_i^0$ are equivalent. The controller then is concerned only with the total number of active sub-processes of a given pattern in a given state. Define the random variable $Z_{i,k}^{\phi,h}(t)$ to be the proportion of sub-processes in PS pair $\iota$ at time $t$ under policy $\phi$ where $h$ is the scaling parameter; that is,

$$Z_{i,k}^{\phi,h}(t) = \frac{1}{hI} \left\{ \begin{array}{ll} (i, k) \in [I] \times [h] \mid N_{i,k}^{\phi}(t) = n_{\iota}, \ i_{\iota} = i \end{array} \right\}. \quad (35)$$

Let $Z^{\phi,h}(t) = (Z_{i,k}^{\phi,h}(t) : \iota \in [N])$ and $\mathcal{Z}$ be the probability simplex $\{z \in [0,1]^N \mid \sum_{\iota \in [N]} z_{\iota} = 1\}$. In this model, the process $Z^{\phi,h}(t)$ is analogous to the counting process $N_h^{\phi}(t)$ in the original process. When the process $Z^{\phi,h}(t)$ takes value $z \in \mathcal{Z}$, it can transition only to a state of the form $z + e_{i_{\iota}, i_{\iota}'} \in \mathcal{Z}$ with $i_{\iota} = i_{\iota}'$, where $e_{i_{\iota}, i_{\iota}'} \in \mathbb{R}^N$ is a vector with $\iota$th element $+1/hI$, $\iota'$th element $-1/hI$ and all the other elements set to zero. For our birth-and-death process, a transition will happen only with $n_{i_{\iota}'} = n_{i_{\iota}} \pm 1$ corresponding to the arrival and departure of a request, respectively. For any given $h \in \mathbb{N}_+$, the state space of the process $Z^{\phi,h}(t)$ is a subset of $\mathcal{Z}$ and thus the system is always stable. We refer to the system with $h \to +\infty$ as the asymptotic regime.

Note that any resource allocation problem in the non-asymptotic regime coincides with a scaled problem described in (31)-(34) with given $h < +\infty$. The scaling parameter $h$ is introduced to rigorously specify the trajectory of the entire system going from a non-asymptotic regime to an asymptotic regime.

B. Index Policies in a Scaled System

In Section IV, for a ranking $o \in \mathcal{O}$, we proposed an index policy $\varphi \in \Phi$ for the resource allocation problem in the non-asymptotic regime; this coincides with the problem described in (31)-(34) with given $h < +\infty$. For clarity, we translate the description of $\varphi$ to a policy used for a scaled system with the notation described in Section V-A.
For a ranking \( o \in \mathcal{O} \), the index policy \( \varphi \) activates a sub-process in the first PS pair \( \ell \in [N] \) in ranking \( o \) with \( Z_{\ell}^{\varphi,h}(t) > 0 \) and the action and capacity constraints holding; that is, \( \varphi \) selects a sub-process \((i_\ell, k) \) \( (k \in [h]) \) satisfying \( N_{i_\ell,k}^\varphi(t) = n_{i_\ell} \) and sets \( a_{i_\ell,k}^\varphi(N_{i_\ell,k}^\varphi(t)) \) to 1. The condition \( Z_{\ell}^{\varphi,h}(t) > 0 \) is required because there has to be some sub-processes in PS pair \( \ell \) for us to be able to activate. Once a sub-process in PS pair \( \ell \) is selected for activation, the action constraint (32) for RT \( \ell \) achieves equality: there is exactly one active sub-process for a specific RT \( \ell \in [L] \). Resource units in associated resource pools are reserved for this activated sub-process in PS pair \( \ell \). In this way, \( L \) sub-processes in \( L \) different PS pairs will be activated iteratively, according to the ranking \( o \), for the \( L \) RTs.

Under the index policy \( \varphi \), the transition matrix of process \( Z_{\ell}^{\varphi,h}(t) \) is determined by the value of \( \sum_{k \in [h]} N_{i_\ell,k}^\varphi(t) = n_{i_\ell} \) for each PS pair \( \ell \in [N] \), which is either 0 or 1 and is dependent on \( N_{i_\ell,k}^\varphi(t) \) through only \( Z_{\ell}^{\varphi,h}(t) \). Define \( u_{\ell}^{\varphi,h}(z) \), \( \ell \in [N] \), \( z \in \mathcal{Z} \), to be the ratio of the number of active sub-processes in PS pair \( \ell \), for which the corresponding sub-patterns are prepared to accept a request, to the total number of sub-processes in this PS pair under \( \varphi \), when the proportions of sub-processes in all PS pairs are currently specified by \( z \). That is, at time \( t \), for \( \ell \in [N] \),

\[
u_{\ell}^{\varphi,h}(Z_{\ell}^{\varphi,h}(t)) = \frac{\sum_{k \in [h]} N_{i_\ell,k}^\varphi(t) = n_{i_\ell} a_{i_\ell,k}^\varphi(N_{i_\ell,k}^\varphi(t))}{I_h Z_{\ell}^{\varphi,h}(t)}, \tag{36}
\]

where we recall that the numerator on the right hand side relies on \( N_{i_\ell,k}^\varphi(t) \) through \( Z_{\ell}^{\varphi,h}(t) \). Note that, for arbitrarily large \( h \), the value of \( u_{\ell}^{\varphi,h}(z)I_hz \) \( (z \in \mathcal{Z}) \), representing the number of active sub-processes in PS pair \( \ell \), is never more than 1 because the policy \( \varphi \) must satisfy the action constraints (32). Let \( \psi_{\ell}^{\varphi,h}(z) = (u_{\ell}^{\varphi,h}(z) : \ell \in [N]) \). Although different tie-breaking rules lead to the same process \( Z_{\ell}^{\varphi,h}(t) \), we shall stipulate that, when there is more than one sub-process \((i, k) \) \( (i \in [I], k \in [h]) \) in the same PS pair available for activation, we prioritize the one with the smaller value of \( k \). In this context, the variables \( \psi_{\ell}^{\varphi,h}(z), z \in \mathcal{Z} \), provide sufficient information for the index policy \( \varphi \) to make decisions on the counting process \( N_{i_\ell,k}^\varphi(t) \).

Let \( \zeta_{\ell}^{\varphi,h}(z) \) represent the maximal proportion of sub-processes in PS pair \( \ell \) that can be active if we consider only the capacity constraints defined by (33) (neglecting the action constraints defined by (32)) with proportions of sub-processes in all PS pairs specified by \( z \) under policy
\( \varphi \). We obtain that, for \( \iota \in [\mathcal{N}] \backslash \{d(\ell) : \ell \in [L]\} \),
\[
\zeta^{\varphi,h}(z) = \min \left\{ z_i, \max \left\{ 0, \min_{j \in J} \left[ \frac{1}{w_{j,i} I_h} \left[ hC_j^0 (1 - \epsilon_{j,i}^h) - \sum_{\iota' = 1}^{N} w_{j,i} n_{\iota'} z_{\iota'} I_h - \sum_{\iota' \in \mathcal{N}_{\iota}^+} w_{j,i} \psi_{\iota}^{\varphi,h}(z_{\iota'} I_h) \right] \right] \right\},
\]
where \( \mathcal{N}_{\iota}^+ \), \( \iota \in [\mathcal{N}] \), is the set of PS pairs \( \iota' \in [\mathcal{N}] \) with \( \iota' < \iota \) (with higher priorities than pair \( \iota \)) with respect to ranking \( \iota \), and \( \epsilon_{j,i}^h \in [0,1] \) corresponds to \( \epsilon_{j,i} \) in (30).

Here, the parameter \( \epsilon_{j,i}^h \) is defined so that
\[
0 < \lim_{h \to +\infty} \epsilon_{j,i}^h < \lim_{h \to +\infty} \epsilon_{j,i}^{h'} \leq 1
\]
for any \( \iota < \iota' \), \( w_{j,i} > 0 \) and \( w_{j,i} > 0 \). We need \( \epsilon_{j,i}^h \) to indicate the priorities of PS pairs in resource pool \( j \), because the last term in (37), \( \sum_{\iota' \in \mathcal{N}_{\iota}^+} w_{j,i} \psi_{\iota}^{\varphi,h}(z_{\iota'} I_h) \), is \( o(h) \). In particular, in order to follow the strict capacity constraints described in (33), we need to define the \( \epsilon_{j,i}^h \) so that \( \epsilon_{j,i}^h C_j^0 h \geq w_{j,i} - 1 \) for all \( j \in [J], \iota \in [\mathcal{N}] \) and \( h \in \mathbb{N}_+ \) and \( \lim_{h \to +\infty} \epsilon_{j,i}^h \) exists. Let \( \epsilon^h := (\epsilon_{j,i}^h : j \in [J], \iota \in [\mathcal{N}]) \) and \( \epsilon := \lim_{h \to +\infty} \epsilon^h \). Define \( \epsilon^h, h \in \mathbb{N}_+ \cup \{+\infty\} \), and \( \Psi \) as the sets of all such vectors \( \epsilon^h \) and sequences of such vectors \( \psi := (\epsilon^1, \epsilon^2, \ldots) \), respectively.

Equation (38) specifies possible trajectories of \( \epsilon^h \) as \( h \to +\infty \), and is required for subsequent proofs of asymptotic optimality. Note that, although the asymptotic regime is a limiting situation, using an asymptotically-optimal policy is likely to be appropriate for systems with finite but large \( h \).

In (37), the value of \( \zeta^{\varphi,h}(z) \) is constrained by the remaining capacities of relevant resource pools, the proportion of sub-processes currently in PS pair \( \iota \) and the proportions of active sub-processes in PS pairs with higher priorities. Recall that \( \psi_{\iota}^{\varphi,h}(z) \) represents the proportion of active sub-processes in PS pair \( \iota \), for which the corresponding sub-patterns are prepared to accept a request, when the proportions of sub-processes in all PS pairs are currently specified by \( z \). Together with the action constraints described in (32), under an index policy \( \varphi \), for \( z_i > 0 \),
\[
\psi_{\iota}^{\varphi,h}(z) = \frac{1}{z_i I_h} \min \left\{ \zeta^{\varphi,h}(z) I_h, \max \left\{ 0, 1 - \sum_{\iota' \in \mathcal{N}_{\iota}^+} \zeta_{\iota'}^{\varphi,h}(z) I_h \right\} \right\}.
\]

If \( z_i = 0 \), then there are no sub-processes in PS pair \( \iota \) and so \( \psi_{\iota}^{\varphi,h}(z) \) can take any value in \([0,1]\) without making a difference to the evolution of the process. For completeness, define, for \( z \) with \( z_i = 0 \) and \( z^x_i := (z_1, z_2, \ldots, z_{i-1}, x, z_{i+1}, \ldots, z_N) \), \( \psi_{\iota}^{\varphi,h}(z) = \lim_{x \downarrow 0} \psi_{\iota}^{\varphi,h}(z^x_i) \). For any given \( z \in \mathcal{Z}, \zeta^{\varphi,h}(z) \) and \( \psi_{\iota}^{\varphi,h}(z) \) can be obtained iteratively using equations (37) and (39) from \( \iota = 1 \)
to $N$.

Remark Although capacity constraints were not considered in [Weber and Weiss, 1990], the construction of $\psi_{n}(z) (z \in \mathcal{N})$ follows ideas similar to those used in that paper. Recall that, for a given ranking, $o \in \mathcal{O}$, the policy $\psi(o)$ is generated by Algorithm 1 and is infeasible for the original problem. This gives rise to the interesting property that values of $\psi_{n}(z)$ and $\alpha_{n}(n_{i})$ for all $h \in \mathbb{N}_{+} \cup \{+\infty\}$, are always independent of those of PS pairs $i'$ with $i' > i$: the PS pairs with lower priorities than $i$. The property is important for the proofs of Theorems 1 and 2.

C. Asymptotic Optimality

For given $h \in \mathbb{N}_{+}$, define the long-run average revenue normalized by $h$ of the resource allocation problem under policy $\phi$ to be $R_{\phi,h}$; that is,

$$R_{\phi,h} := \frac{1}{h} \sum_{i \in [I]} \sum_{k \in [h]} \sum_{n_{i} \in \mathcal{N}_{i}} \pi_{n_{i}}^{\phi,h}(n_{i}) \left( r_{i}(i) \mu_{i} - \sum_{j \in \mathcal{J}} w_{j,i} \varepsilon_{j} \right) n_{i},$$

(40)

the objective function described in (31).

Definition 6. We say that the index policy $\psi$ derived from PS ranking $o$ by iterating (37) and (39) is asymptotically optimal if

$$\lim_{\|\epsilon\| \to 0} \lim_{h \to +\infty} |R_{\psi,h} - \max_{\phi \in \Phi} R_{\phi,h}| = 0.$$  

Theorem 1. For given $o \in \mathcal{O}$, $\psi$ derived from $o$ by iterating (37) and (39) is asymptotically optimal if and only if

$$\lim_{h \to +\infty} |R_{\psi(o),h} - \max_{\phi \in \Phi} R_{\phi,h}| = 0.$$  

(41)

The proof is given in Appendix I. Theorem 1 indicates that asymptotic optimality of $\psi$ is equivalent to the convergence between $R_{\psi(o),h}$ and the maximized long-run average revenue of the original problem as $h \to +\infty$. It is proved by showing the existence of $\lim_{h \to +\infty} \lim_{t \to +\infty} \mathbb{E}[Z_{\psi(o),h}(t)]$ and a global attractor of the process $Z_{\psi,h}(t)$ as $t, h \to +\infty$ and $\|\epsilon\| \to 0$, and specifically that they coincide with each other. The long-run average revenue $R_{\psi,h}$ then coincides with $R_{\psi(o),h}$ as $h \to +\infty$ and $\|\epsilon\| \to 0$. 

A similar condition relevant to the global attractor was required in [Weber and Weiss, 1990] for asymptotic optimality of the Whittle index policy in a general RMABP. It does not necessarily hold. However, in our problem, each sub-process is a queueing process with the departure rate increasing in its queue size. Such a sub-process is a special case of a general bandit process. We prove in general that the underlying process $Z^{\phi,h}(t)$, regardless of its initial point, will converge to any specified neighborhood of a fixed point almost surely as $t,h \to +\infty$ and $\|\epsilon\| \to 0$. Detailed proofs are provided in Appendix 1.

Theorem 1, in itself, does not provide a verifiable condition. This is given in our next theorem. If there exists $H \in \mathbb{R}$ such that, for all $h > H$, the system is decomposable, we say the system is decomposable in the asymptotic regime.

**Theorem 2.** If the capacity constraints described in (33) (or equivalently (5)) are decomposable with decomposable multipliers $\gamma \in \mathbb{R}_0^J$ in the asymptotic regime, then there exist $\nu \in \mathbb{R}^L$ and a PS pair ranking $o \in \mathcal{O}(\gamma, \nu)$ such that the index policy $\phi$ derived from $o$ is asymptotically optimal.

The proof, based on Theorem 1, is given in Appendix L. Recall that we discussed decomposability of multipliers in Section III and provided examples of provably decomposable systems.

**Remark** Theorem 2 binds asymptotic optimality of $\phi$ to the decomposability of the relaxed problem. For a decomposable system (see Definition 2), there always exists a ranking $o \in \mathcal{O}$ such that $\bar{\phi}(o)$ is optimal for the relaxed problem. If a system is decomposable in the asymptotic regime then (41) is satisfied. This follows because, for any $h \in \mathbb{N}_+ \cup \{+\infty\}$, $R^{\phi,h} \leq \max_{\phi \in \Phi} R^{\phi,h} \leq \max_{\phi \in \tilde{\Phi}} R^{\phi,h}$ where $\Phi$ and $\tilde{\Phi}$ are the sets of feasible policies for the original and relaxed problem, and $R^{\phi,h}$ coincides with $R^{\bar{\phi}(o),h}$ as $h \to +\infty$ and $\|\epsilon\| \to 0$.

Similarly, we say the system is in heavy traffic in the asymptotic regime if there exists $H \in \mathbb{R}$ such that, for all $h > H$, the system is in heavy traffic.

**Corollary 2.** If the system is in heavy traffic in the asymptotic regime and is weakly coupled, then there exist decomposable multipliers $\gamma \in \mathbb{R}_0^J$, satisfying (27)-(29), and a PS pair ranking $o \in \mathcal{O}^*(0)$, so that the index policy $\phi$ derived from $o$ is asymptotically optimal.

The proof, invoking Theorem 2 and Proposition 4, is given in Appendix M. In particular, the PS pair ranking $o$, described in Corollary 2, exists in closed form: its PS pairs are ranked according to the descending order of $\Xi^*_{\nu}$ with $\nu = 0$. 
VI. NUMERICAL RESULTS

We demonstrate by simulation the performance of the index policy \( \varphi \), defined in Section V-B (or equivalently, defined in Section IV for a given \( h < +\infty \)), in systems that are not weakly coupled or in heavy traffic in comparison with baseline policies.

In this section, the confidence intervals of all the simulated average revenues at the 95\% level based on the Student’s t-distribution are maintained within ±3\% of the observed mean. We recall that the capacities \( C \) and arrival rates \( \lambda \) are scaled by the scaling parameter \( h \).

Along with the fixed point iteration method proposed in Section III-B2, we have been able to find systems which are not weakly coupled or in heavy traffic but are decomposable. Here, we provide two examples, where \( L \) and \( J \) are sampled uniformly from the sets \( \{2, 3, 4, 5\} \) and \( \{10, 11, \ldots, 20\} \), respectively. Let \( \epsilon_M = \max_{j \in [J], \epsilon \in [N]} \epsilon_{j, \epsilon} \). We refer to an index policy \( \varphi \) with specific \( \epsilon_M \in [0, 1] \) as INDEX(\( \epsilon_M \)).

We consider three baseline policies: two greedy policies that prioritize patterns with maximal reward rates and minimal cost rates, and one policy randomly uniformly selecting an available pattern for each request type. We refer to the three policies as Max-Reward, Min-Cost and Random. The Max-Reward and Min-Cost policies are in fact index policies with PS pairs ranked according to the descending order of their reward rates and the ascending order of their cost rates, respectively. The Random policy was proposed by [Stolyar, 2017] for a VM replacement problem, aiming to minimize the system blocking probabilities in the case with finite capacities. It is not a feasible policy of the original problem with capacity constraints (5) because it does not reserve resource units for a specific pattern that is more profitable than the others. When
there are not enough resource units in a pool to accommodate multiple request types that have chosen their patterns involving this pool, the Random policy will always assign the resource units to the request that arrives first.

In Figure 3, we compare the performance of INDEX(0), INDEX(0.01), the baseline policies and \( \bar{\varphi}(o_{k^*}) \), where \( o_{k^*} \) is the ranking of the multipliers \( \gamma_{k^*} \) resulting from the fixed point iteration method (described in Section III-B2) with parameter \( c = 0.5 \) and initial point \( \gamma_0 = 0 \). The system parameters are listed in Appendix N and are generated by pseudo-random functions. The discovered multipliers \( \gamma_{k^*} \) for simulations in Figures 3(a) and 3(b) are \((269.555, 0, 0, 0, 0, 273.11, 0, 347.995, 0, 0, 0, 8.323 \times 10^{-7}, 9.726 \times 10^{-5}, 0)\) and \(0\), respectively, satisfying \( T^{o_{k^*}}(\gamma_{k^*}) = \gamma_{k^*} \) in the asymptotic regime. By Proposition 3, these \( \gamma_{k^*} \) are decomposable multipliers and, by Theorem 2, the index policies derived from the rankings \( o_{k^*} \) are asymptotically optimal. Let \( R(o) := \lim_{h \to +\infty} R^{\bar{\varphi}(o),h}(o \in \mathcal{O}) \) of which the existence is guaranteed in the proof of Theorem 1. For the decomposable systems with \( h < +\infty \) and \( \bar{\varphi}(o_{k^*}) \) optimal for the relaxed problem in the asymptotic regime, the asymptotic long-run average revenue, \( R(o_{k^*}) \), is no less than the optimum of the original problem: \( R(o_{k^*}) \) is an upper bound of \( R^{\varphi,h} \) for any \( \varphi \in \Phi \).

Figure 3 illustrates the relative difference of average revenues, \( (R(o_{k^*}) - R^{\bar{\varphi}(o),h}) / R(o_{k^*}) \) for \( \phi = \text{INDEX}(0), \text{INDEX}(0.01), \text{Max-Reward}, \text{Min-Cost} \) and Random, against the scaling parameter \( h \).

In this context, there are two aspects of performance evaluation presented in Figure 3. First, we see the performance of the index policies in the non-asymptotic regime by comparing their long-run average revenues with an upper bound on the optimum. In particular, Figures 3(a) and 3(b) show that INDEX(0.01) significantly outperforms INDEX(0) for large \( h \): the small but positive \( \epsilon \) does affects the performance of \( \varphi \). The performance of INDEX(0.01) is close to the upper bound of the optimal solution with relative difference less than \( 5\% \) for \( h \) greater than 50 in all three examples: its performance degradation against the optimal solution is limited in the non-asymptotic regime.

On the other hand, by comparing to \( R(o_{k^*}) \), a trend of coincidence between \( R^{\text{INDEX}(0.01),h} \) and \( R(o_{k^*}) \) is observed in Figure 3 as \( h \) increases from 1 to 100, consistent with the proved asymptotic optimality of \( \varphi \). Recall that the examples presented in Figure 3 are not for systems with weak coupling or heavy traffic but the index policy \( \varphi \) is still proved to be asymptotically optimal here. Also, the performance of \( \varphi \) is close to the optimum without requiring extremely large \( h \).
In Figure 4, we consider another example with multipliers that are not decomposable (that is, \( T^{o_k^*}(\gamma_k^*) \neq \gamma_k^* \)). Similar to Figure 3, in Figure 4(a), we plot the relative difference of revenue of INDEX(0), INDEX(0.01) and the baseline policies to \( R(o_k^*) \) against the scaling parameter; while, in Figure 4(b), fixing the scaling parameter \( h = 50 \), we illustrate curves of the relative differences, \( \frac{(R(o_k) - R^{o,h})}{R(o_k)} (\phi = \text{INDEX}(0), \text{INDEX}(0.01), \text{Max-Reward}, \text{Min-Cost}, \text{Random}) \), against the number of iterations \( k \) for the fixed point iteration method. Note that the rankings \( o_k \) are potentially different as \( k \) varies, so as \( R(o_k) \). In Figure 4(a), the INDEX(0) and INDEX(0.01) are proposed based on the ranking \( o_k^* \), while, with slightly abused notation, in Figure 4(b), INDEX(0) and INDEX(0.01) represent the index policies \( \varphi \), which are derived from the rankings \( o_k \) associated with the varying \( k \), with \( \epsilon_M = 0 \) and \( 0.01 \), respectively. The system parameters for the simulations in Figure 4 are listed in Appendix N.

Figure 4(a) can be read in a similar way to Figure 3 except that \( R(o_k^*) \) is not a proved upper bound for the average revenue for the original problem. Here, INDEX(0) and INDEX(0.01) perform similarly and numerically converge to \( R(o_k^*) \) as \( h \) increases although the system is not necessarily decomposable. The convergence is consistent with Theorem 1 which generally holds without requiring decomposability. On the other hand, for each finite \( h \) (which corresponds to the non-asymptotic regime), INDEX(0) and INDEX(0.01) significantly outperform all the other baseline policies, although the system is not proved to be decomposable, and their performance advantages are likely to maintain as \( h \) continues increasing.

Figure 4(b) illustrates the performance trajectory as the iteration number \( k \) (the x-axis) for the fixed point iteration method increases for a system with \( h = 50 \) (in the non-asymptotic regime). Recall that, for the simulations presented here, the average revenues of INDEX(0) and
INDEX(0.01) and \( R(o_k) \) are varying with \( k \) while all of the baseline policies are independent of \( k \). We observe a shape jump on the curves between \( k = 1 \) and \( 5 \). This is caused by the initial setting, \( \gamma_0 = 0 \), which is not a good choice of multipliers. After several steps of the iteration method, the curves in Figure 4(b) become almost flat; that is, the values of \( R(o_k) \), \( R^{\text{INDEX}(0)} \) and \( R^{\text{INDEX}(0.01)} \) become relatively stable for \( k = 5 \) to 50. Also, in Figure 4(b), after the performance becomes stable, INDEX(0) and INDEX(0.01) achieve clearly higher long-run average revenues than those of the baseline policies: given the poor setting at the beginning, the fixed point iteration method can still lead to a reasonably good ranking \( o_k^* \) and its associated multipliers \( \gamma_k^* \).

VII. Conclusions

We have modeled a resource allocation problem, described by (8), (1) and (5), as a combination of various RMABPs coupled by limited capacities of the shared resource pools, which are shared, competed for, and reserved by requests. This presents us with an optimization problem for a stochastic system, aimed at maximizing the long-run average revenue by dynamically accommodating requests into appropriate resource pools.

Using the ideas of Whittle relaxation [Whittle, 1988] and the asymptotic optimality proof of [Weber and Weiss, 1990], we have proved the asymptotic optimality of an index policy (referred to as \( \varphi \)) if the capacity constraints are decomposable with multipliers \( \gamma \in \mathbb{R}_d^J \) (Theorem 2). The asymptotic optimality is proved based on the existence of a global attractor \( z \in \mathcal{Z}^\varphi \) for the underlying process \( Z_{\varphi,h}(t) \) as \( h \to +\infty \) and \( \epsilon \to 0 \). We have proved in general that such a global attractor exists, and then proposed a necessary and sufficient condition for asymptotic optimality in Theorem 1: the performance of the attractor \( z \) approaches the optimum of the original problem in the asymptotic regime. This condition holds if the system is decomposable.

We have proved a sufficient condition, described as the property of being weakly coupled and in heavy traffic, for the existence of such decomposable multipliers as well as the asymptotic optimality of policy \( \varphi \) (Corollary 2). The property is not necessary, but is easy to verify and covers a significant class of resource allocation problems. We have listed examples of systems with the property satisfied in Section III-C.

In a general system, we have proposed a fixed point method to fine tune the multipliers \( \gamma \in \mathbb{R}_d^J \) and a ranking \( o \in \mathcal{O}(\gamma,0) \). We have proved that, if there exists a fixed point \( \gamma \in \mathbb{R}_d^J \) of the function \( T^o \) satisfying \( o \in \mathcal{O}(\gamma,0) \), then this \( \gamma \) is a vector of decomposable multipliers. We have successfully discovered the decomposable multipliers in some situations without assuming
weak coupling or heavy traffic by applying the fixed point method. Also, in Section VI, we have compared the index policy $\phi$ with different parameter $\epsilon$ to baseline policies through simulations for systems that are not weakly coupled or in heavy traffic in the non-asymptotic regime. The index policy achieves clearly higher performance than the baseline policies. To the best of our knowledge, no existing work provides rigorous asymptotic optimality for a resource allocation problem where dynamic allocation, competition and reservation are permitted.
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Consider the special case

i) $L = 1$;

ii) $w_{j,i} \in \{0, 1\}$ for all $i \in [I] \setminus \{d(\ell) : \ell \in [L]\}$ and $j \in [J]$; and

iii) $\sum_{j \in [J]} w_{j,i} w_{j,i'} = 0$ for any $i \neq i'$, $i, i' \in [I]$, (so that the intersection of the sets of resource types used by different patterns is empty).

Here, the stochastic optimization problem defined by (8), (1) and (5) becomes

$$\max_{\phi} \lim_{t \to +\infty} \mathbb{E} \left[ \sum_{i \in \mathcal{I}_1} \left( r_{\ell(i)} \mu_i - \sum_{j \in [J]} \varepsilon_j w_{j,i} \right) N_i^{\phi}(t) \right]$$

subject to

$$\sum_{i \in \mathcal{I}_1} \alpha_i^{\phi}(N^{\phi}(t)) = 1, \quad \forall N^{\phi}(t) \in \mathcal{N},$$

This is a typical RMABP as defined in [Whittle, 1988], and the process for each pattern $i \in [I]$ is a restless Bandit Process (BP).

Similarly, if Premises ii) and iii) hold but Premise i) does not then the resource allocation problem can be modeled by $L$ independent RMABPs. If Premises ii) and iii) hold then the capacity constraints defined in (5) are no longer necessary.

We can also obtain $L$ independent RMABPs by simply dropping the capacity constraints in (5) without assuming any of the three premises, but the physical meaning of the entire
problem is changed: the capacity constraints are then reflected by just the definition of state space \( \mathcal{N}_i = \{0, 1, \ldots, \min_{j \in \mathcal{J}_i} [C_j / w_{j,i}] \} \), for each pattern \( i \in [I] \), rather than be limited by the sum of RUs simultaneously occupied by different patterns. In the general case where capacity constraints are in place, the \( L \) RMABPs, each of which corresponds to the \( |\mathcal{P}_\ell| \) BPs coupled by the action constraint described in (1), are further linked by these capacity constraints.

**APPENDIX B**

**PROOF OF PROPOSITION 1**

We start with a lemma.

**Lemma 2.** *For all \( n = 0, 1, \ldots, |\mathcal{N}_i| - 2 \), there exists a policy \( \varphi \) determined by \( \alpha_i^\varphi(n) \in \{0, 1\} \) that maximizes the long-run average revenue of the underlying MDP associated with the sub-problem for pattern \( i \).*

**Proof of Lemma 2.**

The underlying MDP associated with the sub-problem for pattern \( i \) is a birth-and-death process, and its state variable \( n \) represents the number of instantiations generated for pattern \( i \).

Defining state 0 as the absorbing state, for all \( n \in [|\mathcal{N}_i| - 2] \), Bellman’s equation for the value function of this MDP is

\[
V(n) = \max_{\alpha_i^\varphi(n) \in [0, 1]} \left\{ \frac{1}{\alpha_i^\varphi(n) \lambda_{\ell(i)} + n \mu_i} \left( r_{\ell(i)} \mu_i n - \sum_{j \in \mathcal{J}_i} \varepsilon_j w_{j,i} n^j - g \right) \right. \\
+ \frac{\alpha_i^\varphi(n) \lambda_{\ell(i)} V(n + 1) + n \mu_i}{\alpha_i^\varphi(n) \lambda_{\ell(i)} + n \mu_i} V(n) + \frac{n \mu_i}{\alpha_i^\varphi(n) \lambda_{\ell(i)} + n \mu_i} V(n - 1) \}, \quad (44)
\]

where \( g \in \mathbb{R} \) is a given parameter that is equal to the maximized long-run average revenue of this MDP and \( V(0) = 0 \). The parameter \( g \) acts as an attached cost, such that the action variable \( \alpha_i^\varphi(n) \) under an optimal solution \( \varphi \) that maximizes the long-run average revenue of this MDP will also maximize the right hand side of (44) (see [Ross, 1992]). The value function \( V(\cdot) \), which is a solution of the Bellman equation (44), can be computed through the value iteration technique. In this context, the expression on the right hand side of (44) is maximized by exploring \( \alpha_i^\varphi(n) \in [0, 1] \) with all the other parameters given. Now note that the right hand side of (44) is of the form \( A + \frac{B}{C \alpha_i^\varphi(n) + D} \) \((A, B, C, D \in \mathbb{R})\), which is either increasing or decreasing in \( \alpha_i^\varphi(n) \) or remains constant. Hence, for all \( n \in [|\mathcal{N}_i| - 2] \), the right hand side of (44) can be optimized either by taking \( \alpha_i^\varphi(n) = 0 \) or by taking \( \alpha_i^\varphi(n) = 1 \).
We then consider the action variable for state 0. For any policy \( \varphi \) with \( \alpha_0^\varphi (0) = 0 \), \( g = 0 \), because the MDP will stay in state 0 all the time. Thus the average revenue \( g \) for the optimal policy \( \varphi \) must be non-negative. From Bellman’s equation, \( \alpha_0^\varphi (0) \) under this optimal policy \( \varphi \) is either 0 or maximizes

\[
\max_{\alpha_0^\varphi (0) \in (0, 1]} \left\{ \frac{-g}{\alpha_0^\varphi (0) \lambda_{i(i)}} + V(1) \right\}.
\]  

(45)

Since \( g \geq 0 \), \( \alpha_0^\varphi (0) = 1 \) will always maximize the bracketed term in (45). It follows that there exists an optimal policy \( \varphi \) with \( \alpha_0^\varphi (0) \in \{0, 1\} \) that maximizes the long-run average revenue of this MDP. This proves the lemma.

□

**Proof of Proposition 1.**

From Lemma 2, for all \( n = 0, 1, \ldots, |\mathcal{N}_i| - 2 \), there exists a policy \( \varphi \) determined by \( \alpha_0^\varphi (n) \in \{0, 1\} \) that maximizes the long-run average revenue of this MDP.

For any \( \varphi \in \Phi_i \) and \( n = 0, 1, \ldots, |\mathcal{N}_i| - 2 \), if \( \alpha_0^\varphi (n) = 1 \), there is a positive transition rate from state \( n \) to state \( n + 1 \); otherwise, that transition rate is 0. The transition rate from \( n \) to \( n - 1 \), if \( n \geq 1 \), is always positive and independent of the policy employed.

For any \( \varphi \in \Phi_i \) and \( 0 \leq n < n' \leq |\mathcal{N}_i| - 1 \), this allows us to assume that if \( \alpha_0^\varphi (n) = 0 \) then \( \alpha_0^\varphi (n') = 0 \), which makes \( \varphi \) a threshold policy. For \( \varphi \in \Phi_i \), we define

\[
m^\varphi = \begin{cases} 
0, & \text{if } \alpha_0^\varphi (0) = 0, \\
m, & \text{if } \alpha_0^\varphi (m - 1) = 1, \quad \alpha_0^\varphi (m) = 0, \ m \in [|\mathcal{N}_i| - 1],
\end{cases}
\]

so that \( m - 1 \) is the maximum value of \( n \) for which \( \alpha_0^\varphi (n) = 1 \).

Let \( \pi_n^m \) represent the steady state probability of state \( n \in \mathcal{N}_i \) under policy \( \varphi \) with \( m^\varphi = m \). We maximize the right hand side of (13) with respect to all threshold policies defined by \( m \) taking into account the specific form of the stationary distribution. For an optimal solution \( \varphi^* \), we obtain

\[
\begin{align*}
\left. m^{\varphi^*} \right|_{m \in [|\mathcal{N}_i| - 1]} & \in \arg \max \left\{ \sum_{n=1}^{m} \left[ \pi_n^m \left( \frac{(\lambda_t)^n}{n!(\mu_i)^n} \left( r_i(n, \gamma) - \frac{n\mu_i}{\lambda_t} \left( \nu_t + \sum_{j \in \mathcal{J}_i} w_{j,i} \gamma_j \right) \right) \right] \right\} 
\end{align*}
\]  

(46)
where \( r_\ell(n, \gamma) = n \mu_i r_\ell - \sum_{j \in \mathcal{I}_i} \varepsilon_j w_{j,i} n - \sum_{j \in \mathcal{I}_i} \gamma_j w_{j,i} n \). Equation (46) can be rewritten as

\[
\begin{align*}
\varphi^* & \in \arg \max_m \left\{ \frac{\sum_{n=0}^{m-1} \frac{\lambda_\ell^n}{n!} n^m}{\sum_{n=0}^{m} \frac{\lambda_\ell^n n^m}{n!}} \right\} \\
\end{align*}
\]

(47)

where \( \tilde{r}_\ell = r_\ell - \frac{1}{\mu_i} \sum_{j \in \mathcal{I}_i} \varepsilon_j w_{j,i} - \frac{1}{\mu_i} \sum_{j \in \mathcal{I}_i} \gamma_j w_{j,i} - \frac{1}{\mu_i} \sum_{j \in \mathcal{I}_i} \gamma_j w_{j,i} \). Note that the right hand side of (47) may return a set with more than one element: the optimal value for \( m^\varphi^* \) is not necessarily unique. If this is the case, we choose any of the possible maxima. From (47), if \( \nu_\ell < \lambda_\ell \tilde{r}_\ell \), then \( m^\varphi^* = |\mathcal{M}_i| - 1 \); if \( \nu_\ell = \lambda_\ell \tilde{r}_\ell \), then \( m^\varphi^* \) can be any value in \( \mathcal{M}_i \); otherwise, \( m^\varphi^* = 0 \). We thus interpret \( \varphi^* \) as an index policy where indices for states \( n \in \mathcal{M}_i \setminus \{ |\mathcal{M}_i| - 1 \} \) are given by \( \lambda_\ell \tilde{r}_\ell \).

This proves Proposition 1.

\( \square \)

### Appendix C

#### Proof of Proposition 2

**Proof.** For given \( \gamma_0 \in \mathbb{R}^J_0 \), \( o \in \mathcal{O}(\gamma_0) \) and \( \ell \in \mathcal{I}(o) \), from the definition of \( \Xi_i(\cdot) \) in (20), we rewrite (24) in the form

\[
\left(1 + \frac{\lambda_{\ell, i}}{\mu_{i}}\right) \sum_{j \in [J]} w_{j,i} \gamma_{1,j} = \Xi_i(0) - \nu_\ell(o, \gamma_0).
\]

(48)

Note that, from (25), \( \gamma_{1,j} = 0 \) if there is no \( \ell \in \mathcal{I}(o) \) with \( j = j_i \). For the remaining \( |\mathcal{J}(o)| \) entries in \( \gamma_1 \) where the \( \gamma_{1,j} \) are allowed to be non-zero, we construct a \( |\mathcal{J}(o)| \times |\mathcal{J}(o)| \) matrix \( \mathcal{M} = (m_{i,j}) \) and write (48) as \( \mathcal{M}\tilde{\gamma}_1 = \mathbf{y} \) with \( m_{i,j} = (1 + \lambda_{\ell, i}/\mu_{i}) w_{j,i} \), \( \tilde{\gamma}_{1,i} = \gamma_{1,j} \), and \( y_i = \Xi_i(0) - \nu_\ell(o, \gamma_0) \) for all \( \ell \in \mathcal{J}(o) \).

As described in (11), under policy \( \tilde{\varphi}(o) \) produced by Algorithm 1, if a resource pool \( j \in [J] \) becomes a critical pool of any critical pair \( \ell \in \mathcal{I}(o) \), all PS pairs \( \ell' \in [N] \) with \( j \in \mathcal{I}_{i,\ell} \), and lower priorities than that of \( \ell \) are removed from the list of candidate PS pairs; that is, all these lower prioritized pairs \( \ell' \) will not become critical pairs. In other words, by appropriately re-ordering columns of \( \mathcal{M} \) and entries of \( \mathbf{y} \), it becomes an upper-triangular matrix with \( |\mathcal{M}| = \sum_{i \in \mathcal{J}(o)} (1 + \lambda_{\ell, i}/\mu_{i}) w_{j,i} \).

Because \( w_{j,i} > 0 \) for all \( \ell \in \mathcal{I}(o) \), \( |\mathcal{M}| > 0 \). This proves the proposition.

\( \square \)
APPENDIX D

PROOF OF PROPOSITION 3

We start with a lemma.

Lemma 3. For given $\gamma_0 \in \mathbb{R}_0^d$ and $o \in \mathcal{O}$, if $T^o(\gamma_0) \in \mathbb{R}_0^d$, then the complementary slackness conditions corresponding to the capacity constraints (that is, Equation (23)) and Equation (18) are satisfied by taking $\phi = \varphi = \bar{\varphi}(o)$ and $\gamma = T^o(\gamma_0)$.

The proof of Lemma 3 will be given in Appendix F in the e-companion. Further, if (17) and (19) are satisfied by setting $\gamma = T^o(\gamma_0)$ and $\varphi = \bar{\varphi}(o)$, then $T^o(\gamma_0)$ is a vector of decomposable multipliers and, from the strong duality theorem, the policy $\bar{\varphi}(o)$ is an optimal policy for the relaxed problem.

Proof of Proposition 3. For given $\gamma_0 \in \mathbb{R}_0^d$ and $o \in \mathcal{O}(\gamma_0, 0)$, if $T^o(\gamma_0) = \gamma_0$, then (17) and (19) are satisfied by setting $\gamma = \gamma_0$ and $\varphi = \bar{\varphi}(o)$, because in this case $\mathcal{O}(\gamma_0, 0) = \mathcal{O}(T^o(\gamma_0), 0)$. That is, this $T^o(\gamma_0) = \gamma_0$ is a vector of decomposable multipliers.

□

APPENDIX E

PROOF OF COROLLARY 1

Proof. For all $\iota \in \mathcal{I}(o)$, from the definition of Algorithm 1, $\nu_{\iota}(o, T^o(\gamma_0)) = \Xi_{\iota}(T^o(\gamma_0), 0)$. For all $j \notin \{j_i(o) \in [J] \mid \iota \in \mathcal{I}(o)\}$, $T^o_j(\gamma_0) = 0$ because $T^o(\gamma_0)$ is the solution of (24)-(25). In other words, $T^o(T^o(\gamma_0)) = T^o(\gamma_0)$ is a solution of (24)-(25) by taking $\gamma_0 = T^o(\gamma_0)$ and, from Proposition 2, this solution is unique. Together with Proposition 3, this yields that $T^o(\gamma_0)$ is a decomposable vector and $\bar{\varphi}(o)$ is optimal for the relaxed problem.

□

APPENDIX F

PROOF OF LEMMA 3

Proof. Under policy $\bar{\varphi}(o)$, a critical resource pool $j \in \{j_i(o) \in [J] \mid \iota \in \mathcal{I}(o)\}$ is always fully occupied; that is,

$$\omega_j \cdot \left(\Pi_n^\bar{\varphi}(o) + \Pi_a^\bar{\varphi}(o)\right) = C_j, \forall j \in \{j_i(o) \in [J] \mid \iota \in \mathcal{I}(o)\}.$$  (49)
Equation (23) is achieved for \( j \in \{ j_i(o) \in [J] | i \in \mathcal{I}(o) \} \). For the other resource pools \( j \notin \{ j_i(o) \in [J] | i \in \mathcal{I}(o) \} \), (23) is satisfied by taking \( \gamma_j = \gamma_{1,j} = 0 \), which follows from (25). Also, for policy \( \varphi(o) \), (18) is guaranteed by (24) and procedure (I) of Algorithm 1. This proves the proposition. □

APPENDIX G

PROOF OF PROPOSITION 4

| Algorithm 3: Priority-style policy for the sub-problems |
|-------------------------------------------------------|
| **Input**: Real vectors \( \nu \in \mathbb{R}^k \) and \( \gamma \in \mathbb{R}_0^J \) and a ranking of pairs \( o \in \mathcal{O}(\nu, \gamma, \beta) \) with \( \beta \in \mathbb{R}_0^J \).  
| **Output**: A policy \( \varphi(o, \nu, \gamma) \) determined by \( \alpha_{i}^{\varphi(o, \nu, \gamma)} \) for sub-problems \( i \in [I] \).  
| **Function** PriorityPolicyForSubProblem(\( \nu, \gamma, o \)) :  
| 1 \( \alpha_{i}^{\varphi} \leftarrow 0 \) for all \( i \in [I] \)  
| 2 Initializing a list of candidate PS pairs as the list of all PS pairs.  
| 3 \( i \leftarrow 0 \)  
| while \( i < N \) and the list of candidate PS pairs is not empty do  
| 5 \( i \leftarrow i + 1 \)  
| if PS pair \( i \) is not in the list of candidate PS pairs then  
| 9 \( a_1 \leftarrow \inf \{ \alpha_{i}^{\varphi}(n_i) \in [0, 1] | \exists j \in [J], \omega_j \cdot (\Pi_{\alpha_{i}^{\varphi}} + \Pi_{\gamma}^{\varphi}) = C_j \} \cup \{1\} \)  
| 10 \( \mathcal{A} \leftarrow \{ \alpha_{i}^{\varphi}(n_i) \in [0, 1] | \sum_{i \in \mathcal{A}_i^{\varphi}} \pi_{\alpha_{i}^{\varphi}} = 1 \} \)  
| 11 \( \alpha_{i}^{\varphi}(n_i) \leftarrow a_1 \)  
| /* Update \( \alpha_{i}^{\varphi}(n_i) \) with the maximal activating probability */  
| /* without violating any capacity constraint. */  
| if \( \Xi_i(\gamma, 0) = \nu_{l_i} \) and \( \mathcal{A} \neq \emptyset \) then  
| 13 \( \alpha_{i}^{\varphi}(n_i) \leftarrow \inf \mathcal{A} \)  
| /* When \( \Xi_i(\gamma, 0) = \nu_{l_i} \) and the action constraint can be satisfied by setting \( \alpha_{i}^{\varphi}(n_i) \in [0, 1] \), update \( \alpha_{i}^{\varphi}(n_i) \). */  
| 15 else if \( \Xi_i(\gamma, 0) < \nu_{l_i} \) then  
| 16 \( \alpha_{i}^{\varphi}(n_i) \leftarrow 0 \)  
| 18 remove all PS pairs \( i' > i \) with \( l_{i'} = l_i \) from the list of candidate PS pairs.  
| 19 else if \( \exists j \in [J], \omega_j \cdot (\Pi_{\alpha_{i}^{\varphi}} + \Pi_{\gamma}^{\varphi}) = C_j \) then  
| 20 remove all PS pairs \( i' > i \) with \( w_{j,i',i} > 0 \) from the list of candidate PS pairs.  
| 21 end  
| 22 \( \alpha_{i}^{\varphi(o, \nu, \gamma)} \leftarrow \alpha_{i}^{\varphi} \) for all \( i \in [J] \)  
| return |
decomposable multipliers; from the definition of $\Xi_i(\cdot)$ in (20), Equation (24) can be rewritten in the form of (48).

Similar to Section III-B, for given $\nu \in \mathbb{R}^L$, $\gamma \in \mathbb{R}_0^L$ and a positive vector $\beta \in \mathbb{R}_0^L$, let states $n \in \mathcal{N}_i$, $i \in \mathcal{P}_i$, $\ell \in [L]$, be ranked according to the descending order of $\beta_i(\Xi_i(\gamma, 0) - \nu_\ell)$, and let $\mathcal{O}(\nu, \gamma, \beta)$ represent the set of all such rankings. Note that, in Algorithm 1 and Section III-B, we ordered the PS pairs $i \in [N]$ according to $\Xi_i(\gamma, 0)$, but here we order them according to $\beta_i(\Xi_i(\gamma, 0) - \nu_\ell)$ for given $\beta \in \mathbb{R}_0^L$ and $\nu \in \mathbb{R}^L$.

As in Algorithm 1, Algorithm 3 generates a policy $\varphi(o, \nu, \gamma) \in \tilde{\Phi}$ with PS-pair priorities defined by $o \in \mathcal{O}(\nu, \gamma, \beta)$, satisfying the relaxed capacity constraints described in (10). The policy $\varphi(o, \nu, \gamma)$ is dependent on the given $\beta$ only through the ranking $o$. The main idea of Algorithm 3, as in Algorithm 1, is to activate PS pairs consecutively according to their order in the ranking $o$ with $\alpha_i^{\varphi(o, \nu, \gamma)}$ initialized to be 0 for all $i \in [I]$. When a relaxed capacity constraint achieves equality by activating or partially activating the PS pair $i \in [N]$ (the $i$th pair in ranking $o$), all parameters are maintained in the same way as described in (II).

(III) If the given multiplier $\nu_\ell$, for the $i$th pair in ranking $o$ is greater than $\Xi_i(\gamma, 0)$, then all PS pairs $i' \geq i$ with $\ell_{i'} = \ell_i$ are removed from the list of candidate PS pairs awaiting activation.

Note that, during the process of generating policy $\varphi(o, \nu, \gamma)$, we do not necessarily stop activating PS pairs if the constraints in (9) achieve equality; that is, here, the mechanism described in (I) is replaced by that described in (III). The mechanism described in (III) guarantees that for each $\ell \in [L]$, PS pairs $i \in [N]$ with $\ell_i = \ell$ are passive if $\Xi_i(\gamma, 0) - \nu_\ell < 0$; and are partially or fully active, otherwise. Also, for the non-passive PS pairs $i$ satisfying $\Xi_i(\gamma, 0) - \nu_\ell \geq 0$, the parameter $\beta$ will affect their priorities for activation, which together with the specified ranking $o \in \mathcal{O}(\nu, \gamma, \beta)$ determine whether they are fully or partially activated.

For any ranking of $\mathcal{O}(\nu, \gamma, \beta)$, we stipulate that the PS pairs for the boundary states $|\mathcal{N}_i| - 1$ of patterns $i \in [I]\{d(\ell) : \ell \in [L]\}$ are the lowest ranked, so that they are always passive.

Under the policy $\varphi(o, \nu, \gamma)$, the set of passive PS pairs $i$ with $\ell_i = \ell$ ($\ell \in [L]$) increases monotonically from $\{i \in [N] : n_i = |\mathcal{N}_i| - 1, \ell_i = \ell\}$ to $\{i \in [N] : \ell_i = \ell\}$ as $\nu_\ell$ increases from $-\infty$ to $+\infty$. So the sum of the expected action variables, $\sum_{i \in \mathcal{P}_i} \pi_i^{\varphi(o, \nu, \gamma)} \cdot \alpha_i^{\varphi(o, \nu, \gamma)}$, decreases with respect to $\nu_\ell$ from 1 to 0.

We focus on the first $N - I + L$ PS pairs represented by $i \in [N - I + L]$, which are allowed to be active. Let $\mathcal{I}(o, \nu, \gamma)$ represent the set of critical pairs and $j_i(o, \nu, \gamma)$ represent the critical
resource pool of critical pair $\iota \in \mathcal{I}(o, \nu, \gamma)$ with respect to policy $\varphi(o, \nu, \gamma)$. Define

$$\mathcal{I}_1(o, \nu, \gamma) := \left\{ \iota \in [N - I + L] | \alpha_i^{\nu(o, \nu, \gamma)}(n_i) > 0 \text{ and } \iota \notin \mathcal{I}(o, \nu, \gamma) \right\}$$

(50)

and

$$\mathcal{I}_0(o, \nu, \gamma) := \left\{ \iota \in [N - I + L] | \alpha_i^{\nu(o, \nu, \gamma)}(n_i) = 0 \right\}.$$  

(51)

For $\nu \in \mathbb{R}^L$, $\gamma \in \mathbb{R}_0^J$, and $\iota \in [N - I + L]$, define $\Delta \in \mathbb{R}^{[N-I+L]}$ with

$$\Delta_i := \Xi_i(0, 0) - \nu_i - \left(1 + \frac{\lambda_i}{\mu_i} \right) \sum_{j \in [J]} w_{j,i} \gamma_j.$$  

(52)

We introduce a condition.

**Partial Decomposability:** We say the system is partially decomposable if and only if, for any given $\nu \in \mathbb{R}^L$, there exist $\gamma \in \mathbb{R}_0^J$, $\beta \in \mathbb{R}_0^I$, $o \in \mathcal{O}(\nu, 0, \beta)$ and $\Delta \in \mathbb{R}^{[N-I+L]}$ that satisfy

$$\Delta_i \begin{cases} 
\geq 0 & \text{if } \iota \in \mathcal{I}_1(o, \nu, 0), \\
= 0 & \text{if } \iota \in \mathcal{I}(o, \nu, 0), \\
\leq 0 & \text{if } \iota \in \mathcal{I}_0(o, \nu, 0).
\end{cases}$$

(53)

and

$$\gamma_j = 0$$

(54)

for all $j \in [J] \setminus \{ j_i(o, \nu, 0) \} \forall \iota \in \mathcal{I}(o, \nu, 0)$.}

If the system is partially decomposable, then, fine-tune the $\nu \in \mathbb{R}^L$ such that, for the corresponding $\gamma \in \mathbb{R}_0^J$, $\beta \in \mathbb{R}_0^I$ and $o \in \mathcal{O}(\nu, 0, \beta)$ satisfying (53) and (54), the relaxed action constraints described in (9) are satisfied by the policy $\varphi(o, \nu, 0)$. In this context, the policy $\varphi(o, \nu, 0)$ generated by Algorithm 3 coincides with the policy $\bar{\varphi}(o)$ generated by Algorithm 1 with the same PS-pair ranking $o$, and the $\nu_\ell(o, \gamma)$ ($\ell \in [L]$) generated by Algorithm 1 is equal to the $\nu_\ell$. The existence of the $\gamma$, $\beta$ and the ranking $o \in \mathcal{O}(\nu, 0, \beta)$ is guaranteed by partial decomposability condition. Also, for the ranking $o$ and the multipliers $\nu_\ell(o, \gamma) = \nu_\ell$ ($\ell \in [L]$), $\gamma$ is non-negative and a fixed point of the function $T^o$ (that is, $T^o(\gamma) = \gamma$). Together with Proposition 3, this yields that, if the system is partially decomposable, then it is decomposable.
Lemma 4. If the system is weakly coupled then it is partially decomposable. With the vector $\gamma$ in the definition of partial decomposability, for $j \in [J]$, 

i) if there is a critical PS pair $i \in \mathcal{I}(o, \nu, 0)$ with critical resource pool $j = j_i(o, \nu, 0)$, and no $j' \neq j$ with $j' \in \mathcal{I}_{i}^c$ is critical for any other PS pair $i' \in \mathcal{I}(o, \nu, 0)$, then

$$\gamma_j = \frac{\Xi_{i,i}(0, 0) - \nu_{i_t}}{w_{i,i} (1 + \frac{\lambda_{i}}{\mu_{i}})}; \quad (55)$$

ii) if there are critical PS pairs $i$ and $i'$ in $\mathcal{I}(o, \nu, 0)$ with critical resource pools $j = j_i(o, \nu, 0) \neq j_{i'}(o, \nu, 0)$ and $j_{i'}(o, \nu, 0) \in \mathcal{I}_{i}^c$, then

$$\gamma_j = \frac{w_{j, i'}(o, \nu, 0), i, i'}{w_{j, i} (1 + \frac{\lambda_{i}}{\mu_{i}})} \left( \frac{\Xi_{i,i}(0, 0) - \nu_{i_t}}{w_{j, i}(o, \nu, 0), i, i} (1 + \frac{\lambda_{i}}{\mu_{i}}) - \frac{\Xi_{i,i}(0, 0) - \nu_{i_{t'}}}{w_{j, i'}(o, \nu, 0), i, i} (1 + \frac{\lambda_{i}}{\mu_{i'}}) \right); \quad (56)$$

iii) otherwise,

$$\gamma_j = 0. \quad (57)$$

Proof.

For PS pairs $i \in [N - I + L]$, if $\Xi_{i,i}(0, 0) < \nu_{i_t}$, then $i \in \mathcal{I}_0(o, \nu, 0)$, and for any $\gamma \in \mathbb{R}^I_0$, there always exist $\Delta_i \leq 0$ satisfying (52).

We focus, then, on equations (52) corresponding to the remaining PS pairs. Let $\mathcal{N}^0 = \{ i \in [N - I + L] | \Xi_{i,i}(0, 0) < \nu_{i_t} \}$, and $\sigma(i)$ represent the position of PS pair $i \in [N - I + L] \setminus \mathcal{N}^0$ among all pairs in the set $[N - I + L] \setminus \mathcal{N}^0$ according to the ranking $o \in \mathcal{O}(\nu, 0, \beta)$. The notation $\sigma(i)$ clarifies the difference between $\sigma(i)$th PS pair among $[N - I + L] \setminus \mathcal{N}^0$ and the PS pair $i$ defined previously.

We construct an $(N - I + L - |\mathcal{N}^0|) \times (N - I + L - |\mathcal{N}^0|)$ matrix $\mathcal{M} = (m_{i,j})$ and write (52) as $\mathcal{M} \mathbf{x} = \mathbf{y}$ ($\mathbf{x}, \mathbf{y} \in \mathbb{R}^{N-I+L-|\mathcal{N}^0|}$), where $y_{\sigma(i)} := \Xi_{i,i}(0, 0) - \nu_{i_t}$ ($i \in [N - I + L] \setminus \mathcal{N}^0$).

For given $\nu \in \mathbb{R}^L$, $\beta \in \mathbb{R}^I_0$ and $o \in \mathcal{O}(\nu, 0, \beta)$, $\mathcal{M}$ and $\mathbf{x}$ are defined by:

a) if PS pair $i \in \mathcal{I}_1(o, \nu, 0)$, then $x_{\sigma(i)}$ equals $\Delta_i$, $m_{\sigma(i), \sigma(i)} = 1$ and $m_{\sigma(i), \sigma(i')} = 0$ for all $i' \neq i$, $i' \in [N - I + L] \setminus \mathcal{N}^0$;

b) if PS pair $i \in \mathcal{I}(o, \nu, 0)$, then $x_{\sigma(i)}$ equals $\gamma_{j_i(o, \nu, 0)}$ and $m_{\sigma(i), \sigma(i')}$, $i' \in [N - I + L] \setminus \mathcal{N}^0$, are equal to $w_{j_i(o, \nu, 0), i, i'} (1 + \frac{\lambda_{i}}{\mu_{i}})$, the coefficients of $\gamma_{j_i(o, \nu, 0)}$ in (52); and

c) for all the other PS pairs $i \in \mathcal{I}_0(o, \nu, 0)$, $x_{\sigma(i)}$ equals $-\Delta_i$, entry $m_{\sigma(i), \sigma(i)} = -1$ and $m_{\sigma(i), \sigma(i')} = 0$ for all $i' \neq i$, $i' \in [N - I + L] \setminus \mathcal{N}^0$.

Also, we set $\gamma_j = 0$ for all $j \in [J] \setminus \{ j_i(o, \nu, 0) | \exists i \in \mathcal{I}(o, \nu, 0) \}$. Then, the lemma holds if and
only if, for any weakly coupled system, there exists a non-negative solution to \( Mx = y \), for which (55)-(57) are satisfied.

For a given \( i \in [I] \), from (52), \( \Delta_i = \Delta_i \) for all PS pairs \( \iota \) with \( n_\iota \in \mathcal{N}_i \backslash \{ |\mathcal{N}_i| - 1 \} \). In this context, when we consider a solution to \( Mx = y \) satisfying (52), we only need to consider one of these PS pairs \( \iota \) with \( n_\iota \in \mathcal{N}_i \backslash \{ |\mathcal{N}_i| - 1 \} \) associated with one row of \( M \). Thus, we remove the other \( |\mathcal{N}_i| - 2 \) linear functions by removing corresponding rows and columns of \( M \) and elements of \( x \) and \( y \). In particular, for all critical pairs \( \iota \in \mathcal{A}(o, \nu, 0) \), we keep the row and column associated with PS pair \( \iota \) in \( M \) and remove the \( |\mathcal{N}_i| - 2 \) others. We represent the PS pair associated with the remaining linear function for pattern \( i \) by \( \iota_i \).

Removing these unnecessary rows and columns, we reformulate \( Mx = y \) as \( \tilde{M} \bar{x} = \tilde{y} \), where \( \tilde{M} \in \mathbb{R}^{K \times K} \) and \( \bar{x}, \tilde{y} \in \mathbb{R}^K \) and \( K \leq I \) is the number of patterns \( i \in [I] \) with \( \Xi_i(0, 0) \geq \nu_{\iota(i)} \).

With \( m \) the number of critical pairs/pools, for \( k \in [m] \), let

\[
M_k = \begin{bmatrix}
1 & \frac{\lambda_{i\iota(i)}^k}{\mu_i} & \cdots & \frac{\lambda_{i\iota(i)}^k}{\mu_i} \\
\vdots & \ddots & \ddots & \vdots \\
\frac{\lambda_{i\iota(i)}^k}{\mu_i} & \frac{\lambda_{i\iota(i)}^k}{\mu_i} & \cdots & \frac{\lambda_{i\iota(i)}^k}{\mu_i} \\
\frac{\lambda_{i\iota(i)}^k}{\mu_i} & \cdots & \ddots & \vdots \\
\frac{\lambda_{i\iota(i)}^k}{\mu_i} & \cdots & \ddots & 1 \\
\end{bmatrix}
\]

(58)

where \( j_k \) represents the \( k \)th critical pool with \( i_k^* \) representing the pattern associated with the only critical pair of critical pool \( j_k \), and all the rows in \( M_k \) are associated with patterns \( i(n) \) \((n \in [m_k])\) requiring resource pool \( j_k \) (that is, \( j_k \in \mathcal{A}_i(n) \) for all \( n \in [m_k] \)), of which the first \( m_k^1 \) ones are fully activated; that is, \( i(n) \in \mathcal{A}(o, \nu, 0) \) for \( n \in [m_k^1] \). If \( |\mathcal{A}_i| = 1 \) for all \( i \in [I] \), then there exists \( m \in \mathbb{N}_0, m_k \in \mathbb{N}_+ \), \( k \in [m] \), so that with appropriately re-ordered columns, \( \tilde{M} \) has the block diagonal form \( \text{diag}(M_k : k \in [m + 1]) \).

The last matrix \( M_{m+1} \) is an identity matrix, of which the rows are related to fully activated PS pairs \( \iota \in \mathcal{A}(o, \nu, 0) \) that do not require any of the critical resource pools.

We firstly explain the correspondence of rows and columns between \( M_k \) \((k \in [m])\) and \( \tilde{M} \). As just described, the first \( m_k^1 \) rows of \( M_k \) are associated with non-critical, activated PS pairs \( \iota \in \mathcal{A}(o, \nu, 0) \), the \((m_k^1 + 1)\)th row corresponds to the critical pair of critical pool \( j_k \), and the
remaining rows correspond to passive pairs. From the definition of the matrix $M$ described in a) and b), in the special case with $|\mathcal{F}_i| = 1$ for all $i \in [I]$, there are in total two non-zero entries in the row for a non-critical, activated PS pair $ι \in \mathcal{A}_1(o, \nu, 0)$: one equal to one and located in the main diagonal of both $M$ and $\tilde{M}$; and the other in the column associated with the only resource pool required by this PS pair. Also, from the definition described in b) and c), the rows for passive PS pairs $ι \in \mathcal{A}_0(o, \nu, 0)$ have the same structure except the diagonal entries are equal to $−1$. By re-ordering the rows and columns of $\tilde{M}$, we can position the rows related to critical pool $j_k$ next to each other, so that the first $m_k^1$ rows are related to non-critical, activated PS pairs, the $(m_k^1 + 1)$th row is associated with the only critical PS pair of this critical pool, and the remaining rows stand for the passive ones.

Recall that the rows of the last matrix $M_{m+1}$ are related to fully activated PS pairs $ι \in \mathcal{A}_1(o, \nu, 0)$ that do not require any of the critical resource pools. Similar to the rows of non-critical, activated PS pairs in the matrix $M_k$ for $k \in [m]$, the diagonal entries for these rows are always one. Since these PS pairs require no critical resource pool, all the other entries in these rows are zero. Accordingly, the matrix $M_{m+1}$ can be constructed as an identity matrix of size $m_{k+1} := K - \sum_{k \in [m]} m_k$, which is possibly zero.

For the more general case with $|\mathcal{F}_i| > 1$ for some $i \in [I]$, in a similar way, $\tilde{M}$ is a block upper triangular matrix with $M_k$ $(k \in [m])$ as just defined as its diagonal. When the system is weakly coupled, there is at most one critical pool $j_k$ with $j_k = j_i(o, \nu, 0)$ for pattern $i$, which is associated with a row of $M_k$ $(k \in [m])$ corresponding to row $\bar{i}$ of matrix $\mathcal{M}$, and at most one other critical resource $j_{k'}, k \neq k'$, satisfying $j_{k'} \in \mathcal{F}_i$.

If there are such $i, k, \bar{i}$ and $k'$, we perform an elementary row operation on $[\tilde{M}[\bar{y}]$; replacing row $\bar{i}$ by the difference between row $\bar{i}$ and row $\bar{i}'$ where row $\bar{i}'$ of $\tilde{M}$ corresponds to the only critical pair associated with critical pool $j_{k'}$. The corresponding $γ_{j_k}$ for row $\bar{i}$ (associated with pattern $i$) is, then,

$$γ_{j_k} = \frac{w_{j_k,i}}{w_{j_k,i}} \left( \frac{y_{σ(i)}}{w_{j_{k'}},i(1 + \frac{λ_{t_{k'}}}{μ_i})} - \frac{y_{σ(i)}}{w_{j_{k'}},i(1 + \frac{λ_{t_{k'}}}{μ_i})} \right),$$

where $i'$ is the pattern corresponding to row $\bar{i}'$. Note that, if the system is weakly coupled, row $j_{k'}$ is the only type-2 row for columns $i$ and $i'$ (of matrix $\mathcal{W}$) with $w_{j_k,i} > 0$ and $w_{j_k,i'} > 0$; that is, resource pool $j_{k'}$ is the only resource pool for patterns $i$ and $i'$ that is shared with multiple patterns. Let $\mathcal{K}$ represent the set of subscripts $k \in [m]$ of all critical pools $j_k$ of critical pairs.
By Cramer’s Rule, we conclude that, for \( \nu, j_k, j_k' \) satisfying \( j_k, j_k' \in J_i^c \).

After this operation, we remove row and column \( \tilde{i} \) from \( \mathcal{M} \) and the \( \tilde{i} \)th elements from \( \tilde{x} \) and \( \tilde{y} \) correspondingly. With some abuse of notation, we refer to the resulting matrix and vectors as \( \tilde{\mathcal{M}}, \tilde{x} \) and \( \tilde{y} \). As a consequence, when all such rows and columns are removed from \( \tilde{\mathcal{M}} \), we write the remaining matrix as \( \tilde{\mathcal{M}} = \text{diag}(\mathcal{M}_k : k \in [m+1] \setminus \mathcal{M}) \). Now, for each \( \mathcal{M}_k \) \( (k \in [m] \setminus \mathcal{M}) \) there are \( m_k^1 \) rows associated with PS pairs \( i \in J_1(o, \nu, 0) \), one row associated with the critical pair for critical pool \( j_k \) and \( m_k^0 = m_k - m_k^1 - 1 \) rows for PS pairs \( i \in J_0(o, \nu, 0) \) that are passive because of capacity constraints.

We obtain the expression

\[
|\tilde{\mathcal{M}}| = \prod_{k \in [m] \setminus \mathcal{M}} |\mathcal{M}_k| = \prod_{k \in [m] \setminus \mathcal{M}} \left[ w_{j_k, i_k^*} \left( \frac{\lambda(i_k^*)}{\mu_{i_k^*}} + 1 \right) (-1)^{m_k^0} \right],
\]

for the determinant of the square matrix \( \tilde{\mathcal{M}} \).

Let \( \tilde{\mathcal{M}}_{\tilde{i}}, \tilde{i} \in [\sum_{k \in [m] \setminus \mathcal{M}} m_k] \), be the matrix after replacing matrix \( \tilde{\mathcal{M}} \)'s column \( \tilde{i} \) by \( \tilde{y} \). For a column \( \tilde{i} \) of matrix \( \tilde{\mathcal{M}} \) and pattern \( i \) that is associated with row \( \tilde{i} \) of \( \tilde{\mathcal{M}} \), there exists a unique \( k \in [m] \setminus \mathcal{M}, \) such that

\[
|\tilde{\mathcal{M}}_{\tilde{i}}| = \prod_{k' \in [m] \setminus \mathcal{M}, k' \neq k} |\mathcal{M}_{k'}| \times \left\{ \begin{array}{l}
\begin{array}{c|c|c}
|y_{\sigma(i)}, w_{j_k, i_k^*} \left( \frac{\lambda(i_k^*)}{\mu_{i_k^*}} + 1 \right) | & (-1)^{m_k^0}, & \text{if } i \in J_1(o, \nu, 0), \\
y_{\sigma(i), i_k^*} & w_{j_k, i_k^*} \left( \frac{\lambda(i_k^*)}{\mu_{i_k^*}} + 1 \right) & (-1)^{m_k^0-1}, & \text{if } i \in J_0(o, \nu, 0), \\
w_{j_k, i_k^*} & y_{\sigma(i), i_k^*} & \text{otherwise.}
\end{array}
\end{array} \right.
\]

By Cramer’s Rule, we conclude that, for \( i \in [N - I + L] \setminus \mathcal{N}^0 \),

i) if \( i \in J_1(o, \nu, 0) \) and \( \exists k \in [m] \) with \( j_k \in J_i \),

\[
x_{\sigma(i)} = w_{j_k, i_k^*} \left( 1 + \frac{\ell(i_k)}{\mu_{i_k}} \right) \left( \frac{y_{\sigma(i)}}{w_{j_k, i_k^*} \left( 1 + \frac{\lambda(i_k^*)}{\mu_{i_k^*}} \right)} \right) - \frac{y_{\sigma(i), i_k^*}}{w_{j_k, i_k^*} \left( 1 + \frac{\lambda(i_k^*)}{\mu_{i_k^*}} \right)};
\]

ii) if \( i \in J_1(o, \nu, 0) \) and \( \nexists k \in [m] \) with \( j_k \in J_i \),

\[
x_{\sigma(i)} = y_{\sigma(i)};
\]
iii) if \( \iota \in \mathcal{I}(o, \nu, 0) \) and \( \exists k, k' \in [m] \) with \( k < k' \) and \( j_k, j_{k'} \in \mathcal{J}_i \),

\[
x_{\sigma(i)} = \frac{w_{j_k, i}}{w_{j_{k'}, i}} \left( \frac{y_{\sigma(i)}(\ell) - y_{\sigma(i')}(\ell)}{w_{j_k, i} \left( 1 + \frac{\lambda(\ell)}{\mu} \right)} \right);
\]

(64)

iv) if \( \iota \in \mathcal{I}_0(o, \nu, 0) \) and \( \exists k \in [m] \) with \( j_k \in \mathcal{J}_i \),

\[
x_{\sigma(i)} = w_{j_k, i} \left( 1 + \frac{\ell(i_k)}{\mu} \right) \left( \frac{y_{\sigma(i')}(\ell) - y_{\sigma(i)}(\ell)}{w_{j_k, i} \left( 1 + \frac{\lambda(\ell)}{\mu} \right)} \right);
\]

(65)

v) otherwise,

\[
x_{\sigma(i)} = \frac{y_{\sigma(i)}(\ell)}{w_{j_k, i} \left( 1 + \frac{\lambda(\ell)}{\mu} \right)}.
\]

(66)

Recall that \( \sigma(\iota) \) represents the position of PS pair \( \iota \in [N - I + L - N^0] \) among all pairs in the set \([N - I + L - N^0]\) according to the ranking \( o \in \mathcal{O}(\nu, 0, \beta) \), and that the PS-pair ranking \( o \) is established in the descending order of \( \beta_i(\Xi_i(0, 0) - \nu_{i_k}) (\iota \in [N]) \). From (62)-(66), \( x \) has a non-negative solution if

\[
\beta_i = \frac{1}{w_{j_k, i} \left( 1 + \frac{\lambda(\ell)}{\mu} \right)};
\]

(67)

where \( j \) is the only resource pool in \( \mathcal{J}_i \) that is shared with multiple patterns, if there is one; or any element of the set \( \arg \min_{j' \in \mathcal{J}_i} C_{j'}/w_{j', i} \), otherwise. In this case, \( o \) can be any ranking in \( \mathcal{O}(\nu, 0, \beta) \).

The resulting values of \( \gamma \), as defined in b), are given by (64) and (66). The lemma is then proved.

**Proof of Proposition 4.**

The proposition can be derived from Lemma 4 by fine-tuning values of \( \nu \in \mathbb{R}^L \), such that the relaxed action constraints described in (9) are satisfied by the policy \( \varphi(o, \nu, 0) \).

\[\square\]

**APPENDIX H**

**TWO EXAMPLES OF ACTIVATING SUB-PROCESSES**

In their asymptotic optimality proof, [Weber and Weiss, 1990] allowed \( h \) sub-processes simultaneously to be active in the RMABP with scaling parameter \( h \). The specific birth-and-death process form of our bandit process allows us to do something different. We activate exactly one
bandit process for each request type and accelerate the birth rate of active bandit processes by a factor of \( h \) with the birth rates of the passive ones remaining zero.

That is, as described in (32) in Section V-A, we activate exactly one sub-process \((i, k) (i \in \mathcal{P}_\ell, k \in [h])\) for \( RT \ell \in [L] \) regardless of the scaling parameter \( h \in \mathbb{N}_+ \). The birth and death rates of this active sub-process are \( h\lambda_0^\ell \) and \( N_{i,k}^\phi(t)\mu_0^\ell \), respectively.

For instance, consider a simple system with only one type of request and one non-dummy pattern available for it so that \( |\mathcal{P}_1| = 2 \). We label this pattern as pattern 1, of which the state space is \( \mathcal{N}_1^0 = \{0, 1\} \) with \( w_{j,1} = 1 \) for all \( j \in [J] \). For a trivial policy that always prioritizes the only non-dummy pattern or its sub-patterns if the capacity constraints are not violated, we illustrate in Figure 5 the underlying Markov chains for our model and that of [Weber and Weiss, 1990] when \( h = 2 \). For the latter, the two sub-patterns of the non-dummy pattern will be activated simultaneously all the time with the same Markov chain as shown in Figure 5(b). For the former, its Markov chain is illustrated in Figure 5(a), where the first sub-pattern is activated with birth rate \( 2\lambda_0^0 \), while the second sub-pattern is passive with zero birth rate. This has consequences for our proof of asymptotic optimality and further discussion about the effects of fixed and proportional numbers of active sub-patterns with \( h \to +\infty \) is provided in conjunction with Proposition 6.

**APPENDIX I**

**PROOF OF THEOREM 1**

Here, we first show that, for a given PS pair ranking \( o \in \mathcal{O} \), the index policy \( \varphi \) (described by (37) and (39)), based on ranking \( o \), achieves the same long-run average revenue as \( \bar{\varphi}(o) \) (generated by Algorithm 1).
Let \( q^{1,h}(\iota, \iota') \) and \( q^{0,h}(\iota, \iota') \), \( \iota, \iota' \in [N] \), represent the transition rates of a sub-process in PS pair \( \iota \) transitioning to \( \iota' \) with \( i_{\iota'} = i_\iota \) and \( n_{\iota'} = n_\iota \pm 1 \), if it is active and passive, respectively. For notational convenience, define \( q^{1,h}(\iota, \iota') = q^{0,h}(\iota, \iota') = 0 \) if \( i_{\iota'} \neq i_\iota \) or \( n_{\iota'} \neq n_\iota \pm 1 \), \( \iota, \iota' \in [N] \). Consider a deterministic process \( z^{\varphi,h}(t) = (z^{\varphi,h}(\iota, t)) : \iota \in [N] \) with a given initial point \( z^{\varphi,h}(0) \in \mathcal{Z} \) under the index policy \( \varphi \) (described in Section V-B), generated by the differential equation

\[
\frac{dz^{\varphi,h}(t)}{dt} = \sum_{\iota' \in [N]} z^{\varphi,h}(t) \left( \nu^{\varphi,h}(z^{\varphi,h}(t)) q^{1,h}(\iota', \iota) + (1 - \nu^{\varphi,h}(z^{\varphi,h}(t))) q^{0,h}(\iota', \iota) \right) - z^{\varphi,h}(t) \left( \nu^{\varphi,h}(z^{\varphi,h}(t)) q^{1,h}(\iota, \iota') + (1 - \nu^{\varphi,h}(z^{\varphi,h}(t))) q^{0,h}(\iota, \iota') \right)
\]

(68)

where the right hand side is the sum of transition rates entering PS pair \( \iota \) minus the sum of transition rates leaving PS pair \( \iota \).

**Proposition 5.**

1) For any \( h \in \mathbb{N}_+ \), \( \epsilon^h \in \mathcal{E}^h \) and \( z^{\varphi,h}(0) \in \mathcal{Z} \), there exists a unique solution \( z^{\varphi,h}(t), t \geq 0 \), of (68).

2) For any \( \psi \in \Psi \) and \( \delta > 0 \), if \( Z^{\varphi,h}(0) = z^{\varphi,h}(0) \in \mathcal{Z} \),

\[
\lim_{h \to +\infty} \lim_{t \to +\infty} \frac{1}{t} \int_0^t \mathbb{P}\left\{ \|z^{\varphi,h}(u) - z^{\varphi,h}(u)\| > \delta \right\} du = 0,
\]

(69)

where \( \|\cdot\| \) is the Euclidean norm.

Recall that the index policy \( \varphi \), described by (37) and (39), is \( \epsilon^h \)-dependent.

The proof is given in Appendix J. The proof follows similar ideas and methods to those of [Weber and Weiss, 1990] by invoking Picard’s existence theorem and [Freidlin and Wentzell, 2012, Chapter 7, Theorem 2.1].

We define a special point

\[
z^{\varphi(\omega),h} = \lim_{t \to +\infty} \mathbb{E}\left[Z^{\varphi(\omega),h}(t)\right],
\]

(70)

which exists since, with given \( h \in \mathbb{N}_+ \), the underlying Markov chain of the process \( N^h_{\varphi(\omega)}(t) \) is irreducible with finitely many states and the process \( Z^{\varphi(\omega),h}(t) \) is a function of the process \( N^h_{\varphi(\omega)}(t) \) as defined in Section V-A.

The key to our proof of Theorem 1 is the following result.
Lemma 5. The limit \( z^{\bar{\phi}(o)} = \lim_{h \to +\infty} z^{\bar{\phi}(o),h} \) exists, and for any \( z^{\phi,h}(0) \in \mathcal{Z} \),
\[
\lim_{\|\epsilon\| \to 0} \lim_{h \to +\infty} \lim_{t \to +\infty} z^{\phi,h}(t) = z^{\bar{\phi}(o)}.
\]
(71)

The proof is given in Appendix K.

Remark A condition similar to Lemma 5, trapping the process \( z^{\phi,h}(t) \) in the neighborhood of \( z^{\bar{\phi}(o)} \), was an important assumption in [Weber and Weiss, 1990]: there exists a unique equilibrium point of the constructed deterministic process with any initial point. In our problem, the underlying Markov chain for each sub-process is a birth-and-death process with state-dependent service rates that are monotonically non-increasing in their priorities. This simplifies the analysis of \( z^{\phi,h}(t) \) in the asymptotic regime.

Intuitively, under an index policy, the process related to the pattern with the highest priority will keep occupying or releasing resource units until it reaches a stable point: a capacity constraint is about to be violated or the arrival rate of the related RT is balanced by the total service rate. Then, another process with the second priority will behave similarly: it cannot occupy any resource units already occupied by the first process but can take resource units from other processes with lower priorities. The final equilibrium point can be obtained by calculating these stable points in turn, moving from the pattern with highest priority to the lowest one. A detailed analysis is provided in the proof of Lemma 5 in Appendix K.

Proposition 6. For any \( \sigma > 0 \),
\[
\lim_{\|\epsilon\| \to 0} \lim_{h \to +\infty} \lim_{t \to +\infty} \frac{1}{t} \int_0^t \mathbb{P}\left\{ \left\| Z^{\phi,h}(u) - z^{\bar{\phi}(o)} \right\| > \sigma \right\} du = 0
\]
(72)

Proof. Proposition 5 shows that for any \( \epsilon \), the stochastic process \( Z^{\phi,h}(t) \) will not leave a neighbourhood of \( z^{\phi,h}(t) \) for any substantially positive proportion of time when \( h \to +\infty \). Lemma 5 shows that the deterministic process \( z^{\phi,h}(t) \) will not leave a neighbourhood of \( z^{\bar{\phi}(o)} \) for any substantially positive proportion of time when \( \|\epsilon\| \to 0 \) and \( h \to +\infty \).

This proposition is a consequence of Proposition 5 and Lemma 5.

Remark Recall the long-run average revenue normalized by \( h \) of the resource allocation problem under policy \( \phi \), \( R^{\phi,h} \), as defined in Section V-C. For given \( o \in \mathcal{O} \), if policy \( \bar{\phi}(o) \in \bar{\Phi} \) maximizes the long-run average revenue of the relaxed problem for a given \( h \), then \( R^{\bar{\phi}(o),h} \geq \max_{\phi \in \Phi} R^{\phi,h} \geq R^{\bar{\phi}(o),h} \). From Lemma 5 and Proposition 6, since \( R^{\bar{\phi},h} \) approaches \( R^{\bar{\phi}(o),h} \) as
∥ε∥ → 0 and h → +∞, $R^{φ,h}$ asymptotically approaches optimality of the original problem.

**Proof of Theorem 1.** If (41) holds for $ψ(o)$, then, from Proposition 6, $R^{φ,h}$ approaches $\max_{φ∈Φ} R^{φ,h}$ as ∥ε∥ → 0 and h → +∞. If $R^{φ,h}$ asymptotically approaches $\max_{φ∈Φ} R^{φ,h}$ as ∥ε∥ → 0 and h → +∞, then, from Proposition 6, $R^{φ(o),h}$ also approaches $\max_{φ∈Φ} R^{φ,h}$ as h → +∞; that is, (41) is satisfied.

□

APPENDIX J
PROOF OF PROPOSITION 5.

**Proof of Proposition 5.** This proof follows the ideas and methods of [Weber and Weiss, 1990] and [Freidlin and Wentzell, 2012].

We firstly construct a stochastic process that matches the hypothesis of [Freidlin and Wentzell, 2012, Chapter 7, Theorem 2.1].

Let $t^h_{ℓ,s}$ be the times of the sth arrival of a request of type $ℓ \in [L]$ in a system with scaling parameter h. For convenience, define a one-to-one mapping $θ: \left([I]\{d(ℓ) : ℓ \in [L]\}\right) \times [h] → [h(I − L)]$, so that each non-dummy sub-pattern or sub-process $(i,k)$, $i \in [I]\{d(ℓ) : ℓ \in [L]\}$, $k \in [h]$, can be labeled by an integer $θ = θ(i,k) \in [h(I − L)]$. Let $(i^θ,k^θ)$ represent the sub-pattern or sub-process labeled by $θ \in [h(I − L)]$, and $t_{L+θ,s}(n)$ be the times of the sth potential departure of a completed request with sub-process $(i^θ,k^θ)$ in state $n ∈ N^0_θ$, $s \in \mathbb{N}_+$. In particular, let the h sub-processes for the same pattern be labeled successively: the mapping $θ$ satisfies that, for any $i \in [I]\{d(ℓ) : ℓ \in [L]\}$ and $k \in [h − 1]$, $θ(i,k + 1) = θ(i,k) + 1$.

The time intervals between successive arrivals and potential departures of requests are independently and exponentially distributed random variables. The word *potential* is used because, for each pattern/sub-pattern, a potential departure is regarded as a real departure if there is at least one request being served by this pattern; and it is ignored, otherwise.

Let $τ(t)$ represent the occurrence time of the latest event, either arrival or departure, before time t. Define a random vector $ξ^h_ℓ = (ξ^h_{ℓ,t} : ℓ \in [L]$, $ξ^h_{L+θ,t}(n) : θ \in [h(I − L)]$, $n ∈ N^0_θ$) as follows: for $ℓ \in [L]$,

$$ξ^h_{ℓ,t} = \begin{cases} \frac{1}{τ(t_{ℓ,s}^h) − τ(t_{ℓ,s}^h)}, & \text{if } τ(t_{ℓ,s}^h) ≤ t < t_{ℓ,s}^h, \text{ where } t_{ℓ,s}^h = \min_{k′ ∈ \mathbb{N}_+} \left\{t_{ℓ,k′}^h \mid t_{ℓ,k′}^h > t\right\}, \\ 0, & \text{otherwise}, \end{cases}$$

(73)
for \( \theta \in [h(I - L)], n \in \mathcal{N}_\theta^0 \),

\[
\xi^h_{L+\theta,t}(n) = \begin{cases} 
\frac{1}{t^h_{\theta,s^*}(n) - \tau(t^h_{\theta,s^*}(n))}, & \text{if } \tau(t^h_{\theta,s^*}(n)) \leq t < t^h_{\theta,s^*}(n), \text{ where } t^h_{\theta,s^*}(n) = \min_{k' \in \mathbb{N}^+} \{ t^h_{\theta,k'^*}(n) | t^h_{\theta,k'^*}(n) > t \}, \\
0, & \text{otherwise.}
\end{cases}
\]  

(74)

From (73), at any time \( t > 0 \), there is at most one \( \ell \in [L] \) for which \( \xi^h_{\ell,t} > 0 \) and all the others are zero. Also, for \( \ell \in [L] \), if the next event is not an arrival of request type \( \ell \) (but a potential departure or an arrival of other request types), \( \xi^h_{\ell,t} = 0 \). If the next event to occur after time \( t \) is the \( st \)th arrival of type \( \ell \), then \( \xi^h_{\ell,t} \) is the reciprocal of the time between the last and the next event. Otherwise it is zero. Similar results apply to \( \xi^h_{L+\theta,t}(n) (\theta \in [h(I - L)], n \in \mathcal{N}_\theta^0) \) defined in (74) associated with potential departures of sub-process \((i^\theta, k^\theta)\) in state \( n \).

Then, for \( \ell \in [L] \), the number \( \int_0^T \xi^h_{\ell,t} dt \) represents the number of arrivals of RT \( \ell \) by time \( T \); and for \( \theta \in [h(I - L)] \) and \( n \in \mathcal{N}_\theta^0 \), the number \( \int_0^T \xi^h_{L+\theta,t}(n) dt \) is the number of potential departures associated with sub-pattern \((i^\theta, k^\theta)\) in its state \( n \) by time \( T \), when \( T \) is large.

We define a function, \( Q^h(\iota, \iota', x, \xi^h) \), on \( \iota, \iota' \in [N], x \in \mathbb{R}^N, \xi^h \in \mathbb{R}^{L+h(N-L)} \). For \( z \in \mathcal{Z} \), \( \iota \in [N] \), let \( a_i(z) = v^\iota_i(z)z_ihI \), which, from the definition of \( v^\iota_i(z) \) in (39), takes values in \( \{0, 1\} \) and becomes algebraically independent of \( h \) with given \( z \), when \( h \) is sufficiently large. For given \( \xi^h \in \mathbb{R}^{L+h(N-L)} \) and \( x \in \mathbb{R}^N \), \( Q^h(\iota, \iota', x, \xi^h) \) is defined by

\[
Q^h(\iota, \iota', x, \xi^h) = \begin{cases} 
a_i(x/hI) \xi^h_{\ell_i} + f^{0,0}_{\iota,\iota'}(x, \xi^h), & \text{if } i_\iota = i_{\iota'}, n_{\iota'} = n_\iota + 1, \\
\sum_{\theta = \theta(i_\iota, x_{\iota-1}^{\iota+1})} \xi^h_{L+\theta}(n_\iota) + f^{0,0}_{\iota,\iota'}(x, \xi^h), & \text{if } i_\iota = i_{\iota'}, n_{\iota'} = n_\iota - 1, \\
0, & \text{otherwise,}
\end{cases}
\]

where \( x_{\iota-1} = \sum_{i_{\iota'}=1,i_{\iota'}=i_\iota}^{i_{\iota'}} x_{\iota'} \) with \( x_{\iota-} = 0 \), and \( f^{0,0}_{\iota,\iota'}(z, \xi^h) \) and \( f^{0,0}_{\iota,\iota'}(z, \xi^h) \) are appropriate functions to make \( Q^h(\iota, \iota', x, \xi^h) \) Lipschitz continuous in \( x \) for all \( \xi^h \) and \( 0 < a < 1 \), see the discussion below. For \( x \in \mathbb{R}^N \setminus \mathbb{R}^N_0 \), let \( (x)^+ = (\max\{x_i, 0\} : i \in [N]) \), and define \( Q^h(\iota, \iota', x, \xi^h) = Q^h(\iota, \iota', (x)^+, \xi^h) \).

If we set \( f^{0,0}_{\iota,\iota'}(z, \xi^h) \) and \( f^{0,0}_{\iota,\iota'}(z, \xi^h) \) to zero all the time, then \( Q^h(\cdot, \cdot, x, \cdot) \) is a discontinuous function of \( x \). The idea to make the function smooth in \( x \) is to utilize the fact that the Dirac delta function can be considered as a limit of normal distributions of mean 0.
With \( 0 < a < 1 \), define

\[
y_a(u) = \begin{cases} 
\int_{-\infty}^{u} \frac{1}{a \sqrt{\pi}} e^{-(v-\frac{1}{a})^2/a^2} dv & \text{if } u \in (0, 1) \\
0 & \text{if } u = 0 \\
1 & \text{if } u = 1,
\end{cases}
\]  

(76)

where \( \varrho(u) \) is a function of \( u \in (0, 1) \) which is \(-\infty\) at 0, \(+\infty\) at 1 and suitably smooth. It can possibly be specified as a negative cotangent function, \( \varrho(u) = -\cot(u\pi) \). The function \( y_a(u) \) is continuous at \( u \in (0, 1) \), right-continuous at \( u = 0 \) and left continuous at \( u = 1 \). Let \( \mathcal{N} \) be the set of PS pairs associated with dummy patterns, and for any \( \iota \in \mathcal{N} \), define \( f_{\iota,h}^{0,\iota}(\cdot, \cdot) = f_{\iota,h}^{\iota}(\cdot, \cdot) = 0 \).

For \( \iota \in [N] \), let

\[
\Gamma_\iota(z) := \lim_{h \to +\infty} \min_{\iota'' \in \mathcal{N}^+} \left\{ \max_{\nu = 1} \left\{ 0, \min_{j \in J_{\iota'}} \left( \sum_{\iota'' = 1}^{N} w_{j,i',\nu} z_{\iota''} I - \sum_{\nu' \in \mathcal{N}^+} w_{j,i',\nu'} h_{\iota''}(z) z_{\nu'} I \right) \right\} \right\},
\]

(77)

where, from the definition of \( h_{\iota''}(z) \) in (39), the limit exists. Note that \( \Gamma_\iota(z) \) is used for definitions of \( f_{\iota,a}^{0,\iota}(x, \xi^h) \) and \( f_{\iota,a}^{\iota}(x, \xi^h) \) with \( \iota \in [N] \setminus \mathcal{N} \), and is similar to \( \Gamma_\iota(z) \) defined in (37); \( \Gamma_\iota(z) \) is Lipschitz continuous in \( z \in \mathcal{Z} \) and the latter is not. Also, let \( \chi_\iota^h(x) := \sum_{\iota'' \in \mathcal{N}^+} \iota''(x/h I) h I \), so that \( \chi_\iota^h(x) \) is continuous in \( x \in \mathbb{R}_0^N \). For \( x \in \mathbb{R}_0^N \), \( \iota \in [N] \setminus \mathcal{N} \) and \( h \in \mathbb{N}_+ \), let \( \iota' = \max\{\iota'' \in \mathcal{N}^+ | \iota'' = \iota, \Gamma_{\iota''}(x/h I) > 0\} \). We then define

\[
f_{\iota,a}^{0,\iota}(x, \xi^h) = \begin{cases} 
\xi_\iota^h y_a(1 - \chi_\iota^h(x)), & \text{if } \Gamma_\iota(x/h I) > 0, \text{ and } 0 < \chi_\iota^h(x) < 1, \\
-\xi_\iota^h y_a(1 - \chi_\iota^h(x)), & \text{if } \chi_\iota^h(x) = 0, \text{ and } 0 < \chi_\iota^h(x) < 1, \\
0, & \text{otherwise.}
\end{cases}
\]

(78)

For \( x \in \mathbb{R}_0^N \) and \( \iota \in [N] \setminus \mathcal{N} \) with \( x_{\iota-1} > 0 \) and \( \lceil x_{\iota-1} \rceil < h \), define

\[
f_{\iota,a}^{\iota}(x, \xi^h) = -\xi_\iota^h y_a(1 - \lceil x_{\iota-1} \rceil + x_{\iota-1}) + \xi_\iota^h y_a(\lceil x_{\iota-1} \rceil - x_{\iota-1}) - \xi_\iota^h y_a(\lceil x_{\iota-1} \rceil - x_{\iota-1}) + \xi_\iota^h y_a(1 - \lceil x_{\iota-1} \rceil) + x_{\iota-1}) - \xi_\iota^h y_a(\lceil x_{\iota-1} \rceil - x_{\iota-1}) + \xi_\iota^h y_a(1 - \lceil x_{\iota-1} \rceil) + x_{\iota-1}) \]

(79)
For $x \in \mathbb{R}^N_0$ and $\ell \in [N] \setminus \mathcal{N}$ with $x_{i-1}^- = 0$ and $[x_i^-] < h$, define

$$
f_{i,a}(x, \xi^h) = -\xi_{L+\theta(i,[x_{i-1}^-]+1)}^h(n_i)y_a(1 - [x_{i-1}^+ + x_{i-1}^-]) - \xi_{L+\theta(i,[x_{i-1}^-]+1)}^h(n_i)\xi_a(1 - [x_{i-1}^-] + x_{i-1}^-), \quad (80)
$$

For $x \in \mathbb{R}^N_0$ and $\ell \in [N] \setminus \mathcal{N}$ with $x_{i-1}^- > 0$ and $[x_i^-] = h$, define

$$
f_{i,a}(x, \xi^h) = -\xi_{L+\theta(i,[x_{i-1}^-]+1)}^h(n_i)y_a(1 - [x_{i-1}^-] + x_{i-1}^-) + \xi_{L+\theta(i,[x_{i-1}^-]+1)}^h(n_i)[x_{i-1}^-] - x_{i-1}^-) - \xi_{L+\theta(i,[x_{i-1}^-]+1)}^h(n_i)\xi_a(1 - [x_{i-1}^-] - x_{i-1}^-), \quad (81)
$$

For $x \in \mathbb{R}^N_0$ and $\ell \in [N] \setminus \mathcal{N}$ with $x_{i-1}^- = 0$ and $[x_i^-] = h$, define

$$
f_{i,a}(x, \xi^h) = -\xi_{L+[x_{i-1}^-]+1}^h(n_i)y_a(1 - [x_{i-1}^-] + x_{i-1}^-) - \xi_{L+[x_{i-1}^-]+1}^h(n_i)\xi_a(1 - [x_{i-1}^-] - x_{i-1}^-). \quad (82)
$$

With these $f_{i,a}^h(z, \xi^h)$ and $f_{i,a}^h(z, \xi^h)$, the function $Q^h(\ell, t', x, \xi^h)$ is Lipschitz continuous in $x \in \mathbb{R}^N$ for all given $\xi^h \in \mathbb{R}^{L+h(N-L)}$ and $0 < a < 1$.

For the special case with $h = 1$, any given $0 < a < 1$, and $\sigma > 0$, we define $X_t^\sigma$ such that

$$
\dot{X}_t^\sigma := b(X_t^\sigma, \xi_{t/\sigma}^1) := \sum_{i' \in [N]} Q^1(\ell', t, X_t^\sigma, \xi_{t/\sigma}^{1,i'}) - Q^1(\ell, t', X_t^\sigma, \xi_{t/\sigma}^1). \quad (83)
$$

It follows that $b(X_t^\sigma, \xi_{t/\sigma}^1)$ satisfies a Lipschitz condition over $X_t^\sigma$ and $\xi_{t/\sigma}^1$.

Also, from the definition of the function $Q^h$ in (75), for $x \in \mathbb{R}^N, t \geq 0$ and $h = 1$, there exists a matrix $\tilde{Q}(x)$, such that $b(x, \xi^1) = \tilde{Q}(x)\xi^1$. For any $x \in \mathbb{R}^N, h = 1, \delta > 0$ and any function $\overline{b}(x) \in \mathbb{R}^N$ of $x \in \mathbb{R}^N$, we obtain

$$
P\left\{ \frac{1}{T} \int_t^{t+T} b(x, \xi^1)dv - \overline{b}(x) \right\} > \delta \right\} \leq P\left\{ \left\| \tilde{Q}(x) \frac{1}{T} \int_t^{t+T} \xi^1dv - \overline{b}(x) \right\| + \frac{1}{T} \left\| \tilde{Q}(x) \left( \int_t^{t+T} \xi^1dv - \left[ \int_t^{t+T} \xi^1dv \right] \right) \right\| > \delta \right\} 

\leq P\left\{ \left\| \tilde{Q}(x) \frac{1}{T} \int_t^{t+T} \xi^1dv - \overline{b}(x) \right\| + \frac{\alpha(T)}{T} > \delta \right\}, \quad (84)
$$

where $[\xi]$ for a vector $\xi$ takes the floor operation for each of its element. Recall that, for $\ell \in [L]$, the $\ell$th element of the vector $[\int_t^{t+T} \xi^1dv]$ is a Poisson distributed random variable with rate $\lambda_\ell$, representing the number of arrivals of requests of type $\ell$; and, for $\theta \in [I - L]$ and $n \in \mathcal{N}_{\theta}$, its
\( \theta + L \)th element is a Poisson distributed random variable with rate \( n\mu_i \), representing the number of potential departures of requests for a sub-process in state \( n \) of pattern \( \theta \). Thus, by the Law of Large Numbers, for any \( x \in \mathbb{R}^N \), \( h = 1 \), \( \delta > 0 \), there exists \( b(x) = \mathbb{E}[b(x, \xi^1_0)] \), which is independent from \( t \), satisfying

\[
\lim_{T \to +\infty} \mathbb{P} \left\{ \left\| \frac{1}{T} \int_t^{t+T} b(x, \xi^1_v) dv - b(x) \right\| > \delta \right\} = 0, \tag{85}
\]

uniformly in \( t > 0 \).

Let \( \overline{x}(t) \) be the solution of

\[
\dot{\overline{x}}(t) = b(\overline{x}(t)), \tag{86}
\]

with given \( \overline{x}_0 = X^\sigma_0 \). By Picard’s Existence Theorem (Coddington and Levinson, 1955), there exists a unique solution \( \overline{x}_t \), \( t \geq 0 \), satisfying (86) with given \( \overline{x}_0 \).

Now we invoke [Freidlin and Wentzell, 2012, Chapter 7, Theorem 2.1]: if (85) holds true, and \( \mathbb{E} \| b(x, \xi^1_0) \|^2 < +\infty \) for all \( x \in \mathbb{R}^N \), then, for any \( T > 0 \), \( \delta > 0 \),

\[
\lim_{\sigma \to 0} \mathbb{P} \left\{ \sup_{0 \leq t \leq T} \| X^\sigma_t - \overline{x}(t) \| > \delta \right\} = 0. \tag{87}
\]

We interpret the scalar \( \sigma \) and the scaling effects in another way. For \( x \in \mathbb{R}^N \) and \( \xi^h \in \mathbb{R}^{L+h(N-L)} \), we define

\[
b^h(x, \xi^h) := \sum_{\iota' \in [N]} Q^h(\iota', \iota, x, \xi^h) - Q^h(\iota, \iota', x, \xi^h). \tag{88}
\]

Following the technique of [Fu et al., 2016], we set \( \sigma = 1/h \), and observe that, for any \( x \in \mathbb{R}^N \), \( h > 0 \) and \( T > 0 \), \( \int_0^T b(x, \xi^1_0) dt \) and \( \int_0^T (b^h(hx, \xi^h))/h dt \) are identically distributed. With \( Z^\sigma_0 = Z^h_0 = x_0/1 \), we define \( \dot{Z}^h_t := \frac{1}{h} b^h(h I Z^h_t, \xi^h) \) and \( \dot{Z}^\sigma_t := \frac{1}{h} b(I Z^\sigma_t, \xi^1_{t/\sigma}) \). From (87), for any \( T > 0 \) and \( \delta > 0 \), we obtain

\[
\lim_{h \to +\infty} \mathbb{P} \left\{ \sup_{0 \leq t \leq T} \| Z^h_t - \overline{x}(t)/1 \| > \delta \right\} = 0. \tag{89}
\]

Effectively then, scaling time by \( \sigma = \frac{1}{h} \) is equivalent to scaling the system size by \( h \).

Note that \( \dot{Z}^h_t \) and \( \overline{x}(t) \) are dependent on the parameter \( a \in (0, 1) \) through functions \( f_{t,a}^h(x, \xi^h) \) and \( f_{t,a}^h(x, \xi^h) \) that are used in definition (75). Equation (89) holds for any given \( 0 < a < 1 \). Because of the Lipschitz behavior of \( \dot{Z}^h_t \) and \( \overline{x}(t) \) on \( 0 < a < 1 \), \( \lim_{a \to 0} d\dot{Z}^h_t/da = 0 \) and \( \lim_{a \to 0} d\overline{x}(t)/da = 0 \), equation (89) holds in the limit as \( a \to 0 \). Also, if \( Z^h_0 = Z^{x,h}(0) \), and
\[ \Phi(0)/I = z^{\varphi,h}(0), \text{ then } \lim_{a_\downarrow 0} \Phi(t)/I = \lim_{h \to +\infty} z^{\varphi,h}(t) \text{ and } \lim_{h \to +\infty} \lim_{a_\downarrow 0} Z_h^I = \lim_{h \to +\infty} Z^{\varphi,h}(t). \]

For any \( h \in \mathbb{N}_+ \), the existence of \( z^{\varphi,h}(t), t \geq 0 \), satisfying (68) with given \( z^{\varphi,h}(0) \) can be proved along similar lines as \( \Phi(t) \) by introducing a function \( y_a(u) \) and then invoking Picard’s Existence Theorem for initial value problems.

Recall that \( Z^{\varphi,h}(t) \) is the vector of proportions of sub-processes under policy \( \varphi \) at time \( t \) and \( z^{\varphi,h}(t) \) is given by (68) (as defined in Section V-C). Then, for any \( T > 0 \) and \( \delta > 0 \),

\[
\lim_{h \to +\infty} \mathbb{P} \left\{ \sup_{0 \leq t \leq T} \left\| Z^{\varphi,h}(t) - z^{\varphi,h}(t) \right\| > \delta \right\} = 0,
\]

which leads to (69). This proves the proposition.

\[ \square \]

**APPENDIX K**

**PROOF OF LEMMA 5**

We start with showing the existence of \( z^{\bar{\varphi}(o)} \).

**Lemma 6.** The limit \( z^{\bar{\varphi}(o)} = \lim_{h \to +\infty} z^{\bar{\varphi}(o),h} \) exists

**Proof.** Recall that the policy \( \bar{\varphi}(o) \) is generated by Algorithm 1 in Section III-B, where \( o \) is a given PS pair ranking. Note that, as mentioned in Section V-A, the optimization problem consisting of the \( hI \) sub-processes associated with \( hI \) sub-patterns, coupled through constraints described in (32)-(34) can be analyzed and relaxed along the same lines as in Section III. Algorithm 1 can also be applied directly to the problem scaled by \( h \). To clarify, for the scaled problem described by (31)-(34), the action and capacity constraints can be relaxed to

\[
\lim_{t \to +\infty} \mathbb{E} \left[ \sum_{i \in \mathcal{I}} \sum_{k \in [h]} a_{i,k}^{\phi_i}(N_{i,k}^{\phi_i}(t)) \right] = 1, \text{ } \forall \ell \in [L], \quad (91)
\]

and

\[
\lim_{t \to +\infty} \mathbb{E} \left[ \sum_{i \in [I]} \frac{w_{j,i}}{h} \sum_{k \in [h]} \left( N_{i,k}^{\phi_i}(t) + a_{i,k}^{\phi_i}(N_{i,k}^{\phi_i}(t)) \right) \right] \leq C_{j}^{\phi_i}, \text{ } \forall j \in [J], \quad (92)
\]

which correspond to the relaxed constraints in (9) and (10), respectively. Here, we first recall and rewrite the procedures of generating the policy \( \bar{\varphi}(o) \) (in Algorithm 1): initialize all PS pairs to be passive and then sequentially activate the PS pairs according to their priorities defined by \( o \in \mathcal{O} \). In particular, for each PS pair \( \ell \in [N] \), the action variables for the \( h \) sub-patterns, \( \alpha_{i,k}^{\bar{\varphi}(o)}(n_\ell) \)
(k ∈ [h]), are sequentially activated according to any permutation of 1, 2, . . . , h, because all of them correspond to the same index Ξ_i,(γ;0) and the same priority in the PS pair ranking o. We assume without loss of generality that the α_{ii,k}^{ϕ(o)}(n_i) are activated in the order of k = 1, 2, . . . , h.

The activating process continues until either a relaxed action or capacity constraint described in (91) and (92), respectively, achieves equality. Also, the mechanism described in (I) and (II) is directly applicable to this procedure by replacing (9) and (10) with (91) and (92), respectively.

In this context, we still use Algorithm 1 (including the mechanisms described in (I) and (II)) to indicate the procedure of generating the policy ϕ(o) in the scaled system.

For a given PS pair ranking o, the action variables α_{ii,k}^{ϕ(o)}(n_i) under the policy ϕ(o) are initialized to zero and activated sequentially from t = 1 to N (from the PS pair with the highest priority to the lowest), as described above. For clarity, we write κ ∈ {0} ∪ [N] to indicate the initial condition and the N iterations in Algorithm 1, and define a sequence of intermediate policies, referred to as ϕ(o, κ), for which α_{ii,k}^{ϕ(o,κ;0)}(·) = 0 (i ∈ [I], k ∈ [h]) and α_{ii,k}^{ϕ(o,N;κ;0)}(·) = α_{ii,k}^{ϕ(o;κ;0)}(·). In particular, for the κth iteration and PS pairs i ∈ [N], α_{ii,k}^{ϕ(o;κ;N;0)}(n_i) = α_{ii,k}^{ϕ(o;κ;0)}(n_i) (k ∈ [h]) if t ≤ κ; and α_{ii,k}^{ϕ(o;κ;0)}(n_i) = 0 if t > κ.

In the scaled system, each sub-process is a birth-and-death Markov process with finitely many states. For any o, the Markov chain for the sub-process has a stationary distribution which is limiting as t → +∞ in the sense that the time-dependent distribution for any initial state converges to it. For a sub-process (i, k) (i ∈ [I] \ {d(ℓ) : ℓ ∈ [L]}, k ∈ [h]) and κ ∈ [N], the stationary distribution of state n ∈ N_+^0 \ {0} under policy ϕ(o, κ) is

\[
π^{o,κ,h}_{i,k}(n) = π^{o,κ,h}_{i,k}(0) \prod_{n' = 1}^{n} \frac{α_{ii,k}^{ϕ(o,κ)}(n'-1)hλ_{i(i)}}{n'μ_i},
\]

with π^{o,κ,h}_{i,k}(0) the stationary distribution for state 0 normalized by \( \sum_{n \in N_+^0} π^{o,κ,h}_{i,k}(n) = 1. \)

For κ ∈ [N] and h ∈ N_+, define the expected sum of the action variables with respect to the stationary distribution (93) associated with pattern i ∈ [I]

\[
S_A^{o,h}(i, κ) := \sum_{n \in N_+^0} \sum_{k \in [h]} π^{o,κ,h}_{i,k}(n)α_{ii,k}^{ϕ(o,κ)}(n)
\]

and, for j ∈ [J], the expected sum of occupied capacities

\[
S_C^{o,h}(i, κ, j) := \sum_{n \in N_+^0} \frac{1}{h} \sum_{k \in [h]} π^{o,κ,h}_{i,k}(n)w_{j,i}n,
\]
under policy $\varphi(o, \kappa)$.

For $\kappa = 1$ and the action variables for PS pairs $t > 1$ initialized to zero, all the action variables $\alpha_{i_n, k}^{\varphi(o, \kappa)}(n) \ (k \in [h])$ remain constant if no constraint in (91) and (92) is violated as $h \to +\infty$; or some of them decrease in $h$ for sufficiently large $h$ if a constraint in (91) or (92) achieves equality. Slightly abusing notation, when $\kappa \in [N]$, we write $i_\kappa$, $n_\kappa$ and $\ell_\kappa$ to indicate $i_t$, $n_t$ and $\ell_t$ with $t = \kappa$, respectively. In the former case, the $\kappa$th element of $z^{\varphi(o)}$, $z^{\varphi(o)}_\kappa = \lim_{h \to +\infty} \lim_{t \to +\infty} E[Z^{\varphi(o), h}(t)] = \lim_{h \to +\infty} \frac{1}{h} \sum_{k \in [h]} \pi_{i_n, k}^{\varphi(o), \kappa} (n_\kappa)$, $\lim_{h \to +\infty} S^{\varphi(o), \kappa}_A(i, \kappa)$ and $\lim_{h \to +\infty} S^{\varphi(o), \kappa}_C(i, \kappa, j) (i \in [I], j \in [J])$ exist. In the latter case, for any $H < +\infty$, there exists $h > H$ such that an equality is achieved in (91) or (92); that is,

$$S^{\varphi(o), \kappa}_A(i_\kappa, \kappa) = \sum_{k \in [h]} \pi_{i_n, k}^{\varphi(o), \kappa}(n_\kappa) \alpha_{i_n, k}^{\varphi(o), \kappa}(n_\kappa) = 1,$$

or, there is a $j \in [J]$ such that

$$S^{\varphi(o), \kappa}_C(i_\kappa, \kappa, j) = \frac{w_{j, i}}{h} \sum_{k \in [h]} \left( \pi_{i_n, k}^{\varphi(o), \kappa}(n_\kappa) n_\kappa + \pi_{i_n, k}^{\varphi(o), \kappa}(n_\kappa + 1) (n_\kappa + 1) \right) = C^0_j - \frac{o(h)}{h},$$

where $\pi_{i_n, k}^{\varphi(o), \kappa}(\cdot)$ is the stationary distribution of sub-pattern $(i_\kappa, k)$ that is a solution of (93) with given $\alpha_{i_n, k}^{\varphi(o), \kappa}(\cdot)$. In particular, the $o(h)$ on the right hand side of (97) corresponds to the second term on the left hand side of (92),

$$\lim_{t \to +\infty} E \left[ \sum_{i \in [I]} w_{j, i} \sum_{k \in [h]} a^{\varphi(o), \kappa}(N^{\varphi(o), \kappa}_h(t)) \right],$$

which is equal to

$$P^{\varphi(o), \kappa}_h(j) := \sum_{i \in [I]} w_{j, i} \sum_{k \in [h]} \sum_{n \in \mathbb{N}} \pi_{i_n, k}^{\varphi(o), \kappa}(n) \alpha_{i_n, k}^{\varphi(o), \kappa}(n)$$

and is bounded for any $h \in \mathbb{N} \cup \{+\infty\}$ because of the relaxed action constraints described in (91).

**Definition 7.** We say that the $\kappa$th iteration of Algorithm 1 is saturated, if, for any $H < +\infty$, there exists $h > H$ such that equality is achieved in (91) or (92).

We now show the existence of $z^{\varphi(o)}_\kappa = \lim_{h \to +\infty} \frac{1}{h} \sum_{k \in [h]} \pi_{i_n, k}^{\varphi(o), \kappa}(n_\kappa)$, $\lim_{h \to +\infty} S^{\varphi(o), \kappa}_A(i, \kappa)$ and $\lim_{h \to +\infty} S^{\varphi(o), \kappa}_C(i, \kappa, j) (i \in [I], j \in [J])$ in the saturated case.

Because the action variables for the same PS pair are sequentially activated from $k =$
1, 2, \ldots, h, there exists a \( k^*_\kappa(h) \in [h] \) such that, for all \( k < k^*_\kappa(h) \), \( \alpha_{i_\kappa,k}^{\varphi(o,\kappa)}(n_\kappa) = 1 \); for \( k = k^*_\kappa(h) \), \( \alpha_{i_\kappa,k}^{\varphi(o,\kappa)}(n_\kappa) \in (0,1) \); and, for \( k > k^*_\kappa(h) \), \( \alpha_{i_\kappa,k}^{\varphi(o,\kappa)}(n_\kappa) = 0 \). Let \( \pi_{i_\kappa,k}^{\varphi(o,\kappa)}(\cdot) = \pi_{i_\kappa,k}^{\varphi(o,\kappa),+}(\cdot) \) for \( k < k^*_\kappa(h) - 1 \) and \( \pi_{i_\kappa,k}^{\varphi(o,\kappa),-}(\cdot) \) for \( k > k^*_\kappa(h) \). For clarity, for given \( h \) and \( \kappa \), since the action variables \( \alpha_{i_\kappa,k}^{\varphi(o,\kappa),h}(n_\kappa) \) are uniquely determined by the value

\[
\rho^h_\kappa := \left( k^*_\kappa(h) + \alpha_{i_\kappa,k}^{\varphi(o,\kappa),h}(n_\kappa) \right) / h,
\]

we refer to \( \rho^h_\kappa \in [0,1] \) as the decision in the \( \kappa \)th iteration of Algorithm 1.

For \( \rho \in [0,1] \), let \( \pi_{\rho}^{\varphi(o,\kappa),h}(n) \) be the solution of equations: for \( n \in \mathcal{N}_{i_\kappa}^0 \), if \( n \leq n_\kappa \),

\[
\pi_{\rho}^{\varphi(o,\kappa),h}(n) = \pi_{\rho}^{\varphi(o,\kappa),h}(0) \prod_{n' = 1}^{n} \frac{n_\lambda_{i_\kappa}}{n' \mu_{i_\kappa}};
\]

if \( n = n_\kappa + 1 \),

\[
\pi_{\rho}^{\varphi(o,\kappa),h}(n) = \pi_{\rho}^{\varphi(o,\kappa),h}(0) \left( \rho h - \lfloor \rho h \rfloor \right) h \lambda_{i_\kappa} \prod_{n' = 1}^{n-1} \frac{n_\lambda_{i_\kappa}}{n' \mu_{i_\kappa}};
\]

if \( n > n_\kappa + 1 \),

\[
\pi_{\rho}^{\varphi(o,\kappa),h}(n) = 0;
\]

and

\[
\sum_{n' \in \mathcal{N}_{i_\kappa}^0} \pi_{\rho}^{\varphi(o,\kappa),h}(n') = 1.
\]

The \( \pi_{\rho}^{\varphi(o,\kappa),h}(\cdot) \) represents the stationary distribution of a sub-process with respect to pattern \( i_\kappa \) under a policy determined by \( \rho \in [0,1] \) in the \( \kappa \)th iteration of Algorithm 1. We refer to this policy as \( \varphi_{\rho}(o,\kappa) \). In particular, if \( \rho = \rho^h_\kappa \), \( \pi_{\rho}^{\varphi(o,\kappa),h}(\cdot) = \pi_{i_\kappa,k}^{\varphi(o,\kappa),h}(\cdot) \).

Next we define, for \( \rho \in [0,1] \),

\[
f_{C}^{\varphi(o,\kappa),h}(\rho, j) := w_{j,i_\kappa} \sum_{n=0}^{n_\kappa + 1} \left( \rho \pi_{i_\kappa,k}^{\varphi(o,\kappa),h,+}(n) + \frac{1}{h} \pi_{\rho}^{\varphi(o,\kappa),h}(n) \right) n
\]

which is the expected number of RUs of resource pool \( j \) occupied by sub-patterns with respect to pattern \( i_\kappa \) under policy \( \varphi_{\rho}(o,\kappa) \). Also, if \( \rho = \rho^h_\kappa \), \( f_{C}^{\varphi(o,\kappa),h}(\rho, j) = S_{C}^{\varphi(o,\kappa),h}(i_\kappa, \kappa, j) \). Since, for given \( \rho \in [0,1] \), the action variables under policy \( \varphi_{\rho}(o,\kappa) \) remain constant for any \( h \in \mathbb{N}_+ \), by solving the stationary distribution in (101)-(104), we can show the existence of \( \lim_{h \to +\infty} f_{C}^{\varphi(o,\kappa),h}(\rho, j) \)
(j ∈ [J]). Similarly, define

\[
 f^{o,k,h}_A(\rho) := \sum_{n=0}^{n_{\infty}} \left( [\rho h] n^{o,k,h}_{i_n}(n) + \pi^{o,k,h}_\rho(n) 1_{n<n_{\infty}} + \pi^{o,k,h}_\rho(n) \left( \rho h - [\rho h] \right) 1_{n=n_{\infty}} \right),
\]  

(106)

which is the expected sum of action variables with respect to pattern \( i_\kappa \) under policy \( \varphi_\rho(o, \kappa) \), so that \( \lim_{h \to +\infty} f^{o,k,h}_A(\rho) \) exists. Insertion of the stationary distribution in (101)-(104) shows that, for any \( h \in \mathbb{N}_+ \cup \{+\infty\} \), both \( f^{o,k,h}_A(\rho) \) and \( f^{o,k,h}_C(\rho, \cdot) \) are strictly increasing and Lipschitz continuous in \( \rho \in [0,1] \). In particular, by taking limit of all terms in (106), we obtain

\[
 \lim_{h \to +\infty} f^{o,k,h}_A(\rho) = \rho \mu_{i_\kappa}/\lambda_{i_\kappa}, \text{ and thus } f^{o,k,h}_A(\rho) \text{ is Lipschitz continuous in } \rho \text{ for } h = +\infty.
\]

Define the inverse functions of \( f^{o,k,h}_A(\rho) \) and \( f^{o,k,h}_C(\rho, j) (j \in [J]) \) as \( \rho = f^{o,k,h}_C(s, j) \) and \( \rho = f^{o,k,h}_A(s, j) \), respectively. These are also strictly increasing and Lipschitz continuous in \( s \).

We consider two cases:

< i > \lim_{h \to +\infty} f^{o,k,h}_A(1) < 1 \text{ and, for all } j \in [J], \lim_{h \to +\infty} f^{o,k,h}_C(1, j) < C^0_j; \text{ and}

< ii > \lim_{h \to +\infty} f^{o,k,h}_A(1) \geq 1 \text{ or there is a } j \in [J] \text{ such that } \lim_{h \to +\infty} f^{o,k,h}_C(1, j) \geq C^0_j.

Define \( J^\kappa \) to be the set of \( j \) satisfying \( \lim_{h \to +\infty} f^{o,k,h}_C(1, j) \geq C^0_j \), and \( J^\kappa_{1} \) to be the subset of \( J^\kappa \) where for any \( j \in J^\kappa_{1}, \lim_{h \to +\infty} f^{o,k,h}_C(1, j) = 1.\)

In Case < i >, there exists \( H < +\infty \) such that, for all \( h > H \) the constraints in (91) and (92) are not violated — this iteration is not saturated. In the non-saturated case, \( \varphi^{2}(o) = \lim_{h \to +\infty} \frac{1}{h} \sum_{k \in [h]} \sum_{i} \pi^{o,h}_i(n_k) \text{, } \lim_{h \to +\infty} S^o_A(i, \kappa) \text{ and } \lim_{h \to +\infty} S^o_C(i, \kappa, j) (i \in [I], j \in [J]) \) exist as discussed earlier.

For Case < ii >, if \( \lim_{h \to +\infty} f^{o,k,h}_A(1) > 1 \) or \( \lim_{h \to +\infty} f^{o,k,h}_C(1, j) > C^0_j \) for some \( j \in [J] \) (that is, \( J^\kappa \neq \emptyset \) and \( J^\kappa_{1} \neq J^\kappa \)), then, because of the constraints in (91) and (92), there exists \( H < +\infty \) such that, for all \( h > H \), (96) or (97) (for some \( j \in J^\kappa \)) holds and thus \( \lim_{h \to +\infty} S^o_A(i_\kappa, \kappa) \) or \( \lim_{h \to +\infty} S^o_C(i_\kappa, \kappa, j) \) (for some \( j \in J^\kappa \)) exists. Recall that \( f^{o,k,h}_A(\rho) \) and \( f^{o,k,h}_C(\rho, j) (j \in [J]) \) are strictly increasing and Lipschitz continuous in \( \rho \), and so \( \lim_{h \to +\infty} \rho^h \) exists.

If \( \lim_{h \to +\infty} f^{o,k,h}_A(1) = 1 \) or \( \lim_{h \to +\infty} f^{o,k,h}_C(1, j) = C^0_j \) for all \( j \in J^\kappa \) (that is, \( J^\kappa = J^\kappa_{1} \)) and \( J^\kappa \neq \emptyset \), then we write \( f^{o,k,h}_A(1) = 1 - \Delta^A(h) \) and \( f^{o,k,h}_C(1, j) = C^0_j - \Delta^C(h, j) \) \( (j \in J^\kappa) \) with \( \lim_{h \to +\infty} \Delta^A(h) = 0 \) and \( \lim_{h \to +\infty} \Delta^C(h, j) = 0. \) In this context, recalling the constraints stated in (91) and (92), we obtain that

\[
 S^o_A(i_\kappa, \kappa) = f^{o,k,h}_A(\rho^h) \leq \min\{1 - \Delta^A(h), 1\}
\]  

(107)
and, for $j \in \mathcal{J}^\kappa$,

$$S_C^{\alpha,h}(i_\kappa, \kappa, j) = f_A^{\alpha,k,h}(\rho^h_\kappa, j) \leq \min\{C_j^0 - \frac{R^h_\kappa(j)}{h}, C_j^0 - \frac{R^h_\kappa(j)}{h} - \Delta^\kappa_C(h, j)\}. \quad (108)$$

Note that at least one of the equalities in equations (107) and (108) is achieved. Because $f_A^{\alpha,k,h}(\rho)$ and $f_C^{\alpha,k,h}(\rho, j)$ are strictly increasing and Lipschitz continuous in $\rho$,

$$\rho^h_\kappa = \min\left\{\left\{\tilde{f}_A^{\alpha,k,h}(1), \tilde{f}_A^{\alpha,k,h}(1-\Delta^\kappa_A(h))\right\} \cup \bigcup_{j \in \mathcal{J}^\kappa} \left\{\tilde{f}_C^{\alpha,k,h}(C_j^0 - \frac{R^h_\kappa(j)}{h}), \tilde{f}_C^{\alpha,k,h}(C_j^0 - \frac{R^h_\kappa(j)}{h} - \Delta^\kappa_C(h, j))\right\}\right\}. \quad (109)$$

As explained in (99), $R^h_\kappa(j) = o(h)$, and the functions $\tilde{f}_A^{\alpha,k,h}(s)$ and $\tilde{f}_C^{\alpha,k,h}(s, j)$ ($j \in [J]$) are Lipschitz continuous in $s$, so the limits of the bracketed arguments on the right hand side of (109) all exist, and $\lim_{h \to +\infty} \rho^h_\kappa$ exists. In summary, in the saturated case, $\lim_{h \to +\infty} \rho^h_\kappa$ exists.

Since $\rho^h_\kappa$ exists,

$$z_{\kappa}^{\phi} = \lim_{h \to +\infty} \lim_{t \to +\infty} \mathbb{E}[Z_{\kappa,(\phi)}^o(t)] = \lim_{h \to +\infty} \frac{1}{h} \sum_{k \in [h]} \pi^{\alpha,k,h}_{i_\kappa,k}(n_\kappa) = \lim_{h \to +\infty} \frac{1}{h} \sum_{k \in [k^*_{\kappa}(h)-1]} \pi^{\alpha,k,h}_{i_\kappa,k}(n_\kappa) + \frac{o(h)}{h} = \lim_{h \to +\infty} \left(\rho^h_\kappa \pi^{\alpha,k,h,\ast}_{i_\kappa,k}(n_\kappa) + (1 - \rho^h_\kappa) \pi^{\alpha,k,h,\ast}_{i_\kappa,k}(n_\kappa) + \frac{o(h)}{h}\right), \quad (110)$$

exists. Because $f_A^{\alpha,k,h}(\rho)$ and $f_C^{\alpha,k,h}(\rho, j)$ ($j \in [J]$) are Lipschitz continuous in $\rho \in [0, 1]$, if $\lim_{h \to +\infty} \rho^h_\kappa$ exists, then both $\lim_{h \to +\infty} S_A^{\alpha,h}(i_\kappa, \kappa) = \lim_{h \to +\infty} f_A^{\alpha,k,h}(\rho^h_\kappa)$ and $\lim_{h \to +\infty} S_C^{\alpha,h}(i_\kappa, \kappa, j) = \lim_{h \to +\infty} f_C^{\alpha,k,h}(\rho^h_\kappa, j)$ ($j \in [J]$) exist. In addition, for $i \neq i_\kappa$, $\lim_{h \to +\infty} S_A^{\alpha,h}(i, \kappa, \kappa) = 0$ and $\lim_{h \to +\infty} S_C^{\alpha,h}(i, \kappa, j) = 0$ ($j \in [J]$).

For the iteration $\kappa > 1$, we assume that $z_{\kappa'}^{\phi} = \lim_{h \to +\infty} \lim_{t \to +\infty} \mathbb{E}[Z_{\kappa'}^{\phi}(t)] = \lim_{h \to +\infty} \frac{1}{h} \sum_{k \in [h]} \pi^{\alpha,k',h}_{i_\kappa',k}(n_{\kappa'})$, $\lim_{h \to +\infty} S_A^{\alpha,h}(i, \kappa')$ and $\lim_{h \to +\infty} S_C^{\alpha,h}(i, \kappa', j)$ ($i \in [I], j \in [J]$) exist for all $\kappa' \in [N]$ with $\kappa' < \kappa$. Along similar lines, the action variables $\alpha_{i_\kappa,k}^{\phi,\alpha}(n_\kappa)$ ($k \in [h]$) are determined when the action variables of all PS pairs $\iota < \kappa$ are determined and other PS pairs $\iota' > \kappa$ remain passive. If, as $h \to +\infty$, no constraint in (91) and (92) is violated or one of the constraints achieves equality in a PS pair $\iota < \kappa$ with $i_\iota = i_\kappa$, then there exists $H > 0$ such that for all $h > H$, $\alpha_{i_\kappa,k}^{\phi,\alpha}(n_\kappa)$ ($k \in [h]$) is algebraically independent from $h$, and $z_{\kappa}^{\phi}$, $\lim_{h \to +\infty} S_A^{\alpha,h}(i, \kappa)$ and $\lim_{h \to +\infty} S_C^{\alpha,h}(i, \kappa, j)$ ($i \in [I], j \in [J]$) exist.
We focus on the saturated case where, for any $H < +\infty$, there is $h > H$ such that a constraint in (91) or (92) achieves equality on the $\kappa$th iteration; that is, either
\[
S_A^0(i_\kappa, \kappa) = \sum_{n \in A_i^0} \sum_{k \in [h]} \pi_{i,k}^0(n) \alpha_{i,k}^0(n) h = 1 - \sum_{i \in I_\kappa} \sum_{k \in [h]} \pi_{i,k}^0(n) \alpha_{i,k}^0(n) h = 1 - \sum_{i \notin I_\kappa} S_A^0(i, \kappa - 1), \tag{111}
\]
or, for some $j \in [J]$,
\[
S_C^0(i_\kappa, \kappa, j) = \sum_{n \in A_i^0} \frac{w_{j,i}^0}{h} \sum_{k \in [h]} \pi_{i,k}^0(n) n = C_0^0 - \sum_{i \notin I_\kappa} \sum_{k \in [h]} \pi_{i,k}^0(n) n - \frac{R^h_j}{h} = C_0^0 - \sum_{i \notin I_\kappa} S_C^0(i, \kappa - 1, j) - \frac{o(h)}{h}, \tag{112}
\]
Along similar lines as discussed for Cases $< i >$ and $< ii >$ for $\kappa = 1$, in the saturated case with respect to the $\kappa$th iteration, either
\[
\lim_{h \to +\infty} \bar{f}_A^0(i_\kappa, \kappa)(1) \geq 1 - \lim_{h \to +\infty} \left[ \sum_{i \notin I_\kappa} S_A^0(i, \kappa - 1) \right], \tag{113}
\]
or, for some $j \in [J]$,
\[
\lim_{h \to +\infty} \bar{f}_C^0(i_\kappa, \kappa, j) \geq C_0^0 - \lim_{h \to +\infty} \left[ \sum_{i \notin I_\kappa} S_C^0(i, \kappa - 1, j) \right]. \tag{114}
\]
By slightly abusing notation, we also rewrite $\mathcal{J}^\kappa$ as the subset of $[J]$, where, for any $j \in \mathcal{J}^\kappa$ (114) is satisfied; and rewrite $\mathcal{J}_1^\kappa$, the subset of $\mathcal{J}^\kappa$, such that, for any $j \in \mathcal{J}_1^\kappa$, (114) achieves equality.

If (113) holds with strict inequality, or $\mathcal{J}^\kappa \neq \emptyset$ and $\mathcal{J}_1^\kappa \neq \mathcal{J}^\kappa$, then there exists $H < +\infty$ such that for all $h > H$, (111) or (112) holds for a $j \in \mathcal{J}^\kappa$; by taking limit for both side of (111) or (112), $\lim_{h \to +\infty} S_A^0(i_\kappa, \kappa)$ or $\lim_{h \to +\infty} S_C^0(i_\kappa, \kappa, j)$ exists. This proves the existence of
\[
\lim_{h \to +\infty} \rho_{i_\kappa}^h = \lim_{h \to +\infty} \bar{f}_A^0(i_\kappa, \kappa) \left( S_A^0(i_\kappa, \kappa) \right) = \lim_{h \to +\infty} \bar{f}_C^0(i_\kappa, \kappa) \left( S_C^0(i_\kappa, \kappa, j) \right) = \bar{f}_A^0(i_\kappa, \kappa) \left( \lim_{h \to +\infty} S_A^0(i_\kappa, \kappa) \right) = \bar{f}_C^0(i_\kappa, \kappa) \left( \lim_{h \to +\infty} S_C^0(i_\kappa, \kappa, j) \right), \tag{115}
\]
where the equality holds in the second line of (115) because of the Lipschitz continuity of the inverse functions, \( \bar{f}_A^{o,\kappa,h} \) and \( \bar{f}_C^{o,\kappa,h} \), of \( f_A^{o,\kappa,h} \) and \( f_C^{o,\kappa,h} \), respectively.

If (113) holds with equality or \( \mathcal{J}_1^\kappa = \mathcal{J}^\kappa \neq \emptyset \), then let
\[
\Delta_A^\kappa(h) = 1 - \sum_{i \in \mathcal{P}_1 \setminus i \neq i_\kappa} S_A^{o,h}(i, \kappa - 1) - f_A^{o,\kappa,h}(1),
\]
and, for \( j \in \mathcal{J}_1^\kappa \),
\[
\Delta_C^\kappa(h, j) = C_j^0 - \sum_{i \in [I]} S_C^{o,h}(i, \kappa - 1, j) - f_C^{o,\kappa,h}(1, j),
\]
and so \( \lim_{h \to +\infty} \Delta_A^\kappa(h) = \lim_{h \to +\infty} \Delta_C^\kappa(h, j) = 0 \).

Similar to the discussion for (109), because of the strict monotonicity of the functions \( f_A^{o,\kappa,h}(\rho) \) and \( f_C^{o,\kappa,h}(\rho, j) \) \((j \in [J]) \) \((h \in \mathbb{N}_+) \) \( \rho_h^* \) takes the minimum value such that at least one equality in
\[
S_A^{o,h}(i_\kappa, \kappa) = f_A^{o,\kappa,h}(\rho_h^*) \leq \min \left\{ 1 - \sum_{i \in \mathcal{P}_1 \setminus i \neq i_\kappa} S_A^{o,h}(i, \kappa - 1) - \Delta_A^\kappa(h), 1 - \sum_{i \in \mathcal{P}_1 \setminus i \neq i_\kappa} S_A^{o,h}(i, \kappa - 1) \right\},
\]
and, for \( j \in \mathcal{J}_1^\kappa \),
\[
S_C^{o,h}(i_\kappa, \kappa, j) = f_C^{o,\kappa,h}(\rho_h^*, j)
\leq \min \left\{ C_j^0 - \frac{R_h^*(j)}{h} - \sum_{i \in [I]} S_C^{o,h}(i, \kappa - 1, j) - \Delta_C^\kappa(h, j), C_j^0 - \frac{R_h^*(j)}{h} - \sum_{i \in [I]} S_C^{o,h}(i, \kappa - 1, j) \right\}
\]
(119)
holds; that is,

\[
\rho^h_\kappa = \min \left \{ \bar{f}_A^{o,\kappa,h}\left(1 - \sum_{i \in \mathcal{F}_\kappa \setminus i \neq i_n} S^o_A(i,\kappa - 1) - \Delta^\kappa_A(h)\right), f_A^{o,\kappa,h}\left(1 - \sum_{i \in \mathcal{F}_\kappa \setminus i \neq i_n} S^o_A(i,\kappa - 1)\right) \right \} \cup \bigcup_{j \in \mathcal{J}_1} \left \{ \bar{f}_C^{o,\kappa,h}\left(C^0_j - \frac{R^h_\kappa(j)}{\rho} - \sum_{i \in [I]} S^o_C(i,\kappa - 1, j) - \Delta^\kappa_C(h,j), j \right), \bar{f}_C^{o,\kappa,h}\left(C^0_j - \frac{R^h_\kappa(j)}{\rho} - \sum_{i \in [I]} S^o_C(i,\kappa - 1, j) \right) \right \}, \tag{120}
\]

Because of the Lipschitz continuity of the functions \( f_A^{o,\kappa,h} \) and \( f_C^{o,\kappa,h} \), the limits of all the bracketed arguments on the right hand side of Equation (120) exist and so \( \lim_{h \to +\infty} \rho^h_\kappa \) exists. In summary, for the \( \kappa \)th iteration with \( \kappa > 1 \), \( \lim_{h \to +\infty} \rho^h_\kappa \) always exists.

Similar to the analysis for the case with \( \kappa = 1 \), it follows that

\[
z^{\varphi(o)} = \lim_{h \to +\infty} \left( \sum_{n \in A^0_{i_n}} \left( \rho^o_{i_n} S^o_{i_n}(\kappa, \kappa) + \left(1 - \rho^h_\kappa \right) S^o_{i_n}(\kappa, \kappa, j) + \frac{\alpha(h)}{h} \right) \right) \tag{121}
\]

exists. Also, the Lipschitz continuity of \( f_A^{o,\kappa,h} \) and \( f_C^{o,\kappa,h} \) and the existence of \( \lim_{h \to +\infty} \rho^h_\kappa \) lead to the existence of \( \lim_{h \to +\infty} S^o_A(i,\kappa, \kappa) = \lim_{h \to +\infty} f_A^{o,\kappa,h}(\rho^h_\kappa) \) and \( \lim_{h \to +\infty} S^o_C(i,\kappa, j) = \lim_{h \to +\infty} f_C^{o,\kappa,h}(\rho^h_\kappa, j) \) (\( j \in [J] \)).

For \( i \neq i_n \), \( \lim_{h \to +\infty} S^o_A(i,\kappa, \kappa) \) and \( \lim_{h \to +\infty} S^o_C(i,\kappa, j) \) (\( j \in [J] \)) exist because \( S^o_A(i,\kappa, \kappa) = S^o_A(i,\kappa - 1) \) and \( S^o_C(i,\kappa, j) = S^o_C(i,\kappa - 1, j) \) (\( j \in [J] \)).

In summary, \( z^{\varphi(o)}_\kappa \), \( \lim_{h \to +\infty} S^o_A(i,\kappa, \kappa) \) and \( \lim_{h \to +\infty} S^o_A(i,\kappa, j) \) (\( i \in [I], j \in [J] \)) still exist for \( \kappa > 1 \). The proof is completed by iteratively showing the existence of \( z^{\varphi(o)}_\kappa \), \( \lim_{h \to +\infty} S^o_A(i,\kappa) \) and \( \lim_{h \to +\infty} S^o_A(i,\kappa, j) \) (\( i \in [I], j \in [J] \)) from \( \kappa = 1 \) to \( N \).

\[ \square \]

**Proof of Lemma 4.**

We now consider (71). We will show that, when \( h \) is sufficiently large, the value of \( z^{\varphi,h}_\ell(t) \) as \( t \to +\infty \) is independent of those of PS pairs \( \ell' \) with \( \ell' > \ell \) (PS pairs with lower priorities) at any time.

For \( \ell \in \mathcal{N}_i^0, \ell' \in \mathcal{N}_{i'}^0, \ell \in \mathcal{P}_t, \ell' \in \mathcal{P}_{t'}, \ell, \ell' \in [L], \) the rates at which an active and
passive sub-process in PS pair \( i \) transition to PS pair \( i' \) are,

\[
q^{1,h}(i, i') = \begin{cases} 
  h\lambda^0_{i}, & \text{if } i = i', \ n_{i'} = n_i + 1, \\
  n_i \mu_i, & \text{if } i = i', \ n_{i'} = n_i - 1, \\
  0, & \text{otherwise},
\end{cases}
\tag{122}
\]

and

\[
q^{0,h}(i, i') = \begin{cases} 
  n_i \mu_i, & \text{if } i = i', \ n_{i'} = n_i - 1, \\
  0, & \text{otherwise},
\end{cases}
\tag{123}
\]

respectively. By substituting for \( q^{1,h}(\cdot, \cdot) \) and \( q^{0,h}(\cdot, \cdot) \) in (68), we obtain

\[
\frac{d}{dt} z^{\phi,h}(t) = \begin{cases} 
  (h\lambda^0_{i} v^{\phi,h}_{i-}(z^{\phi,h}(t)) z^{\phi,h}_{i-}(t) + n_i + \mu_i z^{\phi,h}_{i+}(t) - h\lambda^0_{i} v^{\phi,h}_{i}(z^{\phi,h}(t)) z^{\phi,h}_{i}(t) - n_i \mu_i z^{\phi,h}_{i}(t)) I_h, & \text{if } 0 < n_i < |\mathcal{N}_i^0| - 1, \\
  -h\lambda^0_{i} v^{\phi,h}_{i}(z^{\phi,h}(t)) z^{\phi,h}_{i}(t) I_h, & \text{if } n_i = 0, \\
  -n_i \mu_i z^{\phi,h}_{i}(t) I_h, & \text{otherwise},
\end{cases}
\tag{124}
\]

where \( \ell = \ell_i, i = i_i \), and \( i^- \) and \( i^+ \) are the PS pairs with \( i_{i^-} = i_{i^+} = i \) and satisfying \( n_{i^-} = n_i - 1 \) and \( n_{i^+} = n_i + 1 \), respectively.

We define the proportion of RUs of resource pool \( j \) occupied by pattern \( i \) related to process \( z^{\phi,h}(t) \) to be

\[
\zeta_{j,i}(z^{\phi,h}(t)) = \frac{w_{j,i} I}{C_j} \sum_{i' \in [N]} n_{i'} z^{\phi,h}_{i'}(t).
\tag{125}
\]

Consider the PS pair \( i \) with the highest priority among all pairs in [\( N \)]. This must have \( n_i = 0 \), because pair \((i, 0)\) has the highest priority among all pairs \((i, n), n \in \mathcal{N}_i^0\), for any \( i \in [I] \). From (124),

(i) if \( \lambda^0_{i} > u_i(z^{\phi,h}(t_0)) \), where

\[
u_i(z) := n_i + \mu_i z_i, \quad t \geq 0,
\tag{126}
\]

then \( z^{\phi,h}_{i+}(t) \) \((t \geq t_0)\) will increase and \( z^{\phi,h}_{i}(t) \) will decrease, until \( z^{\phi,h}_{i}(t) \) becomes zero or
a capacity constraint is about to be violated; that is, there exists a $j \in [J]$, 
\[
\sum_{i' \in [I]} \zeta_{j,i'}(z_{\varphi,h}^{i'}(t))/(1 - e_{j,i}) = 1; \tag{127}
\]

(ii) if $\lambda_{i}^{0} = u_{i}(z_{\varphi,h}(t_{0}))$ and $z_{\varphi,h}^{i'}(t) = 0$ for all $t > t^{+}$ with $i_{i'} = i_{i}$, then $z_{\varphi,h}^{i'}(t) = z_{\varphi,h}^{i'}(t_{0})$ for any $t \geq t_{0}$;

(iii) if $u_{i}(z_{\varphi,h}(t_{0})) \geq \lambda_{i}^{0}$ and $n_{i} = 0$, then $z_{\varphi,h}^{i'}(t)$ for all $t > t^{+}$ with $i_{i'} = i_{i}$ will decrease until $\lambda_{i}^{0} = u_{i}(z_{\varphi,h}(t))$ and $z_{\varphi,h}^{i'}(t) = 0$ for all such $t^{+}$ (invoking Case (ii)).

In all of the cases (i)-(iii), for the PS pair $i$ with the highest priority, we consider a process starting from time $t_{0}$ and finishing at time $t = t_{1}$, at which either (127) holds or $z_{\varphi,h}^{i'}(t) = 0$ for all $t' > t^{+}$ with $i_{i'} = i_{i}$. In other words, this process ends in Case (i) or (ii). We refer to the process as the I-process and time $t_{1}$ as its stopping time. Note that the I-process may continue indefinitely with $t_{1} = +\infty$.

Define a stopping pair of pattern $i$ at time $t$, denoted by $p_{i}(t)$, as the PS pair satisfying $z_{\varphi,h}^{i'}(t) > 0$ and $z_{\varphi,h}^{i'}(t) = 0$ for all $t' > t$ with $i_{i'} = i_{i}$.

If the I-process ends in Case (i), we then consider another process starting from its stopping time $t_{1}$. If (127) holds for some $t_{1} \geq t_{0}$ and $j \in [J]$, $\lambda_{i}^{0} > u_{i}(z_{\varphi,h}(t_{1}))$ and $\zeta_{j,i'}(z_{\varphi,h}(t_{1})) > 0$ for some $i' \in [I]$ with $w_{j,i'} > 0$ and $p_{i'}(t_{1}) > t^{+}$ (that is, resource pool $j$ is partially occupied by another pattern $i'$ of which the stopping pair $p_{i'}(t_{1})$ has less priority than pair $i$), then

(iv) $z_{\varphi,h}^{i'}(t)$ and $u_{i}(z_{\varphi,h}(t))$ $(t > t_{1})$ will increase until $\lambda_{i}^{0} = u_{i}(z_{\varphi,h}(t))$ (invoking Case (iii));

(v) $z_{\varphi,h}^{i'}(t)$ and $u_{i}(z_{\varphi,h}(t))$ $(t > t_{1})$ will increase until $z_{\varphi,h}^{i'}(t) = 0$ (stopping pair $p_{i'}(t)$ for pattern $i_{i}$ is no longer $i^{+}$); or

(vi) $z_{\varphi,h}^{i'}(t)$ and $u_{i}(z_{\varphi,h}(t))$ $(t > t_{1})$ will increase until $\zeta_{j,i'}(z_{\varphi,h}(t)) = 0$ for all $i'$ with $w_{j,i'} > 0$ and $p_{i'}(t) > t_{1}$, and $z_{\varphi,h}^{i'}(t) = 0$ for all $t' > t^{+}$ with $i_{i'} = i_{i}$.

We refer to such a process starting from time $t_{1}$ until any of above three conditions is satisfied as the II-process, and refer to its stopping time as $t_{2}$. The II-process may continue indefinitely with $t_{2} = +\infty$. The II-process describes the case where the RUs occupied by pattern $i'$ can be taken by pattern $i_{i}$ if the stopping pair of $i_{i}$ (that is, PS pair $i$) has higher priority than that of $i'$ and $\lambda_{i}^{0} > u_{i}(z_{\varphi,h}(t))$.

We now generalize above discussions to a PS pair $i \in [N]$ with $z_{\varphi,h}^{i'}(t_{0}) = 0$ for all $t' < i$; that is, PS pair $i$ is the one with the highest priority among $i' \in [N]$ with $z_{\varphi,h}^{i'}(t_{0}) > 0$. We can
go through a similar argument by generalizing the definition of \( u_i(z_{\varphi}^{\phi,h}(t)) \) so that

\[
u_i(z_{\varphi}^{\phi,h}(t)) := \sum_{t' \leq t, z_{\varphi}^{\phi,h}(t')} n_{i,t'} \mu_{i,t'} z_{\varphi}^{\phi,h}(t') + n_{i,t} \mu_{i,t} z_{\varphi}^{\phi,h}(t).
\]

If \( n_i > 0 \), the description of the I-process is completed by adding

(iii) if \( u_i(z_{\varphi}^{\phi,h}(t_0)) \geq \lambda_{\ell_i} \) and \( n_i > 0 \), then \( z_{\varphi}^{\phi,h}(t) \) for all \( t' > t^+ \) with \( i_{t'} = i_i \) will decrease until

\[
\lambda_{\ell_i} = u_i(z_{\varphi}^{\phi,h}(t)) \quad \text{and} \quad z_{\varphi}^{\phi,h}(t) = 0 \quad \text{for all} \quad t' > t^+ \quad \text{with} \quad i_{t'} = i_i \quad \text{(invoking Case (ii))}; \quad \text{or}
\]

(ii) \( \lambda_{\ell_i} > u_i(z_{\varphi}^{\phi,h}(t)) \) and \( z_{\varphi}^{\phi,h}(t) > 0 \), so the stopping pair \( p_i(t) \) of pattern \( i_i \) becomes \( t^- \).

If the I-process for PS pair \( i \) ends in Case (ii) at time \( t_1 \), since \( t^- \) always has higher priority than \( t^+ \), \( t^- \) will be considered as the PS pair with the highest priority and \( z_{\varphi}^{\phi,h}(t_1) > 0 \) at time \( t_1 \). In this case, because \( \lambda_{\ell_i} > u_i(z_{\varphi}^{\phi,h}(t_1)) \) is guaranteed in Case (ii), the value \( z_{\varphi}^{\phi,h}(t) \) for \( t \geq t_1 \) will be considered in Cases (iii) or (vii). Iteratively, once \( z_{\varphi}^{\phi,h}(t) \) goes into Case (vii), there will be an \( t' \leq t \) with \( i_{t'} = i_{t} \), such that \( z_{\varphi}^{\phi,h}(t) \) ends in Case (ii); or continues indefinitely in Case (iii) or (vii).

We first consider the situation with \( t_1, t_2 < +\infty \). From above description of the I and II-processes, the process \( z_{\varphi}^{\phi,h}(t) \ (t \geq t_0) \) will enter one of two regimes:

- \( \lambda_{\ell_i} = u_i(z_{\varphi}^{\phi,h}(t)) \) and \( z_{\varphi}^{\phi,h}(t) = 0 \) for all \( t' > t^+ \) with \( i_{t'} = i_i \); or
- \( \lambda_{\ell_i} > u_i(z_{\varphi}^{\phi,h}(t)) \), Equation (127) holds, there exists a \( j \in [J] \) such that \( z_{\varphi}^{\phi,h}(t) = 0 \) for all \( i' \) with \( w_{j,i'} > 0 \) and \( p_{i,i'}(t) > i_j \), and \( z_{\varphi}^{\phi,h}(t) = 0 \) for all \( t' > t^+ \) with \( i_{t'} = i_i \).

Intuitively, in the first regime, the arrival rate of RT \( \ell_i \) is balanced by the total service rate supported by all PS pairs with higher priorities than \( t^+ \) and PS pair \( t^+ \); and, in the second regime, the capacity constraints are about to be violated, which helps balance the arrival rate by forcing the sub-processes to be passive (with zero arrival rate) when a resource pool is fully occupied.

From the differential equation stated in (124), the value of \( z_{\varphi}^{\phi,h}(t) \) will not change once it enters any of the two regimes. We refer to them as the stability regimes, and say the value of \( z_{\varphi}^{\phi,h}(t) \) for the stopping pair \( i \) of pattern \( i_i \) at time \( t \) becomes stable if \( z_{\varphi}^{\phi}(t) = z_{\varphi}^{\phi}(t') \) for any \( t' \geq t \).

If the I or II-process continues indefinitely, then it will continue indefinitely in one of Cases (i), (iii)-(vii). We recall the \( u_i(z_{\varphi}^{\phi,h}(t)) \) defined in (39), representing the proportion of activated sub-processes in PS pair \( i' \in [N] \). From its definition, if \( z_{\varphi}^{\phi,h}(t) > 0 \), then, for all \( t' > t^+ \) with
\( i_{t'} = i_t, \psi_{t'}^{\varphi,h}(z_{t'}^{\varphi,h}(t)) = 0. \) If the process \( z_{t'}^{\varphi,h}(t) (t \in [N]) \) continues indefinitely for time period \( t \in [T, +\infty) \) in any of Cases (i), (iii)-(vii), then, for all \( t' > t^+ \) with \( i_{t'} = i_t \) and \( t \in [T, \infty) \), \( \psi_{t'}^{\varphi,h}(z_{t'}^{\varphi,h}(t)) = 0. \) Thus, for these \( t' \), \( \lim_{t \to +\infty} z_{t'}^{\varphi,h}(t) = 0. \) In other words, \( \lim_{t \to +\infty} (z_{t}^{\varphi,h}(t) + z_{t'}^{\varphi,h}(t)) = 1; \) all the sub-processes of pattern \( i_t \) are transitioning between two states \( n_i \) and \( n_{i+} \) indefinitely. In this case, from the differential equation stated in (124), \( \lim_{t \to +\infty} z_{t'}^{\varphi,h}(t) \) exists, and is a point that satisfies one of the stability regimes.

Accordingly, the stable value of \( z_{t'}^{\varphi,h}(t) \) is independent of the values of \( z_{t'}^{\varphi,h}(t') \) for any \( t' \geq 0 \) and \( t' > t \) (PS pairs with lower priorities). Note that if \( t \) becomes stable without delivering the stopping pair role to \( t' > t \) with \( i_{t'} = i_t \), then \( t' \) is removed from future consideration, because the value \( z_{t'}^{\varphi,h}(t) \) remains constant in the future.

From the definition of the stability regimes, for any \( \epsilon \in \Omega^+ \) and \( z_{t}^{\varphi,h}(0) \in \Omega \), there exists \( H \in \mathbb{N} \) such that, for all \( h > H \), the stable values of \( z_{t}^{\varphi,h}(t) \) (that is, \( \lim_{t \to +\infty} z_{t}^{\varphi,h}(t) \)) can be iteratively calculated from PS pair \( i = 1 \) to \( N \), which are independent of \( h \). Thus, \( z_{t}^{\varphi} := \lim_{h \to +\infty} \lim_{t \to +\infty} z_{t}^{\varphi,h}(t) \) exists with any initial point in \( \Omega \). Note that the existence of positive elements of \( \epsilon \) is used to prioritize PS pairs in the asymptotic regime, which is crucial for the stable value of \( z_{t'}^{\varphi,h}(t) \) to be independent from those of other stopping pairs with lower priorities than \( t \).

Recall that the \( z_{t}^{\varphi} \) is continuous in \( \epsilon \in \Omega^+ \) and is a bounded vector in the probability simplex \( \Omega \). For the PS pair \( i = 1 \), \( z_{t}^{\varphi} \) is continuous and increasing in \( \epsilon_{j,i} \in (0,1] \) \( (j \in J_i) \), then \( \lim_{\|\epsilon\| \to 0} z_{t}^{\varphi} \) exists. If \( \lim_{\|\epsilon\| \to 0} z_{t'}^{\varphi} \) exists for any \( t' < t \), then, since \( z_{t}^{\varphi} \) is continuous and increasing in \( \epsilon_{j,i} \in (0,1] \) \( (j \in J_i) \), \( \lim_{\|\epsilon\| \to 0} z_{t}^{\varphi} \) also exists. Accordingly, \( \lim_{\|\epsilon\| \to 0} z_{t}^{\varphi} \) exists, for which the calculating procedure is the same as calculating \( z_{t}^{\varphi(o)} \). The lemma has been proved.

\[ \square \]

**APPENDIX L**

**PROOF OF THEOREM 2**

**Proof.** If the capacity constraints described in (33) (or equivalently (5)) are decomposable with decomposable values \( \gamma \in \mathbb{R}^J_0 \) of the multipliers in the asymptotic regime, then there exist \( \nu \in \mathbb{R}^L \) and a PS-pair ranking \( o \in \Omega(\gamma, \nu) \) such that the complementary slackness is satisfied by the policy \( \varphi(o) \) and the multipliers \( \gamma \). The policy \( \varphi(o) \) is optimal for the relaxed problem. Together with Theorem 1, the index policy \( \varphi \) derived from the same ranking \( o \) is also optimal in the asymptotic regime. The theorem is proved.
TABLE I
CAPACITIES AND COST RATES FOR RUS OF DIFFERENT POOLS.

| Resource Pool (j) | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|-------------------|-----|-----|-----|-----|-----|-----|-----|
| Capacity (C₀ʲ)    | 5   | 7   | 6   | 8   | 6   | 7   | 6   |
| Cost Rate (εʲ)    | 9.046 | 4.995 | 0.679 | 2.761 | 9.010 | 4.775 | 3.033 |
| Resource Pool (j) | 8   | 9   | 10  | 11  | 12  | 13  | 14  |
| Capacity (C₀ʲ)    | 6   | 9   | 8   | 8   | 5   | 8   | 5   |
| Cost Rate (εʲ)    | 5.033 | 3.318 | 4.686 | 3.302 | 0.938 | 6.770 | 7.775 |

APPENDIX M
PROOF OF COROLLARY 2

Proof. If the system is weakly coupled, then, from (62)-(66) in Appendix G, the ranking of PS pairs o following the descending order of Ξ_i^* defined in (26) for i ∈ [N] leads to an optimal policy ¯ϕ(o) of the relaxed problem. Together with Theorem 2, the index policy ϕ derived from such a PS-pair ranking o is asymptotically optimal.

□

APPENDIX N
SETTINGS OF SIMULATIONS

A. Settings of Simulations in Figure 3(a)

The simulations whose results are exhibited in Figure 3(a) have four request types and fourteen resource pools, with capacities and cost rates per RU given in Table I.

- P₁ = {1, 2, …, 12, 13}, λ₀^1 = 1.275, μ₁ = μ₂ = … = μ₁₂ = 0.255, R₁ = 4026.22;
- P₂ = {14, 15, …, 21, 22}, λ₀^2 = 1.203, μ₁₄ = μ₁₅ = … = μ₂₁ = 0.241, R₂ = 3871.33;
- P₃ = {23, 24, …, 32, 33}, λ₀^3 = 1.134, μ₂₃ = μ₂₄ = … = μ₃₂ = 0.227, R₃ = 3731.69;
- P₄ = {34, 35, …, 40, 41}, λ₀^4 = 1.314, μ₃₄ = μ₃₅ = … = μ₄₀ = 0.263, R₄ = 3242.58;

where patterns 13, 22, 33, 41 are dummy patterns for blocking requests. The weight vectors wᵢ of patterns i ∈ [41] \ {13, 22, 33, 41} are given in Table II, where eᵏ ∈ {0, 1}^J, k ∈ [J], is a vector with all zero entries except its kth entry eᵏᵢ = 1.
have two request types and six resource pools, with capacities and cost rates per RU given in Table III.

- $\mathcal{P}_1 = \{1, 2, 3\}$, $\lambda_1^0 = 1.385$, $\mu_1 = \mu_2 = 0.277$, $R_1 = 3635.69$;
- $\mathcal{P}_2 = \{4, 5, 6, 7, 8\}$, $\lambda_2^0 = 1.317$, $\mu_4 = \mu_5 = \mu_6 = \mu_7 = 0.263$, $R_2 = 3758.85$;

where patterns 3, 8 are dummy patterns for blocking requests. The weight vectors $w_i$ of patterns $i \in [8] \setminus \{3, 8\}$ are given in Table IV.

### C. Settings of Simulations in Figure 4

The simulations whose results are exhibited in Figure 4 have three request types and fifteen resource pools, with capacities and cost rates per RU given in Table V.

- $\mathcal{P}_1 = \{1, 2, \ldots, 30, 31\}$, $\lambda_1^0 = 1.177$, $\mu_1 = \mu_2 = \ldots = \mu_30 = 0.235$, $R_1 = 3710.05$;
- $\mathcal{P}_2 = \{32, 33, 34, 35\}$, $\lambda_2^0 = 1.108$, $\mu_{32} = \mu_{33} = \mu_{34} = 0.222$, $R_2 = 3712.66$;
TABLE IV
WEIGHT VECTORS OF PATTERNS FOR TWO DIFFERENT RTs.

| $w_1$ | $e^1 + e^4 + e^3$ | $w_4$ | $2e^4 + 2e^6 + 4e^1$ |
|-------|-----------------|-------|---------------------|
| $w_2$ | $e^1 + e^5 + e^3$ | $w_5$ | $2e^5 + 2e^6 + 4e^1$ |
| $w_6$ | $2e^4 + 2e^6 + 4e^2$ |       |                     |
| $w_7$ | $2e^5 + 2e^6 + 4e^2$ |       |                     |

TABLE V
CAPACITIES AND COST RATES FOR RUs OF DIFFERENT POOLS.

| Resource Pool ($j$) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------------------|---|---|---|---|---|---|---|---|
| Capacity ($C^0_j$)  | 9 | 7 | 6 | 7 | 7 | 7 | 7 | 6 |
| Cost Rate ($\varepsilon_j$) | 9.995 | 2.707 | 2.237 | 4.656 | 0.624 | 5.705 | 0.385 | 6.065 |
| Resource Pool ($j$) | 9 | 10 | 11 | 12 | 13 | 14 | 15 |   |
| Capacity ($C^0_j$)  | 9 | 7 | 5 | 6 | 6 | 5 | 6 |   |
| Cost Rate ($\varepsilon_j$) | 7.492 | 6.584 | 1.085 | 7.332 | 5.862 | 1.938 | 8.411 |   |

- $\mathcal{P}_3 = \{36, 37, \ldots, 41, 42\}$, $\lambda^0_3 = 1.286$, $\mu_{36} = \mu_{37} = \ldots = \mu_{41} = 0.257$, $R_3 = 3821.33$; where patterns 31, 35, 42 are dummy patterns for blocking requests. The weight vectors $w_i$ of patterns $i \in [42] \setminus \{31, 35, 42\}$ are given in Table VI.
TABLE VI
WEIGHT VECTORS OF PATTERNS FOR FOUR DIFFERENT RTs.

| \( w_1 \) | \( 4e^3 + 3e^7 + e^{14} \) | \( w_{11} \) | \( 4e^5 + 3e^1 + e^{14} \) | \( w_{21} \) | \( 4e^2 + 3e^7 + e^9 \) | \( w_{32} \) | \( e^{10} + 3e^5 + 2e^{14} \) |
| \( w_2 \) | \( 4e^6 + 3e^7 + e^{14} \) | \( w_{12} \) | \( 4e^5 + 3e^1 + e^2 \) | \( w_{22} \) | \( 4e^6 + 3e^7 + e^9 \) | \( w_{33} \) | \( e^{10} + 3e^5 + 2e^2 \) |
| \( w_3 \) | \( 4e^6 + 3e^1 + e^{14} \) | \( w_{13} \) | \( 4e^{12} + 3e^7 + e^8 \) | \( w_{23} \) | \( 4e^3 + 3e^1 + e^9 \) | \( w_{34} \) | \( e^{10} + 3e^5 + 2e^8 \) |
| \( w_4 \) | \( 4e^6 + 3e^1 + e^2 \) | \( w_{14} \) | \( 4e^3 + 3e^7 + e^8 \) | \( w_{24} \) | \( 4e^6 + 3e^1 + e^9 \) | \( w_{35} \) | \( 2e^{15} + e^{11} + 3e^3 \) |
| \( w_5 \) | \( 4e^{12} + 3e^1 + e^{14} \) | \( w_{15} \) | \( 4e^3 + 3e^1 + e^8 \) | \( w_{25} \) | \( 4e^3 + 3e^7 + e^5 \) | \( w_{36} \) | \( 2e^{15} + e^{11} + 3e^3 \) |
| \( w_6 \) | \( 4e^{12} + 3e^1 + e^2 \) | \( w_{16} \) | \( 4e^6 + 3e^1 + e^8 \) | \( w_{26} \) | \( 4e^6 + 3e^7 + e^5 \) | \( w_{37} \) | \( 2e^{15} + e^{11} + 3e^{12} \) |
| \( w_7 \) | \( 4e^3 + 3e^7 + e^2 \) | \( w_{17} \) | \( 4e^{12} + 3e^1 + e^8 \) | \( w_{27} \) | \( 4e^{12} + 3e^7 + e^5 \) | \( w_{38} \) | \( 2e^{15} + e^4 + 3e^3 \) |
| \( w_8 \) | \( 4e^6 + 3e^7 + e^2 \) | \( w_{18} \) | \( 4e^6 + 3e^7 + e^8 \) | \( w_{28} \) | \( 4e^3 + 3e^1 + e^5 \) | \( w_{39} \) | \( 2e^{15} + e^4 + 3e^{12} \) |
| \( w_9 \) | \( 4e^{12} + 3e^7 + e^{14} \) | \( w_{19} \) | \( 4e^{12} + 3e^7 + e^9 \) | \( w_{29} \) | \( 4e^6 + 3e^1 + e^5 \) | \( w_{40} \) | \( 2e^{15} + e^{13} + 3e^3 \) |
| \( w_{10} \) | \( 4e^{12} + 3e^7 + e^2 \) | \( w_{20} \) | \( 4e^{12} + 3e^1 + e^9 \) | \( w_{30} \) | \( 4e^{12} + 3e^1 + e^5 \) | \( w_{41} \) | \( 2e^{15} + e^{13} + 3e^{12} \) |