Chaos and correlated avalanches in excitatory neural networks with synaptic plasticity
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A collective chaotic phase with power law scaling of activity events is observed in a disordered mean field network of purely excitatory leaky integrate-and-fire neurons with short-term synaptic plasticity. The dynamical phase diagram exhibits two transitions from quasi-synchronous and asynchronous regimes to nontrivial, collective, bursty regimes with avalanches. In the homogeneous case without disorder, the system synchronizes and the bursty behavior is reflected into a period doubling transition to chaos for a two dimensional discrete map. Numerical simulations show that the bursty chaotic phase with avalanches exhibits a spontaneous emergence of persistent time correlations and enhanced Kolmogorov complexity. Our analysis reveals a mechanism for the generation of irregular avalanches that emerges from the combination of disorder and deterministic underlying chaotic dynamics.

Networks of spiking neurons feature a wide range of dynamical collective behaviors, that are believed to be crucial for brain functioning [1]. Next to uncorrelated and asynchronous dynamics, quasi-synchronous phases and regimes of irregular activity have been observed, showing a still unexplained degree of correlation that could encode part of the neural function [2–7]. Understanding the mechanisms that generate such experimentally observed collective behaviors and the transition between them is a major goal in theoretical neuroscience [1, 8–15]. A particularly interesting dynamical signature of collective irregular regimes are avalanches or bursts of spiking neurons with heavy-tailed distributions of activity [6, 16, 17]. Interestingly, in cortical networks, irregular activity at the collective level [18, 19] and avalanches characterized by power law distributions have been widely observed both in vitro and in vivo [20–23]. These regimes are thought to be closely related to information processing in the cortex [24–26] and to adaptive [27] and healthy [28] behavior.

Several mechanisms leading to irregular dynamics and bursts in networks of spiking neurons have been proposed. Irregular dynamical phases have been related to a balance between excitatory and inhibitory inputs [29, 30] or to a disorder in the network or in the couplings [11, 31] as crucial ingredients. Power law distributed avalanches have been attributed to synaptic plasticity with a stochastic noise in the charging [32–36] or to dynamical mechanisms inspired by self organized criticality (SOC) [27, 37, 38]. The balance between excitation and inhibition plays an important role in the latter dynamical regime as well [39], and a relation between uncorrelated dynamics in a network of stochastic units and power law scaling has been proposed [40, 41].

In this Letter we show that correlated irregular dynamics can be observed in homogeneous deterministic networks of \(N\) identical purely excitatory spiking neurons endowed with synaptic plasticity, coupled by an all to all, mean field (MF), interaction. In this case, all neurons are synchronized but, for small enough synaptic decay time, the system displays a period doubling transition from a periodic phase to synchronous chaos [42, 43]. Such a transition is determined by the competition among the system time scales in the strong and weak coupling limits. For vanishing synaptic decay time, the dynamics can be reduced to a one dimensional map.

In the presence of disorder in the couplings, we show that the dynamics exhibits three phases, depending on the interaction strength and synaptic decay time. In particular, next to the quasi-synchronous and the asynchronous regimes [44], a phase characterized by power law distributed avalanches emerges in correspondence to the chaotic phase of the homogeneous MF model. Chaos is preserved in this dynamical phase, as confirmed by the computation of the Lyapunov exponents, and it is characterized by the onset of strong temporal correlations and high complexity. Our analysis uncovers a connection between dynamical stability and emergent avalanche activity in the presence of short-term synaptic plasticity, that may go beyond our particular case of study.

We consider a disordered random network of leaky integrate-and-fire (LIF) neurons [45] connected via the Tsodyks-Uziel-Markram (TUM) model for short term synaptic plasticity [46]. Within a Degree based Mean Field approximation (DMF), for each neuron \(i = 1 \ldots N\)
the dynamic is defined by three differential equations:

\[
\begin{align*}
\dot{v}_i(t) &= a - v_i(t) + g_k i Y(t) \\
\dot{y}_i(t) &= -\frac{y_i(t)}{\tau_{in}} + u(1 - y_i(t) - z_i(t)) S_i(t) \\
\dot{z}_i(t) &= \frac{y_i(t)}{\tau_{in}} - \frac{z_i(t)}{\tau_F},
\end{align*}
\]  

(1-3)

where \(v_i(t)\) is the membrane potential of neuron \(i\) while \(y_i(t)\), \(z_i(t)\) and \(x_i(t) = 1 - y_i(t) - z_i(t)\), represent the active, inactive and available fraction of resources of the corresponding synapses. The potential \(v_i(t)\) is reset to 0 at times \(t_i(m)\) when it reaches the threshold \(v_i(t_i(m)) = 1\). At \(t_i(m)\), a spike activates a fraction \(u\) of the available resources, and the activation is modeled as a spike train \(S_i(t) = \sum_n \delta(t - t_i(m))\). Neurons are characterized by the coupling constant \(g_k\), randomly extracted from the distribution \(P(k_i)\). \(N\) \(k_i\) can be interpreted as the effective number of neural synapses interacting with neuron \(i\), i.e. its in-degree [44]. In this framework, \(k_i\) is the only relevant topological feature of the neural network and it justifies the DMF name. In a mean field description, the incoming synaptic current can be written as the average of the active resources \(Y(t) = N^{-1} \sum_{i=1}^N y_i(t)\).

By introducing an event driven map [47], the DMF approach allows for very effective numerical simulations and it has been shown to reproduce the relevant collective dynamics for networks with large finite connectivity and metrical features [48] (see Supplemental Material (SM) [49]).

Eqs. (1-3) are characterized by three time scales: the period of the oscillating non-interacting neuron \(T = \log(a/(a - 1))\), the recovery time \(\tau_R\) and the synaptic decay time \(\tau_{in}\). The regime \(\tau_{in} \lesssim T\) has been studied in detail in [44, 48, 55, 56], and it features a transition from a quasi-synchronous to an asynchronous phase as a function of \(g\) and of the shape of \(P(k_i)\). Here we will focus instead on the regime \(\tau_{in} \ll T \ll \tau_R\), setting \(a = 1.3\), \(\tau_R = 10\) and varying \(\tau_{in}\) between \(10^{-1}\) and \(10^{-5}\). These parameters are consistent with those selected in [46], where they have been chosen on the basis of biological motivations.

**Mean Field.** The presence of a further non trivial phase can be put into evidence by considering the simple in-degree distribution \(P(k_i) = \delta(k_i - k_0)\). In this fully MF case, where all the coupling constants are equal, all neurons become completely synchronized after an initial transient state, as shown in the SM. Hence, Eqs. (1-3) reduce to the equations of a single neuron with coupling \(k_0\) and \(Y(t) = y(t)\). The dynamics can be rewritten as an event driven Poincaré map in \(y_n\) and \(z_n\), representing the inactive and active resources before the \(n\)-th synchronous spiking event (see SM):

\[
\begin{align*}
y_{n+1} &= e^{-\frac{\Delta n}{\tau_{in}}} (y_n + u) \frac{1 - y_n - z_n}{1 - \tau_{in}/\tau_R} \\
z_{n+1} &= e^{-\frac{\Delta n}{\tau_{in}}} (y_n + u) \frac{1 - y_n - z_n}{1 - \tau_{in}/\tau_R} + e^{-\frac{\Delta n}{\tau_{in}}} (z_n + u) \frac{1 - y_n - z_n}{1 - \tau_{in}/\tau_R},
\end{align*}
\]  

(4)

where the time interval \(\Delta n\) between the \(n\)-th and the \((n + 1)\)-th spiking event is obtained from:

\[
1 = a - e^{-\frac{\Delta n}{\tau_{in}}} g \tau_{in} k_0 (y_n + u) \frac{1 - y_n - z_n}{1 - \tau_{in}} - e^{-\Delta n} \left( a - g \tau_{in} k_0 (y_n + u) \frac{1 - y_n - z_n}{1 - \tau_{in}} \right).
\]

When \(\tau_{in} \ll T \ll \tau_R\), an insight on the dynamics can be achieved by considering the opposite regimes of weak and strong interaction, i.e. when \(g k_0 Y(t)\) or \(a - v_{k_0}(t)\) are negligible in Eq. (1), respectively. In both extreme regimes, the map in Eqs. (4-6) can be solved, and it features a fixed point corresponding to a periodic solution in the continuous dynamics (see SM for details). In particular, in the weak coupling regime, the periodicity is trivially \(T\), and the interaction term remains negligible if \(g k_0 \tau_{in} \ll \tau_R/T\). On the other hand, if the \(a - v_{k_0}(t)\) term can be ignored, the system displays a much faster periodicity: \(T_f = \tau_R / (g k_0 \tau_{in})\) and the approximations holds only if \(g k_0 \tau_{in} \gg \tau_R / \tau_{in}\).

If \(\tau_R / T \ll g k_0 \tau_{in} \ll \tau_R / \tau_{in}\), neither the weak nor the strong coupling conditions are satisfied, and the competition between the terms with a slow and a fast dynamics plays a non trivial role, destroying the presence of a periodic evolution. Such a behavior can be analyzed by means of the bifurcation diagram [57] of \(\Delta n\) as a function of \(g\) at fixed \(\tau_{in}\). Fig. 1 shows the presence of a stable fixed point for small and large values of \(g\), describing a slow and a fast periodic regime, respectively. For an intermediate value, a period doubling appears first; then, at \(g > g'(\tau_{in})\), the distribution of \(\Delta n\) becomes continuous. The \(\Delta n\) becomes again delta-distributed for \(g > g''(\tau_{in})\). In the SM we show that for \(g'(\tau_{in}) < g < g''(\tau_{in})\) the maximum Lyapunov exponent [58] becomes positive, a signature of the presence of chaos. In the fully MF system with \(N\) neurons, this is an example of synchronous chaos [42, 43]. The phase diagram in Fig. 2 shows that the \(\tau_{in}\)-dependence of the boundaries of the chaotic phase (squares) is consistent with the continuous lines, obtained by the weak and strong coupling limit arguments. The critical values for \(g\) and \(\tau_{in}\) depend on \(a\), i.e. the intrinsic period of the neuron; the chaotic dynamics is observed at higher \(\tau_{in}\) by considering smaller \(a\) (see SM). Taking the limit \(\tau_{in} \rightarrow 0\) with \(g_{eff} = g k_0 \tau_{in}\) constant in Eqs. (4-6), one obtains a single variable map as a function of \(g_{eff}, a\) and \(\tau_R\) only, that can be studied analytically (see SM). This
simpler map confirms the presence of a genuine chaotic dynamical phase.

Degree based Mean Field. Let us now focus on the multi-site DMF model with heterogeneous couplings extracted from the distribution $P(k_i)$. We consider a Gaussian $P(k_i)$ with average $\mu = 0.7$ and standard deviation $\sigma = 0.077$, although our results are robust for different distributions (see SM for a discussion). A relevant quantity describing the level of synchronization of the neurons is the Kuramoto parameter $[59]$: $R(t) = \frac{1}{N} \sum_{i=1}^{N} e^{i\phi_i(t)}$

where $\phi_i(t)$ is the phase of neuron $i$ at time $t$:

$$\phi_i(t) = 2\pi \frac{t - t_s(m)}{t_s(m + 1) - t_s(m)},$$

where $t_s(m)$ is the $m$-th spike of neuron $i$ and $t \in [t_s(m), t_s(m + 1)]$. In Fig. 3 the time average $\langle R \rangle$ of the Kuramoto parameter and its fluctuations $\sigma_R$ are displayed as a function of $g$. At small couplings, $\langle R \rangle \approx 1$ and the fluctuations are small, as the systems is in a quasi-synchronous phase. At large $g$, $\langle R \rangle$ becomes very small ($\langle R \rangle \rightarrow 0$ with increasing $N$), consistently with a periodic asynchronous phase. In the irregular, bursty, regime, $\langle R \rangle$ exhibits moderate values and, more significantly, its fluctuations grow abruptly by an order of magnitude; this is a signal of a complex dynamical phase, illustrated in the raster plot in the inset of Fig. 4 (each dot corresponds to a spike of neuron $i$ at time $t$). The fluctuations of $\langle R \rangle$ originate from the alternations of synchronous events with asynchronous phases characterized by smaller bursts where only a subset of the neurons fires simultaneously. The main plot of Fig. 4 shows that the size $s$ of such bursts, or avalanches, is broadly distributed (see SM for a detailed definition of burst size). Interestingly, the distribution is compatible with a power law $h(s) \sim s^{-\gamma}$ followed by a bump. The power $\gamma$, close to 2 (see SM), does not depend significantly on $N$, nor on $g$ for a wide $g$-range in the bursty phase. Finally, the peaks at large $s$ in the distributions correspond to synchronous events where all neurons fire quasi-simultaneously, and their position scales with the system size.

The natural issue is the relation between the chaotic phase in the single site MF model and the bursty-
avalanche regime of the multi-site DMF approach. In the SM we show that also the bursty phase is characterized by a chaotic dynamics with positive Lyapunov exponents. In Fig. 2 we have superimposed the dynamical phase diagrams of the MF and DMF models. In the DMF, the transitions points (circles) are set at the $g$ intervals at which the abrupt increments of the fluctuations of the Kuramoto parameter take place (c.f. Fig. 3). In the MF case, the squares indicate the values of $g$ at which the transitions to chaos occur. While the phase diagrams slightly differ, the phase diagram of the DMF model converges continuously to that of the MF model in the limit of vanishing width of the distribution $P(k_i)$, as illustrated in the SM. This scenario suggests that the bursty regime arises from the introduction of disorder on a system with synchronous chaos, so that neurons with different coupling $k_i$ do not fire simultaneously and the synchronous solution loses stability.

In the DMF model, the transition to the bursty collective behavior also corresponds to the presence of large temporal correlations. We define the time dependent complex correlation, $c(\delta, t) = (1/N) \sum_{i=1}^{N} e^{i \phi_i(t)} e^{-i \phi_i(t+\delta)}$, where $\phi_i(t)$ is the Kuramoto phase (7), along with the connected correlation function, $C(\delta) = \langle |c(\delta, t)\rangle_t \rangle - \langle |c(T, t)\rangle_t \rangle$, as the temporal average $\langle \cdot \rangle_t$ of $c$ over a sufficiently large interval of times $t$, minus its stationary value at a sufficiently large time difference, $\delta = T$ (for details at this regard see the SM section). $C(\delta)$ measures in this way the average amount of correlation between spike configurations separated by a time delay $\delta$. The quantity $C(\delta)$ (see Fig. 5, main panel) reveals the existence of large correlations for times $\delta$ much larger than the average interspike time, $I(g)$, only in the bursty regime (for $3 \times 10^4 \lesssim g \lesssim 10^5$ at $\tau_{in} = 10^{-3}$), while in the synchronously and asynchrony regimes, $C(\delta)$ decays faster to its asymptotic value.

Another interesting quantity in temporal series of neural firing patterns is the amount of information they can sustain. In information theory, the Kolmogorov Complexity (KC) of a data sequence determines the length of the minimum computer program generating it, hence being a measure of the sequence predictability [60]. KC has been related to the computational power of artificial neural networks [61], and used in the quantitative characterization of epileptic EEG recordings [62]. We consider the KC of the raster plot, interpreting it as an estimation of the amount of information that can be codified in the dynamical signal (see the details of the KC estimation in the SM section). The numerical results for the DMF model reveal that the KC as a function of $g$ (see the inset of Fig. 5) presents a maximum in the bursty regime (around $g \approx 6 \times 10^4$ for $\tau_{in} = 10^{-3}$).

In summary, we have reported the existence of a dynamical phase occurring in a network of purely excitatory LIF neurons connected with synaptic plasticity. This phase, identified by average statistical properties of the Kuramoto parameter, is strongly chaotic and it differs from previously known irregular phases for similar models, e.g. phases with chaotic transient dynamics [31, 63]. The chaotic phase must also be distinguished from previous irregular regimes observed in spiking neural models, namely weak chaos in purely excitatory disordered networks [64] or stable chaos in inhibitory ones [65–67]. The emergent dynamical regime occurs in a large region of the phase diagram, and it is separated by two dynamical transitions from the quasi-synchronous and asynchronous regimes. Chaos is preserved in the presence of disordered couplings. In that case, interestingly, the chaotic phase also features characteristic power law distributed avalanches. By properly defining temporal correlations and tools from information theory, we show that the ad-
ditional bursty phase is strongly correlated and it carries a relevant amount of information compared to the quasi-synchronous and the asynchronous phases.
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I. THE LEAKY INTEGRATE-AND-FIRE (LIF) MODEL WITH TUM SYNAPTIC PLASTICITY

Let us consider a system of \( N \) neurons and call \( k_i \) the coupling of neuron \( i \), where \( k_i \) is extracted from the distribution \( P(k_i) \). The \( Nk_i \) can also be considered as the in-degree of neuron \( i \), so that \( P(k_i) \) is a degree distribution. The equations of motion of the Degree based Mean Field (DMF)
TUM model are:

\[
\dot{v}_i(t) = a - v_i(t) + gk_i \frac{1}{N} \sum_{j=1}^{N} y_j(t)
\]

\[
\dot{y}_i(t) = -\frac{y_i(t)}{\tau_{in}} + u(1 - y_i(t) - z_i(t))S_i(t)
\]

\[
\dot{z}_i(t) = \frac{y_i(t)}{\tau_{in}} - \frac{z_i(t)}{\tau_R}
\]

where \(v_i(t)\) is reset to 0 at the firing events \(t_i(m)\) that correspond to \(v_i(t_i(m)) = 1\), and \(S_i(t) = \sum_m \delta(t - t_i(m))\) is the spike train of neuron \(i\).

Eqs. (1) can be solved by an event driven map\(^2\). We denote with \(v_{i,n}, y_{i,n}\) and \(z_{i,n}\) the value of \(v_i(t_n), y_i(t_n)\) and \(z_i(t_n)\) immediately before the \(n\)-th firing event and with \(\Delta_n = t_{n+1} - t_n\) the time interval between the firing events \(t_i(m)\) denotes firing times of neuron \(i\) while \(t_n\) represents the sequence of firing times of the network, independently of the firing neuron). The evolution of the discrete variables then reads:

\[
v_{i,n+1} = v_{i,n} e^{-\Delta_n} + a(1 - e^{-\Delta_n}) + \frac{gk_i \tau_{in}}{\tau_{in} - 1} \left( e^{-\Delta_n/\tau_{in}} - e^{-\Delta_n} \right) \frac{1}{N} \sum_{j=1}^{N} y_{j,n}
\]

\[
y_{i,n+1} = (y_{i,n} + \delta_{i,s,n+1} u(1 - y_{i,n} - z_{i,n})) e^{-\Delta_n/\tau_{in}}
\]

\[
z_{i,n+1} = z_{i,n} e^{-\Delta_n/\tau_R} + \frac{\tau_R}{\tau_R - \tau_{in}} (y_{i,n} + \delta_{i,s,n+1} u(1 - y_{i,n} - z_{i,n})) \left( e^{-\Delta_n/\tau_R} - e^{-\Delta_n/\tau_{in}} \right)
\]

where \(\delta_{i,j}\) is the Kronecker delta and \(s_n\) is the neuron that fires at time \(t_n\). To implement the reset rule on the potential, for neuron \(s_{n+1}\) that fires at \(t_{n+1}\) the first Eq. (2) is replaced by:

\[
1 = v_{s_{n+1},n} e^{-\Delta_n} + a(1 - e^{-\Delta_n}) + gk_i \tau_{in} \left( e^{-\Delta_n/\tau_{in}} - e^{-\Delta_n} \right) \frac{1}{\tau_{in} - 1} \sum_{j=1}^{N} (y_{j,n} + \delta_{j,s,n} u(1 - y_{j,n} - z_{j,n}))
\]

and \(v_{s_{n+1},n+1} = 0\). Notice that Eq. (3) allows to calculate \(\Delta_n\) and that the firing neuron is identified by finding the value of \(s_{n+1}\) that provides the minimum value of \(\Delta_n\) in Eq. (3).
FIG. 1. Raster plot of a fully MF system with $k_i = k_0 = 0.7$, $g = 10^6$, $\tau_{in} = 10^{-3}$ each dot represents the firing event of neuron $n$. Left: short time evolution. Right: in the long time evolution the system reaches a synchronous but chaotic state.

Let us consider the Mean Field (MF) case where $k_i = k_0$ for all sites. In Fig. 1 we report a raster plot showing that the system converges, after a short transient, to a synchronous state where all neurons fire simultaneously. This had already been observed in a parameter setup showing periodic synchronous dynamics$^3$. Nevertheless, in the present case the synchronous solution shows an irregular chaotic dynamics, indicating our system as an example of synchronous chaos$^4,5$. Since each neuron displays the same dynamical evolution, the MF equations reduce to the dynamics of a single neuron representing the entire system. We can consequently drop the index $i$ and obtain:

$$\dot{v}(t) = a - v(t) + g k_0 y(t)$$
$$\dot{y}(t) = \frac{y(t)}{\tau_{in}} + u(1 - y(t) - z(t))S(t)$$
$$\dot{z}(t) = \frac{y(t)}{\tau_{in}} - \frac{z_i(t)}{\tau_{R}}. \tag{4}$$

The corresponding event driven map reads

$$1 = a(1 - e^{-\Delta_n}) + \frac{g k_0 \tau_{in}}{\tau_{in} - 1} \left( e^{-\Delta_n/\tau_{in}} - e^{-\Delta_n} \right) \left( y_n + u(1 - y_n - z_n) \right)$$
$$y_{n+1} = \left( y_n + u(1 - y_n - z_n) \right) e^{-\Delta_n/\tau_{in}}$$
$$z_{n+1} = z_n e^{-\Delta_n/\tau_{R}} + \frac{\tau_{R}}{\tau_{R} - \tau_{in}} \left( y_n + u(1 - y_n - z_n) \right) \left( e^{-\Delta_n/\tau_{R}} - e^{-\Delta_n/\tau_{in}} \right), \tag{5}$$

where we take into account that the single neuron fires at each event, and therefore we use Eq. (3) with $v_n = 0$. In practice, the first of Eq.s (5) is used to obtain the firing time intervals $\Delta_n$ while the other two equations represent a discrete two dimensional map for the variables $y_n$ and $z_n$. 
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\[ \text{where we take into account that the single neuron fires at each event, and therefore we use Eq. (3) with } v_n = 0. \text{ In practice, the first of Eq.s (5) is used to obtain the firing time intervals } \Delta_n \text{ while the other two equations represent a discrete two dimensional map for the variables } y_n \text{ and } z_n. \]
II. MEAN FIELD

A. Competition of time scales in the Mean Field model

The single neuron MF Eq.s (4,5) become particularly simple in the weak coupling and strong

A. Competition of time scales in the Mean Field model

The single neuron MF Eq.s (4,5) become particularly simple in the weak coupling and strong
coupling regimes. In the former, we can neglect $gk_0y(t)$ in Eq.s (4) while in the latter we neglect
$a-v(t)$. In both limits, the map (5) has a fixed point, characterized by a slow and a fast periodicity
respectively.

Let us first discuss some general property of the fixed point. We consider the regime
$T = \ln(a/(a-1)) \sim O(1)$ and $\tau_{in} \ll T \ll \tau_R$, so that the event driven dynamics (5) of the MF model
becomes:

\begin{align}
1 &= a - g\tau in k_0 y_{n+1} - e^{-\Delta n} (a - g\tau in k_0 (y_n + u(1 - y_n - z_n))) \\
y_{n+1} &= e^{-\Delta /\tau_R} (y_n + u(1 - y_n - z_n)) \\
z_{n+1} &= -y_{n+1} + e^{-\Delta /\tau_R} (y_n + z_n + u(1 - y_n - z_n)).
\end{align}

We denote with $(x^*, y^*)$ the fixed point of the map (6-8) and with $\Delta^*$ the relevant interspike
interval, i.e. Eq.s (6-8) are satisfied by $y_{n+1} = y_n = y^*$, $x_{n+1} = x_n = x^*$ and $\Delta _{n+1} = \Delta_n = \Delta^*$.

Eq.s (7-8) hold both in the strong and in the weak coupling regimes and they describe a general
property of the fixed point. In particular, considering the variable $w^* = y^* + z^*$, Eq. (8) reads:

\begin{align}
w^* &= e^{-\Delta /\tau_R} (w^* + u(1 - w^*))
\end{align}

and:

\begin{align}
w^* &= u \frac{e^{-\Delta /\tau_R}}{1 - (1-u)e^{-\Delta /\tau_R}} \approx 1 - \frac{\Delta^*}{u\tau_R},
\end{align}

where in the last step we used our assumption $\Delta^* \ll \tau_R$. Inserting Eq. (10) in Eq. (7), the
equation for the fixed point of $y^*$ reads:

\begin{align}
y^* &= e^{-\Delta /\tau_R} \frac{\Delta^*}{\tau_R} \frac{1}{1 - e^{-\Delta /\tau_R}}.
\end{align}

Let us come back to the differential Eq.s (4) and consider the periodic solution corresponding to
the fixed point of the map. Since $y^*$ represent the value of $y(t)$ immediately before a firing event,
if we set the time axes so that the firing events occur at $t = 0, \Delta^*, 2\Delta^*, \ldots$, for $0 < t < \Delta^*$ we have
that:

\begin{align}
y(t) &= \frac{\Delta^*}{\tau_R} \frac{e^{-\frac{t}{\tau_{in}}}}{1 - e^{-\Delta /\tau_{in}}}.
\end{align}
We remark that, at the fixed point, the above dynamical evolution holds for any value of the coupling constant. However, the value of $\Delta^*$ is determined by Eq. (6) which explicitly depends on $g$. In particular, in the strong coupling regime Eq. (6) reduces to:

$$1 = -g\tau in k_0 y_{n+1} + g\tau in k_0 (y_n + u(1 - y_n - z_n)).$$

(13)

Imposing $y^* = y_{n+1} = y_n$ and $z^* = z_{n+1} = z_n$ we get $1 = g\tau in k_0 u(1 - y^* - z^*)$, which gives

$$w^* = 1 - \frac{1}{uk_0 g\tau in}.$$  (14)

Comparing Eq. (10) with Eq. (14) we get:

$$\Delta^* = \Delta^*_S \simeq \frac{\tau R}{g\tau in k_0}.$$  (15)

On the other hand, in the weak coupling regime, we obviously obtain $\Delta^* = \Delta^*_W = \ln\left(\frac{a}{a-1}\right) \simeq O(1)$.

We now plug (12) into the first of Eq.s (4), describing the evolution of the membrane potentials, and we verify under which conditions the periodicity of the weak and strong coupling regime remains unperturbed. In particular, for $0 < t < \Delta^*$, we have that $v(t)$ satisfies the equation:

$$\dot{v}(t) = a - v(t) + \frac{g k_0 \Delta^*}{\tau R} \frac{e^{-\frac{t}{\tau n}}}{1 - e^{-\frac{\Delta^*}{\tau n}}}.$$  (16)

Solving the differential equation and imposing $\tau in \ll 1$, we get:

$$v(t) = a(1 - e^{-t}) + \frac{g\tau in k_0 \Delta^*}{\tau R} \frac{1}{1 - e^{-\Delta^*/\tau n}} \left(e^{-t} - e^{-\frac{t}{\tau n}}\right).$$  (17)

Now we need to verify under which conditions on $g$, in the weak and strong coupling regimes, the solution of $v(t^*) = 1$ remains close to $t^* = \Delta^*_W$ and to $t^* = \Delta^*_S$, respectively.

**B. Weak coupling**

For small $g$, we have that the periodicity $\Delta^*_W$ and the evolution time are much larger than $\tau in$, therefore Eq. (17) can be written as:

$$v(t) \simeq a(1 - e^{-t}) + \frac{g\tau in k_0 \Delta^*_W}{\tau R} e^{-t}.$$  (18)

Solving $v(t^*) = 1$ we get

$$t^* \simeq \ln\left(\frac{a - g\tau in k_0 \Delta^*_W/\tau R}{a - 1}\right)$$  (19)

and then $t^* \simeq \Delta^*_W = \ln(a/(a - 1))$ only if $\frac{g\tau in k_0 \Delta^*}{\tau R} \ll 1$, i.e. the periodicity of the weak coupling regime is preserved if $g \ll g_c^{weak}$ with:

$$g_c^{weak} = \frac{\tau R}{\tau in k_0 \ln\left(\frac{a}{a-1}\right)}.$$  (20)
C. Strong coupling

In this case we have that the period $\Delta_S^*$ and the evolution time $t$ are much smaller than $T \simeq O(1)$. Therefore, we can approximate Eq. (17), so that:

$$v(t) \simeq at + \frac{1 - e^{-\frac{t}{\tau_m}}}{1 - e^{-\frac{\Delta S^*}{\tau_m}}}.$$  \hspace{1cm} (21)

Let us discuss Eq. (21) considering the two opposite regimes $\Delta_S^* \ll \tau_m$ and $\Delta_S^* \gg \tau_m$. For $\Delta_S^* \ll \tau_m$ also $t \ll \tau_m$ and we can expand Eq. (21) obtaining:

$$v(t) \simeq at + \frac{t}{\Delta_S^*}.$$  \hspace{1cm} (22)

and since $\Delta_S^* \ll \tau_m \ll a^{-1}$, the solution of $v(t^*) = 1$ is $t^* \simeq \Delta_S^*$. In the opposite limit, i.e. $\Delta_S^* \gg \tau_m$, we have $e^{-\Delta_S^*/\tau_m} \simeq 0$ and Eq. (21) can be approximated as:

$$v(t) \simeq at + 1 - e^{-\frac{t}{\tau_m}}.$$  \hspace{1cm} (23)

Now $v(t^*) = 1$ implies that $at^* \simeq e^{-\frac{t^*}{\tau_m}}$ so that the firing time is of the same order of magnitude of $\tau_m$; this means that $t^* \simeq \tau_m \ll \Delta_S^*$. Therefore, in the full dynamics we obtain a self consistent solution $t^* \simeq \Delta_S^*$ which can be considered a perturbation of the strong coupling periodic evolution only for the case $\Delta_S^* \ll \tau_m$, i.e. only if $g \gg g_c^{\text{strong}}$ with

$$g_c^{\text{strong}} = \frac{\tau_R}{k_0 \tau_m^2}. \hspace{1cm} (24)$$

D. Chaos in the Mean Field model

According to the above discussion, in the MF TUM model we have, for small enough $\tau_m$, $g_c^{\text{weak}} \ll g_c^{\text{strong}}$. We therefore expect three different regimes: for small and large values of $g$ a slow and a fast periodic dynamic should be respectively present, while in an intermediate wide range of the synaptic couplings $g_c^{\text{weak}} \ll g \ll g_c^{\text{strong}}$ the competition of the two mechanisms could give rise to a complex dynamics. We show in Fig. 2, for the MF model, the bifurcation diagrams of the temporal difference $\Delta_n \equiv t_{n+1} - t_n$ between two consecutive spikes of the network as a function of $g$ for different values of $\tau_m$, and the analogous values of the coefficient of variation, defined by the standard deviation of the interspike interval $\Delta_n$ over its mean: $\frac{\sigma_{\Delta_n}}{\langle \Delta_n \rangle}$. 
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FIG. 2. Left: Feigenbaum bifurcation diagram for the MF TUM model with $\tau_{in} \neq 0$. The attractor for the interspike interval $\Delta_n$ is showed as a function of the bifurcation parameter, i.e. the coupling constant $g$. The bifurcation diagram is shown for decreasing values of the synaptic time scale $\tau_{in}$ from the top panel to the lower ($\tau_{in} = 10^{-1}, -2, -3$ respectively) in order to show the appearance and growth of the chaotic regime in the parameter space (notice that the x-axis range is different for each panel). Right: coefficient of variation of the interspike interval, $\frac{\sigma_{\Delta_n}}{\langle \Delta_n \rangle}$, for several values of $\tau_{in}$. This quantity is of order 1 in the chaotic regime only.

The calculation of the Lyapunov exponents (via the Gram-Schmidt scheme\textsuperscript{6,7}) confirms the presence of the chaotic regime in the range of the parameter $g$ between the two bifurcations, as shown in Fig. 3. Analogous figures can be obtained for other values of $\tau_{in}$. When we consider a system of $N$ neurons coupled with the same constant $k = k_0$ this chaotic phase correspond to a regime of synchronous chaos\textsuperscript{4,5}, see Fig. 1 for a typical raster plot.
FIG. 3. First Lyapunov exponent $\lambda_1$ (in red) as a function of $g$ for the MF TUM model with $\tau_m = 10^{-3}$. In black, for comparison: bifurcation diagram as a function of $g$ for the same model (right x-axis). The sign of the first Lyapunov exponent $\lambda_1$ confirms a chaotic regime ($\lambda_1 > 0$) between the synchronous-bursty and bursty-asynchronous transitions outside this region ($\lambda_1 < 0$).

E. The limit $\tau_m \to 0$

We now consider the MF dynamical Eq.s (5) in the limit $\tau_m \to 0$ and $g \to \infty$ with $g\tau_m$ constant, so that the new effective coupling constant is defined by $g_{\text{eff}} = k_0 g\tau_m$ (without loss of generality we consider $k_0 = 1$ in the rest of this section). Let us reintroduce $x = 1 - y - z$ and $x_n = 1 - y_n - z_n$ where $x_n$ are the available resources before the $n$-th firing event. If $g_{\text{eff}}(y_n + u x_n) < 1$ the evolution time $\Delta_n$ after the $n$-th firing event is larger than zero and, in particular, from the first of Eq.s (5) we obtain:

$$\Delta_n = \ln \left( \frac{a - 1}{a - g_{\text{eff}}(y_n + u x_n)} \right) > 0. \tag{25}$$

Then, taking the limit $\tau_m \to 0$ in Eq.s (5) we get $y_{n+1} = 0$ and

$$x_{n+1} = 1 + (x_n(1 - u) - 1)e^{-\Delta_n/\tau_R} \tag{26}$$

which is a discrete map counterpart of the differential equation:

$$\dot{x}(t) = \frac{1 - x(t)}{\tau_R} - u x(t) \sum_m \delta(t - t_{n+1}(m)). \tag{27}$$

Therefore, if $g_{\text{eff}}(y_n + u x_n) < 1$, we reduce to a single variable map for $x_n$, obtained inserting the expression (25) for $\Delta_n$ into Eq. (26).
On the other hand, if \( g_{\text{eff}}(y_n + u x_n) > 1 \) the solution of the first Eq. (5) can be obtained letting also \( \Delta_n \rightarrow 0 \) with \( \frac{\Delta_n}{\tau_n} \) constant, so we get

\[
1 = -g_{\text{eff}} \left( e^{-\Delta_n/\tau_n} - 1 \right) (y_n + u(1 - y_n - z_n))
\]

or:

\[
e^{-\Delta_n/\tau_n} = \frac{g_{\text{eff}}(y_n + u x_n) - 1}{g_{\text{eff}}(y_n + u x_n)}.
\]

Plugging (29) into the second of (5) we have:

\[
y_{n+1} = y_n + u x_n - \frac{1}{g_{\text{eff}}},
\]

Taking the limits \( \tau_n \rightarrow 0 \) and \( \Delta_n \rightarrow 0 \) in the third of (5):

\[
z_{n+1} = -y_{n+1} + (z_n + y_n + u(1 - y_n - z_n))
\]

i.e.

\[
x_{n+1} = x_n(1 - u)
\]

as it is expected in an instantaneous firing event.

In conclusion, if \( g_{\text{eff}}(y_n + u x_n) < 1 \) the evolution time \( \Delta_n \) is given by (25), \( y_{n+1} = 0 \) and \( x_{n+1} \) is given by Eq. (26). If \( g_{\text{eff}}(y_n + u x_n) > 1 \) the evolution is instantaneous, \( \Delta_n = 0 \) and the maps for \( x_n \) and \( y_n \) are described by Eqs (30) and (32).

An analogous limit \( \tau_n \rightarrow 0 \) can be performed also on the DMF equations obtaining for the dynamical variables \( v_i(t) \) and \( x_i(t) \) a set of equations similar to the TUM model described in\textsuperscript{8}:

\[
\dot{v}_i(t) = a - v_i(t) + g_{\tau_m} k_i \frac{1}{N} \sum_{j=1}^{N} x_j(t) S_j(t)
\]

\[
\dot{x}_i(t) = \frac{1 - x_i(t)}{\tau_R} - u x_i(t) S_i(t)
\]

where \( g_{\tau_m} \) is the new effective coupling constant. Moreover, also in this case simultaneous firing events are possible. In particular, if neuron \( j \) fires at time \( t_m \) and \( v_i(t_m) + u N^{-1} x_j(t_m) > 1 \) also neuron \( i \) fires at \( t_m \) and \( v_i(t_m) \) is set to \( v_i(t_m) + u N^{-1} x_j(t_m) \). We remark that also in the DMF case, reintroducing the potential variable \( v_{n+1} = g_{\text{eff}}(y_n + u x_n) \) in Eqs (30, 32), we can eliminate \( y_n \) obtaining \( v_{n+1} = v_n + u g_{\text{eff}} x_n - 1 \), i.e. the natural equation for a neuron that receive an input \( u g_{\text{eff}} x_n \) and simultaneously fires decreasing by one unit.

In the DMF case, the dynamical description can be further summarized introducing two new indexes \( m \) and \( p \), labeling the firing events. The label \( m \) increases of one unit each time there is a
firing event such that $\Delta_n > 0$ and $p = 1 \ldots, p_m$ labels the different simultaneous firing events. In this way we replace the index $n$ with the couple $(m, p)$: if in the firing event $\Delta_n = 0$, $m$ remains fixed and $p$ increases by one, while if $\Delta_n > 0$, $m$ increases by one and $p$ is reset to 1 ($p_m$ is the value of $p$ for which $m$ is increased to $m + 1$ and $p$ is reset). With this new labels for the events, we denote $x(p, k) = x_n$, $y(p, k) = y_n$ and so on.

For a given value of $m$, from $p = 1$ to $p = p_m$, Eqs (30) and (32) can be easily evaluated obtaining:

$$x(m, p) = x(m, 1)(1 - u)^{p - 1}$$

and

$$y(m, p) = (1 - (1 - u)^{p - 1})x(m, 1) - \frac{p - 1}{g_{\text{eff}}}$$

where Eq. (36) can be verified recursively taking into account that $y(m, 1) = 0$. The number of simultaneous firings $p_m$ can be evaluated by verifying if $g_{\text{eff}}(y(p, k) + u x(p, k)) < 1$, in particular from Eqs (35) and (36) we obtain that $p_m$ is the smallest positive integer such that:

$$gx(m, 1)(1 - (1 - u)^{p_m}) - p_m < 0.$$  

When $p = p_m$ the time evolves of a step $\Delta_{(m, p)}$ given by (25):

$$\Delta_{(m, p_m)} = \ln \left( \frac{a - 1}{a - g_{\text{eff}}(y(m, p_m) + u x(m, p_m))} \right) = \ln \left( \frac{a - 1}{a - g_{\text{eff}}x(m, 1)(1 - (1 - u)^{p_m}) + p_m - 1} \right)$$

and the resources evolve according to Eq. (26):

$$x(m+1, 1) = 1 + (x(m, p)(1 - u) - 1)e^{-\Delta_{(m, p_m)}/\tau_R} = 1 + (x(m, 1)(1 - u)^{p_m} - 1)e^{-\Delta_{(m, p_m)}/\tau_R}.$$  

Finally we can plug Eq. (38) into (39) obtaining:

$$x(m+1, 1) = 1 + (x(m, 1)(1 - u)^{p_m} - 1) \left( \frac{a - 1}{a - g_{\text{eff}}x(m+1, 1)(1 - (1 - u)^{p_m}) + p_m - 1} \right)^{1/\tau_R}$$

where $p_m$ is the smallest positive integer satisfying Eq. (37). Eq. (40) represents a map for the variable $x(m+1, 1)$. The map (40) is shown in Fig. 4 (c.f. captions for details).
FIG. 4. Left: Map (40) for the MF TUM model with $\tau_{in} = 0$ for different values of $g_{eff}$ indicated in the legend. Right: in order to highlight the difference between the quasi-synchronous and the bursty transitions, two values of $g_{eff}$ are plotted in both regimes respectively. For $g_{eff} = 16$ a period-two orbit is observed (light blue), while for $g_{eff} = 30$ - notice that the discontinuity of the map has crossed the $y = x$ line - a chaotic behavior is present (green).

For small values of $g_{eff}$ the map exhibits a stable fixed point. Increasing $g_{eff}$, a stable period-two orbit is observed (see the second panel of Fig. 4). Finally, at larger values of the coupling, typically when the map features two intersections with the bisector $x_{(m+1, 1)} = x_{(m, 1)}$, the dynamical attractor explores a region of the phase space that cannot be confined in a limit cycle, as confirmed by the calculation of the invariant measure that presents a broad distribution (see Fig. 5). This region is strictly chaotic as the Lyapunov exponent of the map is larger then zero, as soon as the limit cycle loses stability. We remark that for $\tau_{in} \to 0$ the periodic regime at large values of $g$ does not exist. Indeed, the coupling constant $g$, for $\tau_{in} \to 0$, diverges as $g_{eff}/\tau_{in}$, while the transition point between the bursty and the asynchronous regimes diverges in the same limit as $s \sim g_{c}^{strong} \sim \tau_{in}^{-2}$. 
III. DEGREE BASED MEAN FIELD

In this section we discuss in more detail the numerical analysis of the DMF model. The DMF model consists in \( N \) nodes representing neurons with coupling \( g_{ki} \) extracted from a probability distribution \( P(k_i) \). When not specified differently, the presented numerical results correspond to simulations performed with a Gaussian probability distribution \( P(k_i) \), with mean \( \mu = 0.7 \) and variance \( \sigma = 0.077 \).

A. Event driven dynamics simulation protocol

We have simulated finite size realizations of the event driven dynamics Eq.s (2), with number of neurons \( N \). The temporal averages and second moments of the relevant observables (Kuramoto parameter and neuron-averaged interspike interval) are, in principle, a time integral. They have been approximated by a sum evaluated in equispaced times. E.g. \( \langle f \rangle = M^{-1} \sum_{m=1}^{M} f(t, m\tau + t_0) \), where \( t_0 \) is a reference initial time and \( \tau \) the time spacing. The parameter \( \tau \) has been chosen much smaller than the average interspike, and \( M \) sufficiently large, so that the results of the averages remain unchanged for larger values of \( M \) and for lower values of \( \tau \). We have discarded the initial \( transient \) regime, whose length \( t_0 \) is strongly dependent on the initial conditions and on the values.
of the parameters. To shorten the length of the transient in series of simulations at different but close values of \( g \), we take as an initial condition for the dynamic variables of a simulation at a given \( g \), the final configuration attained by the simulation at the immediately lower value \( g \). We have also checked the opposite protocol, reducing the value of \( g \) and taking as initial condition the final configuration of the precedent simulation, verifying that both protocols lead to identical results. The stationarity of the averages and standard deviations of the Kuramoto parameter and of the interspike interval has been verified comparing the results obtained averaging over temporal windows of exponentially larger and larger width. Moreover, the width \( W = \tau M \) of the temporal window is considered to be large enough if the averages of the considered observable over sub-windows of the interval (of size \( b \ll W \)) result statistically uncorrelated (i.e., if not only their average but their fluctuations over different sub-windows do no longer grow significantly with increasing \( b \)). With this method (the jackknife method), we ensure that \( W \) is much larger than the correlation time of the considered observable. When we need to distinguish the time average with respect other kind of averages e.g. the average over the different neurons we use the notation \( \langle \cdot \rangle_t = \langle \cdot \rangle \). 

### B. Global Synaptic field

Fig. 6 shows the average global synaptic field received by the neurons \( g\langle Y \rangle \). It is an increasing function of \( g \). As we expect from our arguments in Sec. II A, the transition between quasi-periodic/bursty and bursty/asynchronous regimes occur when \( g\langle Y \rangle \) is of the same order of magnitude of the leakage term \( a - v(t) \sim O(1) \). In particular, the value of \( g\langle Y \rangle \) remains of order \( a - v(t) \) (as shown in the first panel in Fig. 6) even for large values of \( g \) (e.g. \( g \sim 10^5 \) in the bursty phase), since the resources are typically inactive during the evolution and \( \langle Y \rangle \) assumes moderate values (notice that the amount of synaptic current received by the neurons in a given time interval scales as \( g\tau_m \)). The second panel in Fig. 6 shows that the temporal fluctuations of \( gY(t) \) are larger in the bursty regime.
C. Fluctuations of the interspike interval, Kuramoto parameter and global field

Let us call $\Delta_i(t)$ the interspike interval corresponding to the last two events of the $i$-th neuron, before the time $t$. The temporal average over the time index $t$, performed as described in Subsec. III A, will be denoted by $\langle \cdot \rangle_t$, while the average over the $i$ index will be denoted by $[\cdot]_i \equiv (1/N) \sum_{i=1}^{N} (\cdot)$. In the MF case, the amount of temporal fluctuations of the unique interspike $\Delta_n$ around its average is called coefficient of variation, and it is used as an order parameter discriminating among different regimes (see Fig. 2). In the more complicated case of the disordered topology, two kinds of fluctuations of the interspike interval can be defined: those with respect to $t$, averaged over $i$, and those with respect to $i$, averaged over $t$:

$$\sigma^2_\Delta = \langle \lbrack \Delta_i^2(t) \rbrack_i - [\Delta_i(t)]^2_i \rangle_t \tag{41}$$
$$\sigma'^2_\Delta = \lbrack \langle \Delta_i^2(t) \rangle_i - [\langle \Delta_i(t) \rangle_i]^2 \rbrack_i \tag{42}$$

While the average interspike interval is $I = \langle \lbrack \Delta_i(t) \rbrack_i \rangle_t = [\langle \Delta_i(t) \rangle_i]_t$. We observe (see Fig. 7)
that for both definitions the fluctuations present an apparent discontinuity at \( g \) values compatible with the transition values (vertical stripes), at least for sufficiently large values of \( N \), for which \( \sigma_\Delta \) and \( \sigma'_\Delta \) do no longer depend on \( N \) within their error-bars. While in the asynchronous and quasi-synchronous regimes \( \sigma_\Delta/I < \sigma'_\Delta/I \), the situation is opposite in the bursty regime, where \( \sigma_\Delta/I > \sigma'_\Delta/I \).

FIG. 7. Two types of fluctuations of the interspike interval \( \sigma_\Delta \) and \( \sigma'_\Delta \) as a function of \( g \), for the DMF model with \( N = 500, \tau_{in} = 10^{-3} \). The apparent discontinuity of \( \sigma_\Delta \) and \( \sigma'_\Delta \) does not coincide with the bursty-asynchronous transition: this turns out to be, however, a finite size effect absent for larger values of \( N \).

Further insight about the nature of the bursty regime is provided by the Kuramoto parameter \( R \) and the global field \( Y \) as a function of time. Fig. 8 reveals that these quantities exhibit large temporal fluctuations.
D. Lyapunov exponents

The chaotic nature of the bursty dynamical regime is then confirmed by the values of the Lyapunov exponents. Evidence is provided by numerical simulations, showing that the largest Lyapunov exponent remains positive (only) in the bursty phase, even for the largest of the simulated sizes ($N = 2 \cdot 10^4$ for $\tau_{in} = 10^{-3}$), as shown in Fig. 9 for a particular value of $g$. 
E. Comparison between the DMF and MF models phase diagrams

In the DMF model with a non-zero variance distribution $P(k_i)$, the two dynamical transitions occurring at $g = g_1$ and $g = g_2$, between quasi-synchronous/bursty and bursty/asynchronous behaviors, do not coincide exactly with the two corresponding transitions to chaos $g'$ and $g''$ in the pure MF model. However, in the limit of variance $\sigma \to 0$, we expect to recover the same transitions of the MF model, as the MF model corresponds to a DMF with a delta function $P(k_i)$. As a numerical confirmation, we have performed a series of simulations of the DMF model with Gaussian $P(k_i)$, with mean $\mu = 0.7$ and several decreasing values of $\sigma$. The results, in Fig. 10, show indeed that the transition points $g_1$ and $g_2$, are compatible for small $\sigma$ with the expected values (horizontal stripes) $g'$ and $g''$ of the corresponding MF model. The transitions have been estimated by means of the discontinuity of the interspike interval fluctuations.
FIG. 10. Transition interval of the synaptic couplings identifying the quasi-synchronous/bursty and bursty/asynchronous transitions (upper and lower panels, $g_1$ and $g_2$ respectively) for $\tau_{in} = 10^{-3}$, as a function of the variance $\sigma$ of the Gaussian distribution $P(k_i)$, whose average is $\mu = 0.7$. The horizontal stripes indicate the two respective values of the transition to chaos, $g'$ and $g''$, in the MF model.

**F. Robustness with respect to the shape of the distribution $P(k_i)$**

In the previous subsection, we verified the robustness of our results with respect to the width $\sigma$ of the Gaussian distribution, by showing that the fully MF behavior is recovered for $\sigma \to 0$. We remark that a change in the average $\mu$ of the distribution in the DMF Eq.s corresponds to a rescaling of the couplings; in particular the system with average $\mu_{\text{new}}$ displays the same dynamics of the model with average $\mu_{\text{old}}$ but with coupling $g\mu_{\text{new}}/\mu_{\text{old}}$ and variance of the distribution $\sigma\mu_{\text{new}}/\mu_{\text{old}}$. A natural question concerns the robustness of the results with respect to the shape of the coupling distribution. In Fig. 11 we plot the avalanche size distribution and the raster plot for couplings extracted from a Gamma distribution i.e.

$$P(k_i) = \gamma_{m, \theta}(k) = \frac{1}{\theta^m \Gamma(m)} k_i^{m-1} e^{-\frac{k_i}{\theta}},$$  \hspace{1cm} (43)$$

where $\Gamma(m)$ is the Euler Gamma function. Fig. 11 shows that the bursty regime is observed also in this case, in the presence of an asymmetric distribution.
FIG. 11. Numerical results for a Gamma distribution of the couplings $P(k_i)$ defined by Eq. (43) with $m = 2$ and $\theta = 0.14$. The parameters of the simulations are $a = 1.3$, $g = 10^5$, $\tau_{in} = 10^{-3}$, $\tau_R = 10$ and the number of neurons is $N = 1000$. The main plot represents the distribution $h$ of the avalanche sizes $s$, while the upper inset is the raster plot and the lower inset is a comparison between the Gamma distribution (in blue) and the Gaussian distribution with $\mu = 0.7$ and $\sigma = 0.077$ (in green).

G. Robustness with respect to the single neuron time scale

The phase diagram we obtained so far has been described in terms of the coupling constant $g$ and of the synaptic time scales $\tau_{in}$ and $\tau_R$. However, the system is characterized by another natural time scale, i.e. the oscillation period $T = \log(a/(a-1))$ of an isolated neuron. In our simulations $a = 1.3$ so that $T \approx 1$. Furthermore, another time scale is present in the system, the membrane time constant $\tau_m$ that rescales all time scales of the model. In practice, in order to obtain the physical value of a time scale, we need to multiply such value for $\tau_m$, and in physical system $\tau_m \approx 20 - 80$ ms.

Letting $a \to 1$ one obtains a much slower dynamics for the isolated neuron. Physically, a change in $a$ corresponds to a variation of the leakage current, which does not correspond to a trivial redefinition of the time scales since the parameter $a$ drives the non linearity of the evolution, that is the time of the resetting to zero of the potential $v_i$. In Fig. 12 we show the raster plot and the avalanches size distribution for a system with $a = 1.0001$ ($T \approx 9.2$, i.e. if $\tau_m = 30$ms we consider a neuron firing intrinsically at 3.5Hz). In this case the bursty regime is recovered for $\tau_{in} = 0.1$, so it is not necessary that $\tau_{in} \ll 1$. We remark that experimental data analysis about receptors in
the cortex suggest that the inactivation time is around 3ms (i.e. $\tau_{in} = 0.1$ if $\tau_m = 30\text{ms}$)\textsuperscript{9,10}.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure12}
\caption{Numerical results for a system with $a = 1.0001$, $g = 120$, $\tau_m = 10^{-1}$, $\tau_R = 10$, $N = 1000$. The coupling distribution $P(k_i)$ is a Gaussian with average $\mu = 0.7$ and variance $\sigma = 0.077$. The main plot represents the distribution $h$ of the avalanches sizes $s$, while the inset is the raster plot.}
\end{figure}

\section{H. Degree based Mean Field and finite connectivity systems}

The results of this paper have been obtained in the framework of DMF model. In previous works\textsuperscript{1,11} it has been shown that such an approach can be used to study also systems with large but finite connectivities; i.e. neural networks where the interactions are described by a directed adjacency matrix $A_{ij}$ with a large enough number of incoming synapses $k_i^{in} = \sum_j A_{ij}$. In this case the first of Eq.s (1) reads:

$$\dot{v}_i(t) = a - v_i(t) + \frac{g}{N} \sum_{j \neq i} A_{ij} y_j(t)$$

while the last two remain unchanged.

The previous papers\textsuperscript{1,11} refer only to the synchronous and the asynchronous regimes. In Fig. 13 we show the raster plot and the avalanches size distribution in a finite connectivity neural network in the bursty regime. In particular, we focus on a random directed network where for each node the number of incoming connections is chosen from a Gaussian distribution $P'(k_i^{in})$ with mean $N\mu$ and standard deviation $N\sigma$ and we set the parameters to a value where the DMF model exhibits burstyness. Simulations show that also in a finite connectivity networks, where a metric can be introduced, the dynamics is bursty and the avalanche distribution is characterized by a power law
whose exponent is approximatively $-2$.

![Graph showing the distribution of avalanche sizes](image)

**FIG. 13.** Numerical results for a random finite connectivity network with $a = 1.3$, $g = 10^5$, $\tau_{\text{in}} = 10^{-3}$, $\tau_R = 10$, $N = 1000$. The incoming degree distribution $P(k_{\text{in}})$ is a Gaussian with average $\mu = 0.7N$ and variance $\sigma = 0.077N$. The main plot represents the distribution $h$ of the avalanche sizes $s$, while the inset is the raster plot.

### I. Temporal correlations

In the main article, we have defined the **connected correlation function** of the $N$-neuron system:

\[
C_N(\delta) = |\langle c_N(\delta, t) \rangle_t| - |\langle c_N(T, t) \rangle_t|,
\]

\[
c_N(\delta, t) = \frac{1}{N} \sum_{n=1}^{N} e^{i\phi_i(t)} e^{-i\phi_i(t+\delta)}
\]

where $c_N$ is the **complex correlation**, $i$ is the imaginary unit, and $\phi_i(t)$ is the Kuramoto phase of neuron $i$ at time $t$. The average over the time variable $\langle \cdot \rangle_t$ is performed as described in Subsec. III A.

The connected correlation, $C$, is obtained from the complex correlation by time averaging and by subtracting its asymptotic value $|\langle c_N(T, t) \rangle_t|$ at a sufficiently high value of $T$, such that $c_N$ does no longer significantly (beyond its fluctuations) depend on $T$. At this point it is worth mentioning a delicate aspect in the numerical estimation of the asymptotic value of the correlation. In the asynchronous regime, the (disconnected) complex correlation $c_N(\delta, t)$ decreases very fast...
for moderate values of $\delta$, of the order of the average interspike interval. The determination of the asymptotic correlation results therefore unambiguous. In the quasi-synchronous regime, we expect $c_N$ to achieve a non zero value for arbitrarily large values of $\delta$, at least in the large-$N$ limit, since there is a set $S$ of synchronous neurons presenting a constant (and independent on time) period. In this way their Kuramoto phase delays $\phi_i(t) - \phi_i(t + \delta)$ is constant for all $\delta$ and $i \in S$ and Eq. (45) remains finite for any $\delta^{11}$.

For finite values of $N$, however, the period of synchronized neurons is not exactly constant in time nor in the neuron index (a fact that has been related with the weak chaos exhibited by the model$^{1,11}$). This reflects in the fact that, in the quasi-synchronous regime, $|c_N(\delta, t)|$ rapidly decays, as a function of $\delta$, and begins, as expected, to oscillate around a nonzero value which, however, begins to slowly decrease for larger values of $\delta$ (the slower the larger the value of $N$). For large $N$ and moderate $\delta$, this phenomenon is not observed in our numerical calculations, but it becomes an issue in the numerical estimation of the asymptotic value at a very large time delay $T$. To construct the upper panel of Fig. 5 of the main article, we have estimated the average value of $|c_N(T, t)|$, $T$ being twice the maximum value of $\delta$ used in the figure abscissa, for which the asymptotic value still does not change significantly by doubling $N$ or $M$ (although, we warn, this value is not the stationary value for arbitrarily large values of $T$ or $M$). In other words, to compute the quantity $C_N(t)$ in the quasi-synchronous regime, we have assumed that the quantity $c_N$ stays constant in $\delta$ for infinite $N$ (an hypothesis with which our numerical data is compatible). A similar (but less significant for the final shape of $C_N$) strong finite size effect is found in the bursty regime for large values of $\delta$. In any case, the asymptotic value reached by $|c_N(\delta, t)|$ for moderate values of $\delta$, changes abruptly with $g$: in the synchronous regime it is close, but not equal, to the squared Kuramoto parameter; for $g$ in the bursty regime, it decreases towards a number smaller than the oscillation amplitude.

We end this section proposing an alternative definition of temporal correlation function:

$$C'_N(\delta) = |\langle K_N(t) K_N(t + \delta) \rangle|, \text{ where } K_N = (1/N) \sum_{i=1}^{N} \exp(i\phi_i(t)) \text{ is the (complex) Kuramoto parameter.}$$

The qualitative behavior of both definitions is quite similar (they differ in the fact that the first definition, Eq. (44) accounts for the correlations between neurons with equal coupling $k_i$ only), although the finite size behavior of the latter definition results to be slower in our numerical analysis; we have consequently used the first definition to draw our conclusions about the temporal correlations of the system in the main article.
J. Kolmogorov Complexity

As mentioned in the main article, we have considered the Kolmogorov complexity (KC) of the raster plot of the Gaussian model, for several values of $g$ across three model regimes. In particular, we consider the sequence of differences of spike times $\Delta_n$ (not writing the spiking neuron index), and estimate\textsuperscript{12} the KC of such sequences as the size of the zipped file containing the sequence, divided by the size of the original file. In practical terms, we use the \textit{gzip} algorithm to compress the file containing a sequence of $L$ spiking times (written in ascii with constant number of digits), corresponding to a simulation of the TUM model with a given set of parameters $\{\sigma\}$. We then compute $K_L$ as the ratio of the compressed file size over the original file size. We avoid writing in the original file data corresponding to the transient, by skipping a large enough amount of initial events. In this circumstance, we observe that, for large enough number of events (i.e., of lines in the original file) $L$, $K_L \simeq K$ does not depend significantly on $L$, we take then $K$ as the estimation of the KC of $\{\sigma\}$. The number of digits $n$ used to store the spiking times being large enough, has the mere influence of shifting the whole $K$ versus $\{\sigma\}$ curve by an $n$-depending constant.

In the presence of a quasi-synchronous to asynchronous regime transition, the KC presents a maximum at the parameters $\{\sigma\}$ corresponding to the transition value. This arises for a variety of types of integrate-and-fire models, as we will show in a forthcoming publication. In the presence of the bursty regime presented and characterized in this work, one observes that the bursty regime presents a higher value of the KC, the maximum of which is found for values of $g$ in the bulk bursty regime, i.e. larger than the quasi-synchronous/asynchronous transition value.

K. Avalanche size distribution

In the main article we have presented the avalanche size distribution $h(s)$ of the DMF, exhibiting power law behavior in the bursty regime. To compute $h(s)$, the \textit{avalanche} is defined as a set of consecutive neuronal spikes such that all the interspike intervals of such set, $\{\Delta_n\}_n$, satisfy $\Delta_n < \delta_t$, where $\delta_t$ is a threshold. The avalanche size distribution is consequently taken among various avalanche events during the temporal evolution. We have numerically checked that, for the cases of interest, there is a wide range of the threshold $\delta_t$ (of at least two orders of magnitude), for which the avalanche size distribution does not depend significantly on it (see the left panel of Fig. 14).

With this definition, the distribution of avalanche sizes, $h(s)$, becomes broadly distributed,
as shown in Fig. 3 of the main article, and it is compatible with a power law behavior for a wide range of values of $g$ in the bursty phase ($[5.10^4 : 10^6]$, for $\tau_m = 10^{-3}$ and $N = 10^4$, $6.10^3$), in a range of the size $s$ of roughly three orders of magnitude (see Fig. 14, right panel). The exponent $\gamma$, obtained by means of a linear fit in logarithmic scale, results to assume the values $\gamma_1 = -2.39 \pm 0.07$, $\gamma_2 = -2.07 \pm 0.04$ and $\gamma_3 = -2.08 \pm 0.05$, $\gamma_4 = -2.1 \pm 0.3$ for $g_1 \simeq 1.160 \cdot 10^5$, $g_2 \simeq 2.263 \cdot 10^5$, $g_3 \simeq 4.417 \cdot 10^6$, $g_4 = 1.07 \cdot 10^6$, respectively, for $N = 10^4$, and: $\gamma_1 = -2.42 \pm 0.25$, $\gamma_2 = -2.07 \pm 0.06$ and $\gamma_3 = -2.04 \pm 0.05$ for $N = 3 \cdot 10^3$ and the same values of $g$. The error intervals are calculated as the interval of $\gamma$ values for which the fit (performed in the intercept only) results to exhibit a value of the sum of squared residuals per degree of freedom lower than one. The fit takes into account the errors of the histogram points $h(s_i)$ (shown as error bars in the figure), which in their turn are calculated with a jackknife error estimation procedure: one blocks the data in blocks of sufficiently large size $b$, and estimates the error of $h(s_i)$ as three times the standard deviation among the different histogram points in different blocks, $\{h_j(s_i)\}_j$.

![Figure 14](image.png)

**FIG. 14.** Left panel: avalanche size distribution of the DMF model with $\tau_m = 10^{-3}$, $N = 10^4$, $g = 10^7$, for three values of the threshold $\delta_t$. Right panel: Avalanche size distribution for the system with $\tau_m = 10^{-3}$, $N = 10^4$ versus $g$. The straight lines are linear fits in an interval indicated by the x-axis range of the lines (the interval used for $g_4 \simeq 1.07 \cdot 10^6$ being $[2 : 3.5]$). The inset shows the value $\gamma$ of the resulting slope versus $g$, for $N = 10^4$.
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