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Educational data mining research has demonstrated that the large volume of learning data collected by modern e-learning systems could be used to recognize student behavior patterns and group students into cohorts with similar behavior. However, few attempts have been done to connect and compare behavioral patterns with known dimensions of individual differences. To what extent learner behavior is defined by known individual differences? Which of them could be a better predictor of learner engagement and performance? Could we use behavior patterns to build a data-driven model of individual differences that could be more useful for predicting critical outcomes of the learning process than traditional models? Our paper attempts to answer these questions using a large volume of learner data collected in an online practice system. We apply a sequential pattern mining approach to build individual models of learner practice behavior and reveal latent student subgroups that exhibit considerably different practice behavior. Using these models we explored the connections between learner behavior and both, the incoming and outgoing parameters of the learning process. Among incoming parameters we examined traditionally collected individual differences such as self-esteem, gender, and knowledge monitoring skills. We also attempted to bridge the gap between cluster-based behavior pattern models and traditional scale-based models of individual differences by quantifying learner behavior on a latent data-driven scale. Our research shows that this data-driven model of individual differences performs significantly better than traditional models of individual differences in predicting important parameters of the learning process, such as performance and engagement.
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1. INTRODUCTION

Learners’ individual differences have been recognized as a critical factor in the learning process. A wide range of cognitive, personal, motivational, and other dimensions of individual differences was introduced by researchers in the areas of cognitive science and educational psychology (Jonassen and Grabowski, 1993). However, traditional dimensions of individual differences haven’t yet proven their value in addressing the needs of modern e-learning. In particular, there are few successes in using these differences in solving the important problem of predicting student performance and engagement (Upton and Adams, 2006; Chen et al., 2016; An and Carr, 2017). At the same time, e-learning research has demonstrated that the large volume of learning data collected by modern
e-learning systems could be used to recognize student behavior patterns and connect these patterns with measures of student performance (Sharma et al., 2015; Geigle and Zhai, 2017; Hansen et al., 2017; Boroujeni and Dillenbourg, 2018; Lorenzen et al., 2018; Mouri et al., 2018; Gitinabard et al., 2019). In this paper, we attempt to bridge these research directions by developing a data-driven model to capture individual differences that were possibly exposed through practice behavior in an e-learning system and by representing learner behavior on a continuous scale following the traditional work on modeling individual differences. After reviewing related literature (Section 2) and introducing the online practice system, datasets, measures and procedures used in this study (Section 3), we start our analysis by examining connections between the individual differences measured at the start of the learning process (“incoming” parameters) with learner engagement and performance (Section 4). Next, we build a simple model of learner practice behavior during the usage of the online system. We achieve this goal in two steps. On the first step, we build representative profiles of individual practice behavior by applying sequential pattern mining to the logs of an online practice system (Section 5). On the second step, we cluster individual profiles to reveal student subgroups that demonstrate noticeably different practice behavior (Section 6). The obtained clusters represent a simple formal model of learner practice behavior where individual students are modeled by association with one or another cluster. We use this model for our first examinations of connections between learner behavior and other parameters of the learning process such as individual differences and performance (Section 7). The obtained results indicated that our simple cluster model captures important individual differences between learners not represented by the traditional dimensions of individual differences used in our study. Following this encouraging results, we proceed with refining the simple cluster model into a complete data-driven model of individual differences in a form of a continuous behavior scale (Section 8), similar to traditional models of individual differences, such as the achievement goal orientation framework and the self-esteem scale (Rosenberg, 1965; Elliot and McGregor, 2001). We assess the value of the data-driven model by comparing the predictive power of this model to the traditional models of individual differences. Our results indicate that the data-driven model performs significantly better than traditional models of individual differences in predicting learner performance and engagement. Further, we demonstrate the transferability of our model by evaluating its predictive power on a new dataset.

2. RELATED WORK

2.1. Individual Differences and Academic Achievement

Individual differences have been the focus of research on educational psychology and learning technology (Jonassen and Grabowski, 1993). Numerous works have attempted to discover and examine various dimensions of individual differences, find their connections to academic achievement, and address these differences in order to better support teaching and learning. A learner’s position within a specific dimension of individual differences is usually determined by processing carefully calibrated questionnaires and placing the learner on a linear scale, frequently between two extreme ends. In this section, we briefly review several dimensions of individual differences that are frequently used in learning technology research. Self-efficacy refers to one’s evaluation of their ability to perform a future task (Bandura, 1982) and is shown to be a good predictor of educational performance (Multon et al., 1991; Britner and Pajares, 2006). Students with higher self-efficacy beliefs are more willing to put effort into learning tasks and persist more, as compared to students with lower self-efficacy. Self-esteem represents individuals’ beliefs about their self-worth and competence (Matthews et al., 2003). Some studies have shown the positive effect of self-esteem on academic achievement, while other studies have pointed out how academic achievement affects self-esteem (Baumeister et al., 2003; Di Giunta et al., 2013). Researchers also stated the indirect effect of low self-esteem on achievement through distress and decreased motivation (Li et al., 1992). Learners can also differ by their achievement goals, which guide their learning behaviors and performance by defining the expectations used to evaluate success (Linnenbrink and Pintrich, 2001). Studies have demonstrated the positive effects of achievement goals on performance (Harackiewicz et al., 2002; Linnenbrink and Pintrich, 2002). There are several known questionnaire-based instruments to capture achievement goals (Midgley et al., 1998; Elliot and McGregor, 2001).

Another important group of individual differences is related to metacognition, which plays an important role in academic performance (Dunning et al., 2003). In particular, students who successfully distinguish what they know and do not know can expand their knowledge instead of concentrating on already mastered concepts (Tobias and Everson, 2009). It has been shown that high-achieving students are more accurate in assessing their knowledge (DiFrancesca et al., 2016). To measure some metacognitive differences, Tobias and Everson (Tobias and Everson, 1996) proposed a knowledge monitoring assessment instrument to evaluate the discrepancy between the actual performance of students and their own estimates of their knowledge in a specific domain.

2.2. User Behavior Modeling and Performance Prediction

The rise of interest to modeling learner behavior in online learning system is associated with attempts to understand learner behavior in early Massive Open Online Courses (MOOCs) with their surprisingly high dropout rate. Since MOOCs usually recorded full traces of learner behavior producing rich data for a large number of students, it was natural to explore this data to predict dropouts (Balakrishnan, 2013) and performance (Anderson et al., 2014; Champaign et al., 2014). This appealing research direction quickly engaged researchers from the educational datamining community who were working on log mining and performance prediction in other educational contexts and led to a rapid expansion of research that...
connected learner behavior with learning outcomes in MOOCs and beyond.

While the first generation of this research focused on one-step MOOC performance prediction from learning data (Anderson et al., 2014; Champaign et al., 2014; Boyer and Veeramachaneni, 2015; Brinton and Chiang, 2015), the second generation attempted to uncover the roots of performance differences to better understand the process and improve predictions. The core assumption of this stream of work was the presence of latent learner cohorts composed of students who exhibit similar patterns. By examining connections between these cohorts and learning outcomes, the researchers expected to identify positive and negative patterns and advance from simple prediction of learner behavior to possible interventions. While the idea of cohorts was pioneered by the first generation research, the early work on cohorts attempted to define them using either learner demographic (Guo and Reinecke, 2014) or simple activity measures (Anderson et al., 2014; Sharma et al., 2015). In contrast, the second generation research attempted to automatically discover these cohorts from available data. Over just a few years, a range of approaches to discover behavior patterns and use them to cluster learners into similarly-behaving cohorts were explored. This included various combinations of simple behavior clustering (Hosseini et al., 2017; Boubekki et al., 2018), transition analysis (Boubekki et al., 2018; Gitinabard et al., 2019), Markov models (Sharma et al., 2015; Geigle and Zhai, 2017; Hansen et al., 2017), matrix factorization (Lorenzen et al., 2018; Mouri et al., 2018; Mirzaei et al., 2020), tensor factorization (Wen et al., 2019), sequence mining (Hansen et al., 2017; Hosseini et al., 2017; Venant et al., 2017; Boroujeni and Dillenbourg, 2018; Mirzaei et al., 2020), random forests (Pinto et al., 2021), and deep learning (Loginova and Benoit, 2021). In this paper, we focus on the sequence mining approach to behavior modeling which is reviewed in more detail in the next section.

2.3. Sequential Pattern Mining

In educational research, mining sequential patterns has become one of the common techniques to analyze and model students’ activity sequences. This technique helped researchers to find student learning behaviors in different learning environments. Nesbit et al. (2007) applied this technique to find self-regulated behaviors in a multimedia learning environment. In Maldonado et al. (2011), authors identified the most frequent usage interactions to detect high/low performing students in collaborative learning activities. To find differences among predefined groups (e.g., high-performing/low-performing), Kinnebrew and Biswas (2012) proposed a differential sequence mining procedure by analyzing the students’ frequent patterns. Herold et al. (2013) used sequential pattern mining to predict course performance, based on sequences of handwritten tasks. Guerra et al. (2014) examined the students’ problem solving patterns to detect stable and distinguishable student behaviors. In addition, Hosseini et al. (2017) used a similar approach to Guerra et al. (2014) and detected different student coding behaviors on mandatory programming assignments, as well as their impact on student performance. Venant et al. (2017) discovered frequent sequential patterns of students’ learning actions in a laboratory environment and identified learning strategies that associated with learners’ performance. Mirzaei et al. (2020) explored specific patterns in learner behavior by applying both sequential pattern mining and matrix factorization approaches. In the earlier version of this paper (Akhuseyinoglu and Brusilovsky, 2021), the authors applied the sequence mining approach to analyzing student behavior in an online practice system.

3. METHODS

In this paper, we explore connections (Figure 2) between incoming parameters of the learning process (i.e., individual differences, prior knowledge, gender), learner practice behavior, and outgoing parameters (engagement and performance) by examining activity logs of an online practice system for SQL programming (Figure 1). The system was available over several semesters to students taking a database class. The non-mandatory nature of the system allowed students to decide when and how much to practice and increased their chances to expose individual differences through their free practice behavior. This section explains in detail the nature of the practice system, components of the dataset. In addition, we defined the important measures and procedures used in performance and engagement prediction.

3.1. The Course and the Online Practice System

In this study, we use data collected from four semesters of classroom studies in a graduate level Database Management course at a large North American university. Learning Structured Query Language (SQL) was one of the objectives of the course. The structure of the course remained the same for all four semesters, including the syllabus and the grading policy.

The SQL practice system (Brusilovsky et al., 2016) was offered to all classes as a non-mandatory tool for learning and self-assessment. The system provided access to two types of interactive learning content: SQL problems focused on SQL SELECT statements and annotated examples of SQL statements (Brusilovsky et al., 2010). The content was grouped into topics, and each topic had multiple problems and examples (Figure 1A). Students could freely choose the topic and the content to practice. To encourage the students to explore the practice system, one percentage point of extra credit was provided to the students who solved at least 10 SQL problems.

The worked-out examples (Figure 1B) offered complete examples of SQL code augmented with explanations, which students could examine interactively, line by line. The problems were designed to help students practice their SQL code writing skills. Each problem was parameterized; i.e., generated from a set of pre-defined templates with randomly selected parameters (Figure 1C). This design allowed students to practice the same problem multiple times. The correctness of their responses was tested against a fixed database schema and immediate correct/incorrect feedback was provided (Figure 1C). The problem tool also offered a query execution mode, which allows students to execute their SQL queries while working with the problems and see the actual query results in the form
of tables. This tool allowed students to check their SQL code before submitting it as an answer to a problem. Altogether, the system allowed students to study 64 annotated examples with 268 distinct explained code lines and to practice code writing with 46 problem templates.

3.2. The Dataset Collection

The collected dataset included the activity logs of the online practice system, knowledge measures, such as pre/post test scores, and several questionnaires focused on identifying learners’ individual differences. Below, we explained collected metrics in more detail.

Knowledge Measures: To measure overall knowledge improvement throughout the course, a pre-test and a post-test were administered. Before the SQL topics were introduced, a pretest was administered. At the end of the semester, a post-test was administered. Both tests consist of 10 problems covering data definition, data query and data manipulation SQL statements related to a given database schema. Post-test problems were isomorphic to the pretest. The normalized learning gain (NLG) was calculated as the ratio of the actual gain to the maximum possible gain as follows:

$$\text{NLG} = \frac{\text{post} - \text{pre}}{\text{max\_possible\_post} - \text{pre}}$$

(1)

Each test had 10 problems that required writing SQL statements. Reported pre- and post-test scores ranged between 0 and 10.

Questionnaires: We collected gender data, and used several instruments to measure individual differences. To measure global self-worth, in the first three semesters we administered a 10-item Rosenberg Self-Esteem Inventory (Rosenberg, 1965). Responses ($\alpha = 0.82$) were converted to a continuous scale (ranges from 0 to 30) where higher scores indicate higher self-esteem (SE). To perform a Tobias-Everson knowledge monitoring assessment (KMA) (Tobias and Everson, 1996), we asked students to estimate correctness of their answers to 10 pre-test problems. This way, we evaluated the differences between a students’ actual performance and her confidence for each problem. A correct estimate means that a student answered a problem correctly/incorrectly and estimated that she solved that problem correctly/incorrectly. Then, we counted the number of correct and incorrect estimates, and a score was computed as follows:

$$\text{KMA} = \frac{\text{correct\_estimates} - \text{incorrect\_estimates}}{\text{total\_estimates}}$$

(2)

The KMA score ranges from $-1$ to 1, where a score of 1 indicates that the student knows perfectly what they know or do not know. In KMA score calculation, we only considered problems with an estimate.

Activity Logs: We collected students’ timed interaction logs with the online practice system for each of the four consecutive semesters. The logs offer a detailed view of student practice.
behavior, including problem solving attempts, example and explanation line views, and query executions in the query execution mode.

We examined the differences in knowledge measures for the first three semesters and found out that there were no significant differences in pre-test scores \( \chi^2(2) = 5.03, p = 0.08 \), post-test scores \( \chi^2(2) = 1.10, p = 0.58 \), and NLG \( F(12,78) = 1.13, p = 0.33 \). These findings suggested that students cohorts were similar based on the knowledge measures. Given that we had the full set of individual difference data for the first three semesters, we combined the data from these semesters into the main dataset. The main dataset was used for building and evaluating the data-driven model of individual differences. Data collected during the fourth semester was used to test the transferability of the proposed model (Section 8.4) and we refer it as the transfer dataset. None of the students in the datasets repeated the course. Also, note that some students didn’t respond to some of the instruments and pre/post tests. Table 1 presents the summary about collected metrics for each dataset. In this table and the remaining analysis, we only used the data collected from students who gave their consent and who tried the practice system by attempting at least one SQL problem and viewing at least one example. Detailed filtering process shared along with the reported analyses. For practice system usage, we reported the average number of attempted distinct problems, viewed distinct examples, and explanation lines, as well as the average number of query executions.

3.3. Key Variables in the Study

In this section, we summarized the key parameters and measures used in the study. Figure 2 provides an overview of these variables and their connections.

**Incoming Parameters:** Throughout the paper, we used the term *incoming parameters* to refer to variables representing differences among students at the start of the course. These parameters include starting level of knowledge measured by the pre-test, gender, and traditional scales of individual differences such as SE and KMA scores. In the main dataset, SE and KMA scores were not correlated with each other and with the knowledge measures\(^1\).

**Performance Measures:** Performance represents the outcomes of the learning process and is the most typical measure of the learning process. To measure student performance, we used (1) post-test scores and (2) NLG as the objective performance measures collected outside the practice system.

**Engagement Measures:** Engagement is a less traditional group of metrics, yet it remains essential in the context of non-mandatory learner-driven practice. While practicing with interactive learning content is usually beneficial for the growth of learner knowledge, many students tend to ignore the opportunity to practice or practice very little. In this context, the engagement with practice becomes a critical factor of the learning process. Connecting individual differences to engagement measures is important to plan interventions and to improve learner performance.

Learner engagement measures have been extensively discussed in the research literature (Appleton et al., 2006; Grier-Reed et al., 2012). In modern e-learning, engagement is frequently approximated by the amount of student voluntary work (i.e., work not directly required and graded). For example, in MOOCs, engagement is frequently assessed by the fraction of watched videos, the number of attempted quizzes, or the number of posts to a discussion forum (Anderson et al., 2014; Davis et al., 2017; Crues et al., 2018). Similarly, online practice systems generally measure learner engagement through the amount of voluntary practice with worked examples and problems (Denny et al., 2018; Hosseini et al., 2020). Following this trend, we approximated engagement as the amount of students’ non-mandatory work with different learning activities available in the practice system. The measures that we used for engagement are: (1) the total number of learning actions performed: calculated by summing up the number of problem solving attempts (regardless of correctness), the number of query execution attempts, the number of annotated examples viewed, and the number of line explanations viewed (referred as total-actions); and (2) the total number of distinct learning activities performed: calculated by summing up the number of distinct problems attempted (DPA), distinct annotated examples viewed (DEV), and distinct explanation lines viewed (DLV) (referred as distinct-content).

Note that the total-actions measure counts duplicate accesses to the same learning content, such as opening the same example

---

\(^1\)SE&KMA \( r=0.14, p = 0.26 \); SE&pre-test \( r=0.08, p = 0.26 \); SE&post-test \( r = 0.00, p = 0.98 \); SE&NLG \( r=-0.13, p = 0.27 \); KMA&pre-test \( r = -0.15, p = 0.24 \); KMA&post-test \( r = -0.12, p = 0.34 \); KMA&NLG \( r = -0.05, p = 0.72 \).
or attempting to solve the same problem more than once. Thus, this measure reflects the overall levels of engagement with the practice system. On the other hand, distinct-content incorporates uniqueness of the learning content and reflects overall content coverage by a student.

**Outgoing Parameters:** In our study, performance and engagement are considered to be outgoing parameters of the learning process because both could be affected by incoming parameters and learning behavior. However, the roles of these variables are not symmetric. While performance reflects the final learning outcomes of the process, the engagement is a process variable that can impact the learning outcomes (Figure 2).

### 3.4. Engagement and Performance Prediction Procedure

Throughout the paper, we fitted multiple regression models to separately predict each performance and engagement measure and compared the overall fit of the models using likelihood ratio tests. In some cases, we compared simple regression models by checking the adjusted $R^2$. Moreover, we compared the relative importance of features based on the regression estimates. We used negative binomial generalized linear models to predict count outcome variables due to over-dispersion. For other measures, we fitted simple linear regressions. We considered adding a random effect to the regression models to account for the variability in semesters, but given the very low estimated variance of the random effect, we continued with only the fixed effects models. In addition, we checked regression assumptions, including the multicollinearity, by calculating the variance inflation factors (VIF) and made sure that none of the features had $\sqrt{VIF} > 2$.

For both prediction analyses, we used students’ data from the main dataset who filled out the questionnaire, took the pre-test, and viewed at least one example in the practice system. For engagement prediction, we used 70 students’ data. For performance prediction analyses, we further excluded four students who did not take the post-test and who had zero NLG and used data of 66 students.

In performance prediction, we wanted to control for the students’ “amount of practice” by adding user engagement measures to our regression models as covariates. To do so, we considered the total number of distinct problems attempted (DPA), distinct examples viewed (DEV), and distinct explanation lines viewed (DLV) as possible covariates. We performed a backward step-wise feature selection process and found out that DPA was the only feature that significantly predicts the post-test scores (after controlling by the pre-test scores) and NLG. Thus, we added DPA as a covariate to all regression models that fitted for performance prediction. To predict post-test scores, in addition to the DPA, we added pre-test scores to control for the levels of prior knowledge. However, for NLG prediction, we did not include pre-test scores as a feature, since it was already used to calculate NLG itself.

### 4. USING INCOMING PARAMETERS FOR ENGAGEMENT AND PERFORMANCE PREDICTION

As explained above, one of the key goals of this paper is to explore connections between incoming parameters of the learning process, learner practice behavior, and outgoing parameters of the process (Figure 2). This goal can’t be achieved directly using the data in our dataset because exploring connections of incoming and outgoing parameters with learning behavior requires building a model of this behavior. Building of this model requires a relatively complex process presented in Sections 5 and 6.1. However, direct connections between incoming and outgoing variables can be examined without this complex behavior model and offer an early opportunity to demonstrate an example of our analysis procedure. In this section, we examine the predictive power of the incoming parameters on performance and engagement measures summarized in Section 3.3 by following the prediction procedure described in Section 3.4.

We started our analyses by predicting both of the engagement measures (i.e., total-actions, and distinct-content) using the incoming parameters as features. Results indicated that the incoming parameters did not improve the overall fit of the model when compared to an intercept-only model when predicting both total-actions ($\chi^2(4) = 5.230, p = 0.265$) and distinct-content ($\chi^2(4) = 4.146, p = 0.387$). We continued with performance prediction analyses by predicting both post-test scores and the NLG. For post-test prediction, we fitted a regression model (incoming-model) by adding rest of the incoming parameters (i.e., KMA and SE scores) as features to pre-test scores and DPA.

| Dataset | N  | Female | SE score | KMA score | Pre-test score | Post-test score | NLG      |
|---------|----|--------|----------|-----------|---------------|----------------|----------|
| Main    | 88 | 53     | 21.3(4.2)| 0.54 (0.43)| 1.3(1.5)      | 4.9(1.7)       | 0.41(0.17)|
| Transfer| 36 | NA     | NA       | NA        | 1.9(1.9)      | 5.2(2.2)       | 0.40(0.24)|

**TABLE 1** Summary statistics of the main and transfer datasets.

Mean and (SD) are reported.
0.216, t = 2.128, p = 0.037). Similar to post-test prediction results, we discovered that none of the incoming parameters were significant predictors of NLG, except for marginally significant DPA feature (B = 0.244, t = 1.946, p = 0.056).

To sum up, in this section we observed that none of the incoming parameters were significant predictors in engagement and performance prediction, and as features, they did not improve the overall fit of the regression models.

## 5. BUILDING LEARNER PRACTICE BEHAVIOR PROFILE

While traditional individual differences measured in our study have no direct impact on engagement and performance (Section 4), their impact might be indirect, i.e., individual differences might influence learner practice behavior in the system and, in turn, the behavior could affect performance and engagement (Figure 2). To assess connections between incoming factors, behavior, and outcomes, we need to model learner practice behavior in some form that enables us to examine these connections formally. In this section, we present the first step of the behavior modeling procedure: building individual practice behavior profile. In the next step of the modeling procedure presented in Section 6, these profiles are used to reveal groups of users with divergent behavior and build a cluster model of practice behavior.

Given the non-mandatory nature of the practice system, students accessed practice problems and examples without predefined order or deadlines. In this “free” learning context, the order of their work with learning content is likely to be the most characteristic feature of their practice behavior. This context and past success of behavior mining approaches encouraged us to apply sequence mining for modeling practice behavior. A distinctive feature of our procedure compared to other sequence-mining approaches is representing the practice behavior of individual learners as a stable practice profile that differentiates them from each other.

### 5.1. Practice Action Labeling for Sequence Mining

The first step in sequential pattern mining is to label students’ practice actions and define the specific action sequences to be mined. We believed that the sequence of interactions with learning activities and transitions between the activities (i.e., examples and problems) were critical in modeling individual differences. To pursue this idea, we performed a labeling process that highlights these critical interactions. We started the labeling process by mapping each student action to a unique label. Table 2 lists key learning actions and the corresponding labels used in the labeling process. As described earlier, practice activities were grouped into several SQL topics. To access a list of activities for a topic, a student opens a topic. Once the topic is opened, learners can work with activities of the topic in any order. With this design, student work with a topic becomes a unit of practice. To reflect this, we formed behavior sequences corresponding to learners’ work with individual topics: all learning actions between two topic openings are considered to be one sequence, and each sequence starts with the topic opening label topic-o. We also introduced labels for opening and working with each type of content (i.e., ex-o, ex-line). If a student performed a content action after opening a content item (attempting a problem or viewing an explanation line), we collapsed labels for content opening and kept the labels for the actual learning actions. For example, a sequence {prob-o, prob-o} means that a student opened two problems consecutively without trying to solve any of them. In addition, we distinguished a failed and a successful problem solving attempt from one another to differentiate learning actions that occurred after either a failed or a successful attempt.

One of the challenges of sequence analysis of learning data is the presence of repetitive learning actions, such as a row of failed problem solving attempts, or a row of multiple line explanation views where exact number or repetition is not essential, but the relative scale of repetition is. To address it, we collapsed these sequences so that we can capture what actually happened after these repetitive actions. In this process, we first generated all sequences with repetitive labels. Then, we calculated the median length of repeated labels for all students. Then, we went over the original action sequences and replaced each repetitive label with a single uppercase version of that label if the length of that repetition was greater than the median length, or with a single lowercase label otherwise. At the end of this process, each label could represent one or more consecutive repeated actions, depending on the median length. Only ex-line and query-e had a median length of two, while others had a median length of one. As the result of the labeling process, 3432 sequences were generated from interaction logs of 88 students in the main dataset.

### 5.2. Discovering Frequent Patterns of Practice Behavior

To discover the frequent patterns in student action sequences, we used the SPAM sequence mining algorithm (Ayres et al., 2002; Fournier-Viger et al., 2016). The sequences generated after the activity labeling process were used for mining frequent patterns. To reveal sequences that could highlight individual differences, we set the minimum support for the SPAM algorithm at 0.5%. Due to our labeling process with repetition reduction, the sequences used in the mining process were already dense.

| Pattern label | Learning action                  |
|---------------|----------------------------------|
| topic-o       | Opening a topic.                 |
| prob-s        | Successful problem solving attempt. |
| ex-o          | Opening an example activity.     |
| prob-f        | Failed attempt for a problem.    |
| ex-line       | Viewing an explanation line.     |
| query-o       | Opening query execution mode.    |
| prob-o        | Opening a problem.               |
| query-e       | Checking query results in query execution mode. |
in information. Even if some sequences were not frequently followed (not having high levels of support), they could be important in revealing discriminative practice behaviors. The SPAM algorithm discovered 169 frequent patterns that appeared at least in 0.5% of sequences (18 sequences). All discovered patterns consist of two or three consecutive learning actions, as we did not include any gap constraint to the SPAM algorithm. Table 3 shows the top 10 most frequent patterns.

Out of 88 students, 82 students had at least one frequent pattern after the mining process. We further filtered out students with less than 25 frequent patterns (Q1: 45.75, Med: 97.00, M: 103.20) to have a fair amount of representation of practice behavior by the discovered frequent patterns. After the filtering process, the number of students with frequent patterns dropped to 75.

### 5.3. Building and Assessing Individual Practice Profile With Frequent Patterns

In the final step, we built a practice profile for each student as a frequency vector using the discovered 169 frequent patterns. Each position in this vector represents how many times the corresponding frequent pattern appears in the practice work of the modeled student. To eliminate any possible impact of the amount of practice, we normalized the frequency vectors per student and now the resulting vectors represent the probability of the occurrence of each frequent pattern. This approach was first introduced in Guerra et al. (2014) and successfully used to model learner behavior in Hosseini et al. (2017). Following these works, we called the practice behavior profile the practice genome.

To make sure that the constructed “practice genomes” in the form of probability vectors represent a sufficiently stable model of practice behavior and reliably distinguish students from each other, we checked the stability of the practice genomes. Following the procedure suggested in Guerra et al. (2014), we split students’ sequences into two “halves” using two approaches: (1) random split, and (2) temporal split. In the random-split approach, we shuffled students’ topic-level sequences and divided them into two halves randomly. In the temporal-split approach, we first ordered the sequences based on time and divided the sequences into early and late halves. For either split approach, we built separate practice “half-profiles” from each of the halves and calculated the pairwise distances for the whole set of “half-profiles” using the Jenson-Shannon (JS) divergence (as we are calculating the distance between two probability distributions). To assert genome stability, the distance between the two “half-profile” vectors of the same student (self-distance) should be smaller than the distance to half-vectors of other students (others-distance).

To evaluate this expectation, we conducted a paired t-test to compare the calculated self-distances to others-distances for both random-split and temporal-split approaches. The random-split self-distances ($M = 0.35$, $SD = 0.11$) were significantly smaller than the random-split other-distances ($M = 0.46$, $SD = 0.05$); $t_{(79)} = -7.531, p < 0.001$, Cohen’s $d = 0.58$. Similarly, the temporal-split self-distances ($M = 0.42$, $SD = 0.11$) were significantly smaller than the temporal-split other-distances ($M = 0.48$, $SD = 0.05$); $t_{(76)} = -5.034, p < 0.001$, Cohen’s $d = 0.87$. These findings showed that the practice genomes were successful in distinguishing students from each other. This property opens a way to use practice genomes for the data-driven modeling of individual differences.

### 6. DISCOVERING GROUPS OF LEARNERS WITH SIMILAR PRACTICE BEHAVIOR

As reviewed in Section 2.2, the dominated approach to behavior modeling in educational data mining is discovering latent learner groups composed of students who exhibit similar behavior patterns. We follow a similar approach: we reveal these latent learner groups by clustering practice profiles of students. These clusters may be considered as a simple “cluster” model of learner behavior where individual students are modeled by their association with these latent groups. In this section, we explain the process of clustering students in groups with similar behavior and explain the process of assessing the quality of these clusters.

#### 6.1. Forming Clusters of Learners Based on Practice Genomes

Given the confirmed stability, the practice genomes offer a reliable foundation to find students with similar practice behavior. The clustering of genomes was performed in two steps. First, we mapped the higher-dimensional practice genomes...
to compare the mean probability to each other. van der Maaten and Tibshirani et al., 2001 provided a non-linear dimensionality-reduction algorithm based on the frequent patterns. Thus, for the grid-search and the projection selection, we executed the first and the second step of the clustering process together for each run.

During the second step of the clustering process, we applied partition around medoids (PAM) clustering to the 2-D results of t-SNE projections. To judge the cluster separation for the grid-search and projection selection, we performed a differential sequence mining approach similar to Kinnebrew and Biswas (2012) to compare the mean probability (ratio) of each frequent pattern between the discovered clusters ($k = 2$) using multiple t-tests at $\alpha = 0.05$ and counted the number of significantly different patterns between each cluster. Based on this approach, we selected the 2-D t-SNE projection. The selected t-SNE projection of the practice behaviors and the PAM clustering results are presented in Figure 3. After clustering, there were 38 and 37 students in clusters 1 and 2, respectively (avg. silhouette score = 0.40).

6.2. Examining Cluster Separation Quality With Incoming Parameters

We need to perform quality assessment to examine whether the clustering process was successful in grouping learners with similar practice behavior. To do so, we checked the differences between clusters in various dimensions and compared the separation quality against other grouping metrics based on the incoming parameters. For all numeric metrics in the incoming parameters (e.g., pre-test, SE, KMA scores), we used median values to split students into two opposing subgroups. To examine possible impact of gender, we split students in female and male groups.

6.2.1. Exploring Frequent Pattern Differences

We started our exploration by checking differences between discovered clusters in frequent patterns. We expected to find strong differences between the clusters given that practice genomes were used in clustering process. However, we performed this exploration as a sanity check and as a reference point for comparison with other grouping metrics.

We followed a differential sequence mining approach similar to Kinnebrew and Biswas (2012) to compare the mean probability (ratio) of each frequent pattern between the clusters and formed subgroups using multiple t-tests at $\alpha = 0.05$. In this approach, there is no implemented procedure for controlling for the family-wise error rate. However, we applied Bonferroni correction to control family-wise error rate. In Table 4, we reported the total number of significantly different patterns by considering top-10, top-50 and all frequent patterns (i.e., 169) for different grouping metrics with and without performing p-value corrections. As shown in the table, cluster separation differentiated students rigidly. When considered all 169 frequent patterns, 64 (38%) patterns found to be significantly different between clusters. For top-10 and top-50, we reached to similar conclusion where approximately half of the patterns were significantly different between clusters. More importantly, even after applying Bonferroni correction, some patterns remained significantly different that highlights the significance of pattern-based differences between clusters.

We followed the same procedure for the opposing subgroups formed based on the incoming parameters. When all 169 frequent patterns considered, the maximum number of significantly different patterns was 22 (13%) for SE-based grouping. Other grouping metrics could not even reach that level of separation (see Table 4 for details). When Bonferroni correction applied\(^2\), none of the grouping metric had any

\(^2\)We reached exactly the same results when applied less conservative p-value adjustment procedures such as false discovery rate (FDR), and Holm-Bonferroni.
significantly different pattern, which was not the case for clustering. However, it was interesting to observe that almost all significantly different patterns between opposing subgroups were unique to that particular grouping metric. There were 41 (25%) significantly different patterns between all opposing subgroups in total (without Bonferroni correction). Only one frequent pattern was significantly different for two grouping metrics. It looks like each incoming parameter captured only limited practice behavior differences between subgroups based on frequent patterns.

To summarize, in this section, we observed that none of the collected incoming parameters was strong enough to distinguish learners as good as clusters based on frequent patterns.

### 6.2.2. Exploring Practice Genome Differences

In the previous section, we detected only minor differences among subgroups by checking individual frequent patterns. In this section, we extended this approach and instead of checking differences in patterns, we followed a more holistic approach and explored differences between subgroups using the practice genomes. Namely, we used the same subgroups that we already formed in the previous section (including clusters) and calculated the pairwise distances between a learner's practice genome and other students' genomes in the opposing subgroups using Jensen-Shannon (JS) divergence as we used it for checking the stability of the practice genomes (see Section 5.3).

At the end of the subgroup formation, each student was assigned to a particular subgroup. For example, a male student might belong to Cluster 1, high SE, low pre-test, and low KMA subgroups. Thus, for this particular student, we can calculate the average distance of his practice genome to the genomes of all students in the opposing subgroups; i.e., female group, Cluster 2, low SE, high pre-test, and high KMA subgroups. At the end of this process, each student had five average genome distances to the opposing subgroups. In total, we calculated 70 average genome distances for each grouping metric, one for each student.

If one of the grouping metric was more distinguishing than the others, we expect that the average distance to that opposing subgroup should be the maximum compared to others. To check this hypothesis, we performed multiple paired \( t \)-tests to compare average pairwise distance values for each subgroup and further adjusted \( p \)-values using Bonferroni correction. Results showed that the cluster based grouping generated significantly higher pairwise JS distance compared to other four grouping metrics [Pre-test: \( t(69) = 6.290, p < 0.001 \); KMA: \( t(69) = 7.921, p < 0.001 \); SE: \( t(69) = 5.821, p < 0.001 \); Gender: \( t(69) = 7.773, p < 0.001 \)]. Similar to pattern based exploration performed in the previous section, we conclude that clustering was the most powerful grouping metric to separate learners' practice genomes compared to other groupings created by the incoming parameters.

### 6.3. Practice Behavior Differences Between Clusters

By examining the cluster separation quality in the previous section, we quantified differences between clusters based on individual frequent patterns and practice genomes; and compared to other subgroups based on each incoming parameter. The eventual goal of the clustering process was to discover latent student groups with considerably different practice behavior. Thus, we continue assessing the quality of clustering process by analyzing practice behavior differences between clusters. To achieve this, we calculated the average ratio (probability) of frequent patterns in both clusters. In Figure 4A, we plotted the average ratio of 20 patterns that had the highest absolute ratio difference between two clusters and sorted them by the difference of the absolute ratio. In the figure, there are 10 patterns that more frequently occurred in Cluster 1 (top half of the graph) and 10 patterns that more frequently occurred in Cluster 2 (bottom half of the graph). The significantly different patterns are labeled with a red colored text.

As shown in the figure, students in two clusters exhibited considerably different practice behavior. Students in Cluster 1 significantly more frequently opened and explored examples right after they began to work with a topic (e.g., \{topic-o, EX-LINE\}, \{topic-o, ex-o\}). Moreover, they switched more frequently from viewing explanations to successful problem solving, suggesting that they valued examples as a preparation tool for problem solving (e.g., \{EX-LINE, PROB-S\}, \{topic-o, EX-LINE, PROB-S\}). The students in this cluster were also engaged significantly more frequently in a sequence of uninterrupted problem solving attempts, in which a sequence of failed attempts was followed by a sequence of successful attempts (e.g., \{PROB-F, PROB-S\}, \{PROB-F, prob-s\}).

In contrast, students in Cluster 2 interleaved attempts to solve problems by using the query execution mode. As seen in the figure, all 10 “distinguishing” patterns that involved the query execution mode (e.g., query-e) were significantly more frequent in Cluster 2. For example, when Cluster 2 students failed on a problem, they checked their query results in the query execution mode to get more detailed feedback (e.g., \{prob-f, query-e\}, \{PROB-F,query-e\}). Further, they typically managed to solve problems after using the query execution mode (e.g., \{query-e, prob-s\}, \{query-e, PROB-S\}, \{prob-f, query-e, prob-s\}). In some cases, they used the query execution mode even after successfully solving a problem (e.g., \{prob-s, query-e\}), suggesting that at particular cases they wanted to verify their correct queries by checking the actual query result.

---

| Cluster metric | Top-10 | Top-50 | All patterns |
|---------------|--------|--------|--------------|
| Cluster       | 5(3)   | 22(9)  | 64(7)        |
| Pre-test      | 1(0)   | 2(0)   | 6(0)         |
| KMA           | 0(0)   | 1(0)   | 6(0)         |
| SE            | 1(0)   | 7(0)   | 22(0)        |
| Gender        | 0(0)   | 4(0)   | 8(0)         |

*The number of significantly different patterns and (the number of significantly different patterns after Bonferroni correction) are reported by considering top-10, top-50, and all available (169) frequent patterns.*
To provide a side-by-side comparison, in Figure 4B, we demonstrated the average ratio (probability) of 20 frequent patterns that had the highest absolute difference between low and high pre-test students. Based on the figure, we can speculate that students with high prior knowledge exhibited more skimming behavior (e.g., {topic-o, EX-O}, {topic-o, prob-o}, {topic-o, ex-o}). However, given the only significantly different pattern, {topic-o, EX-O}, it was hard to strongly support this hypothesis. Compared to discovered clusters, it can be easily noticed that pre-test based grouping was not highly successful in separating students according to the frequent patterns even if we concentrated on the most divergent patterns between opposing subgroups.

In summary, by clustering practice genomes, we discovered two divergent practice behaviors. To simplify the difference, Cluster 1 students tended to learn by distilling SQL knowledge encapsulated in examples and then applying it to practice problems. Cluster 2 students preferred to “generate” SQL knowledge through their own experience obtained by experimenting with various SQL queries, which they used as exploration, debugging, and verification tools.

7. CONNECTING PRACTICE BEHAVIOR TO INCOMING AND OUTGOING PARAMETERS THROUGH CLUSTER MODEL

The clusters of learners obtained through the profiling and clustering process explained above represent a simple formal model of learner behavior, which is currently typical for data-driven studies of learner behavior in the field of educational datamining (see Section 2.2). With this cluster model, individual learners are modeled by their association with one of the behavior clusters. The ability to compress complex learner behavior into a simple model enables us to investigate two groups of connections displayed in Figure 2 that we were not able to assess before. The next (Section 7.1) explores the connections between incoming parameters and learning behavior modeled by clusters. Following that, Section 7.2 investigates the connections between the clusters and the outgoing parameters (engagement and performance).

7.1. Connecting Clusters to Incoming Parameters

Since the discovered clusters revealed some divergent learning behavior, it is important to check whether the observed behavioral differences could be explained by some incoming parameters collected in our study (i.e., gender, pre-test, SE, and KMA scores). To draw the connection from the obtained clusters to incoming parameters, we checked whether there are any other noticeable differences between behavior clusters in terms of each of these parameters. We summarized the incoming parameters for each cluster in Table 5. For each incoming parameter, we only considered students with available data. As seen in the table, the clusters were balanced in respect to each of the incoming parameters. The percentage of female students were 56 and 44%, respectively. The mean scores of SE, KMA, and pre-test were also very similar. Our formal analysis did not reveal any statistically significant differences in SE scores \( t_{(68)} = −0.53, p = 0.60 \),
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7.2. Connecting Clusters to Outgoing
Parameters
In this section, we attempt to connect the cluster model of
practice behavior to outgoing parameters (i.e., engagement and
performance measures as described in Section 3.3). Similarly to
the previous subsection, we perform this analysis in two different
ways. We first checked if there were any observable differences
between clusters for each engagement and performance measures
and we only considered students with available data for each
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total-actions (U = 539, p = 0.08), distinct-content (U = 739, p =
0.71), post-test scores \([t(70) = 0.88, p = 0.38]\), and NLG (U =
733, p = 0.34). In other words, the clusters can’t be directly
explained by differences in the outgoing parameters (what we see
are clusters of “good learners” and “bad learners”, neither they
are clusters of “well-engaged” and “poorly-engaged” learners).

We further fitted regression models to predict outgoing
parameters. This analysis could be also considered as an attempt
to assess the predictive power of our simple data-driven model
of individual differences. We added the categorical cluster labels
as a predictor in these fitted models and followed the prediction
procedure described in Section 3.4. Table 6 summarizes the fitted
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\[\chi^2 \text{ (1)} = 0.018, p = 0.893\] and incoming-model \[\chi^2 \text{ (1)} =
4.128, p = 0.048\]. In post-test scores prediction, cluster labels
did not improve the overall fit of the model compared to the
intercept-only \[\chi^2 \text{ (1)} = 1.133, p = 0.287\] and incoming-model
\[\chi^2 \text{ (1)} = 0.807, p = 0.668\]. However, compared to the incoming-
model, the cluster-model improved the explained variance by
2.7% (based on adj. \(R^2\)). In parallel, for NLG prediction, the
cluster-model did not predict NLG better compared to both
intercept-only \[\chi^2 \text{ (1)} = 0.975, p = 0.324\] and incoming-
model \[\chi^2 \text{ (1)} = 0.757, p = 0.685\]. Yet, it improved the
explained variance by 2.1%. This result indicates that the cluster
model treated as a simple data-driven model of individual
differences could be more useful for predicting important
outgoing parameters of learning than traditional models. This
finding motivated the last stage of our work presented in the
next section.
8. DEVELOPING A DATA-DRIVEN MODEL OF INDIVIDUAL DIFFERENCES

This section focuses on the final goal of our study: building a data-driven model of individual differences that could complement existing dimensions of individual differences and improve our ability to connect learner practice behavior to performance and engagement. In the previous section, we demonstrated the presence of two clusters that exhibit significantly divergent practice behavior. We also observed that these behavior differences can’t be explained by incoming parameters hinting that the observed divergent behavior could be used to construct a data-driven model of individual differences, which is “orthogonal” to the traditional models of individual differences collected in our study. While our simple data-driven model of individual differences was not able to offer significant help in prediction tasks, our attempts hinted that it could be more useful than traditional models (Section 7.2).

However, the comparison of the simple data-driven model with the traditional models was not fully fair. In contrast to traditional models that usually offer a continuous scale between two opposite ends (i.e., low/high self-esteem, etc), our simple “binary” model has to fully allocate every student to one of the latent groups, which might be too simplistic to offer a good modeling and predictive power. In this section we attempt to refine our data-driven binary model into a more traditional continuous behavioral scale and evaluate the predictive power of the data-driven scale on various engagement and performance measures (see Section 3.3 for details about measures). We compare the relative predictive power of the behavioral scale (i.e., distance to cluster medoids) against the incoming parameters (i.e., gender, pre-test scores, KMA, and SE scores) and the categorical behavioral cluster representations. Further, we check the transferability of the constructed behavioral scale using the transfer dataset.

8.1. Developing a Continuous Behavioral Scale

In this section, we attempted to refine the categorical cluster assignments into a continuous behavioral scale that can model individual differences reflected through the practice behavior, similar to traditional scales of individual differences.

To follow existing “bi-polar” scales of individual differences, we attempted to quantify the position of a student with respect to each main practice behavior (depicted by the clusters) as the Euclidean distance from the student’s 2-D point to the cluster medoids found by the PAM clustering algorithm. Thus, we modeled the practice behavior of a student using two numerical values: (1) distance to the first cluster medoid (M1), and (2) distance to the second cluster medoid (M2).

To investigate how distances to cluster medoids captured differences among students (i.e., incoming parameters, engagement, and performance), we divided students into five bins using Euclidean distances on 2D dimension. The bins are numbered from 1 to 5 in increasing average distance for M1 and M2, where bin 1 is the closest group to the medoids, as illustrated in Figure 5. As Table 7 shows, grouping based on distance to M1, the average number of distinct explanation lines viewed drops considerably as the distance increases, and we found a significant negative correlation \( r = -0.48, p < 0.001 \). We also found a weak positive correlation with the average number of query executions \( r = 0.23, p = 0.04 \), but there was no constant decrease or increase based on the distance. Thus, with the increase of the distance to M1, the number of distinct line views decreases and the number of query executions increases. For grouping based on the distance to M2, we found a significant negative correlation between distance and the number of distinct problems attempted \( r = -0.30, p = 0.009 \), and between distance and the number of query executions \( r = -0.68, p < 0.001 \). We also found a significant positive correlation with the NLG \( r = 0.24, p = 0.038 \). Thus, we can summarize that when students move away from M2, the NLG increases while they attempted fewer distinct problems and performed fewer number of query executions. The correlations summarized in this section overlaps with the practice behaviors described in Section 6.3, where students in Cluster 1 were more concentrated on examples and students in Cluster 2 were performing more query executions.

To check if there was any connection between the distance values and the incoming parameters, we fitted linear regression models to predict both distance values by adding pre-test, KMA, SE scores and gender as predictors. We did not find any significant correlation between distance and the incoming parameters. This means that we cannot explain distances to cluster medoids and the attributed practice behavior by the incoming parameters.

8.2. Predicting Engagement With Behavioral Scale

We began our analyses by predicting total-actions with the behavioral scale, i.e., distances to cluster medoids. Regression results indicated that the model with distance to medoids as features (distance-model) fitted data significantly better than both the intercept-only model \( X^2(2) = 14.744, p < 0.001 \) and the model that used the incoming parameters (incoming-model) as features \( X^2(2) = 9.514, p = 0.009 \). Moreover, the distance-model also fitted data significantly better than the model that used categorical cluster labels (cluster-model) \( X^2(1) = 12.191, p = 0.001 \). We further fitted a separate model with both distance measures and individual parameters together as features (full-model) to compare relative regression coefficients. In this model, distance to M1 and distance to M2 were the only significant predictors of total-actions, where moving away from both medoids was associated with a fewer number of actions. We can mention that the distance to M2 had a slightly higher negative effect on total-actions.

We continued predicting engagement measures with distinct-content. Comparable to the results for total-actions prediction, we found out that the distance-model fitted the data significantly better than the intercept-only model \( X^2(2) = 10.575, p = 0.005 \), the cluster-model \( X^2(1) = 10.557, p = 0.001 \), and the incoming-model \( X^2(2) = 6.428, p = 0.004 \). Next, we fitted a model with
both distance and incoming parameters together (full-model) and found that only the distance measures were significant predictors. Based on the regression coefficients, we saw that the distance to M1 had a higher negative impact on distinct-content compared to the distance to M2. Table 8 presents the summary of the fitted models for predicting engagement measures.

In summary, students who were close to M2 performed more learning actions, which can be explained by the overall practice behavior of Cluster 2: they failed more on problem attempts and used query execution more frequently, as compared to Cluster 1. Students who were close to M1 covered more unique content, such as viewing more unique explanation lines.

8.3. Predicting Performance With Behavioral Scale

In this section, we advanced to performance prediction by predicting both post-test scores and the NLG by using the behavioral scale. The summary of the fitted models is presented in Table 8.

To predict post-test scores, we fitted a regression model with distance to medoids as features (distance-model). We found out that the distance-model fitted the data significantly better than the incoming-model (i.e., the model with incoming parameters as features) \( \chi^2_{(1)} = 4.928, p = 0.026 \), and better than the model that used binary cluster assignments, pre-test scores and DPA as features \( \chi^2_{(1)} = 4.121, p = 0.042 \). Next, we fitted a
model with all features together (full-model), and these results indicated that after pre-test scores and DPA, the distance to M2 was the only significant predictor. Thus, after controlling for the prior knowledge and the number of distinct problems attempted, the distance to the second cluster medoid significantly predicts post-test scores.

In NLG prediction, we discovered that the distance to M2 significantly predicted NLG after controlling for the DPA in the distance-model. We further fitted a model with all features together (full-model), and again, only DPA and distance to M2 were significant predictors. Given the positive sign of the M2 regression coefficients in both post-test and NLG predictions, we concluded that the distance from the Cluster 2 medoid was associated with higher performance.

### 8.4. Transferability of Performance Prediction

In this section, we assess the transferability of our data-driven modeling approach by predicting the performance of students in a new dataset (i.e., transfer dataset) that was not used in discovering the clusters and building the behavior scale. In addition, to assess whether the data-driven modeling approach can be used for early prediction of student performance, we only used students’ action sequences from the first half of the course. There were 36 students who used the practice system (attempted at least one problem and viewed at least one example) in the transfer dataset. We filtered out students who did not take both pre- and post-tests and who did not have any frequent patterns that could be used to build the practice genome. After this filtering process, 27 students remained.

The main challenge in this process was projecting new students’ practice genomes on an already constructed 2-D tSNE projection, as shown in Figure 3, because the t-SNE algorithm learns a non-parametric mapping. To overcome this challenge, we trained a multivariate regression model to predict the location (x and y coordinates) of new practice genomes on a 2-D map using the practice genomes from the main dataset. This way, we can predict new students’ locations and calculate their distances to the same cluster medoids.

Using the first-half sequences, we discovered 109 frequent patterns following the same approach presented in Section 5, where 102 of the discovered patterns overlapped with the previously discovered patterns (i.e., 169 frequent patterns) and 49 of them overlapped with the previously discovered top-50 frequent patterns from the main dataset. To build the model without overfitting, we only used these overlapping frequent patterns as features and further reduced this set to 28 patterns by applying a multivariate backward step-wise feature selection procedure. The final trained model explained the variance in the coordinates reasonably well (x: \(adj.R^2 = 0.89\), y: \(adj.R^2 = 0.83\)) and convinced us to proceed. Using this model, we predicted the locations of new students on the 2-D map and calculated Euclidean distances to both medoids.

Using the first-half sequences, we discovered 109 frequent patterns following the same approach presented in Section 5, where 102 of the discovered patterns overlapped with the previously discovered patterns (i.e., 169 frequent patterns) and 49 of them overlapped with the previously discovered top-50 frequent patterns from the main dataset. To build the model without overfitting, we only used these overlapping frequent patterns as features and further reduced this set to 28 patterns by applying a multivariate backward step-wise feature selection procedure. The final trained model explained the variance in the coordinates reasonably well (x: \(adj.R^2 = 0.89\), y: \(adj.R^2 = 0.83\)) and convinced us to proceed. Using this model, we predicted the locations of new students on the 2-D map and calculated Euclidean distances to both medoids.

Similar to the analyses in Section 8.3 to predict post-test scores, in addition to the DPA feature, we added pre-test scores to control for levels of prior knowledge. Since we did not have incoming parameters in the transfer dataset, we can only report prediction results of the distance measures on this dataset. Our results indicated that the overall model was significant \([F(4, 62) = 5.365, p = 0.004, adj.R^2 = 0.40]\). Compared to the same model fitted in the main dataset, we lost 3.4% in explained variance (based on adj. \(R^2\), 0.435 in main dataset and 0.401 in transfer dataset), but this finding could simply be a result of using only the half-sequences of students. Based on the regression results, similar to our previous findings, the distance to M2 was a significant predictor \((B = 0.642, t = 2.588, p = 0.017)\) but not the distance to M1 \((B = -0.357, t = -1.312, p = 0.203)\). In NLG prediction, we found a similar trend where the distance to M2 was a significant feature \((B = 0.605, t = 2.072, p = 0.049)\) but not the distance to M1 \((B = -0.525, t = -1.758, p = 0.092)\). These

### Table 8: Summary of the fitted regression models to predict engagement and performance measures.

| Dependent variables | total-actions | distinct-content | Post-test score | NLG |
|---------------------|---------------|------------------|----------------|-----|
| Regression Type      | total-actions | distinct-content | Post-test score | NLG |
| Pre-test score       | Distance-model | Full-model       | Distance-model | Full-model |
| Gender (M)           | -0.002        | 0.0001           | 0.611***       | 0.587*** |
| SE score             | 0.124         | 0.050            | 0.112          | 0.258 |
| KMA score            | -0.071        | -0.031           | -0.012         | -0.019 |
| DPA                  | -0.207***     | -0.207***        | -0.201***      | -0.196*** |
| Dist. to M1          | -0.216***     | -0.207***        | -0.201***      | -0.201*** |
| Dist. to M2          | -0.292***     | -0.289***        | -0.201***      | -0.196*** |
| Adjusted R²          | 0.435         | 0.409            | 0.104          | 0.083 |
| Log likelihood       | 485.570       | 483.257          | 412.889        | 410.900 |
| Akaike Inf. Crt.     | 977.141       | 980.513          | 831.378        | 835.801 |
| F Statistic          | 13.486***     | 7.434***         | 3.527***       | 1.984 |

Standardized regression coefficients are reported for the independent variables. **p < 0.05; ***p < 0.01.
results indicate that the data-driven model of practice behavior that was built by using the main dataset represents a reasonably stable dimension of individual differences that could be used in new datasets to predict learner performance.

9. DISCUSSIONS AND CONCLUSION

In this paper, we examined connections between several traditional dimensions of individual differences, practice behavior, engagement and performance in an online practice system for learning SQL. As a part of this process, we used sequence mining approach to build profiles of learner practice behavior as a probability vector of frequent patterns (i.e., practice genomics) and discovered clusters of learners with significantly divergent behavior. We discovered that none of the incoming parameters was useful to predict learner practice behavior. We considered these results as an indication that differences in learner practice behavior reflected a new latent dimension of individual differences that can not be reduced to other dimensions modeled in the study. Our data also demonstrated that even a simple cluster-based model of learner behavior was more useful in predicting engagement and performance than the established scales of individual differences such as KMA and SE. On the final step of our study, we attempted to convert the simple cluster model of practice behavior into a complete data-driven model of individual differences using a continuous behavioral scale. We evaluated this scale against the main dataset and examined the transferability of our modeling approach against a new semester-long dataset. Our findings showed that the data-driven behavioral scale can predict both learners’ engagement within the online practice system and their performance. This results demonstrated that our data-driven model not only offers a much stronger connection to practice behavior than traditional models of individual differences, but is also more useful than traditional models in predicting engagement and performance.

An interesting “side” result that we observed is that “closeness” of practice profile to one of the cluster medoids was associated with higher post-test scores and NLG. However, we obtained this result after controlling for the practice “efforts.” This finding indicates that learner performance is not defined solely by the sheer amount of practice efforts, it is also important how a student practiced.

We believe that our results offer valuable contributions to the study of individual differences in education, the role of AI, and data analytic. As the results show, the data-driven individual differences might be better in predicting both the engagement and the performance than traditional individual differences. These results indicate the critical power of learner data in the studies of individual differences. One important finding is that modern learning environments offer students an unusual level of freedom in choosing what, when, and how to learn. With this freedom of choice, students might have higher chances to expose latent individual differences through their practice behavior, which enables researchers to collect valuable student data to discover new dimensions of individual differences through data-driven approaches. Compared to traditional models that are formed through relatively brief subjective questionnaires, the data-driven models that leverage a large volume of learner data could be both more reliable and sophisticated. From the prospect of AI, it is critical to confirm that modern AI-based data mining technologies might successfully uncover latent individual differences captured in learner data. While our study demonstrated the value of our specific approach based on sequence mining, dimensionality reduction, and clustering, we believe that researchers could obtain more impressive results with a range of methods reviewed in Section 2. In turn, a higher predictive power of data-driven individual differences opens a range of opportunities for building AI-based interventions that can make the learning process more productive and successful.

The reported results are interesting and important, but our study does have limitations. The first group of limitations is related to the measures applied. Based on multiple regression analysis, we showed that traditionally modeled individual differences such as SE and KMA were not effective in both engagement and performance prediction. This finding supports the prior research showing that SE has no impact on performance (Baumeister et al., 2003). However, the SE measure used in this study focuses on global self-worth. More specific self-concept constructs had a stronger relationship to the academic achievement (Marsh and Craven, 2006). In addition, we administered KMA on SQL problems that required students to write short SQL statements without having any options to select. We believe that the nature of such problems might reduce the predictive power of KMA. Other modified versions of similar measures could be used (Gama, 2004) or knowledge assessment could be monitored during usage of the practice system. In addition, the collected individual differences were limited and researchers should consider collecting other possible measures to model learners’ individual differences. Finally, the performance measures that we used in this paper were based on pre/post tests rather than on actual course grades, due to having no access to this information.

Since the practice was system offered as a non-mandatory resource, our analyses are subject to self-selection bias, where we can only observe the practice behavior of students who decided to use the system. The design of the practice system adds another limitation to our findings, where students had freedom to choose topics and content on which to work freely. In addition, we collected the data from similar student cohorts attending the same graduate-level course at a large North American university. The results presented in this paper might not be transferable to other cohorts or cultures. Similar studies and analyses should be conducted in other courses and in other cultures in different settings to assess the generality of the study results. Finally, in our results, we are not claiming any causality. In our future work, we plan to apply this modeling approach to a newer version of the practice system that has more types of learning content, explore cultural differences, incorporate other self-reported measures, and check the differences among practice behaviors in the presence of different engagement manipulations.
DATA AVAILABILITY STATEMENT

The datasets presented in this article are not readily available because data protection regulations. Requests to access the datasets should be directed to kaa108@pitt.edu.

ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Human Research Protection Office (HRPO), University of Pittsburgh. The participants provided their written consent to participate in this study.

REFERENCES

Akhuseyinoglu, K., and Brusilovsky, P. (2021). “Data-driven modeling of Learners’ individual differences for predicting engagement and success in online learning,” in Association for Computing Machinery (New York, NY), 201–212.

Anderson, J. S., Krueger, J. I., and Vohs, K. D. (2003). Learning styles theory fails to explain learning and achievement: Recommendations for alternative approaches. Pers. Individ. Diff. 116, 410–416. doi: 10.1016/j.paid.2017.04.050

Anderson, A., Hutenlocher, D., Kleinberg, J., and Leskovec, J. (2014). “Engaging with massive online courses,” in Proceedings of the 23rd International Conference on World Wide Web, WWW ’14 (New York, NY: Association for Computing Machinery), 687–698.

Appleton, J. J., Christenson, S. L., Kim, D., and Reschly, A. L. (2006). Measuring cognitive and psychological engagement: validation of the student engagement instrument. J. Sch. Psychol. 44, 427–445. doi: 10.1016/j.jsp.2006.04.002

Ayres, J., Flannick, J., Gehrke, J., and Yu, T. (2002). “Sequential pattern mining using a bitmap representation,” in Proceedings of the Eight ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’02 (New York, NY: ACM), 429–435.

Balakrishnan, G. (2013). Predicting Student Retention in Massive Open Online Courses Using Hidden Markov Models (Master’s thesis), EECS Department, University of California, Berkeley, CA.

Bandura, A. (1982). Self-efficacy mechanism in human agency. Am. Psychol. 37, 122. doi: 10.1037/0003-066X.37.2.122

Baumeister, R. F., Campbell, J. D., Krueger, J. I., and Vohs, K. D. (2003). Does high self-esteem cause better performance, interpersonal success, happiness, or healthier lifestyles? Psychol. Sci. Public Interest 1, 1-44. doi: 10.1111/j.1529-1006.01431

Boroujeni, M. S., and Dillenbourg, P. (2018). “Discovery and temporal analysis of latent study patterns in mooc interaction sequences,” in Proceedings of the 8th International Conference on Learning Analytics and Knowledge, LAK ’18 (New York, NY: ACM), 206–215.

Bouke, K., Jain, S., and Brefeld, U. (2018). “Mining user trajectories in electronic text books,” in Proceedings of the 11th International Conference on Educational Data Mining EDM 2018 (Buffalo, NY), 147–156.

Boyer, S., and Veeramachaneni, K. (2015). “Transfer learning for predictive models in massive open online courses,” in 17th International Conference on Artificial Intelligence in Education, AIED 2015 (Madrid), 54–63.

Brighton, C. G., and Chiang, M. (2015). “Mooc performance prediction via clickstream data and social learning networks,” in 2015 IEEE Conference on Computer Communications (INFOCOM) (Hong Kong: IEEE), 2299–2307.

Briñez, S. H., and Pajaras, F. (2006). Sources of science self-efficacy beliefs of middle school students. J. Res. Sci. Teach. 43, 485–499. doi: 10.1002/tea.20131

Brunovsky, P., Somýurek, S., Guerra, J., Hosseini, R., Zadorozhny, V., and Durlach, P. J. (2016). Open social student modeling for personalized learning. IEEE Trans. Emerg. Top. Comput. 4, 450–461. doi: 10.1109/TETC.2015.2501243

Brunovsky, P., Sosnovsky, S., Yudelson, M. V., Lee, D. H., Zadorozhny, V., and Zhou, X. (2010). Learning sql programming with interactive tools: from integration to personalization. ACM Trans. Comput. Educ. 9, 19. doi: 10.1145/1656255.1656257

Champaign, J., Colvin, K., Liu, A., Fredericks, C., Seaton, D., and Pritchard, D. (2014). “Correlating skill and improvement in 2 moocs with a student’s time on tasks,” in Proceedings of the First ACM Conference on Learning @ Scale Conference (New York, NY: ACM), 11–20.

Chen, G., Davis, D., Hauff, C., and Houben, G.-J. (2016). “On the impact of personality in massive open online learning,” in Proceedings of the 24th Conference on User Modeling, Adaptation and Personalization, UMAP 2016 (New York, NY: Association for Computing Machinery), 121–130.

Cruces, R. W., Bosch, N., Perry, M., Angrave, L., Shaik, N., and Bhat, S. (2018). “Refocusing the lens on engagement in moocs,” in Proceedings of the Fifth Annual ACM Conference on Learning at Scale, L@S ’18 (New York, NY: Association for Computing Machinery).

Davis, D., Jivet, I., Kizilcec, R. F., Chen, G., Hauff, C., and Houben, G.-J. (2017). “Follow the successful crowd: raising mooc completion rates through social comparison at scale,” in Proceedings of the Seventh International Learning Analytics and Knowledge Conference, LAK ’17 (New York, NY: Association for Computing Machinery), 454–463.

Denny, P., McDonald, F., Empson, R., Kelly, P., and Petersen, A. (2018). “Empirical support for a causal relationship between gamification and learning outcomes,” in Association for Computing Machinery (New York, NY), 1–13.

Di Giunta, L., Alessandri, G., Gerbino, M., Luengo Kanacri, P., Zuffiano, A., and Caprara, G. V. (2013). The determinants of scholastic achievement: the contribution of personality traits, self-esteem, and academic self-efficacy. Learn. Individ. Differ. 27, 102–108. doi: 10.1016/j.lindiff.2013.07.006

DiFrancesco, N., Niefeld, J. L., and Cao, L. (2016). A comparison of high and low achieving students on self-regulated learning variables. Learn Individ. Differ. 45, 228–236. doi: 10.1016/j.lindiff.2015.11.010

Dunning, D., Johnson, K., Ehrlinger, J., and Kruger, J. (2003). Why people fail to recognize their own incompetence. Curr. Dir. Psychol. Sci. 12, 83–87. doi: 10.1111/1467-8721.01235

Elliott, A. J., and McGregor, H. A. (2001). A 2×2 achievement goal framework. J. Pers. Soc. Psychol. 80, 501–519. doi: 10.1037/0022-3514.80.3.501

Fournier Viger, P., Lin, J. C.-W., Gomariz, A., Gueniche, T., Soltani, A., Deng, Z., et al. (2016). “The spmf open-source data mining library version 2,” in Joint European Conference on Machine Learning and Knowledge Discovery in Databases (Riva del Garda), 36–40.

Gama, C. (2004). “Metacognition in interactive learning environments: the reflection assistant model,” in Proceedings of International Conference on Intelligent Tutoring Systems (Berlin; Heidelberg: Springer Berlin Heidelberg), 668–677.

Geigle, C., and Zhai, C. (2017). Modeling student behavior with two-layer hidden markov models. J. Educ. Data Min. 9, 1–24. doi: 10.1145/3051457.3053986

Gininabtrand, N., Heckman, S., Barnes, T., and Lynch, C. F. (2019). “What will you do next? a sequence analysis of the student transitions between online platforms,” in Proceedings of the 12th International Conference on Educational Data Mining, EDM 2019 (Montreal), 59–68.

FUNDING

This material is based upon work supported by the National Science Foundation under grant no. 1740775.

AUTHOR CONTRIBUTIONS

KA lead the data analysis and the process of manuscript writing. PB lead the project, provided feedback, and contributed to manuscript writing. Both authors contributed ideas for study and contributed to the manuscript.

DATA-DRIVEN MODELING OF LEARNERS’ INDIVIDUAL DIFFERENCES

Akhuseyinoglu and Brusilovsky

Frontiers in Artificial Intelligence | www.frontiersin.org 17 February 2022 | Volume 5 | Article 807320

31
Grier-Reed, T. L., Appleton, J., Rodriguez, M., Gauza, Z. M., and Reschly, A. L. (2012). Exploring the student engagement instrument and career perceptions with college students. J. Educ. Dev. Psychol. 2, 85–96. doi: 10.5539/edp.v2n2p85

Guerra, J., Sahabi, S., Liu, Y.-R., and Brusilovsky, P. (2014). "The problem solving genome: analyzing sequential patterns of student work with parameterized exercises," in Proceedings of the 7th International Conference on Educational Data Mining, EDM 2014 (London), 153–160.

Guo, P., and Reinecke, K. (2014). "Demographic differences in how students navigate through moocs," in Proceedings of the First ACM Conference on Learning & Scale Conference (New York, NY: ACM), 21–30.

Hansen, C., Hansen, C., Hjuler, N., Alstrup, S., and Lioma, C. (2017). "Sequence modelling for analysing student interaction with educational systems," in Proceedings of the 10th International Conference on Educational Data Mining, EDM 2017 (Wuhan), 232–237.

Harackiewicz, J. M., Barron, K. E., Pintrich, P. R., Elliot, A. J., and Thrash, T. M. (2002). Revision of achievement goal theory: necessary and illuminating. J. Educ. Psychol. 94, 638–645. doi: 10.1037/0022-0663.94.3.638

Herold, J., Zundel, A., and Stahovich, T. F. (2013). "Mining meaningful patterns from students’ handwritten coursework," in Proceedings of the 6th International Conference on Educational Data Mining, EDM 2013 (Memphis, TN), 67–73.

Hosseini, R., Akhuseyinoglu, K., Brusilovsky, P., Malmi, L., Pollari-Malmi, K., Schunn, C., et al. (2020). Improving engagement in program construction examples for learning python programming. Int. J. Artif. Intell. Educ. 30, 299–336. doi: 10.1007/s40593-020-00197-0

Hosseini, R., Brusilovsky, P., Yudelson, M., and Hellas, A. (2017). "Stereotype modeling for problem-solving performance predictions in moocs and traditional courses," in Proceedings of the 25th Conference on User Modeling, Adaptation and Personalization, UMAP 2017 (New York, NY: ACM), 76–84.

Jonassen, D. H., and Grabowski, B. L. (1993). Handbook of Individual Differences, Learning, and Instruction. New York, NY: Routledge.

Kinnebrew, J. S., and Biswas, G. (2012). "Identifying learning behaviors by contextualizing differential sequence mining with action features and performance evolution," in Proceedings of the 5th International Conference on Educational Data Mining, EDM 2012 (Chania), 57–64.

Linnenbrink, E. A., and Pintrich, P. R. (2001). "Multiple goals, multiple contexts: the dynamic interplay between personal goals and contextual goal stresses," in Motivation in Learning Contexts: Theoretical Advancements and Methodological Implications, Advances in Learning and Instruction Series (Elmsford, NY: Pergamon Press), 251–269.

Linnenbrink, E. A., and Pintrich, P. R. (2002). Achievement goal theory and affect: an asymmetric bidirectional model. Educ. Psychol. 37, 69–78. doi: 10.1207/S15326957EP3702_2

Liu, S., Kaplan, H. R., and Risser, W. (1992). Decomposing the reciprocal relationships between academic achievement and general self-esteem. Youth Soc. 24, 123–148. doi: 10.1177/0044118X9202400201

Loginova, E., and Benoit, D. F. (2021). "Embedding navigation patterns for student performance prediction," in Proceedings of the 15th International Conference on Educational Data Mining, EDM 2021 (Paris), 391–399.

Lorenzen, S., Hjuler, N., and Alstrup, S. (2018). "Tracking behavioral patterns among students in an online educational system," in Proceedings of the 11th International Conference on Educational Data Mining, EDM 2018 (Buffalo, NY), 280–285.

Maldonado, R. M., Yacef, K., Kay, J., Kharrufa, A., and Al-Qaraghi, A. (2011). "Analysing frequent sequential patterns of collaborative learning activity around an interactive tablet," in Proceedings of the 4th International Conference on Educational Data Mining, EDM 2011 (Eindhoven), 211–216.

Marsh, H. W., and Craven, R. G. (2006). Reciprocal effects of self-concept and performance from a multidimensional perspective: beyond seductive pleasure and unidimensional perspectives. Perspect. Psychol. Sci. 1, 133–163. doi: 10.1111/j.1745-6916.2006.00010.x

Matthews, G., Deary, I. J., and Whiteman, M. C. (2003). Personality Traits. Cambridge: Cambridge University Press.

Midgley, C., Kaplan, A., Middletton, M., Maehr, M. L., Urdan, T., Anderman, L. H., et al. (1998). The development and validation of scales assessing students’ achievement goal orientations. Contemp Educ. Psychol. 23, 113–131. doi: 10.1006/ceps.1998.0965

Mirzaei, M., Sahabi, S., and Brusilovsky, P. (2020). "Detecting trait versus performance student behavioral patterns using discriminative non-negative matrix factorization," in Proceedings of the 33rd International Florida Artificial Intelligence Research Society Conference (Miami, FL), 439–444.

Mouri, K., Shimada, A., Yin, C., and Kaneko, K. (2018). "Discovering hidden browsing patterns using non-negative matrix factorization," in Proceedings of the 11th International Conference on Educational Data Mining, EDM 2018 (Buffalo, NY), 568–571.

Multon, K. D., Brown, S. D., and Lent, R. W. (1991). Relation of self-efficacy beliefs to academic outcomes: a meta-analytic investigation. J. Couns. Psychol. 38, 30. doi: 10.1037/0022-0167.38.1.30

Nesbit, J. C., Zhou, M., Xu, Y., and Winne, P. (2007). "Advancing log analysis of student interactions with cognitive tools," in 12th Biennial Conference of the European Association for Research on Learning and Instruction, EARLI (Budapest), 2–20.

Pinto, J., Zhang, Y., Paquette, L., and Fan, A. (2021). "Investigating elements of student persistence in an introductory computer science course," in Proceedings of the 5th Educational Data Mining in Computer Science Education (CSEDM) Workshop at EDM2021 (Paris).

Rosenberg, M. (1965). Society and the Adolescent Self-Image. Princeton, NJ: Princeton University Press. doi: 10.1515/9781400876136

Roussieu, P. J. (1987). Silhouettes: a graphical aid to the interpretation and validation of cluster analysis. J. Comput. Appl. Math. 20, 53–65. doi: 10.1016/0779-0721(87)90125-7

Sharma, K., Jermann, P., c.Dillenbourg, P. (2015). "Identifying styles and paths toward success in moocs," in Proceedings of the 8th International Conference on Educational Data Mining, EDM 2015 (Madrid), 408–411.

Tibshirani, R., Walther, G., and Hastie, T. (2001). Estimating the number of clusters in a data set via the gap statistic. J. R. Stat. Soc. B 63, 411–423. doi: 10.1111/j.1467-9868.00293

Tobias, S., and Everson, H. (1996). Assessing Metacognitive Knowledge Monitoring. Report no. 96–01. College Entrance Examination Board.

Tobias, S., and Everson, H. T. (2009). "The importance of knowing what you know: a knowledge monitoring framework for studying metacognition in education," in Handbook of Metacognition in Education, The Educational Psychology Series (New York, NY: Routledge/Taylor & Francis Group), 107–127.

Upton, D., and Adams, S. (2006). Individual differences in online learning. Psychol. Learn. Teach. 5, 141–145. doi: 10.2304/plat.2005.5.2.141

van der Maaten, L., and Hinton, G. (2008). Visualizing data using t-sne. J. Mach. Learn. Res. 9, 2579–2605.

Venant, R., Sharma, K., Vital, P., Dillenbourg, P., and Broisin, J. (2017). "Using sequential pattern mining to explore learners’ behaviors and evaluate their correlation with performance in inquiry-based learning," in Proceedings of the 12th European Conference on Technology Enhanced Learning, EC-TEL 2017 (Cham: Springer), 286–299.

Wen, X., Lin, Y.-R., Liu, X., Brusilovsky, P., and Barria Pineda, J. (2019). "Iterative discriminant tensor factorization for behavior comparison in massive open online courses," in The World Wide Web Conference, WWW ’19 (New York, NY: Association for Computing Machinery), 2068–2079.

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Akhuseyinoglu and Brusilovsky. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.