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Abstract: The banking industry is the engine of economic activities of the modern day financial systems. As such, banks play a very significant part in supporting economic growth through the efficient allocation of resources and risk diversification in an environment of optimal interest rate spread. Therefore, the understanding of the impact of interest rate spread on the banking system efficiency demands that an empirical inquiry of this nature be conducted. In this paper, we seek to empirically investigate the impact of interest rate spread on the banking system efficiency in South Africa for the period from 2000Q1 to 2017Q3 by employing the nonlinear autoregressive distributed lags framework. Evidence from this study suggests the presence of asymmetries in the interest rate spread behavior. Specifically, in the long run, we find a significant negative relationship between banking efficiency and a positive shock to interest rate spread. Furthermore, a negative shock to interest rate spread improves banking efficiency by about 0.3% in the long run. The results of this study further suggest that economic growth and real exchange rate are
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The banking system efficiency plays a critical role in the health of the financial and economic spheres of a country. Evidence from this study suggests that economic growth and real exchange rate positively influence the efficiency of the South African banking system. However, it is further found that a positive change in interest rate spread decelerates banking efficiency in the long run and nonperforming loans have a negative effect on the efficiency of the banking system in South Africa. A negative shock to interest rate spread improves banking efficiency in South Africa in the long run. These findings could be generalized to other economies in the region in order to tighten the regulatory and supervisory oversight of the banking system such that stability and efficiency could be realized in this important industry.
significant factors that positively influence the banking system efficiency and non-performing loans retard the efficiency of the banking system in South Africa.

Subjects: Econometrics; Monetary Economics; Banking and Finance

Keywords: risk diversification; interest rate spread; banking system efficiency; nonlinear autoregressive distributed lags

1. Introduction
The South African financial system has in the past decade been put through some significant tests by external shocks such as the calamitous effects of the 2007 financial crisis, volatility in the international commodity prices and the general decrease in the global growth outlook. Kganyago (2016) argue that, despite the slight economic recovery from the recent global financial crisis, the South African financial system has faced further challenges from widening interest rate spread and from the ongoing fragility in the international financial markets. Nonetheless, one point needs to be made clearly. The South African financial system safely weathered the contagion and catastrophic effects of the recent financial crisis because of its resilience and efficiency that are highly consistent with the more stringent global regulatory reforms and regulations (Maredza & Ikhide, 2013). Hence, the banking system in South Africa is ranked amongst the top-class banking systems of the world and therefore is of key systemic importance in the growth and development of the country.

It is an overarching fact that banks play an important role in the economies of developing countries, South Africa in particular, by improving the living standards of the citizenry through the provision of financial services. Pinnington and Shamloo (2016) aver that the intermediation functions of banks include, among others, offering of a repository for savings and transforming them into illiquid assets, clearing and settlement systems, efficient distribution of financial resources between savers and borrowers and other financial products that deal with risk and market uncertainty. Principally, banking institutions are in existence because they are a direct response to the fact that information is costly. Thus, banks and other financial institutions specialize in the screening of the credit worthiness of borrowers and rendering continuous monitoring function such that borrowers honor their obligations (Were & Wambua, 2014). The profit or the reward that banks and other financial institutions get from offering these financial services is the spread between lending and deposit rates. This process is best known as maturity transformation and it is at the core of modern banking and forms the central part of this particular study.

As outlined in the outset, banks are institutions of confidence and contribute to the growth and development of an economy. Therefore, given the banking system–economic growth link, Tabak and Souto (2010) maintain that potentially large interest rate spread could negatively affect the efficient intermediation functioning of banks and the economy in general. Consequently, the productivity of banking institutions and the growth path of the economy will decelerate. These factors provide sufficient motivation to undertake this study in order to provide policy makers and the government with precise, more directed and evidence-based empirical results on the impact of interest rate spread on the banking system efficiency in South Africa.

In addition, this paper is of relevance because the impact of widening interest rate spread is topical among central bankers and its appeal to the body of knowledge on banking gives a new perspective and deepens the understanding of how interest rate spread impacts the banking system efficiency in South Africa in a number of ways. For one, majority of previous studies (Chauyeau & Couppey, 2000; Kumbirai & Webb, 2010; Maredza & Ikhide, 2013) have emphasized the determination of competition and productivity in the banking system with less attention focused on how this industry is affected with interest rate spread. Furthermore, unlike previous studies which used the general Vector Error Correction (VEC) approach (Chauyeau & Couppey, 2000; Okeahalam, 2006, Smets, 2014), this study employs the nonlinear autoregressive distributed lags (NARDL) framework to empirically examine the impact of interest rate spread on the banking system efficiency in South Africa. We content that the adopted econometric
framework, that is the NARDL model, is most appropriate as it allows the estimation of potential long- and short-run asymmetries in interest rate spread to inform policy formulation in the banking sector dynamics.

Given the introduction in the first section, this paper proceeds as follows: the overview of the South African banking system and interest rate spread is provided in Section 2. Section 3 provides the relevant literature consulted in relation to this study. The methodology and the econometric techniques employed in carrying out this study are presented in Section 4. Section 5 reports the empirical results and the last section provides the conclusion and policy implications of the study.

2. Overview of the South African banking system and interest rate spread

The economy of South Africa is fabricated by a large financial sector that is greatly sophisticated, well developed and highly regulated. The total market value of the assets within the financial sector, in December 2016, averaged 298% of GDP (South African Reserve Bank [SARB], 2016), surpassing those of other nations in the region and other developing countries. Kganyago (2016) maintains that the biggest portion of the South African financial system is consumed by the commercial banks, with assets of around 112% of GDP. However, rapid growth in nonbank financial sector, for instance insurance companies and pension funds, has seen the share of commercial banks assets declining since 2008. At the end of 2016, the share of total financial assets of commercial banks in South Africa dropped by 72% between 2009 and 2016 (SARB, 2016). Figure 1 shows the proportion of financial assets in South Africa.

The majority of banking assets are domestic, with a share of 95% and most major banks in South Africa contracted their operations to developed economies and non-African emerging market economies (Banking Association of South Africa [BASA], 2016). According to Figure 1, a large proportion of the financial assets in South Africa are consumed by pension funds or insurance companies. This segment consumes about 46% of the total financial sector assets in South Africa (SARB, 2016). The second largest financial sector that occupies the financial assets in South Africa is the private banking sector with 37% portion of the total assets. Unit trusts, that is institutions that pool money from various investors to invest in assets such as shares, property and bonds, consume 14% of the total financial assets in South Africa. Other segments consume only 3% of the total financial sector assets (SARB, 2016).

Kganyago (2016) asserts that South Africa has a world class banking system because of its observance to the international banking regulation frameworks. This has seen a steadily increasing number of foreign players acquiring stakes in major banks in South Africa. Furthermore, Kganyago (2016) argues that the South African banking sector is highly concentrated and compares favorably to the developed economies. The South African banking sector comprises 15 branches of foreign banks, 36 foreign bank representatives, 6 foreign controlled banks, 10 locally controlled banks and 3 mutual banks (SARB, 2016). The last quarter of 2016 reviewed that about 91% of the total banking sector assets was represented by the five major banks, also known as the “Big Five,” in South Africa, namely Standard bank, Capitec,
FirstRand bank (FNB), ABSA and Nedbank (BASA, 2016). Generally, the number of banks in South Africa has been declining over the years. Locally controlled banks sorely decreased from 18 to 10 between 2010 and 2016, with branches of foreign banks increasing to 15 in 2016, from 13 in 2009 (SARB, 2016). This trend could be attributable to factors such as liquidations, mergers or amalgamations of financial institutions.

The major banks in South Africa are defined by the proportion of the market share that each financial institution consumes within the financial system. Figure 2 exhibits the market share of the five largest banks in South Africa. Figure 2 clearly indicates that the five major banks dominate the banking sector in South Africa. Standard bank has the largest market share with an average of 25%, followed by ABSA with about 22% market share of the banking sector. FNB and Nedbank follow with an average of 20% and 18%, respectively (BASA, 2016). The market share of these five major banks in South Africa shows not much difference between each bank and this indicates the concentration and competitiveness of the banking sector in South Africa. According to Maredza and Ikhide (2013), concentration is the extent to which a large portion of the out of a particular market is produced by few firms in the industry.

In South Africa, according to Aron and Muellbauer (2012), the lending rate refers to the commercial banks’ prime overdraft rate. It is a benchmark rate priced at 3.5 basis points above the repurchase rate (SARB, 2016). This rate is used by banks to price the lending rates offered to clients at either above or below the benchmark rate. Figure 3 shows trends in the lending and deposit rates in South Africa for the period 1994Q1–2016Q4.

According to Figure 2, the lending rate in South Africa has remained unchanged during 2016 at about 10% from an average of 9% in 2014. The lending rate averaged 12% from 1994 until 2017, reaching an all-time high of 26% in August 1998 and a record low of 5% during the apartheid era in September 1950 (SARB, 2017). The deposit rates in South Africa, according to Figure 3, follow a consistently similar pattern with the lending rates. It can be seen from Figure 3 that deposit rates fluctuate below the lending rates. The deposit interest rate showed an increase of 1.02% between 2015 and 2016 financial years.
These deposits averaged 11% since the first quarter of 1994 to the last quarter of 2016, reaching an all-time peak of 19% in 1990 and a record low of 5% in the third quarter of 2013 (SARB, 2017). The deposits in South Africa, according to Kganyago (2016), are composed of six different forms, namely current, savings, call, fixed and notice, Negotiable Certificate of Deposit (NCDs) and repos.

3. Literature review
Previous studies on the impact of interest rate spread on the banking system efficiency are very few not only in the context of South Africa but across all the developing economies. Majority of the available studies put more emphasis on the determination of productivity and competition within the banking system. In a study conducted by Okeahalam (2006) for the 61 banking branches in South Africa, the results indicated that the productive efficiency of these banks was 83%. These results implied that financial institutions could reduce their costs by 17% without significant changes of their output mix. Similarly, using the parametric stochastic frontier, Ncube (2009) concluded that the cost and profit efficiencies of the major four banks in South Africa averaged 55% and 92%, respectively.

In another study, Kumbirai and Webb (2010) used financial ratios to analyze the profitability, credit quality and liquidity of the five major banks in South Africa and concluded that the South African financial system successfully weathered the effects of the 2008 financial crisis because of adequate capitalization and profitability. Similar results were obtained by Chauveau and Coupey (2000) for the five major banks in South Africa using the data envelopment analysis techniques. Their study examined the technical efficiency of the selected banks and their results show the lack of significant problems of productive inefficiency. Likewise, Maredza and Ikhide (2013) used a two-stage methodology framework to measure the efficiency and productivity changes of the four major commercial banks in South Africa. Their first stage results pinpointed to the fact that there was a noticeable but mild deviation of total factor productivity and efficiency measures during the 2008 financial crisis. The evidence from their second stage analysis, which used the censored Tobit model, show that the financial crisis was a major cause of bank inefficiency with a decrease of 16.96% compared to the precrisis era. The above cited previous studies provide detailed understanding on the determination of productivity and how competition and financial crises affect the efficient functioning of the banking system. However, limited attention has been focused on the empirical understanding of the impact of interest rate spread on the banking system efficiency in the context of South Africa.

4. Methodology
This study attempts to investigate the impact of interest rate spread on the banking system efficiency in South Africa by employing the NARDL framework. We specify the following asymmetric long-run equation of the banking system efficiency:

$$\text{BTA}_t = \phi_0 + \phi_1 \text{GDP}_t + \phi_2 \text{IRS}^{\text{pos}}_t + \phi_4 \text{IRS}^{\text{neg}}_t + \phi_5 \text{NPL}_t + \phi_6 \text{REXR}_t + \nu_t$$  \hspace{1cm} (1)

Given formulation (1), GDP is a measure of economic growth, BTA signifies the total banking assets (a measure of bank size, used as a proxy of the capitalization of the South African banking system) and nonperforming loans as a proportion of total gross loans are captured by NPL. REXR represents the real exchange rate (ZAR/US$), $\nu_t$ denotes the error-correction term and the subscripts $\phi_2$, $\phi_4$ represent the cointegrating vectors or vectors of the long-run parameters to be estimated, respectively. In formulation (1), IRS$^{\text{pos}}_t$ and IRS$^{\text{neg}}_t$ represent partial sums of positive and negative changes in interest rate spread (lending minus deposit rates).

According to Shin, Pesaran and Smith (2011), and O’Donnell (2010), formulation (1) can be specified in an ARDL setting along the line of Pesaran and Shin (1999) and Pesaran, Shin and Smith (2001) as follows:
\[ \Delta \text{BTA}_t = \phi + \beta_0 \text{BTA}_{t-1} + \beta_1 \text{GDP}_{t-1} + \beta_2 \text{IRSp}_t + \beta_3 \text{IRSn}_t + \beta_4 \text{NPL}_{t-1} + \beta_5 \text{REXR}_{t-1} + \sum_{i=1}^p \alpha_i \Delta \text{BTA}_{t-i} + \sum_{i=0}^q \text{GDP}_t \Delta \text{GDP}_{t-i} + \sum_{i=0}^s \alpha_i \Delta \text{IRSp}_{t-i} + \sum_{i=0}^t \alpha_i \Delta \text{IRSn}_{t-i} + \sum_{i=1}^{1} \alpha_i \Delta \text{NPL}_{t-i} + \sum_{i=1}^{1} \alpha_i \Delta \text{REXR}_{t-i} + \mu_t \]  

(2)

where all variables are as defined above, \( p, q, r, s \) and \( t \) are lag orders. It is important to note here that \( \alpha_i \text{pos} \) and \( \alpha_i \text{neg} \) measure the short-run influences of a positive shock and a negative reduction to interest rate spread on banking total assets, respectively. As such, over and above the asymmetric long-run relation between interest rate spread and banking efficiency, the asymmetric short-term impact of interest rate spread changes is also captured.

4.1. Data and expected a priori
The data utilized for econometric estimation in this study were extracted from two sources within the Quantec data base, namely the Statistics South Africa and the SARB for the period from 2000Q1 to 2017Q3. The banking system efficiency of South Africa and the data thereof are represented by the five major banks with a share of about 91% of the total banking sector assets in the country. The conventional economic theory posits that growth in output improves the intermediation functioning of the banking system (Walsh, 2003); thus, the coefficient of GDP is expected to be positive. The coefficient of IRS is predicted to be either negative or positive depending with the elasticity of the variable. The quality of loans is captured by the variable NPL and an increase in this variable is expected to reflect inefficiencies in the banking industry. As such, the sign of the coefficient of NPL is expected to be negative. Since higher interest rates have a tendency to attract foreign capital and as a result cause the exchange rate to rise, therefore, the sign of REXR is expected to be positive.

4.2. Estimation techniques
This paper is an empirical attempt to establish the impact of interest rate spread on the banking system efficiency in South Africa using the NARDL methodology. The plausible feature of the NARDL approach to cointegration is that this method is applicable irrespective of whether the variables are \( I(0) \) or \( I(1) \) but with none that are \( I(2) \). Therefore, in order to render the validity of the computed F-statistics in the tests of cointegration, it is important to conduct tests of unit root such that no \( I(2) \) variables are involved in the analysis. To this end, we employ the widely used Augmented Dickey-Fuller (ADF) and Philips-Peron (PP) tests of unit root to analyze the unit root properties of the vectors. Based on the estimated NARDL, we employ the bounds test approach of Pesaran et al. (2001) and Shin et al. (2011) to test for the presence of cointegration among the vectors. This method of cointegration will be carried out using the Wald F-test based on the null hypothesis that all the long-run coefficients are jointly equal to zero. Having established the cointegration of variables, the final step of our empirical analysis involves the utilization of the NARDL framework to examine the short- and long-run estimates of the model specified in Equation (2).

| Variables | ADF test | PP test |
|-----------|----------|---------|
|           | Level    | First difference | Level | First difference | Conclusion |
| BTA       | 1.25     | −3.26          | 2.73  | −3.26            | I(1)       |
| GDP       | −0.72    | −5.52          | 0.73  | −5.54            | I(1)       |
| IRS       | 0.37     | −5.03          | 0.37  | −5.04            | I(1)       |
| NPL       | −3.40    | −9.33          | −3.45 | −6.01            | I(0)       |
| REXR      | −1.80    | −3.06          | −1.80 | −5.49            | I(1)       |

Note: 5% critical value (tabulated value) for ADF and PP tests is −2.96.
Source: Author’s computation using E-views 10 Econometric Software.
| Model                  | Method | $F$-stat | Normality | Heteroscedasticity | Correlation |
|------------------------|--------|----------|-----------|--------------------|-------------|
| $BTA = f(GDP, IRS, NPL, REXR)$ | ARDL   | 7.69*    | 0.82      | 0.72               | 0.45        |

| Level (%) | Lower bounds $I(0)$ | Upper bounds $I(1)$ |
|-----------|----------------------|----------------------|
| 5         | 3.45                 | 4.69                 |
| 10        | 2.81                 | 3.94                 |

Notes: Optimal lag length of 5 is selected using the AIC criterion with critical values generated under the assumption of intercept and no trend. *Indicates rejection of the null hypothesis of no cointegration at 5% level of significance. Source: Author’s computation using E-views 10 Econometric Software.
5. Empirical results and discussion

Given the precondition of the bounds test approach that no variables should be $I(2)$, we first subject each series to the ADF and PP tests of unit root to determine the unit root properties of the variables under the assumption of constant and trend terms. Evidence from unit root tests reported in Table 1 suggest that the variables are $I(1)$ processes except for the variable of nonperforming loans which is $I(0)$. This means that all the other variables are nonstationary at level but become stationary in their first difference form.

Since the tests indicate that none of the variables are $I(2)$, we confidently proceed to the bounds testing approach. The results displayed in Table 2 indicate that a long-run relationship exists among the vectors when the regression model is normalized in banking total assets. This compelling evidence is indicated by the computed $F$-statistic of 7.69% exceeding the upper critical value of 4.69%, at the 5% level of significance. In the same manner, according to the diagnostic results reported in Table 2, all the diagnostic tests fail to exhibit any evidence of the violation of the classical linear regression model assumptions, that is the model estimated in Equation (2), according to Brooks (2008), Gujarati (2004) and Keho (2017), does not have any problem of serial correlation, no Autoregressive Conditional Heteroskedasticity (ARCH) effect and non-normality in residuals. The results of the bounds $F$-statistics are reported in Table 2.

The stability of the estimated model was tested using the Cumulative Sum (CUSUM) and the CUSUM of Squares methods as shown in Figures 4 and 5, respectively. The former test provides evidence that the model is stable as the graph is within the critical region at the 5% level of significance. However, the CUSUM of Squares graph indicates that the cumulative sum of squares is somewhat unstable as the graph is not strictly within the 5% significance lines. This is suggestive of parameter instability which is not desirable for the model.

Having established the long-run relationship between the variables, we further estimate the long-run impact of economic growth, interest rate spread, nonperforming loans and real exchange rates on the banking total assets in South Africa using the NARDL approach. The results of the long- and short-run estimates are disclosed in Table 3.
The results of the NARDL approach indicate that all the estimated coefficients, in exception of nonperforming loans, are statistically significant in explaining the South African banking system and have expected signs. As stated earlier, the banking system efficiency of South Africa is proxied by the total banking assets of the five major commercial banks. The results indicate that a positive long-run relationship exists between economic growth, real exchange rate and total banking assets in South Africa both in the short and long run. In other words, ceteris paribus, a 1% change in output growth and real exchange rate will ignite an average of 30.7% and 17.9% increase in banking assets, respectively. These results authenticate the theory of interest rates and conform with previous findings of Chauyeau and Coupepy (2000), Okeahalam (2006) and Ncube (2009). As highlighted earlier, although majority of these studies emphasized the determination of efficiency and productivity in banking system, their results were slightly higher than those of this study, for example, Ncube (2009) concluded that a unit increase in output increases bank capacity by almost 42%.

Another important finding of this study is that there is empirical evidence of a negative relationship between nonperforming loans and total banking assets in South Africa both in the short and long term. Importantly, Table 3 exhibits evidence that a positive shock to interest rate spread retards the growth in total banking assets. More specifically, the presence of asymmetry is observed both in the short and long run in respect to a positive and a negative change in interest rate spread. In the long term, a positive unit change in interest rate spread ignites an average of about −0.12% decrease in banking capitalization. A negative shock to interest rate spread improves banking efficiency by about 0.3% in the long run. Moreover, a 10% decrease in nonperforming loans will translate to a 10.9% decrease in the total banking assets in South Africa. In a way, these results corroborate with the findings of Maredza and Ikhide (2013). As stated earlier, their second stage regressions indicated that all the other bank-specific factors were significant except for interest rate. Their findings further concluded that nonperforming loans negatively and significantly impact the efficiency of banks. This is acceptable given that a rise in the quantity of nonperforming loans impedes the growth of bank assets. A negative relationship between bank assets and interest rate spread is inevitable in the case of South Africa since, according to Ncube (2009) and Maredza and Ikhide (2013), large banks tend to achieve high efficiency levels and reduced costs of operations since the deceleration of cost efficiency as indicated by an increase in interest rate spread decreases the overall productive efficiency of commercial banks.

### 6. Conclusion and policy implications

In this paper, we have empirically investigated the impact of interest rate spread on the banking system efficiency in South Africa by utilizing the NARDL framework on quarterly time series data from 2000Q1 to 2017Q3. The stationarity properties of the vectors were performed using the ADF and the PP tests of unit root. We employed the NARDL method of cointegration to examine the long-run relationship between the variables. The results suggest that a compelling long-run relationship exists among the variables and

| Table 3. Long- and short-run estimates of the ARDL method |
|---|---|---|---|
| **Regressand variable: BTA** | **Long-run estimates** | **Short-run estimates** |
| **Regressors** | Coefficient | t-Stat | Coefficient | t-Stat | p-Values |
| GDP | 0.307* | 3.684 | 0.289* | 3.104 | 0.000 |
| IRSpos | −0.118* | 6.171 | −0.182* | 5.918 | 0.001 |
| IRSneg | 0.351 | 4.214 | 0.381 | 3.015 | 0.216 |
| NPL | −1.091 | −16.182 | −0.964 | −16.018 | 0.302 |
| REXR | 0.179** | 1.895 | 1.064* | 0.903 | 0.216 |
| Constant | 48.765* | 9.832 | 33.803* | 9.103 | 0.000 |

Notes: */**Statistically significant at 5%/10% level, respectively.  
Source: Author’s computation using Eviews 10 Econometric Software.  
ARDL: Autoregressive distributed lag.
all the tests of normality, heteroscedasticity and correlation indicate that the estimated model does not have any problem of serial correlation, no ARCH effect and non-normality in residuals. The empirical evidence from this study suggests that economic growth and the real exchange rate are significant factors that positively influence the efficiency of the South African banking system. From the analysis, we find evidence for the presence of asymmetries in the long term as well as in the short run. More specifically, in the long run, a positive shock to interest rate spread tends to decelerate the growth in banking assets. A negative shock to interest rate spread improves banking efficiency by about 0.3% in the long run. Furthermore, this study also found that nonperforming loans slow the efficiency of the banking system. The monetary authorities and the government in South Africa should be mindful of the need to strictly adhere to the international regulations of commercial banks such that the gap between the deposit and lending rates could be optimally narrowed to achieve efficiency in the banking system. This endeavor will also uptick economic growth and strengthen the value of the domestic currency with more directed efforts of keeping the rate of inflation with the desired range of 3–6%.

Notwithstanding the promising results, this study faces some limitations. For one, the empirical analysis was conducted using total banking assets of the major South African commercial banks as a proxy of the efficiency of the banking system. An area of fruitful research in the future could be of utilizing other econometric techniques that can absorb the entire variables of the South African banking sector. This is important for many reasons. First, the empirical analysis employed in this study could have omitted some important variables that have a significant impact on the banking system efficiency or the endogeneity of some of the utilized explanatory variables. Therefore, this study could be extended by modeling other variables such as macro-prudential banking regulation and the stock market shares to explain the South African banking system efficiency. This will be of relevance given the need to maintain optimal interest rate spread, protect the quality of loans and enhance a health financial and economic environment in South Africa.
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