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ABSTRACT The docking controller for autonomous aerial refueling (AAR) is intractable considering the high precision requirement and the complex disturbances of multiple environment flows. To solve the problems in the docking phase of AAR, such as the uncertainties of the aerodynamic parameters of receiver aircraft and the disturbances acting on the receiver aircraft, an adaptive dynamic surface control (ADSC) scheme based on radical basis function neural network (RBF-NN) is presented in this paper. Firstly, a nonlinear model of longitudinal dynamics of the receiver aircraft relative to the tanker aircraft is established, which incorporates the tanker vortex term. Secondly, a nonlinear strict-feedback form is introduced to design an adaptive dynamic surface controller with RBF-NN. Thirdly, the upper bounds of the “total disturbances” are estimated with the adaptive law, and the uncertain aerodynamic parameters of receiver aircraft are estimated with RBF-NN. It is proved that the proposed controller can guarantee the uniform boundedness of all the signals in the closed-loop system using Lyapunov theory. Finally, simulation results demonstrate the effectiveness of the proposed controller for the docking control of AAR.

INDEX TERMS Autonomous aerial refueling, docking controller, adaptive dynamic surface control, RBF neural network.

I. INTRODUCTION
An interest over the last decade in developing unmanned aerial systems’ (UAS) technologies has prompted research into methods for AAR processes [1]. The AAR techniques make new missions and capabilities possible for future unmanned aerial vehicles (UAVs) through extending the range and endurance [2], [3]. Two types of aerial refueling methods, probe-drogue refueling (PDR) and boom-receptacle refueling (BRR), are mainly employed currently, among which PDR method is considered to be more flexible and compact than BRR method [1], [4]. The PDR method can be applied to different aircrafts, different refueling speeds, and multiple aircraft refueling tasks, therefore it is suitable for UAV aerial refueling operation. The PDR method includes five phases. Docking phase is the most critical and difficult one, which directly affects the success of the whole AAR operation [5], [6]. PDR docking controller design aims at achieving automatic maneuvers of the receiver aircraft (manned or unmanned) to send the probe to the close proximity of the moving drogue and maintain the probe there.

Two main reasons make PDR docking a difficult task. The first reason is that the system model in the docking phase is a multi-input multi-output (MIMO) high order system with strong nonlinearity, which is complex for control design. Moreover, the drogue is susceptible to the disturbances, thus it is hard for the probe on the receiver aircraft to capture the moving drogue [6], [7]. B. Mario et al. developed the robotic pseudo-dynamic testing (RPsDT) method with hardware-in-loop experiment for the PDR docking, and got insight of the nonlinear characteristics of the drogue and the contact behavior [8]. The second reason is that the precision requirement of the PDR docking control is high. The tracking error and the relative velocity between two aircrafts should be within a small range [9]. Therefore, the PDR docking controller design has always been significant and challenging.

In recent years, with the development of UAVs and AAR, many researches have been carried out on the control of receiver aircraft during AAR operation. The most commonly used method is linear quadratic regulator (LQR) [10]–[13], which is linearized model based and the optimal feedback gain matrix can be obtained. In [11], a position tracking...
controller is designed using gain scheduling technique and optimal LQR control, where the anti-disturbance ability for the unknown disturbances is not considered in the controller design. In [12], machine vision based algorithms are implemented to detect the relative position and orientation between the UAV and the tanker. Another linear model based method known as L1 adaptive control methodology is applied to receiver tracking control in AAR [14], [15], and neural network (NN) is also utilized to estimate the system uncertainties.

Some improved work is then carried out based on the nonlinear system model. Also, the complex disturbances are taken into consideration. In [16], [17], the authors use the nonlinear dynamic inversion (NDI) with some uncertainty compensation technique to design the receiver tracking controller. The NDI-based controllers are only designed in the attitude loop, and cannot guarantee the performance in path and position loop. Recently, active disturbance rejection control (ADRC) [18]–[20] has received much attention in AAR control research. Z. Su et al. use back-stepping technique to divide the dynamic model of the receiver into five loops and employ ADRC for the docking controller design [18]. They take the system nonlinearities, uncertainties, and disturbances as the “total disturbances” which are estimated and compensated by extended state observer (ESO). In the position loop, the proper reference path angle is determined by fuzzy logic. In [21], Z. Su et al. utilize high order sliding mode observer (HOSMO) to achieve better estimation effects. Moreover, some modern control methods are also studied for their application in AAR control, such as: fault-tolerant control [22], [23] and terminal iterative learning control (TILC) [6], [24].

Although there are many approaches available for the docking control of AAR, this problem is still open. For nonlinear systems with uncertainty and external disturbances, adaptive dynamic surface control (ADSC) is one of the important methods to design controllers during these years. ADSC is based on back-stepping technique, but simplifies it by introducing the first-order filters and avoids the calculation of derivatives of the virtual control signals [25]. Considering NNs have an inherent ability of learning nonlinear dynamics and handling both unknown uncertainties as well as time-varying disturbances, it is also incorporated into ADSC design scheme [26]. ADSC is developed and achieve satisfactory results in multiple control research areas, such as nonlinear hypersonic air vehicle path following [27]–[29], formation of autonomous ships [30], [31], mobile wheeled inverted pendulum, and mobile robots control [32], [33].

Inspired by aforementioned work of ADSC research, in this paper, a radical basis function neural network (RBF-NN) based ADSC approach is applied to the controller of the receiver aircraft, which has uncertain nonlinear dynamics and subjects to the disturbances. RBF-NN is utilized to accommodate the uncertain dynamics. The stability of the close-loop system is proven via Lyapunov theory. The main contributions of this paper are listed as follows:

1) The multiple environment flows’ influence on the receiver and the drogue’s motion are both considered during the docking controller design, and a novel ADSC flight controller with RBF-NN technique is proposed for AAR.

2) The receiver model is divided into two subsystems and written in strict-feedback nonlinear forms, an adaptive algorithm combining RBF-NN and dynamic surface control (DSC) is designed, which can handle both the internal uncertainties and external disturbances, namely, it doesn’t depend on the accurate model of the receiver aircraft which is not available in practice.

The rest of this paper is organized as follows. Section II describes the system model and the control object. Section III presents the design of the NN-ADSC controller and proves its stability. The numerical simulation is performed in Section IV to illustrate the effectiveness of the proposed method. Section V outlines the concluding remarks and future works.

II. MATHEMATICAL MODEL AND PROBLEM STATEMENT

A typical PDR system is presented in Fig. 1, which consists of a flexible hose, a cone-shaped drogue, and a rigid probe. The hose trails behind and below the tanker, the drogue is mounted at the end of the hose, and the probe is equipped on the receiver protruding from its nose [6]. During the refueling operation, the tanker aircraft is always flying in level flight, namely, the tanker makes a uniform linear motion with constant speed $V_T$ and altitude $H_T$. The docking control task is to control the receiver aircraft to maneuver from the pre-contact position to the contact position along the reference trajectory to establish a link-up between the probe and the drogue for fuel transfer. Thus, the controller design is focused on the receiver aircraft.

A. DYNAMICS OF THE RECEIVER AIRCRAFT

As the receiver aircraft makes only forward and vertical maneuver during the docking phase from the pre-contact position to the contact position in $X_cZ_c$-plane, the longitudinal dynamics model of the receiver aircraft with respect to the tanker aircraft is derived and adopted from [11]. The model is comprised of six longitudinal state variables $[x T z \gamma \theta q]^T$ and two control input variables $[\delta_e \delta_T]^T$, where $V$ is the...
velocity of the receiver aircraft, $x$ and $z$ are the coordinates of the receiver aircraft expressed in the tanker body frame, $\gamma$ is the flight path angle, $\theta$ is the pitch angle, $\alpha$ is the angle of attack, and $q$ is the pitch rate. It should be noted that $\theta = \gamma + \alpha$ when only the longitudinal dynamics is considered. The model is described as:

\[ \dot{x} = V \cos \gamma - V_T + w_z \cos \theta + w_z \sin \theta \]  
(1)

\[ \dot{V} = -\frac{D}{m} + \frac{T \cos \alpha}{m} - (\dot{w}_x + q w_z) \cos \alpha + (q w_x - w_z) \sin \gamma - g \sin \gamma \]  
(2)

\[ \dot{w}_x = -L + mg \cos \gamma - T \sin \alpha \]  
\[ + \frac{m(q w_z - w_z) \cos \alpha + m \dot{w}_z \sin \alpha}{m V} \]  
\[ + \frac{mg \dot{w}_z \sin \alpha}{m V} \]  
(3)

\[ \dot{\gamma} = \frac{\dot{\delta}}{I_y} \]  
(4)

\[ \dot{\theta} = q \]  
(5)

\[ \dot{q} = \frac{\mathcal{M}}{I_y} \]  
(6)

where $g$, $m$, and $I_y$ represent the gravity, mass, and inertial constant of the receiver aircraft, respectively. $V_T$ is the velocity of the tanker. $\mathcal{L}$ and $\mathcal{D}$ are the lift and drag force. $\mathcal{M}$ is the pitch moment along the axis of the body frame. $T$ is the thrust. The explicit forms of these variables will be given in Appendix A.

AAR is one type of tight formation flight, where the receiver aircraft is in close proximity behind the tanker aircraft. The wake vortex generated by the tanker can sharply influence the dynamics of the receiver. Hence, the wake vortex should be considered in the model of the receiver for control. In this paper, the scheme in [34] is adopted to generate the vortex term in (1) – (4). $w_x, w_z$ are the induced wind velocities along the axis of the receiver body frame, and $\dot{w}_x, \dot{w}_z$ represent the wind gradients. The technique takes the relative separation and orientation between the two aircraft, geometrical characteristics as well as the velocity into consideration. A weighted averaging scheme is implemented to compute the effective wind and wind gradients as uniform approximations which are nonuniform. Once a fairly reasonable approximation is achieved, the vortex term can be explicitly added in the receiver dynamics which is more direct and computationally efficient than other methods. The details about the scheme for estimating the vortex-effect on the receiver could be found in [34].

### B. DYNAMICS TRANSFORMATION

From the longitudinal model of the receiver (1) – (6), it can be inferred that the main contribution in the change of the forward distance with respect to the tanker is from the throttle control variable $\delta_T$ and the vertical change is related mainly to the elevator deflection $\delta_e$. Separate control design for two channels may, therefore, be carried out. In order to employ ADSC in the docking controller design, the model of the receiver should be written in strict-feedback form. Dynamics transformation is implemented for two subsystems, forward subsystem and altitude subsystem.

1) **FORWARD SUBSYSTEM**

\[ \dot{x} = f_1 + g_1 V \]  
(7)

\[ \dot{V} = f_2 + g_2 \delta_T \]  
(8)

where the explicit forms for $f_1$, $g_1$, $f_2$, $g_2$ are given in Appendix B.

2) **ALTITUDE SUBSYSTEM**

In order to obtain altitude subsystem in strict-feedback form, we make undermentioned assumptions.

**Assumption 1:** The thrust term $T \sin \alpha$ in (4) can be neglected since it is greatly smaller than the lift force $L$.

Then the strict-feedback form equations of altitude subsystem are written as:

\[ \dot{\gamma} = f_3 + g_3 \gamma \]  
(9)

\[ \dot{\theta} = q \]  
(10)

\[ \dot{\delta} = \delta_0 + g_6 \delta \]  
(11)

where the explicit forms for $f_3$, $g_3$, $f_4$, $g_4$, $f_6$, $g_6$ are also presented in Appendix B.

**Assumption 2:** $f_i$ and $g_i$ are uncertain smooth functions. From the explicit forms of $g_i$ in Appendix B, it is obvious that they are all bounded, namely, there exist constants $g_{im}$, $g_{im}$ and $g_{ic}$ such that $0 < g_{im} \leq |g_i| \leq g_{im}, |\dot{g}_i| \leq g_{ic}, i = 1, \ldots, 6$.

**Assumption 3:** The reference signal $x_d$ and $z_d$ is smooth and available, and $x_d \in \Omega_x \equiv \{x_d | x_d^3 + x_d^3 + x_d^2 \leq B_1 \}$, $z_d \in \Omega_z \equiv \{z_d | z_d^2 + z_d^2 + z_d^2 \leq B_2 \}$.

### C. PROBLEM STATEMENT

1) **DROGUE MOTION**

Under the effect of nonuniform tanker vortex, the hose-drogue system will eventually stabilize at an equilibrium position. Also, the drogue position fluctuates around its equilibrium position due to the atmospheric turbulence whose characteristics are shown in Fig. 2. The drogue motion model in [35] is employed here, whose corresponding state space representation is:

\[ \Delta x_d(t) = A_d \Delta x_d(t) + B_d w_d(t) \]  
(13)

\[ \Delta y_d(t) = C_d \Delta x_d(t) \]  
(14)

where $\Delta x_d(t) = [\Delta x_d(t), \Delta y_d(t), \Delta z_d(t), \Delta \dot{x}_d(t), \Delta \dot{y}_d(t), \Delta \dot{z}_d(t)]^T$, $\Delta y_d(t) = [\Delta y_d(t), \Delta y_d(t), \Delta z_d(t)]^T$, and $\Delta z_d(t), \Delta \dot{z}_d(t)$ represent the drogue position error from its equilibrium point along each axis, respectively.

**2) CONTROL OBJECTIVE**

PDR docking controller design aims at achieving automatic maneuvers of the receiver from pre-contact position to the
contact position, sending the probe to the close proximity of the moving drogue and maintain the probe there. In each docking operation, after correcting the vertical position error, the receiver drives the probe to approach the drogue with a slow constant speed in \( x \) direction until the probe hits the central plane of the drogue. The docking process lasts from 0 to \( t_f \) which is expected to be equal to \( t_{dock} \) (desired docking moment). At this moment, a radial error between the drogue and the probe is defined as:

\[
e_{dock} \triangleq \| [y_d(t_f), z_d(t_f)]^T - [y(t_f), z(t_f)]^T \| \quad (15)
\]

where \( y_d(t) \), \( z_d(t) \), \( y(t) \), \( z(t) \) are the position of drogue and probe with respect to the cruise state of the receiver, respectively. Since the docking error is inevitable due to the disturbances, a threshold radius \( R_c \) is utilized to evaluate docking performance. Thus, the control objective is \( x(t_f) \rightarrow x_d(t_f) \) and \( e_{dock} < R_c \).

3) REFERENCE TRAJECTORY DESIGN

In order to achieve a successful docking, a safe and smooth trajectory from the starting position (pre-contact) to the final position (contact) needs to be generated. Controlling the receiver to track the reference trajectory can avoid actuator saturation and large overshoot in the docking process.

There are two important requirements of the reference trajectory generated for the PDR docking. The first and foremost requirement is to ensure the safety of the aircraft and the refueling unit. Namely, there should not be any risk of collision between two aircrafts and the hose-drogue system. Furthermore, the motion of the drogue under disturbances should not necessarily disturb the whole trajectory design. Thus, the vertical position error between the probe and drogue is corrected in the first part of the trajectory and the drogue’s motion should be considered in final part of the trajectory. Secondly, the generated trajectory should be feasible, namely realizable within the dynamics constraints of the receiver. To satisfy the second requirement, a continuously differentiable smooth trajectory is introduced.

For \( x \) direction, a high order polynomial trajectory is established as:

\[
x_{ref}(t) = a_{11}t^4 + a_{12}t^5 + a_{13}t^6 + a_{14}t^7, \quad 0 \leq t \leq t_1 \quad (16)
\]

where \( a_{11}, a_{12}, a_{13}, \) and \( a_{14} \) are determined by following boundary conditions:

\[
x_{ref}(t_f) = x_d(0), \quad \frac{dx_{ref}}{dt}(t_f) = 0, \quad \frac{d^2x_{ref}}{dt^2}(t_f) = 0 \quad (17)
\]

For \( z \) direction, trajectory is divided into two parts, similar polynomial trajectory with \( x \) direction is used in first part (from 0 to \( t_1 \)) which aims to correct the \( z \) direction position error relative to drogue’s equilibrium position:

\[
z_{ref}(t) = a_{21}t^4 + a_{22}t^5 + a_{23}t^6 + a_{24}t^7, \quad 0 \leq t \leq t_1 \quad (18)
\]

where \( a_{21}, a_{22}, a_{23}, \) and \( a_{24} \) are determined by following boundary conditions:

\[
z_{ref}(t_1) = z_d(0), \quad \frac{dz_{ref}}{dt}(t_1) = 0, \quad \frac{d^2z_{ref}}{dt^2}(t_1) = 0 \quad (19)
\]

In second part, the motion of the drogue is incorporated into the reference trajectory:

\[
z_{ref}(t) = z_d(0) + K_{ref}(t)\Delta z_d(t), \quad t_1 \leq t \quad (20)
\]

where \( K_{ref} \) is the weight coefficient increasing from 0 to 1 over time. In this paper, we suppose that before declaring docking, the drogue fluctuates around its equilibrium position and both the receiver and the tanker have synchronized velocity in the same direction. Then a designed reference trajectory for the receiver from pre-contact position to the contact position is shown in Fig. 3.
III. CONTROL STRATEGY

In this section, we develop a NN-ADSC controller for reference trajectory tracking of the receiver, to accomplish the goal of AAR docking. The recursive design procedure breaks into several steps for two subsystems. During the controller design, RBF-NNs are employed for a nonlinear function approximation of \( f_i, g_i, i = 1, \ldots, 6 \). The overall control structure is illustrated in Fig. 4. The stability analysis of the controlled closed-loop system will be carried out via Lyapunov theory.

A. RBF NEURAL NETWORKS

In this paper, the RBF-NNs are employed to approximate the unknown nonlinearity \( f \) with the following form [26], [28]:

\[
\hat{f}(x) = \hat{W}^T \xi(x) \tag{21}
\]

where \( x \in \mathbb{R}^M \) is the input vector of the RBF-NN, \( \hat{f} \in \mathbb{R} \) is the RBF-NN output, \( \hat{W} \in \mathbb{R}^N \) is the weight vector, \( \xi(x) \in \mathbb{R}^N \) is a vector valued function of the inputs, and \( N \) is the number of the RBF-NN nodes. The components of \( \xi(x) \) basis functions denoted by \( \rho_j(x), j = 1, \ldots, N \). A commonly used basis function is the so-called Gaussian function of the following form:

\[
\rho_j(x) = \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left(-\frac{\|x - c_j\|^2}{2\sigma_j^2}\right), \quad j = 1, \ldots, N \tag{22}
\]

where \( c_j \) is an \( M \)-dimensional vector representing the center of the \( j \)th basis function and \( \sigma_j \) is a real number called the width of the basis function. The structure of the RBF-NN is shown in Fig. 5.

According to the approximation property of the RBF-NNs [36], [37], given any continuous real valued function on a compact set \( f : \Omega \to \mathbb{R}, \Omega \in \mathbb{R}^M \), and an arbitrarily small \( \varepsilon_m > 0 \), for sufficiently large number of RBF-NN nodes \( N \), there exists an ideal weight vector \( \hat{W}^* \in \mathbb{R}^N \) such that the RBF-NN \( \hat{W}^* \xi(x) \) can approximate the given function \( f \) with the approximation error bounded by \( \varepsilon_m \), i.e.

\[
f(x) = \hat{W}^* \xi(x) + \varepsilon^* \tag{23}
\]

with \( |\varepsilon^*| \leq \varepsilon_m \). Since \( \hat{W}^* \) is unknown, we need to estimate \( \hat{W}^* \) online, where its estimation is denoted by \( \hat{W} \) and an adaptive law is developed to update \( \hat{W} \).

B. FORWARD SUBSYSTEM CONTROL DESIGN

Step 1. Define \( S_1 = x - \dot{x}_d \). The dynamics of the forward distance error is written as:

\[
\dot{S}_1 = f_1 + g_1 \dot{V} - \dot{x}_d = g_1(\hat{W}_1^T \xi_1 + \varepsilon_1) \tag{24}
\]

Using RBF-NN to approximate the unknown function \( g_1^{-1} f_1, g_1^{-1} \) on the compact set \( \Omega_1 \), we have:

\[
g_1^{-1} f_1 = \hat{W}_1^T \xi_1 + \varepsilon_1 \tag{25}
\]

\[
g_1^{-1} = \hat{V}_1^T \xi_1 + \delta_1 \tag{26}
\]

where \( \hat{W}_1^*, \hat{V}_1^* \) are optimal weight vectors, \( \xi_1, \xi_1 \) are the basis function vectors, \( \varepsilon_1, \delta_1 \) are NN approximation error, and \( |\varepsilon_1| < \varepsilon_{1m}, |\delta_1| < \delta_{1m} \).

A virtual control variable \( \tilde{V}_d \) is defined as:

\[
\tilde{V}_d = -k_1 S_1 - \hat{W}_1^T \xi_1 + \hat{V}_1^T \xi_1 \dot{x}_d \tag{27}
\]

where \( k_1 > 0 \) is the gain parameter, \( \hat{W}_1 \) is the estimation of \( W_1^* \), and \( \hat{V}_1 \) is the estimation of \( V_1^* \).

Introduce a new state variable \( V_d \) and let \( \tilde{V}_d \) pass through a first-order filter with positive time constant \( \tau_2 \) to obtain \( \tilde{V}_d \)

\[
\tau_2 \dot{V}_d + V_d = \tilde{V}_d, \quad V_d(0) = \tilde{V}_d(0) \tag{28}
\]

Define \( y_2 = V_d - \tilde{V}_d, S_2 = V_d - V_d \). Then, (24) is calculated as:

\[
\dot{S}_1 = g_1(\hat{W}_1^T \xi_1 + \varepsilon_1) - g_1^{-1} \dot{x}_d = g_1[\hat{W}_1^T \xi_1 + \hat{V}_1^T \xi_1 \dot{x}_d + y_2 + S_2 + \varepsilon_1 - \delta_1 \dot{x}_d] \tag{29}
\]

where \( \hat{W}_1 = \hat{W}_1 - \hat{W}_1^* \) and \( \hat{V}_1 = \hat{V}_1 - \hat{V}_1^* \).

The adaptive laws of the estimated weight vectors are designed as:

\[
\dot{\hat{W}}_1 = \Gamma_1 S_1 \xi_1 - \Gamma_1 \eta_1 \hat{W}_1 \tag{30}
\]

\[
\dot{\hat{V}}_1 = \Gamma_2 S_1 \xi_1 \dot{x}_d - \Gamma_2 \eta_2 \hat{V}_1 \tag{31}
\]

Step 2. The dynamics of the velocity tracking error \( S_2 \) is written as:

\[
\dot{S}_2 = \dot{V} - \tilde{V}_d \]
\[ y_d = \frac{-k_{31}S_3 - k_{32} \int S_3 dt + \bar{z}_d}{-V} \] (39)

where \( k_{31}, k_{32} \) are positive feedback gain and the altitude tracking error is regulated to zero exponentially.

Assumption 4: In AAR docking process, the velocity of the receiver changes in small range and is considered as slow dynamics. For the controller design of altitude subsystem, velocity is approximated as constant, and its derivative is zero.

With assumption 4, \( \dot{y}_d \) is calculated as:

\[ \dot{y}_d = \frac{-k_{31}\dot{S}_3 - k_{32}S_3 + \bar{z}_d}{-V} \] (40)

Step 1. Define \( S_4 \triangleq \gamma - y_d \). The dynamics of the flight path angle tracking error is written as:

\[ \dot{S}_4 = \gamma - \dot{y}_d = f_4 + g_4\theta - \dot{y}_d = g_4(\frac{1}{g_4}f_4 + \theta - g_4^{-1}\dot{y}_d) \] (41)

Using RBF-NN to approximate the unknown function \( g_4^{-1}f_4, g_4^{-1} \) on the compact set \( \Omega_{\varphi_4} \), we have

\[ g_4^{-1}f_4 = W_4^T \xi_4 + \varepsilon_4^4 \] (42)
\[ g_4^{-1} = V_4^T \xi_4 + \delta_4^4 \] (43)

where \( W_4^*, V_4^* \) are optimal weight vectors, \( \xi_4, \xi_4 \) are the basis function vectors, \( \varepsilon_4^4, \delta_4^4 \) are NN approximation error, and \( |\varepsilon_4^4| < \varepsilon_4^m, |\delta_4^4| < \delta_4m \).

A virtual control variable \( \tilde{\theta}_d \) is designed as:

\[ \tilde{\theta}_d = -k_4S_4 - \tilde{W}_4^T \xi_4 + \tilde{V}_4^T \xi_4 \dot{y}_d \] (44)

where \( k_4 > 0 \) is the gain parameter, \( \tilde{W}_4 \) is the estimation of \( W_4^* \), and \( \tilde{V}_4 \) is the estimation of \( V_4^* \).}

\[ \tilde{\theta}_d = -k_4S_4 - \tilde{W}_4^T \xi_4 + \tilde{V}_4^T \xi_4 \dot{y}_d \] (45)

Define \( \gamma_5 \triangleq \theta - \tilde{\theta}_d, S_5 \triangleq \gamma \). Then, (41) is calculated as:

\[ \dot{S}_5 = \dot{\theta} - \tilde{\theta}_d \] (49)

A virtual control variable \( \tilde{q}_d \) is designed as:

\[ \tilde{q}_d = -k_5S_5 + \dot{\theta}_d \] (50)

where \( k_5 > 0 \) is the gain parameter.

Introduce a new state variable \( q_d \) and let \( \tilde{q}_d \) pass through a first-order filter with positive time constant \( \tau_5 \) to obtain \( q_d \)

\[ \tau_5 \dot{q}_d + q_d = \tilde{q}_d, q_d(0) = \tilde{q}_d(0) \] (51)

Define \( \gamma_6 \triangleq q_d - \tilde{q}_d, S_6 \triangleq \gamma \). Then, (49) is calculated as:

\[ \dot{S}_6 = q - \tilde{q}_d \] (52)

Step 3. The dynamics of the pitch angle rate tracking error is written as:

\[ \ddot{S}_6 = \ddot{q} - \dot{q}_d \]
\begin{align}
where \quad W_6^s, V_6^s \text{ are the basis function vectors, } \xi_6, \zeta_6 \text{ are the estimated weight vectors, } \epsilon_6^s, \delta_6 \text{ are NN approximation error, and } |\epsilon_6^s| < \epsilon_m, |\delta_6^s| < \delta_m.
\end{align}

The control variable \( \delta_e \) is designed as:
\begin{equation}
\delta_e = -k_6S_6 - \dot{W}_6^T \xi_6 + \hat{V}_6^T \zeta_6 \dot{q}_d
\end{equation}
where \( k_6 > 0 \) is the gain parameter, \( \hat{W}_6 \) is the estimation of \( W_6^s \), and \( \hat{V}_6 \) is the estimation of \( V_6^s \).

Then, (53) is calculated as:
\begin{align}
\dot{S}_6 &= g_6(g_6^{-1}f_6 + \delta_e - g_6^{-1} \dot{q}_d) \\
&= g_6(W_6^s^T \xi_6 + \epsilon_6^s + (g_6S_6 - \dot{W}_6^T \xi_6 + \hat{V}_6^T \zeta_6 \dot{q}_d) \\
&= g_6(-k_6S_6 - \dot{W}_6^T \xi_6 + \hat{V}_6^T \zeta_6 \dot{q}_d + \epsilon_6^s - \delta_6^s \dot{q}_d)
\end{align}
where \( \dot{W}_6 = \dot{W}_6 - W_6^s \) and \( \dot{V}_6 = \dot{V}_6 - V_6^s \).

The adaptive laws of the estimated weight vectors are designed as:
\begin{align}
\dot{W}_6 &= \Gamma_6 S_6 \xi_6 - \Gamma_6 \eta_6 \dot{W}_6 \\
\dot{V}_6 &= \Gamma_6 S_6 \xi_6 \dot{q}_d - \Gamma_6 \eta_6 \eta_6 \dot{V}_6
\end{align}

\section{D. STABILITY ANALYSIS}
In this section, it is shown that the control scheme and adaptive laws developed in aforementioned procedures can guarantee the uniform ultimate boundedness of all signals in the close-loop system.

\textbf{Theorem 1:} Consider the Lyapunov function candidate
\begin{equation}
L \triangleq \sum_{i=1}^{6} L_i
\end{equation}
where
\begin{align}
L_1 &= \frac{1}{2}(S_1^2 \frac{g_1}{g_1} + y_2^2 + \tilde{W}_1^T \Gamma_1^{-1} \tilde{W}_1 + \tilde{V}_1^T \Gamma_{g_1}^{-1} \tilde{V}_1) \\
L_2 &= \frac{1}{2}(S_2^2 \frac{g_2}{g_2} + \tilde{W}_2^T \Gamma_2^{-1} \tilde{W}_2 + \tilde{V}_2^T \Gamma_{g_2}^{-1} \tilde{V}_2) \\
L_3 &= 0 \\
L_4 &= \frac{1}{2}(S_4^2 \frac{g_4}{g_4} + y_5^2 + \tilde{W}_4^T \Gamma_4^{-1} \tilde{W}_4 + \tilde{V}_4^T \Gamma_{g_4}^{-1} \tilde{V}_4) \\
L_5 &= \frac{1}{2}(S_5^2 + y_6^2) \\
L_6 &= \frac{1}{2}(S_6^2 \frac{g_6}{g_6} + \tilde{W}_6^T \Gamma_6^{-1} \tilde{W}_6 + \tilde{V}_6^T \Gamma_{g_6}^{-1} \tilde{V}_6)
\end{align}
with \( \Gamma(\cdot) = \Gamma(\cdot)^T > 0 \) is given in aforementioned procedures. Given a positive number \( \kappa \), for all initial conditions of (62) satisfying
\begin{equation}
L(0) = \sum_{i=1}^{6} L_i(0) \leq \kappa
\end{equation}
there exist \( \tau_i(i = 2, 5, 6), k_i(i = 1, \ldots, 6), \eta_i(i = 1, \ldots, 8), \) and \( \Gamma(\cdot) \) such that all signals are uniformly ultimately bounded, and the tracking error converges to a residual set that can be made arbitrarily small by choosing proper design parameters.

\textbf{Proof:} Take derivative of \( L_1 \)
\begin{align}
\dot{L}_1 &= \frac{S_1 \dot{S}_1}{g_1} - \frac{\dot{g}_1 S_1^2}{2g_1^2} + y_2 \dot{y}_2 + \tilde{W}_1^T \Gamma_1^{-1} \tilde{W}_1 \\
&\quad + \tilde{V}_1^T \Gamma_{g_1}^{-1} \tilde{V}_1
\end{align}
From (28), we have
\begin{equation}
\dot{y}_2 = \ddot{V}_d - \dot{\dot{V}}_d = -\frac{\dot{y}_2}{\tau_2} + B_2
\end{equation}
where \( B_2 = \dot{\dot{V}}_d \) and the upper bound of \( |B_2| \) is \( M_2 \). Hence,
\begin{equation}
\dot{y}_2 y_2 \leq -\frac{\dot{y}_2^2}{\tau_2} + B_2 |y_2|
\end{equation}
Using (70), and substituting (29) and adaptive laws (30), (31) in (68), we have
\begin{align}
\dot{L}_1 &\leq -k_1 S_1^2 - \frac{\dot{g}_1}{2g_1^2} S_1^2 + S_1 S_2 + S_1 y_2 - \frac{\dot{y}_2^2}{\tau_2} + B_2 |y_2| \\
&\quad + S_1 (\epsilon_1^* - \delta_1^* \dot{q}_d) - \eta_1 \tilde{W}_1^T \tilde{W}_1 - \eta_2 \tilde{V}_1^T \tilde{V}_1
\end{align}
Define \( e_1^* = \epsilon_1^* - \delta_1^* \dot{q}_d \) and let \( e_{1M} > 0 \) such that \( |e_1^*| < e_{1M} \).
Therefore,
\begin{align}
\dot{L}_1 &\leq -k_1 S_1^2 - \frac{g_1 c}{2g_1^2} S_1^2 + S_1 S_2 + S_1 y_2 - \frac{\dot{y}_2^2}{\tau_2} + B_2 |y_2| \\
&\quad + S_1 e_{1M} - \eta_1 \tilde{W}_1^T \tilde{W}_1 - \eta_2 \tilde{V}_1^T \tilde{V}_1
\end{align}
Note that \( ab \leq \frac{1}{2} a^2 + \frac{1}{2} b^2 \) and \(-\eta W^T \dot{W} \leq -\frac{\eta}{2} ||W||^2 - ||W^*||^2 \), (72) satisfies
\begin{align}
\dot{L}_1 &\leq -k_1 S_1^2 - \frac{g_1 c}{2g_1^2} S_1^2 + S_2^2 - \frac{1}{2} y_2^2 + \frac{M_2^2}{2} \\
&\quad + \frac{\eta_2}{2} \| \tilde{V}_1 \|^2 + \eta_1 \| \tilde{W}_1 \|^2 - \frac{\eta_1}{2} \| W_1^* \|^2 - \frac{\eta_2}{2} \| V_1^* \|^2 \\
&\leq -k_1 S_1^2 - \frac{g_1 c}{2g_1^2} S_1^2 + S_2^2 - \frac{1}{2} y_2^2 + \frac{M_2^2}{2} \\
&\quad + \frac{\eta_2}{2} \| \tilde{V}_1 \|^2 - \frac{\eta_1}{2} \| \tilde{W}_1 \|^2 + \frac{\eta_1}{2} \| W_1^* \|^2 - \frac{\eta_2}{2} \| V_1^* \|^2 \\
&\leq -k_1 S_1^2 - \frac{g_1 c}{2g_1^2} S_1^2 + S_2^2 - \frac{1}{2} y_2^2 + \frac{M_2^2}{2}
\end{align}
\[\begin{align*}
+ C_1 + \frac{S_2^2}{2} \\
= -2\gamma_1 L_1 + C_1 + \frac{S_2^2}{2} \tag{73}
\end{align*}\]

where \(\lambda_{\text{max}}(\cdot)\) is the maximum eigenvalue of \((\cdot)\) and

\[0 < \gamma_1 < \min[K_1, \frac{\eta_1}{2\lambda_{\text{max}}(\Gamma_1^{-1})}, \frac{\eta_2}{2\lambda_{\text{max}}(\Gamma_{g1}^{-1})}, \frac{1}{r_2} - 1] \]

\[K_1 = (k_1 + \frac{g_{1c}}{2g_1} - \frac{3}{2})g_{1m} > 0 \]

\[C_1 = \frac{M_2^2}{2} + \frac{e_{2M}^2}{2} + \frac{\eta_1}{2} \|W_1^*\|^2 + \frac{\eta_2}{2} \|V_1^*\|^2 \]

Similarly, define \(e_2^6 \triangleq e_2^6 - \delta_6^2 \dot{V}_d\) and let \(e_{2M} > 0\) such that \(|e_2^6| < e_{2M}\). Therefore,

\[\begin{align*}
\dot{L}_2 & \leq - (k_2 + \frac{8c}{2g_2} - 1)S_2^2 - \frac{S_2^2}{2} + \frac{e_{2M}^2}{2} \\
& \quad - \frac{\eta_3}{2\lambda_{\text{max}}(\Gamma_2^{-1})} \dot{\bar{W}}_2^T \Gamma_2^{-1} \dot{\bar{W}}_2 + \frac{\eta_3}{2} \|W_2^*\|^2 \\
& \quad - \frac{\eta_4}{2\lambda_{\text{max}}(\Gamma_{g2}^{-1})} \dot{V}_2^T \Gamma_{g2}^{-1} \dot{V}_2 + \frac{\eta_4}{2} \|V_2^*\|^2 \\
& \leq -\gamma_2 \left[ \frac{1}{g_2} S_2^2 + \dot{\bar{W}}_2^T \Gamma_2^{-1} \dot{\bar{W}}_2 + \dot{V}_2^T \Gamma_{g2}^{-1} \dot{V}_2 \right] \\
& \quad + C_2 - \frac{S_2^2}{2} \\
& = -2\gamma_2 L_2 + C_2 - \frac{S_2^2}{2} \tag{74}
\end{align*}\]

where

\[0 < \gamma_2 < \min[K_2, \frac{\eta_3}{2\lambda_{\text{max}}(\Gamma_2^{-1})}, \frac{\eta_4}{2\lambda_{\text{max}}(\Gamma_{g2}^{-1})}] \]

\[K_2 = (k_2 + \frac{8c}{2g_2} - 1)g_{2m} > 0 \]

\[C_2 = \frac{e_{2M}^2}{2} + \frac{\eta_3}{2} \|W_2^*\|^2 + \frac{\eta_4}{2} \|V_2^*\|^2 \]

Also define \(e_6^6 \triangleq e_6^6 - \delta_6^2 \dot{V}_d\) and let \(e_{6M} > 0\) such that \(|e_6^6| < e_{6M}\). Therefore,

\[\begin{align*}
\dot{L}_4 & \leq - (k_4 + \frac{8c_4}{2g_4} - \frac{3}{2})S_4^2 + \frac{S_4^2}{2} - \left( \frac{1}{r_5} - 1 \right)\gamma_3^2 + \frac{M_2^2}{2} \\
& \quad + \frac{e_{6M}^2}{2} - \frac{\eta_5}{2\lambda_{\text{max}}(\Gamma_4^{-1})} \dot{\bar{W}}_4^T \Gamma_4^{-1} \dot{\bar{W}}_4 + \frac{\eta_5}{2} \|W_4^*\|^2 \\
& \quad - \frac{\eta_6}{2\lambda_{\text{max}}(\Gamma_{g4}^{-1})} \dot{V}_4^T \Gamma_{g4}^{-1} \dot{V}_4 + \frac{\eta_6}{2} \|V_4^*\|^2 \\
& \leq -\gamma_4 \left[ \frac{1}{g_4} S_4^2 + \dot{\bar{W}}_4^T \Gamma_4^{-1} \dot{\bar{W}}_4 + \dot{V}_4^T \Gamma_{g4}^{-1} \dot{V}_4 + \gamma_3^2 \right] \\
& \quad + C_4 + \frac{S_4^2}{2} \\
& = -2\gamma_4 L_4 + C_4 + \frac{S_4^2}{2} \tag{75}
\end{align*}\]

where

\[0 < \gamma_4 < \min[K_4, \frac{\eta_5}{2\lambda_{\text{max}}(\Gamma_4^{-1})}, \frac{\eta_6}{2\lambda_{\text{max}}(\Gamma_{g4}^{-1})}, \frac{1}{r_5} - 1] \]

\[K_4 = (k_4 + \frac{g_{4c}}{2g_4} - \frac{3}{2})g_{4m} > 0 \]

\[C_4 = \frac{M_2^2}{2} + \frac{e_{6M}^2}{2} + \frac{\eta_5}{2} \|W_4^*\|^2 + \frac{\eta_6}{2} \|V_4^*\|^2 \]

And,

\[\begin{align*}
\dot{L}_5 & \leq - (k_5 - \frac{3}{2})S_5^2 - \frac{S_5^2}{2} + \frac{S_6^2}{2} - \left( \frac{1}{r_6} - 1 \right)\gamma_5^2 + \frac{M_2^2}{2} \\
& \leq -\gamma_5 (S_5^2 + \gamma_6^2) + C_5 - \frac{S_5^2}{2} + \frac{S_6^2}{2} \\
& = -2\gamma_5 L_5 + C_5 - \frac{S_5^2}{2} + \frac{S_6^2}{2} \tag{76}
\end{align*}\]

where

\[0 < \gamma_5 < \min[K_5 \frac{1}{g_6} - 1] \]

\[K_5 = k_5 - \frac{3}{2} > 0, C_5 = \frac{M_2^2}{2} \]

Also define \(e_6^6 \triangleq e_6^6 - \delta_6^2 \dot{V}_d\) and let \(e_{6M} > 0\) such that \(|e_6^6| < e_{6M}\). Therefore,

\[\begin{align*}
\dot{L}_6 & \leq - (k_6 + \frac{g_{6c}}{2g_6} - 1)S_6^2 - \frac{S_6^2}{2} + \frac{e_{6M}^2}{2} \\
& \quad - \frac{\eta_7}{2\lambda_{\text{max}}(\Gamma_6^{-1})} \dot{W}_6^T \Gamma_6^{-1} \dot{W}_6 + \frac{\eta_7}{2} \|W_6^*\|^2 \\
& \quad - \frac{\eta_8}{2\lambda_{\text{max}}(\Gamma_{g6}^{-1})} \dot{V}_6^T \Gamma_{g6}^{-1} \dot{V}_6 + \frac{\eta_8}{2} \|V_6^*\|^2 \\
& \leq -\gamma_6 \left[ \frac{1}{g_6} S_6^2 + \dot{W}_6^T \Gamma_6^{-1} \dot{W}_6 + \dot{V}_6^T \Gamma_{g6}^{-1} \dot{V}_6 \right] \\
& \quad + C_6 - \frac{S_6^2}{2} \\
& = -2\gamma_6 L_6 + C_6 - \frac{S_6^2}{2} \tag{77}
\end{align*}\]

where

\[0 < \gamma_6 < \min[K_6, \frac{\eta_7}{2\lambda_{\text{max}}(\Gamma_6^{-1})}, \frac{\eta_8}{2\lambda_{\text{max}}(\Gamma_{g6}^{-1})}] \]

\[K_6 = (k_6 + \frac{g_{6c}}{2g_6} - 1)g_{6m} > 0 \]

\[C_6 = \frac{e_{6M}^2}{2} + \frac{\eta_7}{2} \|W_6^*\|^2 + \frac{\eta_8}{2} \|V_6^*\|^2 \]

From (73)–(77), we have

\[\dot{L} \leq \sum_{i \neq 3} (-2\gamma_i L_i + C_i) \leq -2\sigma L + C, \tag{78}\]

where \(\sigma = \min[\gamma_1, \gamma_2, \gamma_4, \gamma_5, \gamma_6]\) and \(C = \sum_{i \neq 3} C_i\). If \(L = \kappa\), then \(\dot{L} < 0\) when \(\sigma > \frac{C}{2\sigma}\). Thus, given \(L(0) < \kappa\), we have \(L(t) \leq \kappa, \forall t \geq 0\). Moreover, by solving (78), we can obtain

\[0 \leq L \leq \frac{C}{2\sigma} + (L(0) - \frac{C}{2\sigma})e^{-2\sigma t} \tag{79}\]

Furthermore,

\[\lim_{t \to \infty} L(t) \leq \frac{C}{2\sigma} \tag{80}\]
By properly choosing control parameters $\tau_i (i = 2, 5, 6)$, $k_i (i = 1, 2, 4, 5, 6)$, $\eta_i (i = 1, \ldots, 8)$ and $\Gamma_{ij}$, we can make $\sigma$ sufficiently large, which ensures that the close-loop system stability is uniformly ultimately bounded and the tracking error $S_1$ and $S_4$ can converge to an arbitrarily small residual set. This completes the proof.

IV. SIMULATION RESULTS AND ANALYSES

In this section, the simulation results of the receiver longitudinal docking control are analysed to demonstrate the validity of the proposed NN-ADSC controller. The tanker aircraft is assumed to fly in level flight with $V_T = 180$ m/s, $H_T = 7010$ m, and the receiver aircraft adopted in the simulation is an equivalent model for innovative control effectors (ICE) in [38]. The parameters of the ICE are listed in Appendix A and the model uncertainties are considered as the random numbers. In addition, the conventional DSC control scheme are chosen to make comparisons.

For all numerical simulations presented below, the initial flight conditions of the receiver are $x(0) = -66$ m, $y(0) = 0$ m, $z(0) = 15$ m, $V(0) = 180$ m/s, $\alpha(0) = 0.03$ rad, $\theta(0) = 0.03$ rad, $\gamma(0) = 0$ rad, $q(0) = 0$ rad/s. The initial values of the vortex model are selected as $w_x = -0.22$ m/s, $w_z = 1.5$ m/s, $q_d = -0.2$ rad/s. The controller parameters are chosen as $k_1 = 2$, $k_2 = 2.5$, $k_{31} = 3.2$, $k_{32} = 0.2$, $k_4 = 10$, $k_5 = 3$, $k_6 = 2$, $\tau_2 = \tau_3 = \tau_6 = 0.05$, $\eta_i = 0.01 (i = 1, \ldots, 8)$, $\Gamma_i = \Gamma_{6i} = \text{diag}[50] (i = 1, 2, 4, 6)$. The number of NN nodes is set as $N_1 = 3 \times 7$, $N_2 = 7 (i = 2, 4, 6, 8)$, and $N_j = 3 \times 7 \times 7 \times 3 \ (j = 3, 5, 7)$.

In the simulation, the receiver approaches the tanker from pre-contact position $(x_r = -66$ m, $y_r = 0$ m, $z_r = 15$ m) to contact position $(x_r = -21$ m, $y_r = 0$ m, $z_r = 7$ m) in 50 s, where $(x_r, y_r, z_r)$ are the reference signals of the receiver position with respect to the tanker and the reference signals end at the equilibrium point of the moving drogue. To verify the external disturbances attenuation ability of the proposed NN-ADSC scheme, the receiver is assumed to encounter the light turbulence and vortex in the simulation study. The turbulence and the total effect of the turbulence and vortex wind are shown in Fig. 6.

The nonlinear close-loop simulation results for the receiver longitudinal tracking are shown in Fig. 7 to Fig. 10. To show explicitly the advantages of the proposed controller, the position tracking together with tracking errors in each axis of proposed controller and conventional DSC controller are contrastively presented in Fig. 7 (a), Fig. 7 (b), and Fig. 8. We notice that both the proposed NN-ADSC and DSC can guarantee the relative forward distance and altitude to follow the designed smooth reference docking trajectory. But there are still some differences between two controllers, NN-ADSC has obviously better tracking performance especially when the random uncertainties of dynamics are incorporated into the simulation from $t = 30$ s, which can be easily seen in Fig. 7 and Fig. 8. From $t = 30$ s, the receiver is particularly close to the tanker and its dynamic parameters are rapidly changed because of the aerodynamic coupling effect between two aircrafts. Thus, the tracking errors increase significantly, and the
simulation results in Fig. 8 shows that the receiver’s position fluctuates around the reference trajectory, but the errors $S_1$, $S_3$ are bounded during the entire approaching process. The NN-ADSC controller can ensure the tracking error within the desired error threshold $R_c = 0.2$ m, while the DSC’s threshold is larger as $R_c = 0.4$ m.

Fig. 9 shows the time responses of the system states, including velocity, path angle, pitch angle, and pitch angle rate. It can be observed that all system states are uniformly ultimately bounded with NN-ADSC, and converge to a new steady flight condition where the velocity and path angle are identical to the nominal condition, but the pitch angle and its rate change rapidly to compensate the effects of external disturbances.

V. CONCLUSION

In this paper, a new NN-ADSC scheme is presented for AAR docking controller design. The scheme has a systematic design theory to achieve uniformly ultimately bounded performance for all system signals. Based on a longitudinal dynamic model of ICE, the NN-ADSC control scheme is designed to realize the PDR docking under external disturbances and model uncertainties. The main feature of the scheme is the use of RBF neural networks to adaptively approximate the time-varying system parameters. A smooth reference trajectory is also designed to get satisfactory transient process. The comparatively simulations between the proposed scheme and conventional DSC have revealed that the NN-ADSC can not only effectively reduce relative position errors between the receiver and the drogue, but also ensure all signals uniformly ultimately bounded. In a word, the proposed NN-ADSC improves the docking ability under disturbances and uncertainties. Nevertheless, the lateral dynamics of the receiver has not been considered in the controller design because it is assumed in current application experience that the receiver only needs to make longitudinal maneuvers. However, to make the research more practical, the lateral stabilization system will be considered in the future work.

APPENDIX A

Expressions of force and moment in the receiver model:

$$\vec{q} = \frac{1}{2} \rho V^2, \quad q_{rel} = q - q_d, \quad D = \vec{q} S_c C_D, \quad L = \vec{q} S_c C_L.$$
\[ \begin{align*}
\mathcal{M} &= \dot{q}S_c \bar{c}\mathcal{M}_M, \\
\mathcal{T} &= \mathcal{T}_{\text{max}} \delta_T, \\
C_D &= C_{D_0} + C_{D_\alpha} \alpha^2, \\
C_L &= C_{L_\alpha} + C_{L_\alpha} \alpha, \\
C_M &= C_{M_0} + C_{M_\alpha} \alpha + C_{M_\alpha} \delta_e + C_{M_\alpha} \frac{c_{\text{pA}}}{2V}, \\
C_{M_\alpha} &= C_{M_0} + C_{M_\alpha} \alpha^2 + C_{M_\alpha} \alpha^2.
\end{align*} \]

Receiver aircraft (ICE) parameters used in the simulations:

\begin{align*}
m &= 1.4842 \times 10^4 \text{ kg}, \\
S_f &= 72.7722 \text{ m}^2, \\
\bar{c} &= 5.6769 \text{ m}, \\
\rho &= 0.5903 \text{ kg} \cdot \text{m}^{-3}, \\
g &= 9.8 \text{ m} \cdot \text{s}^{-2}, \\
I_y &= 1.0308 \times 10^5 \text{ kg} \cdot \text{m}^2, \\
\mathcal{T}_{\text{max}} &= 24916 \text{ N}, \\
C_{D_0} &= 0.0102, \\
C_{D_\alpha} &= -1.5684, \\
C_{L_\alpha} &= -0.0008, \\
C_{L_\alpha} &= 4.4955, \\
C_{M_0} &= 0, \\
\bar{C}_{M_\alpha} &= -0.0969, \\
C_{M_\alpha} &= -0.0436, \\
C_{M_\alpha} &= -1.2094, \\
C_{M_\alpha} &= -0.0266, \\
C_{M_\alpha} &= 0.6001, \\
C_{M_\alpha} &= 1.6224.
\end{align*}
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