Experimental techniques to study the γ process for nuclear astrophysics at the Cologne accelerator laboratory
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Abstract

The nuclear astrophysics setup at the Institute for Nuclear Physics, University of Cologne, Germany is dedicated to measurements of total and partial cross sections of charged-particle induced reactions at astrophysically relevant energies. These observables are key ingredients for reaction network calculations of various stellar scenarios, and crucial for the understanding of the nucleosynthesis of elements. The experiments utilize the high-efficiency γ-ray spectrometer HORUS, and the 10 MV FN-Tandem accelerator. An updated target chamber as well as further experimental methods established in the last years will be presented which allow to measure cross sections down to the nb region. The reliability of the measured cross sections is proven by a 89Y(p,γ)90Zr commissioning experiment. Additionally, an application for nuclear astrophysics will be presented. The results of a 93Nb(p,γ)94Mo experiment will be discussed as well as their deviations compared to formerly reported results.
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1. Introduction

The longstanding question why, and in particular how different elements are formed inspired the creation of the interdisciplinary field of nuclear astrophysics [1]. The correct description of the complex processes found in various astrophysical scenarios typically requires a detailed understanding of the underlying nuclear physics. In particular, the nucleosynthesis of neutron deficient p nuclei remains one of the unsolved puzzles [2,3]. The γ process, which is assumed to be responsible for the largest contribution to the abundance of the p nuclei, builds a huge network of photodisintegration reactions and includes thousands of different reactions on mainly unstable and exotic nuclei. Thus, one often needs to rely on theoretical calculations for estimates of cross-sections of reactions away from the experimentally known regions. The extension of the available experimental database is therefore one of the main tasks of experimental nuclear astrophysics. Since cross sections at astrophysically relevant energies, i.e., inside the Gamow window, are typically in the lower μb range, sensitive measurement techniques are mandatory.

Various direct methods are available for the determination of absolute cross sections. A well-established technique for cross-section measurements is the activation method. This is a two-step method, during the first step unstable reaction products are produced and during the second step the radioactive decay is analyzed in a counting setup. In most cases the γ-ray transitions in the daughter nucleus are observed but α- or β-particles might also be counted. This method requires unstable reaction products with appropriate decay half-lives and decay schemes. A review article on the
activation method can be found in Ref. [4] and recent experimental data are provided, e.g., in Refs. [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21].

The in-beam 4π-summing technique overcomes some limitations of the activation technique and utilizes a large scintillator crystal which covers a solid angle of almost 4π around the target position and summarizes the energies of all γ-rays emitted in a certain time window [17, 18, 19, 20, 21].

Measuring radiative-capture reaction cross sections with both stable and unstable reaction products is also feasible with the in-beam high resolution γ-ray spectroscopy technique. The basic idea of this method is the observation of the prompt decay via γ-ray transitions from a highly excited compound nucleus with an excitation energy of $E_x = Q + E_{cm}$ into different states of the reaction product (see Fig. 1), where $E_{cm}$ denotes the center-of-mass energy. Note that other than radiation emitted from a source, the photons stemming from the decay of the excited compound nucleus are not emitted isotropically but with an angular distribution with respect to the beam axis. Utilizing a multi detector γ-ray spectrometer in combination with a dedicated target chamber allows to measure these angular distributions, and hence to extract absolute cross sections.

This method and the dedicated setup for the in-beam measurement of absolute cross sections at the Tandem accelerator lab of the University of Cologne is addressed in this paper. In Section 2 experimental details of the in-beam γ-ray spectroscopy method will be presented. In particular, emphasis will be given to recent developments which secure a more efficient and reliable analysis of cross-section experiments. In Section 3 details of the revised target chamber dedicated for the experiments will be presented as well as results of the $^{89}$Y(p,γ)$^{90}$Zr commissioning experiment. The results of the astrophysical relevant experiment $^{93}$Nb(p,γ)$^{94}$Mo will be discussed in Section 4.

2. γ-ray spectroscopy at HORUS in Cologne

The γ-ray spectrometer HORUS (High efficiency Observatory for γ-Ray Unique Spectroscopy) is a multi-purpose setup which is used for γ-ray spectroscopy experiments addressing very different purposes. Various target chambers dedicated to special types of experiments can be installed inside HORUS, see e.g., Refs. [15, 22, 23, 24, 25, 26].

HORUS can hold up to 14 High Purity Germanium (HPGe) detectors of which six can be equipped with Bismuth germanate (BGO) shields for an active suppression of background from Compton scattering. Its geometry is based on a cube with 14 HPGe detectors placed on its six faces and eight corners. This leads to a coverage of five different angles of 35°, 45°, 90°, 135° and 145° with respect to the beam axis, which allows the determination of angular distributions. One hemisphere of the HORUS spectrometer is shown in Fig. 2. All detector end caps can be shielded with copper and lead plates of thicknesses of up to a few millimeters to suppress low energy γ- and X-rays and the detectors are positioned as close to the target chamber as possible, typically at distances of 9 cm up to 17 cm.

The preamplified signals from the HPGe detectors are processed using the Digital Gamma Finder (DGF-4C Rev. F) modules by XIA [27, 28]. Each module provides four input channels as well as dedicated VETO inputs for each channel, which are used for the active background suppression of the BGO shields. The incoming signals are digitized at a rate of 80 MHz by flash ADCs with a depth of 14 bit. Detector, energy and timing information are stored in a listmode format, allowing an offline
2.1. Beam-energy calibration

The γ-process nucleosynthesis is assumed to appear in explosive stellar scenarios at temperatures of about 2.0 to 3.0 GK \[3\]. The Maxwell-Boltzmann distribution provides a velocity distribution for the interacting particles in the plasma. Since the tunneling probability and hence the cross section increases exponentially with increasing particle energy, the astrophysically relevant energy region – the Gamow window – is given by a convolution of those two probability functions, see e.g. Ref. \[30\]. For this reason, a precise determination of the beam energy in astrophysically motivated experiments is inevitable.

While passing through the target material the beam particles will lose energy $\Delta E$ before leaving the target layer and reaching the gold backing foil. This loss is estimated using the SRIM simulation code \[32\]. The effective beam energy is determined by:

$$E_p = E_{NMR} + E_{OS} - \frac{\Delta E}{2},$$

(1)

where $E_p$ denotes the effective proton beam energy, $E_{NMR}$ the beam energy expected from the settings of the Nuclear Magnetic Resonance (NMR) probe inside the 90° deflecting magnet of the Tandem accelerator and $E_{OS}$ the observed offset of the NMR probe. In the following two different approaches to determine the energy offset will be presented, as well as their specific advantages and disadvantages.

a. The $^{27}$Al($p,\gamma$)$^{28}$Si resonance

The resonance of the $^{27}$Al($p,\gamma$)$^{28}$Si reaction at $E_p = 3674.4$ keV \[31\] was scanned in small energy steps (up to a few keV). The peak volume of the 2838 keV peak, i.e., the transition $4^+ \rightarrow 2^+$ in $^{28}$Si, was normalized to the accumulated charge deposited on the target. The result is a resonance curve, which is shown in Fig. 3. The width of the rising edge of the resonance curve is determined by the energy spread of the proton beam provided by the Tandem accelerator and amounts to about 8 keV. The width of the plateau is caused by the energy loss of the protons in the Al target. From the position of the rising edge the offset, and hence the effective particle beam energy can be determined.

b. Beam calibration from prompt $\gamma$-rays

In most of the radiative-capture experiments we are interested in the prompt $\gamma$-ray de-excitation of the compound state as indicated by red arrows in Fig. 1. From the position of the respective primary $\gamma$-ray transitions the center-of-mass energy can be deduced via:

$$E_{c.m.} = E_\gamma - Q + E_{state},$$

(2)

where $E_\gamma$ is the $\gamma$-ray energy of the prompt transition, $E_{state}$ is the respective energy of the state that
is populated by the primary $\gamma$-ray and $Q$ is the $Q$ value of the reaction. For detectors with an angle of 90 degrees with respect to the beam axis the combination of Eq. 1 and 2 directly yields the energy offset of the accelerator from the in-beam $\gamma$-ray spectra. For angles different from 90°, Doppler corrections need to be taken into account. As shown in Fig. 4 the corresponding peaks are broadened due to the energy loss in the target, but with an appropriate amount of statistics the peak positions can be extracted very accurately. The main advantage of this method is that no modification of the experimental setup, i.e., variation of beam energy and/or target, is required. The uncertainty of the energy determination using this method is mainly defined by the uncertainty of the energy loss in the target as well as by the precision of the peak position. The width of the prompt peak in Fig. 4 is about 23 keV. The uncertainty of the energy loss is almost negligible, since the target thickness can be determined quite accurately (see Sec. 3.1). Finally, as an total uncertainty for the determination of the beam energy we approximate 25 keV for the data shown in Fig. 4.

2.2. Angular correlations

Although compound reactions are the dominant reaction mechanism for particle energies of astrophysical interest, a contribution of memory-preserving, direct-like reaction processes is exhibited by the measured angular distributions. Note that the measured angular distribution is a superposition of contributions from several $\gamma$-ray cascades. The experimental yield $Y(E_{\gamma})$ is first corrected for the full-energy peak efficiency $\epsilon(E_{\gamma})$ and the dead time correction of the data acquisition $\tau$:

$$W(\theta) = \frac{Y(E_{\gamma}, \theta)}{\epsilon(E_{\gamma}) \cdot \tau}$$

At the HORUS $\gamma$-ray spectrometer $Y(E_{\gamma})$ is measured at five angles and the angular distribution is obtained by fitting a sum of Legendre polynomials to the five experimental values:

$$W(\theta) = A_0 \left( 1 + \sum_{k=2,4} \alpha_k P_k(\cos \theta) \right)$$

In this equation $A_0$ and $\alpha_k$ denote energy dependent coefficients and $P_k$ the Legendre polynomials $P_2$ and $P_4$. Taking only Legendre polynomials up to the order of $k = 4$ into account is justified by the assumption that dipole and quadrupole transitions dominate the electromagnetic de-excitations. Recent experiments have shown that $\alpha_k$ varies slightly with beam energy [59, 60, 61]. Hence, the angular distributions need to be obtained for each $\gamma$-ray transition at each beam energy. Figure 5 shows an example of the angular distribution for the decay $2^+_1 \rightarrow g.s.$ in $^{94}$Mo ($E_{\gamma} = 871$ keV) for an incident proton energy of 3.5 MeV.

2.3. Full-energy peak efficiency

Full-energy peak efficiencies are required for the determination of absolute cross sections and are typically obtained using the standard calibration.
In the past, the \( \text{Al(p,}\gamma)\text{Si} \) resonance at \( E_\gamma = 3674.4 \text{ keV} \) (see Sec. 2.1.1.2) has been used frequently. The absolute \( \gamma \)-decay branching ratios for the depopulation of the excited state at \( E_x = 15127 \text{ keV} \) are known from Ref. [31]. However, all \( \gamma \)-rays stemming from this resonance follow an angular distribution. The coefficients \( \alpha_2 \) and \( \alpha_4 \) are also determined in Ref. [31] but have large uncertainties. This large error makes the results less useful. The transitions into higher-lying states with \( \gamma \)-ray energies of about 4-6 MeV, which are used to scale the efficiencies, exhibit lower uncertainties for \( \alpha_2 \) and \( \alpha_4 \) but their statistical uncertainties amount to up to 25 \%. Therefore, the absolute efficiencies determined from the \( \text{Al(p,}\gamma)\text{Si} \) resonance may be doubtful.

A new approach to extend the efficiency calibrated energy range is the use of an in-house produced \( \text{Ga} \) source. The rather short half-life of 9.5 h demands to perform the \( \text{Zn(p,n)} \) activation immediately before the calibration experiment.

**Table 1:** Fit parameter for the efficiency function given in Eq. 5. The total detection efficiency at \( E_\gamma = 1300 \text{ keV} \) amounts to about 3.3 \%.

| Parameter | Value |
|-----------|-------|
| \( a \)  | 4.8(3) \times 10^{-4} |
| \( b \)  | 3.2(2) \times 10^{-4} |
| \( c \)  | 5.5(4) \times 10^{-4} |
| \( d \)  | 3.0(2) \times 10^{-4} |

This activation demands for proton beam energies of about 10 MeV, beam intensities of a few nA and irradiation times of only 1-2 hours. \( \text{Ga} \) emits several high-intensity \( \gamma \)-rays of energies between 3.5 and 4.8 MeV [31] and it can be normalized accurately to data from, e.g., a \( \text{Ra} \) source at lower energies. Note, that the two highest \( \gamma \)-ray transitions at 4806 keV and 4295 keV are exactly 511 keV apart, and hence single-escape contributions are buried in the full-energy peak at 4295 keV. There are two different ways to compensate for this:

First, if the experimental setup is sufficiently well simulated, e.g., with \text{Geant4} [33], not only full-energy peak efficiencies (see Fig. 2) but also single-escape efficiencies can be obtained. Hence, the single-escape contribution can be estimated.

Secondly, the \( \gamma \)-ray at 4295 keV describes a ground-state transition in \( \text{Zn} \). The corresponding level also de-excites via other \( \gamma \)-ray transitions with very precisely known branching ratios. In particular, the 1190 keV transition into the 0\(^+\) state is well-suited to estimate the intensity of the 4295 keV \( \gamma \)-ray transition. In our experiments both of these approaches delivered very similar results with relative uncertainties of about 10 \%. The full-energy peak efficiencies obtained from \( \text{Ra} \), \( \text{Co} \) and \( \text{Ga} \) sources are fitted by a function of the form

\[
\epsilon(E_\gamma) = a \cdot \exp(-b \cdot E_\gamma) + c \cdot \exp(-d \cdot E_\gamma),
\]

The fit parameters are given in Tab. 1.

### 2.4. \( \gamma \)-\( \gamma \) coincidence measurements

The use of \( \gamma \)-\( \gamma \)-coincidences is a well-established and powerful tool to suppress beam-induced background in \( \gamma \)-ray spectroscopy experiments. Due to the high granularity of HORUS and the event-by-event data format, symmetric \( \gamma \)-\( \gamma \)-matrices can be constructed which contain all coincidences between signals of any pair of detectors. This is done using the SOCOv2 (Sorting Code Cologne) [35] under consideration of subtracting the time-correlated background. Using this technique, the background in the \( \gamma \)-ray spectra can be reduced by many orders of magnitude. Many prompt \( \gamma \)-rays from the
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Figure 7: The γγ coincidence method applied on the 93Nb(p,γ)94Mo reaction for a proton energy of 3500 keV. Gating on 871 keV in the original spectrum (top panel) reveals that the 0^+_2 state at 1742 keV is not populated since no coincidences between 871 keV γ-rays are observed.

Fig. 8: Schematic illustration of two step γ-ray cascades that lead to the population of a specific state. The absolute intensity of high energetic prompt γ-rays (solid arrows) can be estimated via the intensity of low-energetic second generation γ-rays (dotted arrows). The blue (red) arrows represent the sum peak that contains two γ-rays which populate the first (second) excited state in the reaction product.

Excited compound nucleus have very low intensities and vanish in the background. To determine absolute gamma-ray intensities from γγ-coincidence spectra the absolute coincidence efficiencies are required. In particular for γ-ray cascades that contain a prompt γ-ray from the excited compound state to a low-lying state (in general with γ-ray energies of up to 10 MeV and more) these cannot be determined experimentally. Since there are no calibration sources which emit γ-ray cascades including such high γ-rays and precise information about branching ratios and dead-time of the data acquisition is needed, we can only estimate the coincidence efficiencies from GEANT4 simulations.

Applying the γ γ-coincidence method helps to identify unambiguously γ-ray transitions from the reaction of interest. In the case of the 93Nb(p,γ)94Mo reaction the γγ-coincidence technique is very valuable since the 0^+_2 state at 1742 keV decays via a 871 keV γ-ray into the 2^+_1 state which then de-excites via γ-ray emission with an energy of 871 keV as well. The gate on E_γ = 871 keV (see Fig. 5) revealed that the 0^+_2 state at 1742 keV is not populated in this reaction and the 871 keV peak only contains events from the 2^+_1 → g.s. transition.

2.5. Two-Step Cascades

Primary γ-ray transitions are of high interest in most experiments since their intensities are mainly affected by the γ-ray strength function in the compound nucleus. The observation of the corresponding peaks belonging to the prompt γ-ray transition was already introduced in Sec. 2.1.[3] and very valuable results have been extracted utilizing this method for (p,γ) reactions on 89Y, 92Mo and 107Ag.[35, 39, 40].

At those high γ-ray energies, pair production is a major problem since the resulting single and double-escape peaks in the γ-ray detector might overlap with other γ-ray transitions of interest. In particular, prompt γ-ray transitions into levels above 2 MeV often cannot be identified unambiguously. This issue can be overcome applying the γ γ coincidence technique presented in Sec. 2.4.

Another way of extracting primary γ-ray transitions is the method of discrete two-step cascade spectra. The TSC method was originally developed to study γ-ray strength functions and nuclear level densities in (n,γ) reactions.[11] TSC matrices can be constructed from the event-by-event listmode format and contain all γ-ray events that populate a certain level via a two-step γ-ray cascade from the excited compound state (see Fig. 8). Hence, the sum of these γ-rays can be described in analogy with Eq. 2 with the substitution E_c = E(γ_1)+E(γ_2). The so-called sum peaks – the projection of the TSC matrix on the axis of sum energies – contain events from single γ-rays which contribute to the population of a certain state. The respective γ-ray peaks benefit from the high energy.
resolution of the HPGe detectors since the peaks are not broadened due to energy loss. This method has been successfully applied to the $^{63,65}\text{Cu}(p,\gamma)^{64,66}\text{Zn}$ reaction and will be applied to future experiments.

3. Details of the re-designed target chamber

The target chamber used for nuclear astrophysics experiments at the University of Cologne has been completely revised in 2019 by the in-house mechanical workshop and is shown in Fig. 9. The design of the chamber has changed from a spherical to an asymmetric geometry which is on one side flat and on the other side half of a polyhedron.

The new chamber features a significantly thinner wall of 2 mm Al and is much more compact in its dimensions compared to the old chamber which is described in Ref. [22]. The tube that houses the in-beam Rutherford Backscattering Spectrometry (RBS) detector has a length of 9 cm and a diameter of 2 cm and its position has been relocated at an azimuthal angle of 45°. In combination with a reduced volume of the chamber, this allows to mount an additional HPGe detector in HORUS and to move all detectors around 20 % closer to the target position at distances of around 6 to 13 cm. Additionally, read-outs for the current on the aperture and the chamber as well as the power supply for the suppression voltage were moved to the stand of the chamber. In total, these changes result in a significant increase of the full-energy peak efficiency by a factor of about 2 over the whole energy range (see Fig. 6).

The new chamber can be connected to the beam pipe on both sides. This allows to stop the beam in a carbon or tantalum cup a few meters downstream in experiments in which the beam is not stopped inside the target or its backing and during beam focusing procedures. Compared to the old setup, which required to stop the beam inside or closely behind the chamber, this prevents from activating contaminants close to the target position. The chamber as well as the beam entrance pipe is coated with 0.1 mm tantalum to reduce beam-induced background further.

3.1. The in-beam RBS setup

The built-in silicon detector for Rutherford Backscattering Spectrometry (RBS) measurements is used to monitor the target stability during the experiment and to determine the target thickness. The detector is placed under a backward angle of 135°, features an in-beam energy resolution of about 15 keV for protons and covers a solid angle of 0.2 to 20 msr, depending on the diameter of the aperture that is used. A typical RBS spectrum of a $^{93}\text{Nb}$ target irradiated with protons at an energy of $E_p = 3.5$ MeV is shown in Fig. 10. The target was manufactured as a self-supporting foil by rolling from metallic niobium. Since niobium is monoisotopic, no other constituents are expected.

The targets were very thin – about 1 mg/cm² – in order to minimize the energy loss and thus the width of the prompt $\gamma$-ray peaks (see Fig. 4). The beam is stopped in a gold backing with thickness of around 300 mg/cm² attached to the backside of the niobium.

The effective target thickness can be extracted from simulations using the SIMNRA code [55]. The agreement between the measured RBS spectrum and the simulation is excellent (see Fig. 10).

Typically, the target thickness is additionally determined prior to the experiment using the dedicated RBS setup at the RUBION dynamitron-tandem accelerator at the Ruhr-University Bochum [46, 47]. Hence, the in-beam RBS setup in the target chamber can be used in two ways. First, as explained, the in-beam RBS detec-
tor can be used to determine the target thickness. The resulting target thickness for $^{93}$Nb (1.3±0.3 mg/cm$^2$) agrees with the values obtained in Bochum (1.1±0.1 mg/cm$^2$) within the error bars. Second, if the target thickness has been determined prior to an experiment, the number of beam particles can be extracted from the in-beam RBS spectra (see Section 3.2).

3.2. Determination of the number of beam particles

To ensure the correct determination of the total number of impinging particles on the target, the beam current is read out at three different positions. The current measurement at the target itself is straightforward, since it is electrically connected to a target ladder. The impinging ion beam on the target leads to scattered beam particles and the release of $\delta$-electrons and therefore the current has to be corrected via measuring the (negative) current on the chamber. Two current integrators determine the accumulated charge individually with an overall uncertainty of about 5%. To prevent the $\delta$-electrons from escaping from the chamber into the upstream beampipe, a suppression voltage of -400 V is applied. The current on the Faraday cup behind the chamber is also recorded.

Additionally, the measured in-beam RBS spectra can be used to obtain the total number of beam particles. Given the case that all other relevant input parameters (energy calibration, solid angle of the detector, target thickness) for the RBS simulation explained in Sec. 3.1 are sufficiently well determined, the number of beam particles remains the only free parameter. This allows to estimate the beam current with an uncertainty of less than 10% and was successfully tested for the $^{93}$Nb(p,γ)$^{94}$Mo reaction. The simulation shown in Fig. 10 yields $N_p = (3.6 \pm 0.3) \times 10^{10}$ particles and is in excellent agreement with the value obtained from the current read-out which yielded $N_p = (3.64 \pm 0.18) \times 10^{10}$.

3.3. Sensitivity limit

The direct measurement of cross sections in the $\mu$b range is very challenging and sets high technical requirements. The sensitivity limit for direct cross-section measurements is affected by the detector efficiency, the maximum available beam current and time. The target thickness is limited by the acceptable energy loss which should not exceed about 30-40 keV and is typically in the order of 10$^{18}$ at/cm$^2$. In the last years, intensive effort has been put into the improvement of the aforementioned parameters and significantly improved the sensitivity limit for cross-section measurements. The limit has been defined here as the minimum cross section, that yields $\gamma$-ray peaks with at least 1000 counts. Hence, the statistical uncertainty amounts to about 3%. The improvement of different parameters during the last five years as well as the the present cross-section limit are given in Table 2. Note, that the current lower limit of $\sigma_{\text{min}} = 0.05 \mu$b is very low for an in-beam measurement and has been improved by a factor of 8 during the last five years. The optimal performance in Table 2 considers a stable beam with an intensity of 1000 nA continuously impinging on the target for 1 week.

### Table 2: Relevant parameters that affect the sensitivity limit of in-beam cross-section measurements.

| Status | $\epsilon_{\text{eff}}$ [%] | $t_{\text{beam}}$ [h] | $I_{\text{proton}}$ [nA] | $\sigma_{\text{lim}}$ [$\mu$b] |
|--------|-----------------|-----------------|-----------------|-----------------|
| 2014   | 0.13            | 70              | 250             | 0.4             |
| 2019   | 0.25            | 87              | 685             | 0.05            |
| Optimal| 0.30            | 144             | 1000            | 0.02            |

3.4. Final commissioning

In order to show that cross section measurements on heavy nuclei using the new setup are reliable, we have measured the $^{89}$Y(p,γ)$^{90}$Zr reaction as a...
test case at six different beam energies between $E_p = 2$ to 3 MeV. We have chosen to use this reaction as commissioning experiment because total cross-section data obtained from three independent experiments exist, see Ref. [22, 54, 55]. We used a natural Y target with an $^{89}$Y enrichment of 99.9 % which was prepared as a self-supporting foil via rolling. The target thickness was determined from a RBS measurement performed at the Ruhr-University in Bochum (as described in Sec. 3.1) and amounts to 0.85(2) mg/cm$^2$. A 230 mg/cm$^2$ thick gold foil was attached to the backside to ensure that the beam is completely stopped within the target. The irradiation times varied between 30 to 100 minutes (depending on the beam energy) at beam intensities of about 600 nA.

The total $(p,\gamma)$ cross section is given by:

$$\sigma(p,\gamma) = \frac{N_{(p,\gamma)}}{N_p \cdot N_t},$$

(6)

where $N_p$ is the number of projectiles and $N_t$ the number of target nuclei. The total number of reactions $N_{(p,\gamma)}$ is obtained by measuring the angular distribution of all $\gamma$-rays populating the ground state as described in Sec. 2.2. The combination of Eq. 4 and 6 yields the final expression for the total $(p,\gamma)$ cross section:

$$\sigma(p,\gamma) = \frac{\sum_{i=1}^{N} A_i^2}{N_p \cdot N_t},$$

(7)

assuming N ground state transitions and $N_{(p,\gamma)}$ as the sum of all $A_i$. For the $^{89}$Y$(p,\gamma)^{90}$Zr experiment the intensities of six ground state transitions have been determined. In the compound nucleus $^{90}$Zr, there is a $0^+_2$ state at 1761 keV that decays solely into the ground state via $E\gamma$ transition. Since this transition is not observable in the $\gamma$-ray spectra, the population of the $0^+_2$ state at 1761 keV was determined as well. However, for the three lowest beam energies no significant population of the $0^+_2$ state has been observed. Upper values for the contribution of the corresponding transitions were determined and are included in the error of the total cross sections. In addition, there is an isomeric $5^-$ state at 2319 keV which has a half-life of about 800 ms. In order to detect all $\gamma$-rays from the corresponding decay, the data acquisition has been continued for several seconds after stopping the irradiation.

The total cross-section results for the $^{89}$Y$(p,\gamma)^{90}$Zr test experiment with our new setup are compared to the existing data in Fig. 12. A good agreement is observed, as well as very small uncertainties. In summary, we conclude that the new setup provides robust and reliable data.

4. Application: Cross-section measurement of the $^{93}$Nb$(p,\gamma)^{94}$Mo reaction

Systematic cross-section measurements are the main task of the setup presented in this article. Via the comparison of experimental results to statistical model calculations different nuclear physics input models can either be constrained or excluded. However, the $^{93}$Nb$(p,\gamma)^{94}$Mo reaction is of special interest for nuclear astrophysics. The compound nucleus $^{94}$Mo is – together with a few other $p$ nuclei – systematically underproduced in various theoretical network calculations [48, 49]. Therefore, a deeper understanding of the underlying nuclear physics in this nucleus is of paramount importance.

The cross section of the $^{93}$Nb$(p,\gamma)^{94}$Mo reaction was determined at three proton energies: $E_p = 3.0, 3.5$ and 4.5 MeV. The Gamow window for this reaction is between 1.71 MeV and 3.39 MeV at a Temperature of 3 GK [30]. Further experimental details were presented in Sec. 3.1 and 3.2. Figure 11 shows a typical $\gamma$-ray spectrum for a beam energy of $E_p = 3.5$ MeV. The spectrum was obtained by summing up all detectors mounted under an angle of 90° with respect to the beam axis. Although considerable beam-induced background, mainly from the $(p,n)$ reaction channel, was observed, all peaks in the spectrum can be clearly identified.

4.1. Total cross-section results

For $^{93}$Nb$(p,\gamma)^{94}$Mo reaction six ground state transitions were observed in total. The largest contribution stems from the $2^+_1 \rightarrow g.s.$ transition at $E_\gamma = 871$ keV which accounted for about 95 % of the population of the ground state. Systematic studies have revealed that the relative contributions of various ground-state transitions to the ground-state population remain almost constant with beam energy [40].

The cross section results are given in Table 3 and shown in Fig. 13. The uncertainties in the cross section values are composed of the uncertainties in the number of projectiles ($\approx 5\%$), the target thickness ($\approx 10\%$), full-energy peak efficiency ($\approx 8\%$) and the statistical error after fitting the Legendre polynomials ($\approx 7\%$). The results obtained in this
work are compared to experimental results reported in Ref. [50]. The new results are slightly higher by a factor of about 1.4, which might be explained by the experimental procedure used to derive the results in Ref. [50]. First, the results from Ref. [50] were obtained by taking only the 2\(^+\) \rightarrow g.s. transition at \(E_\gamma=871\) keV into account. In comparison, we have included six ground-state transitions. Secondly, in Ref. [50] no suppression voltage is mentioned. Hence, we assume that the measured current could not be corrected for \(\delta\)-electrons and therefore the cross section is underestimated. Third, the angular distributions in Ref. [50] were determined for beam energies between \(E_p=2.0\) and \(3.0\) MeV only and taken as constant over the whole energy range. Additionally, the values above beam energies of \(E_p=3.0\) MeV reported in Ref. [50] are scaled to absolute data from a measurement using niobium oxide as a target. For this scaling procedure an additional uncertainty of about 5 % is reported.

We estimated the possible impact of each of these contributions. Taking correction factor for missing g.s. transitions (\(\approx 6\)%), unobserved \(\delta\)-electrons (\(\approx 10\)%), wrong angular correlations (\(\approx 18\)%), and uncertainties from the scaling procedure (\(\approx 5\)%), we can conclude that our setup provides reliable data.

### Table 3: Total (p,γ) cross section results for the \(^{93}\text{Nb}(p,\gamma)^{94}\text{Mo}\) reaction. Energies are given as effective center-of-mass energies.

| \(E_{\text{c.m.}}\) [keV] | \(\sigma_{\text{tot}}\) [\(\mu\text{b}\)] |
|-----------------|-----------------|
| 2988±10         | 116±15          |
| 3491±10         | 227±31          |
| 4495±10         | 177±23          |

### Figures

**Figure 11:** Typical γ-ray spectrum of the \(^{93}\text{Nb}(p,\gamma)^{94}\text{Mo}\) reaction for \(E_p=3.5\) MeV. The spectrum was obtained by summing up all detectors mounted under an angle of 90\(^\circ\) with respect to the beam axis. The γ-rays that are not produced by the \((p,\gamma)\) reaction stem either from elastic scattering on the backing \(^{197}\text{Au}\) or from the \(^{93}\text{Nb}(p,n)^{94}\text{Mo}\) reaction. The 871 keV transition in \(^{94}\text{Mo}\) is a ground state transition and marked with an asterisk.

**Figure 12:** Results for the total cross sections of the \(^{89}\text{Y}(p,\gamma)^{90}\text{Zr}\) reaction (red circles) measured with the new setup in Cologne compared to formerly published results [22, 54, 55]. Since the results are in good agreement with each other, we can conclude that our setup provides reliable data.

**Figure 13:** Experimental total cross sections of the \(^{93}\text{Nb}(p,\gamma)^{94}\text{Mo}\) reaction. The results obtained in this work are compared to data from Ref. [50].
analysis and study important nuclear physics concepts as the $\gamma$-ray strength function or nuclear level densities.

The astrophysically relevant $^{93}\text{Nb}(p,\gamma)^{94}\text{Mo}$ reaction was successfully measured and total $(p,\gamma)$ cross sections for proton energies between $E_p = 3.0 - 4.5$ MeV have been extracted. The results are compared to previously measured data from Ref. [50].

In summary, the nuclear astrophysics setup in Cologne allows to measure cross sections of reactions with stable and unstable compound nuclei and will further help to extend the available experimental database and study the underlying nuclear physics parameters that enter theoretical nucleosynthesis network calculations.

6. Outlook

In addition to the 10 MV FN-Tandem accelerator, the University of Cologne operates a 6 MV Tandetron accelerator which is primarily used for Accelerator Mass Spectrometry (AMS) [53]. The accelerator can provide stable proton beam intensities of several $\mu$A with very low ripple. At present, construction of a HPGe array which is solely dedicated for nuclear astrophysics experiments is being planned for this machine. Seven HPGe detectors with relative efficiencies of 80% and two clover detectors with relative efficiencies of 120% will be mounted. The Tandetron accelerator can be operated independently from the 10 MV FN-Tandem accelerator. Commissioning of this setup is expected to begin in the near future.
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