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Abstract

We propose an unexpected twist to description of the geometry and topology of configurations of $n$ straight lines considered as a whole 3D entity (because the lines are inseparably linked pairwise while having linking numbers $\frac{1}{2}$ or $-\frac{1}{2}$) and named $n$-cross. Our theory stems from our work on configurations of mutually touching straight cylinders but, along with the previously introduced Ring matrix (that controls the encaging of each line by other lines), we now introduce fundamental direction 3D matrices (whose entries 0, 1, and -1 are signs of mixed products of line orientation vector triples). Discrete motion/connection combination principle established in the space of Ring and direction matrices (forming a groupoid and resembling moves in Loyd’s 15-puzzle game or Khovanov homology) allows one to discern topologically different configurations of lines with elementary methods and without link diagrams of knot theory. However, with the help of so-called projection 3D matrix we also integrated our matrix approach into the knot theory and established topological invariants for line entanglement in both approaches thus connecting 2D projections with 3D configurations. With Jones polynomials we show that an $n$-cross is a link of pairwise connected $n$ unknots in a topological sense. The known results of the knot theory for rigid isotopy of 6 and 7 lines are reproduced and a novel result for 8 lines is given. With our approach we reach nuances of the geometry of lines never investigated before. It may find applications in Algebra, Discrete Geometry and Topology, and Quantum Physics.
Introduction

Some time ago we developed a manifestly 3D approach to solve the problem of finding configurations of mutually touching infinite straight cylinders in 3D (see [1,2] and references therein), which are straight “thick lines”. Our classification of configurations (called $n$-knots when all the cylinders are in mutually touching, and $n$-crosses, with arbitrary positions of cylinders) was based on two matrices: a chirality matrix $P$ and a Ring matrix $R$ [1,2]. We developed a set of invariants that distinguished $n$-knots from $n$-crosses and found out that only one topologically unique 7*-knot, first discovered in [3], exists for cylinders of equal radii (along with its mirror image) [2]. No $n$-knots with equal radii of the cylinders can exist for $n > 7$. Yet for cylinders of arbitrary cross-section, $n$-knots are possible for $n < 11$ [1]. For example, a 9-knot made of equal cylinders with elliptical cross-sections is possible, as well as 10-knots with unequal elliptical cross-sections. Without the highly restrictive conditions of mutually touching, $n$-crosses exist for any $n$, but they become non-trivially topologically entangled only for $n > 5$ [4]. This entanglement might be fundamental and common in Nature, and calls for simple methods to control it.

Here we show that we can apply $P$, $R$ and some other 3D matrices (matrix-valued vectors, like the direction matrix $\vec{N}$ introduced below) to solve the problem of entanglement of straight lines in 3D [4] in a discrete way. To provide a discrete analogy with Witten’s theory of Jones polynomials in 3D, one can say that $P$ plays the role of the term of the product of Wilson loops in the integral of the Chern-Simon action over the gauge fields, and $\vec{N}$ plays the role of the Chern-Simon action part. Our approach is based on matrix algebra, it is essentially discrete and is different from the knot theory because it can do without link diagrams, though it may use some of knot theory results. We investigate the topology of the entangled configuration exploring a discrete connection rule in the space of matrices that represent the finite configuration space of $n$-crosses. The latter seems to resemble the Khovanov homology approach. We found an intricate relation between a 3D $n$-cross and its 2D projection, thus viewing Witten’s solution of the Atiyah problem of 3D interpretation of the knot theory, in a discrete way. Earlier, the problem of line entanglement was solved with the Jones polynomial approach, modified for $RP^3$ space in [4] and based on 2D projections of lines. This purely topological approach has little contact with the geometry of straight lines save that the straight line is not homologous to zero, unlike the loops that are usually considered in the theory of links and knots.

A configuration of straight lines, an $n$-cross, as observed from afar, looks like a point source of lines issuing from it (Fig. 1a), quite similar to Faraday lines issuing from a point charge, but its “core” (magnified in Fig. 1b) reveals complex inner structure and thus possesses inner degrees...
of freedom. One can see that the core consists of lines that “miss” each other and may produce entanglement which cannot be disentangled without line crossing or without a line being exactly parallel to another one. Below we will show how to define the core geometry precisely.

Fig. 1. An image of a 7*-knot (the configuration of 7 mutually touching equal cylinders first found in [3]) (a) from afar; (b) a close-up image of the core.

Unlike traditional knots and links, a configuration of oriented straight lines is inherently spin-like or “fermionic” in nature which is related to the \( \mathbb{R}P^3 \) geometry of straight lines being not homologues to zero. Indeed, unlike a link of two closed loops where the Gauss linking number changes from 1 to 0 while one loop crosses the other, even a 2-cross is already non-trivial as far as its Gauss linking number is never 0 or 1. The oriented lines are described with \( \mathbf{y}_i(t_i) = \mathbf{n}_i t_i + \mathbf{v}_i \), where \( \mathbf{n}_i \) is the unit vector of the line direction (note that in what follows we always enumerate lines starting from number \( i = 0 \)), and \( \mathbf{v}_i = (x_i, y_i, 0) \) is a vector in the horizontal plane while the latter is punctured by the line at \( t_i = 0 \). Let us arrange the set \( G \) of the line parameters of a configuration of an \( n \)-cross in the form of four vectors: \( (G_0)_i = \theta_i; (G_1)_i = \varphi_i; (G_2)_i = x_i; (G_3)_i = y_i \), so that with spherical angles \( \theta_i, \varphi_i \) the unit vector \( \mathbf{n}_i = (\sin((G_0)_i), \cos((G_1)_i), \sin((G_0)_i), \sin((G_1)_i), \cos((G_0)_i), \cos((G_0)_i)) \) and \( \mathbf{v}_i = ((G_2)_i, (G_3)_i, 0) \).

The Gauss linking integral for two oriented straight lines \( \mathbf{y}_i, \mathbf{y}_j \):

\[
\text{lk}(\mathbf{y}_i, \mathbf{y}_j) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\mathbf{y}_i(s) \cdot (\mathbf{y}_j(t) - \mathbf{y}_j(t))}{|\mathbf{y}_i(s) - \mathbf{y}_j(t)|^4} \, ds \, dt \tag{1}
\]

is either 1/2 or -1/2 [6] and changes to -1/2 or 1/2, correspondingly, when one straight line crosses the other or when the configuration is mirrored (Fig. 2). One can say that an \( n \)-cross is always pairwise linked and should be considered (and described) as one whole entity. Below we will give a clear picture of it.

The sign of this link number becomes the element \( P_{i,j} \) of the symmetric chirality matrix \( P = \| P_{i,j} \| [1,2] \) with a zero diagonal and entries 1 and -1 that characterizes an \( n \)-cross:
Fig. 2.

\[ P_{i,j} = \text{sign}[lk(y_i, y_j)] \equiv \text{sign}[(n_i, n_j, v_i - v_j)]. \]  \hspace{1cm} (2)

As an example, this matrix can be easily obtained directly from the 2D projection in Fig. 1b using the rules of Fig. 2 with a proper choice of the line directions to get, for example,

\[
P = \begin{pmatrix}
0 & +1 & +1 & +1 & +1 & +1 & +1 \\
+1 & 0 & +1 & +1 & +1 & -1 & +1 \\
+1 & +1 & 0 & -1 & -1 & -1 & +1 \\
+1 & +1 & -1 & 0 & +1 & -1 & +1 \\
+1 & -1 & -1 & 1 & +1 & 0 & +1 \\
+1 & +1 & +1 & +1 & -1 & +1 & 0
\end{pmatrix} \hspace{1cm} (3)
\]

so that its determinant is \( \text{det}(P) = -18 \).

Another matrix which is needed to completely characterize an \( n \)-cross/knot is a Ring matrix \( R \). It is defined as follows: non-diagonal entry \( R_{i,j} \) is the number of triangles that encircle \( i \)-th line and contain \( j \)-th line as a side of the triangles. Its diagonal entries are zero. An example of \( R \) of the 7*-knot from Fig. 1 is

\[
R = \begin{pmatrix}
0 & 1 & 1 & 4 & 1 & 1 & 4 \\
4 & 0 & 4 & 4 & 4 & 4 & 4 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 4 & 4 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 4 & 0 & 4 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}. \hspace{1cm} (4)
\]

Rows of zeroes indicate a “free” line that can be parallel translated to infinity without moving any other line. One can also build a Ring vector by summing up the numbers in each row and then divide each sum by 3. Its entries indicate the number of triangles that encircle a given line.

We utilized some properties of the Ring matrix in previous papers on mutually touching cylinders and demonstrated its importance [1,2].
The Ring matrices have a far-reaching linear property that helps analyzing sub-configurations. For example, an $n$-cross has $n$ sub-configurations of $(n - 1)$-crosses which Ring matrices are $R_{n-1}^{(i)}$, where $i$ indicates that $i$th line is omitted from the $n$-cross. If one adds to each of the Ring matrices of the latter sub-crosses corresponding row and column of zeroes and sums the matrices up, then one obtains the Ring matrix of an $n$-cross ($n > 4$):

$$R_n = \frac{1}{n-4} \sum_{i=0}^{n-1} R_{n-1}^{(i)}. \quad (5)$$

**Quantizing configurations and topology of $n$-crosses**

Now we show that there is a fundamental 3D direction matrix $\hat{N}$ defined by the directions of the lines which is a “square root” of the Ring matrix in a way that there is a fundamental relation, valid for $n$-crosses:

$$R(P, \hat{N})_{j,i} = \frac{1}{8} \left\{ n(n - 2) + 2P_{i,j} \left( N_j \right)^2 - \left[ (N_j P)_{i,j} \right]^2 \right\} (1 - \delta_{i,j}), \quad (6)$$

where $\delta_{i,j}$ is the Kronecker delta,

$$(\hat{N}_i)_{j,k} = \text{sign}(n_i [n_j \times n_k]) \quad (7)$$

is the entry of the 3D direction matrix. We give the derivation of Eq. (6) in Appendix 1.

All $\hat{N}_i$ have the same eigenvalues. For example, for $n = 6$ the characteristic equation for $\hat{N}_i$ reads

$$\hat{N}_i^2 \left( \hat{N}_i^4 + 10\hat{N}_i^2 + 5I \right) = 0,$$

where $I$ is the identity matrix. Another distinguishing property of matrices $\hat{N}_i$ is that each of them can be transformed by row/column permutations and row/column sign change into a unique form that can be called triangular. This form has all +1s above the zero diagonal and all -1s below (or vice versa), except the $i$th row/column which is filled with zeroes. This property reflects the possibility to arrange real directed lines in such a way that they look like a “fan” with arrows directed all in one half-plane being viewed along the $i$th line.

From Eq. (7) it is clear that the mixed product of vectors is anti-symmetric and produces one zero row/column in each square matrix component. A sign-switching for an entry happens for those triples where the co-planarity changes when lines move. For example, for a 6-cross, for a triple of lines $i = 0, j = 3, k = 4$ passing though co-planarity, three of the 6 matrices $\hat{N}_i$, that is $\hat{N}_0, \hat{N}_3$, and $\hat{N}_4$, change as
where prime indicates the switched direction matrix. As we said, the direction matrix is not arbitrary in distribution of +1 and -1. It has definite signatures of belonging to real line configurations. For example, for a 6-cross it has four classes which can be defined as a function:

\[
\text{class}(\hat{N}) = \text{tr}\left(\frac{1}{\sum_{i=0}^{n-1} \hat{N}_i^2}\right)
\]

where possible zero eigenvalues of the matrix \(\sum_{i=0}^{n-1} \hat{N}_i^2\) in denominator are eliminated. Matrix \(x\) satisfies equations

\[
x(x + 40)(x + 4)^2(x + 36)^2 = 0;
\]
\[
(x + 4)(x + 36)(x^2 + 40x + 80)^2 = 0;
\]
\[
(x^2 + 40x + 80)(x^2 + 40x + 128) = 0;
\]
\[
(x^2 + 40x + 80)^3 = 0,
\]
so that Eq. (9) gives values for classes -0.580(5); -1.2(7); -1.3125; -1.5, correspondingly. Note that for \(n < 6\) there is only 1 class for all configurations. For \(n = 5\) this class equals -2.05.

We found that a direction matrix \(\hat{N}\) from a real \(n\)-cross configuration satisfies an identity looking quite similar to Eq. (7)

\[
(\hat{N}_i)_{j,k} = \text{sign}\{\text{tr}(\hat{N}_i[\hat{N}_j, \hat{N}_k])\},
\]

where the square brackets mean a commutator.

The switching event produces a rigid isotopy change in an \(n\)-cross with the corresponding change in the Ring matrix according to Eq. (6). The most important is that such a change gives us a possibility to establish a combination principle or a “Golden rule” for a connection which defines a correct switching/morphism between adjacent configurations, that reflects the continuity of motion in space and discrete/quantum topology by following the difference in the Ring matrices before and after switching, e.g:
\[ R(P, \tilde{N}) - R(P, \tilde{N}') = \]
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 1 & 3 & 1 & 1 \\
1 & 3 & 0 & 1 & 3 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
2 & 2 & 4 & 2 & 2 & 0 \\
\end{pmatrix} - \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 1 & 3 & 1 & 1 \\
1 & 3 & 0 & 1 & 3 & 1 \\
3 & 1 & 1 & 0 & 3 & 1 \\
2 & 2 & 4 & 2 & 2 & 0 \\
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-3 & -1 & -1 & 0 & -3 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}. \quad (10)
\]

Note, that in this example only the line 3, being sandwiched between lines 0 and 4 at the moment of the co-planarity switching, produces the single row in the Ring matrix difference of Eq. (10). We use this property to characterize the “connected cluster” (a groupoid) of rigid isotopy configurations for any given \( P \) that are connected in the sense of Eq. (10). The configurations that are not connected cannot show one row at a single switching of the direction matrix \( \tilde{N} \). This holds for any \( n \)-crosses and completely defines the rigid isotopy of any configuration of lines.

In the example of Eq. (10) the only non-zero row consists of \((1 \ 1 \ 1 \ 3 \ 3 \ 0)\) [along with its negative \((-1 \ -1 \ -1 \ -3 \ 0)\)], yet, for a 6-cross there is another row \((1 \ 1 \ 1 \ 1 \ -1 \ 0)\). Generally, for an \( n \)-cross the number of rows of different content types is \( \left\lfloor \frac{n-3}{2} \right\rfloor + 1 \) where the square brackets mean the integer part. For a 4-cross the single row is \((1 \ 1 \ 1 \ 0)\), for a 5-cross the 2 rows are \((1 \ 1 \ 2 \ 2 \ 0)\) and \((1 \ -1 \ 0 \ 0 \ 0)\); for a 7-cross the 3 rows are \((1 \ 1 \ 1 \ 4 \ 4 \ 0)\), \((1 \ 1 \ 1 \ -1 \ 2 \ 2 \ 0)\), and \((1 \ -1 \ -1 \ 0 \ 0 \ 0)\); for an 8-cross the 3 rows are \((1 \ 1 \ 1 \ 1 \ 5 \ 5 \ 0)\), \((1 \ 1 \ 1 \ 1 \ -1 \ 3 \ 3 \ 0)\), and \((1 \ 1 \ 1 \ 1 \ -1 \ -1 \ 0)\), and so on. Here numbers different from 1, stand in places with the numerals of the two lines in the sandwich of the switching triple. For example, in case of Eq. (10) the places are the 0\(^{th}\) and 4\(^{th}\) in the row, where -3s stand.

Let us make some remarks. Our approach, by establishing natural connection rules (forming a groupoid and resembling Khovanov homology) in the discrete space of configurations, gives a new twist to the straight line entanglement problem providing a groupoid calculus of evaluation of the entanglement. It is remarkable that Heisenberg discovered quantum mechanics by considering a groupoid of transitions for the hydrogen spectrum (to which Schwinger gave an algebra), rather than the usually considered group of symmetry of an individual state [9]. Here the Ring matrix plays a role of a Hamiltonian which registers the changes in states (presented by the configurations of lines) and determines the adjacent ones. Its additive nature expressed in Eq. (5) also supports this conclusion. Being explicitly 3D, our approach is different from the methods of the knot theory with its link diagrams, where the connection between changing configurations is established with the Redeimeister moves applied to the projection and the skein relations based on them, leading to Jones polynomials. We feel that our approach can be
related to Vassilyev invariants (not only through Jones polynomials), because line intersections just produce zeroes in corresponding entries of the chirality matrix which creates a rich set of additional invariants. However, this is out of scope of the current work.

As an example, we applied the fundamental rule of Eq. (10) of rigid isotopy moves directly in 3D to investigate the entanglement of 6-crosses, the first non-trivial case of straight line entanglement studied in [4-7]. To control the configurations in connected clusters we introduce a configuration invariant

\[ Inv(P, \hat{N}) = \text{tr} \left( \frac{1}{\sum_{i=0}^{n-1} \hat{N}_i^2 - \frac{P}{2}} \right). \] (11)

The invariant of Eq. (11) based on the direction matrix distinguishes geometrically different configurations (compare with previously introduced invariants based on the Ring matrix [2]).

Some chirality matrices \( P \) while having the same determinant can be distinguished by their set of eigenvalues. However, sometimes it is not enough, because in general matrices might be not similar even having the same set of eigenvalues. Here we introduce a 3D matrix with entries

\[ [T3(P)]_{j,k} = P_{l,j} P_{j,k} P_{k,i} \] (12)

and use, for example, a number \( InvP(P) = tr(\Sigma_i (T3(P)_i + \hat{I}/2)^{-1}) \) to characterize the chirality matrices. With a given determinant of the chirality matrix for a 6-cross \( |P| = 11,19, -21,27, -29, -13, -45, -5, -5^*, -125 \) (and their mirror configurations marked with letter m in Table 1) we explored the connected clusters of all possible discrete configurations in clusters. The results are given in Table 1 along with \( InvP(P) \) and the values of Jones polynomials \( J_D(|P|, i, a) \) (see below) calculated at \( a = 0.8 \). \( i \) just enumerates topologically different clusters of the same \( |P| \). The exceptional three configurations with \( |P| = -45, -29, -13 \) are equivalent in rigid isotopy to their mirror configurations and are called specular in [7]. The total number of isotopy different configurations is 19 as was proved in [4,6,7,8]. The sum of numbers in the 4th column of all possible discrete configurations of 6 straight lines in 3D space is 11618.

| \( |P| \)   | \( InvP(P) \)   | \( J_D(|P|, 0.8) \) | Cluster size | \( \Sigma[Inv(P, \hat{N})] \) |
|----------|-----------------|------------------------|---------------|----------------------|
| 1        | -125            | 21.47368               | 81.95805      | 112                  | -160.15626          |
| 2        | -125**          | 21.47368               | 82.84623      | 112                  | -161.01855          |
| 3        | -45             | 8.36522                | 85.95424      | 2256                 | -3556.33638         |
| 4        | -29             | 0.93146                | 89.17975      | 1835                 | -2842.88768         |
| 5        | -21             | 1.90476                | 99.95387      | 448                  | -836.91785          |
| 6        | -21m            | -1.80088               | 82.28432      | 448                  | -668.07359          |
| 7        | -13             | -0.82759               | 91.67157      | 187                  | -301.51497          |
| 8        | -5              | 14.46046               | 94.914        | 2100                 | 142.24454           |
Table 1.

|   | -5m    | -5*    | -5*m   | 11    | 12    | 13    | 14    | 15    | 16    | 17    | 18    | 19    |
|---|--------|--------|--------|------|------|------|------|------|------|------|------|------|
| 9 | -5m    | 0.51093| 80.21999|2100 | 2266.87334|
| 10| -5*    | -34.6667| 64.04794| 16  | -7.52044  |
| 11| -5*m   | 26.28571| 125.74818|16  | -40.17786 |
| 12| 11     | -17.99234| 72.137  |16  | -224.09236|
| 13| 11*m   | 14.09524| 125.74818|16  | -250.22019|
| 14| 19     | -14.13903| 76.55007|635 | -981.15722|
| 15| 19*m   | 14.00147| 108.91363|635 | -1426.52974|
| 16| 27     | -10.28571| 81.85074|149 | -128.16471|
| 17| 27*m   | 13.90769| 94.24605|149 | -219.1273 |
| 18| 27**   | -10.28571| 83.23852|49  | -62.15941 |
| 19| 27**m  | 13.90769| 93.67761|49  | -455.79888|

The 5th column gives a sum of all invariants \(\sum [\text{Inv}(P, \tilde{N})]\) for each cluster, thus providing a topological invariant for rigid isotopy. Then for any given configuration, described by \(P, \tilde{N}\) one can find to which cluster it belongs by reconstructing all the cluster invariants using the “one-row” rule of Eq. (10). After exhausting all the possibilities for obtaining any new \(\text{Inv}(P, \tilde{N})\) on the way, one gets essentially 3D topological invariant as the sum of all of the different ones:

\[\mathcal{G} = \sum [\text{Inv}(P, \tilde{N})].\]

Non-trivially entangled configurations are those with \(|P| = 27\). There are two topologically different clusters of topologically connected configurations: one with 149 configurations (and its mirror marked 27m) and the other one with 49 configurations (marked 27** and its mirror 27**m). We put into Appendix 2 Table A2.1 of the invariants \(\text{Inv}(P, \tilde{N})\) for all 49 configurations of cluster 27**. The Table also shows the adjacent configurations in the cluster so that the topology of the cluster can be additionally characterized by its Euler characteristic. The mirror cluster 27**m has different set of values of \(\text{Inv}(P, \tilde{N})\). Further we will calculate a Jones polynomial for the lines (first established in [5]) along with a novel one that we call \(J_M\) – polynomial; comparison between two polynomials reveals the difference in entanglement for both clusters.

As a corollary, we directly, by inspecting all 224 configurations with \(|P| = -125\), proved our previous conjecture [1] that only two of the configurations (with mirrored ones) can allow all mutually touching cylinders and thus can be a 6-knot when \(|P| = -125\). The uniqueness of these configurations was a cornerstone in our proof that there is a bottleneck preventing mutual touching of more than 10 arbitrary cylinders in 3D [1].
Plane projection of $n$-crosses

Let us describe relations between the plane projections of line configurations with 3D structures. In fact this is a discrete version of Witten’s idea to connect knots with Jones polynomials built on 2D link diagrams. Projections give a possibility to use heavy artillery of the knot theory. The groupoid rules of Eq. (10) give us an alternative method to describe the topology. We also manage to characterize the geometry of $n$-crosses to such an extent which is not possible for any knot theory methods.

Introduce a matrix valued vector $pr M(G, U)_i$ which we call a projection matrix similar to direction matrix $\vec{N}_i$, which is now based on a 2D projection of the straight line configuration $G$ along some vector $U$ onto a plane. Its entry $[pr M(G, U)_i]_{j,k}$ is defined as shown in Fig. 3 with a simple rule: the value is +1 if the direction from the crossing point $(i, j)$ to the crossing point $(i, k)$ coincides with the direction of line $i$ and is -1 when opposite as it is in Fig. 3. Therefore $[pr M(G, U)_i]_{j,k} = -1$ here. Yet, $[pr M(G, U)_i]_{k,i} = 1$ after index permutations which one would not expect from $[\vec{N}_i]_{j,k}$: the latter stays the same for any cyclic index permutation.

This deceivingly simple definition produces a solution of the problem how to connect 3D configurations with their 2D projections.

There are general properties of $pr M(G, U)$. First,

$$R(UU, pr M(G, U)) \equiv \hat{0}, \quad (13)$$

(this is the general property of a 3D matrix which vector components are similar to anti symmetrized matrix $UU$, that is triangular) where the square matrix $UU$ has a zero diagonal and all other entries are 1. We will use Eq. (13) to define the geometry of the inner domain of $n$-cross later on. Second, by observing all possible projections of three lines one can obtain a general relation for $pr M(G, U)$:
where \( i \neq j \) and we introduced an anti-symmetric overlapping matrix \( O_{i,k} \) which entry is +1 when the projection line \( i \) overpasses the line \( k \) and -1 otherwise. For example, from Fig. 3 one can obtain \( O_{i,k} = +1 \), \( O_{j,k} = +1 \), \( P_{i,k} = -1 \), and \( P_{j,k} = -1 \), while \([prM(G, U)]_{i,k} = -1\) and \([prM(G, U)]_{k,i} = 1\) so that Eq. (14) is correct. If we multiply Eq. (14) by \([prM(G, U)]_{k,j}\) we will obtain a cyclic-invariant entry \([\tilde{N}^c_i]_{j,k}\):

\[
[\tilde{N}^c_i]_{j,k} = [prM(G, U)]_{i,k}[prM(G, U)]_{k,i}[prM(G, U)]_{i,j} .
\]  

One can apply Eq. (15), directly obtaining \([\tilde{N}^c_i]_{j,k}\) from the projection in Fig. 3. Indeed, the triple of line indexes \( i,j,k \) outside the triangle naturally determines a vortex direction (clockwise in Fig. 3). Then this direction is opposite to the direction of line \( i \), agrees with line \( j \), and disagrees with line \( k \) to give \((-1)(1)(-1) = 1\) which coincides with \([\tilde{N}^c_i]_{j,k} = 1\) from Eq. (15).

Because of the importance of \( \tilde{N}^c \), which connects 2D projections and 3D configurations as we show below, we introduce a function that expresses Eq. (15) in a short form:

\[
\tilde{N}^c = D3(prM(G, U)) .
\]  

Alternatively,

\[
[\tilde{N}^c_i]_{j,k} \equiv [\tilde{N}^c_k]_{i,j} = -O_{i,k}O_{j,k}P_{i,k}P_{j,k}[prM(G, U)]_{i,j} .
\]  

Let us introduce a function

\[
[D2(A, B)]_{i,j} = A_{i,k}A_{j,k}[B_k]_{i,j} ,
\]  

so that Eq. (17) can be rewritten as

\[
prM(G, U) = -D2(P \otimes O, \tilde{N}^c) ,
\]  

where the circled times sign means the direct product. As an exercise one can show that there is an identity

\[
R(P, \tilde{N}) \equiv R(UU, D2(P, \tilde{N})) .
\]  

With the help of Eq. (19) we can rewrite Eq. (13) as

\[
R(UU, D2(P \otimes O(G, U), \tilde{N}^c)) = R(UU, D2(P \otimes O(G, U), D3(prM(G, U)))) \equiv \hat{0} .
\]
From Eqs. (15) and (17) one can derive the chirality matrix $P$ (up to a sign) as a function of $prM(G, U)$ and $O(G, U)$ (or vice versa). For example, Eq. (17) can be rewritten as

$$(P \otimes O)^2 = \sum_k \tilde{N}_k \otimes prM(G, U)_k - (n - 1)\hat{I}, \quad (21)$$

where $\tilde{N}_k$ is taken from Eq. (15). While extracting the square root of a matrix in Eq. (21) is a cumbersome procedure, we found a function that directly calculates $H = P \otimes O$ through $prM(G, U)$ (see Appendix 5).

Another discrete connection of the 2D projection of the initial 3D configuration with the direction matrix $\tilde{N}$ comes from Eq. (20), where one can replace $\tilde{N}_k$ by $\tilde{N}$ and the equation still holds for any arbitrary projection vector $U$

$$R(UU, D2(P \otimes O(G, U), \tilde{N}(G))) = \hat{0}. \quad (22)$$

This indicates that the original $\tilde{N}(G)$ is the “kernel” of projections.

It happens that for projections matrix $\tilde{N}_k$ belongs to the same set of classes of Eq.(9) as the direction matrix $\tilde{N}(G)$ does. Moreover, there is the most remarkable property of $\tilde{N}_k$:

*If one calculates $Inv(P, \tilde{N}_k)$ then one gets a value lying within the full set of values for a connected cluster (including $Inv(P, \tilde{N}(G))$) of the initial 3D configuration $G$."

That means that by rotating the projection vector $U$ we obtain exclusively the values of invariants that belong to a connected cluster of an $n$-cross and thus keep the information of the topology of the cluster. However, not all the cluster is covered with these values because of an excess connectivity demanded by the conditions of the projection. One may say that the projections define a sub-groupoid, unlike the entire groupoid that can be found with spanning the cluster with connection rules of Eq. (10).

Also there is a caveat when dealing with projections. For an exceptional chirality matrix with $|P| = -125$ for a 6-cross, there are two clusters as shown in Table 1 and $prM(G, U)$ gives $Inv(P, D3(prM(G, U)))$ which is always the invariant of the other cluster, different from the cluster to which $Inv(P, \tilde{N}(G))$ of the initial 3D configuration belongs. Still the clusters remain quite separable and we can distinguish them from each other. As a sub-structure, this exceptional 6-cross with $|P| = -125$ appears in many $n$-crosses $(n > 6)$, yet it does not violate the possibility to distinguish topologically different clusters.

Physically it is clear why the topology is preserved. The projection rotation does not change entanglement of the straight lines; one can say that it realizes Reidemeister move III for the lines when the projection image changes as the entire $n$-cross rotates. For a continuous change
in $U$ sweeping the sphere, switching events in the direction matrix happen automatically, and the Ring matrix changes according to the one-row connection rule of Eq. (10) as well. All the configurations turn out to be connected in the discrete topology naturally. The domains/patches of equal invariants $Inv(P, \hat{N}^c)$ on the sphere swept by $U$ provide a tessellation on the spherical surface.

Now we will give a concrete example how the projection works with the identification of the line configuration of a 6-cross provided in [4] (Fig. 4a) where we equipped the lines with numbers and directions.

![Fig. 4.](image)

According to rules in Fig. 2 one can get the chirality matrix from Fig. 4

$$P^{27^{**}} = \begin{pmatrix}
0 & +1 & +1 & +1 & -1 & -1 \\
+1 & 0 & +1 & +1 & +1 & +1 \\
+1 & +1 & 0 & +1 & +1 & +1 \\
+1 & +1 & +1 & 0 & -1 & -1 \\
-1 & +1 & +1 & -1 & 0 & +1 \\
-1 & +1 & +1 & -1 & +1 & 0
\end{pmatrix}$$  \hspace{1cm} (23)

which determinant is 27 and $InvP(P) = -5.82857$. Then one can get components of the projection matrix from Fig. 4.
Now from Eqs. (11), (16), (23) and (24) we get \( \text{Inv}(P_{27}^{**}, D3(prM)) = -1.740388404194 \) which value is 21st in the Table A2.1 of Appendix 2, marked red. Again, if we started with the current \( P_{27}^{**} \) and \( \vec{N}^c = D3(prM) \) we could obtain the whole cluster with 49 elements by the connection rule of Eq. (10). Thus the projection gives us the complete information of the entanglement of the lines, prescribing to the configuration in Fig. 4 the topological invariant - 62.15941 of the fifth column in Table 1.

As we said above, if, for a given \( n \)-cross configuration \( G \), one rotates \( U \) in all directions to cover the solid angle \( 4\pi \), still the projections cannot “cover” the cluster completely, which means that the number of invariants \( \text{Inv}(P(G), D3(prM(G, U))) \) is always less than the total size of the cluster connected with the one-row rule of Eq. (10). This happens because the projections only imitate the real switching in the direction matrix, thus selecting only specific connections between the configurations. Yet, they can be used to characterize the geometry of an \( n \)-cross by extending the notion of the projection matrix as given below.

**Inside and outside of an \( n \)-cross**

One can generalize the projections to investigate the space volume between the lines. These “3D point projections” can be defined as follows. Let now \( U \) be not a projection direction but a 3D coordinate vector of a point that itself issues projection rays. Then the “shadows” of lines \( j \) and \( k \) intersect with the shadow of line \( i \) as in Fig. 3, so that we obtain a matrix-valued vector with entries \([\text{pr}\, M_{3D}(G, U)_i]_{j,k}\) defined as before for \([\text{pr}\, M(G, U)_i]_{j,k}\). However, the class of \( D3[\text{pr}\, M_{3D}(G, U)] \) may not be correct (not coinciding with a class of a real configuration) because the projecting point \( U \) may be sandwiched in between the lines \( j \) and \( k \). In between means that \( U \) lies between the planes, one of which contains line \( j \) and is parallel to line \( k \) and the other one contains line \( k \) and is parallel to the line \( j \), so that projections are in opposite directions. This can be corrected with a symmetric matrix \( P_{3D}(G, U)_{j,k} \) of zero diagonal which is -1 for the in-between case and 1 otherwise. The corrected projection matrix with entries

\[
[\text{pr}\, M_{3D}(G, U)_i]_{j,k} = [\text{pr}\, M_{3D}(G, U)_i]_{j,k} [T3(P_{3D}(G, U))]_{j,k} (25)
\]
(we used the function from Eq. (12)) produces \( \hat{N}^c = D3[pr MN(G, U)] \) which has correct classes. We get more invariants \( Inv(P(G), D3(pr MN(G, U))) \) of the cluster when \( U \) runs the whole bulk space but additional invariants come only from *internal* part of the \( n \)-cross (still in not enough quantity to cover the whole cluster). Indeed, when \( U \) is large enough (the projection point is far from the core of configuration), then we return to the case of plane projection as the projection rays become nearly parallel. One can provide a definition of the inside and outside domains of an \( n \)-cross by using the property of Eq. (13):

\[
\text{if } R(UU, pr MN(G, U)) \equiv \hat{0} \text{ then } U \text{ is outside; otherwise it is inside.} \quad (26)
\]

Alternatively, if \( P3D(G, U) - UU \equiv \hat{0} \) then \( U \) is outside; otherwise it is inside, that is sandwiched between at least two lines as described above.

**Jones topology invariants for \( n \)-crosses**

In parallel, we can apply the methods of the knot theory to confirm that the above described discrete topology complies well with the disentanglement procedure of skein relations that leads to two types of Jones polynomials which we call \( J_D \)-polynomials and \( J_M \)-polynomials. We use designation \( J_D \) for Jones polynomials modified by Dobrotukhina for \( RP^3 \) in [4], and our novel polynomial \( J_M \) created with closing lines into loops through “doubling” the configurations that can be recognized from the schematic in Fig.1 of [6].

Let us define the skein relations for both polynomials and give elementary examples in Fig. 5 starting from 2-cross.
The skein rules are given in the rectangular in Fig. 5. On the left side in $J_M(1,0,a)$ the first argument means $|P|=1$, the second one means the number of the cluster (we start numeration from 0).

The procedure of the doubling is the following. A copy of the 2-cross is flipped 180 degrees over the horizontal line, shifted to the right from the original and connected head-to-tail to the same arrows of the original. It produces the Hopf link $J_M(1,0,a) = -a^4 - a^{-4}$. The Hopf link reflects the nature of the pair of straight lines having the link number either 1/2 or -1/2 and never 0 so that they are always linked. Like the straight line, the Hopf link is not homologous to zero as well. Moreover, the structure is protected from passing the singularity when lines may become parallel. The Hopf link in Fig. 5 demonstrates this property. In fact, the n-link structure is in $S^3$ instead of initial $RP^3$ for lines. However, the doubling process applied to the diagram in Fig. 4b gives the diagram in Fig. 4b that exactly reproduces matrices from Eq. (24) and Eq. (25) when one uses the same rules for their calculations, only now applied to oriented circles instead of oriented straight lines.

Moreover, if one puts Fig. 4b on the surface of a large sphere near the North Pole and drags the right hand side doubled configuration to the South Pole then all the oriented circles will turn into large circles on the sphere but lifted a little off the sphere to make overpasses and underpasses with other circles. We illustrate it for a 3-cross in Fig. 6 where the part of the configuration (numbers with primes) on the right hand side from the dashed line was dragged rightwards until it comes to the South Pole and gives the corresponding three circles.
It is safe to say that a configuration of \( n \) straight lines (an \( n \)-cross) is topologically equivalent to \( n \) rings (unknots) all linked pairwise; it is a complete \( n \)-link (in analogy with a complete graph). It is clear that the famous Borromean rings are not in this set because they are not linked pairwise.

Note, that this equivalence to the circles explains why there exist connected clusters (groupoids) in \( n \)-crosses that are “impossible” to be realized with the straight line configurations but are quite legitimate in the domain of the complete \( n \)-link which is thus a generalization of an \( n \)-cross. Any further generalization would include unlinked circles which are formally described by a non-symmetric chirality matrix \( P \) (to cover Borromean-type structures where this matrix is antisymmetric) which is an unexplored area for now. This type of arrangement of rings in 3D resembles the medieval armor called “Mail” and made of interlinked mesh of metal rings.

On the right side of Fig. 5 the identification of the opposite points in the projection of the 2-cross leads to identification of two domains 0 and 1 connected through infinity and thus protecting \( RP^3 \) geometry of lines. It is easy to see that the skein relations lead to two circles with factors \( a \).
and $a^{-1}$, so that $J_D(1,0,a) = a^1 + a^{-1}$. We give (for pedagogical reasons) detailed calculation of $J_M(2,0,a)$ and $J_D(2,0,a)$ for a 3-cross with $|P| = 2$ in Appendix 3.

Let us turn to a 6-cross. Both polynomials can be calculated with a designed computer program based on MathCad11. For the projection in Fig. 4 the result is:

$$J_D(27,0,a) = 22a + 15a^{-1} - a^3 - 12a^{-3} - 12a^5 - 13a^{-5} + a^7 + 10a^{-7} + 8a^9 + 15a^{-9} + 3a^{11} - 5a^{-13} + a^{-17} \quad (27)$$

which coincides with the result of [4,8] (in [8] it is given in Table 2 and labeled L among 19 rigid isotopy configurations) and gives $J_D(27,0,0.8) = 83.23852$ from Table. 1. The other polynomial reads

$$J_M(27,0,a) = 881 - 711a^4 - 963a^{-4} + 477a^8 + 913a^{-8} - 261a^{12} - 767a^{-12} + 97a^{16} + 541a^{-16} - 21a^{20} - 319a^{-20} - 3a^{24} + 141a^{-24} - 45a^{-28} + 9a^{-32} - a^{-36} \quad (28)$$

For another (a topologically different cluster) 6-cross projection from [3] given in Fig. 7 we obtained

$$J_D(27,1,a) = 2a + 5a^3 + 3a^{-3} + 3a^5 + 7a^{-5} + 4a^7 + 2a^9 + 3a^{11} + a^{-11} + a^{13} + a^{-13} \quad (29)$$

which also coincides with the result of [4,8] (in [8] this corresponds to the configuration in Table 3 labeled hc(125634)) and gives $J_D(27,1,0.8) = 81.85074$ from Table 1. The other polynomial reads

$$J_M(27,1,a) = -2 - 3a^4 - 3a^{-4} - 2a^8 - 4a^{-8} - 3a^{12} - 3a^{-12} - 2a^{16} - 4a^{-16} - a^{20} - a^{-20} - 2a^{24} - a^{28} - a^{-28} \quad (30)$$

One may notice that Eqs. (29) and (30) are not independent! It is remarkable that they are connected with a simple equation
\[ -J_D(27,1,a^2)(-a^4-a^{-4}) \equiv J_M(27,1,a)(-a^2-a^{-2}) \quad (31) \]

where we deliberately left the signs as they are present in Hopf links and the skein rules in Fig. 5. For a 2-cross in Fig. 2 Eq. (31) is just an identity. It is easy to see using the polynomials for the 3-cross with \(|P| = 2\) from Appendix 3 that another relation holds:

\[ -J_D(2,1,a^2) \equiv J_M(27,1,a) \quad . \]

For one of the 5-crosses with \(|P| = 8\) still another relation occurs:

\[ -J_D(27,1,a^2) \equiv J_M(27,1,a)(-a^2-a^{-2}) \quad . \]

Eq. (31), taken in a broader way as the equivalence

\[ -J_D(27,1,a^2) \sim J_M(27,1,a) \]

(modulo Hopf link and unknot multipliers) works for any \(n\)-cross cluster which can be disentangled in a way that its connected groupoid contains a “trivial” configuration of lines with a zero Ring matrix, where each line is free to be translated to infinity. On the other side, Eqs. (27) and (28) do not satisfy \(-J_D(27,0,a^2) \sim J_M(27,0,a)\) and thus present a non-trivially entangled \(n\)-cross cluster. Of all possible determinants for a 6 cross, Eq. (31) is fulfilled only for configurations with \(|P| = 11,19, -21, 27, -29, -13, -5^*\) (and their mirror ones) that can be disentangled.

We filled the third column of Table 1 with the values of \(J_D(|P|,i,a)\) at \(a = 0.8\), where, as we already mentioned, \(i\) stays for a number of different clusters (for example, \(i = 0\) and \(1\) for \(|P| = 27\)). One can notice that the invariants are in concordance with the last column which sums up all individual invariants in corresponding groupoids. Our Table 1 gives the same classification as Tables 1,2,3 from [8] but reflects a deeper view on the rigid isotopy of \(n\)-crosses because we also provide an essentially 3D invariant for rigid isotopy created outside knot theory.

In fact it is nearly impossible to span all possible configurations by generating lines in 3D randomly. We found that a discretization of the configurations makes it possible to use \(J_D\) and \(J_M\) polynomials to harvest rigid isotopy of all \(n\)-crosses with the help of the direction matrix \(\widehat{N}\).

To do this let us take an \(n\)-cross with its direction matrix \(\widehat{N}\). Now we have to produce a pseudo projection matrix \(prM(\widehat{N})\) while not doing any real projection. In fact, we just simulate a would be projection in the vicinity of the direction of one straight line, while using the known entries of \(\widehat{N}\) for the rest lines. First take \(\widehat{N}_0\) (it has all zeroes in its 0\(^{th}\) row and column) and fill its 0\(^{th}\) row (and 0\(^{th}\) column anti-symmetrically) as follows below to form an axillary matrix \(H_0\). Make the matrix \(T \widehat{N}_0 T\) where \(T\) is the diagonal matrix with
\[ \text{diag}(T) = (1,1,(\vec{N}_0)_{1,2},(\vec{N}_0)_{1,3}, \ldots , (\vec{N}_0)_{1,n-1}). \]

The matrix \( T\vec{N}_0T \) now has the 1st row filled with all +1s, (except one 0 entry on the diagonal and a zero in the 0th column) and the 1st column with all -1s, respectively. Then the 0th row should be filled with all +1s (0th column with -1s and 0 on the diagonal). Now again multiply this matrix with \( T \) from both sides as before. The matrix \( H_0 \) that we obtained differs from the original matrix \( \vec{N}_0 \) only by the 0th row (0th column) now filled with +1 and -1. The described procedure keeps the triangular structure of \( H_0 \), which allows the simulation of a real projection of straight oriented lines.

It is clear that in this way we can produce \( 2(n-1) \) matrices of type of \( H_0 \) from \( \vec{N}_0 \) by changing the first row/column to the second one, etc., and by filling rows with -1s instead of 1s. Analogously, we can proceed with \( \vec{N}_1 \) etc., to obtain in total \( 2n(n-1) \) matrices. Some of them may though coincide. Yet for our purpose it does not matter because we just need any of them, say, \( H_0 \) to form a pseudo projection matrix as:

\[ [prM(\vec{N})]_{j,k} = (H_0)_{i,j}(H_0)_{i,k}(\vec{N}_i)_{j,k} \ (27) \]

One can make sure that \( \vec{N} = D3(prM(\vec{N})) \) as it should be according to Eq. (16). This pseudo projection matrix also satisfies Eq. (13)

\[ R(UU,prM(\vec{N})) \equiv \hat{0}. \]

With the help of Eq.(27) one can calculate \( J_D \) and \( J_M \) polynomials within this completely discrete approach. This discreteness allows one to scan all possible configurations. Moreover, it can also give the invariants for configurations, impossible for straight lines but quite possible for circles as we said before.

We have to repeat the same warning about cluster identification for the exceptional chirality matrix with \( |P| = -125 \): there are two clusters as shown in Table 1 and \( prM(\vec{N}) \) gives \( J_D \) which is the invariant of the other cluster, different from the cluster to which \( Inv(P,\vec{N}) \) of the initial 3D configuration belongs. Still the clusters remain quite separable and we can distinguish them from each other.

Next we applied our approach for 7-crosses and 8-crosses to find how many topologically different configurations (rigid isotopy) can exist. As far as we know, the latter case has never been solved before, while for 7-crosses [6] reported 74 configurations. We confirm this result filling Table 2 with all 37 invariants with a positive determinant of the chiral matrix. The mirror configurations just give the negative sign to the determinant which adds additional 37 invariants to make 74 in total.
Table 2.

We marked red in Table 2 the line 28 which shows the rigid isotopy invariant $J_D(18,1,0.8) = -265.56832$ for the mirror image (its configuration invariant $Inv(P, \tilde{N}) = -1.43470997528$ with $|P| = 18$) of the exceptional configuration of $7^*$-knot (its configuration invariant $Inv(P, \tilde{N}) = -1.215562687356$ with $|P| = -18$) presented in Fig. 1. Recall that only this rigid isotopy can allow 7 equal round cylinders to be in mutually touching [2].

For 8-crosses we give the complete list of rigid isotopy invariants $J_D$ in Appendix 4. One can see that we continued the series of topologically different configurations (rigid isotopy): 6-cross: 19 configurations; 7-cross: 74 configurations; 8-cross: 506 configurations. The latter result is novel.
Conclusions

Manifestly 3D approach to the rigid isotopy of $n$ lines in 3D reveals several important points:

- Quantization of configurations of lines allows an elementary and completely 3D description of configurations of straight lines. The number of all configurations is finite. For example, the total number of all possible configurations of 6 lines in 3D is 11618 as one can get from Table 1.
- A connection rule between adjacent configurations combines them into groupoids and distinguishes the rigid isotopy of configurations by their belonging to different groupoids.
- Quantization of configurations allows establishing connection between 3D configurations and their 2D projection diagrams.
- The tools of knot theory applied to 2D projections of line configurations lead to the same topological results as our 3D approach. A novel polynomial introduced helps to distinguish details of entanglement of lines.
- The configuration of lines --- the $n$-cross --- is naturally considered as a whole entity which is inherently fermion-like and is always a complete $n$-link of $n$ unknots in a topological sense.
- We confirmed known results for 6 and 7 lines and found that the number of topologically different rigid isotopy configurations for 8 lines is 506.

Currently, our 3D quantization of geometry and topology of lines is at the baby stage and much work is ahead.
Appendix 1

Obtaining the Ring matrix from the direction matrix (Eq. (6)).

Consider four lines: in Fig. A1.1a the unit vector $n_0$ of line 0, directed towards the reader, is in the encircled origin, the unit vectors of three other lines are $n_1$, $n_2$, and $n_3$. Vectors directed from the origin perpendicular to three lines are $r_{01}$, $r_{02}$, and $r_{03}$ and can be defined as

$$r_{0i} = P_{0i}[n_0 \times n_i] \quad \text{(A.1)}$$

In Fig. A1.1a line 0 is encaged by the three other lines. Now we can introduce an index $J$ that characterizes the encaging:

$$J_{0:1,2,3} = \frac{|[r_{01} \times r_{02}] + [r_{02} \times r_{03}] + [r_{03} \times r_{01}]|}{|[r_{01} \times r_{02}]| + |[r_{02} \times r_{03}]| + |[r_{03} \times r_{01}]|} \quad \text{(A.2)}$$

As it is seen from Fig. A1.1b, this index is 1 when the line 0 is encaged, because the total area covered with three triangles coincide with the area with the dashed triangle, while for the case in Fig. A1c the index is always less than one. Using the identity

$$[n_0 \times n_i] \times [n_0 \times n_j] = n_0(n_i, n_j, n_0) \quad \text{(A.3)}$$

and the definition (A1.1) we further rewrite Eq. (A.2) as

$$J_{0:1,2,3} = \frac{|P_{10}P_{20}(n_1, n_2, n_0) + P_{20}P_{30}(n_2, n_3, n_0) + P_{30}P_{10}(n_3, n_1, n_0)|}{|(n_1, n_2, n_0)| + |(n_2, n_3, n_0)| + |(n_3, n_1, n_0)|} \quad \text{(A.4)}$$
Now Eq. (A1.4) gives the value 1 when line zero is encaged and a value less than 1 if not. Still one would prefer to have an indicator of encaging that would have the other value exactly zero. We found that it is possible to modify Eq. (A1.4) exactly in such a way by noticing that if the terms in the nominator are of the same sign, the index will be definitely 1, otherwise 0:

\[
J_{0,1,2,3} = \frac{1}{8} \left\{ [P_{10}P_{20}\text{sign}(n_1,n_2,n_0) + 1][P_{20}P_{30}\text{sign}(n_2,n_3,n_0) + 1][P_{30}P_{10}\text{sign}(n_3,n_1,n_0) + 1] - [P_{10}P_{20}\text{sign}(n_1,n_2,n_0) - 1][P_{20}P_{30}\text{sign}(n_2,n_3,n_0) - 1][P_{30}P_{10}\text{sign}(n_3,n_1,n_0) - 1] \right\}.
\]

One may recognize the elements of the direction matrix appeared in Eq. (A1.5) \((\hat{N}_i)_{j,k}\) so that Eq. (A1.5) takes a more general form:

\[
J_{l;i,j,k} = \frac{1}{8} \left\{ [P_{li}P_{lj}(\hat{N}_i)_{l,j} + 1][P_{li}P_{kl}(\hat{N}_i)_{j,k} + 1][P_{kl}P_{li}(\hat{N}_i)_{k,i} + 1] - [P_{li}P_{lj}(\hat{N}_i)_{l,j} - 1][P_{lj}P_{kl}(\hat{N}_i)_{j,k} - 1][P_{ki}P_{li}(\hat{N}_i)_{k,i} - 1] \right\}.
\]

Now it is clear that the Ring matrix entry can be obtained through \(J_{l;i,j,k}\) as

\[
R_{li} = \frac{1}{2} \sum_{j,k} J_{l;i,j,k} (1 - \delta_{l,i}),
\]

because according to its definition, the Ring matrix entry \(R_{li}\) is the number of times when \(i\)th line participates in encircling the \(l\)th line in different triangles made with the help of \(j\)th and \(k\)th lines. Factor one-half is introduced not to count twice because of the symmetry and the diagonal is made zero with the Kronecker delta.

Using Eq. (A1.6) and (A1.7) after some algebra we obtain Eq. (6) of the main text.
Table A2.1. All 49 invariants of the cluster 27** from Table 1. The invariant at number 21 marked red is obtained for the corresponding line configuration of [3]. In the third column the connected close neighbors are given to make sure that the groupoid in fully connected.
Appendix 3

Let us show the calculations of $f_M(2,0,a)$ for a 3-cross.
The result is $f_M(2,0,a) = a^{10} + a^2 + 2a^{-6}$.

Next let us calculate $f_D(-2,0,a^{-1})$ for a 3-cross (it is the mirror image of the above 3-cross).

The result is $f_D(-2,0,a^{-1}) = -2a^3 - a^{-1} - a^{-5}$. Notice that $f_D(2,0,a) = -2a^{-3} - a^1 - a^5$ and $-f_D(2,0,a^2) = f_M(2,0,a)$. 

## Appendix 4

| $|P|$ | $I_{0.05}(|P|, t, 0.8)$ | $I_{0.05}(|P|, t, 0.8)$ |
|-----|-----------------|-----------------|
| 1   | 1.02            | 1.023233        |
| 2   | 1.04            | 1.045353        |
| 3   | 1.06            | 1.068503        |
| 4   | 1.08            | 1.092723        |
| 5   | 1.10            | 1.117093        |
| 6   | 1.12            | 1.141603        |
| 7   | 1.14            | 1.166253        |
| 8   | 1.16            | 1.191043        |
| 9   | 1.18            | 1.216003        |
| 10  | 1.20            | 1.241133        |
| 11  | 1.22            | 1.266423        |
| 12  | 1.24            | 1.291863        |
| 13  | 1.26            | 1.317453        |
| 14  | 1.28            | 1.343183        |
| 15  | 1.30            | 1.369063        |
| 16  | 1.32            | 1.395103        |
| 17  | 1.34            | 1.421293        |
| 18  | 1.36            | 1.447633        |
| 19  | 1.38            | 1.474123        |
| 20  | 1.40            | 1.500773        |
| 21  | 1.42            | 1.527573        |
| 22  | 1.44            | 1.554513        |
| 23  | 1.46            | 1.581603        |
| 24  | 1.48            | 1.608833        |
| 25  | 1.50            | 1.636203        |
| 26  | 1.52            | 1.663713        |
| 27  | 1.54            | 1.691363        |
| 28  | 1.56            | 1.719153        |
| 29  | 1.58            | 1.747073        |
| 30  | 1.60            | 1.775133        |
Table A4.1. 506 invariants for rigid isotopy of 8-crosses.
Appendix 5

Let us calculate the antisymmetric matrix $H = P \otimes O$ from Eq. (14) rewriting it with circular permutation of indexes as

$$H_{i,j}H_{i,k} = -[prM(G, U)_j]_{k,1}[prM(G, U)_k]_{l,j}, \quad (A5.1)$$

or as a linear equation

$$H_{i,j} = -H_{i,k}[prM(G, U)_j]_{k,1}[prM(G, U)_k]_{l,j} \quad (A5.2)$$

because $|H_{i,k}| = 1$. Now fix $H_{0,1} = 1$ (the other solution is at $H_{0,1} = -1$). For $i = 0$ and $k = 1$

we get from Eq. (A5.2)

$$H_{0,j} = -H_{0,1}[prM(G, U)_j]_{1,0}[prM(G, U)_1]_{0,j} \equiv -[prM(G, U)_j]_{1,0}[prM(G, U)_1]_{0,j} \quad (A5.3)$$

that is the 0th row of the matrix $H$ and 0th column, because $H$ is antisymmetric. Here $j \neq 1$. To calculate the other rows, let us make out of Eq. (A5.2) a recursion relation by choosing $k = i - 1$

$$H_{i,j} = H_{k,i}[prM(G, U)_j]_{k,1}[prM(G, U)_k]_{l,j} = H_{i-1,i}[prM(G, U)_j]_{i-1,i}[prM(G, U)_{i-1}]_{i,j} \quad (A5.4)$$

Now it is clear that the subsequent rows are calculated from previous ones while taking $i = 1, 2, \ldots, (n - 1)$. 
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