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Abstract

Target sound extraction (TSE) aims to extract the sound part of a target sound event class from a mixture audio with multiple sound events. The previous works mainly focus on the problems of weakly-labelled data, jointly learning and new classes, however, no one cares about the onset and offset times of the target sound event, which has been emphasized in the auditory scene analysis. In this paper, we study to utilize such timestamp information to help extract the target sound via a target sound detection network and a target-weighted time-frequency loss function. More specifically, we use the detection result of a target sound detection (TSD) network as the additional information to guide the learning of target sound extraction network. We also find that the result of TSE can further improve the performance of the TSD network, so that a mutual learning framework of the target sound detection and extraction is proposed. In addition, a target-weighted time-frequency loss function is designed to pay more attention to the temporal regions of the target sound during training. Experimental results on the synthesized data generated from the Freesound Datasets show that our proposed method can significantly improve the performance of TSE.

Index Terms: target sound extraction, target sound detection, timestamp information, mutual learning

1. Introduction

A wide variety of sounds exist in the world, which provide critical information about our surroundings, such as the violin sound in a concert and klaxons on the street. Our daily lives can be greatly improved if we could develop hearing devices that have the ability of selecting the sound we are interested in and removing the sound we are not interested in. Such target sound extraction and removal applications have been studied these years in machine hearing, aiming at target speaker [11,12], music instruments [4,5], and sound events [6,7,8,9,10]. In this paper, we focus on the target sound extraction problem, which is particularly challenging due to the large variety of sounds it covers (e.g. baby cry, telephone call, animal sounds, etc).

Target sound extraction (TSE) consists of extracting the sound of a target sound event class from a mixture audio, which uses an extraction network that estimates the target sound given the sound mixture and an embedding vector that represents the characteristics of the target sound. The embedding vector can be obtained using an embedding encoder that receives either an enrollment audio sample [8] or a 1-hot vector that represents the target sound event class [10,11]. The extraction neural network and the embedding encoders can be jointly trained. Several researchers further explored the problems of new classes and weakly-labelled data. For example, Delcroix et al. [7] combined 1-hot-based and enrollment-based target sound extraction to improve the performance of new classes. Pishdadian et al. [9] proposed a method to solve the weakly-supervised sound separation with a sound classification network, and Gfeller et al. [8] solved this problem by randomly mixing two sounds and using one as both the reference audio and the target sound. Although these previous works show good performance, no one cares about the timestamp information of the target sound, i.e. the onset and offset times. Such information is quite important in the auditory scene analysis, which has been widely studied like sound event detection [12,13] and voice activity detection [14,15], and can be explored to help guide the localization and extraction of target sound.

In this paper, we explicitly study to utilize the timestamp information for TSE, and propose to use an additional detection network along with a target-weighted time-frequency loss function. To be more specific, we can obtain the result of target sound detection (TSD) [16] given the mixture audio and the embedding vector, and this result is applied as the additional timestamp information. Then, the TSE network inputs the mixture audio, the embedding vector and the detection result, and outputs the extracted result. Furthermore, we find that the result of TSE can also help TSD, by using it as another input audio reference. In this way, a mutual learning framework is proposed to jointly improve the performance of target sound extraction and detection. In addition, in order to enhance the model’s ability to deal with the overlapping parts of the target sound and others, we combine the time-domain and frequency-domain loss function and giving more weights to the overlapping timestamp when calculating the loss function, which is called a target-weighted time-frequency loss function. Experiments are carried out on the simulated data generated from sound events taken from the Freesound Datasets (FSDs) [17,18]. Our proposed method can obtain an overall SI-SDR improvement of 11.81 dB and a SI-SDR improvement of 6.14 dB for the temporal regions.
in which the target sound happens, which provides 15.2% and 19.5% improvement over our baseline method, respectively.

2. Proposed Method

In this section, we will introduce our proposed method that uses the timestamp information for the target sound extraction, which is called Tim-TSENNet. The architecture of Tim-TSENNet is shown in Figure 2, which shows three stages for the training of target sound extraction and detection networks. Let’s begin with a brief review of the baseline system. We then introduce the loss function and the mutual learning framework.

2.1. Target sound extraction and detection

Figure 1 shows an example of TSE and TSD tasks. Given a reference audio that represents the target sound event, TSE aims to extract the target sound from a mixture audio (a regression task), while TSD aims to get the detection result of the target sound (a classification task). Both need a conditional encoder to obtain the embedding vector of the reference audio and a sound encoder to extract acoustic features from the mixture audio. The difference is that TSE needs a sound extractor to output the estimated sound but TSD needs a sound detector to output the predicted scores. More specifically, given the reference audio \(x_r \in \mathbb{R}^{N_r}\) and the mixture audio \(x_m \in \mathbb{R}^{N_m}\), a conditional encoder \(f_{\text{con}}(\cdot)\) is applied to get the embedding vector \(e \in \mathbb{R}^{N_e}\).

\[
e = f_{\text{con}}(x_r; \theta_{\text{con}})
\]

where \(\theta_{\text{con}}\) denotes the parameters of the conditional encoder. \(N_r, N_m\) and \(N_e\) are the dimension of the reference audio, the mixture audio and the embedding vector respectively. Then a sound encoder \(f_{\text{enc}}(\cdot)\) is applied to get the acoustic features \(a \in \mathbb{R}^{N_{a} \times N_f}\).

\[
a = f_{\text{enc}}(x_m; \theta_{\text{enc}})
\]

where \(\theta_{\text{enc}}\) denotes the parameters of the sound encoder, \(N_{a}\) denotes the number of frames for the acoustic features and \(N_f\) denotes the dimension of each frame. For the TSE task, a sound extractor \(f_{\text{ext}}(\cdot)\) is finally employed to obtain the estimated target sound \(\hat{y}_t \in \mathbb{R}^{N_m}\).

\[
\hat{y}_t = f_{\text{ext}}(a, e; \theta_{\text{ext}})
\]

Here, \(\theta_{\text{ext}}\) denotes the parameters of the sound extractor. Note that the dimension of \(\hat{y}_t\) is the same as \(y_m\). For the TSD task, a sound detector \(f_{\text{det}}(\cdot)\) is applied to obtain the predicted scores of all the frames \(\hat{y}_d \in \mathbb{R}^{N_m}\).

\[
\hat{y}_d = f_{\text{det}}(a, e; \theta_{\text{det}})
\]

where \(\theta_{\text{det}}\) denotes the parameters of the sound detector.

2.2. Loss function

For the sound separation tasks (e.g. speech separation [19, 20], [21, 22] and speech enhancement [23, 24]), there are two popular loss functions. One is the frequency-domain loss function, which starts with calculating the short-time Fourier transform (STFT) to create a time-frequency (T-F) representation of the mixture audio. The T-F bins that correspond to the target sound are then separated, and are used to synthesize the source waveform using inverse STFT. In this case, the loss function is formulated by the mean square error (MSE) between the T-F bins estimated target sound \(\hat{s} \in \mathbb{R}^{T \times F}\) and the corresponding ground truth \(s \in \mathbb{R}^{T \times F}\).

\[
L_{\text{mse}} = \frac{1}{T \times F} \|s - \hat{s}\|^2
\]

where \(\| \cdot \|^2\) denotes the \(l_2\) norm, \(T\) denotes the number of frames and \(F\) denotes the number of frequency bins for each frame. Such frequency-domain is friendly to the computational complexity and shows good performance in many applications. However, the phase information is sometimes not totally considered [19], and suitable window size and hop size of STFT need to be designed. Another way is calculating the loss directly on the time domain, including the time-domain MSE loss and the time-domain scale-invariant source-to-distortion ratio (SI-SDR) loss [25, 26]. Given the estimated waveform \(\hat{y}_e \in \mathbb{R}^{N_m}\) and the corresponding ground truth \(y_e \in \mathbb{R}^{N_m}\), the time-domain MSE loss is formulated by:

\[
L_{\text{mse}} = \frac{1}{N_m} \|y_e - \hat{y}_e\|^2
\]

Here, \(N_m\) denotes the dimension of the mixture audio. This time-domain MSE loss is sensitive to the variation of the energy of the waveform and can be used to limit the energy of the estimated waveform to the ground truth. In addition, the SI-SDR loss is defined as:

\[
L_{\text{sisdr}} = 10 \log_{10} \left( \frac{\|y_e y_e\|_{\text{svd}}}{\|y_e \hat{y}_e\|_{\text{svd}}} \right)
\]

where \(\langle \cdot, \cdot \rangle\) is the inner product. To ensure scale invariance, the signals \(y_e\) and \(\hat{y}_e\) are normalized to zero-mean prior to the SI-SDR calculation. This loss is designed to directly optimize the evaluation metric (i.e. source-to-distortion ratio [27]) and has widely used in speech separation. Based on the complementary of these three loss functions, we propose to combine them, which forms a time-frequency loss functions for the TSE task.

\[
L_{\text{tsd}} = L_{\text{mse}} + \alpha L_{\text{mse}} + \beta L_{\text{sisdr}}
\]

where \(\alpha\) and \(\beta\) are the hyper-parameters to balance the loss function. Such loss function treats the whole audio equally, however, for a TSE task, we focus more on the temporal regions in which the target sound happens with in the whole audio clip. In this paper, in order to enhance the model’s ability to deal with such regions, we propose a target-weighted
time-frequency loss function that gives more weights to the overlapping timestamps when calculating the loss. Assume that the target sound happens in the timestamp $[N_{m_1}, N_{m_2}]$ of the mixture audio where $N_{m_2} \leq N_m$, we can get the losses $L_{f_{mse}}$ (target-region frequency-domain MSE loss), $L_{tse-mse}$ (target-region time-domain MSE loss) and $L_{tse-sisdr}$ (target-region time-domain SI-SDR loss) according to equations (5-7). The target-weighted time-frequency loss function is then calculated by:

$$L_{tse} = L_{f_{mse}} + \alpha L_{tse-mse} + \beta L_{tse-sisdr}$$

(9)

$$L_{tse-w} = L_{tse} + \tau L_{tse}$$

(10)

Here, $\tau$ is another hyper-parameter to control the ratio of the weighted part. For the TSD task, given the predicted score $\hat{y}_d \in R^{N_f}$ and the frame-level ground truth label $y_d \in R^{N_f}$, the TSD network can be optimized by minimizing the binary cross-entropy (BCE) loss function:

$$L_{tse} = \sum_{i=1}^{N_t} (-y_d^t \log \hat{y}_d^t - (1 - y_d^t) \log (1 - \hat{y}_d^t))$$

(11)

where $\hat{y}_d^t \in [0,1]$, $y_d^t \in [0,1]$ and $N_t$ denotes the number of frames. Both TSD and TSE can be jointly optimized by a sound classification task to improve the quality of the embedding vector. As shown in Figure 2, a sound classifier $f_{cls}(\cdot)$ is applied to get the predicted classification result $\hat{y}_c \in R^C$.

$$\hat{y}_c = f_{cls}(e; \theta_{cls})$$

(12)

where $\theta_{cls}$ denotes the parameters of the sound classifier and $C$ denotes the number of classes. Given the clip-level ground truth label, $y_c \in R^C$, the cross-entropy loss function [23] is then employed.

$$L_{cls} = \sum_{i=1}^{C} (-y_c^i \log \hat{y}_c^i - (1 - y_c^i) \log (1 - \hat{y}_c^i))$$

(13)

Note that $y_c^i \in [0,1]$ and $\hat{y}_c^i \in [0,1]$. The final loss function for the TSE and TSD with jointly learning is:

$$L_{tse-j} = L_{tse-w} + L_{cls}$$

(14)

$$L_{tse-d-j} = L_{tse} + L_{cls}$$

(15)

2.3. Mutual learning framework

TSE and TSD tasks provide different views of the target sound within the mixture audio, where TSE focuses on the separation and TSD focuses on the timestamp information. Motivated by this, we propose a mutual learning framework to improve the two tasks. The TSE network can utilize the timestamp information from the TSD result to guide the separation of target sound, and the TSD network can use the extracted target sound from the TSE result as an additional reference audio to enhance the reference information. Figure 2 shows an example of three-stage training architecture. In Stage One, a TSD network is trained with equation (15) as the loss function. Then in Stage Two, this TSD network is fixed and we then train the TSE network by loss function (14). Here, we use the result of the TSD network $\hat{y}_d^{(1)}$ as the additional timestamp information, and concatenate it with the embedding vector $e$. So the equation (3) is modified by:

$$\hat{y}_w^{(1)} = f_{ext}(a, e, \hat{y}_d^{(1)}; \theta_{ext})$$

(16)

Note that we upsample or downsample $\hat{y}_d^{(1)}$ to the same number of frames as $a$. Finally, for the Stage Three, we fix the TSE network and update the TSD network. Except the original reference audio $a$, the result from the TSE network $\hat{y}_d^{(1)}$ is also used in this stage. We can get two embeddings from the two audios, and we use the average value as the new embedding.

$$e' = f_{con}(\hat{y}_d^{(1)}; \theta_{con})$$

(17)

$$\hat{y}_d^{(2)} = f_{det}(a, e' + e; \theta_{det})$$

(18)

In this way, TSE and TSD can help each other and we argue that this training framework can be recycled to further improve the performance. In this work, considering the cost of training time, we only attempt three stages.

3. Experiments

3.1. Datasets

Following [11], we create datasets of simulated sound event mixtures based on the Freesound Dataset Kaggle 2018 corpus (FSD) [17, 18], which contains audio clips from 41 diverse sound event classes, such as human sounds, object sounds, musical instruments. The duration of the audio samples ranges from 0.3 to 30 seconds. We generate 10 seconds mixtures by randomly choosing one target sound and 1-3 interference sound clips from the FSD corpus and adding them to random time-positions on top of the 10 seconds background sound. We choose the background sound from the acoustic scene classification task of Detection and Classification of Acoustic Scenes and Events (DCASE) 2019 Challenge [29]. Furthermore, the signal-noise ratio (snr) is set randomly between -5 and 10 dB for each foreground sound. If the duration of the foreground sound is longer than 10 seconds, we only keep the first 10 seconds. In addition, we found that some foreground sounds contain silent zones, and we use a pre-processing algorithm [30] to remove these zones. We also record the onset and offset times of the target sound according to the time-positions and the duration information. The onset and offset information can then be used to train the target sound detection task. Note that the onset and offset information is only used in the training stage. For each mixture audio, we randomly choose a reference audio that has the same class with the target sound. We also pad or cut the reference audio to 10 seconds. In the experiments, we down-sample the audios to 16 kHz to reduce the computational and memory costs. The training, validation and test sets consist of 47356, 16000 and 16000 samples respectively.

3.2. Metrics

For the TSE task, we use the mostly-used scale-invariant signal-to-distortion ratio improvement (SI-SDRi). In addition, in order to evaluate the model’s ability to extract the target sound in the temporal regions where it happens, we apply a novel metric called scale-invariant signal-to-distortion ratio improvement in the target sound regions (SI-SDR-t). For the TSD task, the segment-based F-measure (segment-F1) and event-based F-measure (event-F1) [16] are employed.

3.3. Implementation details

For the sound extractor in Tim-TSENet, we use the Conv-tasnet with the original settings [26] due to its effectiveness and efficiency. For the sound detector, we use the same CRNN structure.
Table 1: Performance of different models. Here, ‘f’, ‘t’, ‘s’ and ‘w’ represents the frequency-domain MSE loss, the time-domain MSE loss, the time-domain SI-SDR loss and the target-weighted time-frequency loss respectively. All the experiments of Tim-TSENet use the jointly learning of TSE and a classification task. Note that the results of [7] and [11] are reproduced under the experimental setups with ours.

| Model     | Loss function | SI-SDRi | SI-SDRi-t |
|-----------|---------------|---------|-----------|
|           | f t s w       |         |           |
| Tim-TSENet| √ × × ×       | 7.61    | 2.90      |
| (ours)    | × × × ×       | 4.39    | 2.31      |
|           | × × × ×       | 3.63    | 1.86      |
|           | √ × × ×       | 7.44    | 3.14      |
|           | × × × ×       | 10.22   | 5.06      |
|           | × × × ×       | 9.22    | 4.68      |
|           | √ × × ×       | 10.25   | 5.14      |
|           | × × 0.2       | 10.88   | 5.65      |
|           | × × 0.5       | 10.68   | 5.52      |
|           | × × 1.0       | 10.77   | 5.65      |
|           | × × 1.2       | 10.86   | 5.77      |
|           | × × 1.5       | 10.91   | 5.83      |
|           | × × 1.8       | 10.87   | 5.76      |
|           | × × 2.0       | 10.79   | 5.63      |
| 7          | ×             | 9.87    | 4.69      |
| 11         | ×             | 10.02   | 4.74      |

Table 2: The influence of mutual learning for TSE and TSD tasks.

| Stage | TSE | TSD |
|-------|-----|-----|
|       | SI-SDRi | SI-SDRi-t | segment-F1 | event-F1 |
| 0     | 10.91  | 5.83  | 85.11%     | 43.61%    |
| 1     | 11.46  | 5.92  | 85.29%     | 49.26%    |
| 2     | 11.67  | 6.10  | 85.93%     | 50.31%    |
| 3     | 11.81  | 6.14  | 87.05%     | 51.08%    |

Figure 3: Visualization of the spectrogram of a test example. (a) The input mixture audio. (b) The target sound. (c) The result of our baseline model. (d) The result of Tim-TSENet.
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