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ABSTRACT
Generating melody from lyrics is an interesting yet challenging task in the area of artificial intelligence and music. However, the difficulty of keeping the consistency between input lyrics and generated melody limits the generation quality of previous works. In our proposal, we demonstrate our proposed interpretable lyrics-to-melody generation system which can interact with users to understand the generation process and recreate the desired songs. To improve the reliability of melody generation that matches lyrics, mutual information is exploited to strengthen the consistency between lyrics and generated melodies. Gumbel-Softmax is exploited to solve the non-differentiability problem of generating discrete music attributes by Generative Adversarial Networks (GANs). Moreover, the predicted probabilities output by the generator is utilized to recommend music attributes. Interacting with our lyrics-to-melody generation system, users can listen to the generated AI song as well as recreate a new song by selecting from recommended music attributes.

CCS CONCEPTS
• Information systems → Information extraction;
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1 BACKGROUND
With the increasing availability of various music data, cross-modal music retrieval and generation tasks [19, 20] are drawing more and more attention in the artificial intelligence, music, and multimedia research community. However, melody generation from lyrics is still a less explored task due to the difficulty of learning the correlation relationship between lyrics and melody. The earliest research of music generation emerged in the middle of 1950s by exploring the mathematical relationships between musical features using computational techniques such as Markov models [18]. With the development of available lyrics-melody dataset and deep learning techniques, more and more AI techniques have been exploited in music generation [1, 3, 7, 9, 11–17, 21]. However, how to generate realistic melody from lyrics that preserves the meaningful correlation between lyrics and melody remains a challenge.

In this demonstration paper, we develop a lyrics-to-melody generation system, which has the capability of predicting a melody when the lyrics is provided by human users. Human users are also able to interact with the system to recreate new songs. To the best of our knowledge, this is the first interactive lyrics-conditioned neural melody generation system. The lyrics are tokenized into word level and syllable level sequences. Then the token sequences are both encoded by their corresponding encoder network based on Skip-gram models [10]. Taking the advantages of Generative Adversarial Networks (GANs) [4, 5], the lyrics-conditioned LSTM-based generator and discriminator network decode the inner representations to generate the corresponding melody attributes, namely pitch, duration, and rest. Moreover, mutual information is exploited in the model to help the model avoid losing the meaningful information in the lyrics. Gumbel-Softmax is utilized to solve the non-differentiability problem of generating discrete melody attributes by GANs. Finally, the melody is generated in the MIDI format with readable sheet music, while the candidates of melody attributes are offered by our system for human users to select and recompose new songs.

2 LYRICS-CONDITIONED MELODY GENERATION SYSTEM
The proposed AI lyrics-to-melody generation system mainly consists of three parts as shown in Fig. 1: lyrics encoder, lyrics-conditioned
The melody generation network takes the encoded lyrics embeddings and syllable-level vectors respectively, which are concatenated together as a more meaningful semantic lyrics embedding vector. However, it is hard for us to directly calculate the mutual information, the information of syllables in the training layer. Therefore we exploit the posterior approximation of discrete music attributes in the GAN training. As similar as possible to improve the interpretability and consistency between lyrics and the generated melodies while improving generation quality.

In this section, we exploit syllable embeddings and interpretable vectors as output including pitch, duration, and rest. Based on the conditional GAN architecture, lyrics embedding vectors as conditions are introduced into both the generator and discriminator in the model training process. The generator and discriminator are based on LSTM networks.

Using GAN to generate discrete-valued melody sequences would face a critical problem called non-differentiability. The generator cannot get the gradient of the discriminator during the training process, thus its parameters cannot be updated. To address this problem, our model introduces the Gumbel-Softmax to derive the differential approximation of discrete music attributes in the GAN training. Finally, with the help of the Gumbel-Softmax trick, by optimizing the relativistic standard GAN (RSGAN) loss function [8], the proposed model can generate realistic melody that matches the input lyrics after training.

In our architecture, the mutual information constraint [2] is applied to reduce the loss of information and keep the consistency between the lyrics and the generated melodies while improving generation quality.

In this paper, our work takes the mutual information constraint to make interpretable vectors $M(x)$ and the lyrics embedding $x$ as similar as possible to improve the interpretability and consistency. However, it is hard for us to directly calculate the mutual information $I(x; M(x))$. Therefore we exploit the posterior approximation layer $Q$ to compute the lower bound of mutual information $\hat{I}(x; M(x))$. After training the model with the learning objective of mutual information, the information of syllables in the training process is preserved as much as possible, which ensures the strong content consistency between input lyrics and generated melodies.

### 3 EXPERIMENT AND DEMONSTRATION

In this section, we exploit syllable embeddings and interpretable vectors to plot the heatmap which shows the interpretability between embedding features of syllables. In the Fig. 2, the left and right figures respectively visualize weights of syllable embeddings without and with mutual information constraint. In these figures, the block indicates there is a correlation between corresponding syllables. The darker the color is, the more relative there is. Therefore, compared with left figure, the right figure shows that the mutual information makes syllable embedding more accurate and further improves the ability to learn the correlation between syllables and melody attributes. It demonstrates that the mutual information can reduce the information loss of syllables.

In addition, Fig. 3 demonstrates the GUI of our interactive lyrics-conditioned melody generation and re-creation system. When given lyrics, the system predicts melody, and the alignment between syllables and melody attributes, and on this basis produces sheet music. After viewing and listening to the AI-composed song, human users can also recreate a piece of melody by choosing from recommended melody attributes offered by our system. The lyrics and recomposed melody are further synthesized into music audio and sheet music for users. By involving human users in the generation process, the system demonstrates the human-centered AI and the concept of Human-in-the-Loop.
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