OPTIMIZING PIXEL TRACKLET SEARCHES FOR SHORTER LIFETIMES
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ABSTRACT: Pixel tracklets, disappearing tracks reconstructed with only pixel hits, have proven to be a promising technique in LHC analyses to search for dark matter candidates at the LHC that belong to a nearly-degenerate electroweak multiplet. However, a Pseudo-Dirac electroweak doublet fermion, arguably the most interesting such possibility, has a shorter lifetime and therefore existing tracklet searches are less sensitive in this case. We assess the performance of a tracklet search optimized for shorter lifetimes by requiring only three pixel hits for the tracklet reconstruction, and by demanding an accompanying soft track for suppressing backgrounds. We estimate how far the sensitivity of existing searches can be extended into the region of parameter space with this optimized search.
1 Introduction

While the Standard Model (SM) of particle physics has proven to be extremely successful in describing nature at short distances, there are a number of fundamental open questions that it cannot address, such as the existence of dark matter (DM), and the naturalness of the electroweak symmetry breaking scale. These two important puzzles may in fact be connected: Firstly, the introduction of partner particles to address the naturalness puzzle often requires the introduction of a $Z_2$ symmetry which renders the lightest partner particle stable and therefore a good DM candidate. Secondly, a thermal relic with a TeV scale mass and an electroweak interaction cross section would obtain a relic abundance consistent with astrophysical observations, often referred to as the WIMP miracle.

Unfortunately, the most motivated models where the DM particle belongs to a nontrivial multiplet of the weak $SU(2)$ group, a weakly-interacting massive particle (WIMP) in the original usage of the word, are severely constrained by indirect detection searches [1, 2]. There is however one notable scenario that is still viable: a Pseudo-Dirac electroweak-doublet fermion with hypercharge $1/2$, which in a supersymmetric setting would correspond to a higgsino. While a pure higgsino state accounting for all of the measured relic abundance is ruled out by direct detection, a small amount of mixing with an electroweak singlet,
such as a bino can induce an $O$(keV) splitting between the two neutral Majorana states. This is sufficient to evade direct detection bounds [3] without significantly altering the cosmology or collider phenomenology of the higgsino, and is arguably the best-motivated case for a viable minimal WIMP model [4].

It is well known that after electroweak symmetry breaking, the components of an electroweak multiplet acquire mass differences of order $\alpha m_Z$, with the charged states becoming heavier than the neutral one [5, 6]. Since the involved mass differences are quite small, the charged states are long-lived for collider purposes. When they are produced in collisions, they travel a microscopic distance before they decay to the neutral component, which is a DM candidate and thus unobservable in detectors, and additional particles - in most scenarios a single pion or a lepton-neutrino pair [6–8].

Recently, experimental searches relying on ‘disappearing’ charged tracks have proven to be promising in searching for minimal WIMP candidates at the Large Hadron Collider (LHC) [9, 10]. In these searches, one looks for the charged component decaying within or just outside the inner pixel detector, but not traversing the entire tracker. Such a particle fails the standard track reconstruction algorithms, but may be identified using a more relaxed definition of a tracklet, reconstructed exclusively from hits in the innermost tracker layers, with a veto on hits in outer layers. In the case of an electroweak triplet with zero hypercharge, corresponding in the supersymmetric case to a pure wino, the mass splitting is only $\sim 160$ MeV, resulting in decay lengths that are of order the inner tracker radii, and thus very suitable for tracklet searches. On the other hand, for an electroweak doublet with hypercharge $1/2$, the mass splitting is larger, around 350 MeV, resulting in significantly shorter lifetimes. Such particles can only pass the selection criteria of a tracklet search if they are highly boosted, which means that the sensitivity of the tracklet search is significantly reduced. Current searches at ATLAS and CMS, which require at least 4 inner tracker hits, exclude pure doublet WIMPs of mass 210 GeV at 95% C.L. (ATLAS) and 160 GeV (CMS), leaving the bulk of the doublet parameter space still unconstrained by LHC searches.

Since the limiting factor is the shorter lifetime in the case of the doublet, we aim in this paper to optimize a shorter tracklet search along the lines proposed in ref. [11, 12], but with careful attention to background modeling, in order to explore a wider region within the parameter space. We base our analysis on the Run 2 36.1 fb$^{-1}$ ATLAS search [13], using tracklets that leave three or more hits in the pixel detector, which we refer to as a ‘3-layer tracklet’ analysis.\footnote{This result has since been superseded by ref. [9] with an integrated luminosity of 136 fb$^{-1}$ and modified kinematic selection. Although we continue to use the 2017 selection cuts in this analysis, we display the limits of the updated analysis where relevant for the purposes of comparison.} Unsurprisingly, relaxing the tracklet definition also results in a significant increase in the number of background events. In order to suppress the background, we take advantage of the charged pion produced by the decay of the charged state, and require in addition a soft track originating close to the endpoint of the tracklet. The signal selection efficiencies for this option was studied in ATLAS Note ref. [14].

In the next section, we begin by describing the details of the 36.1 fb$^{-1}$ ATLAS search, ref. [13], the features of the signal and the dominant backgrounds, and our modeling of
both, demonstrating that we can accurately reproduce the ATLAS results. Having thus validated our methods, in section 3 we then describe the modified tracklet definition that we use to optimize the reach for the electroweak doublet, and we extrapolate the signal and backgrounds, mapping out the region of parameter space that can be probed beyond the existing limits. We conclude in section 4 and outline promising directions for further study.

2 Analysis and Validation

2.1 Theoretical framework

We carry out our analysis within a simplified framework where the SM is supplemented with a new weak-multiplet, color-singlet fermion with hypercharge $q_Y$ and mass $m$. The mass term can be Dirac (for $q_Y \neq 0$) as in the case of the doublet, or Majorana (for $q_Y = 0$) as in the case of the triplet. The Lagrangian for this simplified model is given by

\[ \mathcal{L} = \xi (\bar{\chi} D \chi - m \bar{\chi} \chi) , \]

with $\xi = 1/2$ for the Majorana case and $\xi = 1$ for the Dirac case, and

\[ D_\mu = \partial_\mu - ig W^a_\mu \tau^a - ig' q_Y B_\mu. \]

We use the normalization $\text{Tr}[\tau^a \tau^b] = \frac{1}{2} \delta^{ab}$ for the $SU(2)$ generators. We assume the new fermion is charged under a $Z_2$ parity, under which the SM is neutral. This precludes any Yukawa-type mixing between the new fermion and SM leptons. For convenience we will refer to the neutral and charged components as the ‘neutralino’ and ‘chargino’ respectively although our analysis does not rely on any assumptions about the UV origins of this framework, other than assuming a large mass gap between the states of interest and any other BSM states, such that the effects of the latter can be neglected.

All components of the multiplet $\chi$ are mass-degenerate at tree level, but electroweak loops raise the mass of the chargino with respect to the neutralino, giving rise to a splitting $m_{\chi^\pm} - m_{\chi^0} \sim \mathcal{O}(\alpha m_Z)$. The precise value of this splitting is specific to the quantum numbers of the multiplet in question: for the doublet this ranges from $\sim 250 - 350$ MeV at one loop, depending on the doublet mass [6], which corresponds to a chargino proper lifetime, $\tau_{\chi^\pm}$, of between 20 and 60 ps. The chargino decays predominantly to a neutralino and charged pion [7, 8]. The $Z_2$ parity ensures the stability of the neutralino, which escapes undetected; leaving a rather soft charged pion as the only visible trace of chargino decay at hadron colliders. Existing analyses thus rely on the presence of a hard jet recoiling against the chargino-neutralino or chargino-chargino system, giving rise to significant missing energy, which can be used to trigger on these events.

With their $\mathcal{O}(\text{mm})$ decay length, most charginos from an EW doublet have a high probability of decaying before they traverse even the inner pixel layers of an LHC detector. However some rare, highly-boosted charginos leave a trace across multiple pixel layers before decaying, resulting in a ‘disappearing’ charged track signature. These short tracks, or ‘tracklets’, cannot be reconstructed by standard charged-track reconstruction algorithms.
Figure 1: Left: ATLAS inner tracking detector. The relevant layers in this analysis are the Insertable B-Layer (IBL) and pixel tracking layers, within which the tracklets are contained. Tracklets consisting of any hits in the semiconductor tracker (SCT) layers are vetoed. Figure taken from ref. [15]. Right: Illustration of a chargino decay giving rise to a 4-hit tracklet.

Instead a secondary algorithm needs to be run on the remaining pixel hits after conventional tracks, which extend beyond the pixel detector, have been reconstructed. See figure 1 for the geometry and layout of the ATLAS inner tracking detector, and an illustration of a chargino decay giving rise to a 4-hit tracklet.

SM backgrounds to this process consist of two main components. The first is due to long-lived charged particles (electrons, muons, charged hadrons) that undergo a large deflection before reaching the silicon layers due to interaction with the detector material, or brehmstrahlung for electrons. The second component is combinatorial fakes, hits from unrelated charged tracks, dominantly originating from pile-up vertices, that are accidentally reconstructed as a tracklet.

2.2 Signal Modeling

In our Monte Carlo modeling of signal, chargino-neutralino pairs and chargino-chargino pairs are produced at leading order through Drell-Yan processes, merged and matched up to 2 additional partons using MadGraph5\_aMC@NLO 2.7.3 [16], with \( p_T > 10 \) GeV. Parton-jet matching is done using the CKKW-L merging scheme [17] with matching scale set to \( m_{\chi^\pm}/4 \). When necessary to obtain a statistically sufficient number of boosted charginos, we generate events in two separate \( p_T \) bins: \( p_T < 2m_{\chi^\pm} \) and \( p_T \geq 2m_{\chi^\pm} \), with merging scales \( m_{\chi^\pm}/4 \) and \( \sqrt{5}m_{\chi^\pm}/4 \) respectively. Our results are robust to the choice of scale, and we show in figure 2 the resulting \( p_T \) spectra of the chargino and the hardest jet in the event.

We use the pre-defined MSSM\_SLHA2 UFO model [18, 19] for the purposes of simulation, manually decoupling all supersymmetry (SUSY) particles in the parameter card except for
Figure 2: The $p_T$ spectrum of the chargino (left panel, truth level) and hardest jet (right panel, including detector energy resolution), where we show separately the contributions and the uncertainties of the two samples generated with $p_T < 2m_{\chi^\pm}$ (in red) and $p_T \geq 2m_{\chi^\pm}$ (in blue) at the generator level, and combined to get the total spectrum (black dashed). In the left panel, the high $p_T$ sample dominates the chargino $p_T$ spectrum above 1 TeV, whereas the jet $p_T$ spectrum is not well correlated with the chargino $p_T$, and therefore both $p_T$ samples contribute even at the highest bins of the right panel.

the neutralinos and chargino making up the doublet. We rescale the signal cross section to the NLO+NLL values obtained in ref. [20, 21].

While our focus is the reach of tracklet searches for a pure EW doublet, in order to remain general and model-independent, we present our results by scanning over the chargino mass (which fixes the kinematics of the event) and lifetime separately, as the latter is determined by the chargino-neutralino mass splitting, which can depend on the specific UV model. We do however mark the curve in the $(m_{\chi}, c\tau)$ plane on which the pure EW doublet lies in our plots, where we set the chargino-neutralino splitting in accordance with the pure EW doublet scenario as computed in ref. [6]. We compute the total lifetime of the doublet using private code based on ref. [7]. In chargino decays, we set the branching fraction to pions to one for simplicity. Charginos are decayed, and events are showered and hadronized using Pythia 8.243 [22] with multi-parton interactions (MPI) turned off, and the resulting events are piped through Delphes 3.4.2 [23] for detector simulation, with the default ATLAS detector card, and anti-$k_T$ jet clustering [24] with radius parameter 0.4. The NNPDF23LO PDF set [25] is used throughout. Since Delphes does not propagate disappearing tracks we have no means of simulating tracklet smearing or reconstruction. Instead we will manually smear the $p_T$ of the tracklet using smearing functions published by ATLAS, and simply apply an overall efficiency factor in order to account for inefficiencies in the true reconstruction algorithm due to finite tracker resolution, pile-up and MPI.

The trajectory of the chargino and the decay pion are computed using private code, modeling the inner detector as a perfect cylinder with a constant solenoidal magnetic field of 2 Tesla. The magnetic field is relevant only in modeling the pion trajectory, while the charginos, which have a much higher mass and therefore a much larger $p_T$ for the same
boost factor, have a trajectory that is almost linear. Later in this study we will include
the soft pion track in the signal selection, along the lines explored in ref. [14], in order to
suppress backgrounds. The $p_T$ of a reconstructed track is determined from its radius of
curvature, and for a particle with unit charge the two quantities are approximately related
as:

$$\frac{p_T}{\text{MeV}} = 6 \frac{r}{\text{cm}}$$

Determining the $p_T$ of a short reconstructed tracklet is challenging in practice, particularly
at large $p_T$ (or radius of curvature), as characteristic of chargino tracks. We include resolution
effects by manually smearing the generator-level chargino tracklets using the following
function, which was determined in Ref. [9, 13] to closely approximate the difference, $\Delta$
between the true chargino $q/p_T$ and the smeared ‘reconstructed’ $q/p_T$:

$$f(z) = \begin{cases} 
\exp (\alpha (z + \alpha/2)), & z < -\alpha \\
\exp (-z^2/2), & -\alpha < z < \alpha \\
\exp (-\alpha (z - \alpha/2)), & z > \alpha 
\end{cases}$$

for $z = \frac{\Delta(q/p_T)}{\sigma}$.

(2.3)

We take the parameter values $\alpha = 1.64$, $\sigma = 14.03$ TeV$^{-1}$, corresponding to the high-$p_T$
limit given in Table 4 of ref. [9]. The values in this table were extracted by comparing
‘tracklets’ in $Z \rightarrow e^+ e^-$ events where the electron is reconstructed using only pixel hits, to
simulations.

### 2.3 Reconstruction and event selection

The reconstruction and selection criteria we use are chosen to mimic those in the ATLAS
analysis ref. [13]. Jets are reconstructed in Delphes using FastJet [24, 26], with $R = 0.4$ and
$p_T > 20$ GeV, and required to have $|\eta| < 2.8$. Leptons are also reconstructed in Delphes
with $p_T > 10$ GeV and $\eta < 2.47$ (2.7) for electrons (muons). The Delphes missing trans-
verse momentum $E_T^{\text{miss}}$ is computed by summing energy ‘deposits’ in calorimeter towers.
Event and tracklet selection are summarized in table 1.

The tracklet selection criteria, shown below the dashed line in table 1, are applied
to generator-level charginos. To maximize statistics, we populate our analysis using all
charginos in selected events, weighting each one by the probability that it will decay in the
radial interval satisfying the final two tracklet selection criteria. We assume all charginos
satisfy the ATLAS ‘quality requirement’, a set of criteria designed to suppress fake tracklets,
with 100% efficiency. These criteria include constraints on the minimum number and
quality of hits constituting a reconstructed tracklet, its transverse and longitudinal impact
parameters and its goodness of fit. Fake backgrounds are discussed in more detail in
Section 2.4.2.

The unit-normalized $p_T$ spectrum for a pure EW triplet with $(m_{\chi^\pm}, \tau_{\chi^\pm}) = (400$ GeV, 0.2 ns)
(red lines) can be compared with that for a pure EW doublet with hypercharge 1/2.
Zero leptons

At least one jet with $p_T > 140$ GeV

$E_T^{\text{miss}} > 140$ GeV ($90$ GeV < $E_T^{\text{miss}} < 140$ GeV) in the high-$E_T^{\text{miss}}$ signal (low-$E_T^{\text{miss}}$ control) region

$\Delta \phi(E_T^{\text{miss}}, j) > 1.0$ for the four highest-$p_T$ jets in the event with $p_T > 50$ GeV.

$\Delta R(\text{tracklet}, j) > 0.4$ for jets with $p_T > 50$ GeV

Tracklet has transverse length $r \geq 122.5$ mm (to outermost pixel layer)

Tracklet does not extend into the SCT, $r \leq 299$ mm (‘disappearance condition’)

| Table 1: Event selection (above the dashed line) and tracklet selection (below the dashed line) criteria used in our validation. The tracklet selection criteria are applied to generator-level charginos. |

$(m_{\chi^{\pm}}, \tau_{\chi^{\pm}}) = (400$ GeV, $0.028$ ns) (blue lines) in figure 3. The benchmark lifetimes chosen correspond to the pure wino and pure higgsino scenarios respectively. The triplet parameters were chosen for validation with ATLAS, Ref. [13], with mass spectrum and decay width calculated using ISAJET 7.88 [27] for minimum anomaly-mediated supersymmetry breaking, with $\tan \beta = 5$, $\mu > 0$ and the universal scalar mass $m_0 = 5$ TeV. The line style in the figure indicates the stage of the analysis at which the spectrum was obtained, with dotted lines corresponding to generator level; dashed lines to spectra after event- and tracklet selection, and solid lines to the ‘reconstructed’ (smeared) $p_T$ distributions. Note that the doublet and triplet distributions are identical at production, confirming event kinematics are purely a function of chargino mass. Imposing tracklet selection sculpts this initial $p_T$ spectrum towards the boosted regime, with the lower-lifetime doublets requiring a higher boost in order to survive to the outer pixel layer. Accounting for the imperfect $p_T$ resolution in reconstructing such short tracklets once again makes these two distinct scenarios indistinguishable. We will discuss the full impact of this poor $p_T$ resolution when we present our results.

The cut flow for the EW triplet benchmark $(m_{\chi^{\pm}}, \tau_{\chi^{\pm}}) = (400$ GeV, $0.2$ ns) for an integrated luminosity of $36$ fb$^{-1}$ can be compared with the corresponding numbers in the ATLAS analysis [13] in Table 2. Requirements below the dashed line are applied to truth charginos with a decay weighting as explained above. Our cut efficiencies are comparable with the ATLAS expected numbers at the event level, but they begin to diverge in tracklet selection due to our implicit assumption that all charginos in selected events are correctly reconstructed as tracklets. Instead, ATLAS find that in the presence of pileup 20% of charginos are reconstructed including an additional fake hit in the first SCT layer, and hence are vetoed by the disappearance condition (see Figure 3 in ref. [14] and accompanying text). This is reassuringly consistent with the enhancement we observe in the overall number of tracklets passing our selection, and we account for this effect by normalizing our validation results by a factor of 0.8. The inefficiency mentioned above is mitigated in subsequent
Figure 3: Unit-normalized $p_T$ distributions for a 400-GeV chargino from an EW triplet (red lines) and doublet (blue lines), with proper lifetimes $\tau_{\chi^\pm} = 0.2$ ns and 0.028 ns, corresponding to the pure wino and pure higgsino scenarios, respectively. The spectra are shown at generator level (dotted lines), after event and tracklet selection (dashed lines) and after smearing (solid lines). Note the doublet and triplet distributions are indistinguishable at production, confirming that event kinematics are dependent only on the mass of the state, and not its EW quantum numbers. The significant difference in the chargino lifetimes are evident in the distributions after selection, with the shorter-lived doublet requiring a larger transverse boost in order to satisfy the 4-hit requirement on tracklets. However these differences are obscured once resolution effects due to imperfect tracklet reconstruction are taken into account, and are not fully exploited in the analysis.

| Selection requirement | This work | ATLAS expected [13] | Ratio |
|-----------------------|-----------|---------------------|-------|
| Lepton veto           | 1171.8    | 1178                | 1.0   |
| $E_T^{miss}$ and jet requirements | 605.9 | 579.1 | 1.0 |
| $p_T$, $\eta$ and quality requirements | 32.7 | 29.6 | 0.9 |
| Disappearance condition | 29.7 | 24.1 | 0.8 |

Table 2: Cut flow for the ATLAS EW triplet benchmark point, $(m_{\chi^\pm}, \tau_{\chi^\pm}) = (400 \text{ GeV}, \tau_{\chi^\pm} = 0.2 \text{ ns})$, for simulated events with an integrated luminosity of $36.1 \text{ fb}^{-1}$, and corresponding ATLAS expectation. Requirements below the dashed line are applied to truth charginos in our analysis, as explained in the text.
2.4 Background Modeling

Modeling the backgrounds to this search is very challenging, not just in principle, as it requires a precise quantitative knowledge of the properties of pile-up, the material budget of the detector, the rates for hard and multiple scatterings inside this material and the ATLAS tracklet reconstruction algorithm, but also in practice because for these processes to combine in a way that yields a fake tracklet is rare. Indeed ATLAS uses data-driven methods to extract the measured backgrounds from regions of phase space that are signal-poor, such as the low-$E_T^{miss}$ region, and subsequently extrapolates them to the signal region.

With a view to studying the sensitivity of the analysis due to modifications of the selection criteria, we generate at LO the SM processes that contribute to the background, and normalize them to the corresponding ATLAS background distributions in the signal region. These normalizations, or transfer factors, account for the probability that a light SM particle (or particles) in our background simulation is incorrectly reconstructed as a tracklet. We provide details of the simulation and calculation of the transfer factors for each of the two main sources of background: the hadron/electron and fake combinatoric backgrounds, in Sections 2.4.1 and 2.4.2 below, respectively.

2.4.1 Hadron / electron background

A primary source of background for this search is SM charged particles, such as leptons or hadrons, that undergo a large scattering between the pixel detector and the SCT. This can be due to multiple interactions with the detector material, or hard bremsstrahlung for leptons. ATLAS combine the hadron and electron components, which are observed to have similar $p_T$ spectra in both the low- and high-$E_T^{miss}$ regions, into a single template [13]. We expect this observation to be robust to changes in the tracklet definition, and hence we can model their combined distribution using only the SM single-electron background. The muon contribution, which has a $p_T$ spectrum that is distinct to that from electron/hadrons, is significantly smaller (see Figs 7 of Ref. [13]), and we neglect it from here on.

Electrons are produced with sufficient $E_T^{miss}$ in SM $W + j$, as well as semi-electronic $t\bar{t}$ final states. We simulate these processes at LO, merged and matched up to 2 additional partons, using the same pipeline as for signal including Delphes detector simulation. We set the CKKW-L merging scales for ($W \rightarrow e\nu_e$) + $j$ and $t\bar{t}$ to 30 and 45 GeV respectively and normalize the resulting distributions to the cross-section at higher order in QCD using a $p_T$-independent K-factor extracted as follows. For $V + j$ we use Figure 18 of Ref. [28] to extract an approximate ratio of the cross section at NNLO to that at LO, resulting in a K-factor of 1.05/0.7 = 1.5. We normalize the $t\bar{t}$ events to the NNLO+NNLL QCD-corrected total cross section of 819 pb, as calculated in ref. [29] using the Top++2.0 program . NNLO corrections to the shape of the electron $p_T$ spectrum in both backgrounds was quantified for $V + j$ in [28], and results in an electron that is up to 15% harder than the NLO distribution at $p_T = 3$ TeV. We expect effects of this order to be obscured after $p_T$ smearing and neglect higher-order shape corrections throughout.

We select background events containing exactly one reconstructed electron, but otherwise satisfying the event selection; we treat this electron as our ‘tracklet’, subtracting its
reco-level $p_T$ from the reconstructed $E_T^{\text{miss}}$ of the event. We then smear the reco $p_T$ using the smearing function Eq. 2.3 with parameters $\alpha = 1.67$, $\beta = -1.72 \text{ TeV}^{-1}$, $\sigma = 13.2 \text{ TeV}^{-1}$ (see ref. [13]), before applying the tracklet $p_T$, $\eta$ and isolation cuts. Finally we compute the bin-by-bin transfer factors required to normalize the resultant smeared ‘tracklet’ $p_T$ distribution to ATLAS electron-hadron background data in the high-$E_T^{\text{miss}}$ region (Figure 7(c) of ref. [13]) using published HEPData [30]. The transfer factors, which range from $O(10^{-2}) - O(10^{-5})$, are found to be consistent with the corresponding factors computed in the low-$E_T^{\text{miss}}$ region. Whilst we would expect the hard scattering probability to scale with the electron $p_T$, note that due to lack of access to the truth momentum spectrum of the measured hadron/electron background, the transfer factors we compute correspond rather to the probability of scattering for an electron given smeared $p_T$.

### 2.4.2 Fake Tracklet Background

The remaining background is due to mis-reconstructed ‘fake’ tracklets, constituting spatially proximate pixel hits from two or more different particles, likely originating from soft pile-up jets. There are several distinct SM contributions to this background component, which must contain $E_T^{\text{miss}}$ and no reconstructed leptons. The only process with zero leptons and real $E_T^{\text{miss}}$ is $(Z \rightarrow \nu\nu) + j$. We add to this SM processes with unidentified/unreconstructed leptons and $E_T^{\text{miss}}$, of which the leading ones are leptonic $W + j$ and semileptonic $t\bar{t}$ with misidentified or out-of-acceptance leptons of all three flavors. Finally we consider processes with zero leptons, and fake $E_T^{\text{miss}}$ arising from jet mismeasurement, the dominant source being SM dijet production.

Since the reconstructed ‘tracklet’ here is not a real object, we cannot simulate the $p_T$ spectrum of the fake background, but instead simply match the summed cross section of the background constituents satisfying event selection to the measured (fitted) fake tracklet cross section in the high-$E_T^{\text{miss}}$ region as before. Later we will use this normalization factor to estimate the scaling of the fake backgrounds as we modify the tracklet definition used in the original analysis.

We simulate $Z + j$ using the signal pipeline, merged and matched up to 3 additional partons with a matching scale of 30 GeV$^2$. As in the $W + j$ events we apply a flat K-factor of 1.5, read from Ref. [28], to the matched cross section in order to normalize it to its NNLO QCD value. To determine the contribution from unreconstructed leptons, we recycle the $(W \rightarrow e\nu_e) + j$ and semi-electronic $t\bar{t}$ events generated for the electron/hadron background estimation, including only those events containing an out-of-acceptance or misidentified electron. We then scale for flavor as follows: events with mis-identified electrons are scaled by 1.2 to account for electronic tau decays; events with out-of-acceptance electrons are scaled by a factor of 3 to include out-of-acceptance muons and taus.

We generate the dijet sample loosely following the Pythia-only method detailed in ref. [31], with $p_T$-binned generation for a dijet invariant $\hat{p}_T > 45 \text{ GeV}$, with the LO matrix element interfaced to a $p_T$-ordered parton shower. We use the ATLAS A14 central tune

\footnote{The original rationale behind including a 3$^{rd}$ parton in the matching of the $Z + j$ background was to have a more precise modeling of the jet $p_T$ spectrum for the fake tracklet background simulation. However, as described in section 3.2, we do not in fact rely on this information in modeling this background.}
with the ‘NNPDF2.3LO QCD+QED LO $\alpha_s(M_Z) = 0.119$’ PDF set. To maximize high-$p_T$ statistics we oversample events at scale $\hat{p}_T$ by a factor $(\hat{p}_T/10 \text{ GeV})^4$, and we switch multi-parton interactions off in the interest of speed. We run the resulting samples through the Delphes ATLAS detector simulation as before. This gives rise to fake $E_T^{\text{miss}}$ in the events at reco-level, due to detector inefficiencies and mismeasurement effects as modeled in Delphes. To parametrize potential systematic uncertainties in this modeling we introduce an independent normalization factor for dijets in the computation of transfer factors for fake background, Eq. 2.5. This factor can also absorb any rescaling of the dijet total cross section due to higher order effects. Higher order shape effects are irrelevant here since we do not make use of the generated $p_T$ spectra. The transfer factor, $\epsilon$, can be thought of as the probability to have four pixel hits from two or more charged particles align to fake a tracklet, multiplied by the tracklet reconstruction efficiency. We assume this is constant across all background components (modulo the factor $f$ parametrizing our ignorance of the fake $E_T^{\text{miss}}$ distribution as discussed above) and is approximately independent of kinematics. The latter assumption was independently verified using the three $E_T^{\text{miss}}$ regions of the latest tracklet analysis, ref. [9].

\[
\epsilon(N_{\text{low}E_T^{\text{miss}}} + N_{W}^{\text{low}E_T^{\text{miss}}} + N_{t\bar{t}}^{\text{low}E_T^{\text{miss}}} + f N_{\text{low}E_T^{\text{miss}}}) = N_{\text{low}E_T^{\text{miss}}}^{\text{ATLAS}} \tag{2.4}
\]

\[
\epsilon(N_{Z}^{\text{high}E_T^{\text{miss}}} + N_{W}^{\text{high}E_T^{\text{miss}}} + N_{t\bar{t}}^{\text{high}E_T^{\text{miss}}} + f N_{\text{high}E_T^{\text{miss}}}) = N_{\text{high}E_T^{\text{miss}}}^{\text{ATLAS}} \tag{2.5}
\]

Solving equations Eq. 2.5 yields a fake tracklet reconstruction probability of $\epsilon \approx 10^{-6}$, with a dijet $E_T^{\text{miss}}$ rescaling factor $f = 0.2$.

With all normalizations in place the total number of SM background events, organized by category, process and phase space region, is shown in table 3, and the resultant $p_T$ spectrum in the high-$E_T^{\text{miss}}$ region can be compared with that of signal events in figure 4. We see that the background distribution, which is identical to ATLAS’ by construction, is hadron/electron-dominated at low tracklet $p_T$ but fake-dominated at high tracklet $p_T$. Note that although the imperfect tracklet resolution obscures nearly all traces of the large chargino boost, some information remains, resulting in signal distributions that peak around the 100 GeV scale. Both background distributions, by contrast, are scale-less, decreasing monotonically with tracklet $p_T$. This allows us to enhance the signal purity using a tracklet $p_T$ cut. The optimal sensitivity in this analysis is obtained for $p_T > 100$ GeV, and we display the event distribution in this signal region in table 4. We observe agreement between our triplet numbers and ATLAS numbers at $O(10\%)$, with any differences due to small discrepancies in the reconstructed signal $p_T$ spectrum.

### 2.5 Exclusion Sensitivity

With our samples and method validated, we proceed to use them to estimate the 95% exclusion limit in the ATLAS search for EW doublets in the $(m_\chi, c\tau)$ plane, for an integrated luminosity of 36.1 fb$^{-1}$. Rather than scanning over both mass and lifetime, we simply manually reweight the doublet sample at each mass by the decay probability corresponding to the chosen lifetime, keeping the splitting and decay mode fixed. We will discuss the validity and ramifications of this assumption in Discussion. We compare our limit with
Table 3: Number of background events normalized to a luminosity of 36.1 fb$^{-1}$, broken down by constituent SM process and phase space region. The total number of events for each background category and phase space region is identical to that in the ATLAS analysis by construction.

| Category             | Background process          | low $E_T^{\text{miss}}$ region | high $E_T^{\text{miss}}$ region |
|----------------------|-----------------------------|--------------------------------|---------------------------------|
| Electron/hadron      | $W \to e\nu_e$              | 41.7                           | 130.2                           |
|                      | semi-electronic $t\bar{t}$  | 4.6                            | 10.2                            |
|                      | **Total**                   | **45.2**                       | **140.5**                       |
| Fake tracklets       | $Z \to \nu\ell\nu\ell$     | 1.3                            | 3.4                             |
|                      | $W \to l\nu_l$ ($l$ not identified) | 2.7                       | 5.2                             |
|                      | semi-leptonic $t\bar{t}$ ($l$ not identified) | 0.2                       | 0.4                             |
|                      | Dijets                      | 13.1                           | 3.5                             |
|                      | **Total**                   | **17.3**                       | **12.5**                        |

Figure 4: Tracklet $p_T$ distributions normalized to a total luminosity of 36.1 fb$^{-1}$ for EW triplet ($m_{\chi^\pm}, \tau_{\chi^\pm}$) = (400 GeV, 0.2 ns), EW doublet ($m_{\chi^\pm}, \tau_{\chi^\pm}$) = (400 GeV, 0.028 ns) and backgrounds by category, in the high-$E_T^{\text{miss}}$ region.

the corresponding higgsino limit due to ATLAS, as given in figure 5 of ref. [9], and see good agreement in the region of the parameter space constrained. The ATLAS limit for the EW triplet is shown for reference. However it is evident from table 4 that applying the triplet analysis to the pure doublet case is ineffectual, with the number of tracklets in the signal region being three orders of magnitude smaller than that for the triplet. While
### Table 4: The number of expected events for signal benchmarks and for backgrounds with the tracklet \( p_T > 100 \text{ GeV} \) in the signal region. The ATLAS analysis does not list a signal number for the EW doublet. As discussed in sections 2.4.1 and 2.4.2, the background normalization and \( p_T \) distributions are identical to those in the ATLAS analysis by construction. The \( p \)-value in the last column is calculated by integrating the probability distribution function for the number of events in the presence of signal past the median value in the absence of signal.

| SIGNAL | \# EVENTS IN SIGNAL REGION | \( p \)-VALUE |
|--------|----------------------------|----------------|
| EW triplet \((m_{\chi^\pm}, \tau_{\chi^\pm}) = (400 \text{ GeV}, 0.2 \text{ ns})\) | 12.1 | 0.003 |
| ATLAS expected (triplet) | 13.5 | 0.001 |
| EW doublet \((m_{\chi^\pm}, \tau_{\chi^\pm}) = (400 \text{ GeV}, 0.028 \text{ ns})\) | 0.007 | 0.507 |

this is partly due to the doublet production cross section, which is roughly a factor of four smaller than the triplet, the root of the problem lies in the shorter lifetime of the doublet at a given mass, which results in an exponential suppression of the number of tracklets satisfying the selection criteria. We will explore modifications of the analysis that target the shorter doublet lifetime in Section 3.

### 3 Modified search for maximal sensitivity to an EW doublet

Having validated our simulation of the signal and background by reproducing the ATLAS results, we now move to the main focus of our paper, namely improving the sensitivity of tracklet searches for shorter chargino lifetimes. The main idea of this proposal is to extend the tracklet definition to include also candidates consisting of hits in the inner three pixel layers only, thus including in the search charginos that decay before reaching the fourth pixel layer. We start by extrapolating the signal and background with the relaxed tracklet selection requirements, without making any changes to the event selection. Not surprisingly, we find that this results in a significant increase in the background, and we then consider how each of the two main backgrounds can be further reduced.

#### 3.1 Signal yield for a 3-layer search

Relaxing the tracklet requirement to include those consisting of hits on only the inner three pixel layers gives rise to a significant enhancement of the signal yield. This enhancement can be seen in figure 6, where the contours denote the ratio of the tracklet selection efficiency for 3-layer tracklets to that for 4-layer tracklets, and would result in a two- to six-fold increase
Figure 5: The solid blue curve shows our reproduction of the ATLAS exclusion region for the EW doublet (dot-dashed blue curve) using the analysis from ref. [13] with an integrated luminosity of 36.1 fb$^{-1}$. The corresponding ATLAS limit for the EW triplet (dot-dashed red curve) is shown for comparison.

in the number of pure higgsinos passing event and tracklet selection (table 1), in the parameter space of interest at the LHC. However as noted above this signal enhancement is accompanied by an enhancement in the background, and a detailed analysis of the signal spectrum and corresponding background growth and spectrum is necessary to assess the potential of this search strategy.

En route to determining the signal spectrum there are two outstanding issues: first, how the reconstruction efficiency for the 3-layer tracklet differs from the 4-layer one, and second, how the shorter length of the tracklet affects its $p_T$ resolution. Fortunately these questions have been addressed by ATLAS in their 2019 tracking and vertexing study, ref. [14]. We see in figure 4a that the 3-layer reconstruction efficiency is roughly independent of chargino decay radius prior to reaching the SCT, and we apply a flat factor of 0.92 to our gen-level charginos to account for this. Note that this increase in reconstruction efficiency as compared with the original analysis is due to an updated reconstruction procedure which filters out fake hits on the SCT that were previously being associated with a chargino tracklet, causing the tracklet to be vetoed by the disappearance condition. As regards the degradation of the $p_T$ resolution with decreasing tracklet length, ATLAS note that the resolution scales with $1/L^2$, where $L$ is the transverse length of the tracklet. We would thus expect the resolution of the 3-layer tracklet to be a factor $(122.5 \text{ mm}/88.5 \text{ mm})^2 \sim 2$.
Figure 6: Contours of signal enhancement for a 3-layer tracklet selection as compared with a conventional 4-layer selection, showing a two- to six-fold increase in the number of pure higgsinos passing the event and tracklet selection of the modified analysis in the parameter space of interest at the LHC. Contours above 6 are omitted due to inefficiencies in generation. The dashed line represents the pure higgsino decay lengths w.r.t its mass.

worse than a 4-layer one, corresponding to the squared ratio of pixel layer positions, and we scale the $\sigma$ parameter in eq. 2.3 accordingly. We do this uniformly for all signal events, even though some signal events may contain a fourth pixel hit.

3.2 Extrapolating the hadron/electron background

Recall that tracklets can result from SM hadron/electron background due to hard or multiple scatterings of charged particles off of the material in the inner detector. Whilst the scattering must occur between the outermost pixel layer and the SCT in order to be mistaken for a 4-layer tracklet, for the 3-layer search any scattering between the third pixel and first SCT layers could result in an imitation tracklet. Note that we are using an inclusive definition of 3-layer tracklets for the background just as with signal, namely a fourth pixel hit is allowed in the tracklet definition. We can estimate the relative probability of a background event satisfying the 3-layer and 4-layer tracklet selection criteria by taking the ratio of the material budget, as measured using hadronic conversion candidates in Figure 11 of ref. [32], integrated over the corresponding intervals. Explicitly, we rescale the 4-layer hadron/electron background by an overall normalization factor

\[
\frac{\int_{88.5 \text{ mm}}^{299.0 \text{ mm}} \text{(conversion candidates)} \, dr}{\int_{122.5 \text{ mm}}^{299.0 \text{ mm}} \text{(conversion candidates)} \, dr} = 2.14
\]

where $r$ is the transverse distance from the beamline. In their updated analysis, ref. [9], ATLAS use a ‘calorimeter veto’ to suppress the hadron/electron background, filtering out tracklet candidates with more than 5 GeV of energy in calorimeter deposits within $\Delta R < \ldots$
0.2 of the tracklet direction. This results in a reduction of the background by a factor of $8.5 \times 10^{-2}$, the ratio of hadron/electron tracklets with associated calorimeter energy less than 5 GeV to those with calorimeter energy greater than 5 GeV, as read from Figure 2 of the article. We assume that the distribution shown in the figure, corresponding to 4-hit tracklets in the control region $E_T^{miss} > 100$ GeV, tracklet $p_T < 60$ GeV, can be extrapolated unchanged to 3-hit tracklets in the signal region of our analysis, and impose this suppression factor on our rescaled 3-layer hadron/electron background. The effect of the calorimeter veto on the fake background and signal is minimal, resulting in a reduction in both by under 5%, and we neglect this small effect from here on.

We also need to account for the degradation of the reconstructed $p_T$ for the shorter hadron/electron tracklet. Our procedure is similar to that implemented for signal tracklets, where we smear the tracklet $p_T$ using Eq. 2.3 with resolution $\sigma$ scaled by the squared inverse length ratio $(122.5/88.5)^2$. We apply this smearing to the reconstructed electrons in our SM samples, and then rescale them by the transfer factors computed in section 2.4.1, in order to account for the probability of faking a tracklet. As with the signal, we do this for all background events, even though a fraction of background events will leave a fourth pixel hit.

### 3.3 Extrapolating the fake tracklet background

Since the fake tracklet background is due to unrelated hits in the pixel detector being mis-reconstructed as belonging to a single tracklet, we would expect it to be significantly enhanced if we include 3-layer tracklets in the tracklet definition. Below, we describe how we estimate the size of this background in our proposed search, and in the following subsection, how it may be reduced.

We use a simple geometric simulation of fake tracklet generation and reconstruction in order to estimate the scaling of the fake background with tracklet length. We consider the pixel layers in an $r$-$z$ slice of the pixel detector (corresponding to a $\Delta \phi$ section) and generate a fixed number of randomly distributed ‘hits’ in the layers, representing ‘unassociated’ hits left over after the standard tracking algorithm has been run. We then run a simplified tracklet reconstruction algorithm (described below) on this pseudo-data and identify tracklet candidates. Whilst we do not expect this simplified procedure to reproduce all the subtleties of a realistic detector and reconstruction procedure, we intend it to capture most of the relevant physics of fake tracklets, and use the ratio of 3- and 4-layer tracklet candidates in our simulation to estimate the scaling of the fake background in going from the 4-layer analysis to the 3-layer one. It may be possible to use geometric arguments and the conjecture that the fake tracklets arise from unassociated pixel hits to derive a scaling behavior for the $p_T$ spectrum, but we will not attempt this here. We take the $p_T$ spectrum for fake tracklets in a 3-layer search to be the same as in a 4-layer search.

The details of our simplified detector modeling and reconstruction algorithm, chosen to closely mimic the ATLAS procedure [14], are as follows (see figure 7 for a visual representation): First we randomly generate a fixed number of ‘hits’ to represent the unassociated hits on the first pixel layer. The number of hits is scaled for subsequent layers, with two possible scalings: a constant scaling, and a $1/r$ scaling. The latter is a strawman for mod-
Populate random hits
Pick tracklet seed (first 2 layers)
Cut on longitudinal impact parameter
Check for matching hit on layer 3 (+4)
Re-fit line, cut on \( \chi^2 \)
Cut on transverse impact parameter
Record tracklet candidate, remove hits

**Figure 7:** A visual representation of our simplified tracklet reconstruction algorithm.

...eling the loss of lower-\( p_T \) particles having circular trajectories with radii smaller than the radius of outer layers. We use pairs of hits, one on the innermost layer, one on the next layer, as tracklet seeds and we construct lines passing through any pair of such points. We demand that the line have a longitudinal impact parameter \( |z_0| < 10 \text{ mm} \) along the beam axis from the hard vertex, which we take to be fixed at \( r = z = 0 \). For each such tracklet candidate, we look for additional hits (on layer 3 for a 3-layer tracklet candidate and one each on layers 3 and 4 for a 4-layer tracklet candidate) within \( \Delta z = 0.060 \text{ mm} \) (corresponding to the physical pixel size) of the line going through the seed hits. Once a 3- or 4-layer tracklet candidate is identified that satisfies this criterion, we re-fit the line, using all hits of the tracklet candidate (imposing \( \chi^2 < 2.0 \), normalized for \( \chi^2 \) with 1 or 2 degrees of freedom, respectively), and we further demand that the re-fitted line have a transverse impact parameter \( (d_0 < 0.5 \text{ mm}) \). The cutoff for \( \chi^2 \) is chosen to stabilize the result, so that increasing the cutoff further does not result in a significant increase in the number of tracklet candidates. Once a tracklet candidate satisfying all criteria is found, the corresponding hits are removed, and the procedure is repeated until no more tracklet candidates remain.

In figure 8, we plot the results of our simulation, which demonstrate a robust power-law behaviour with varying numbers of unassociated hits on the innermost pixel layer. In the left panel, we show the number of 3-layer tracklet candidates, up to a scaling factor for physics not captured in our simulation, for two scalings of the number of hits on the outer pixel layers, as described above. In the right panel, we plot the ratio of 3-layer tracklet candidates to the number of 4-layer tracklet candidates, which we expect is independent of the unknown normalization factor. Note that this ratio grows rapidly with decreasing...
Figure 8: Left: The number of 3-layer tracklet candidates, up to an unknown normalization factor, as a function of the number of unassociated hits on the innermost pixel layer. Right: The enhancement in the number of tracklet candidates in going from a 4-layer search to a 3-layer search. Results were obtained from the simulation described in the main text, for a constant and $1/r$ scaling of the number of hits on the first pixel layer, in going to outer detector layers. The arbitrary normalization in the left plot encodes fine details of pile-up distribution, detector layout and tracklet reconstruction that are not included in our simulation. We expect these unknowns to fall out in the ratio.

number of hits as expected, and also with $1/r$ scaling, since longer tracklets are harder to reconstruct with fewer hits. We adopt a benchmark value of 50 unassociated hits on the innermost layer, and we use the corresponding ratios to rescale the 4-layer tracklet background measured by ATLAS to obtain a 3-layer fake tracklet background estimate.

Clearly, this sharp increase in the fake tracklet background has a negative impact on the sensitivity of the search. This can be seen in figure 9, where the blue curve represents the reach of the ATLAS 4-layer analysis, with tracklet $p_T$ cut optimized for maximal sensitivity along the (black dashed) EW doublet curve, as $p_T > 40$ GeV. The red curves represent the reach 95% exclusion limit of the 3-layer analysis with the two benchmarks for the fake tracklet background, and with the tracklet $p_T$ cut optimized at 20 GeV. We see that the orders-of-magnitude increase in the fake background overwhelms the signal enhancement from going to shorter tracklets, resulting in a degradation of the search sensitivity as compared with the 4-layer analysis. We now turn our attention to how the 3-layer search can be modified to reduce the fake tracklet background.

3.4 Adding a soft track requirement

We will exploit the presence of the soft pion from the chargino decay in selecting tracklet candidates in order to reduce the fake tracklet background. Tracking and vertexing efficiencies for soft track reconstruction were studied by ATLAS in ref. [14]; we use their work to guide us in estimating the efficiency changes due to this selection criterion.

In figure 10 we show the truth $p_T$ distribution of the soft pion for two pure higgsino benchmark points after tracklet selection. The small difference in shape is attributable to
Figure 9: The sensitivity in the $(m_\chi, c\tau)$ plane of our proposed tracklet searches for an EW doublet fermion, for an integrated luminosity of $136 \text{ fb}^{-1}$. The blue curve corresponds to the doublet reach of the $136 \text{ fb}^{-1}$ ATLAS 4-layer search, ref. [9]. The two red curves correspond to the pure 3-layer search with conservative and aggressive scalings for the fake tracklet background as described in section 3.3. The green curves correspond to a 3-layer search with soft track requirement as described in section 3.4, with the different line styles corresponding to different background benchmarks. For the dotted green curve we assume all backgrounds are eliminated by the soft track requirement; for the dot-dashed green curve the hadron/electron background is left unchanged and the fake tracklet background is eliminated; for the dashed green curve, the hadron-electron background is eliminated and the fake tracklet background is reduced to its level in the 4-layer search; for the solid green curve the hadron/electron background and fake backgrounds are retained at their levels in the 3-layer and 4-layer searches, respectively. The values of the tracklet $p_T$ cut, chosen in each case for maximal sensitivity along the (black dashed) pure EW doublet curve, are listed in the legend.
the larger splitting, and hence shorter lifetime, of the 200-GeV chargino, which requires it to be more boosted in order to satisfy tracklet selection.

![Figure 10](image)

**Figure 10:** The truth $p_T$ distribution of soft pions produced in the chargino decay, for two pure higgsino signal benchmarks.

In their higgsino soft track study, ref. [14], ATLAS reconstruct soft tracks from the chargino decay using SCT hits lying within a small cone centered on the chargino tracklet direction, with the apex set by the last chargino pixel hit. Because we lack the tools to do a full detector simulation and tracklet reconstruction, we simply apply to our events the soft track selection efficiency reported by ATLAS, read from figure 7a of ref. [14], which ranges from 0.23 at $p_T = 250$ MeV to 0.75 at $p_T > 1.0$ GeV. We remind the reader that we are setting the chargino branching ratio to a charged pion, the dominant decay channel for a pure higgsino, equal to 1 for the purposes of this analysis. In principle the arguments above would also apply to events with subdominant decays, which include decays to electrons and muons, and these would pass soft track selection, but with higher efficiency due to the smaller mass of the charged daughter.

While we would expect the soft track requirement to significantly reduce both components of the background to this search, there are no existing studies that allow us to estimate the background efficiency due to the soft track requirement. We instead bracket each background using benchmarks that range from the conservative to the aggressive, and estimate the reach for each of these cases, with the true exclusion boundary likely lying between the two extremes. For both backgrounds we use as an aggressive estimate the complete elimination of the background. On the conservative end we assume no reduction to the hadron/electron background due to the soft track requirement (i.e. it is the same as in the 3-layer analysis), and for the fake tracklet background, that it is reduced to its level in the 4-layer analysis. Part of the motivation for this latter choice is that it is quantified by ATLAS and requires no additional scaling assumptions. We record the number of signal and background events populating the signal region for our pure higgsino validation benchmark point, with and without the soft track requirement, in table 5.
|                        | Events in signal region |
|------------------------|-------------------------|
|                        | 3 layer                 | 3 layer plus soft |
|                        | (tracklet $p_T > 20$ GeV) | (tracklet $p_T > 40$ GeV) |
| EW doublet             | 0.094                   | 0.044           |
| ($m_{\chi^\pm}, c\tau_{\chi^\pm}$) = (400 GeV, 0.028 ns) |                        |                |
| Hadron/electron        | 115.1                   | 10.8            |
| Fake tracklet (constant scaling) | 2942.6           | 33.0            |
| **Total background**   | **3057.8**              | **43.8**        |
| $S/\sqrt{B}$           | $1.70 \times 10^{-3}$   | $6.48 \times 10^{-3}$ |

Table 5: Number of signal and background events for our benchmark signal point, normalized to a luminosity of 36.1 fb$^{-1}$, for searches proposed in this section.

We display our results as green curves in the $(m_\chi, c\tau)$ plane in figure 9, for an integrated luminosity of 136 fb$^{-1}$. As for our other exclusions, the tracklet $p_T$ cut is optimized along each curve for maximum sensitivity along the (black dashed) pure higgsino line, with the cut values listed in the legend. The solid, dashed, dot-dashed and dotted green curves correspond to different benchmarks for the hadron/electron and fake tracklet backgrounds, as described in the previous paragraph. In order for this result to gain sensitivity with respect to the ATLAS analysis, we see that we must assume some amount of background reduction due to the soft tracklet requirement. Depending on the level of background suppression achieved, the pure higgsino exclusion for Run 2 can be pushed to somewhere in the mass range $210 - 270$ GeV.

Let us also consider the effect of the tracklet $p_T$ resolution on the sensitivity of tracklet searches. As we have seen, the $p_T$ resolution for 4-layer tracklets is already relatively poor, to the extent that the reconstructed signal $p_T$ spectrum is shaped by the smearing function, rather than the true chargino $p_T$ (see figure 3). This results in the distinctive chargino $p_T$ spectrum, sculpted towards high $p_T$ due to the tracklet selection for short lifetime, being obscured and unexploitable. This resolution degrades further for 3-layer tracklets due to their smaller lever arm. Improving the $p_T$ resolution would significantly increase the sensitivity of tracklet searches, particularly for lower lifetimes.

We illustrate this point in figure 11. As in figure 9, the blue curve represents the 95% exclusion for the ATLAS 4-layer analysis, and the dot-dashed green curve corresponds to the reach of the 3-layer analysis with fake tracklet background assumed set to zero by the soft track requirement, but hadron/electron background unchanged from the 3-layer case. Using the latter curve as a reference, we add two more green curves, a dashed curve where we return to the original 4-layer $p_T$ resolution parameters, and a dotted curve where we assume perfect resolution and use truth $p_T$ spectra, both for the signal and the electron background. We normalize the integral of the truth electron spectrum to the total number of hadron/electron background events, computed by rescaling the observed
ATLAS background by the material budget factor from section 3.2. Reverting to the 4-layer resolution may be achieved in practice by using the reconstructed position of the chargino decay vertex as a fourth hit, in order to more precisely measure the tracklet curvature, as proposed in ref. [12]. Unsurprisingly, with perfect tracklet $p_T$ resolution, a much higher tracklet $p_T$ cut can be employed without any impact to signal events. The improvement in the reach of the search is quite dramatic, with a pure higgsino exclusion limit of over 300 GeV. This surpasses even the limit from our zero background estimate due to its 100% signal efficiency. While a perfect tracklet resolution is of course quite unrealistic, the lesson learned here is that any technique for sidestepping the resolution issue and selecting true high-$p_T$ tracklets will have a huge impact on the reach of the search. We will propose a way to achieve this outcome in an upcoming paper.

3.5 Extrapolating to Run 3

We project our estimates of the 3-layer reach to the Run 3 luminosity of 300 fb$^{-1}$ by scaling up our signal and background simulations by the ratios of their LO cross sections at 13 and 13.6 TeV center-of-mass (CM) energies, assuming the same transfer factors as computed in sections 2.4.1 and 2.4.2. We further scale up the fake tracklet background due to the increased pile-up. We assume that the number of unassociated hits scales like the number of charged particles in each bunch crossing, which is in turn proportional to $\langle \mu \rangle$, the average number of collisions per bunch crossing. With this choice, our benchmark number of unassociated hits on layer 1 goes up from 50 in Run 2 to 188 for Run 3, with the number of 4-layer tracklets increasing by a factor of 185 (for either the constant or the $1/r$ scaling), and the number of 3-layer tracklets increasing by an additional factor of 16 for the constant scaling and 62 for the $1/r$ scaling, as can be read off from the right panel of figure 8.

Although we would also expect the kinematics of signal and background events to change with CM energy, we expect this effect to have small impact on the search reach, for the 0.6-TeV increase in CM energy. At any rate, we expect any enhancement to be more pronounced for signal compared to background due to the exponential effect of the chargino boost on the signal yield. Therefore our projections can be taken to be conservative. We show our projections in the two panels of figure 12, which are the counterparts of figures 9 and 11 for Run 3. We see that the power of the Run 3 search is driven by the fast growth of the fake tracklet background with the CM energy and luminosity, and any search with the nominal fake background component decreases in sensitivity as we move to higher luminosity. By contrast, if the fake background component can be reduced, by imposing a soft track requirement, for instance, or by improving the chargino $p_T$ resolution, the 95% exclusion limit for the pure higgsino increases to 310 GeV for zero backgrounds, or up to 360 GeV for perfect $p_T$ resolution.

4 Discussion

In this work, we have outlined how a tracklet-based search requiring three or more pixel layer hits, combined with selection cuts to reduce backgrounds, most importantly a soft
Figure 11: We illustrate the effect of the chargino $p_T$ resolution on the reach of the 3-layer tracklet search with a soft track requirement, for an integrated luminosity of 136 fb$^{-1}$. The solid blue and dot-dashed green curves are the same as in figure 9. The dashed green curve is obtained from the dot-dashed green one by reverting to the $p_T$ resolution of 4-layer tracklets, and the dotted green curve is obtained by assuming perfect $p_T$ resolution. The optimal value of the chargino $p_T$ cut used to obtain each curve is listed in the legend.

track requirement, can help improve the reach for arguably the most challenging WIMP candidate from a collider physics viewpoint: a Pseudo-Dirac electroweak doublet fermion, which in a supersymmetric setting would correspond to a higgsino-like LSP. We have described how we model the two dominant backgrounds, namely the hadron/electron and fake tracklet backgrounds, and we have reproduced the ATLAS sensitivity in a published tracklet search for validation. We have then extrapolated our signal and backgrounds to include 3-layer tracklets in our selection, including the effect of a soft track requirement to reduce backgrounds. We have studied the 95% exclusion achievable with Run 2 data and we have also extrapolated our results to the Run 3 energy and luminosity. Even with conservative assumptions for the background we estimate that the Run 2 higgsino exclusion
can be pushed to 210 GeV. With more aggressive background estimates this number may go up to 270 GeV.

This is a good point to revisit various simplifying assumptions that were made in our analysis and consider their impact on the results. Within the simplified model defined in Eq. 2.1, with strictly renormalizable couplings between the EW multiplet fermion and SM states, the relationship between the mass of the neutralino and its mass difference to the chargino, or equivalently the chargino lifetime, is fixed. In scanning over lifetime in our plots, we are implicitly allowing for the presence of higher-dimensional operators that modify the chargino-neutralino mass splitting, and hence the chargino lifetime, without appreciably changing the normalization or dynamics of the chargino production process. While this is clearly the case for small deviations in lifetime away from the pure doublet limit, it would be expedient to verify how far one can push in lifetime for a given mass, and remain within a pure doublet simplified model for the purposes of collider phenomenology. In other words, how large do the UV-suppressed contributions to the splittings need to be in order to appreciably change the doublet lifetime?\textsuperscript{3} This question has been studied in the context of a particular UV completion, the MSSM and its variants. Within vanilla SUSY a different higgsino lifetime can be achieved by varying the mass of the wino and bino states, allowing them to mix with the higgsino. A potentially important caveat in our analysis

\textsuperscript{3} Note that the chargino width is strongly sensitive to the mass difference, scaling like $(\delta m)^3$ for the doublet, so the entire $c\tau$ range shown in our reach plots corresponds to splittings in the interval $0.15 \text{ GeV} \leq \delta m \leq 0.6 \text{ GeV}$. 

---

**Figure 12:** Left: Projection of figure 9 to the LHC Run 3 CM energy and luminosity. Right: Projection of figure 11 to the LHC Run 3 CM energy and luminosity. The background benchmarks are chosen as described in the captions of the Run 2 figures. The increase of the fake tracklet background due to the higher pile-up numbers in Run 3 is described in the main text.
is that we keep the chargino-neutralino mass splitting fixed as we scan over the chargino lifetime. The only relevant effect of the mass splitting is that it determines the $p_T$ of the soft decay pion, and hence the signal selection efficiency of the soft track requirement. Note however that the kinematics of the decay pion is also affected by the parent chargino mass and boost. We saw that the latter is necessarily large for any charginos passing tracklet selection, which results in a similarly large boost for the daughter. We expect this to be the dominant effect in setting the kinematics of the decay pion in any parameter space that enjoys increased sensitivity due to the soft track requirement, an expectation that is borne out by the small differences in reconstruction efficiency for the soft track seen in the ATLAS study [14] for their two benchmark parameter points.

Finally, we have emphasized that the tracklet $p_T$ resolution is currently a significant limiting factor in the sensitivity of the search. In future work, we will propose a method to improve upon this limitation by using the $dE/dx$ of the tracklet as a more accurate way to determine its $p_T$. Measuring the tracklet momentum by using $dE/dx$ has another important advantage. In Run 3, ATLAS will reduce the $E_T^{\text{miss}}$ trigger threshold, which would make it possible to reduce the $E_T^{\text{miss}}$ requirement among the selection cuts for a tracklet analysis and increase the signal efficiency. This may appear somewhat counterintuitive, since naively one may expect that the $E_T^{\text{miss}}$ would be correlated with the chargino $p_T$, and therefore that the charginos which live long enough to satisfy tracklet selection criteria would occur in events with large $E_T^{\text{miss}}$. This is however not the case, since the $E_T^{\text{miss}}$, which as defined, correlates with the $p_T$ of the chargino-pair system (or chargino-neutralino system, depending on the production channel), but not with individual chargino momenta. Our signal modeling confirms that a reduced $E_T^{\text{miss}}$ cut can result in a significant improvement in the signal efficiency. The price to pay for reducing the $E_T^{\text{miss}}$ cut is of course a large increase in the backgrounds. Once again however, a hard cut on the tracklet $p_T$, measured much more accurately by using $dE/dx$ can then be combined with the lower $E_T^{\text{miss}}$ requirement to increase signal while keeping the backgrounds under control. We will quantify the improvement in the sensitivity of the search by following this strategy in future work.
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