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Abstract

The dynamical behavior of switched affine systems is known to be more intricate than that of the well-studied switched linear systems, essentially due to the existence of different equilibrium points for each subsystem. First, under arbitrary switching rules, the stability analysis must be generally carried out with respect to a compact set with non-empty interior rather than to a singleton. We provide a novel proof technique for existence and outer approximation of attractive invariant sets of a switched affine system, under the hypothesis of global uniform stability of its linearization. On the other hand, considering dwell-time switching signals, forward invariant sets need not exist for this class of switched systems, even for stable ones. Hence, more general notions of stability/boundedness are introduced and studied, highlighting the relations of these concepts to the uniform stability of the linear part of the system under the same class of dwell-time switching signals. These results reveal the main differences and specificities of switched affine systems with respect to linear systems, providing a first step for the analysis of switched systems composed by subsystems not sharing the same equilibrium. Numerical methods based on linear matrix inequalities and sum-of-squares programming are presented and illustrate the developed theory.

1 Introduction

Switched dynamical systems provide a mathematical model for a large class of phenomena and have been the subject of intense analysis in the past decades; for an overview, see the monographs [1, 2]. In this framework, given $M$ vector fields $f_1, \ldots, f_M : \mathbb{R}^n \to \mathbb{R}^n$, we consider the differential equation

$$\dot{x}(t) = f_{\sigma(t)}(x(t)),$$

where $\sigma : \mathbb{R}_+ \to \{1, \ldots, M\}$ is a so-called switching signal, which selects, at each instant of time, one subsystem among $f_1, \ldots, f_M$ to be active, i.e., to define how the state $x(t)$ evolves. One of the first but yet challenging problems studied in the literature is the stability analysis of (1), specifically for some particular classes of subsystems $f_1, \ldots, f_M$ and/or some particular classes of switching signals $\sigma : \mathbb{R}_+ \to \{1, \ldots, M\}$.

Regardless the specific framework (linear or non-linear subsystems, arbitrary or restricted switching signals, discrete or continuous-time evolution), a classical assumption in switched systems literature consists in considering subsystems that share the same equilibrium at the origin, i.e., $f_1(0) = \cdots = f_M(0) = 0$; the stability analysis is then carried out with respect to this common equilibrium (this is for instance the case when the subsystems $f_i$ are linear functions). This assumption, which is reasonable in several practical contexts, simplifies the analysis, and leads to elegant and handy Lyapunov characterizations of (several kinds of) stability notions, for an overview we refer to [1, 2, 3, 4] and references therein. On the other hand it is often fruitful or even necessary to consider subsystems which do not share the same equilibrium, leading to a greater modeling capacity but paying the price of a more convoluted stability analysis. A natural and interesting case is provided by switched affine systems, thus considering maps $f_1, \ldots, f_M : \mathbb{R}^n \to \mathbb{R}^n$ in (1) which are affine, i.e., $f_i(x) = A_i x + b_i$, for all $i \in \{1, \ldots, M\}$, for some given matrices and vectors $A_i \in \mathbb{R}^{n \times n}$ and $b_i \in \mathbb{R}^n$.

Switched affine models are often adopted in dynamical system analysis and control, mostly in the form of piecewise affine systems, to characterize or approximate complex non-linear behaviors, see [5, 7]. In this case, the switching events are state-dependent and subsystems are selected according to which operating region the state trajectory lies in. Beyond that, the use of affine models is also recurrent in power electronics [8, 9], as several power converters can be conveniently represented by them. In this setting, the switching signal is generally a control variable that must be designed to guide the state vector towards a user-defined goal.
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In our work, instead, we focus on the continuous-time switched affine systems with switching signals that are considered to be unknown exogenous disturbances/inputs and the analysis is then carried out in two distinct cases:

- the arbitrary switching case, in which no further assumption is made on the switching signals;
- the dwell-time switching case, where it is assumed the existence of a dwell-time $\tau > 0$, which represents the minimal time interval between two consecutive switching instants.

In both of these cases, in analyzing the stability of a given switched affine system, our approach requires to consider, as a first step, the corresponding linearized switched system. More precisely, supposing that subsystems $f_i : \mathbb{R}^n \rightarrow \mathbb{R}^n$ in (1) are affine and defined by matrices and vectors $(A_i, b_i) \in \mathbb{R}^{n \times n} \times \mathbb{R}^n$ with $i \in \{1, \ldots, M\}$, we consider the corresponding switched linear system

$$\dot{x}(t) = A_{\sigma(t)}x(t)$$

as a surrogate in some of our analyses. This is motivated by the fact that stability (with respect to the origin) of switched linear systems is a fundamental and mature topic in switched systems literature, see for example [10] and references therein. Thus, considering the linearization of system (1), we rely on well-known converse Lyapunov results for switched linear systems, see [12] for the arbitrary switching case, and [13] for the dwell-time case. Assuming that the corresponding linearized system is stable, the aforementioned converse Lyapunov theorems provide us with the existence of (multiple) Lyapunov functions for the linearized system. Therefore, we generalize these results to cope with stability/boundedness properties for the original switched affine system. As said, since the affine subsystems do not, in general, share the same equilibrium, we need to consider tailored concepts of stability.

In the arbitrary switching case, under the hypothesis that the corresponding linearized system is stable, we prove the existence of a compact forward invariant attractor and that all the trajectories exponentially converge to it. Moreover, some numerical techniques based on semidefinite and sum-of-squares optimization are proposed in order to provide outer approximations of the minimal forward invariant compact attractor. The proposed analysis is inspired by the results presented in [15] for the discrete-time setting, and the continuous-time case partially introduced in [16].

When considering switching signals with minimum dwell-time, we prove that the solutions of switched affine systems are ultimately bounded, i.e., all the solutions eventually enter a compact set without leaving it afterwards, under the assumption that the linearized system is stable for the corresponding class of dwell-time signals. On the other hand, we also prove that, due to the presence of multiple equilibria, a compact forward invariant set does not exist, in general, unlike the arbitrary switching case previously studied. We thus provide tailored definitions characterizing the asymptotic behavior of switched affine systems under dwell-time assumption, allowing us to underline the peculiarity of this setting with respect to the case of arbitrary switching signals. Numerical outer approximations of the attracting/bounding regions are provided, by means of semidefinite programming.

This manuscript is organized as follows: In Section 2 we present the considered framework along with the necessary definitions and we recall the foundational Lyapunov results concerning switched linear systems. In Section 3 we study the arbitrary switching case, proving the existence of a forward invariant compact attractor, together with a numerical scheme to approximate it; the analysis for dwell-time switching signals is then developed in Section 4, underlining the subtleties and the differences with respect to the general arbitrary switching case. Section 5 closes the manuscript providing some concluding remarks together with possible future directions of research.

**Notation:** Given $M \in \mathbb{N}$, we define $\langle M \rangle := \{1, \ldots, M\}$. The symbols $\mathbb{R}_{>0}$ and $\mathbb{R}_{\geq 0}$ denote the sets positive and nonnegative real numbers, respectively. With the notation $G : A \rightarrow B$ we denote a set-valued map between $A$ and $B$. Given a set $S \subset \mathbb{R}^n$, the symbols $\overline{S}$, $\partial S$ and $\text{Int}(S)$ denote the closure, boundary and interior of $S$, respectively; $\text{co}(S)$ denotes its convex hull.

## 2 Preliminaries

Given $M \in \mathbb{N}$, consider $\mathcal{F} := \{(A_i, b_i)_{i \in \langle M \rangle} | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n\}$ and the continuous-time switched system

$$\dot{x}(t) = A_{\sigma(t)}x(t) + b_{\sigma(t)},$$

where the switching signals $\sigma$ are selected, in general, among the set $\mathcal{S}$ defined by

$$\mathcal{S} := \{\sigma : \mathbb{R}_{\geq 0} \rightarrow \langle M \rangle | \ \sigma \text{ piecewise constant}\}.$$
We recall that a function $\gamma : \mathbb{R}_{\geq 0} \to (M)$ is said to be \textit{piecewise constant} if it has a finite number of discontinuity points in any bounded subinterval of $\mathbb{R}_{\geq 0}$. Moreover, without loss of generality, we suppose that signals $\sigma \in \mathcal{S}$ are right-continuous.

Stability analysis of (2) under arbitrary switching signals, can be equivalently tackled studying the differential inclusion

$$\dot{x} \in F(x) := \text{co}\{A_i x + b_i, \ i \in (M)\}. \quad (4)$$

Indeed, it can be proven that the set of solutions to (2) is dense in the set of solutions of (4), see for example [17], [2, Section 2] and [18, Theorem 2, pag. 124].

It turns out that the stability/asymptotic properties of (2) are closely related to the properties of the corresponding linearized switching system given by

$$\dot{x}(t) = A_{\sigma(t)} x(t). \quad (5)$$

From now on, we call (5) the \textit{linearization of system} (2). Given any $\sigma \in \mathcal{S}$, let us call $\Psi_\sigma : \mathbb{R}_{\geq 0} \times \mathbb{R}^n \to \mathbb{R}^n$ the flow map of (2), i.e.,

$$\Psi_\sigma(t, x) := \text{solution to (2), starting at } x(0) = x, \text{ evaluated at } t \in \mathbb{R}_{\geq 0}. \quad (6)$$

By classical linear time-varying systems literature, we have

$$\Psi_\sigma(t, x) = \Phi_\sigma(t, 0) x + \int_0^t \Phi_\sigma(s, 0) b_\sigma(s) \, ds,$$

where $\Phi_\sigma : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}^{n \times n}$ is the state-transition matrix of the linearization (5), see, for example, [19].

We introduce the following classical definitions of stability for the linearized system (5), which will be used in subsequent sections to characterize the behavior of (2).

\textbf{Definition 1.} Given any subset of switching signals $\hat{\mathcal{S}} \subseteq \mathcal{S}$ we say that the linearized system (5) is \textit{uniformly globally asymptotically stable (UGAS)} on $\hat{\mathcal{S}}$ if there exists a class $\mathcal{KL}$ function $\beta$ such that

$$|\Phi_\sigma(t, 0) x| \leq \beta(||x||, t) \ \forall x \in \mathbb{R}^n, \ \forall t \in \mathbb{R}_{\geq 0}, \ \forall \sigma \in \hat{\mathcal{S}}. \quad (7)$$

We recall here a classical Lyapunov converse result for linear switching systems under arbitrary switching rules.

\textbf{Lemma 1 (Theorem 1 in [13]).} The linearized switching system (5) is UGAS on $\mathcal{S}$ if and only if there exist a norm $v : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ and a scalar $\kappa > 0$ such that

$$v(\Phi_\sigma(t, 0) x) \leq e^{-\kappa t} v(x), \ \forall x \in \mathbb{R}^n, \ \forall t \in \mathbb{R}_{\geq 0}, \ \forall \sigma \in \mathcal{S}. \quad (8)$$

This in particular implies that UGAS of (5) on $\mathcal{S}$ is equivalent to exponential stability, i.e., the function $\beta \in \mathcal{KL}$ in Definition 1 can be chosen of the form $\beta(a, t) = M e^{-\kappa t} a$ for some $M > 0$.

The proof of this Lemma is provided in [13 Theorem 1], see also [12 Theorem III.1].

It is usual in the switched systems setting to refine the analysis only focusing on subclasses of $\mathcal{S}$. One of the most common subclass is given by the set of dwell-time switching signals, introduced in the seminal paper [10]. Formally, given a $\tau > 0$, $\mathcal{S}_{dwa}(\tau)$ denotes the class of \textit{dwell-time switching signals} defined by

$$\mathcal{S}_{dwa}(\tau) := \left\{ \sigma \in \mathcal{S} \mid t_{k}^\sigma - t_{k-1}^\sigma \geq \tau, \ \forall t_{k}^\sigma > 0 \right\}, \quad (9)$$

where $\{t_k^\sigma\}$ denotes the set of time instants at which $\sigma$ is discontinuous, and by convention, $t_0^\sigma = 0$ for all $\sigma \in \mathcal{S}$. This class can be intuitively seen as the set of “slow” switching signals, i.e., signals for which two distinct switching events cannot occur on time intervals smaller than the given threshold $\tau > 0$.

As for the arbitrary switching signals case (Lemma 1), the stability of (5) under any dwell time class $\mathcal{S}_{dwa}(\tau)$ can also be characterized via a converse Lyapunov result, this time involving \textit{multiple Lyapunov norms}, as recalled in the following statement.

\textbf{Lemma 2 ([13, 3]).} Given $\tau > 0$, the linearized system in (5) is UGAS on $\mathcal{S}_{dwa}(\tau)$ if and only if there exist norms $v_1 \ldots v_M : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ and $\kappa > 0$ such that

$$v_i(e^{A_i t} x) \leq e^{-\kappa t} v_i(x), \ \forall x \in \mathbb{R}^n, \ \forall t \in \mathbb{R}_{\geq 0}, \ \forall i \in (M). \quad (10)$$

In particular, for any $\tau > 0$, UGAS of (5) on $\mathcal{S}_{dwa}(\tau)$ is equivalent to exponential stability.

\footnotetext[1]{A continuous function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $\mathcal{KL}$ if $\beta(0, s) = 0$ for all $s$, $\beta(\cdot, s)$ is strictly increasing for all $s$, and $\beta(r, \cdot)$ is decreasing and $\beta(r, s) \to 0$ as $s \to \infty$, for all $r$.}
The proof of this Lemma can be found in [14] and [3] Corollary 6.5.

The supremum over $\kappa \in \mathbb{R}_{>0}$ for which the norm(s) as in Lemma 1 and Lemma 2 can be found represents the best exponential decay rate for system (5) on $S$ and $S_{tw}(\tau)$, respectively; its opposite $-\kappa$ is also called the (maximal) Lyapunov exponent of (5) on $S$ and $S_{tw}(\tau)$, respectively. We decided to keep this sign convention (considering the best decay rate instead of the Lyapunov exponent) for notational simplicity. The interested reader can find further discussion concerning the computation of the Lyapunov exponent for example in [2], [14] and references therein.

3 Arbitrary Switching

In this section we first study the behavior of the switched affine system (2) under arbitrary switching rules, i.e., considering switching signals in the class $C$ given in [3]. Since, in general, the subsystems of (2) do not share a common equilibrium, we analyze asymptotic properties with respect to sets. More specifically, under the hypothesis that the linearized system (5) is UGAS on $S$, we provide a proof of existence (and numerical approximations) of the minimal forward invariant set. We first recall some definitions, characterizing properties of sets with respect to solutions of (2).

Definition 2. Given any subset of switching signals $\tilde{S} \subseteq S$ and a compact set $C \subset \mathbb{R}^n$, we say that:

1. $C$ is forward invariant for (2) on $\tilde{S}$ if, for all $x \in C$, all $\sigma \in \tilde{S}$, and all $t \in \mathbb{R}_{\geq 0}$, it holds that

$$\Psi_\sigma(t, x) \in C.$$  

2. A forward invariant set $C$ is minimal if, for every forward invariant set $D$, it holds that $C \subseteq D$.

3. $C$ is attractive for (2) on $\tilde{S}$ if for every $x \in \mathbb{R}^n$ and every $\sigma \in \tilde{S}$, we have

$$|\Psi_\sigma(t, x)|_C \to 0, \text{ as } t \to +\infty,$$

where $|z|_C := \min_{y \in C} \{|x - y|\}$ denotes the distance between a point $z \in \mathbb{R}^n$ and the compact set $C$, with respect to the Euclidean norm.

4. $C$ is $KL$-stable for (2) on $\tilde{S}$ if there exists a $KL$ function $\beta$ such that, for all $x \in \mathbb{R}^n$, all $\sigma \in \tilde{S}$ and all $t \in \mathbb{R}_{\geq 0}$, it holds that

$$|\Psi_\sigma(t, x)|_C \leq \beta(|x|_C, t).$$

If a minimal forward invariant set $C$ exists, minimality ensures its uniqueness. Moreover, it is easy to see that $KL$-stability implies forward invariance and attractiveness, but it is a stronger property in general (for further discussions see [20]). In the following statement we prove a crucial property of forward invariant sets.

Lemma 3. For any $t \in \mathbb{R}_{\geq 0}$, any $x, y \in \mathbb{R}^n$, any $\sigma \in S$, and any $\lambda \in [0, 1]$ we have

$$\Psi_\sigma(t, \lambda x + (1-\lambda)y) = \lambda \Psi_\sigma(t, x) + (1-\lambda)\Psi_\sigma(t, y).$$

In particular given any set of signals $\tilde{S} \subseteq S$, if $C \subset \mathbb{R}^n$ is forward invariant for (2) on $\tilde{S}$, so is $co\{C\}$.

Proof. For the first part of the statement, using (6), we compute:

$$\Psi_\sigma(t, \lambda x + (1-\lambda)y) = \Phi_\sigma(t, 0)(\lambda x + (1-\lambda)y) + \int_0^t \Phi_\sigma(t, s)b_\sigma(s) \, ds$$

$$= \lambda \left( \Phi_\sigma(t, 0)x + \int_0^t \Phi_\sigma(t, s)b_\sigma(s) \, ds \right) +$$

$$+ (1-\lambda) \left( \Phi_\sigma(t, 0)y + \int_0^t \Phi_\sigma(t, s)b_\sigma(s) \, ds \right)$$

$$= \lambda \Psi_\sigma(t, x) + (1-\lambda)\Psi_\sigma(t, y).$$

For the second part, consider any $\tilde{S} \subseteq S$ and suppose that $C$ is a forward invariant set for (2) on $\tilde{S}$. Consider any $x, y \in C$, any $\sigma \in \tilde{S}$, any $\lambda \in [0, 1]$ and any $t \in \mathbb{R}_{\geq 0}$, then

$$\Psi_\sigma(t, \lambda x + (1-\lambda)y) = \lambda \Psi_\sigma(t, x) + (1-\lambda)\Psi_\sigma(t, y) \in co\{C\},$$

since by forward invariance of $C$, we have $\Psi_\sigma(t, x), \Psi_\sigma(t, y) \in C$. 

\[\square\]
3.1 Minimal Forward Invariant and Attractive Set

In this subsection, we prove the existence of minimal forward invariant and attractive sets for (2) on $S$, i.e., under arbitrary switching sequences. Moreover, we also prove that this set is $\mathcal{KL}$-stable. For that, we first need a “theoretic outer bound”, ensuring that, under some hypotheses, forward invariant sets do exist.

**Proposition 1.** Consider system (2), and suppose that the linearized system in (5) is UGAS on $S$. Consider a norm $v : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}$ and a scalar $\kappa > 0$ as in Lemma 4. Then there exists $R > 0$ such that the compact set

$$\mathcal{K}_{v,R} := \{ x \in \mathbb{R}^n | v(x) \leq R \},$$

is forward invariant for (2) on $S$.

**Proof.** Define $B_{\max} := \max_{i \in \{ M \}} \{ v(b_i) \}$. For any $x \in \mathbb{R}^n$, any $\sigma \in S$ and any $t \in \mathbb{R}_{\geq 0}$, compute

$$v(\Psi_\sigma(t,x)) = v \left( \Phi_\sigma(t,0)x + \int_0^t \Phi_\sigma(t,s)b_\sigma(s) \, ds \right)$$

$$\leq v(\Phi_\sigma(t,0)x) + v \left( \int_0^t \Phi_\sigma(t,s)b_\sigma(s) \, ds \right)$$

$$\leq e^{-\kappa t}v(x) + \int_0^t v(\Phi_\sigma(t,s)b_\sigma(s)) \, ds$$

$$\leq e^{-\kappa t}v(x) + \int_0^t e^{-\kappa(t-s)}v(b_\sigma(s)) \, ds$$

$$\leq e^{-\kappa t}v(x) + B_{\max} \int_0^t e^{-\kappa(t-s)} \, ds$$

$$= e^{-\kappa t}v(x) + B_{\max} \frac{(1 - e^{-\kappa t})}{\kappa},$$

where we used (4) and the fact that, for any $\sigma \in S$ and any $t, s \in \mathbb{R}_{\geq 0}$ it holds that $\Phi_\sigma(t,s) = \Phi_\sigma(t-s,0)$ with $\tilde{\sigma} \in S$ defined by $\tilde{\sigma}(t') = \sigma(t' + s)$. It thus holds that if $x \in \mathbb{R}^n$ is such that $v(x) \geq \frac{B_{\max}}{\kappa} := R$, then $v(\Psi_\sigma(t,x)) \leq v(x)$, for all $t \in \mathbb{R}_{\geq 0}$, concluding the proof. \qed

This statement provides a first outer bound for the minimal forward invariant set (if it exists). In the following, we show that such a set does exist. To this aim, we introduce the set-valued map $\mathcal{K} : \mathbb{R}_{\geq 0} \rightrightarrows \mathbb{R}^n$ defined by

$$\mathcal{K}(t) := \bigcup_{\sigma \in S} \left\{ \int_0^t \Phi_\sigma(t,s)b_\sigma(s) \, ds \right\}.$$  

Equivalently, for every $t \in \mathbb{R}_{\geq 0}$, the set $\mathcal{K}(t)$ represents the reachable set of (2) at time $t$ starting at 0, i.e.

$$\mathcal{K}(t) = \{ \Psi_\sigma(t,0) \mid \sigma \in S \}.$$

In what follows, studying the properties of the set-valued map $\mathcal{K} : \mathbb{R}_{\geq 0} \rightrightarrows \mathbb{R}^n$, we prove the existence of the minimal forward invariant set.

**Theorem 1.** Let us consider $\mathcal{F} := \{ (A_i, b_i)_{i \in \{ M \}} \mid A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n \}$ defining a switched affine system as in (2). If the linearized system (5) is UGAS on $S$, the limit

$$\mathcal{K}_\infty = \lim_{t \rightarrow \infty} \mathcal{K}(t)$$

(in the Hausdorff metric on compact sets) of the sequence in (12) is well-defined and equal to the minimal forward invariant set of (2) on $S$.

**Proof.** Without loss of generality, we suppose $b_1 = 0$; indeed, the general case is reduced to this framework by applying the translation $T : \mathbb{R}^n \rightarrow \mathbb{R}^n$ defined as $T(x) := x + A_1^{-1}b_1$, where $A_1^{-1}$ exists since, by hypothesis, $A_1$ is a Hurwitz matrix.

**Well-definedness:** Firstly, we prove that, for all $\bar{t} \geq t \geq 0$, we have $\mathcal{K}(t) \subseteq \mathcal{K}(\bar{t})$. Considering any $x \in \mathcal{K}(t)$, by definition, there exists a $\sigma \in S$, such that $x = \Psi_\sigma(t,0)$. Now define $\tilde{\sigma} \in S$ by

$$\tilde{\sigma}(s) := \begin{cases} 1, & \text{if } s < \bar{t} - t, \\ \sigma(s - \bar{t} + t), & \text{if } s \geq \bar{t} - t. \end{cases}$$
Since \( b_1 = 0 \), it is clear that \( \Psi_\sigma(t,0) = 0 \), and thus \( x = \Psi_\sigma(t,0) \in K(t) \), proving that \( K(t) \subseteq K(\tilde{t}) \). By Proposition 1 for every \( t \geq 0 \), the reachable sets \( K(t) \) are uniformly bounded since they are included in the compact set \( K_{v,R} \) defined in (11), recalling that \( 0 \in K_{v,R} \) and \( K_{v,R} \) is forward invariant. Thus, the set
\[
K_\infty = \bigcup_{t \geq 0} K(t)
\]
is a well-defined compact set, being the limit of an increasing sequence of compact sets, see [21] Chapter 4.B.

**Forward invariance:** Consider first \( x \in \bigcup_{t \geq 0} K(t) \) and consider any \( \sigma \in S \), we prove that, for any \( t_0 \geq 0 \), \( \Psi_\sigma(t_0,x) \in \bigcup_{t \geq 0} K(t) \). Since \( x \in \bigcup_{t \geq 0} K(t) \) there exists a \( T \geq 0 \) and a \( \sigma_1 \in S \) such that \( x = \Psi_{\sigma_1}(T,0) \).

Defining \( \tilde{\sigma} \in S \) by
\[
\tilde{\sigma}(s) = \begin{cases} 
\sigma_1(s) & \text{if } s < T, \\
\sigma(s-T) & \text{if } s \geq T,
\end{cases}
\]
we have \( \Psi_\sigma(t_0,x) = \Psi_\sigma(T+t_0,0) \in K(T+t_0) \subseteq \bigcup_{t \geq 0} K(t) \). Now, for the limit case where \( x \in K_\infty = \bigcup_{t \geq 0} K(t) \), for any \( \sigma \in S \) and any \( t_0 \geq 0 \), we want to prove that \( \Psi_\sigma(t_0,x) \in K_\infty \). Consider a sequence \( (x_k)_{k \in \mathbb{N}} \) such that \( x_k \to x \) as \( k \to \infty \) and \( x_k \in \bigcup_{t \geq 0} K(t) \) for all \( k \in \mathbb{N} \). We have already proven that \( \Psi_\sigma(t_0,x_k) \in \bigcup_{t \geq 0} K(t) \), for all \( k \in \mathbb{N} \). Now by continuity from initial conditions (see [19, Theorem 3.4]) we have
\[
\Psi_\sigma(t_0,x) = \lim_{k \to \infty} \Psi_\sigma(t_0,x_k),
\]
and thus \( \Psi_\sigma(t_0,x) \in \bigcup_{t \geq 0} K(t) = K_\infty \), concluding the proof.

**Minimality:** Consider a compact forward invariant set \( C \subset \mathbb{R}^n \), any initial condition \( x \in C \), and the constant switching signal \( \sigma(s) = 1 \), for all \( s \in \mathbb{R} \geq 0 \). Consider any strictly increasing sequence \( (t_k)_{k \in \mathbb{N}} \) such that \( t_k \to \infty \) for all \( k \in \mathbb{N} \) and \( t_k \to +\infty \) as \( k \to \infty \). Then \( x_k = \Psi_\sigma(t_k,x) \in C \) for all \( k \in \mathbb{N} \) by forward invariance of \( C \), and since \( \lim_{k \to \infty} x_k = \lim_{k \to \infty} \Psi(t_k,x) = \lim_{k \to \infty} e^{A_1 t_k} x = 0 \), by compactness we have \( 0 \in C \). Now by definition of forward invariance and since \( K_\infty \) is defined as the reachable set from \( 0 \), we conclude that \( K_\infty \subseteq C \).

An existence result similar to Theorem 1 was proven in [16], in a slightly different setting and with a different methodology. We presented here our proof based on Lemma 2 since it allows us to not only prove the existence of the minimal forward invariant set \( K_\infty \), but also to verify that it is (exponentially) KL-stable (and thus, in particular, attractive), as proven in the following proposition.

**Proposition 2.** Under the hypothesis of Theorem 1 the compact set \( K_\infty \) is KL-stable for (2) on \( S \).

**Proof.** Consider a scalar \( \kappa > 0 \) and a norm \( v : \mathbb{R}^n \to \mathbb{R} \geq 0 \) satisfying the properties in Lemma 1 and define \( B_v := \{ x \in \mathbb{R}^n \mid v(x) \leq 1 \} \), i.e., the unit ball of the norm \( v \). We consider \( W : \mathbb{R}^n \to \mathbb{R} \geq 0 \), the distance from \( K_\infty \) with respect to \( v \), defined by
\[
W(x) := \min_{y \in K_\infty} \{ v(x-y) \} = \min \{ r \in \mathbb{R} \geq 0 \mid x \in K_\infty + r B_v \}.
\]

(14)

First, for any \( x \in K_\infty \), forward invariance of \( K_\infty \) implies that \( W(\Psi_\sigma(t,x)) = 0 \), for all \( \sigma \in S \) and all \( t \in \mathbb{R} \geq 0 \). Now consider any \( x \not\in K_\infty \), any \( \sigma \in S \) and any \( t \in \mathbb{R} \geq 0 \). By equation (14), we can decompose \( x \) as \( x = \hat{x} + y \) with \( \hat{x} \in K_\infty \) and \( y \in W(x)B_v \). Computing
\[
W(\Psi_\sigma(t,x)) = W \left( \Phi_\sigma(t,0)(\hat{x} + y) + \int_0^t \Phi_\sigma(t,s)b_\sigma(s) \, ds \right)
\]
\[
= W \left( \Phi_\sigma(t,0)\hat{x} + \int_0^t \Phi_\sigma(t,s)b_\sigma(s) \, ds + \Phi_\sigma(t,0)y \right).
\]

Recalling again the forward invariance of \( K_\infty \), we have \( \Phi_\sigma(t,0)\hat{x} + \int_0^t \Phi_\sigma(t,s)b_\sigma(s) \, ds \in K_\infty \) and, by Lemma 1, we have \( \Phi_\sigma(t,0)y \in e^{-\kappa t}W(x)B_v \), proving that
\[
W(\Psi_\sigma(t,x)) \leq e^{-\kappa t}W(x).
\]

Now by equivalence of norms in \( \mathbb{R}^n \), it can be seen that there exist \( M_1, M_2 \in \mathbb{R} \geq 0 \) such that
\[
M_1 |x|_{K_\infty} \leq W(x) \leq M_2 |x|_{K_\infty}, \forall x \in \mathbb{R}^n
\]
where, we recall, \( | \cdot |_{K_\infty} \) denotes the distance from \( K_\infty \) with respect to the Euclidean distance. Thus we have
\[
|\Psi_\sigma(t,x)|_{K_\infty} \leq \frac{M_2}{M_1} e^{-\kappa t} |x|_{K_\infty}, \forall x \in \mathbb{R}^n, \forall \sigma \in S, \forall t \in \mathbb{R} \geq 0,
\]
proving Item 4. of Definition 2 and concluding the proof.
\[\square\]
We note that the decay rate $\kappa > 0$ of the linearized system \([5]\) with respect to the origin is somehow conserved by the switched affine system \([2]\) in the sense that $\kappa > 0$ is also the exponential decay rate of \([2]\) with respect to the minimal forward invariant set $K_\infty$, as shown in \([15]\). More precisely, the condition in Item 4. of Definition \([2]\) is satisfied in particular by a $KL$ function $\beta$ of the form $\beta(s,t) = Ms e^{-\kappa t}$, for $M > 0$, and where $\kappa > 0$ is the decay rate of the linearized system \([5]\).

**Remark 1** (Properties of $K_\infty$). Since $K_\infty$ is formally defined as an infinite union of sets in \([13]\), it can be hard to construct it explicitly, as we will discuss in the next subsection. However, despite this non-constructive definition of $K_\infty$, we are able to provide some remarkable properties. First of all, given $F := \{(A_i,b_i)_{i \in (M)} | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n\}$, let us consider the set of Filippov equilibria defined by

$$\text{Fil}_0(F) := \left\{ y = \left( \sum_{i \in (M)} x_i A_i \right)^{-1} \left( \sum_{i \in (M)} x_i b_i \right) \mid x \in A_\infty \right\} = \{ y \in \mathbb{R}^n \mid 0 \in F(y) \},$$

where the set-valued map $F$ is defined in \([4]\). As discussed in Section \([2]\) solutions to \([2]\) under arbitrary switching rules are dense in the set of solutions to the differential inclusion \([4]\), and this in particular implies $\text{Fil}_0(F) \subseteq K_\infty$. Moreover, we can ensure that the set $K_\infty$ is (path) connected: consider $x_1, x_2 \in K_\infty$, and consider the constant signal defined by $\hat{\sigma}(t) \equiv 1$. By forward invariance of $K_\infty$, it is clear that the corresponding trajectories are contained in $K_\infty$, more precisely $\{ \Psi_\sigma(t,x) \mid t \geq 0 \} \subseteq K_\infty$ for all $j \in \{1,2\}$. Since $K_\infty$ is closed and $\lim_{t \to +\infty} \Psi_\sigma(t,x) = \lim_{t \to +\infty} \Psi_\sigma(t,x_2) = -A_i^{-1}b_i$, there is a path in $K_\infty$ connecting $x_1$ and $x_2$ (intuitively, the union of the two trajectories). We have thus proven that $K_\infty$ is path-connected. However, in the subsequent numerical example, we show that $K_\infty$ is not convex, in general. \(\triangle\)

**Example 1.** Consider a switched affine system as in \([2]\) defined by

$$A_1 = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} -1 & 0 \\ -1 & -1 \end{bmatrix}, \quad b_1 = b_2 = \begin{bmatrix} -1 \\ -1 \end{bmatrix}.$$

The set $\text{Fil}_0(F)$ of the Filippov equilibria, defined in \([16]\), is depicted in black in Figure \([4]\) and, as previously discussed, we know that $\text{Fil}_0(F) \subseteq K_\infty$. Considering the convex set $\mathcal{Z}$ depicted in Figure \([1]\) it is possible to show that, for any $x \in \partial \mathcal{Z}$ and for any $i \in \{1,2\}$ we have $A_i x + b_i \notin \mathcal{T}_\mathcal{Z}(x)$, where $\mathcal{T}_\mathcal{Z}(x)$ denotes the tangent cone to $\mathcal{Z}$ at $x$. Applying the Nagumo Theorem \([13]\ Chapter 4, pag. 175]\), by forward invariance of $K_\infty$, this implies $\text{Int}((\mathcal{Z}) \cap K_\infty = \emptyset$. Consider the points $x_{e_1}, x_{e_2} \in \text{Fil}_0(F)$, defined by $x_{e_i} = -A_i^{-1}b_i$ with $i \in \{1,2\}$, i.e., the equilibria of each affine subsystem. It holds that $x^* = 2x_{e_1} + 2x_{e_2}$ is both in $\text{Int}(\mathcal{Z})$ and in $\text{co}(\text{Fil}_0(F)) \subseteq \text{co}(K_\infty)$, which implies that $K_\infty$ is non-convex.

This example will be later recalled when we present numerical procedures to over-approximate $K_\infty$, providing further insights in its geometric characterization.

Before concluding this subsection, we provide a “negative” result, stating that (non-trivial) forward invariant sets do not exist if the linearized system \([5]\) is unstable.

**Proposition 3.** Consider $F := \{(A_i,b_i)_{i \in (M)} | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n\}$. If the linearized system \([5]\) is unstable on $\mathcal{S}$ (i.e., there exist $x \in \mathbb{R}^n$ and $\sigma \in \mathcal{S}$ such that $\limsup_{t \to +\infty} |\Psi_\sigma(t,0)x| = +\infty$) then there does not exist a compact forward invariant set with non-empty interior for the switched affine system \([2]\) on $\mathcal{S}$. Moreover, if the set of matrices $\mathcal{A} = \{A_1, \ldots, A_M\} \subset \mathbb{R}^{n \times n}$ is also irreducible\(2\) then there exists no compact non-singleton forward invariant set for \([2]\) on $\mathcal{S}$.

**Proof.** Let us consider $x \in \mathbb{R}^n$ and $\sigma \in \mathcal{S}$ which provide an unbounded trajectory for the linearized system \([5]\). Suppose by contradiction that $C \subset \mathbb{R}^n$ is a compact forward invariant set for \([2]\), and $\text{Int}(C) \neq \emptyset$. Consider any $y \in \text{Int}(C)$, and a $\lambda > 0$ small enough such that $z := y + \lambda x \in C$. Recalling the solution \([5]\), we obtain

$$|\Psi_\sigma(t, z) - \Psi_\sigma(t, y)| = |\Phi_\sigma(t,0)z - \Phi_\sigma(t,0)y| = |\Phi_\sigma(t,0)(z - y)| = \lambda |\Phi_\sigma(t,0)x|,$$

and thus

$$\limsup_{t \to +\infty} |\Psi_\sigma(t, z) - \Psi_\sigma(t, y)| = +\infty,$$

in contradiction to the fact that $y, z \in C$ and $C$ is a compact forward invariant set.

\(2\)Given a closed convex set $C \subset \mathbb{R}^n$ and $x \in \mathbb{R}^n$ the tangent cone to $C$ at $x$ is the set $T_C(x) := \{ z \in \mathbb{R}^n \mid \exists \alpha > 0 \text{ s.t. } z + \alpha x \in C, \forall \alpha \in (0,\alpha_0)\}$, see \([22]\ Appendix A) for further discussions.

\(3\)A set of matrices $\mathcal{A} \subset \mathbb{R}^{n \times n}$ is said to be irreducible if $\{0\}$ and $\mathbb{R}^n$ are the only vector subspaces which are invariant under all matrices in $\mathcal{A}$.\[7\]
Figure 1: Representation of the state-space for Example 1 with the set of Filippov equilibria $\text{Fil}_0(\mathcal{F})$, the set $\mathcal{Z}$ for which the vector fields $A_i x + b_i$, $i \in \{1, 2\}$ do not point inwards, and the point $x^* = \frac{1}{2} x_1 + \frac{1}{2} x_2 = [-0.5 - 0.5]^T \in \text{co}\{\text{Fil}_0(\mathcal{F})\}$. This demonstrates that $K_{\infty}$ is non-convex since $x^* \in \mathcal{Z}$ implies that $x^* \notin K_{\infty}$.

For the second part of the statement, recalling the results contained in [23, Theorem 3] or [24], since $\mathcal{A}$ is irreducible and generates an unstable switched system, there exist $\rho > 0$ and a norm $v: \mathbb{R}^n \to \mathbb{R}_\geq 0$ such that

$$\forall x \in \mathbb{R}^n, \exists \sigma_x \in S \text{ such that } v(\Phi_{\sigma_x}(t, 0)x) = e^{\rho t} v(x), \forall t \in \mathbb{R}_\geq 0. \quad (17)$$

Suppose, by contradiction, that $C \subset \mathbb{R}^n$ is a compact forward invariant set and is not a singleton. Consider $y, z \in C$ with $y \neq z$ and define $x := z - y$. For $\sigma_x \in S$ defined in (17), we have

$$|\Psi_{\sigma_x}(t, x_2) - \Psi_{\sigma_x}(t, x_1)| = |\Psi_{\sigma_x}(t, 0)z - \Phi_{\sigma_x}(t, 0)y| = |\Phi_{\sigma_x}(t, 0)x|.$$

By equivalence of norms, this implies that $\limsup_{t \to \infty} |\Psi_{\sigma_x}(t, z) - \Psi_{\sigma_x}(t, y)| = +\infty$ and we have again a contradiction, since by hypothesis $C$ is compact and forward invariant.

It is easy to see that the singleton-forward invariant case occurs if and only if all the subsystems share the same equilibrium, or, in other words, the switched affine system is simply a translation of a linear switched system. We have thus proved that, if the linearized system (5) is unstable and under the mild irreducibility assumption, non-trivial affine switched systems (2) have no compact forward invariant sets.

### 3.2 Outer Approximation of the Minimal Forward Invariant Set

In this subsection we propose two numerical methods for computing an outer approximation of $K_{\infty}$, i.e., forward invariant sets $K \supseteq K_{\infty}$ as close as possible to $K_{\infty}$ (in a sense that we will clarify). The first method is a direct consequence of Proposition 4 when considering quadratic norms, providing forward invariant ellipsoids, and it is presented in the following statement.

**Proposition 4.** If there exists a symmetric matrix $S \in \mathbb{R}^{n \times n}$, a vector $c \in \mathbb{R}^n$ and a scalar $\kappa > 0$ satisfying the inequalities

$$SA_i^T + A_i S \prec -2\kappa S, \quad \forall i \in (M), \quad (18a)$$

$$\kappa^2 \begin{bmatrix} A_i c + b_i \end{bmatrix}_i^T \begin{bmatrix} S \end{bmatrix} \succ 0, \quad \forall i \in (M), \quad (18b)$$

then the ellipsoidal set

$$K_Q := \{x \in \mathbb{R}^n \mid (x - c)^T S^{-1}(x - c) \leq 1\} \supseteq K_{\infty} \quad (19)$$

is a forward invariant set for system (2) on $S$. 
Proof. Consider system \( \text{[2]} \) translated to \( c \in \mathbb{R}^n \), which is equivalent to replace \( b_i \leftarrow A_i c + b_i \) in \( \text{[2]} \). From the term \( (2,2) \) in \( \text{[18a]} \), one has that \( S^{-1} > 0 \). Inequality \( \text{[18a]} \), in turn, implies that the norm \( \|v(x)\| = \sqrt{x^\top S^{-1} x} \) satisfies the condition \( \text{[7]} \) in Lemma 1. Moreover, the second inequality, by the Schur Complement Lemma (see [25] Section A.5.5)), is equivalent to

\[
\kappa^2 > \max_{i \in \langle M \rangle} (A_i c + b_i)^\top S^{-1} (A_i c + b_i) = B_{\text{max}}^2
\]  

(20)

which ensures that \( R = (B_{\text{max}}/\kappa)^2 < 1 \). Therefore, \( x \notin K_Q \) implies \( v(x) > 1 > R \) and therefore, by Proposition 1, \( K_Q \) is a forward invariant set.

An optimization problem to minimize the volume of the ellipsoidal set \( K_Q \) can be stated considering the objective function \( \min_{S \in \mathbb{S}^n, c, \kappa, \ln \det(S) \text{ subject to } \text{[18]} \}. \) The volume of \( K_Q \) is proportional to \( \det(S) \) and the ln function makes the objective function concave in \( S \). However, for a given \( \kappa > 0 \), this problem is a concave-minimization problem, which is generally hard to solve. \( \text{[26]} \). Some strategies (see \( \text{[27]} \)) to handle this problem are convex-optimization methods for local minimization and branch-and-bound algorithms for global minimization. A good alternative objective function, leading to a convex optimization problem is \( \text{Tr}(x^\top S x) \), which ensures that \( R \in \mathbb{R}^n \) to which the system is translated is also a variable of the optimization problem, which allows us not only to estimate the size of \( K_{\infty} \) but also to optimize a suitable center in the state space for the ellipsoid containing it.

Nevertheless, it is well known that the existence of a common quadratic Lyapunov function for the linearized part (i.e., a matrix \( S \in \mathbb{S}^n \) satisfying \( \text{[18a]} \)) is a restrictive condition for stability. Moreover, Example 1 shows how the set \( K_{\infty} \) is in general non-convex; it thus seems natural, in order to improve our estimation of the minimal forward invariant set \( K_{\infty} \), to consider sub-level sets of more general functions. In what follows, we propose a construction based on sub-level set of non-homogeneous sum-of-squares (SOS) polynomials, see \( \text{[28]} \) for details.

**Proposition 5** (Outer Approximation via SOS polynomials). If there exist a non-trivial polynomial \( V(x) \in \mathbb{R}[x] \) of degree \( d \in \mathbb{N} \) and scalars \( r > 0, \beta \geq 0 \) such that the following SOS constraints are satisfied

\[
\begin{align*}
V(x) - \epsilon \|x\|_d^d & \text{ is SOS} \quad \tag{21a} \\
- \left( \frac{\partial V}{\partial x}(x) \right)^\top (A_i x + b_i) - \beta (V(x) - r) & \text{ is SOS} \quad \forall i \in \langle M \rangle \tag{21b}
\end{align*}
\]

for some \( \epsilon > 0 \), then the set

\[
K_{\text{SOS}} := \{x \in \mathbb{R}^n \mid V(x) \leq r\} \supseteq K_{\infty}
\]

(22)

is a forward invariant set for system \( \text{[2]} \) on \( S \).

Proof. The SOS constraint \( \text{[21a]} \) ensures that the polynomial \( V(x) \in \mathbb{R}[x] \) is positive definite whereas \( \text{[21b]} \) implies

\[
\left( \frac{\partial V}{\partial x}(x) \right)^\top (A_i x + b_i) < 0, \quad \forall i \in \langle M \rangle, \forall x \notin K_{\text{SOS}},
\]

(23)

recalling the definition of \( K_{\text{SOS}} \) in \( \text{[22]} \). This condition implies that \( V(x) \) decreases along solutions of \( \text{[2]} \) that lie outside of \( K_{\text{SOS}} \). Therefore, this set is attractive and forward invariant for system \( \text{[2]} \) undergoing arbitrary switching.

\( \square \)

**Remark 2.** Minimizing, or even computing, the volume of the set \( K_{\text{SOS}} \) defined in \( \text{[22]} \) is, in general, a very intricate task, see \( \text{[29]} \) for some discussions. Therefore, a simple way to optimize the over estimation of \( K_{\infty} \) is to minimize \( r > 0 \) subject to \( \text{[21]} \), where \( \kappa > 0 \) is chosen to avoid the trivial solution \( V(x) = 0 \). Also, this optimization problem can be efficiently solved by a bisection procedure over the scalar \( \beta > 0 \), as the problem becomes convex whenever \( \beta \) is given.

Another important remark is that any polynomial \( V(x) \) satisfying \( \text{[21b]} \) and \( V(x) - \epsilon \|x\|_d^d \) is SOS can be decomposed as \( V(x) = V_H(x) + V_R(x) \) where \( V_H(x) \) is a homogeneous polynomial of the same degree \( d \in \mathbb{N} \) as \( V(x) \) and \( V_R(x) \) are the remaining terms. Also, \( w(x) = (V_H(x))^2 \) can be shown to be a Lyapunov function for the linearized system \( \text{[5]} \), satisfying the conditions \( \text{[9]} \) and \( \text{[10]} \) for some \( \kappa > 0 \). Indeed, the SOS constraint \( \text{[21b]} \) implies that \( - \left( \frac{\partial V}{\partial x}(x) \right)^\top (A_i x + b_i) - \beta r \geq \beta V(x) \) for all \( i \in \langle M \rangle \) which, in turn, implies that \( - \left( \frac{\partial V}{\partial x}(x) \right)^\top A_i x \geq \beta V_H(x) \) for all \( i \in \langle M \rangle \). Therefore, \( w(x) = (V_H(x))^2 \) is a common Lyapunov function for the linearized system \( \text{[5]} \) homogeneous of degree 1. This in particular implies the existence of a norm \( \nu : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) satisfying the conditions in Lemma \( \text{[1]} \) for \( \kappa = \beta/d \). Thus, recalling Proposition \( \text{[2]} \) the approximating technique given by Proposition \( \text{[5]} \) provides also an upper bound on the decay rate of system \( \text{[2]} \). \( \triangle \)
Figure 2: Illustration of Example 2. On the left, a representation of the state space with the forward invariant sets $K_Q$ and $K_{SOS}$, the equilibria of each subsystem (black dots), and 10 trajectories undergoing random switching. On the right, the evaluation of the polynomial $V(x)$ associated to $K_{SOS}$ along each of these trajectories and the horizontal line represents the level set used to define $K_{SOS}$.

The following example illustrates both methods presented in this section.

**Example 2.** Consider the switched affine system introduced in Example 1. We constructed two forward invariant sets that serve as outer approximations of the minimal one $K_\infty$. These sets are respectively based on Proposition 4 and Proposition 5, and all related optimization problems were solved using YALMIP [30] and MOSEK. The first one is the ellipsoidal region $K_Q$, which is defined in (19) and relies on the existence of a common quadratic Lyapunov Function for the linearized system (5). For the first outer bound, the obtained matrix $S > 0$ and center $c \in \mathbb{R}^n$ were

\[
S = \begin{bmatrix}
0.7120 & -0.2021 \\ -0.2021 & 0.7120
\end{bmatrix}, \quad c = \begin{bmatrix}
-0.6291 \\ -0.6291
\end{bmatrix},
\]

which solve the problem $\min_{S,c,\kappa} \text{trace}(S)$ subject to (18) for $\kappa = 0.4785$. The second set is $K_{SOS}$, which was obtained by solving the SOS optimization problem $\min_{V(x),r} V(x)$ subject to (21), where $\epsilon = 10^{-2}$ is chosen to avoid a trivial solution $V(x) \equiv 0$. Restricting the search for the polynomial $V(x)$ to those with maximum total degree $d = 12$ and choosing $\beta = 1$, the convex optimization problem yielded the forward invariant set $K_{SOS}$ as defined in (22). The average elapsed-times for the solution of these optimization problems were 0.1096 and 0.2128 seconds, respectively, which were executed on an Intel® Core™ i7-10610U CPU @ 1.80 GHz ×8 with 16 GB of memory running Matlab R2020a on Ubuntu 20.04. Both $K_Q$ and $K_{SOS}$ are represented in Figure 2 (left) along with the equilibria of each subsystem (black dots) and 10 trajectories starting on the boundary of $K_Q$ that undergo random switching. The value of $V(x)$ evaluated along each of these trajectories is also depicted in Figure 2 (right) as a function of time, where the horizontal line represents the level set defining $K_{SOS}$ with $r = 0.0110$. In detail, we can notice that the trajectories were all attracted to $K_{SOS} \supseteq K_\infty$ and never left it once in its interior, as expected.

The numerical experiments carried out in the previous example indicate that, although the SOS-based method given in Proposition 5 may yield more precise outer approximations for $K_\infty$ (possibly non-convex), the LMI-based approach from Proposition 4 can be computationally more attractive since it scales better with the system dimension. This concludes the stability study of arbitrarily switching signals and we now move on to present the dwell-time switching results.

### 4 Dwell-Time Switching Signals

In many practical situations, stability under arbitrary switching signals is a restrictive requirement, and system (2) is known to follow prescribed switching rules $\sigma \in \mathcal{S}$ that satisfy constraints bounding the frequency of the switching events. For that reason, in this section, given any threshold $\tau > 0$ representing a dwell-time, we restrict our analysis to the switching signals belonging to the dwell-time signal class $\mathcal{S}_{dw}(\tau)$ defined in (8).
4.1 Stability Analysis and Ultimate Boundedness

Stability of switched linear systems as in (5) under dwell-time assumption is a well-studied problem and it is known that, if all the matrices \( A_1, \ldots, A_M \in \mathbb{R}^{n \times n} \) are Hurwitz, there exists a (large enough) dwell-time for which the switched system (5) is UGAS \([10]\) Lemma 2, [11] Chapter 3. In this subsection, given \( \tau > 0 \), we analyze the stability/convergence properties of the switched affine system (2) on \( S_{\text{sw}}(\tau) \). First of all we observe in the next result that, if the linearized system is unstable under arbitrary switching signals, there is no hope to find non-trivial forward invariant sets on \( S_{\text{sw}}(\tau) \), for any dwell time \( \tau > 0 \).

**Lemma 4.** Consider \( \mathcal{F} = \{(A_i, b_i) \in \mathbb{M} | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n \} \), and suppose that the linearized system \((5)\) is unstable on \( \mathcal{S} \). Then, for any \( \tau > 0 \) there does not exist a compact forward invariant set with non-empty interior on \( S_{\text{sw}}(\tau) \). If moreover the set \( \mathcal{A} = \{A_1, \ldots, A_M\} \) is irreducible, there exists no compact non-singleton forward invariant set on \( S_{\text{sw}}(\tau) \).

**Sketch of Proof.** The proof follows by Proposition 3 and is briefly sketched here. Given any \( \tau > 0 \), suppose by contradiction that \( C \subset \mathbb{R}^n \) is a compact forward invariant set with non-empty interior for (2) on \( S_{\text{sw}}(\tau) \). Without loss of generality, by Lemma 3, we can suppose that \( C \) is convex. By Proposition 3 \( C \) is not forward invariant on \( \mathcal{S} \), i.e., there exists an \( x \in C \), a \( \sigma \in \mathcal{S} \) and a \( T > 0 \) such that \( \Psi_\sigma(T, x) \notin C \). Consider \( \bar{T} := \sup_{t \in [0,T]} \{\Psi_\sigma(t, x) \in \mathcal{C}\} \) and denote \( y = \Psi_\sigma(T, x) \). It can be seen that \( y \in \partial C \) and, by convexity of \( C \) and recalling the Nagumo Theorem for differential inclusions \([18\text{, Chapter 4, pag. 175}]\), there exists \( i \in \langle M \rangle \) such that \( A_i y + b_i \notin \mathcal{C}(y) \), where \( \mathcal{C}(y) \) denotes the tangent cone to \( C \) at \( y \). It is thus clear that considering the constant signal \( \hat{x} = \mathcal{S}_{\text{sw}}(\tau) \) defined by \( \hat{x}(s) \equiv i \) for all \( s \in \mathbb{R}_{\geq 0} \), we have that there exists \( t_0 > 0 \) such that \( \Psi_\sigma(t_0, y) \notin C \), contradicting the forward invariance of \( C \) for (2) on \( S_{\text{sw}}(\tau) \). The second part, assuming the irreducibility of \( \mathcal{A} \), follows from the reasoning already presented in the proof of Proposition 3. \( \square \)

Despite this limiting result, UGAS of the linearized system (5) on \( S_{\text{sw}}(\tau) \) does imply some remarkable asymptotic properties of the switched affine system (2) on \( S_{\text{sw}}(\tau) \), and thus we need to recall the following (weak) stability/boundedness notion.

**Definition 3.** Given any class of switching signals \( \tilde{S} \subset \mathcal{S} \), the switched affine system (2) is said to be uniformly globally ultimately bounded (UGUB) on \( \tilde{S} \) if there exists a compact set \( V \subset \mathbb{R}^n \) such that

\[
\forall x \in \mathbb{R}^n, \forall \sigma \in \tilde{S}, \exists T(\sigma, x) \geq 0 \text{ such that } \forall t \geq T(\sigma, x), \Psi_\sigma(t, x) \in V.
\]

In this case the compact set \( V \subset \mathbb{R}^n \) is said to be a uniform bounding region. \( \triangle \)

Note that the set \( V \) in Definition 3 in general, is not forward invariant and thus, not an attractor. In the following we prove that, if for some \( \tau > 0 \) the linearized system (5) is UGAS on \( S_{\text{sw}}(\tau) \) then the switched affine system (2) is UGUB.

**Theorem 2.** For any given \( \tau \in \mathbb{R}_{\geq 0} \) and \( \mathcal{F} = \{(A_i, b_i) \in \mathbb{M} | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n \} \), suppose that the linearized system \((5)\) is UGAS on \( S_{\text{sw}}(\tau) \). Then the switched affine system (2) is uniformly globally ultimately bounded on \( S_{\text{sw}}(\tau) \).

For any \( i \)-th affine subsystem \( \tilde{x} = A_i x + b_i, \ i \in \langle M \rangle \), we denote by \( \Psi_i(.; x) : \mathbb{R}_{\geq 0} \to \mathbb{R}^n \) the solution starting at \( x(0) = x \) and by \( x_{e_i} := -A_i^{-1}b_i \) the corresponding equilibrium. The proof of Theorem 2 requires the following preliminary result.

**Lemma 5.** Consider the switched affine system given in (2). For some \( \tau > 0 \), suppose that the linearized system (5) is UGAS on \( S_{\text{sw}}(\tau) \). Then, there exist translated norms \( \tilde{v}_i : \mathbb{R}^n \to \mathbb{R}^n \), a scalar \( \hat{\kappa} > 0 \) and a collection of compact sets \( \mathcal{X}_i \subset \mathbb{R}^n \), \( i \in \langle M \rangle \), such that

\[
\begin{align*}
    x_{e_i} & \in \text{Int}(\mathcal{X}_i), \ \forall i \in \langle M \rangle, \quad (24a) \\
    \tilde{v}_i(\Psi_i(t, x)) & \leq \tilde{v}_i(x), \ \forall x \in \mathbb{R}^n \setminus \text{Int}(\mathcal{X}_i), \ \forall t \in \mathbb{R}_{\geq 0}, \forall i \in \langle M \rangle, \quad (24b) \\
    \tilde{v}_i(\Psi_i(t, x)) & \leq e^{-\hat{\kappa} t} \tilde{v}_i(x), \ \forall x \in \mathbb{R}^n \setminus \text{Int}(\mathcal{X}_j), \ \forall i, j \in \langle M \rangle^2. \quad (24c)
\end{align*}
\]

**Proof.** Since the linearized system (5) is UGAS on \( S_{\text{sw}}(\tau) \), we consider the scalar \( \kappa > 0 \) and norms \( v_1, \ldots, v_M : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) verifying the conditions (20) and (21) defined in Lemma 2. Define \( \tilde{v}_i(x) := v_i(x - c_i) \) with arbitrary \( c_i \in \mathbb{R}^n \).
Notice that, for any $0 < \tilde{\kappa} < \kappa$. First, to demonstrate that \eqref{eq:24b} implies \eqref{eq:24b}, consider any $i \in \langle M \rangle$, any $x \in \mathbb{R}^n$, and any $t \in \mathbb{R}_{\geq 0}$. Thus, computing

\[
\tilde{v}_i(\Psi_i(t, x)) = v_i \left( e^{A_{i,t} x} + \int_0^t e^{A_i(t-s)} b_i \, ds - c_i + \Psi_i(t, c_i) - \Psi_i(t, c_i) \right) = v_i \left( e^{A_{i,t} x} + \int_0^t e^{A_i(t-s)} b_i \, ds - e^{A_{i,t} c_i} - \int_0^t e^{A_i(t-s)} b_i \, ds + \Psi_i(t, c_i) - c_i \right) \leq v_i \left( e^{A_{i,t} (x - c_i)} + v_i (\Psi_i(t, c_i) - c_i) \right) \leq e^{-\kappa t} v_i(x - c_i) + v_i (\Psi_i(t, c_i) - c_i) = e^{-\kappa t} \tilde{v}_i(x) + v_i (\Psi_i(t, c_i) - c_i). \tag{25}
\]

Also, notice that

\[
\Psi_i(t, c_i) - c_i = e^{A_{i,t} c_i} + \int_0^t e^{A_i(t-s)} b_i \, ds - c_i = (e^{A_{i,t}} - I) c_i + \int_0^t e^{A_i(t-s)} b_i \, ds = \int_0^t e^{A_i(t-s)} A_i c_i \, ds + \int_0^t e^{A_i(t-s)} b_i \, ds = \int_0^t e^{A_i(t-s)} (A_i c_i + b_i) \, ds, \tag{26}
\]

which, combined with \eqref{eq:25} yields

\[
\tilde{v}_i(\Psi_i(t, x)) \leq e^{-\kappa t} \tilde{v}_i(x) + v_i \left( \int_0^t e^{A_i(t-s)} (A_i c_i + b_i) \, ds \right) \leq e^{-\kappa t} \tilde{v}_i(x) + \int_0^t v_i \left( e^{A_i(t-s)} (A_i c_i + b_i) \right) \, ds \leq e^{-\kappa t} \tilde{v}_i(x) + \int_0^t e^{-\kappa (t-s)} v_i (A_i c_i + b_i) \, ds \leq e^{-\kappa t} \tilde{v}_i(x) + \frac{1 - e^{-\kappa t}}{\kappa} \tilde{v}_i(A_i c_i + b_i), \tag{27}
\]

which ensures \eqref{eq:24b} for all $x \in \mathbb{R}^n$ such that $\tilde{v}_i(x) \geq \kappa^{-1} v_i(A_i c_i + b_i)$. Moreover we note that \eqref{eq:27} holds globally if one chooses $c_i = x_{ci}$ but, for the sake of generality (and for numerical reasons illustrated in what follows), this demonstration is carried out for arbitrary centers $c_i$, $i \in \langle M \rangle$.

To prove \eqref{eq:24c}, consider any $x \in \mathbb{R}^n$ and any $(i, j) \in \langle M \rangle^2$. Reasoning similarly to \eqref{eq:25}, we have

\[
\tilde{v}_i(\Psi_i(t, x)) \leq v_i \left( e^{A_{i,t} (x - c_j)} + v_i (\Psi_i(t, c_j) - c_i) \right) \leq e^{-\kappa t} v_j(x - c_j) + \frac{1 - e^{-\kappa t}}{\kappa} v_i (A_i c_j + b_i) \leq e^{-\kappa t} (v_j(x - c_j) + v_j(c_j - c_i)) + \frac{1 - e^{-\kappa t}}{\kappa} v_i (A_i c_i + b_i) = e^{-\kappa t} \tilde{v}_j(x) + \tilde{v}_j(c_j) + \frac{1 - e^{-\kappa t}}{\kappa} v_i (A_i c_i + b_i). \tag{28}
\]

Notice that, for any $0 < \tilde{\kappa} < \kappa$, we have that

\[
\tilde{v}_i(\Psi_i(t, x)) \leq e^{-\tilde{\kappa} t} \tilde{v}_j(x),
\]

if $x \in \mathbb{R}^n$ is such that

\[
\tilde{v}_j(x) \geq \frac{e^{-\kappa t} \tilde{v}_j(c_i) + \kappa^{-1} \left( 1 - e^{-\kappa t} \right) v_i (A_i c_i + b_i)}{e^{-\kappa t} - e^{-\tilde{\kappa} t}} =: R_{ij}. \tag{29}
\]

Hence, conditions in \eqref{eq:24c} are verified considering

\[
X_i := \{ x \in \mathbb{R}^n \mid \tilde{v}_i(x) \leq R_{X} \}, \tag{30}
\]
Figure 3: For the case of 2-mode switched affine system, a qualitative representation of the sets $\mathcal{X} = \mathcal{X}_1 \cup \mathcal{X}_2$ (solid lines) and $\mathcal{V} = \mathcal{V}_1 \cup \mathcal{V}_2$ (filled area).

with $R_X := \max_{(i,j) \in \langle M \rangle^2} R_{ij}$. Notice that (24b) also holds for the same $\mathcal{X}_i$ because

$$R_{ij} = \frac{e^{\kappa_T} \tilde{v}_j(c_i) + \kappa - 1 \cdot (1 - e^{-\kappa_T}) v_i(A_i c_i + b_i)}{e^{-\kappa_T} - e^{-\kappa_T}}$$

$$\geq \frac{\kappa - 1 \cdot (1 - e^{-\kappa_T}) v_i(A_i c_i + b_i)}{e^{-\kappa_T} - e^{-\kappa_T}}$$

$$> \frac{\kappa - 1 \cdot (1 - e^{-\kappa_T}) v_i(A_i c_i + b_i)}{1 - e^{-\kappa_T}}$$

$$= \kappa - 1 \cdot v_i(A_i c_i + b_i).$$

Finally, considering $x = x_{ei}$ in (27) and any $t > 0$, we note that $v_i(x_{ei}) < R_{ij}$ for every $(i, j) \in \langle M \rangle^2$, and thus condition (24a) holds, concluding the proof.

We can now prove Theorem 2.

Proof of Theorem 2. Consider translated norms $\tilde{v}_1, \ldots, \tilde{v}_M : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}$, a scalar $\kappa > 0$ and sets $\mathcal{X}_i$ defined in (30) satisfying the conditions of Lemma 5. Define the compact set $\mathcal{X} := \bigcup_{i \in \langle M \rangle} \mathcal{X}_i$ and take

$$\mathcal{V} := \bigcup_{i \in \langle M \rangle} \mathcal{V}_i,$$

where, for every $j \in \langle M \rangle$ and $t \in \mathbb{R}_{\geq 0}$, the set-valued map $\Psi_j(t, \cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is defined by $\Psi_j(t, x) := \bigcup_{s \in S} \{\Psi_j(t, x)\}$ for any set $S \subseteq \mathbb{R}^n$. An illustration of the sets $\mathcal{V}$ and $\mathcal{X}$ is shown in Figure 3. Then, we establish uniform global ultimate boundedness proving the following two claims:

Claim 1. For any $x \not\in \mathcal{X}$ and any $\sigma \in S_{\text{aw}}(\tau)$ there exists a finite switching instant $t_k^\sigma > 0$ such that $\Psi_\sigma(t_k^\sigma, x) \in \mathcal{X}$.

Claim 2. For any $x \in \mathcal{X}$ and any $\sigma \in S_{\text{aw}}(\tau)$, $\Psi_\sigma(t, x) \in \mathcal{V}$, for all $t \in \mathbb{R}_{\geq 0}$.

Claims 1 and 2 ensure the UGUB property in Definition 3 with the compact set $\mathcal{V}$ defined in (32). Indeed, we note that we can suppose, without loss of generality, that $\sigma$ has infinitely many discontinuities: if $\sigma$ is eventually constant then, considering any $x \in \mathbb{R}^n$, it holds that $\Psi_\sigma(t, x) \rightarrow x_{ei}$ as $t \rightarrow \infty$ for some $i \in \langle M \rangle$, and $x_{ei} \in \text{Int}(\mathcal{X}_i) \subseteq \mathcal{X} \subseteq \mathcal{V}$ by Lemma 6, and thus there exists a $T(\sigma, x) \geq 0$ as in Definition 3.

To prove Claim 1, consider any $x \not\in \mathcal{X}$ and any $\sigma \in S_{\text{aw}}(\tau)$. Define the instant $\mathcal{t}^\sigma := \min\{t_k^\sigma \mid \Psi_\sigma(t_k^\sigma, x) \in \mathcal{X}\}$, i.e., the first switching instant for which $\Psi_\sigma(t, x)$ is inside $\mathcal{X}$, and let us show that $\mathcal{t}^\sigma$ is always finite. Consider any switching instant $t_k^\sigma < \mathcal{t}^\sigma$, and suppose, without loss of generality that $\sigma(t_k^\sigma) = i$. Let us denote, by simplicity $x(k) := \Psi_\sigma(t_k^\sigma, x)$ and $T_k := t_k^\sigma + 1 - t_k^\sigma \geq \tau$. From the definition of $\mathcal{t}^\sigma$ we have $x(k) \not\in \mathcal{X} \supseteq \mathcal{X}_j$ for any $j \in \langle M \rangle$. Therefore, using (24b) and (24c) we obtain

$$\tilde{v}_j(x(k + 1)) = \tilde{v}_j(\Psi_i(T_k, x(k)))$$

$$\leq \tilde{v}_j(\Psi_i(\tau, x(k)))$$

$$\leq e^{-\kappa_T} \tilde{v}_j(x(k)),$$

for any $j \in \langle M \rangle$. Iterating this property backward yields

$$\tilde{v}_j(x(k + 1)) \leq e^{-\kappa_T} \tilde{v}_j(x(k)),$$
for any $j \in \{M\}$. Since this holds for an arbitrary $t^*_k < \hat{t}^*$ and $e^{-\bar{\gamma}k\tau} \to 0$ as $k \to \infty$, we can conclude that $\hat{t}_\sigma$ is finite as, otherwise, a contradiction would take place.

To prove Claim 2, consider $x \in \mathcal{X}$, which implies that there exists $j \in \{M\}$ such that $\bar{v}_j(x) \leq R_X$, from the definition in (30). Notice that, given the definition of $\mathcal{V}$, we have $\mathcal{X}_j \subseteq \mathcal{V}_j$ for all $i \in \{M\}$. Suppose $\sigma \in \mathcal{S}_{dw}(\tau)$ is such that $\sigma(0) = i \in \{M\}$ and take any $t \in [0, \tau]$, which ensures $\sigma(t) = i$ given the dwell-time constraint. From the definition of $\mathcal{V}_i$, it is straightforward to verify that $\Psi_i(t, \mathcal{X}_j) \subseteq \mathcal{V}_j$ for all $t \in [0, \tau]$. Then, we can analyse the worst case with respect to $x \in \mathcal{X}_j$ as

$$\bar{v}_i(\Psi_i(\tau, x)) \leq \max_{x \in \mathcal{X}_j} \bar{v}_i(\Psi_i(\tau, x))$$

$$= \max_{x \in \partial \mathcal{X}_j} \bar{v}_i(\Psi_i(\tau, x))$$

$$\leq \max_{x \in \partial \mathcal{X}_j} e^{-\bar{\gamma}\tau} \bar{v}_j(x)$$

$$\leq R_X,$$

(34)

where the equality holds because the maximum of the convex function $\bar{v}_i(\Psi_i(\tau, \cdot)) : \mathbb{R}^n \to \mathbb{R}$ inside the convex set $\mathcal{X}_j$ occurs on its boundary $\partial \mathcal{X}_j$ (see [26, Corollary 32.3.2]) and the subsequent inequality follows from (24c). This implies that $\Psi_i(\tau, \mathcal{X}_j) \subseteq \mathcal{X}_j$ for all $(i, j) \in \{M\}^2$ and thus, by (21b), $\Psi_i(t, x) \in \mathcal{X}_i$ for all $t \in [\tau, t^*_k]$. We can iterate this argument for every $k \in \mathbb{N}$ such that $\Psi_x(t^*_k, x) \in \mathcal{X}$, and the proof is concluded. \hfill \box

As proven in Lemma 4, in general, for any $\tau > 0$, non-trivial forward invariant sets for (2) on the class $\mathcal{S}_{dw}(\tau)$ do not exist, even if the linearized system (3) is UGAS on $\mathcal{S}_{dw}(\tau)$. For that reason, in Theorem 2 we focused on the weaker uniform global ultimate boundedness property, constructing a bounding region $\mathcal{V}$, starting from a family of “safety” sets $\mathcal{X}_1, \ldots, \mathcal{X}_M$. On the other hand, we can focus on a more relaxed notion of forward invariance, which is only concerned by the solutions evaluated along the discrete sequence of switching points, as formally defined below.

**Definition 4.** Given $\tilde{\mathcal{S}} \subseteq \mathcal{S}$, we say that a compact set $C \subseteq \mathbb{R}^n$ is forward invariant for (2) on $\tilde{\mathcal{S}}$ with respect to the switching points if, for all $x \in C$, all $\sigma \in \tilde{\mathcal{S}}$, we have that

$$\Psi_\sigma(t^*_k, x) \in C, \ \forall x \in C, \ \forall \sigma \in \tilde{\mathcal{S}}, \ \forall t^*_k \geq 0,$$

where, we recall, $\{t^*_k\}$ denotes the (finite or countable) set of discontinuities of the signal $\sigma \in \tilde{\mathcal{S}}$.

**Proposition 6 (X is forward invariant w.r.t. switching instants).** Under the hypothesis of Theorem 2 the set $\mathcal{X} = \bigcup_{i \in \{M\}} \mathcal{X}_i$ (where the sublevel sets $\mathcal{X}_i$ are defined in (30)) is forward invariant for (2) on $\mathcal{S}_{dw}(\tau)$ w.r.t. the switching points.

**Proof.** First of all, we note that, by (21b), for any $i \in \{M\}$, the set $\mathcal{X}_i$ is forward invariant for the subsystem $\dot{x} = A_ix + b_i$. Let us now consider any $x \in \mathcal{X}$ and any $\sigma \in \mathcal{S}_{dw}(\tau)$. By definition of $\mathcal{X}$ there exists a $j \in \{M\}$ such that $x \in \mathcal{X}_j = \{x \in \mathbb{R}^n | \bar{v}_j(x) \leq R_X\}$. Suppose $\sigma(0) = i_0 \in \{M\}$ and consider $t^*_k \geq \tau$ as the first switching instant of $\sigma$. By forward invariance of $\mathcal{X}_{i_0}$ with respect to the $i_0$-subdynamics, if $\Psi_\sigma(\tau, x) \in \mathcal{X}_{i_0}$ then $\Psi_\sigma(t^*_k, x) \in \mathcal{X}_{i_0}$. By (34) we have

$$\bar{v}_{i_0}(\Psi_\sigma(\tau, x)) = \bar{v}_{i_0}(\Psi_\sigma(\tau, x)) \leq \bar{v}_j(x) \leq R_X,$$

proving that $\Psi_\sigma(t^*_k, x) \in \mathcal{X}_{i_0} \subseteq \mathcal{X}$. Summarizing, we have proven that, for any $x \in \mathcal{X}$ and any $\sigma \in \mathcal{S}_{dw}(\tau)$ we have $\Psi_\sigma(t^*_k, x) \in \mathcal{X}$; iterating the argument we conclude that $\mathcal{X}$ is forward invariant with respect to the switching instants. \hfill \box

We also note that if the set $\{t^*_k\}$ is finite (corresponding to an eventually constant switching signal $\sigma$), we have that $\lim_{t \to +\infty} \Psi_\sigma(t, x) = x_{i_0} \in \text{Int}(\mathcal{X}_i) \subseteq \text{Int}(\mathcal{X})$, for some $i \in \{M\}$. This proves that, for any eventually constant signal $\sigma \in \mathcal{S}_{dw}(\tau)$, there exists a finite $T(\sigma, x) \geq 0$ such that $\Psi_\sigma(t, x) \in \mathcal{X}$ for all $t \in [T(\sigma, x), +\infty)$. On the other hand, the solutions of (2) can possibly escape $\mathcal{X}$ between switching times, and for that reason we introduced the “security” set $\mathcal{V}$, which characterizes the UGUB property. For a graphical illustration, see Figure 4.

Concluding this subsection, we discuss the relations between the dwell-time parameter $\tau > 0$, the corresponding decay rate and the sets $\mathcal{X}_i$ and $\mathcal{V}$.

**Remark 3 (Dependence of $\mathcal{X}_i$ and $\mathcal{V}$ with respect to $\tau$).** Consider the system $\mathcal{F} = \{(A_i, b_i)_{i \in \{M\}} | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n\}$, and denote $\mathcal{A} = \{A_1, \ldots, A_M\}$ the set of the matrices describing the linear part of the subdynamics. We denote the minimum dwell-time by $\tau_{\min}(\mathcal{A})$, formally defined as

$$\tau_{\min}(\mathcal{A}) := \inf \left\{ \tau \geq 0 \mid \text{[5] is GUAS on } \mathcal{S}_{dw}(\tau) \right\}.$$
By Lemma 2 an equivalent definition is
\[
\tau_{\text{min}}(A) = \inf_{\tau \geq 0} \tau, \quad \text{s.t.}
\]
\[
\exists \kappa > 0 \text{ and norms } v_1, \ldots, v_M : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \text{ such that (9) and (10) hold.}
\]

We recall, once again, that if \( A_1, \ldots, A_M \) are Hurwitz, then \( \tau_{\text{min}}(A) \) is finite, see [10]. Now, given \( \tau > \tau_{\text{min}}(A) \) we define the decay rate with respect to \( \tau > 0 \), i.e.,
\[
\kappa_A(\tau) := \sup \{ \kappa \geq 0 \mid \exists \text{ norms } v_1, \ldots, v_M : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \text{ such that (9) and (10) hold} \}.
\]

The computation/approximation of the minimum dwell-time is a well-studied problem in the literature, see for example [5, 31, 32, 33, 34, 35] and references therein. As showed in [4] the function \( \kappa_A : (\tau_{\text{min}}(A), \infty) \to \mathbb{R}_{\geq 0} \) is continuous and non-decreasing, and it can be seen that \( \lim_{\tau \to \tau_{\text{min}}(A)} \kappa(\tau) = 0 \), and thus we extent \( \kappa_A \) by continuity defining \( \kappa_A(\tau_{\text{min}}(A)) = 0 \). Moreover, the function \( \kappa_A \) is bounded from above, by the number \( \bar{\kappa} := \min_{i \in \{M\}} \kappa(A_i) \), where, given a matrix \( A \in \mathbb{R}^{n \times n}, \kappa(A) := \max_{i \in \{1, \ldots, n\}} \{ \Re(\lambda_i(A)) \} \). As discussed in [4], if the set \( A \) is irreducible, then the sup in (35) can be replaced by a max, i.e., for any \( \tau \geq \tau_{\text{min}}(A) \) we can find norms satisfying (9) and (10) for \( \kappa_A(\tau) \). In what follows we will assume that \( A \) is irreducible, without loss of generality. Moreover, we assume that \( \tau_{\text{min}}(A) > 0 \) since the case \( \tau_{\text{min}}(A) = 0 \) correspond to the case of stability of the linearized system, already studied in Section 3.

We want now to use these notions to analyze how the sets \( \chi_i \) and \( V \) are affected while varying the dwell-time parameter \( \tau \). We organize our analysis in two cases, described in what follows:

- The case of slow switching signals, i.e., when the dwell-time \( \tau \) becomes arbitrarily large.
- The case of fast switching signals, i.e., the case \( \tau \searrow \tau_{\text{min}}(A) \) in which the dwell-time threshold approaches the minimum dwell-time \( \tau_{\text{min}}(A) \).

**Slow Switching:** Consider any \( \tau > \tau_{\text{min}}(A) \) and consider any \( \kappa > 0 \) and \( v_1, \ldots, v_M : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) satisfying the condition in Lemma 2. It can be verified that the same \( \kappa \) and norms \( v_1, \ldots, v_M \) satisfy the conditions in Lemma 2 for any \( \tau \geq \tau_{\text{min}}(A) \). For each \( v_1, \ldots, v_M : \mathbb{R}^n \to \mathbb{R} \) we can apply the construction in the proof of Lemma 5 and we choose \( c_i = x_{ei} \) for any \( i \in \{M\} \). Given any \( 0 < \bar{\kappa} < \kappa \), from (29) it can be seen that, for all \( (i, j) \in \{M\}^2 \)
\[
\lim_{\tau \to +\infty} R_{ij}(\tau) = \lim_{\tau \to +\infty} e^{-\bar{\kappa} \tau} \tilde{v}_{ij}(x_{ei}) = \lim_{\tau \to +\infty} \frac{\tilde{v}_{ij}(x_{ei})}{e^{(\kappa - \bar{\kappa})\tau} - 1} = 0.
\]

This implies that \( R_{V}(\tau) = \max_{(i,j) \in \{M\}^2} R_{ij}(\tau) \to 0 \) as \( \tau \to +\infty \), and thus, considering the compact sets \( \chi_i(\tau) \) defined in (30) (making explicit the dependence with respect to \( \tau \)) we have
\[
\chi_i(\tau) \to \{x_{ei}\}, \quad \text{as } \tau \to +\infty, \quad \forall i \in \{M\},
\]
where the convergence is in the Hausdorff sense. Similarly, the set \( V(\tau) \) defined in (32) converges to the union of a finite number of trajectories, i.e., to the set
\[
\bigcup_{(i,j) \in \{M\}^2} \bigcup_{t \in \mathbb{R}_{\geq 0}} \{ \Psi_j(t, x_{ei}) \}.
\]

**Fast Switching:** We study the case \( \tau \searrow \tau_{\text{min}}(A) \), showing that the sets \( \chi_i \) and \( V \) explode, i.e., are eventually unbounded. This is somewhat expected since we are approaching the instability limit \( \tau_{\text{min}}(A) \) of the linearized system [5]. To this aim, consider any decreasing sequence \( \tau_k \searrow \tau_{\text{min}}(A) \) and, for any \( k \in \mathbb{N} \), consider \( \kappa_k := \kappa_A(\tau_k) \) and \( v_k^1, \ldots, v_k^M : \mathbb{R}^n \to \mathbb{R} \) any norms satisfying (9) and (10) for \( \tau_k \) and \( \kappa_k \). As discussed, it holds that \( \kappa_k \searrow 0 \) as \( k \to \infty \). In following the construction of proof of Lemma 5 we set \( \tilde{\kappa}_k := \kappa_k/2 \) and this is without loss of generality, since \( \kappa_k \to 0 \). Similarly, we set \( c_k^i = x_{ei} \), for any \( k \in \mathbb{N} \); the general case follows the same argument. Computing, recalling (29), for any \( (i, j) \in \{M\}^2 \) we have
\[
\lim_{\tau \searrow \tau_{\text{min}}(A)} R_{ij}(\tau) = \lim_{k \to +\infty} e^{-\bar{\kappa}_k \tau} \tilde{v}_{ij}(x_{ei}) = \lim_{k \to +\infty} \frac{\tilde{v}_{ij}(x_{ei})}{e^{\bar{\kappa}_k \tau} - 1} = 0.
\]

Since, by hypothesis \( \kappa_k \searrow 0 \) and \( \tau_k \searrow \tau_{\text{min}}(A) > 0 \) as \( k \to \infty \), we have that \( \lim_{\tau \searrow \tau_{\text{min}}(A)} R_{ij}(\tau) = +\infty \). This means that, while approaching the stability margin given by \( \tau_{\text{min}}(A) \), our outer approximations of the safety sets \( \chi_i, i \in \{M\} \) are growing unboundedly, providing no information on the asymptotic behavior of system (2). Of course, the same exploding behavior is inherited by the bounding region \( V \). The numerical examples in the next section illustrate this phenomenon.
4.2 Numerical Construction of Bounding Regions

To devise a numerical procedure allowing the study of the switched affine system (2) under dwell-time switching we present an LMI-based method relying on sufficient conditions for obtaining functions \( \tilde{v}_i(x) \), \( i \in \langle M \rangle \) satisfying the conditions (24b)-(24c) in Lemma (5). For this, we consider norms induced by quadratic forms as

\[
v_i(x) = \sqrt{x^\top P_i x}
\]

where \( P_i \), \( i \in \langle M \rangle \), are positive definite matrices. From these norms, we define the functions \( \tilde{v}_i(x) = v_i(x - c_i) \) for given centers \( c_i \in \mathbb{R}^n \), \( i \in \langle M \rangle \). The following corollary is the core of the numerical procedure to construct the bounding region \( \mathcal{V} \).

**Corollary 1.** For given \( \tau \in \mathbb{R} \geq 0 \) and \( F = \{(A_i, b_i), \xi \in \langle M \rangle | A_i \in \mathbb{R}^{n \times n}, b_i \in \mathbb{R}^n\} \), the switched affine system (2) is uniformly globally ultimately bounded on \( \mathcal{S}_{dw}(\tau) \) if there exist positive definite matrices \( P_i \), \( W_{ij} \in \mathbb{R}^{n \times n} \) and vectors \( c_i \), \( d_{ij} \in \mathbb{R}^n \) satisfying the inequalities

\[
A_i^\top P_i + P_i A_i < -E_{ii} \quad \forall i \in \langle M \rangle
\]

\[
e^{A_i^\top \tau} P_i e^{A_i^\top \tau} - P_i < -E_{ij} \quad \forall (i,j) \in \langle M \rangle^2, i \neq j
\]

with

\[
P_i = \begin{bmatrix} P_i & -P_i c_i \\ -c_i^\top P_i & c_i^\top P_i c_i \end{bmatrix}, \quad A_i = \begin{bmatrix} A_i & b_i \\ 0 & 0 \end{bmatrix}, \quad E_{ij} = \begin{bmatrix} W_{ij} & -W_{ij} d_{ij} \\ -d_{ij}^\top W_{ij} d_{ij} + 1 & -d_{ij}^\top W_{ij} d_{ij} \end{bmatrix}.
\]

**Proof.** Let us show that (37a)-(37b) imply (24b)-(24c), respectively. First, notice that, using the augmented state vector \( \xi = [x^\top 1] \top \) one can rewrite the system (2) as \( \dot{\xi} = A_\tau \xi \) and the functions \( \tilde{v}_i(x) = \sqrt{\xi^\top \tilde{P}_i \xi} \). Consequently, the solution to this system is simply given by \( \Psi_i(t,x) = e^{A_\tau t} \xi \). Also, notice that the set \( E_{ij} := \{ x \in \mathbb{R}^n | \xi^\top E_{ij} \xi \leq 0 \} \) defines a generic ellipsoid in \( \mathbb{R}^n \), see [36, Section 3.7]. For an arbitrary \( x \in \mathbb{R}^n \), multiplying (37a) to the left by \( \xi^\top \) and to the right by \( \xi \) implies that

\[
\frac{d}{dt} \tilde{v}_i(\Psi_i(t,x))^2 < -\xi^\top E_{ii} \xi, \quad \forall t \in \mathbb{R} \geq 0,
\]

which readily implies that (24a) holds for some level set \( \mathcal{X}_i \) of \( \tilde{v}_i(x) \) containing the ellipsoid \( E_{ij} \). Analogously, multiplying (37b) to the left by \( \xi^\top \) and to the right by \( \xi \) implies that

\[
\tilde{v}_i(\Psi_i(t,x))^2 - \tilde{v}_j(x)^2 < -\xi^\top E_{ij} \xi,
\]

which, in turn, implies that (24b) also holds for some level set \( \mathcal{X}_i \) of \( \tilde{v}_i(x) \) containing \( E_{ij} \) with some positive scalar \( \tilde{\kappa} \), as strict inequalities are considered. Therefore \( \mathcal{X}_i \) can be defined as a level set of \( \tilde{v}_i(\cdot) \) containing \( E_{ij} \). The proof that \( x_{ci} \in \text{Int}(\mathcal{X}_i) \) is done by multiplying (37a) to the left by \( \xi^\top \) and to the right by \( \xi_{ci} \) and noticing that \( A_i \xi_{ci} = 0 \), which leads to \( \xi_{ci}^\top E_{ii} \xi_{ci} < 0 \), concluding the proof. \( \Box \)

**Remark 4** (Equivalence with the conditions of [5]). We highlight that the conditions (37a)-(37b) are equivalent, in terms of conservatism, to the classical dwell-time stability conditions presented in [5, Theorem 1] for the linear switched systems, several stability conditions equivalent to (39a)-(39b) have been proposed, see for example [31,34,37,38] and references therein. Our proposed LMI-conditions (37a)-(37b), while tackling a more challenging problem, have the same region of feasibility of (39a)-(39b) with respect to the dwell-time parameter \( \tau > 0 \) and the matrices \( A_i \), \( i \in \langle M \rangle \). On the other hand, conditions (39a)-(39b) are known to be conservative as they restrict the choice of norms in Lemma 2 to quadratic norms. To asymptotically reach tight conditions for stability analysis of dwell-time linear switched systems one could consider SOS or polyhedral Lyapunov functions (see [32] and [33], respectively) increasing the computational complexity. Of course these approaches can be adapted in our switched affine systems framework, but for simplicity we do not proceed in this direction. \( \triangle \)
In contrast with $39a-39b$, the direct verification of $37a-37b$ is difficult to be performed numerically due to the product of many decision variables. However, selecting the center of the functions $\tilde{v}_i : \mathbb{R}^n \rightarrow \mathbb{R}$ at the equilibrium of the $i$-th subsystem (i.e., choosing $c_i = x_{e_i}$) allows us to restate it as an LMI problem given as:

$$\min_{P_i, M_{ij}, d_{ij}} \sum_{(i,j) \in \langle M \rangle^2} \text{Tr } M_{ij}, \text{ s.t.}$$

$$\begin{bmatrix} -Q_{ij}(P_i, P_j) + D & T(d_{ij}) \\ T(d_{ij})^\top & M_{ij} \end{bmatrix} \succ 0, \quad \forall (i,j) \in \langle M \rangle^2$$

(40a)

where $T(d_{ij})^\top = [I \ d_{ij}]$, $D = \text{diag}(0, \cdots, 0, 1)$ and

$$Q_{ij}(P_i, P_j) = \begin{cases} A_i^\top P_i + P_i A_i, & \text{if } i = j \\
e^{A_i \tau} P_i e^{A_i \tau} - P_j, & \text{if } i \neq j \end{cases}.$$  

(40b)

By applying the Schur Complement Lemma (see [25, Section A.5.5]) with respect to $M_{ij}$ in the LMI (40b), one can easily verify that these conditions are equivalent to $37a-37b$ by taking $W_{ij} = M_{ij}^{-1}$. The objective function (40a) seeks to indirectly reduce the size of $V$ by minimizing the sum of the squared lengths of the semi-axes of the ellipsoids $X_i$, $i \in \langle M \rangle$, which provides a tight estimation of the minimum bounding region. Indeed, exactly minimizing the volume of $V$ is overwhelmingly difficult since it is a non-convex set constituted by the union of many ellipsoids, recall the definition in (32).

Once a solution $P_i$, $M_{ij}$, $d_{ij}$, $(i,j) \in \langle M \rangle^2$ has been found, the regions $X_i$, $i \in \langle M \rangle$ can be obtained by solving

$$\min_{\beta_i \geq 0, \gamma \geq 0} \gamma, \text{ s.t.}$$

$$\beta_i \xi_{ij} - P_j + \gamma D \succeq 0, \quad \forall (i,j) \in \langle M \rangle^2,$$

(41a)

(41b)

with $\xi_{ij}$ defined in (38) and $W_{ij} = M_{ij}^{-1}$. According to the discussions presented in [38] Section 3.7.1, taking $R_X = \sqrt{\gamma}$ implies that $X_i \supseteq E_{ij} = \{ x \in \mathbb{R}^n \mid \xi^\top E_{ij} \xi \leq 0 \}$, $\forall (i,j) \in \langle M \rangle^2$. Finally, once the region $X_i$ is characterized, for an arbitrary point $x \in \mathbb{R}^n$ the test whether $x \in V$ can be performed without major difficulties, as described in the next proposition.

**Proposition 7.** A point $x \in \mathbb{R}^n$ is contained in the bounding region $V$ defined in (32) with norms $v_1, \ldots, v_M$ given in (36), if and only if there exist $t \in [0, \tau]$ and a pair $(i,j) \in \langle M \rangle^2$ such that

$$\left( x - e^{A_j t}(c_i - x_{e_j}) - x_{e_j} \right)^\top e^{-A_j t} P_j e^{-A_j t} \left( x - e^{A_j t}(c_i - x_{e_j}) - x_{e_j} \right) \leq R_X^2.$$  

(42)

**Proof.** By definition, $x \in V$ if for some pair $(i,j) \in \langle M \rangle$ there exists $x_0 \in X_i$ and $t \in [0, \tau]$ such that $x = \Psi_j(t, x_0)$. Notice that, for all $x_0 \in X_i$ we have

$$R_X^2 \geq (x_0 - c_i)^\top P_j (x_0 - c_i)$$

$$= (x_0 - c_i)^\top e^{-A_j t} P_j e^{-A_j t} (x_0 - c_i - c_i)$$

and also that

$$e^{A_j t}(x_0 - c_i) = e^{A_j t}(x_0 - x_{e_j} - c_i + x_{e_j})$$

$$= \Psi_j(t, x_0) - x_{e_j} - e^{A_j t}(c_i - x_{e_j})$$

because one can rewrite $\Psi_j(t, x_0) = e^{A_j t}(x_0 - x_{e_j}) + x_{e_j}$. Replacing this last equality in (43) yields (42) for $x = \Psi_j(t, x_0)$, concluding the proof.

It is noteworthy to mention that (42) can be easily verified through a line search for $t \in [0, \tau]$ during which the inequality is evaluated for each pair $(i,j) \in \langle M \rangle^2$. The next example illustrates the overall procedure presented in this section.

**Example 3.** Let us adapt Example 1 in [5] by introducing affine terms and consider a switched affine system defined by

$$A_1 = \begin{bmatrix} 0 & 1 \\ -10 & -1 \end{bmatrix}, \ A_2 = \begin{bmatrix} 0 & 1 \\ -0.1 & -0.5 \end{bmatrix}, \ b_1 = \begin{bmatrix} -1 \\ -1 \end{bmatrix}, \ b_2 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$  

(45)

Solving the optimization problem (40a)-(40b) for a minimum dwell-time of $\tau = 2.76$ yields the matrices

$$P_1 = \begin{bmatrix} 6.4537 & 0.1019 \\ 0.1019 & 0.8028 \end{bmatrix} \times 10^{-3}, \ P_2 = \begin{bmatrix} 0.4290 & 0.0320 \\ 0.0320 & 3.0485 \end{bmatrix} \times 10^{-3}.$$
Before presenting the algorithm adapted to our context, let us use (40a) and (40b) to define the feasible solution and iteratively compute a direction in the decision space that slightly improves the objective. Following algorithm is to linearize the non-linear constraint using a first-order approximation around a given point $\sigma \in S_{\text{dw}}(\tau)$. The fact that suitable points to be solved by this path-following method given that the choice of $c_i$ taking into account $\sigma$ for any initial condition $x$ represented in Figure 4 for $\tau = 2.76$, $\tau = 5$, and $\tau = 10$. The bounding region $V = V_1 \cup V_2$ ensures by Theorem 2 that, for any initial condition $x \in \mathbb{R}^n$, we have the solution $\Psi_{\sigma}(t, x) \in V$ for all $t$ after a finite amount of time and all $\sigma \in S_{\text{dw}}(\tau)$. This figure also illustrates that the area of these regions decreases as $\tau$ increases, as discussed in Remark 3.

The above example showed how the methodology developed in this paper allows the estimation of bounding regions for switched affine systems under dwell-time switching. In the following section, we present a path-following algorithm based on [39] that is shown to provide more accurate bounding regions.

4.2.1 Path-following method to enhance the ellipsoid positioning

Inspired by the methodology presented in [39], we derive a local optimization procedure for selecting the centers $c_i$ of the functions $\tilde{v}_i(x) = \sqrt{(x - c_i)^T P_i (x - c_i)}$, $i \in (M)$. Particularly, the present problem is well adapted to be solved by this path-following method given that the choice of $c_i \in \mathbb{R}^n$, $i \in (M)$ does not interfere in the feasibility of the optimization problem in (40a)–(40b).

Also, though this method only guarantees convergence to local optima, the fact that suitable points $c_i \in \mathbb{R}^n$, $i \in (M)$, should lie close to $x_{ei}$ (tending to it when $\tau \to \infty$) allows us to efficiently warm-start this method. As described in [39], the idea behind the path-following algorithm is to linearize the non-linear constraints using a first-order approximation around a given feasible solution and iteratively compute a direction in the decision space that slightly improves the objective function. Before presenting the algorithm adapted to our context, let us use (40a) and (40b) to define the following objective function

$$f(M_{ij}) = \sum_{(i,j) \in (M)^2} \text{Tr} \ M_{ij}$$

and the matrix-valued function

$$h_{ij}(P, P_j, c_i, c_j, M_{ij}, d_{ij}) = \begin{bmatrix} -Q_{ij}(P, P_j) + D & T(d_{ij}) \\ T(d_{ij})^T & M_{ij} \end{bmatrix}$$

where the dependence on $c_i$ and $c_j$ happens through the matrices $P_i$ and $P_j$ in the definition of $Q_{ij}$.

Algorithm 1 performs the optimization with respect to the centers $c_i$, $i \in (M).$ With some abuse of notation, we refer to the solution tuple $(P_i, c_i, M_{ij}, d_{ij})_{(i,j) \in (M)^2}$ as $(P_i, c_i, M_{ij}, d_{ij})$. In Lines 1 and 2 the algorithm initializes each $c_i$ with the associated equilibrium $x_{ei}$ and the variables $P_i, M_{ij}, d_{ij}$ with the corresponding solution to (40a)–(40b). Then, in Line 3 we solve the first-order approximation of (40a)–(40b) taking into account $c_i$ as variables. The first constraint characterizes the linear approximation of the non-linear constraint (40a) around the point defined by the current variables $(P_i, c_i, M_{ij}, d_{ij})$ and the second constraint should be interpreted as an element-wise bound on the difference between $(P_i, c_i)$ and the “perturbed” variables $(\hat{P}_i, \hat{c}_i)$. This constraint is not applied to $\hat{P}_i$ and $\hat{d}_{ij}$ as the original problem is convex with respect to them. The control parameter $\delta = 10^{-1}$ was chosen in our numerical experiments, which was sufficiently small such that the first-order approximation is valid and large enough such that convergence is met in a few iterations. Afterward, another feasible point $(P_i, c_i, M_{ij}, d_{ij})$ is determined by solving (40a)–(40b) for new centers $c_i$ and this procedure is repeated until a convergence criterion is satisfied. The next example illustrates cases where the use of Algorithm 1 allows the determination of tighter bounding regions.

Example 4. Consider a switched affine system (2) defined by

$$A_1 = \begin{bmatrix} -5 & 1 \\ -1 & -4 \end{bmatrix}, \ A_2 = \begin{bmatrix} -5 & -1 \\ 1 & -4 \end{bmatrix}, \ A_3 = \begin{bmatrix} -2 & 8 \\ -5 & -5 \end{bmatrix}, \ b_1 = \begin{bmatrix} -50 \\ -10 \end{bmatrix}, \ b_2 = \begin{bmatrix} -10 \\ -40 \end{bmatrix}, \ b_3 = 0.$$
for the smaller dwell-time value, optimizing the centers allowed us to reduce more significantly the value of the best points signals such as periodic, path-constrained, and Markov-jump switching. The case of state-dependent switching results were illustrated by numerical examples for each case.

Given and numerical methods based on convex optimization were devised to outer approximate them. These bounding regions are considered. Theoretical results ensuring the existence and non-existence of such sets were discussed in this paper. We demonstrated that, in both cases, the boundedness of the state trajectories is closely related to the global asymptotic stability of the associated linearized system, i.e., when the affine terms are ignored. However, differently from switched linear systems, switched affine systems are not stable with respect to a point but rather to sets. In the arbitrary switching case, we characterized the existence of forward invariant sets. On the other hand, when dwell-time switching is considered, forward invariant sets need not exist and to a point but rather to sets. In the arbitrary switching case, we characterized the existence of forward invariant sets. The value of the objective function

\[ \hat{\tau} \]

for [Algorithm 1](#algorithm1) the value of the objective function \( f(M_{ij}) \) is depicted for \( \tau = 0.1 \) (left) and \( \tau = 0.5 \) (right).

The equilibrium points of each subsystem are \( x_{e1} = [-10 \ 0]^T \), \( x_{e2} = [0 \ -10]^T \) and \( x_{e3} = 0 \). For two different values of dwell-time \( \tau \in \{0.1, 0.5\} \), we applied Algorithm 1 to determine suitable centers \( c_i \), \( i \in \{M\} \), for the functions \( h_{ij}\) used to define the sets \( \mathcal{X}_i \), \( i \in \{M\} \), and the bounding region \( \mathcal{V}_i \) given in (42). Considering \( \epsilon = 10^{-3} \) for \( \tau = 0.1 \), after 48 iterations the algorithm converged to the centers

\[
\begin{align*}
    c_1 &= [-6.9714 \ -1.9481], \\
    c_2 &= [-0.2497 \ -7.2263], \\
    c_3 &= [-0.9154 \ -1.5790],
\end{align*}
\]

and for \( \tau = 0.5 \), after 8 iterations the algorithm converged to

\[
\begin{align*}
    c_1 &= [-9.7879 \ -0.5505], \\
    c_2 &= [-0.2918 \ -9.5003], \\
    c_3 &= [0.3777 \ 0.3399].
\end{align*}
\]

The value of the objective function \( f(W_{ij}) \) over each iteration for each case is depicted in Figure 5. Notice that for the smaller dwell-time value, optimizing the centers allowed us to reduce more significantly the value of the objective function, which indicates that, for the larger dwell-time, the equilibria \( x_{e1} \) were closer to the locally best points \( c_i \), \( i \in \{M\} \). The corresponding regions \( \mathcal{X}_i \) and \( \mathcal{V}_i \) are given in Figure 6.

5 Conclusion

Stability properties of continuous-time switched affine systems under arbitrary and dwell-time switching were discussed in this paper. We demonstrated that, in both cases, the boundedness of the state trajectories is closely related to the global asymptotic stability of the associated linearized system, i.e., when the affine terms are ignored. However, differently from switched linear systems, switched affine systems are not stable with respect to a point but rather to sets. In the arbitrary switching case, we characterized the existence of forward invariant sets. On the other hand, when dwell-time switching is considered, forward invariant sets need not exist and bounding regions are considered. Theoretical results ensuring the existence and non-existence of such sets were given and numerical methods based on convex optimization were devised to outer approximate them. These results were illustrated by numerical examples for each case.

In the future, we plan to study the stability of switched affine systems under other classes of switching signals such as periodic, path-constrained, and Markov-jump switching. The case of state-dependent switching

---

**Algorithm 1** Path-following method for optimizing the centers \( c_i \), \( i \in \{M\} \)

Require: System matrices \( (A_i, b_i), \ i \in \{M\} \), a dwell-time \( \tau \), a precision \( \varepsilon > 0 \) and a step-bound \( \delta > 0 \)

1: \( c_i \leftarrow x_{e_i}, \ \forall i \in \{M\} \)
2: \( (P_i, M_{ij}, d_{ij}) \leftarrow \arg \min_{P_i, M_{ij}, d_{ij}} f(M_{ij}) \) s.t. \( 40b \)
3: repeat
4: \( (P_i, \hat{\tau}, \hat{M}_{ij}, \hat{d}_{ij}) \leftarrow \arg \min_{P_i, \tau, \hat{M}_{ij}, \hat{d}_{ij}} f(\hat{M}_{ij}) \) s.t.
5: \[ h_{ij}(P_i, P_j, c_i, c_j, \hat{M}_{ij}, \hat{d}_{ij}) + \sum_{X \in \{P_i, P_j, c_i, c_j, \hat{M}_{ij}, \hat{d}_{ij}\}} \frac{\partial h_{ij}(P_i, P_j, c_i, c_j, M_{ij}, d_{ij})}{\partial X} (\hat{X} - X) > 0, \]
6: \( \arg \min_{X \in \{P_i, P_j, c_i, c_j, \hat{M}_{ij}, \hat{d}_{ij}\}} f(\hat{M}_{ij}) \) s.t. \( 40b \)
7: until \( |f(M_{ij}) - f(M_{ij})| > \epsilon f(M_{ij}) \)
8: return \( (P_i, c_i, M_{ij}, d_{ij}) \)

---

![Figure 5](image-url)
systems will also be considered, since it naturally arises considering affine dynamics as representation of a local first-order approximation of general smooth vector-fields. Moreover, this shall provide novel insights into the analysis of symbolic-abstraction based systems, for which local approximations techniques represent a central tool.
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