Watershed Segmentation Algorithm Based on Luv Color Space Region Merging for Extracting Slope Hazard Boundaries
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Abstract: To accurately identify slope hazards based on high-resolution remote sensing imagery, an improved watershed segmentation algorithm is proposed. The color difference of the Luv color space was used as the regional similarity measure for region merging. Furthermore, the area relative error for evaluating the image segmentation accuracy was improved and supplemented with the pixel quantity error to evaluate the segmentation accuracy. An unstable slope was identified to validate the algorithm on Chinese Gaofen-2 (GF-2) remote sensing imagery by a multiscale segmentation extraction experiment. The results show the following: (1) the optimal segmentation and merging scale parameters were, respectively, minimum threshold constant \( C \) for minimum area \( A_{\text{min}} \) of 500 and optimal threshold \( D \) for a color difference of 400. (2) The total processing time for segmentation and merging of unstable slopes was 39.702 s, much lower than the maximum likelihood classification method and a little more than the object-oriented classification method. The relative error of the slope hazard area was 4.92% and the pixel quantity error was 1.60%, which were superior to the two classification methods. (3) The evaluation criteria of segmentation accuracy were consistent with the results of visual interpretation and the confusion matrix, indicating that the criteria established in this study are reliable. By comparing the time efficiency, visual effect and classification accuracies, the proposed method has a good comprehensive extraction effect. It can provide a technical reference for promoting the rapid extraction of slope hazards based on remote sensing imagery. Meanwhile, it also provides a theoretical and practical experience reference for improving the watershed segmentation algorithm.
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1. Introduction

Slope hazards (referring to unstable slopes, landslides, and collapses) are common geological phenomena that have strong effects on the environment around the hazard body and on the safety of human lives and property [1]. Development of remote sensing technology provides a more efficient means for extracting slope hazards. To date, many slope hazard extraction studies have been performed based on image classification and segmentation methods. Nevertheless, most of the previous extraction methods are still rely on visual interpretation of the images based on the Geographic Information System (GIS) software. It not only requires the technicians to be highly
experienced in geosciences and interpretation, but also necessitates a large investment of manpower and time, leading to low production efficiency and making the extracted information subjective and imprecise. This makes it difficult to meet the requirements to apply slope hazard extraction to post-hazard emergency investigation and hazard assessment [2]. With the rapid development of high-resolution remote sensing image segmentation technology, automatic extraction of slope hazard boundaries is becoming increasingly feasible [3–6]. Among the available image segmentation techniques, the watershed segmentation algorithm is proposed based on the color differences of image pixels. A better segmentation effect can be obtained for those images with more obvious contrast [7]. Slope areas have highly consistent textures and spectrums on a high-resolution remote sensing image, but the hues are usually different from that of the surrounding background. This provides the basis for automatic extraction of slope hazard boundaries using watershed image segmentation technology.

Increasing research efforts have been recently devoted to developing the watershed segmentation algorithms. For example, the overflow method [8,9] was proposed and applied. Furthermore, the segmentation method was used from grey images to color images [10]. The processing speed was also improved by the precipitation watershed segmentation [11]. The connected component operator was used to improve the watershed segmentation algorithm [12]. Soille systematically summarized the literature on the watershed segmentation algorithm [13]. To date, the algorithm has been widely used in the field of remote sensing image information extraction [14–16]. In addition, dozens of improved watershed segmentation algorithms have been also proposed to solve the problems of image over-segmentation and obvious algorithm noise, such as an algorithm based on efficient computation of the shortest paths [17], a texture marker-controlled watershed segmentation algorithm [18], an edge embedded marker-based watershed segmentation algorithm [19], a wavelet transform in combination with marker-based watershed segmentation algorithm [20], and image segmentation including image enhancement and noise removal techniques with Prewitt’s edge detection operator [21]. The improved methods include pre-improvement, post-improvement, or both; among these, the region merging based watershed segmentation algorithm [16,22,23] can be used after segmentation based on the characteristics of the region texture, color, and shape information. Chen adopted fuzzy clustering with spatial patterns for post-improvement [24]. Additionally, some scholars used prior knowledge for pre-improvement and regional combination for post-improvement [25,26]. Studies on image brightness equalization based on color space measurement in the lab color space [27] have been performed gradually to obtain better segmentation results by developing watershed image segmentation and region merging methods. Meanwhile, the red–green–blue (RGB) color model has been used in traditional image processing. In such a color model, three components of an image are highly correlated. When the brightness is changed, all the three components will be changed. This property of the RGB color definition makes the model unsuitable for the image segmentation. Therefore, watershed segmentation algorithms based on the intensity–hue–saturation (IHS) color model [28] and improved color space [29] were developed, which have been jointly used with clustering algorithms for image classification.

The accuracy of subsequent information analysis and processing has been found to be directly affected by the image segmentation quality [30,31]. Therefore, it is necessary to comprehensively and objectively evaluate the image segmentation methods [32]. Evaluation of segmentation accuracy is considered to be equally important as the image segmentation technology [33]. Various qualitative and quantitative methods have been proposed [34–37]. However, there are many uncertainties for remote sensing image segmentation. It is recognized as an issue for quantitatively evaluating the image segmentation [33,38,39]. To assess the segmentation quality, various indicators were proposed [40–47]. Although these methods have supported the evaluation of the segmentation effect, the subjective evaluation method is still the most commonly used method [33].

It is highly necessary to improve the accuracy and simplify the evaluation criteria for extracting slope hazard boundary based on remotely sensed images. A Chinese Gaofen-2 (GF-2) image was processed in the Luv color space. The post-processing-based region merging method was used to
improve traditional simulated immersion watershed algorithm. At the same time, an improved evaluation criterion for watershed segmentation was also proposed. Finally, a complete Luv-color space-based region merging watershed segmentation (hereafter refers to as Luv-RMWS) was developed to extract slope hazard boundary. The primary sections are arranged as follows: (1) study area and preprocessing are shown in Section 2; (2) the technical flowchart and algorithm descriptions of Luv-RMWS are presented in Section 3; (3) proposed accuracy evaluation criteria including area relative error and pixel quantity error are shown in Section 4.3; (4) comparison of segmentation results and evaluation of extraction accuracy and processing time are shown in Section 5; and (5) corresponding discussions concerning optimal scale parameters and extraction effect are given in Section 6.

2. Study Area and Data Preprocessing

2.1. Study Area

The study area is located in Taohuagou, Du'erping Mining Area, Xishan Coalfield, Taiyuan City, Shanxi Province, China (Figure 1). The area is characterized by unstable slopes, landslides, collapses, and other geological hazards. In this paper, an unstable slope (marked by ★ in Figure 1) was selected to extract its boundary based on the proposed Luv-RMWS method.

2.2. Data Sources and Preprocessing

A GF-2 remote sensing image of 2015 with a spatial resolution of 1 m was selected as the experimental data (Figure 2a). Geometric and orthographic corrections were carried out based on the 1:10,000 topographic map produced by aerial photogrammetry in 1999. Additionally, image fusion, clipping, and contrast enhancement were adopted to highlight the slope information (Figure 2b).

Figure 1. Geographical map of the study area.
3. Methodology

3.1. Technical Procedure

Watershed segmentation algorithm can be implemented by many methods. One of the most commonly used is the simulated immersion algorithm, first proposed by Vincent and Soille [8]. In this study, it is performed using the simulated immersion algorithm (Figure 3).

Figure 2. GF-2 remote sensing images: (a) original image and (b) contrast-enhanced image.

3.2. Luv Color Space and Transformation

CIE1976 Luv is a color space derived directly from the CIE XYZ space that is used to linearize chromatic aberration perception. Here, \( L \) ranging from 0 to 100 is the brightness of a pixel that is consistent with the \( L \) in Lab color space, while \( u \) and \( v \) are the chromaticity coordinates and range from \(-100 \) to \(100\) [48]. CIE1976 specifies the conversion between RGB and XYZ, and XYZ and Luv. The conversion procedure is as follows:
1. The color value of each channel of the image is denoted as \( R, G, B \), respectively.

2. Assuming it is the standard RGB color space coordinate, the relatively uniform chromaticity coordinate \( L, u, v \) can be obtained through the color space conversion [49].

\[
\begin{bmatrix}
X \\
Y \\
Z \\
\end{bmatrix} = \begin{bmatrix}
0.430 & 0.342 & 0.178 \\
0.222 & 0.707 & 0.071 \\
0.020 & 0.130 & 0.939
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B \\
\end{bmatrix}
\]

\( L = \begin{cases} 
166 (Y / Y_n)^{1/3} - 16 & \text{if}(Y / Y_n) > 0.008856 \\
903.3 (Y / Y_n) & \text{if}(Y / Y_n) \leq 0.008856 
\end{cases} 
\]

\[
\begin{align*}
&u = 13L(u' - u_n') \\
&v = 13L(v' - v_n')
\end{align*}
\]

where \( u_n' \) and \( v_n' \) are the coordinates of CIE standard light source and are the tristimulus values given by

\[
\begin{align*}
u' &= 4X / (X + 15Y + 3Z) \\
v' &= 9Y / (X + 15Y + 3Z) \\
u_n' &= 4X_n / (X_n + 15Y_n + 3Z_n) \\
v_n' &= 9Y_n / (X_n + 15Y_n + 3Z_n)
\end{align*}
\]

In the case of 2° observer and C light sources, \( u_n' = 0.2009, v_n' = 0.4610 \).

In the Luv color space, the difference between any two colors is referred to as chromatic aberration. Chromatic aberration is the distance between color positions expressed as \( \Delta E \), i.e., the chromatic aberration between two colors is calculated as:

\[
\Delta E = (\Delta L^2 + \Delta u^2 + \Delta v^2)^{1/2}
\]

where \( \Delta L \) is the difference in brightness, and \( \Delta u \) and \( \Delta v \) are the differences between two colors in the \( u \) and \( v \) directions, respectively.

3.3. Region Merging Similarity Measure Based on Luv Color Space

To evaluate the color quality of remote sensing images, Xue evaluated the brightness equalization after transforming the RGB color space into the Lab color space. This approach is to divide the image to \( m \times n \) small areas and calculate the mean of the gray value or \( L \) for each small area image, and then take the mean value as the brightness value to form a new image by a resampling procedure. Then, the quadric surface is fitted according to the region block, and the mean square deviation \( \sigma^2(0, 255) \) is calculated, which is the image brightness equalization index [27,50]. It is clear that this approach is related to region merging. The brightness equalization approach seeks to find the brightness difference between image blocks and then evaluate the overall brightness deviation of the image, while the region merging approach aims to find the difference between segmented regions and then determines whether to merge the regions according to the similarity measure. The method used in this study is based on a combination of these research findings and differs from the traditional region merging approach. The watershed segmentation algorithm usually uses the RGB and IHS color spaces. The Luv color space, similar to the Lab color space, is selected as the regional similarity calculation basis of the algorithm, and the algorithm was improved based on the homogeneity maximization criterion [51].
3.3.1. Optimal Segmentation Scale Parameters

The key parameter for selecting the scale parameters by the watershed segmentation algorithm is the threshold value \( (A_{\text{min}}) \) of the minimal region. Defining \( M \) as the row value of an image, \( N \) as the column value, and \( C \) as a given constant, and taking the number of pixels as the minimum area to determine the threshold, we obtain:

\[
A_{\text{min}} = \frac{M \times N}{C}
\]  

(9)

It is clear that \( A_{\text{min}} \) is not a fixed value and will have different values for different sizes. Generally, the optimal \( A_{\text{min}} \) can be determined by a trial-and-error test, but it is crucial to properly determine the value of constant \( C \).

3.3.2. Optimal Merging Scale Parameters

Chromatic aberration is the Euclidean distance between positions of the colors in the Luv color space. The color similarity of two positions can be determined using the color difference threshold, by integrating the homogeneity maximization criterion and light intensity threshold similarity measures. In this paper, the chromatic aberration of Luv color space is used to determine the similarity value of regions in the segmentation unit. If the chromatic aberration is within the threshold range, the regions are similar and will be merged; otherwise, the regions will not be merged. This is carried out to achieve merging of the segmentation results of the image.

Suppose that \( R_i \) and \( R_j \) are the two regions of \( G \) image divided by the watershed segmentation. To eliminate the impact of the size difference of regions during merging process, an improved calculation equation (Equation 10) was proposed to obtain the chromatic aberration of adjacent regions in the Luv color space.

\[
d_i = \frac{|R_i| + |R_j| |R_i| |R_j|}{|R_j| + |R_i|} \sum_{i=1}^{n} \left( F_c(R_i) - F_c(R_j) \right)^2 \quad i=1,2,3...,n; \quad j=1,2,3...,n
\]

(10)

where \(|R_i|, |R_j|\) are the numbers of pixels contained in image areas \( R_i \) and \( R_j \), respectively; \( F_c(R_i), F_c(R_j) \) are the average colors of image areas \( R_i \) and \( R_j \), and \( n \) is the number of adjacent areas.

The color difference is used to determine the similarity between the current minimum region and its adjacent regions. If \( d_i \leq 1 \), the colors of two regions cannot be distinguished, so a smaller \( d_i \) indicates greater similarity between the colors [52]. In region merging, it is necessary to determine whether the colors of adjacent regions are similar. Therefore, threshold size \( d_i \) is determined by theoretical analysis and empirical verification. Let the color difference threshold be \( D \); if the color difference threshold is set, region merging of the segmentation results is completed under the constraint \( \sqrt{D} \) until similar region merging can no longer be performed.

The region merging algorithm based on the homogeneity maximization criterion of Luv color space is given by:

1. The pixels of in image are converted from RGB values to Luv values after watershed segmentation, and the average Luv value in each region is calculated as the Luv value of this region. The segmentation result is converted from RGB to Luv color space, which can be used for calculating the similarity of region merging.

2. Four neighborhood arrays of each region with Luv mean value are set as the color of the region.

3. Threshold \( A_{\text{min}} \) for determining the minimal area is calculated according to the \( C \) and image size. All areas are scanned in turn, and the minimal area is found as the initial combined area. If the number of pixels of an area is less than the number of image pixels divided by \( C \), it will be considered as a minimal area for calibration; otherwise it is not.

4. To determine the minimal area, all adjacent areas are traversed to obtain the average Luv value of adjacent areas. The value of chromatic aberration \( d_i \) is calculated between the minimal area and adjacent areas, and regions with the closest similar regions are found to be merged based on the judgment method of threshold \( D \) of chromatic aberration. When \( d_i \leq \sqrt{D} \), the regions are merged;
otherwise, when \( d_i > \sqrt{D} \), the regions do not merge. The calculation equation of chromatic aberration is shown in Equation (10).

5. The information of adjacent regions is refreshed to form a new region, after the minimal region is merged with similar regions close to it. The Luv value of the new region is the mean value of the Luv value of the two regions before merging.

6. The new area is judged after merging; return to step 4 if it is still a minimal region; otherwise, proceed to the next step.

7. All the areas are judged. If all regions have merged, it ends; otherwise return to step 3.

8. The Luv values of all merged areas are converted into RGB values for better display effect, so the final result of segmentation area in the image is displayed in RGB values.

4. Comparative Methods and Accuracy Evaluation

4.1. Maximum Likelihood Classification

Maximum likelihood classification (MLC) is also known as Bayes classification. To calculate the probability (likelihood) for each pixel in each category, the pixels are categorized using the maximum likelihood [53]. It is assumed that there are \( k \) types of ground objects in the remote sensing image, and category \( i \) of a ground object is represented by \( w_i \), and the prior probability for each category is \( P(w_i) \). Given an unknown category \( X \), the conditional probability appearing in class \( w_i \) is \( P(X|w_i) \) (also called the likelihood probability of \( w_i \)). According to Bayes’ theorem, the posterior probability of category can be obtained as follows:

\[
P(w_i | X) = \frac{P(X | w_i)P(w_i)}{P(X)} = \frac{\sum_{i=1}^{k} P(X | w_i)P(w_i)}{P(X)}
\]

where \( P(X) \) is a constant for each category, and the discriminant function can be simplified as follows:

\[
P(w_i | X) = P(X | w_i)P(w_i)
\]

In the Bayes classifier, the posterior probability of category \( X \) is used as the discriminant function to determine the specific category. When \( P(w_i | X) > P(w_j | X) \) is satisfied for \( j = 1, 2, \ldots, k, j \neq i \), then \( X \) belongs to class \( w_i \).

4.2. Object-Oriented Classification

A multiscale segmentation algorithm is adopted in object-oriented classification (OOC), the key of which is determining the optimal segmentation parameters. At present, repetitive experiments are often carried out on images before segmentation, and the best segmentation parameters are visually judged a trial-and-error test. The overall heterogeneity of image segmentation objects is controlled by spectral and shape heterogeneity parameters [54], and the expression is given by

\[
h = \omega_{\text{color}} \times h_{\text{color}} + \omega_{\text{shape}} \times h_{\text{shape}}
\]

where \( h \) is the overall heterogeneity of the object; \( h_{\text{color}} \) is spectral heterogeneity; \( h_{\text{shape}} \) is shape heterogeneity; \( \omega_{\text{color}} \) is the weight of spectral heterogeneity; \( \omega_{\text{shape}} \) is the weight of shape heterogeneity, and \( \omega_{\text{color}} + \omega_{\text{shape}} = 1 \). Shape heterogeneity is comprehensively expressed by smoothness and compactness, and the equation is given by

\[
h_{\text{shape}} = \omega_{\text{com}} \times h_{\text{com}} + \omega_{\text{smooth}} \times h_{\text{smooth}}
\]

where \( \omega_{\text{com}} \) is the custom compactness weight, \( \omega_{\text{smooth}} \) is the custom smoothness weight, and the sum of \( \omega_{\text{com}} \) and \( \omega_{\text{smooth}} \) is 1.

4.3. Accuracy Evaluation Criteria
As mentioned above, the existing evaluation methods mainly focus on visual evaluation, or are based on the applicable conditions to evaluate the accuracy of the algorithm. How to be simple and effective, and quantitatively evaluate the segmentation accuracy of the watershed algorithm is still a difficult issue [33,38,39]. Based on the analysis of the existing research results, the area relative error criterion was proposed in this paper, supplemented by the pixel quantity error criterion for a comprehensive evaluation of watershed image segmentation accuracy.

(1) Area relative error criterion (accuracy factor: $\delta_A$)

Usually, the reference feature value in the reference data is represented by $R_f$, while the actual feature value in the segmented image result is represented by $S_f$, and then their absolute difference is given by [55].

$$|AUMA| = |R_f - S_f|$$

Here, $AUMA$ is the accuracy factor used for evaluation of the image segmentation results, and the characteristic quantity is usually represented by the area. A smaller $AUMA$ corresponds to higher segmentation accuracy, and otherwise the accuracy is lower.

However, it is not reasonable to use the absolute value of the difference between the target segmentation and the reference area to represent image segmentation accuracy in the error theory, because the size of the error relative to the reference area is unknown. Theoretically, the area of the image segmentation target is the same as the reference area for the optimal segmentation algorithm. However, regardless of the quality of the algorithm, the segmentation area will always differ from the reference area, and an error will be present. Similarly, it is unknown whether the evaluation area is changed by the orthomorphic projection. Therefore, the image segmentation effect can be better represented by the ratio of segmentation area to reference area. Similarities between two quantities can be effectively evaluated simply by using the ratio between them, but to evaluate accuracy, we should use relative error according to the theory of measurement error.

An inspection of equation (15) shows that $AUMA$ is an absolute error that represents the absolute value by which the segmentation result area deviates from the reference value. The percentage calculated by $AUMA$ and the reference value can represent the percentage of absolute error relative to the true value, and can better reflect the validity and reliability of the segmentation precision. Therefore, the area relative error was proposed as a criterion for evaluation of the image segmentation accuracy in this paper, and is calculated as follows.

Let $A_0$ be the target area value in the benchmark data, and $A_s$ be the target area value in the segmentation image result, then their relative error $\delta_A$ is given by

$$\delta_A = \frac{|A_s - A_0|}{A_0} \times 100\%$$

where $\delta_A$ is the area accuracy factor used for evaluation of the image segmentation result. A smaller $\delta_A$ corresponds to higher segmentation accuracy, and otherwise the accuracy is lower.

(2) Pixel quantity error criterion (accuracy factor: $\delta_P$)

Image segmentation accuracy is represented by the number of pixels with incorrect segmentation obtained from the overlay of the reference image and the segmentation result divided by the total number of pixels. This criterion is consistent with the area relative error and was used to evaluate accuracy from a different perspective. In this paper, the pixel number error was also selected as an evaluation criterion for image segmentation accuracy. The pixel number error is obtained as follows.

Let $P_t$ and $P_w$ represent the numbers of pixels that are correctly and incorrectly segmented, respectively, then the error rate $\delta_P$ is given by

$$\delta_P = \frac{P_w}{P_t + P_w} \times 100\%$$
where $\delta_P$ provides an overall evaluation of the image segmentation accuracy. A smaller $\delta_P$ corresponds to higher segmentation accuracy, and otherwise the accuracy is lower.

The criteria for evaluation of the image segmentation accuracy of the watershed algorithm are shown in Table 1. At present, the indicators derived from confusion matrix are commonly used to evaluate image-based classification. They include overall accuracy ($P_C$), user’s accuracy ($P_u$), producer’s accuracy ($P_A$), and the Kappa coefficient ($K_{hat}$) [56,57]. In order to evaluate the reliability of the image segmentation accuracy evaluation criteria proposed in this paper, $P_C$, $P_u$, $P_A$, and $K_{hat}$ of the extraction results of the three methods are calculated simultaneously for comparison.

### Table 1. Criteria for evaluating segmentation accuracy of watershed algorithm.

| Indicator | Equation | Note |
|-----------|----------|------|
| $\delta_A$ | $\delta_A = \frac{|A_s - A_o|}{A_0} \times 100\%$ | Smaller $\delta_A$ indicates higher segmentation accuracy, and otherwise the accuracy is lower. |
| $\delta_P$ | $\delta_P = \frac{P_w}{P_w + P_{wu}} \times 100\%$ | Smaller $\delta_P$ indicates higher segmentation accuracy, and otherwise the accuracy is lower. |

### 5. Results

#### 5.1. Segmentation Results Based on the Experimental Image

To compare the segmentation efficiency and effect, contrast enhancement preprocessing was performed on the test image. The same $C$ and $D$ values were used in the experiments to ensure that the segmentation results were comparable. The segmented images were obtained in Figure 4 were respectively based on the original image (Figure 2a) and contrast-enhanced image (Figure 2b) and the statistical results of the segmentation process are provided in Table 2.

![Figure 4](image)

**Figure 4.** Comparison of segmentation results between pre- and post-contrast-enhanced images.

### Table 2. Statistical features derived from the Luv-RMWS algorithm.

| Image category | Patch number of watershed segmentation | Time of watershed segmentation (ms) | Number of patches after area merging | Time of area merging (ms) | $C$ | $D$ |
|----------------|----------------------------------------|------------------------------------|-------------------------------------|--------------------------|-----|-----|
| Original image | 103,939                                 | 1248                               | 22                                  | 74,896                   | 500 | 400 |
| Enhanced image | 62,716                                  | 1076                               | 33                                  | 38,626                   | 500 | 400 |
5.2. Selection of Optimal Scale Parameters

To select the optimal segmentation and merging scale parameters, multiscale segmentation experiments were performed on the test images. The $C$ value varied between 100 and 3000 at intervals of 50, and $D$ varied between 100 and 1000 at intervals of 50. The results obtained for different combinations of $C$ values and $D$ values are shown in Figure 5.

Figure 5. Segmentation results of the slope hazard boundary using the multiscale Luv-RMWS.

5.3. Extraction of Slope Hazard Boundary

The image classification tool in the spatial analysis toolbox of ArcGIS was used to select the MLC method. The number of classes was set to 4 and a total of 31 sample areas were selected for training. The training results were used as the characteristic data for MLC method, and the results of image supervised classification and vector format were obtained (Figure 6a). By repeating the OOC method experiments using eCognition and visually comparing the results, the optimal segmentation scale parameters were selected as: $\omega_{\text{color}} = 0.8$, $\omega_{\text{slope}} = 0.2$, $\omega_{\text{com}} = 0.5$, and $\omega_{\text{smooth}} = 0.5$, and the vector format of the unstable slope body segmentation extraction results was obtained (Figure 6b). Then, the boundary of the unstable slope body was segmented and extracted by the RSImage-WS platform (Luv-RMWS experimental platform developed based on VC++). The obtained extraction results were shown in vector format in Figure 6c.
Figure 6. Comparison of extraction of unstable slopes using the three methods: (a) MLC, (b) OOC, and (c) Luv-RMWS.

To evaluate the accuracy of image segmentation and extraction based on the improved algorithm described in this paper, ArcGIS was used for visual interpretation of the test images. After field verification and correction, the accurate boundary of the target body was obtained as the benchmark data. To obtain the continuous boundary, the "Boundary Clean" function in the ArcGIS spatial analysis toolbox was used to smooth the boundary. Then, the classification data were converted from raster to vector format, and the target map was derived through a comparison of the individual files by overlaying the benchmark data and the experimental image (Figure 7).

5.4. Processing Time

The experimental were carried out using an HP 2211f computer with Intel(R) Core(TM) i3 CPU, main frequency 3.20 GHz, 6.00 GB memory, and a 64-bit operating system. The running time of the MLC method was recorded using an ordinary stopwatch, the OOC method was timed from eCognition software, and the Luv-RMWS method used the program's built-in timing variable. The obtained experimental times are presented in Table 3.

Table 3. Comparison of extraction times of unstable slope boundaries in experimental images.

| Method | Running time | Experimental platform | Note |
|--------|--------------|-----------------------|------|
| MLC    | 381.000 s    | ArcGIS                | Required more than 1 h for the whole process |
including sample training and classification, and post-processing such as debris combination. Automatic image segmentation and merging, where segmentation time is 11.470 s, and the number of patches after segmentation was 3. Automatic image segmentation and merging. Watershed algorithm segmentation time was 1.076 s, number of patches after segmentation was 62716; time of region merging was 38.626 s, and then the number of patches after being merged was 33.

5.5. Extraction Accuracy

The area of the target body was extracted from the experimental image extraction information and the benchmark data area obtained from visual interpretation, and MLC, OOC, and Luv-RMWS methods $\delta_A$ were calculated using Equation (16). Meanwhile, the experimental image extraction information and benchmark data were divided into target and non-target objects. The number of pixels was used as the measurement unit, and the reference data of the target object was rasterized as the reference map. Then, the reference map was superimposed on the target segmentation results of the three methods to obtain the numbers of correctly and incorrectly segmented pixels. Equation (17) was used to calculate the $\delta_P$ values of the segmentation result, and the obtained results are shown in Table 4.

Table 4. Evaluation of accuracy of unstable slope boundary extraction from experimental images.

| Indicator | MLC $\delta_A$ | OOC $\delta_P$ | Luv-RMWS $\delta_P$ |
|-----------|----------------|----------------|---------------------|
|           | 29.02%         | 8.71%          | 4.92%               |
|           | 3.82%          | 1.90%          | 1.60%               |
| $P_C$     | 96.18%         | 98.10%         | 98.40%              |
| $P_u$     | 99.85%         | 94.06%         | 92.90%              |
| $P_{A_j}$ | 71.03%         | 91.29%         | 95.08%              |
| $K_{hat}$ | 80.93%         | 91.56%         | 93.05%              |

6. Discussion

6.1. Analysis of Image Segmentation before and after Contrast Enhancement

It is observed from Figure 4 that the original image was severely under-segmented, and the target object, namely the unstable slope, failed to be extracted, while image contrast enhancement resulted in a good segmentation result, and the boundary of the extracted unstable slope body was highly consistent with the true boundary. The statistical results presented in Table 2 show that after image contrast enhancement, the number of image spots segmented by the watershed algorithm decreases rapidly, and the time consumption decreases slightly, thus achieving the goals of inhibiting over-segmentation and improving algorithm efficiency. Although the number of patches after region merging was increased compared to the original image data, time consumption was only half that of the original merging. Thus, the computational efficiency of the algorithm was greatly improved while obtaining good segmentation results. Therefore, the improvement due to contrast enhancement preprocessing on the image has a significant impact on the Luv-RMWS method and a significant effect on improving the segmentation efficiency and effect.

No pre-processing improvement was made to the algorithm described in this paper, with only contrast enhancement pre-processing performed on the original image data. Nevertheless, experiments show that increasing the image contrast leads to an improvement in the segmentation...
effect. In particular, when the original image was segmented, the unstable slope body could not be extracted due to the severe under-segmentation. Therefore, the contrast enhancement is an effective method for solving the problem of under-segmentation in the watershed segmentation algorithm. Nonetheless, the contrast enhancement in image pre-processing is usually subjective and random. In the future, the algorithm should be further improved by adding image contrast enhancement as the pre-processing step, and the effect of the algorithm should be improved by combining the “forward + post” improvements.

6.2. Analysis of Optimal Scale Parameters

A comparison of the multiscale Luv-RMWS slope hazard boundary segmentation test results with the visual segmentation results shows that the internal fragmented plots of the slope body increases with the gradual increase in \( C \) value, exhibiting over segmentation. As the \( D \) value gradually increases, the fragmented plots inside the slope body gradually decreases, and the extracted slope boundary stabilizes after \( D \) reaches 400. Based on a comparison of these results, the best target segmentation effect was obtained for \( C \) of 500 and \( D \) of 400, showing continuous borders, no freckles in the plaque, and a high degree of consistency with the shape of the target. Therefore, the optimal constant \( C \) for the minimum region decision threshold was set to 500, and the optimal value of the chromatic aberration value threshold \( D \) was set to 400.

The research was performed based on a GF-2 image, and the optimal segmentation and merging parameters were determined visually using a trial-and-error procedure. The optimal \( C \) was 500 as determined by the minimum region \( A_{\text{min}} \), while the optimal \( D \) of chromatic aberration was 400. The test target had only one unstable slope in this paper. Therefore, the algorithm and program should be improved in subsequent research. The optimal decision thresholds for different image data and quality data should be determined, scale adaptive segmentation should be realized as much as possible, and rapid and automated remote sensing extraction of the slope hazard boundary should be achieved.

6.3. Analysis of Extraction Effect

As observed from Figure 6a and Figure 7a, the MLC method results were poor, and there were many fragments in the classification results, necessitating additional manual intervention for post-processing, so it is difficult to achieve automatic extraction. It is observed from Figures 6b,c that OOC and Luv-RMWS not only achieved better extraction of the target body but also combined fragmentation within the map spot, to obtain boundary extraction results of the unstable slope body with less interference from vegetation. However, as shown in Figure 7b,c, some over-segmentation and under-segmentation phenomena were still present; some large mis-segmented spots appeared at the trailing edge and bottom of the target, affecting the overall extraction effect.

An examination of the data presented in Table 3 shows that the MLC method required 381.000 s for extracting the target object, and the Luv-RMWS method required 39.702 s. The OOC method required merely 11.470 s, showing great time efficiency. It should be noted that the statistical time of MLC only specifies the time used for direct classification, and the classification result also contains many fragments that must be post-processed, which is an extremely time-consuming technical step. For this MLC test, the post-processing took more than 1 h. The comparison shows that OOC and Luv-RMWS carry out the splitter merger while completing the segmentation, and post-processing only converts raster data into vector data and makes a simple manual correction that requires no more than 0.5 h. Therefore, although the time efficiency of Luv-RMWS is slightly lower than OOC, it is much higher than MLC.

As observed from the data in Table 4, the \( \delta_A \) and \( \delta_P \) of the MLC method were 29.02% and 3.82%, and the \( \delta_A \) and \( \delta_P \) of OOC were 8.71% and 1.90%, both of which were larger than the \( \delta_A \) (4.92%) and \( \delta_P \) (1.60%) of Luv-RMWS, indicating that Luv-RMWS has higher extraction accuracy for an unstable slope boundary. At the same time, it can be seen from the \( \hat{P}_c \) and \( K_{\text{hit}} \) that the Luv-RMWS method had the highest segmentation accuracy, followed by OOC, and the worst was MLC, which is
consistent with the evaluation results of $\delta A$ and $\delta P$ [56,57], indicating that the evaluation criteria proposed in this paper are reliable.

6.4. Analysis of the Proposed Method

To date, many studies of landslide information extraction through image classification technology have been carried out [3–6]. SPOT 5, GF-1, ZY-3, and Unmanned Aerial Vehicle (UAV) images and other data have been often used as the data sources, while unsupervised and supervised classifications have been used as the technical means of performing the studies. In this paper, a GF-2 image was selected as the data source, and the MLC method was used for comparing the algorithm described in this paper. The performed experiments show that the Luv-RMWS method has obvious advantages regarding the information extraction time, avoids the complicated post-processing of MLC, and shows greatly improved time efficiency. Meanwhile, the initial segmentation results were automatically merged by Luv-RMWS, avoiding the subjectivity of artificially merging and processing fragments after MLC, and performed well in terms of comprehensive extraction efficiency and the objectivity of the extraction results.

Although current research in the field of image segmentation is based mostly on object-oriented multi-resolution segmentation methods [56,57], and the mature eCognition software is used as the test platform, the data are mainly concentrated in high-resolution remote sensing images such as GF-1, GF-2, and QuickBird. By contrast, the algorithm proposed in this paper does not need to establish the rules for the segmentation process, the merging process is simple, the algorithm is easy to understand, and the segmentation results are highly objective and reliable. The results of the multi-scale segmentation experiment using the proposed algorithm for extraction of the unstable slope boundary in experimental images show that Luv-RMWS performs well regarding the reliability of object extraction, the consistency of the object boundary, and the extraction details. Additionally, the calculated segmentation accuracy evaluation criteria show that the extraction results obtained by Luv-RMWS are more accurate, and the two accuracy factors used in this paper are superior to those obtained by the MLC and OOC methods. This is consistent with the results of visual evaluation and the results based on $P_c$, $P_u$, $P_j$, and $K_{hat}$, indicating that the evaluation criteria factor results for the image segmentation accuracy of the proposed watershed algorithm are reliable.

7. Conclusion

An improved watershed segmentation method (Luv-RMWS) is proposed for extracting slope hazard based on a high-resolution GF-2 remote sensing image. Additionally, the evaluation of extraction accuracy based on our proposed criteria of $\delta A$ and $\delta P$ is proven to be consistent with visual evaluation and a confusion matrix. It provides new accuracy evaluation indicators for evaluating the image watershed segmentation algorithm. The experimental results show the effectiveness of extracting the slope hazard boundary based on the Luv-RMWS. The post-improved Luv-RMWS algorithm was found to have a good effect in extracting slope hazard boundaries and a high time efficiency. It can obtain reliable and satisfying segmentation accuracy compared to MLC and OOC methods. Our methodology greatly improves the accuracy and processing time for slope hazards, and expands the application field of watershed segmentation algorithms.
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