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Abstract

We investigate several quantum many-body systems using the density matrix projection method. We consider a detailed proof of concept with the harmonic oscillator and apply the method to systems composed of fermions, bosons, and mixtures of bosons and fermions within the framework provided by Helium atoms. Bosons serve to demonstrate most of the features of the method. Complementarily, when considering systems described by anti-symmetrical wavefunctions, introducing the fixed-node approximation is the way we choose to avoid the ubiquitous sign problem. One of the main features of the method is its ability to estimate any property at temperature $T = 0$ without bias, including biases that come from long-running simulations. In great detail, we discuss pair density matrices that we use to construct the full density operator in coordinate representation. Finally, we investigate $^3$He–$^4$He mixtures, showing the robustness of the density matrix projection method. In particular, we calculate the pair correlation function of equal and opposite spins and accurate values of the $^3$He kinetic energy.
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1 Introduction

Strongly interacting fermions are a building block of matter in scales ranging from nuclear physics to neutron stars [1–4]. Over the past several decades, efforts to unravel theories to describe these systems have raised several issues that attest to how challenging it can be to approach them comprehensively [5].

Mixtures of bosons and fermions are an active field of research with scientific interest renewed by the recent observation of quantum gas degeneracies [6–8]. A prominent example is helium systems, which have, for a long time now, been the bedrock of strongly interacting many-body physics. Despite that, they exhibit properties and features that are not entirely understood yet, such as the kinetic energy of isotopic $^3\text{He}-^4\text{He}$ mixtures [9, 10]. One of the goals of this work is to investigate the kinetic energy of mixtures of $^3\text{He}$ in the normal phase and $^4\text{He}$ in the superfluid one, with both species receiving a fully quantum many-body treatment concerning the statistics they obey. For this purpose, we have revised a quantum Monte Carlo (QMC) method extension at zero temperature [11], naming it the Density Matrix Projection method and demonstrating its accuracy. It allows the quantum many-body treatment to be subjected exclusively to an approximation of the nodal structure of the wave function for the fermionic species. Moreover, $^3\text{He}-^4\text{He}$ mixtures offer several of the complexities needed for the method to display its capabilities within a well-known system.

Investigations of the $^3\text{He}-^4\text{He}$ mixtures, where both Bose-Einstein and Fermi-Dirac statistics are involved, have a long history [12–14]. They are challenging systems for experimental and theoretical studies near zero temperatures. In experiments, the quest for a doubly superfluid Bose-Fermi of the mixture continues [15], despite extraordinary technical difficulties to reach
its predicted critical temperature of about 45 \(\mu K\) \cite{16}. Another challenge regarding \(^3\)He atoms occurs in experiments with neutrons, where an absorption cross-section of about 10^4 barns \cite{17} makes observations of the intensity of the scattered neutrons extremely difficult. On the theoretical side, a qualitative understanding of many characteristics of helium mixtures involves a delicate balance between several effects, including the local density, the Heisenberg uncertainty principle, an attraction between \(^3\)He atoms due to magnetic interaction caused by nuclear magnetic moments, the Pauli exclusion principle, and atomic binding energies \cite{18}. Additionally, due to the strongly correlated character of helium atoms, attempts to approach this problem quantitatively require non-perturbative theoretical treatments.

Quantum Monte Carlo methods are incredibly convenient for clarifying a myriad of properties of quantum many-body systems in stationary states in an exact form, providing results for bosonic systems subjected solely to statistical uncertainties. In continuous space, systems at finite temperature can be investigated with the path-integral Monte Carlo (PIMC) method \cite{19} or with its variant, the worm algorithm \cite{20}. PIMC calculations have successfully deepened our understanding of the \(^3\)He-\(^4\)He mixtures \cite{10, 21, 22}. At zero temperature, the Diffusion Monte Carlo (DMC) method can be used to estimate energies without biases \cite{23, 24}. Nevertheless, properties that do not commute with the Hamiltonian need to be extrapolated using variational results, a process that may not be unbiased \cite{25}. The DMC method has also been used to study \(^3\)He-\(^4\)He mixtures \cite{26}.

Systems made of particles that obey Fermi-Dirac statistics offer an additional challenge to QMC methods that stems from sampling the relevant probability distributions. Quantities associated with these distributions are not always positive-definite due to the Pauli exclusion principle, i.e., the antisymmetric character of the wave functions that describe these systems. This complication is at the heart of the notorious sign problem that permeates fermionic systems \cite{5}. For a review concerning this issue and attempts to overcome it, see \cite{27}. PIMC simulations of mixtures are performed by treating \(^3\)He atoms as boltzmannons or by applying the restricted path integral Monte Carlo as a way to circumvent the sign problem \cite{28}.

The simulation method we deploy originated from a generalization of the shadow wave function idea \cite{29}, and was named the variational path integral method by its creator \cite{19}. Later on, it was renamed \cite{30, 31} to path-integral ground state method. Here, we propose yet another designation, the density matrix projection (DMP) method, a name that we believe more accurately captures how the method operates.

In recent studies of bosonic systems, DMP has often been the optimal choice among ground-state QMC methods because it does not rely on importance sampling. DMP calculations of two-dimensional dipolar systems resulted in the expected supersolid stripe phase without adding one-body localization factors to the trial wave function \cite{32}. More surprisingly, the ground state of liquid helium can be projected from a constant function \cite{33}. Another powerful feature of DMP method is the straightforward implementation of estimators that give unbiased estimates of local and non-local properties. Two very interesting non-local estimates of this sort are the one-body density matrix (OBDM) \cite{33} and the entanglement entropy \cite{34, 35}. In particular, the dynamics of one-dimensional liquid \(^4\)He were studied from DMP estimates of the dynamical structure factor \cite{36}.

The DMP method applies convolutions of a given approximation of the density matrix to a trial function to filter the system’s ground state. The filtering process for bosonic systems is exact if the projection is long enough in imaginary time. In this work, we review in depth the DMP method, including its extension to treat fermions using the fixed-node approximation. With a different focus, an excellent review of the method was put forward by Yan and Blume \cite{37}.

DMP estimates any property without biases, regardless of whether or not the property commutes with the system Hamiltonian. In our approach, all system properties are estimated
within the fixed-node approximation, where only a single given nodal region is considered, which avoids changes of sign in the sampled probability. The fixed-node approximation is implemented straightforwardly when using DMP. We believe that the DMP is a state-of-the-art method for treating fermions, paving the way for further studies of local, non-local, and dynamical properties free from extrapolations.

In the following sections, we present all the details of the DMP method and results for a proof-of-concept system. We then show results for pure $^4$He systems before reaching the primary purpose of our work, which is the investigation of fermionic systems. We investigate systems composed of $^3$He atoms and the much more complex case of the $^3$He-$^4$He mixture. We shall see that the DMP method is similar to the PIMC method. More than just repeating the content of the magnificent review by David Ceperley about path integrals [19], we give details and particularities of the numerical treatment involved in DMP. We also provide a detailed description of how estimators are constructed, particularly the one for the radial distribution function.

Finally, we mention that we have limited the study of $^3$He-$^4$He mixtures to some of their basic properties, leaving aside other important and interesting characteristics of these quantum liquids. For instance, we have not attempted to apply the worm algorithm to evaluate the one-body density matrix and the condensate fraction of the $^4$He isotope. With our work as a stepping stone, we expect that, eventually, these properties will be investigated in the future.

2 The DMP method

The formal solution of Schrödinger’s equation is the time evolution operator $\hat{K}(t) = e^{-it\hat{H}}$, where $t$ is the time and $\hat{H}$ is the Hamiltonian of the quantum system. This operator is intrinsically connected to the density operator in statistical mechanics, $\hat{\rho}(\tau) = e^{-\tau\hat{H}}$, where $\tau = 1/k_B T$ is the inverse temperature, $k_B$ is the Boltzmann constant and $T$ is the temperature. In fact, one can transform $\hat{\rho}$ into $\hat{K}$ by applying the so-called Wick rotation $\tau \rightarrow it$. Therefore, $\tau$ is also commonly referred to as the imaginary time. This transformation leads to several approaches that explore a quantum-to-classical mapping to calculate statistical properties and expectation values in quantum systems without dealing with integration measures that are not positive-definite or even real, such as the renowned PIMC method [19].

In the DMP method, a quantum state $|\Psi_\tau\rangle$ that has a lower energy than a trial state $|\Psi_T\rangle$ is obtained by applying the density matrix $\hat{\rho}(\tau) = e^{-\tau\hat{H}}$ to $|\Psi_T\rangle$, effectively projecting it onto $|\Psi_\tau\rangle$:

$$|\Psi_\tau\rangle = e^{-\tau\hat{H}} |\Psi_T\rangle,$$

where $\tau$ is a real number. We assume that all quantum states are not normalized. If $|\Psi_T\rangle$ is non-orthogonal to the ground state $|\Psi_0\rangle$, the projection is guaranteed to exponentially approach $|\Psi_0\rangle$ as $\tau$ increases. This can be easily verified expanding $|\Psi_T\rangle$ into eigenstates of the Hamiltonian,

$$|\Psi_\tau\rangle = e^{-\tau E_0} c_0 |\Psi_0\rangle + e^{-\tau E_1} c_1 |\Psi_1\rangle + \ldots,$$

where $E_i < E_{i+1}$ are eigenvalues of $\hat{H}$ and $c_i$ are expansion coefficients. For a large enough $\tau$ the term with the smallest decay rate, namely the ground state, entirely dominates the expansion.

In practice, to carry on computer simulations, these projections are performed in coordinate space representation, where the density operator has the matrix elements

$$\rho(R,R',\tau) = \langle R|\hat{\rho}(\tau)|R'\rangle,$$
where $R \equiv \{r_i | i = 1, \ldots, N\}$ is the set of coordinates $r_i$ of all $N$ particles in the system, which can be of any spatial dimension. The DMP method takes advantage of the convolution property of the density matrix, also called imaginary time composition, which reads
\[
\rho(2\tau) = \rho(\tau)\rho(\tau),
\]
and which becomes an explicit convolution operation in coordinate space:
\[
\rho(R_i, R_j, 2\tau) = \int dR_1 \rho(R_i, R_1, \tau)\rho(R_1, R_j, \tau).
\]
The last equation is an exact expression of the density matrix for any imaginary time $\tau$.

Apart from normalization constants, the ground state expectation value of any quantity $O$ associated to the operator $\hat{O}$,
\[
O \propto \langle \Psi_0 | \hat{O} | \Psi_0 \rangle
\]
can be estimated in the following way. Consider initially $O(\tau)$ given by
\[
O(\tau) \propto \langle \Psi_\tau | \hat{O} | \Psi_\tau \rangle = \langle \Psi_\tau | e^{-\tau\hat{H}} \hat{O} e^{-\tau\hat{H}} | \Psi_\tau \rangle.
\]
We can insert a couple of completeness relations $\hat{1} = \int dR_i |R_i\rangle \langle R_i|$ to the left side of $|\Psi_\tau\rangle$ and to the right side of $\langle \Psi_\tau |$ such that
\[
O(\tau) \propto \int dR_M dR_{M+1} \Psi_\tau^\dagger(R_M) \langle R_M | e^{-\tau\hat{H}} \hat{O} e^{-\tau\hat{H}} | R_{M+1} \rangle \Psi_\tau(R_{M+1}),
\]
with $\Psi_\tau(R_{M+1}) = \langle R_{M+1} | \Psi_\tau \rangle$. Next, we use imaginary time composition to slice the density operator on the right side of $\hat{O}$ into $M$ operators $e^{-\delta\tau\hat{H}}$, with $\delta\tau = \tau/M$, such that
\[
O(\tau) \propto \int dR_M dR_{M+1} \Psi_\tau^\dagger(R_M) \langle R_M | e^{-\delta\tau\hat{H}} \hat{O} e^{-\delta\tau\hat{H}} \cdots e^{-\delta\tau\hat{H}} | R_{M+1} \rangle \Psi_\tau(R_{M+1}).
\]
Now we insert another completeness relation to the left of the right-most short-imaginary time operator,
\[
O(\tau) \propto \int dR_M dR_{M+1} dR_{M+2}
\]
\[
\times \Psi_\tau^\dagger(R_M) \langle R_M | e^{-\delta\tau\hat{H}} \hat{O} e^{-\delta\tau\hat{H}} \cdots e^{-\delta\tau\hat{H}} | R_{M+2} \rangle \langle R_{M+2} | e^{-\delta\tau\hat{H}} | R_{M+1} \rangle \rho(R_{M+1}; \delta\tau) \Psi_\tau(R_{M+1}),
\]
or in terms of $\rho(R_M, R_{M+1}; \delta\tau) = \langle R_M | e^{-\delta\tau\hat{H}} | R_{M+1} \rangle$,
\[
O(\tau) \propto \int dR_M dR_{M+1} dR_{M+2}
\]
\[
\times \Psi_\tau^\dagger(R_M) \langle R_M | e^{-\delta\tau\hat{H}} \hat{O} e^{-\delta\tau\hat{H}} \cdots e^{-\delta\tau\hat{H}} | R_{M+2} \rangle \rho(R_{M+2}; \delta\tau) \rho(R_{M+1}; \delta\tau) \Psi_\tau(R_{M+1}).
\]
We are left with $(M - 1)$ short-imaginary time operators. By repeating this procedure until all the slices are covered, we have
\[
O(\tau) \propto \int dR_M \prod_{i=1}^{M+1} dR_i \Psi_\tau^\dagger(R_M) \langle R_M | e^{-\tau\hat{H}} \hat{O} | R_1 \rangle \rho(R_1, R_2; \delta\tau) \rho(R_2, R_3; \delta\tau) \cdots \rho(R_M, R_{M+1}; \delta\tau) \Psi_\tau(R_{M+1}),
\]
(12)
where we can see the formation of a “chain” of density matrix elements \( \rho(R_i, R_{i+1}; \delta \tau) \) with endpoints \( R_1 \) and \( R_{M+1} \), that are then integrated over the entire space. The same procedure can be repeated to slice \( e^{-\tau H} \) on the left side of \( \hat{O} \) into \( M e^{-\delta \tau H} \) operators and then insert intermediate configurations from \( R_{M+1}, ..., R_0 \), which yields

\[
O(\tau) \propto \int \left( \prod_{i=0}^{M+1} dR_i \right) \Psi_T^*(R_{-M})\rho(R_{-M}, R_{-M+1}; \delta \tau) \cdots \rho(R_{-1}, R_0; \delta \tau)\hat{O}|R_1\rangle \rho(R_1, R_2; \delta \tau) \cdots \rho(R_M, R_{M+1}; \delta \tau)\Psi_T(R_{M+1}).
\]

This equation has a visual representation that is shown in Fig. 1. Each of the \( 2M + 2 \) configurations \( R_i \), represented as a bead, is linked to \( R_{i+1} \) through the matrix element \( \rho(R_i, R_{i+1}; \delta \tau) \), which is represented by a spring. The exception is the central configurations \( R_0 \) and \( R_1 \), connected by the operator \( \hat{O} \), which is represented by a horizontal bar. The endpoint configurations \( R_{-M} \) and \( R_{M+1} \) carry the trial wave function \( \Psi_T \).

### 2.1 Non-diagonal operators

The probabilistic nature of \( \rho \) and \( \Psi_T \) offers the possibility of using Monte Carlo techniques to sample the configurations \( R_i \), with \( i \neq 0, 1 \). To sample the central configurations \( R_0 \) and \( R_1 \), we are left with a choice to use any suitable probability distribution \( p(R_0, R_1) \), since Eq. (13) can also be written as

\[
O(\tau) \propto \int \left( \prod_{i=0}^{M+1} dR_i \right) \Psi_T^*(R_{-M})\rho(R_{-M}, R_{-M+1}; \delta \tau) \cdots \rho(R_{-1}, R_0; \delta \tau)O(R_0, R_1)\rho(R_1, R_2; \delta \tau) \cdots \rho(R_M, R_{M+1}; \delta \tau)\Psi_T(R_{M+1}),
\]

where

\[
O(R_0, R_1) = \frac{\langle R_0|\hat{O}|R_1 \rangle}{p(R_0, R_1)},
\]

such that \( R_0 \) and \( R_1 \) are amenable to importance sampling. The most convenient choice is to take \( p(R_0, R_1) = \rho(R_0, R_1; \delta \tau) \), such that \( R_0 \) and \( R_1 \) are also connected by a spring, and the
same algorithm can be used to sample the configurations of all the beads \( R_{-M}, \ldots, R_{M+1} \) in the chain. In spite of its convenience, this may not be the best choice depending on the nature of \( \hat{O} \), and a more appropriate \( p \) can be selected on a case-by-case basis. Finally, \( O(\tau) \) can be estimated by sampling the probability distribution

\[
\mathcal{P}(R_{-M}, \ldots, R_0, R_1, \ldots, R_{M+1}) \propto \Psi_T^*(R_{-M}) \left( \prod_{i=-M}^{-1} \rho(R_i, R_{i+1}; \delta \tau) \right) p(R_0, R_1) \times \left( \prod_{i=1}^{M} \rho(R_i, R_{i+1}; \delta \tau) \right) \Psi_T(R_{M+1}).
\]  

(16)

2.2 Diagonal operators

A particular relevant case of the DMP method happens when the operator \( \hat{O} \) is diagonal in coordinate representation, such that:

\[
\langle R_0 | \hat{O} | R_1 \rangle = O(R_1) \delta(R_0 - R_1),
\]  

(17)

forcing the configurations \( R_1 \) and \( R_0 \) to be the same. The integration in one of these coordinates can therefore be analytically performed, effectively collapsing the two central beads into a single one. This results in a chain of \( 2M + 1 \) beads, all connected by density operators \( \rho(R_i, R_{i+1}; \delta \tau) \), as shown in Fig. 2.

In this particular case, one does not need to worry about choosing \( p \), and estimates for \( O(\tau) \) can be obtained by sampling the probability distribution

\[
\mathcal{P}_{\text{diag}}(R_{-M}, \ldots, R_0, \ldots, R_M) \propto \Psi_T^*(R_{-M}) \left( \prod_{i=-M}^{-1} \rho(R_i, R_{i+1}; \delta \tau) \right) \Psi_T(R_M).
\]  

(18)

It is essential to notice that the DMP is not a variational method. Ground state converged configurations must be used when evaluating the local quantities \( O(R_0, R_1) \). In particular, it is imperative that the configurations \( (R_0, R_1) \), points at which \( \hat{O} \) is effectively evaluated, satisfy this ground state convergence condition. Another interesting point here, which contrasts this method to others that share the same imaginary time composition approach enclosed in Eq. (7) through Eq. (13), is that, despite having a total of \((2M + 2)\) beads (or intermediary configuration), we are slicing the imaginary time component into \( M \) chunks. Configurations from \( \Psi_T \)
endpoints) can be sampled via the Metropolis-Hastings algorithm. Those of the remaining beads can be efficiently sampled by a multi-level Metropolis algorithm (see Sec. 5).

In summary, the DMP method allows ground state properties to be estimated without introducing any biases. This is done by the application of a local operator $\hat{O}$ in converged configurations of the ground state, which are obtained by projecting a trial quantum state represented by the wave function $\Psi_T$ at both extremities of a linear polymer using the density matrix of the system. Estimates can be refined by adding more beads and/or applying the estimator $O$ to all beads with converged configurations when $[\hat{O}, \hat{\rho}] = 0$.

To fully account for quantum fluctuations, the probability distribution $P$ must include Bose or Fermi statistics,

$$\Psi(R, \tau) = \frac{1}{N!} \sum_P \int dR' (\pm 1)^P \rho(R, \hat{P}R', \tau) \Psi_T(R'),$$

(19)

where $\hat{P}$ is the operator that permutes $P$ particles of the system. In the DMP method, the appropriate quantum statistics of the system can be implemented through the trial state $\Psi_T$.

If it is done, then

$$\rho(R, R', \delta \tau) \Psi_T(R') = (\pm 1)^P \rho(R, \hat{P}R', \delta \tau) \Psi_T(\hat{P}R'),$$

(20)

and all terms in the sum of Eq. (19) are the same. Thus, it is possible to simply consider the density operator elements $\rho(R, R', \delta \tau)$ for distinguishable particles [11, 19]. For fermionic systems, $\Psi_T$ must be anti-symmetric under particle exchange. For this reason, $P$ may change sign, which is the source of the sign problem in the DMP method. The fixed-node approximation, which will be discussed in the next section, can be used to circumvent this problem.

3 Fixed-node approximation

The fixed-node approximation is the most common way to address the sign problem in QMC methods. It was envisioned by Anderson [38], and its first application to the investigation of the electron gas ground state attained results that became an essential ingredient for the density functional theory [39, 40]. In a somewhat more intricate fashion, similar ideas were employed to restrict path integrals from sign changes [28]. In the DMP method, the fixed-node approximation can be implemented straightforwardly.

In fermionic systems, the nodes of the ground state wave function $\Psi_0$ carve up the configuration space into nodal regions. Ceperley demonstrated that two distinct nodal regions of the ground state differ only by the permutations of particle indexes, i.e. by the sign of $\Psi_0$ [28]. Consequently, properties associated with a given nodal region $\Omega$ are identical to those of other nodal regions. Thus, one can solve Schrödinger’s equation inside one of the $\Omega$ regions and still obtain expectation values pertinent to the entire system.

In practice, the nodal hypersurfaces of a given ansatz $\Psi_T$ for the ground state are converted into infinite potential walls, such that all configurations $R_i$, with $i = \{-M, \ldots, 0, 1, \ldots, M+1\}$, are forced to remain inside the initial, arbitrary nodal region. In general, the nodal regions of $\Psi_0$ are unknown and are likely different than those of $\Psi_T$. Nevertheless, it has been shown that the approximation made by using one single $\Omega$ to estimate the energy of the system gives the lowest upper bound for this quantity that is consistent with the node structure of the trial state [23, 28].

In a typical simulation, Monte Carlo moves are rejected if a configuration of the trial wave function or that of any bead crosses the nodal hyper-surface. A test to determine if the surface has been crossed can be established by verifying if the sign of $\Psi_T(R_i)$ has changed after the
trial displacement. Cross-recross errors happen when a configuration \( R_i \) leaves a nodal region with a particular sign, then recrosses it, ending up in a region with the same sign as the initial one. To avoid this error, we use sufficiently small values of the imaginary-time step \( \delta \tau \), which results in acceptance ratios greater than 90%.

To account for the infinite potential walls at the nodal hyper-surface, the density matrix \( \rho(R, R'; \delta \tau) \) must smoothly vanish at these boundaries. This is accomplished by implementing the image-action approximation [41]. For instance, in a short-time \( \delta \tau \) approximation, one can multiply \( \rho(R, R'; \delta \tau) \) by \( e^{S_I} \), where

\[
S_I = \ln \left\{ 1 - \exp \left[ -\frac{d(R)d(R')}{\lambda \delta \tau} \right] \right\},
\]

\( \lambda = \frac{\hbar^2}{2m} \), and \( d(R) \) is the distance between configuration \( R \) and the closest nodal region. The use of this approximation is strongly recommended. Without that, there would be a non-vanishing probability of finding beads in the proximity of the nodes. An exact analytical expression for \( d(R) \) is difficult to obtain, but one can rely on the Newton-Raphson method, which gives the approximation

\[
d(R) \approx \frac{|\Psi_T(R)|}{|\nabla \Psi_T(R)|}.
\]

### 4 The density matrix

A central ingredient of the DMP method is the representation of the density operator of the system \( e^{-\tau \hat{H}} \) in coordinate space or, in other words, the elements \( \rho(R, R'; \tau) \) of the density matrix [19, 42]. A path integral representation of this object can be obtained by formally bringing the number of imaginary time compositions in Eq. (5) to infinity [43], which yields

\[
\rho(R, R'; \tau) = \int_{X(0)=R}^{X(\tau)=R'} \mathcal{D}[X(t)] e^{-S[X(t)]},
\]

where the integration measure is

\[
\mathcal{D}[X(t)] = \lim_{M \to \infty} \prod_{i=0}^{M} dX_i
\]

and

\[
S[X(t)] = -\lim_{M \to \infty} \sum_{i=0}^{M} \log[\rho(X_i, X_{i+1}; \delta \tau)]
\]

is called the total action of path \( X(t) \), with \( X_i = X(i \times \delta \tau) \) and \( \delta \tau = \tau/M \). Notice that all paths start at \( R \) and end up at \( R' \) after an imaginary time \( \tau \), which is effectively a boundary condition on this functional integration. In the \( M \to \infty \), or conversely \( \delta \tau \to 0 \) limit, these paths are indeed continuous, driven random walks.

In general, the challenge of computing these matrix elements stems from the fact that the Hamiltonian is almost always a sum of two or more non-commuting terms, such that it is impossible to calculate the matrix elements from each contribution individually. For the typical case where \( \hat{H} \) is a sum of a kinetic terms plus a potential term, \( \hat{H} = \hat{K} + \hat{V} \), this can be seen by noticing that

\[
e^{-\tau \hat{H}} = e^{-\tau(\hat{K} + \hat{V})} = e^{-\tau \hat{K}} e^{-\tau \hat{V}} e^{-\frac{\tau^2}{2} \hat{K} \hat{V} + \mathcal{O}(\tau^3)},
\]

\( \hat{K} \) and \( \hat{V} \) being the kinetic and potential terms, respectively.
with higher order terms following the general recipe given by the Baker-Campbell-Hausdorff formula [44–46]. However, this relation opportunistically indicates that, in the limit \( \tau \to 0 \), these contributions can be neglected. In fact, the Trotter-Suzuki decomposition

\[
e^{-\tau(\hat{K} + \hat{V})} = \lim_{M \to \infty} \left[ e^{-\frac{\tau}{M} \hat{K}} e^{-\frac{\tau}{M} \hat{V}} \right]^M
\]

shows that, precisely in that limit, the contributions coming from the commutators vanish [47]. This is not only a rigorous mathematical result, but also makes complete sense physically. It is representing the observed nature that, in the limit of very short \( \tau \), which translates into either short time intervals or high temperatures, the system behaves classically [48].

Since the Trotter-Suzuki limit is intrinsically enclosed in each element of the total action in Eq. (25), we can rigorously separate \( K \) and \( V \) under the path integral exponentiation. The kinetic term can be analytically solved, having a well-known Gaussian distribution form, such that the elements become

\[
\rho(X_i, X_{i+1}; \delta \tau) = \frac{1}{(4\pi\lambda\delta \tau)^{d/2}} \exp\left[-\frac{(X_i - X_{i+1})^2}{4\lambda\delta \tau}\right]\exp[-\delta \tau V(X_i)],
\]

where \( d \) is the number of spatial dimensions. The Gaussian envelope from the kinetic contribution implicitly sets a relevant length scale over which the random walks have finite, non-vanishing probabilities, which is centered around the point where the interaction potential is being calculated, and which is controlled in size by \( \delta \tau \). These envelopes can be formally combined into the integration measure of Eq. (23), such that the density matrix elements are represented by a Wiener process through

\[
\rho(R, R'; \tau) = \int_R^{R'} D_W[X(t)] \exp\left[-\int_0^\tau V[X(t)] dt\right],
\]

where \( D_W[X(t)] \) is the Wiener measure [49], which attributes statistical weights to each free-particle path starting at \( R \) and ending at \( R' \) after an imaginary time \( \tau \).

The Wiener process expression of the density matrix describes exactly a Brownian random walk (BRW) driven by the interaction term [50]. The functional integration can in fact be written as an average over these random walks, in what is known as the Feynman-Kac formula [51]:

\[
\rho(R, R'; \tau) = \rho_0 \left\langle \exp\left[-\int_0^\tau V[X(t)] dt\right] \right\rangle_{BRW},
\]

where \( \rho_0 \) is the density matrix element for the non-interacting system,

\[
\rho_0(R, R'; \tau) = \frac{1}{(4\pi\lambda\tau)^{d/2}} \exp\left[-\frac{(R - R')^2}{4\lambda \tau}\right].
\]

Equation (30) defines a framework amenable to several approximations guided by physical intuition that will be discussed next, as opposed to the more common mathematical approach.

4.1 Short imaginary time approximations

4.1.1 Primitive approximation

The most common, widely used expression for the density matrix considers that \( \tau \) is small enough that the Brownian motion is effectively captured almost entirely by its initial and final
states at $R$ and $R'$. This leads to the following expression, which is formally correct up to $O(\tau^2)$,

\[
\rho_{pr}(R, R'; \tau) = \rho_0 e^{-U(R, R'; \tau)},
\]

\[
U(R, R', \tau) = \frac{\tau}{2} [V(R) + V(R')].
\]

The symmetrized form of the potential action $U(R, R', \tau)$ in the primitive approximation is simply the interatomic potential. The primitive approximation is easy to compute during simulations, not requiring any operations related to the interaction potential and, therefore, being available to virtually every many-body system, apart from singular cases [52]. It performs exceptionally well for smooth, slowly varying potentials.

The pitfall here is that representing the entire range of the Brownian random walks exclusively by the endpoints is a pretty drastic restriction that can only be reasonable for very short imaginary time steps $\tau$. Consequently, it requires slicing the density operator into a sometimes prohibitively large number of chunks. This renders sampling the distribution of Eq. (16) a computationally demanding task in terms of time and resources. In practical terms, this means having to equilibrate, in a Markov process sense, many interacting polymers, each composed of a large number of beads. More accurate approximations are highly welcome for simulations to be efficient and, despite not being very common, can also be easily achieved.

4.1.2 Semiclassical approximation

In many cases, it is possible to obtain a substantially better result by considering a WKB approach, which consists of finding the path amongst the Brownian random walks that has the largest statistical weight, denoted $X_{\text{WKB}}(t)$, and evaluating the interaction functional in Eq. (30) over that path. Aside from being physically intuitive, it can be rigorously shown that the path with the largest weight is exactly the classical path connecting $R$ to $R'$, justifying the name of the approximation. Moreover, since the BRWs are paths of the non-interacting system, $X_{\text{WKB}}(t)$ is simply a straight line

\[
\rho_{\text{WKB}}(R, R'; \tau) = \rho_0 \exp \left[ -\int_0^\tau V[X_{\text{WKB}}(t)] dt \right],
\]

where $X_{\text{WKB}}(t) = R + (R' - R)t/\tau$.

The integration can be translated into a kinematics problem with a definite, analytical solution for some potentials. When that is not possible, direct numerical integration, with tabulation of the resulting terms, is a good alternative. This table can then be interpolated during simulations. In several situations, this is computationally faster than dealing with the analytical forms, where intricate potentials must be evaluated repeatedly at every iteration.

By considering the interaction along the entire path connecting $R$ to $R'$, the semiclassical approximation can capture the physics of the system better than the primitive approach and should always be preferred whenever possible. However, since it is not derived directly from Baker-Campbell-Hausdorff terms, it is uncertain to what order of $\tau$ this approximation is correct, although we certainly know that it is at least $O(\tau^2)$. Despite that, given a certain $\tau$, one can calculate the relative weight of $X_{\text{WKB}}$ to other possible random walks and thus have insights on how large $\tau$ should be in order to obtain the desired accuracy. These additional BRWs can be sampled with a simple Monte Carlo algorithm. The downside of this approximation is that, as we shall see, some estimators require derivatives of the density matrix that may not be easily computed from this expression.
4.2 Pair product approximation

In a variety of quantum systems, the many-body physics is encapsulated into a two-body potential $v$, such that the interaction term of the Hamiltonian is

$$V(R) = \sum_{i<j} v(r_i, r_j), \quad (34)$$

where $(i, j)$ denotes a pair of particles. With that, we can write the many-body density matrix of Eq. (30) as

$$\rho(R, R'; \tau) = \rho_0 \left\langle \exp \left[ -\int_0^\tau v(r_i(t), r_j(t))dt \right] \right\rangle_{BRW}, \quad (35)$$

The pair product approximation, $\rho_{PP}$, consists of neglecting product correlations of orders higher than two in the Wiener process, such that

$$\left\langle \prod_{i<j} \exp \left[ -\int_0^\tau v(r_i(t), r_j(t))dt \right] \right\rangle_{BRW} \approx \prod_{i<j} \left\langle \exp \left[ -\int_0^\tau v(r_i(t), r_j(t))dt \right] \right\rangle_{BRW}, \quad (36)$$

and

$$\rho_{PP}(R, R'; \tau) = \prod_{i<j} \rho_{pair}(r_i, r_j, r'_i, r'_j; \tau), \quad (37)$$

where

$$\rho_{pair}(r_i, r_j, r'_i, r'_j; \tau) = \rho_0(r_i, r_j, r'_i, r'_j; \tau) \left\langle \exp \left[ -\int_0^\tau v(r_i(t), r_j(t))dt \right] \right\rangle_{BRW}. \quad (38)$$

With that, the critical ingredient for the many-body density matrix is now the interaction term of one pair of particles, a much simpler object.

This approximation has several advantages. First, it is exact for a pair of particles by construction. Second, for homogeneous systems, the neglected correlation effects are largely attenuated since they tend to be canceled out by the presence of other particles in other directions that will have opposite correlations. Third, this approximation is well defined for all sorts of interactions. Moreover, finally, for large imaginary times, this expression will approach the solution of a two-body Schrödinger equation (weighted by the corresponding energy eigenvalue), resulting in a many-body density matrix equivalent to a Jastrow-type wave function. These wavefunctions are well-known to capture most ground state correlations in various quantum systems accurately.

4.2.1 Central potentials

When the interaction is isotropic, depending only upon the magnitude $r$ of the relative coordinate of the pair of particles $(i, j)$, $r = |r_i - r_j|$, it is possible to employ a center of mass transformation such that the pair density matrix elements become

$$\rho_{pair}(r_i, r_j, r'_i, r'_j; \tau) = \rho_{CM}(r_{CM}, r'_{CM}; \tau) \rho_{rel}(r, r'; \tau), \quad (39)$$

where $r_{CM} = (r_i + r_j)/2$ and $r'_{CM} = (r'_i + r'_j)/2$ are the center of mass coordinates, and $r = r_i - r_j$ and $r' = r'_i - r'_j$ the relative coordinates at the endpoints. The center of mass density matrix
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\( \rho^{\text{CM}} \) is effectively a free-particle one-body term on these coordinates, with the resulting mass \( m_{\text{CM}} = m_i + m_j \). The relative density matrix \( \rho_{\text{rel}} \) is the solution to the problem of a single particle of reduced mass \( m_{\text{rel}} = m_i m_j / (m_i + m_j) \) under the action of an external potential \( v(\mathbf{r}) \).

In this scenario, one can immediately make use of one of the short imaginary time approximations to obtain an expression for \( \rho_{\text{rel}} \), then reconstruct the pair density matrix \( \rho^{\text{pair}} \), and finally obtain the many-body object with the pair product approximation. Alternatively, since this problem is much simpler than the many-body one, one can attempt to solve the one-body Schrödinger equation and construct an exact density matrix from

\[
\rho^{\text{rel}}(\mathbf{r}, \mathbf{r}'; \tau) = \sum_i e^{-\tau E_i} \phi_i(\mathbf{r})\phi_i(\mathbf{r}'),
\]

where \( \phi_i \) are the eigenfunctions and \( E_i \) the eigenvalues of the corresponding single-particle Hamiltonian.

### 4.3 Numerical convolutions

Accurate density matrices for imaginary times \( \tau \) larger than the ones for which short-time approximations hold well are essential to reduce the total required number of beads in a simulation. They allow the DMP method to project the system’s ground state either faster or with more particles with the same amount of computational resources. Here, once again, the convolution property is quite convenient since we can use the approximations for short imaginary times and then self-compose them to obtain the expression for a larger imaginary time.

This is not practical for the full many-body matrix because it requires numerical integration of a highly multi-dimensional object. However, the central potential case discussed in the last section offers a great advantage: the relative coordinates term can be expanded in partial waves. In three dimensions, \( \rho^{\text{rel}} \) becomes

\[
\rho^{\text{rel}}(\mathbf{r}, \mathbf{r}'; \tau) = \frac{1}{4\pi \lambda_{\text{rel}}^2} \sum_{\ell=0}^{\infty} (2\ell + 1) \rho^\ell(\mathbf{r}, \mathbf{r}'; \tau) P_\ell(\cos \theta),
\]

where \( \theta \) is the angle between \( \mathbf{r} \) and \( \mathbf{r}' \) and \( P_\ell \) are Legendre polynomials. It can be shown that the partial waves \( \rho^\ell \) are solutions of the one-body problem of a particle under an external potential \( v(\mathbf{r}) \) and a centrifugal barrier \( \lambda_{\text{rel}}(\ell + 1)/r^2 \), with \( \lambda_{\text{rel}} = \hbar^2 / 2m_{\text{rel}} \). The centrifugal term can be incorporated into the kinetic term and solved analytically, which yields, for the three-dimensional case,

\[
\rho^\ell(\mathbf{r}, \mathbf{r}'; \tau) = \frac{4\pi \lambda_{\text{rel}}^2}{[4\pi \lambda_{\text{rel}}^2 \tau]^{3/2}} \exp \left[ -\frac{r^2 + r'^2}{4\lambda_{\text{rel}}^2 \tau} \right] i_\ell \left( \frac{rr'}{2\lambda_{\text{rel}}^2} \right) \\
\times \left\{ \exp \left[ -\int_0^\tau v(x(t)) dt \right] \right\}_{\text{CBRW}},
\]

where \( i_\ell \) is the modified spherical Bessel function, and CBRW stands for centrifugal Brownian random walks. In the short imaginary time limit, the CBRW converges to the usual BRWs, which can be shown by employing an asymptotic expansion of \( i_\ell \).

Since the partial waves are completely independent, each one of them satisfies its own convolution property,

\[
\rho^\ell(\mathbf{r}, \mathbf{r}', 2\tau) = \int d\mathbf{r}'' \rho^\ell(\mathbf{r}, \mathbf{r}'', \tau) \rho^\ell(\mathbf{r}'', \mathbf{r}', \tau),
\]
which is now a one-dimensional integration. One can then consider imaginary times short enough such that an approximation (primitive or semiclassical) is reasonable, and then compute the partial waves with Eq. (42) and perform a number of numerical integrations, each one effectively doubling the initial imaginary time and yielding the exact density matrix elements apart from numerical errors [53].

The starting temperature can be relatively high, such as \( T \sim 10^3 \) K for Helium systems. The integration is repeated until the desired temperature is reached. In the calculation of \( \rho^{rel} \) using Eq. (41), the sum of partial wave components at the desired temperature is truncated when contributions to the sum are smaller than a chosen threshold \( \epsilon \), typically \( \epsilon \sim 10^{-6} \). As a bonus, the larger the imaginary time interval, the smaller the number of effectively contributing waves.

### 4.4 Construction of the many-body action

In practice, evaluating the action for a pair of particles, viz.

\[
u_{ij} = -\log \left[ \frac{\rho_{\text{pair}}(\mathbf{r}_i, \mathbf{r}_j, \mathbf{r}_i', \mathbf{r}_j'; \delta \tau)}{\rho_0(\mathbf{r}_i, \mathbf{r}_i', \delta \tau) \rho_0(\mathbf{r}_j, \mathbf{r}_j', \delta \tau)} \right],
\]

is a costly task to be performed during simulation time, even when analytical expressions are available. A possible procedure is to store the \( u_{ij} \) values in a table and form the many-body action via the pair product approximation, which yields

\[
U(R, R'; \delta \tau) = \sum_{i<j} u_{ij},
\]

and the full density matrix elements are \( \rho(R, R'; \delta \tau) = \rho_0(R, R'; \tau) e^{-U(R, R'; \delta \tau)} \). Even then, simply tabulating \( u_{ij} \) as a function of distances \( r, r' \) and the angle \( \theta = \arccos(r \cdot r' / rr') \) for the required time intervals used in sampling \( \mathcal{P} \) can generate very large four dimensional arrays.

A much more efficient representation can be achieved by decomposing the pair action into diagonal and off-diagonal contributions [19], and write \( u_{ij} \) as

\[
u_{ij}(r, r', \theta, \delta \tau) = u_{\text{ep}}(r, r', \delta \tau) + u_{\text{od}}(r, r', \theta, \delta \tau),
\]

where \( u_{\text{ep}}(r, r', \delta \tau) = [u_{ij}(r, r, \delta \tau) + u_{ij}(r', r', \delta \tau)]/2 \) is the so-called end-point term, and \( u_{\text{od}} \) is the remaining contribution. The end-point term can be efficiently stored in tables, since it is essentially a one-dimensional object.

The off-diagonal terms can be expanded by noticing that the density matrix elements are centered around the diagonal \( r = r' \), a consequence of the Gaussian envelope that we discussed earlier in the path integral formalism. A suitable change of variables that encloses the proximity to the diagonal is given by \( (r, r', \theta) \rightarrow (q, s, z) \), with \( q = (r + r')/2, s = |r - r'| \) and \( z = r - r' \). The variable \( q \) is the only one that is not restricted by the Gaussian term [19]. With that, \( u_{\text{od}} \) can be written as the following polynomial representation:

\[
u_{\text{od}}(q, s, z, \delta \tau) = \sum_{i=1}^{\infty} \sum_{j=0}^{i} c_{ij}(q, \delta \tau) z^{2i} s^{2j-i}.
\]

This expression can be truncated, and the coefficients \( c_{ij} \) are obtained by fitting a surface to \( u_{\text{od}} \) for a set of values of \( q \) that are relevant to the problem. The coefficients are then stored in one-dimensional tables that can be efficiently accessed during simulations, allowing for a quick construction of the many-body action. For Helium systems, \( i = 2 \) is an adequate truncation point. Figure 3 shows the resulting coefficients for a pair of \(^3\)He atoms interacting via the Aziz potential [54] at temperature \( T = 50 \) K.
Figure 3: Diagonal pair action (black solid line, left panel), first order coefficients (left panel), and second order coefficients (right panel) of Eq. (46) for a pair $^3$He atoms interacting via the Aziz potential [54] at temperature $T = 50$ K obtained from six numerical convolutions of a short imaginary time WKB expression [see Eq. (33)].

5 Sampling algorithm

In the DMP method, sampling the relevant probability distributions can be done with stochastic techniques. However, for polymers with more than 16 beads [19], detailed balance is difficult to be achieved when one relays on the canonical Metropolis algorithm and its variants that are based on configuration-by-configuration sampling [55, 56]. The multi-level Metropolis algorithm speeds up the sampling process and is therefore preferred [19]. This algorithm divides the sampling into stages (levels). In the initial stages, a crude but fast approximation for the probability density is used to decide if proposed moves can be accepted. In the final stage, the most accurate expression of the density matrix is employed, and its associated probability density is the one that is finally sampled for all beads.

The idea is to use simpler forms of the density matrix during the early stages to filter trial moves that have a reasonable probability of being accepted in the final stage. It is not desirable to spend simulation time evaluating sophisticated expressions of the density matrix prior to the last stage. For example, one can use the primitive approximation to discard situations where hard-core particles overlap. The more accurate pair density matrix expressions can be used at the final stage.

The multi-level Metropolis algorithm implementation we employ is known as the bisection algorithm. In a bisection of level $L$, a segment $\mathcal{R} = \{R_i \mid i, \ldots, i + N\}$ with $2^L + 1$ beads of the open necklace is randomly selected. If $(i + N) > M$, the segment is discarded and another one is selected. At the first stage, $\ell = 1$, a trial configuration $R_m'$ is proposed for the central bead $R_m$ of the segment delimited by $(R_i, R_{i+N})$, $N = 2^L$. If the proposed move in this stage or any subsequent one is rejected, a different segment $\mathcal{R}$ is selected, and the iteration is restarted. When the trial configuration $R_m'$ is accepted, the algorithm proceeds to the next stage. At stage $\ell = 2$, the chosen segment is split in two with extremities $(R_i, R_m')$ and $(R_m', R_{i+N})$. Each one includes the updated configuration $R_m'$ of the previous stage. A new configuration for the central bead of each one of these two new segments is then proposed. Although the proposed moves are independently generated, the criterion for their acceptance, as we will see in Eq. (52), considers all of them simultaneously. If the proposed moves of the centers in this stage are accepted, the algorithm proceeds to the next stage. The same recipe is repeated recursively in the following stages, considering bisctions of segments constructed in the prior stages. $2^{\ell-1}$ segments are to be considered at each stage. In Fig. 4 we show a graphical representation of the bisection algorithm with $L = 2$.

A segment with extremities $(R_{e1}, R_{e2})$ has its central bead $R_m$ separated by an imaginary
Figure 4: Visual representation the bisection algorithm of level \( L = 2 \). a) A random slice of the open necklace with \( 2L + 1 = 5 \) beads is selected. b) The endpoints of the selected segment are kept fixed, and we calculate the midpoint between them, \( R_m \). c) A trial displacement is proposed via Eq. (51), effectively sampling a Gaussian distribution controlled by \( \delta \tau_1 = 2^{2^{-1}} \delta \tau = 2 \delta \tau \). d) The midpoints between the new position of the bead in the previous step and the endpoints are calculated. e) Trial displacements are then proposed via Eq. (51) with \( \delta \tau_2 = 2^{2-2} \delta \tau = \delta \tau \). f) If the movements in all levels are accepted, we update the positions of the beads, as discussed in the text.

The product of the free-particle density matrices in Eq. (48) is proportional to

\[
\exp\left\{-\left[R_m - \frac{(R_{e1} + R_{e2})}{2}\right]^2/(4\lambda\delta \tau_\ell)\right\},
\]

and therefore can be exactly sampled with the trial displacement

\[
R_{\text{trial}}^m = \frac{R_{e1} + R_{e2}}{2} + \eta \sqrt{2\lambda \delta \tau_\ell},
\]
where \( \eta \) is a vector of random numbers generated from a normal distribution of unitary variance and zero mean. This trial configuration is accepted or rejected by the Metropolis algorithm according to the acceptance probability

\[
A_\ell = \min \left\{ 1, \frac{e^{-U_{\text{trial}} - U_\ell}}{e^{-U_{\text{trial}} - U_{\ell-1}}} \right\},
\]

where \( U_{\text{trial}} \) is obtained by taking \( R_m = R_{\text{trial}}^m \) in \( U_\ell \), with \( U_0 = U_{\text{trial}}^0 = 0 \) by definition [56].

When calculating \( U_{\text{trial}} \) at any stage, we consider the updated configurations of all previous stages. The original configurations of the segment are used to compute \( U_\ell \). For \( \ell < L \), \( U \) is calculated from the primitive approximation.

If the trial move is accepted, the algorithm proceeds to the next stage. Otherwise, the entire segment is left unchanged, a new one is selected, and the iteration is restarted. In the last stage, \( \ell = L \), each segment is composed of three beads. Except for the endpoints \( R_i \) and \( R_{i+N} \), all beads have configurations from previously accepted moves. The imaginary time interval to be employed in this stage is the one used for calculating the pair density matrix, and \( U \) is calculated using the more refined pair product expression. If accepted, bead configurations are updated as \( [R_i = R'_i | i + 1, \ldots, i + N - 1] \); otherwise, \( R \) remains unchanged. Since configurations of beads \( R_i \) and \( R_{i+N} \) are never changed, the procedure of choosing a segment \( R \) needs to be repeated several times for the same polymer.

In the final stage, the denominator in Eq. (52) cancels the approximated probability densities used in the previous stages. The final acceptance probability \( A = \prod_\ell A_\ell \) is how the most accurate expression of the many-body density matrix for accepting moves of all bead configurations is obtained. For this reason, the moves at all levels must be either all accepted or all rejected. In this way, the detailed balance required to an unbiased estimate of properties is satisfied.

Generally, acceptance is controlled by the imaginary time interval \( \delta \tau \) and the total number of stages \( L \). For fermionic systems where the fixed-node approximation is employed, the usual acceptance of \( \sim 20\% \) is increased to \( \gtrsim 90\% \) to avoid the cross-recross error. This requirement culminates in long simulation times. This error occurs when a trial movement crosses two nodal surfaces, reaching pockets with the same wave function sign.

A Monte Carlo sweep is finally completed with attempts to move the configurations that carry wave functions \( \Psi_T \) at the extremities of the open necklace. Trial configurations are generated according to the Metropolis algorithm [55, 56]. The canonical algorithm is associated with a step size that regulates the average displacement of the particles and the acceptance ratios. This step size is also adjusted to give an overall acceptance ratio of \( \gtrsim 90\% \) when the fixed node approximation is used.

Over the course of decades, extensive variational studies provide a collection of suitable trial functions related to various physical systems. Nonetheless, the art of constructing these functions is still an active field, including machine learning techniques [57, 58] and quantum computing [59]. It is essential to mention that accurate trial functions expedite simulations in the sense that shorter projections, resulting in fewer beads, will be necessary to reach convergence.

Most of our simulations were performed with an \( L = 3 \) bisection algorithm. In this case, the number of contiguous beads selected to be treated independently is 9. The total number of beads in each polymer usually considered for the density matrix is typically a few times larger. Therefore, in our simulations, a Monte Carlo sweep consists of several applications of the bisection algorithm until, on average, all beads are given a chance to have updated configurations.
6 Estimators

The density matrix projection Monte Carlo method paves the way to evaluate expected values of several properties of physical systems at \(T = 0\). Unbiased estimates for local properties, such as the total, kinetic and potential energies, and the radial distribution function can be obtained by constructing estimators from the corresponding operators. In particular, operators that have representations in coordinate space have a direct estimator expression that follows from Eqs. (14) and (15). Once the sampling algorithm has achieved an equilibrium state, the configurations of the polymers are used to calculate a Monte Carlo ground state estimate \(O(\tau)\) associated with operator \(\hat{O}\) following the expression

\[
O(\tau) = \langle O(R_0, R_1) \rangle_p ,
\]

where \(\langle \ldots \rangle_p\) denotes the average over uncorrelated configurations sampled from the probability distribution of Eq. (16) and \(O(R_0, R_1)\) is given by Eq. (15).

6.1 Densities and radial distribution function

To obtain an operator expression for the radial distribution function, we consider initially the one-body number density operator, which is defined in terms of field operators as

\[
\hat{d}^{(1)}(r) = \hat{\Psi}^\dagger(r)\hat{\Psi}(r).
\]

Any state vector in coordinate representation of a system of \(N\) particles can be written as

\[
|R\rangle = \bigotimes_{j=1}^{N} |r_j\rangle,
\]

such that the action of field operators in these states can be written as

\[
\hat{\Psi}^\dagger(r)|R\rangle = \hat{\Psi}^\dagger(r) \bigotimes_{j=1}^{N} |r_j\rangle = |R + r\rangle,
\]

where \(|R + r\rangle\) correspond to the configuration \(R\) with the addition of one particle at \(r\), and

\[
\hat{\Psi}(r)|R\rangle = \hat{\Psi} \bigotimes_{j=1}^{N} |r_j\rangle = \sum_{j=1}^{N} \delta(r - r_j)|R - r\rangle,
\]

where \(|R - r\rangle\) correspond to the configuration \(R\) with the annihilation of one particle at \(r\). Naturally, this only makes sense if there is one particle at \(r\) in the configuration \(R\), which is where the delta functions stem from.

We can see then that \(\hat{d}^{(1)}(r)\) is a diagonal operator, since

\[
\hat{\Psi}^\dagger(r)\hat{\Psi}(r)|R\rangle = \hat{\Psi}^\dagger(r) \sum_{j=1}^{N} \delta(r - r_j)|R - r\rangle = \sum_{j=1}^{N} \delta(r - r_j)|R\rangle,
\]

therefore its estimator is given by

\[
d^{(1)}(r; \tau) = \left\langle \frac{\langle R_0|p(R_0, R_1)\hat{\Psi}^\dagger(r)\hat{\Psi}(r)|R_1\rangle}{p(R_0, R_1)} \right\rangle_p = \left\langle \sum_{j=1}^{N} \delta(r - r_j^{(0)}) \right\rangle_{p_{\text{diag}}} ,
\]
where \( r_j^{(0)} \) is the position of particle \( j \) in \( R_0 \), and the average is over the probability distribution \( P_{\text{diag}} \) from Eq. (18). For a uniform liquid, this final expression is simplified to \( d^{(1)}(r; \tau) = N/V \), where \( V \) is the volume of the system.

We can use the same approach to calculate the two-body number density operator, which is written in terms of field operators as

\[
\hat{d}^{(2)}(r_1, r_2) = \hat{\Psi}^\dagger(r_1) \hat{\Psi}^\dagger(r_2) \hat{\Psi}(r_2) \hat{\Psi}(r_1),
\]

with the resulting estimator given by

\[
d^{(2)}(r_1, r_2; \tau) = \left\langle \sum_{i=1}^{N} \sum_{j=1}^{N} \delta(r_1 - r_i^{(0)}) \delta(r_2 - r_j^{(0)}) \right\rangle_{P_{\text{diag}}},
\]

Finally, the radial distribution function operator, defined as

\[
\hat{g}(r_1, r_2) = \frac{\hat{d}^{(2)}(r_1, r_2)}{d^{(1)}(r_1)d^{(1)}(r_2)},
\]

has, for a uniform liquid with spherical symmetry, the following estimator:

\[
g(r) = \frac{V}{N^2} \left\langle \sum_{i=1}^{N} \sum_{j=1, j\neq i}^{N} \delta(r - |r_i^{(0)} - r_j^{(0)}|) \right\rangle_{P_{\text{diag}}},
\]

where \( r = |r_1 - r_2| \).

For systems with two spin components, \( g(r) \) can be further separated in different manners, a simple one is in up and down spins

\[
g_{\uparrow \uparrow} = \frac{1}{N\rho} \left\langle \sum_{i,j} \frac{1}{2} \delta(r_{ij} - r) \right\rangle_{P_{\text{diag}}},
\]

where the plus and minus signs correspond to \( g_{\uparrow \uparrow} \) and \( g_{\downarrow \downarrow} \), respectively.

### 6.2 Total energy

Total energies can be calculated through a number of different ways by identifying \( \hat{O} \) with the Hamiltonian of the system. If we follow the same recipe as the one used for the radial distribution function, we will see that \( \hat{H} \) is diagonal in coordinate representation. The estimator expression, also-known as the **direct estimator**, is given by

\[
E(\tau) = \left\langle V(R_0) - \frac{\lambda}{\rho(R_0, R_1; \delta \tau)} \frac{\partial^2}{\partial R_0^2} \rho(R_0, R_1; \delta \tau) \right\rangle_{P_{\text{diag}}},
\]

where the derivative represents a Laplacian over all particle coordinates of \( R_0 \). This estimator is not convenient since it involves second derivatives of density matrix elements.

#### 6.2.1 Thermodynamic estimator

It can be more convenient to consider a different approach to estimate the total energy. Since \( \hat{\rho}(\delta \tau) = \exp(-\delta \tau \hat{H}) \), we can write

\[
\hat{H} \hat{\rho}(\delta \tau) = -\frac{\partial}{\partial (\delta \tau)} \rho(\delta \tau).
\]
Therefore, the expected value of the total energy can be estimated via the so-called thermodynamic estimator

\[
E_{\text{th}}(\tau) = \left\langle -\frac{\partial}{\partial (\delta \tau)} \log \rho(R_0, R_1; \delta \tau) \right\rangle_{P_{\text{diag}}}. \tag{67}
\]

This estimator has the advantage of requiring only a first order, non-positional derivative of the density matrix.

### 6.2.2 Mixed estimator

Given the fact that \([\hat{H}, \hat{\rho}] = 0\), \(\hat{H}\) does not need to be estimated in the central bead configuration \(R_0\). It is possible to estimate the total energy of the system by applying the energy estimator to each one of the internal beads of the open polymer and, as a consequence, attenuate the statistical error associated with the estimation process.

It is possible to move \(\hat{H}\) to one of the endpoints of the open necklace, which carries the trial wave function \(\Psi_T\), such that

\[
E(\tau) \propto \langle \Psi_T | e^{-\tau \hat{H}} e^{-\tau \hat{H}} | \Psi_T \rangle = \langle \Psi_T | e^{-2\tau \hat{H}} | \Psi_T \rangle. \tag{68}
\]

This leads to the ubiquitous mixed estimator of the Diffusion Monte Carlo (DMC) method \([60]\).

The mixed estimator allows for the total energy of the system for a given configuration \(R_M\) to be estimated without bias through the so-called local energy

\[
E_{\text{mix}}(\tau) = \left\langle \frac{H \Psi_T(R_M)}{\Psi_T(R_M)} \right\rangle_{P_{\text{diag}}}, \tag{69}
\]

where \(H = -\frac{\lambda}{2R_M^2} + V(R_M)\).

Despite not being essential as in the DMC method, the total energy mixed estimator is beneficial in the DMP method. The total energy can be estimated with half the number of beads necessary to estimate quantities that do not commute with \(\hat{H}\) because filtering the ground state is only required from one of the extremities of the open necklace, and the Hermiticity of \(\hat{H}\) can be employed. Thus, this estimator offers a practical way to determine how many beads are needed in a given simulation to obtain converged configurations at the central bead, where most quantities are calculated.

### 6.3 Potential energy

The potential energy can be immediately estimated using a direct estimator. A simple calculation gives us the expression

\[
V(\tau) = \langle V(R_0) \rangle_{P_{\text{diag}}}, \tag{70}
\]

which is straightforward to calculate during simulations.

### 6.4 Kinetic energy

If the potential energy operator \(\hat{V}\) is independent of the single particle mass \(m\), one can estimate the kinetic energy by considering the expression

\[
\hat{K} \hat{\rho}(\delta \tau) = \frac{m}{\delta \tau} \frac{\partial}{\partial m} \hat{\rho}(\delta \tau) \tag{71}
\]
to construct the thermodynamic estimator of $\hat{K}$, which is then given by

$$K_{\text{th}}(\tau) = \left( \frac{m}{\delta \tau \frac{\partial}{\partial m}} \log \rho(R_0, R_1; \delta \tau) \right)_{\text{avg}} .$$ (72)

A local estimator of the kinetic energy can also be constructed by directly using the quantum mechanical operator associated with this quantity. Nevertheless, it involves the Laplacian of the density matrix $\rho(R_0, R_1; \delta \tau)$, which can be numerically unstable and have a high computational cost. In practice, to estimate the kinetic energy, the most accessible approach is to consider the straightforward estimation of the potential energy subtracted from the total energy estimate.

7 Results

As a proof of concept, the harmonic oscillator is helpful in clarifying several aspects involved in implementing the DMP method for states that are described by symmetrical and anti-symmetrical wave functions. Section (7.2) presents our main results, the investigation of a $^3$He-$^4$He mixture. We also discuss one of the simplest strongly correlated many-body systems, the one formed from $^4$He atoms. It offers the possibility of showing characteristics of the DMP method in its simplest form. Conversely, results for bulk $^3$He show how our extensions for Fermi particles can be applied in this prototype many-body system, laying the foundations for the treatment of any fermionic system. Finally, we give the results for several $^3$He concentrations in a mixture $^3$He-$^4$He.

7.1 The harmonic oscillator as a proof of concept

As an initial application of the DMP method, we employ a particle in a one-dimensional harmonic potential well in units of $m = \omega = \hbar = 1$. The ground state of the system under these conditions has energy $E_0 = 1/2$ and is associated to an even wave function $\psi_0(x)$, i.e., $\psi_0(-x) = \psi_0(x)$, $\forall x \in \mathbb{R}$. To verify the properties of the DMP method, we choose a symmetrical trial state $\Psi_T(x) = \exp(-bx^2)$, where we assume $b \neq 1/2$. Although the functional form of $\Psi_T$ is the same as of the true ground state, $b \neq 1/2$ guarantees only a partial superposition of $\Psi_T(x)$ with $\psi_0(x)$ as long as $\Psi_T(x)$ is not orthogonal to the ground state. In our calculations, the parameter $b$ was set to 1.1, which yields a variational energy of $0.665 \pm 0.003$. This value can be obtained in a standard variational Monte Carlo calculation or equivalently by imposing $\tau = 0$ in the DMP method. Of course, the exact value could be evaluated analytically as well.

We tested two situations for the initial coordinates of the polymers: all beads starting at the origin and each bead starting at a different, random position. No difference in overall performance was observed between these two initial conditions. We attribute this to the simplicity of the system. The imaginary-time evolution to the ground state was performed using $\delta \tau = 0.1$ and the primitive approximation of Eq. (32) for the density matrix. These simulations were performed with the bisection algorithm using an $L = 3$ level. In a conventional DMP run, we assigned 5% of the computational time to equilibration or thermalization to ensure detailed balance is achieved, with the remaining time used to estimate quantities of interest. Block averages of all quantities are formed to avoid correlations in the calculations of variances, and estimated errors are computed after the system has been equilibrated.

The energy of the system was calculated using both the thermodynamic and the mixed estimator, Eq. (67) and Eq. (69), respectively. Both estimators give unbiased estimates, subjected only to statistical uncertainties. However, for small $\delta \tau$ values and considering a single bead, the energy standard errors associated to the thermodynamic estimator are larger than those.
corresponding to the mixed estimator. The larger error bars are a consequence of derivatives of the density matrix with respect to $\delta \tau$, which includes a narrow Gaussian for small values of $\delta \tau$. A ground state energy estimate of $0.50 \pm 0.01$ was obtained with the thermodynamic estimator, in excellent agreement with the analytical result $E_0 = 1/2$. For the mixed estimator, in Fig. 5 we show the evolution of the results towards the ground state energy as the imaginary-time increases. The convergence to the ground state is observed with $\tau = 2$, i.e. $M = 20$ convolutions of the density matrix.

![Figure 5: Evolution to the ground state energy of the harmonic oscillator obtained using the mixed estimator. Dots represent the average energy as a function of the imaginary time $\tau = 2M \delta \tau$. The solid line represents the analytical value of the ground-state energy $E_0 = 1/2$. The scale is the same for both parts of the broken energy axis. The variational value $E(\tau = 0)$ was slightly displaced from the border of the figure for clarity.]

The first excited state of the harmonic oscillator is associated to an odd wave function $\psi_1(x)$, i.e., $\psi_1(-x) = -\psi_1(x)$, $\forall x \in \mathbb{R}$, which divides the $x$-axis into two regions of opposite signs, similar to the nodal regions of fermionic systems. For this reason, this state was chosen as a proof of concept to study the behavior of the DMP method when it is mandatory to handle a state described by an anti-symmetric wave function.

The choice of the trial state $\Psi_T(x) = x \exp(-bx^2)$, orthogonal to the ground state $\psi_0(x)$, allows the imaginary time evolution to converge to the first excited state. The variational energy obtained by setting the parameter $b = 1.1$ in this trial function is $E(\tau = 0) = 1.992 \pm 0.006$. $E_1 = 3/2$ is the exact value.

In this case, the fixed-node approximation must be considered if we expect a reliable description of the properties of the system, in particular its energy. This approximation was performed by restricting the sampling algorithm to positive values of $x$, and employing the primitive density matrix approximation of Eq. (32) along with the image-action correction of Eq. (21). Results are displayed in Fig. 6. We performed simulations without the image-action correction to showcase its importance. The simulation details were similar to those of the ground-state energy estimates. However, it is worthwhile mentioning that, without the image-action correction, a much shorter imaginary time step $\delta \tau = 0.01$ was needed to obtain accurate results.

The imaginary-time evolution towards the first excited state using the mixed estimator can
be seen in Fig. 6. Results are notably better when the image action correction, represented by the circles, is used. Convergence is obtained for $\tau = 2$. Even though the results obtained with and without the image-action correction are indistinguishable within a 99% confidence interval, the introduction of the image-action correction systematically improves the results and reduces the computational cost of each simulation. For $\tau = 5.0$, the estimated energy with the image-action correction is $1.51 \pm 0.02$, which is in excellent agreement with the first-excited state energy value. For calculations without the image-action correction, the estimated energy is $1.56 \pm 0.02$.

![Figure 6: Evolution of estimates of the first-excited state energy for the harmonic-oscillator as a function of the imaginary time $\tau$ (proportional to the number of beads considered in the particular simulation). The circles stand for results when the image-action is considered. The squares represent these quantities without using the image-action correction in the simulations. Error bars, when not visible, are smaller than the size of the symbol. The mixed estimator was used in both cases. The line shows the analytical value of the first excited-state energy $E_1 = 3/2$.](image)

Since the density matrix of the harmonic oscillator is known exactly [61], features of the DMP method related to properties of the thermodynamic and mixed estimators for the total energy can be further investigated. The exact action,

$$U(x, x', \tau) = \frac{(x - x')^2}{4\lambda \tau} - \frac{1}{2} \ln [2\pi \sinh(\tau)] - \frac{1}{2\sinh(\tau)} [(x + x')^2 \cosh(\tau) - 2xx'],$$ (73)

allows large $\tau$ values to be used without the need of convolutions.

For the ground state, where we do not apply the fixed node approximation, the exact action can be considered in a straightforward way. A single bead is enough if the mixed estimator is applied to one of the wave functions at the extremities. The thermodynamic estimator was applied only at the central bead of a necklace formed by three beads. This choice allowed converged configurations to the ground state at both sides of the central bead. It offered a hint of the difficulties encountered in estimating quantities that do not commute with the Hamiltonian of the system. We projected the ground state from the same even trial wave function used in the calculations with the primitive approximation. Estimates of the total energy using only configurations from the central bead as a function of $\tau$ are presented in Fig. 7. As already mentioned, for small $\tau$ values, the error bars associated with the thermodynamic estimator of
the energy applied only to the central bead are considerably larger than the errors associated with the mixed estimator. Nevertheless, in this case, using the exact density matrix of the harmonic oscillator and with a fixed number of beads, the error bars decrease as $\tau$ increases since the derivatives of the density matrix with respect to $\tau$ include a broadening Gaussian. After convergence ($\tau = 5.0$), the average energies obtained were $E_{\text{th}} = 0.4999 \pm 0.0002$ for the thermodynamic estimator and $E_{\text{mix}} = 0.499 \pm 0.003$ for the mixed estimator.

![Figure 7](image.png)

Figure 7: Evolution of the total energy to the ground state of the harmonic oscillator as a function of the imaginary time $\tau$ using the exact action. A single bead is enough for estimates using the mixed estimator, whose values are represented by squares. Results obtained through the thermodynamic estimator at the central bead of a three beads necklace are displayed by circles. The line shows the analytical value of the ground-state energy $E_0 = 1/2$.

When the fixed-node approximation is used to study the first excited state, requiring that an infinite positive potential be turned on for all $x \leq 0$, the action of Eq. (73) is no longer the exact action of the problem. As a result, a small value of $\delta \tau$ and convolutions of the density matrix is necessary for convergence. We projected the first excited state from the same odd trial wave function used in the calculations with the primitive approximation and performed simulations with and without the image-action correction. In the former case, after convergence, the average energy obtained with the mixed estimator was $1.56 \pm 0.02$. When applied to the single central bead, a larger error bar is associated with the thermodynamic estimator, resulting in $1.38 \pm 0.17$. These results were improved when the image-action correction was considered, with the thermodynamic estimator giving the energy $1.496 \pm 0.007$ and the mixed estimator giving $1.502 \pm 0.006$. In this simple model, the location of the node of the trial function is precisely known. Therefore, in calculating the image action, the true distance to the nodal surface was used without needing an approximation. For this reason, the convergence is to the true ground state energy.
7.2 Liquid helium mixture

A complete description of systems formed from a mixture of helium atoms is given by the Hamiltonian

\[ H = -\sum_{\alpha} N_{\alpha} \sum_{i} \frac{\hbar}{2m_{\alpha}} \nabla_{i}^{2} + \sum_{i<j} v(r_{ij}), \]

(74)

where \( m_{\alpha} \) is the isotope mass and \( N_{\alpha} \) is the number of atoms of each species. In most computer simulations, the two-body inter-atomic potential is one of those proposed by Aziz and collaborators [62]. In our simulations, we use a Hartree-Fock damped form that mimics the full configuration-interaction in the intermediate range, the HFD–B3–FCI1 potential [54], which gives excellent results in the short, intermediate, and long-range regions. The \( i < j \) sum in the interacting potential is performed for the total number of atoms in the system. Simulations of the pure isotope are described by dropping the sum in \( \alpha \); in this case, \( \alpha \) stands for the single isotope in consideration, and the single value \( N_{\alpha} \) corresponds to the total number of particles in the system.

In studying isotope mixtures of helium atoms, it is interesting to have additional results for systems made from pure \(^3\)He and \(^4\)He atoms. Moreover, the DMP method applied to a many-body bosonic system, where the difficulties associated with fermionic systems are not present, helps clarify practical aspects of the method. Furthermore, a system of \(^4\)He atoms is a benchmark for strongly correlated many-body systems and allows us to examine the consequences of using trial functions based on different approximations.

7.2.1 Pure \(^4\)He

The \(^4\)He trial function adopted in the extremities of the necklace was chosen to be of the Jastrow form,

\[ \Psi_{J}(R) = \prod_{i<j} f(r_{ij}). \]

(75)

The factor \( f(r_{ij}) = \exp[-u(r_{ij})/2] \) explicitly correlates pairs of particles through a pseudopotential of the McMillan form \( u(r_{ij}) = (b/r_{ij})^{5} \), where \( b \) is a parameter. Certainly, more sophisticated wave functions will favor a reduction in the number of beads considered for converged results and, consequently, make for a faster simulation.

Our simulations were performed with 108 \(^4\)He atoms at density \( \rho = 0.02186 \text{ Å}^{-3} \). A convolution of the density matrix with 20 beads would produce converged configurations of the system ground state when the many-body action developed in Section (4.4) is considered. In other words, results obtained from a necklace of 41 beads guarantee that both sides of the central bead will have converged ground state configurations. Similar results can be obtained if the primitive approximation is used instead. However, more beads will be necessary to reach convergence. The equilibration stage was performed using 5% of the computational time of the run, with the remaining time employed in production stages. Again, block averages of all the quantities of interest are formed to avoid statistical correlations.

The total ground state energy of the system obtained through the thermodynamic estimator of Eq. (67) applied to all beads of the open polymer gives \( E_{\text{th}} = -7.36 \pm 0.03 \text{ K} \). It is also possible to estimate the total energy by applying the mixed estimator of Eq. (69) to the trial functions, with the result \( E_{\text{mix}} = -7.31 \pm 0.01 \text{ K} \) in excellent agreement with the thermodynamic estimator result. In the upper panel of Fig. 8, we display the evolution of the ground state energy estimates with both estimators as a function of the projection “time.” Although both estimates are statistically indistinguishable, those made with the thermodynamic estimator systematically show a lower value. An experimental value [63] obtained at 1.3 K gives a
total energy of $-7.17\, K$. These values are summarized in Table 1. These results agree with other implementations of the DMP method [30,33]. In the literature, different two-body interatomic potentials that may or may not take into account three-body effects in an effective manner [62] are commonly used. Consequently, the predicted total energy per particle values have slight variations of the order of 2.6% [64–68].

Estimates of the potential energy can easily be made at the central bead of the necklace following Eq. (70). As a result, we find $V = -21.61 \pm 0.01\, K$. The kinetic energy can then be obtained by subtracting the potential energy from the total energy. For this purpose, we can used either the thermodynamic or the mixed estimator. We found $K_4 = 14.31 \pm 0.01\, K$, which is in excellent agreement with experimental data [63,71,72] and with theory [30,73]. We can also calculate the kinetic energy through the thermodynamic estimator of Eq. (72), $K_4 = 14.2 \pm 0.1\, K$, a result in agreement with the previous estimate within the statistical errors.
Table 1: Ground-state total energy per particle of the given pure system and densities in units of Å⁻³ (first column). Results were obtained using the thermodynamic $E_{\text{th}}$ (second column) and the mixed $E_{\text{mix}}$ estimators (third column). In the last column, the experimental value is reported. All the energies are in units of K.

|        | $\rho$  | $E_{\text{th}}$ | $E_{\text{mix}}$ | Experiment |
|--------|---------|----------------|----------------|------------|
| $^4\text{He}$ | 0.02186 | $-7.36 \pm 0.03$ | $-7.31 \pm 0.01$ | $-7.17^1$ |
| $^3\text{He}$ | 0.01635 | $-2.44 \pm 0.03$ | $-2.44 \pm 0.02$ | $-2.47 \pm 0.01^2$ |

$^1$ Reference [69]  
$^2$ Reference [70]

7.2.2 Pure $^3\text{He}$

We now turn our attention to a strongly correlated Fermi system formed from $^3\text{He}$ atoms, which also has a long history in the literature. For the liquid $^3\text{He}$ system, the trial function at the extremities of the necklace was chosen to be a product of a two-body factor of the Jastrow form $\Psi_J$ by a Slater determinant $\Phi_S$ with explicit back-flow correlations [74]

$$\Psi_T(R) = \Psi_J(R)\Phi_S(R),$$ (76)

where

$$\Phi_S(R) = \det[\exp(k_n \cdot x_m^\uparrow)] \det[\exp(k_n \cdot x_m^\downarrow)],$$ (77)

with

$$x_m = r_m + \sum_{j \neq m}^N \eta(r_{mj}) r_{mj}$$ (78)

and $\eta(r)$ given by

$$\eta(r) = \lambda_B \exp[-(r - s_B)/\omega_B] + \lambda_B'/r^3.$$ (79)

Here $\lambda_B$, $s_B$, $\omega_B$, and $\lambda_B'$ are variational parameters. The $\uparrow(\downarrow)$ symbol corresponds to the spin up(down) configuration. The Aziz inter-atomic potential [54] was considered for the simulations.

The fixed-node approximation and the image action correction were considered in a pure unpolarized system made from 54 $^3\text{He}$ atoms, corresponding to a closed Fermi shell. At the density $\rho = 0.01635$ Å, the thermodynamic estimator applied to the central bead gives a total energy of $E_{\text{th}} = -2.44 \pm 0.03$ K, which is in excellent agreement with the mixed estimator result $E_{\text{mix}} = -2.44 \pm 0.02$ K. Both values also agree with the experimental datum $-2.47 \pm 0.01$ K [70]. These results are displayed in Table 1. The lower panel of Fig. 8 shows the evolution of the binding energy per $^3\text{He}$ atom as a function of the projection time. As expected, fluctuations in the computed values of the total energy of 54 $^3\text{He}$ atoms are bigger than those observed for the system of 108 $^4\text{He}$ atoms, upper panel. Moreover, with lower statistics in the case of the $^3\text{He}$ atoms, we do not see the systematic trend of estimations made with the thermodynamic estimator giving lower values than those obtained with the mixed one. The estimated potential energy is $V = -14.64 \pm 0.01$ K. The kinetic energy is displayed in Table 2, $K = 12.20 \pm 0.02$ K and is in excellent agreement with the experimental result from Ref. [76].

Continuing efforts, spanning the last four decades, to measure the kinetic energy of pure $^3\text{He}$, are due to the experimental challenges these measurements present [75–82]. In Fig. 9, our estimate is compared with some of the most recent experimental and theoretical [74,83–
Table 2: Relative fraction $x$ of $^3$He in $^4$He, at the given densities $\rho$ along with estimated values for the kinetic energy per atom of $^3$He, $K_3$, and $^4$He, $K_4$ at each concentration. Energies are shown in units of K; numerical densities in Å$^{-3}$. Experimental data for pure $^4$He, for a concentration $x = 0.35$ of $^3$He atoms in the mixture and for pure $^3$He are in this order from Refs. [71,75,76] and obtained at 0.045, 1.96 and 0.5 K, respectively.

| $x$ | $\rho$ | $K_3$ | $K_4$ |
|-----|--------|-------|-------|
| 0   | 0.02186| 14.31 ± 0.01 | |
| 0.02| 0.02175| 17 ± 1 | 14.3 ± 0.1 |
| 0.13| 0.02116| 16.5 ± 0.4 | 13.3 ± 0.2 |
| 0.35| 0.01995| 15.5 ± 0.1 | 12.0 ± 0.1 |
| 0.50| 0.01916| 14.6 ± 0.2 | 11.5 ± 0.2 |
| 0.61| 0.01857| 14.1 ± 0.2 | 10.8 ± 0.2 |
| 1   | 0.01635| 12.20 ± 0.02 | |

Experimental

| $x$ | $\rho$ | $K_3$ |
|-----|--------|-------|
| 0   | 0.0218 | 14.25 ± 0.3 |
| 0.35| 0.01994| 10.4 ± 0.3 |
| 1   | 0.0163 | 12.5 ± 1.2 |

values from the literature. The first attempt to investigate a fermionic system using the DMP method took an approach that resembles a “released-node” simulation, resulting in a lower kinetic energy [11]. Conversely, considering the Fermi statistics through all beads, as in the current approach, yields more accurate results.

When studying the $^3$He liquid phase, the total pair correlation function and its decomposition into parallel and antiparallel spin components, Eq. (64), is a quantity of interest. In Fig. 10, we displayed our results for the pure system obtained using the converged configurations of the central bead of the necklace. The curve that considers atoms of antiparallel spins has a more pronounced peak since such atoms do not suffer from the Pauli exclusion principle.

### 7.2.3 The $^3$He-$^4$He mixture

A paradigm of strongly correlated quantum many-body systems composed of both Bosons and Fermions are mixtures of $^3$He and $^4$He atoms. Despite properties of bulk $^4$He and $^3$He being well understood, in the $^3$He-$^4$He mixture, there is still disagreement between experimental data and theoretical results. Such inconsistencies are demonstrated by a recent study of the kinetic energies of each one of the components in the liquid phase at finite temperature [10]. The observed discrepancy for relative concentrations above $x = 0.20$ was partly attributed to the lack of Fermi statistics to describe the $^3$He atoms; they were treated as distinguishable particles. In this context, it is crucial to perform a study where the appropriate quantum statistics treat both components to observe if improvements in the description of the system can be achieved.

With this goal, in simulations using the DMP method, we describe the liquid helium mixture by a wave function of the Jastrow-Slater form, Eq. (76), which explicitly includes Fermi statistics and back-flow correlations together with the Bose statistics for the $^4$He atoms. However, in the present case, the pair function of the Jastrow form correlates all particles in the mixture $^3$He-$^4$He, with each species and inter-species pair making use of its own variational parameter $b$. Furthermore, the Slater determinant will now also depends on the $^4$He coordinates through the back-flow correlation, increasing the richness of the nodal surface of the
Figure 9: Ground-state kinetic energy per atom of liquid $^3$He. The horizontal line within the strip represents the DMP estimate; the statistical error is lower than the line width. The strip shows the range of theoretical estimates of Refs. [74, 83–85], and the shadows above and below show the uncertainty of the results. Circles are experimental data from the measured momentum distribution for the given references: 

- **a** [80];
- **b** [81];
- **c** [75];
- **d** [82];
- **e** [76]. The energies were horizontally displaced for the sake of clarity.

system. The parameters we considered for the back-flow correlation were the same as in the description of bulk $^3$He.

We performed simulations with 108 atoms of $^4$He in the mixture and considered different concentrations $x$ of $^3$He atoms. The equilibrium density of the mixture for each concentration $x$ was calculated using the relation $\rho = [x m_3 + (1 - x)m_4]/V$, where $V$ is the volume of the simulation cell.

Results for the kinetic energy of both species can be seen in Fig. 11, and the values are displayed in Table 2. The kinetic energies of $^3$He show an improvement in the direction of experimental results, ranging from about 1.5 to 0.4 K from the lower to the higher concentrations, compared with results from the literature [10]. Nevertheless, agreement with experimental data is still lacking because, while these seem to fluctuate around 11 K, theory shows values that decrease with increasing concentrations. However, it is puzzling that, for pure $^3$He, there is an excellent agreement between theoretical and experimental values. Estimated values of the kinetic energy for the $^4$He component not only improve literature results but are also in excellent agreement with experimental data. The result for the pure $^4$He corroborates that estimates of kinetic energies made employing the DMP method are very accurate for the Bosonic particles.

8 Conclusions

We propose an extension of the VPI method, named the DMP (density matrix projection) method, which allows calculations of the physical properties of systems formed by bosons and fermions. In estimating any property of a fermionic system, the accuracy of DMP results is only subjected to the fixed-node approximation, regardless of whether or not this property
Figure 10: Total pair correlation functions (solid red line) and its components, the antiparallel (dashed blue line) and the parallel spins functions (dashed-dotted magenta line) versus the radial distance. The yellow color shows the region where the pair correlation of antiparallel spin is higher than that of parallel spins. Between 8 Å and 10 Å there is a region where the antiparallel pair function is lower than the one for parallel spins. It is depicted in green; however, it is not so easily seen at the figure scale.

Figure 11: Kinetic energies as a function of $^3$He concentration $x$. Solid symbols stand for our results and empty ones for the more recent experimental data. Triangles stand $^3$He values; empty ones are from [75], the down triangle from [76] and the pentagons from [82]. For pure $^3$He our result and an experimental value from [82] are indistinguishable in the figure. Squares represent $^4$He values; diamonds are from [75], one of them at $x = 0.35$ (38 atoms of $^3$He in the simulation), and an empty square for pure $^4$He from [71] are also indistinguishable from our results; Linear lines are guides to the eyes.
commutes with the system Hamiltonian. Moreover, further developments such as those that could be obtained through quantum computing offer a possibility to remove the bias coming from the fixed-node approximation in hybrid quantum-classical algorithms [59], which would make any DMP estimate numerically exact. It is also possible that other attempts to reduce or even eliminate the sign problem can be easily incorporated into the method [9,27,37].

Another essential feature of the DMP method is that it does not rely on importance sampling transformations [86]. Moreover, the method does not require the introduction of a periodically updated energy shift parameter $E_T$ to stabilize a population of configurations or walkers, a situation that introduces bias, known as the population-control error [87,88]. Additionally, one can directly distribute parallel processes and periodically collect averages to obtain precise results with increasingly smaller statistical errors. This avoids difficulties associated with approaches where thousands of walkers are submitted to branching algorithms, eventually resulting in the necessity of load balance among processors for efficiency.

We have presented results for a proof-of-concept scenario with the harmonic oscillator to clarify several aspects involved in implementing the DMP method. Key features of the method were conveyed by examining properties of mixtures of normal $^3$He in superfluid $^4$He, where both the Fermi-Dirac and the Bose-Einstein statistics intervene, and both species receive a quantum treatment. Our results for different $^3$He concentrations in $^4$He show an improvement in the direction of the experimental values. However, a significant difference between our results and the experimental ones remains for the $^3$He kinetic energies. Indeed, a better knowledge of how the nodal structure of the $^3$He isotope evolves in a mixture with $^4$He is necessary to obtain more accurate results. Otherwise, as put forward in the literature, would this disagreement be due to an underestimation of the $^3$He kinetic energy contribution related to the tail of the measured momentum distribution? Nonetheless, the kinetic, potential, and total energies obtained with the DMP method for the pure liquid $^4$He and $^3$He systems at their equilibrium density are in excellent agreement with the reported experimental and theoretical data. The investigation of the characteristics of fermionic nodes in wave functions is an active research area [89], and hopefully, these results will also benefit the investigation of the $^3$He-$^4$He mixtures.

In summary, our results for pure $^3$He and $^3$He-$^4$He mixtures proposes the interesting question of how the dilution of $^3$He in superfluid $^4$He is responsible for a possible evolution of the $^3$He nodal structure. After all, results for pure $^3$He and pure $^4$He are more accurate than those obtained for the mixture in the sense that theory and experiment are in excellent agreement. Indeed, systems formed by the mixture $^3$He-$^4$He are fascinating because, despite being one of the simplest combinations of bosons and fermions, they still offer several challenges for experiments and theory. Results from quantum Monte Carlo methods point to the direction of a $^4$He kinetic energy that decreases with an increasing concentration of $^3$He. Experimental data of $^3$He for this quantity still leave some margin for interpreting its behavior. This scenario makes explicit the need for further studies to understand the $^3$He-$^4$He mixture comprehensively.

Moreover, this work shows that the DMP is a robust method that gives accurate results for several physical properties in quantum many-body systems. Also, the DMP method does not rely on variational results to estimate properties like the contact parameter in ultracold quantum gases [90–92], making it a valuable tool in the toolbox of quantum Monte Carlo.
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