Discrete Boltzmann modeling of high-speed compressible flows with various depths of non-equilibrium
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The non-equilibrium high-speed compressible flows present wealthy applications in engineering and science. With the deepening of Thermodynamic Non-Equilibrium (TNE), higher-order non-conserved kinetic moments of the distribution function are needed to capture the main feature of the flow state and evolution process. Based on the ellipsoidal statistical Bhatnagar-Gross-Krook model, Discrete Boltzmann Models (DBMs) that consider various orders of TNE effects are developed to study flows in various depths of TNE. In numerical tests, DBMs including the first up to the sixth order TNE effects are demonstrated. Specifically, at first, the model’s capability to capture large flow structures with zeroth-order TNE effects in two types of one-dimensional Riemann problems is demonstrated. And, the ability to capture large flow structures with first-order TNE effects is also shown in the Couette flow. Then, a shock wave structure given by Direct simulation Monte Carlo is used to verify the model’s capability to capture fine structures at the level of the mean free path of gas molecules. Further, we focus on the TNE degree of two colliding fluids mainly decided by two parameters, the relaxation time $\tau$ and relative speeds $\Delta u$ of two fluids. Consequently, three numerical tests for flows with various depths of TNE are constructed. Due to any definition of the TNE strength is dependent on the perspective of investigation, we propose to use a $N$-component vector $S_{TNE}$ to describe the TNE system from $N$ perspectives. As specific applications, we use a three-component vector $S_{TNE} = (\tau, \Delta u, \Delta_2^2)$ to roughly characterize three cases for numerical tests in this work. Then, we check the system TNE behavior from the perspective of the $xx$ component of the TNE quantity, viscous stress $\Delta_2^2$. It is found that, for the first two cases, at least up to the second-order TNE effects, i.e., the second-order terms in Knudsen number in the CE expansion, should be included in the model construction; while for the third case, at least up to the third-order TNE effects should be included. Similar to $\Delta_2^2$, three numerical tests for flows in various depths of $\Delta_{2,1}^2$ are constructed. It is found that from the perspective of $\Delta_{2,1}^2$, for case 1 and case 3, at least up to the second-order TNE effects should be required; while for case 2, the first-order TNE effects are enough. These findings demonstrate that the inadequacy of focusing only on the few kinetic moments appearing in Navier-Stokes increases with the degree of discreteness and deviation from thermodynamic equilibrium. Finally, a two-dimensional free jet is simulated to indicate that, to obtain satisfying hydrodynamic quantities, the DBM should include at least up to the third-order TNE effects. This study is meaningful for the understanding of the TNE behavior of complex fluid systems and the choice of an appropriate fluid model to handle desired TNE effects.

I. Introduction

The high-speed compressible flow which contains complex hydrodynamic and thermodynamic non-equilibrium (HNE and TNE) effects are universal in nature and engineering. Navier-Stokes (NS) equations, based on the continuum hypothesis, have long been applied to large-scale flows and slow behaviors. The continuum hypothesis implies that the mean free path of molecules $\lambda$ is negligibly small compared to the characteristic length $L$, i.e., the Knudsen (Kn) number $\frac{\lambda}{L}$ is negligibly small. However, in some fluid systems where the average Kn number or local Kn number is not always very small, which challenges the continuum hypothesis. For example, in the Inertial Confined Fusion (ICF) system, various time-spatial scales are coexisting. Among them, the relatively large mean free path of molecules (relaxation time) leading to high Kn number results in discrete and TNE effects. In the aerospace field, the low-density characteristic of gas molecules at high altitudes gives rise to a high Kn number and causes significant TNE or rarefied gas effects. Meanwhile, the spacecraft may pass through various flow regimes with different Kn numbers, including continuum regime, slip regime, transition regime, and free molecule flow regime.
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which creates the necessity for the cross-regime adaptive model. Moreover, in some mesoscale applications, such as Micro-Electro-Mechanical System (MEMS) reservoir exploitation in the tight fissure, and heat transfer characteristics researches in micro-nano chips, the large Kn number effects result in at least two kinds of unusual behaviors, (i) large specific surface area and consequently strong near wall viscous effect and (ii) the significant Knudsen layer effect, which may dominate the overall behavior of fluid systems.

Fundamentally, as shown by Table 4, the flow can be divided into different regimes according to the value of Kn number, including the inviscid flow, continuum flow, slip flow, transition flow, and the free-molecular flow. From Chapman-Enskog (CE) multiscale analysis, through retaining various orders of Kn number (that means considering different orders of TNE effects), the Boltzmann equation can reduce to the corresponding macroscopic fluid equations which can be used for flows in the corresponding flow regimes. For the case where the Kn number approaches 0, the Boltzmann equation reduces to the Euler equations, where there is no viscosity and heat conduction. From the kinetics point of view, the Euler equations describe the case where the system is always at the thermodynamic equilibrium state, more strictly speaking, the system is always at the thermodynamic quasi-equilibrium state. With increasing the Kn number, when only the first-order terms in the CE expansion need to be considered, the evolution of three conservative kinetic moments (density, momentum, energy) gives the Navier-Stokes equations. When the second-order terms need to be considered, the evolution of three conservative kinetic moments gives the Burnett equations. When the third and higher-order terms need to be considered, the corresponding hydrodynamic equations are generally referred to super-Burnett equations. But it should be pointed out that, the Boltzmann equation is more than the corresponding hydrodynamic equations. When flows refer to the free-molecular regime, in addition to Direct simulation Monte Carlo (DSMC), the collisionless Boltzmann equation can also be adopted.

The traditional hydrodynamic method relies only on the evolution of three conserved moments to capture the main characteristics of a fluid system. When the system is in a thermodynamic equilibrium state, three conserved moments are adequate to determine the distribution function \( f(f = f^{eq}) \), where \( f^{eq} \) is the equilibrium distribution function) and all its kinetic moments. Namely, the whole system behaviors can be characterized by traditional macroscopic quantities (density, velocity, pressure, and temperature). When the system deviates slightly from the thermodynamic equilibrium state, only relying on three conserved moments can approximate the main characteristics of \( f(f \approx f^{eq}) \) and roughly determine the system behaviors. However, with the deepening of TNE degree, it is entirely inadequate to rely only on the above few macroscopic quantities in order to capture the main characteristics of the system reasonably. Consequently, to characterize the main feature of the flow state and evolution process properly, we have to rely on partial higher-order non-conserved moments, not only the low-order conserved moments. The required order of kinetic moment increases with the deeper TNE degree.

Generally, there are three kinds of physical modeling methods (or models) for flows with various depths of TNE, i.e., microscopic, mesoscopic, and macroscopic modeling methods. As a common macroscopic modeling method for transition flows, the Burnett equations, obtained from some kinetic methods such as Chapman-Enskog analysis, Grad’s 13 equations method, etc., can be used to characterize transition flows to some extent. When dealing with flows with deeper depths of TNE, super-Burnett equations (or higher-order super-Burnett equations) that involve extremely complex expressions are needed. However, besides the complexity of theoretical derivation, the derived highly nonlinear Burnett stress and heat flux terms contain higher than second-order derivatives. The latter raises enormous challenges in numerical stability and is demanding on computation cost. In addition, the boundary conditions for Burnett equations are still open problems. The above factors all hinder the application of Burnett equations in high Ma number flow, direct simulation of large-scale flow, cross-regime problems, etc. More importantly, as mentioned above, some higher-order kinetic moments which are extremely valuable to understanding TNE behaviors are not included in the traditional macroscopic modeling method. The microscopic modeling and simulation methods, such as the well-known Molecular Dynamics (MD) simulation, are capable of capturing much more behaviors for flows, but are restricted to small spatio-temporal scales due to the huge computing costs. The mesoscopic method, generally related to kinetic theory in non-equilibrium statistical physics, can be roughly classified into two categories, the numerical method for solving Partial Differential Equations (PDE) and the construction method of the physical model. Currently, the former includes the direct solution of Boltzmann equations, moment method, gas-kinetic scheme (unified gas kinetic scheme, discrete unified gas kinetic scheme and unified gas kinetic wave-particle), Lattice Boltzmann Method (LBM), etc. The frequently used mesoscopic method for transition flow, DSMC, which was firstly proposed by Bird, has been promoted by many other researchers for its significant breakthrough in research on the supersonic flow of rarefied gas and heat transfer characteristics in microscale flows, etc. However, it is restricted to too much more time consumption and memory demand in the continuum-transition regime because its not “low enough” gas densities. Also, the huge signal-noise ratio in low-speed flows has hampered its application in microscale flows.

The recently proposed Discrete Boltzmann Method (DBM) is an effective modeling method mainly for such a “mesoscale” dilemma case that the macroscopic models are no longer reasonable or their physical functions are insufficient, and at the same time, the MD simulation can not access due to the too large spatio-temporal scale. As a theoretical modeling method, the primary strategy of DBM is as follows: Decompose the complex problem into parts. According to the research requirement, choose a perspective to
study one set of kinetic properties. Therefore, it is required that the kinetic moments describing this set of kinetic properties keep their values unchanged in the process of model simplification. The research perspective and modeling accuracy should be adjusted according to the actual demand. Based on the CE analysis, DS and Maxwellian (equilibrium) distribution function, respectively. For example, when the Kn number of the flow is 0.1–1, the flow is in the transition regime. In that case, by retaining to order \( O(Kn^2) \) of Kn number (that means considering up to the second-order TNE effects), the Boltzmann equation can reduce to the Burnett equation which can be used to model the flows in the transition regime.

| Kn number | flow regime            | Fluid model                  | CE expansion                        | order of Kn |
|-----------|------------------------|-----------------------------|-------------------------------------|-------------|
| Kn → 0    | inviscid flow          | Euler Eqs.                  | \( f = Kn^0 f^{eq} \)               | \( O(Kn^0) \) |
| 0 ~ 0.001 | continuum regime       | Navier-Stokes Eqs.          | \( f = Kn^0 f^{eq} + Kn^1 f^{(1)} \) | \( O(Kn^1) \) |
| 0.001~0.1 | slip regime            | NS Eqs. with slip boundary  | \( f = Kn^0 f^{eq} + Kn^1 f^{(1)} \) | \( O(Kn^1) \) |
| 0.1~10    | transition regime      | Burnett and super-Burnett Eqs. with slip boundary, DSMC | \( f = Kn^0 f^{eq} + Kn^1 f^{(1)} + Kn^2 f^{(2)}(\ldots) \) | \( O(Kn^2)(O(Kn^n)) \) |
| Kn > 10   | free-molecular regime  | DSMC, Collisionless Boltzmann Eqs. | CE expression is invalid | |

**TABLE I.** The Kn number, flow regimes, fluid models, expressions of \( f \) in CE expansion, and the order of Kn number that should be retained in CE expansion, where \( n \) represents the order of Kn number. \( f \) and \( f^{eq}(=\frac{f}{\exp[\frac{(\mathbf{u}-\mathbf{u}_e)^2}{2\pi\mathbf{D}}]-1}) \) are the distribution function and Maxwellian (equilibrium) distribution function, respectively. For example, when the Kn number of the flow is 0.1~1, the flow is in the transition regime. In that case, by retaining to order \( O(Kn^2) \) of Kn number (that means considering up to the second-order TNE effects), the Boltzmann equation can reduce to the Burnett equation which can be used to model the flows in the transition regime.

Physically, the extent of TNE cannot be fully described by a single parameter because any definition of TNE strength de-
pends on the perspectives of investigation. In the DBM phase space description method, in addition to the traditional description by gradients of macroscopic quantities (density, temperature, flow velocity, pressure, etc.), we can also adopt the relaxation time $\tau$, Kn, and the distance concepts in the phase space, to define the TNE strength from their corresponding perspectives. The descriptions from various TNE perspectives are highly related to each other, but they differ in some ways. Together, they constitute a more complete characterization of the non-equilibrium state. Consequently, to obtain an accurate and complete description of the TNE strength of a non-equilibrium system, we should look at the system from $N$ angles and characterize it by a vector composed of $N$ components. From the point of $\Delta_{xx}^2$, the $xx$ component of viscous stress $\Delta_{xx}^2$, Gan et al.\textsuperscript{56} performed the multiscale simulations over a wide range of Kn number and characterized the non-equilibrium flows with two additional criteria, i.e., the relative TNE strength and TNE discrepancy instead of the Kn number itself.

Currently, the DBM has been applied in a variety of complex fluid systems such as combustion and detonation\textsuperscript{22,28}, fluid instability\textsuperscript{27,28}, multiphase flow\textsuperscript{27,28}, plasma system\textsuperscript{21} and other non-equilibrium flows\textsuperscript{52,93}. Based on considering up to the first-order TNE effects, these works provide a new perspective for the investigation of TNE behaviors of complex systems that cannot be obtained by the NS model. Further, through considering higher-order TNE effects in modeling construction, several DBMs are capable of describing flows with a high Kn number\textsuperscript{28,56,79,94,95}. In 2018, Gan et al.\textsuperscript{56} investigated high-speed compressible flows ranging from continuum to transition regime through a tran-scale DBM in which the second-order TNE effects are considered. To improve the multi-scale predictive capability of DBMs to describe the thermo-hydrodynamic non-equilibrium intensity, Gan et al.\textsuperscript{28} incorporated more higher-order independent kinetic models in modeling construction. The model in Gan et al.\textsuperscript{28} is beyond the third-order super-Burnett level. However, it is commonly recognized that the TNE behaviors of complex fluid systems are valuable but challenged. For investigating the complex TNE behaviors of high-speed compressible flows, especially the TNE strength of systems, DBMs that considers various orders of TNE effects are developed. Among these, up from the first to the sixth order TNE effects are demonstrated. Meanwhile, it has long been realized that the Bhatnagar-Gross-Krook (BGK) collision operator\textsuperscript{26} in the simplified Boltzmann equation brings a problem that the Prandtl (Pr) number is fixed to unity, which causes the viscosity and heat conductivity to change simultaneously when the relaxation time is adjusted. To remove this binding under the framework of single-relaxation-time, in this work, the model construction is based on the Ellipsoidal Statistical Bhatnagar-Gross-Krook (ES-BGK) model\textsuperscript{57,97,98}.

The modeling method is presented in Section II. Then, Section III shows some numerical tests and results. Section IV concludes the current paper. Additional information, including tedious derivation, is given in the appendix.

II. Model construction for DBMs that considers various orders of TNE effects

Based on the ES-BGK single-relaxation model, DBMs that consider various orders of TNE effects with a flexible Prandtl number and specific heat ratio are presented. For the bulk flow being far from boundary, from the original Boltzmann to a DBM, as shown by the Flow Chart (Fig.\textsuperscript{1}), three fundamental steps are needed: (i) Simplification and modification of the Boltzmann equation; (ii) Discretization of the particle velocity space; and (iii) Checking the TNE state and extracting TNE information. The first two steps are for making the model simple enough but with sufficient physical function. The third step is to present schemes for extracting helpful TNE information as more as possible.

A. Simplification and modification of the Boltzmann equation

As a kind of mesoscopic method that naturally connects the macroscopic method and microscopic method, the original Boltzmann equation is in principle able to characterize the full spectrum of flow regimes. However, the complex collision term which contains the high dimensional distribution functions before and after particles collisions, is complicated to solve directly, or its direct solution requires huge computing consumption. For convenience, Bhatnagar, Gross, and Krook\textsuperscript{96} firstly proposed the well-known original BGK collision operator by introducing a local equilibrium distribution function $f_{eq}$ into the collision operator and writing it in a linearized form, i.e., $-\frac{1}{\tau}(f - f_{eq})$. The starting point for them to obtain the original BGK operator is: on the constraint of single-relaxation time, only keeping the values of the first three low-order conserved moments and following the $H$-theorem. Therefore, the original BGK model describes a situation where the molecules’ density and collision frequency are high enough, and the system is always in the quasi-equilibrium state. Namely, the original BGK model characterizes a situation where the Euler equations do, in which the Kn number of the system is much less than 1 and $f \approx f_{eq}$. However, in the vast majority of cases, the intermolecular correlations within the system are far from being as weak and simple as Boltzmann’s equations require. The large gradient or fast changing behavior of any physical quantity such as density, flow velocity, and temperature drives the system to deviate from the “quasi-equilibrium” condition required by the original BGK-like\textsuperscript{22}. Therefore, in the strict sense, most of the kinetic behaviors of non-equilibrium flows cannot be described only by the pure kinetic theory based on the original BGK-like models. The actually used BGK-like models in the field can be regarded as a modified version incorporating the mean-field theory description. The mean field theory has two main responsibilities: (i) supplementing the description of intermolecular interaction potential effect omitted by the Boltzmann equation, and (ii) effectively extending the application scope of the BGK-like model to be suitable for a higher degree of non-equilibrium. In fact, the BGK-like models used in the
FIG. 1. Flow Chart of DBMs with flexible Pr number or specific heat ratio considering various orders of TNE effects. From the original Boltzmann to a DBM, three fundamental steps are needed. Through the CE multiscale analysis, the required kinetic moments can be quickly determined. For example, when considering the zeroth-order TNE effects, only five kinetic moments ($M_0, M_1, M_2, M_3, M_4$) are needed. When considering up to the first-order TNE effects, seven kinetic moments ($M_0, M_1, M_2, M_3, M_4, M_5, M_6$) are needed. When considering up to the second-order TNE effects, at least the zeroth-order to (5,3)th order kinetic moments (i.e., $M_0, M_1, M_2, M_3, M_4, M_5, M_6, M_7, M_8, M_9$) are necessary, according to CE multiscale expansion. Similarly, when developing a DBM in which the third-order (fourth-, fifth-, and sixth-order) TNE effects are considered, two more moments, i.e., $M_5$ ($M_6, M_7$ and $M_8$) and $M_6, M_7, M_8, M_9$), should be retained, respectively.

Studies on non-equilibrium flow can be dynamically regarded as a modified Boltzmann equation. Different in physical function, there are many choices for BGK-like model such as the BGK model, ES-BGK model, Shakhov model, Rykov model, and Liu model etc. To remove the bounding that the viscosity and heat conductivity change simultaneously when $\tau$ is adjusted, the ES-BGK model is adopted in the model construction. Under the above considerations, the simplified Boltzmann equation, i.e., the ES-BGK-Boltzmann equation can be written as follow:

$$\frac{\partial f}{\partial t} + v \cdot \nabla f = -\frac{1}{\tau} (f - f^{ES})$$  (1)
where $f^{ES}$ is

$$f^{ES} = n \left( \frac{m}{2\pi k T} \right)^{\frac{3}{2}} \frac{1}{\sqrt{\lambda_{ab}}} \left( \frac{m}{2\pi k T} \right)^{\frac{1}{2}} \exp \left[ -\frac{m}{2} \lambda_{ab} (v_a - u_a) (v_b - u_b) - \frac{m\eta^2}{2kT} \right]$$

with $m$, $n$, $u$, and $T$ represent particle mass, particle number density, flow velocity vector, and temperature, respectively. $I$ is the extra degrees and $\eta$ is a free parameter that describes the energy of molecular rotation and vibration. $k$ is the Boltzmann constant and $D$ is the spatial dimension. The modified term is $\lambda_{ab} = kT \delta_{ab} + \frac{2}{n} \Delta_{2,ab}^s$, where $b$ is a flexible parameter related to Pr number, i.e., $Pr = 1/(1 - b)$. $\Delta_{2,ab}^s$ represents viscous stress. $\alpha(\beta)$ is the spatial coordinate. In the ES-BGK model, the viscosity coefficient is $\mu = Pr \tau P$ and the heat conductivity is $\kappa = c_p \tau P$, where $c_p$ is the specific heat at constant pressure. Therefore, through adjusting $b$, the Pr number and $\mu$ are changed on the condition that $\kappa$ is unchanged.

B. Discretization of the particle velocity space

The continuous-form Boltzmann equation, which describes the situation where the particle can move in any direction with a value of velocity ranging from $-\infty$ to $+\infty$, is difficult to simulate. Different from conventional spatiotemporal discretization, DBM discretizes the particle velocity space. By replacing the velocity space with a limited number of particle velocities, the continuous-form kinetic moment can be converted into the summation form for calculation. The discrete form of the Boltzmann equation is

$$\frac{\partial f_i}{\partial t} + v \cdot \frac{\partial f_i}{\partial v} = -\frac{1}{\tau} (f_i - f_i^{ES}) \quad (3)$$

where $i$ is the kinds of discrete velocities and $i = 1, 2, \cdots, N$. $N$ represents the total number of discrete velocities. Therefore, $f_i$ does not represent the probability of velocity $v_i$. And, it is not the specific values of $f_i$ that are used when analyzing system behaviors, but the kinetic moments of $f_i$. It requires that the reserved kinetic moments should keep their values unchanged after discretizing the velocity space, i.e., $\int f^{\Psi'}(v) dv = \sum_i f_i^{\Psi'}(v_i)$, where $\Psi' = \{1, v, vv, v\cdot v, vvv, v\cdot v\cdot v, \cdots\}$ represent the reserved kinetic moments. According to the CE analysis, the calculation of the kinetic moment of $f$ can be transformed into the calculation of the kinetic moment of $f^{eq}$. Therefore, the constraint that should be obeyed in the discretization process is $\int f^{eq}\Psi''(v) dv = \sum f_i^{eq}\Psi''(w_i)$.

Different from the standard LBM, the DBM distinguishes the physical modeling process and the selection process of discrete formats. The standard LBM inherits a concise physical image of “propagation+collision” in a given way of “virtual particles” in the lattice gas method. This simple image is helpful for its efficiency in the computational simulation of LBM. However, this image imposes an additional “burden” on its interpretation using kinetic theory. DBM is a kind of physical model construction method which gives the physical constraints required by the study of physical problems. There is no restriction on the specific discrete scheme for DBM. After obtaining a DBM, just like other models such as NS, it is necessary to choose an appropriate discrete scheme for simulation.

Mathematically, through solving the inverse matrix, the values of $f_i^{ES}$ can be confirmed. Specifically, we write those kinetic moments (as shown in Appendixes) into a matrix form, i.e.,

$$C \cdot f^{ES} = \hat{f}^{ES}, \quad (4)$$

where $f^{ES}$ and $\hat{f}^{ES}$ represent vectors of dimension $N_m \times 1$ in velocity space and moment space, respectively. $N_m$ is the number of kinetic moments. $C$ is the transformation matrix from moment space to velocity space, and its elements are determined by the DVM which we choose. The discrete form of $\hat{f}^{ES}$ can be obtained as follow.

$$f^{ES} = C^{-1} \cdot \hat{f}^{ES}, \quad (5)$$

where $C^{-1}$ is the inverse matrix of $C$ obtained from Mathematica.

The elements of $\hat{f}^{ES}$ depend on the specific depth of TNE. For example, as shown by the Flow Chart when constructing a DBM in which only the zeroth-order TNE effects are considered, five moments ($M_0, M_1, M_2, 0, M_2, M_1, M_1$) correspond to nine components, i.e., $N_m = 9$ are enough. When considering up to the second-order TNE effects, at least the zeroth-order to (5,3)th order kinetic moments (i.e., $M_0, M_1, M_2, 0, M_2, M_3, M_3, M_4, M_4, M_5, M_5$) correspond to nine components, i.e., $N_m = 25$ are necessary, where “5,3” means that the fifth-order tensor is contracted to a third-order tensor. Similarly, when developing a DBM in which the third-order (fourth-, fifth-, and sixth-order) TNE effects are considered, two more moments, i.e., $M_5 (M_5, M_7, and M_9)$ and $M_6, M_7, M_8, 6, and M_9$, should be retained, respectively. The kinetic moments are obtained by integrating $v$ and $\eta$ with the continuous-form $f^{ES}$ (Eq. (4)) through some softwares such as Mathematica. The specific form of these formulas can be seen in Appendixes.

To determine the specific values of $f^{ES}$, we also need to choose discrete velocity models (DVMs). The construction of DVM depends on the number of reserved kinetic moments, the numerical stability, and computational efficiency. To construct DBMs considering various orders of TNE effects, corresponding DVMs are selected, as shown in Table 1. For improving computational efficiency, the total number of the discrete velocities $N$ is chosen to equal the number of moments $N_m$. For example, to construct a DBM considering up to the second-order TNE effects with extra freedom of degree, at least 25 kinetic moments need to be considered, and a DVM with a total of 25 discrete velocities is chosen. For highlighted, we call the DBM which considers up to the $s$-th order TNE effect the “$s$-th model”, e.g., the 2-md DBM represents a model that up to the second-order TNE effects are included in the modeling.
Sketches of the DVMs are as follow:

\[
\mathbf{v}_i = (v_{ix}, v_{iy}) = \begin{cases} 
(0,0), & M = 0, \ i = 0, \\
Mb_i \cos \frac{(i-j)\pi}{2}, \sin \frac{(i-j)\pi}{2}, & M \text{ odd}, i = 4M-3 \sim 4M, \\
Mb_i \cos \frac{(2i-a)\pi}{4}, \sin \frac{(2i-a)\pi}{4}, & M \text{ even}, i = 4M-3 \sim 4M.
\end{cases}
\]

where \( M \) represents the number of turns of the DVMs and \( j=4M-3, a=4M-7 \). \( c \) is the discrete velocity. It should be noticed that when \( N \) is even, there is no zeroth velocity \((i=0)\) in DVMs. For understanding, we show the sketch of D2V25 which can be seen in Fig. 2 (here \( M=0,1,2,3,4,5,6, N = 25 \)). The model of D2V36 is \( M=1,2,\cdots,9 \) and \( N = 36 \). Other DVMs can be obtained similarly.

![Fig. 2. Sketch of D2V25 model used in the present paper. The numbers in the figure represent the index \( i \) in Eq. (3)].

The specific values of D2V25 are given in the following equations:

\[
\mathbf{v}_i = (v_{ix}, v_{iy}) = \begin{cases} 
(0,0), & i = 0, \\
c\cos \frac{(i-1)\pi}{2}, \sin \frac{(i-1)\pi}{2}, & i = 1 - 4, \\
2c\cos \frac{(2i-1)\pi}{4}, \sin \frac{(2i-1)\pi}{4}, & i = 5 - 8, \\
3c\cos \frac{(i-3)\pi}{2}, \sin \frac{(i-3)\pi}{2}, & i = 9 - 12, \\
4c\cos \frac{(2i-3)\pi}{4}, \sin \frac{(2i-3)\pi}{4}, & i = 13 - 16, \\
5c\cos \frac{(i-5)\pi}{2}, \sin \frac{(i-5)\pi}{2}, & i = 17 - 20, \\
6c\cos \frac{(2i-5)\pi}{4}, \sin \frac{(2i-5)\pi}{4}, & i = 21 - 24,
\end{cases}
\]

and the \( \eta \) is flexible. In this work, the sketch of \( \eta \) in D2V25 is \( \eta_i = \eta_0 \) for \( i = 1 - 4 \), \( \eta_i = 2\eta_0 \) for \( i = 5 - 8 \), and \( \eta_i = 0 \) for \( i = 0 \) and \( i = 9 - 24 \).

### C. Checking the TNE state and extracting TNE information.

The most important process in constructing a DBM is providing a method for describing the TNE state and extracting TNE information. In the traditional macroscopic fluid model, the commonly used parameters for TNE strength are Kn number, viscosity, heat conduction, and the gradients of macroscopic quantity, etc. They all characterize the TNE strength of systems from their own perspectives. However, they are all highly condensed, averaged, and coarse-grained description methods. Some specific information can not be investigated directly through them, such as the internal energy in various degrees of freedom, viscous stress, heat flux, or higher-order kinetic moments. Based on non-equilibrium statistical physics, DBM provides a more detailed description of TNE behaviors of complex fluid systems through the evolution of non-conserved kinetic moments of \( \langle f - f_{eq} \rangle \). Through defining various characteristic quantities which can describe the TNE state from different perspectives, the fundamental information of a specific non-equilibrium state and the non-equilibrium effects of flow can be extracted. The fundamental characteristic quantities are written as follows:

\[
\Delta_n^m = \sum_i (f_i - f_i^{eq}) \mathbf{v}_i^* \mathbf{v}_i^s \cdots \mathbf{v}_i^s, 
\]

\[
\Delta^*_{m,n} = \frac{1}{2} \sum_i (f_i - f_i^{eq}) (\mathbf{v}_i^* \cdot \mathbf{v}_i^s + \eta_i^s (m-n)/2 \mathbf{v}_i^* \cdots \mathbf{v}_i^s),
\]

Here, \( \mathbf{v}_i^s = \mathbf{v}_i - \mathbf{u} \) represents the central velocity, where \( \mathbf{u} \) represents the macro flow velocity. Mathematically, \( \Delta_n^m \) is \( m \)-order tensor and the subscript \( m \) represents the number of \( \mathbf{v}_i^s \). \( \Delta^*_{m,n} \) means the \( m \)-order tensor contract to the \( n \)-order tensor with \( n \) the number of \( \mathbf{v}_i^s \). For example, the TNE quantities that can be extracted in a 2-nd order DBM are as follows:

\[
\Delta^2_2 = \sum_i (f_i - f_i^{eq}) \mathbf{v}_i^2 \mathbf{v}_i^s, 
\]
\[ \Delta_{3,1}^* = \frac{1}{2} \sum_i (f_i - f_i^{eq}) (v_i^* \cdot v_i^* + \eta_i^2) v_i^*, \quad (9) \]
\[ \Delta_3^* = \sum_i (f_i - f_i^{eq}) v_i^* v_i^* v_i^*, \quad (10) \]
\[ \Delta_{4,2}^* = \frac{1}{2} \sum_i (f_i - f_i^{eq}) (v_i^* \cdot v_i^* + \eta_i^2) v_i^* v_i^*, \quad (11) \]
\[ \Delta_4^* = \sum_i (f_i - f_i^{eq}) v_i^* v_i^* v_i^*, \quad (12) \]
\[ \Delta_{5,3}^* = \frac{1}{2} \sum_i (f_i - f_i^{eq}) (v_i^* \cdot v_i^* + \eta_i^2) v_i^* v_i^*, \quad (13) \]

Physically, \( \Delta_2^* = \Delta_2^* e_\alpha e_\beta \) represents viscous stress tensor, and \( \Delta_{3,1}^* = \Delta_{3,1} e_\alpha \) indicates heat tensor, with \( e_\alpha \) the unit vector in the \( \alpha \) direction. The last four higher-order non-equilibrium quantities contain more condensed information. \( \Delta_3^* = \Delta_{3,1} e_\alpha e_\beta e_\gamma \) and \( \Delta_{4,2}^* = \Delta_{4,2} e_\alpha e_\beta e_\gamma \) represent the flux of viscous stress (\( \Delta_3^* \)) in the \( e_\gamma \) direction and the flux of heat flux (\( \Delta_{3,1}^* \)) in the \( e_\beta \) direction, respectively. From this perspective, \( \Delta_4^* = \Delta_{4,2} e_\alpha e_\beta e_\gamma e_\delta (\Delta_{3,3}^* = \Delta_{3,3} e_\alpha e_\beta e_\gamma e_\delta) \) indicates the flux of \( \Delta_3^* \) (\( \Delta_{3,2}^* \)) in the \( e_\gamma \) (\( e_\delta \)) direction. The TNE quantities of various orders of DBMs can also be extracted similarly. When the sixth order non-equilibrium effects are considered, the non-equilibrium quantities \( \Delta_5^* \) to \( \Delta_{5,3}^* \) and \( \Delta_{3,4}^* \) to \( \Delta_{5,7}^* \) can be extracted.

Moreover, all the independent components of TNE characteristic quantities (\( \Delta_{m,n}^* \), \( \Delta_{m,n} \) etc.) constitute a high-dimensional phase space, in which the origin represents thermodynamic equilibrium state, and a specific point in phase space indicates a specific TNE state. In the phase space, the distance \( D \) between two state points is used to roughly describe the difference between the two states deviating from their thermodynamic equilibrium, and the reciprocal of distance, \( 1/D \), can define as the similarity of the two states deviating from thermodynamic equilibrium. The mean distance during a time interval, \( \overline{D} \), is used to roughly describe the difference between the two corresponding kinetic processes, and the reciprocal of \( \overline{D} \), \( 1/\overline{D} \), is defined as a process similarity. Other coarse-grained quantities of TNE strength can also be defined according to the specific requirement.

It is clear that the definition of any non-equilibrium strength depends on the perspective of the investigation. Complex systems need to be investigated from multiple perspectives. If we look at the system from \( N \) angles, there are \( N \) kinds of non-equilibrium strengths. Therefore, if the \( N \) non-equilibrium strengths are taken as components to introduce a non-equilibrium strength vector, \( S_{TNE} \), it should be more accurate and specific to use this vector to describe the non-equilibrium strength of the system.

It should be pointed out that the mechanism of TNE in near-wall flow may be greatly different from that in the bulk flow. Consequently, the DBM for near-wall flow needs one more step, construction of kinetic boundary conditions. An example is referred to Zhang et al. 28.

III. Numerical simulations and results

In this section, four types of numerical validations of DBMs are performed. In a word, we focus on flow scales from large to fine, physical quantities ranging from macroscopic to mesoscopic, and spatial dimensions from one-dimensional to two-dimensional. (i) To show the model’s capability to capture large flow structures of macroscopic quantities with zero-order TNE effects, comparisons between the simulation results and the analytical solutions of the one-dimensional Riemann problems (Sod’s shock tube, collision of two strong shock waves) are performed by a 2nd-order DBM. And, the effect of \( Pr \) number on large flow structure with first-order TNE effects in Couette flow is investigated. Configurations of Riemann problems and Couette flow are shown in Fig. 3 and the major initial quantities can be seen in Table III where the subscript “L” (R) is the left (right) side of the flow field. (ii) Then, a comparison between DBM simulation and DSMC result, which shows the capability of DBMs to capture fine flow structure of density profile at the level of the mean free path of gas molecules, is presented. Specifically, a right-propagating shock wave with \( Ma=1.45 \) is simulated by a 2nd-order DBM, and the shock wave structure is compared with results from DSMC. (iii) Further, the fine structures of TNE quantities in a simulation of head-on collisions between two compressible fluids are captured. Through adjusting the relaxation time \( \tau \) and relative speeds of two colliding fluids, three cases for flows in various strengths of \( \Delta_3^* \) are simulated by DBMs that consider various orders of TNE effects, and simulation results are compared with analytical solutions. Similarly, through adjusting the relaxation time \( \tau \) and relative pressure of two colliding fluids, three cases in various strengths of \( \Delta_{3,1}^* \) are also constructed. The performances of different DBMs for describing various depths of TNE effects are shown. (iv) Finally, the two-dimensional large flow structures of macroscopic quantities are captured. The two-dimensional free jet is simulated by four DBMs that consider various orders of TNE effects.

Considering computational efficiency, numerical stability, and calculation accuracy, the first-order forward difference scheme and the second-order nonoscillatory nonfree dissipative (NND) scheme 105 are adopted to calculate the temporal and spatial derivatives in Eq. 3, respectively.

A. Description of large flow structure: Riemann problem and Couette flow

1. Sod’s shock tube

The initial conditions of other quantities in Sod’s shock tube are \( c = 0.8 \), \( m = 1 \), \( \tau = 4 \times 10^{-6} \), \( I = 0 \) (\( \gamma = 2.0 \)), \( \Delta t = 2 \times 10^{-6} \), \( \Delta x = \Delta y = 10^{-3} \), and \( \eta = 0 \). The grid size is \( N_x \times N_y = 1000 \times 1 \). In the \( x \) direction, the zero gradient boundary condition is adopted in this simulation. Shown in Fig. 4 are the comparisons between the simulation results (the lines) and Riemann analytical solutions (the symbols) of den-
TABLE III. The main initial conditions of flow field of Sod’s shock tube, collision of two strong shock wave, and Couette flow.

| Items                        | Pr number | Initial condition                  |
|------------------------------|-----------|-----------------------------------|
| 1. Sod’s shock tube          | Pr=0.5,0.8,1.0,2.0,5.0 | \[ (\rho, T, U_x, U_y)_L = (1.0,1.0,0.0,0.0) \]
|                              |           | \[ (\rho, T, U_x, U_y)_R = (0.125,0.8,0.0,0.0) \] |
| 2. The collision of two strong shock waves | Pr=0.8,1.0,2.0 | \[ (\rho, T, U_x, U_y)_L = (5.99924,76.8254,19.5975,0.0) \]
|                              |           | \[ (\rho, T, U_x, U_y)_R = (5.99242,7.69222,−6.19633,0.0) \] |
| 3. Couette flow              | Pr=0.8,1.0,2.0 | \[ u_{upper} = 0.8, u_{bottom} = 0.0, T_{upper} = T_{bottom} = 1.0. \] |

2. The collision of two strong shock waves

To further verify the robustness of the model in capturing strong shock with a high Ma number and the precision for compressible flows, we consider the collision of two strong shock waves. The initial conditions of other quantities are \( c = 7.2, \gamma = 5.1, \tau = 2 \times 10^{-5}, I = 0(\gamma = 2.0), \Delta t = 2 \times 10^{-6}, \Delta x = \Delta y = 3 \times 10^{-3}, \eta = 0. \) The grid size is \( N_x \times N_y = 1000 \times 1. \) The zero gradient boundary condition is adopted in this simulation. Shown in Fig. 5 are the comparisons between the simulation results (the lines) and Riemann analytical solutions (the symbols) of density (a), temperature (b), velocity (c), and pressure (d) profiles at \( t = 0.05, \) with \( Pr = 0.5, 1.0, \) and 2.0, respectively. It is clear that a left-propagating shock wave and a right-propagating shock wave are both captured accurately by DBM, which indicates the proposed DBM is applicable to compressible flows with strong shock wave interaction.

3. Couette flow

The Couette flow is a classical physical problem that verifies the effect of viscosity on momentum transport between two layers of fluid. In the Couette flow, the two infinite plates are filled with viscous fluid. When the upper plate moves along the \( x \) direction at a fixed velocity, the upper fluid will drive the lower fluid under the effect of viscosity. The profile of \( u_x \), along the \( y \) direction follows the below analytical
solution:

$$u_x(y) = \frac{y}{H} u_0^* + \frac{2}{\pi} \sum_{j=1}^{\infty} \left[ -\frac{(-1)^j}{j} \exp\left(-j^2 \pi^2 \frac{\mu}{\rho H^2} \right) \sin\left( j \pi y \right) \right].$$

Initial parameters are: $c = 1.0$, $\tau = 1 \times 10^{-3}$, $I = 0 (\gamma = 2.0)$, $\Delta t = 1 \times 10^{-3}$, $\Delta x = \Delta y = 1 \times 10^{-3}$, and $\eta = 2$. The grid size is $N_x \times N_y = 1 \times 500$. In this simulation, the non-equilibrium extrapolation boundary is adopted in the $y$ direction. Figure 6(a) shows the agreement of $u_x$ profile along the $y$ direction between DBM results and the analysis solution at two different times ($t = 10, 50$). In order to investigate the effects of Pr number on shear between two layers of fluid, three working conditions with different Pr numbers are given in the figure. The green (red, blue) symbols represent DBM results with $Pr = 0.5$ ($Pr = 1.0$, $Pr = 1.25$), at time $t = 10$ and $t = 50$, respectively. The black lines indicate the corresponding analytical solutions. It can be observed that the larger the Pr number, the stronger the shear effect, resulting in a faster evolution of velocity profile. The shear strength between three cases can also be seen in Fig. 6(b), in which the larger Pr number, the stronger the strength of $\Delta_2$. 

B. Description of fine flow structure: comparison between DBM and DSMC of a shock wave structure

The problem of flow characteristics at discontinuous interfaces of a shock wave has always been regarded as a typ-

FIG. 5. The large flow structure of macroscopic quantities of collision of two strong shock waves, at $t = 0.05$. (a) Density profile, (b) temperature profile, (c) $u_t$ profile, and (d) pressure profile. The lines indicate Riemann solutions, and the simulation results are denoted by circles, squares, and triangles, corresponding to $Pr = 0.5$, 1.0, and 2.0, respectively.

FIG. 6. (a) Comparison of velocity $u_x$ along the $y$ direction between DBM results and analysis solution at two different time ($t = 10, 50$), with three various Pr numbers ($Pr = 0.5, 1.0, 1.25$). The green (red, blue) symbols represent DBM results with $Pr = 0.5$ ($Pr = 1.0$, $Pr = 1.25$), at time $t = 10$ and $t = 50$, respectively. The black lines indicate the corresponding analytical solutions. (b) Comparison of $\Delta_2$ ($the xy component of viscous stress$) between DBM results and analytical solutions with three different Pr numbers ($Pr = 0.5, 1.0, 1.25$), at time $t = 15$. 

The dimensionless conditions of macroscopic quantities in initial time are as follows:

$$\begin{align*}
(t, u_x, T)_0^1 &= (1.64871, 0.736742, 1.44324), \\
(t, u_x, T)_0^0 &= (1.0, 0.0, 1.0).
\end{align*}$$

where the index “0” (“1”) indicates wavefront (wave rear). The dimensionless process from the real quantities to dimen-
sionless quantities is shown in Appendixes C Other parameters are: \( c = 0.8, \eta = 5, I = 1, b = 0, \tau = 1.017, \Delta x = \Delta y = 2.5 \times 10^{-1}, \Delta t = 1 \times 10^{-3}, N_x \times N_y = 2000 \times 1\). Figure 7 shows the normalized density profile of a shock wave structure between DBM simulation and DSMC results. The red lines are the results of the density profile from the DSMC code. The blue circles indicate results from a 2-nd order DBM. Agreement on the shape of the shock wave structure can be found between DBM simulation and DSMC results, indicating the model’s capability to capture fine structures at the level of the mean free path of gas molecules.

![Figure 7. Comparison of DBM simulation and DSMC simulation of a shock structure. The red lines represent the results of the normalized density profile from the DSMC code. The blue circles indicate results from a 2-nd order DBM.](image)

C. Performance of the DBMs for describing various depths of TNE effects

1. Viscous stress

In this section, head-on collisions between two compressible fluids are simulated. Physically, the TNE behaviors of a system are driven by many factors such as relaxation time \( \tau \), density gradient, temperature gradient, velocity gradient, pressure gradient, etc. According to the analytical expression of viscous stress (as shown by Eq. (A6)), the most powerful factors that control the strengths and structures of \( \Delta_{\text{TNE}}^{(2,0)} \) are \( \tau \) and velocity gradient. Generally, the greater the value of \( \tau \) and velocity gradient, the greater the Kn number, and the farther the system deviates from equilibrium states. When the Kn number is small enough, lower-order macroscopic models such as the Euler equations or NS equations are valid. However, in some cases, although the Kn number is small enough, the lower-order models are no longer effective, and the higher-order model should be adopted. From the perspective of complex system analysis, the reason is that it is incomplete to describe the non-equilibrium strength of systems from only one angle. The TNE indicators (\( \tau \), Kn, Ma, gradients of macroscopic quantity, etc.) all describe TNE behaviors from their own perspective. These TNE indicators are highly related to each other, but they differ in some ways. Together, they constitute a more complete description of the non-equilibrium state. Based on the above consideration, through adjusting the relaxation time \( \tau \) and relative speeds \( u_0 \) of two colliding fluids, flows across a wide range of Kn number and \( \Delta_{\text{TNE}}^{(2,0)} \) strength are constructed. And below we use the three-component vector \( \mathbf{S}_{\text{TNE}} = (\tau, \Delta \mathbf{u}, \Delta \mathbf{u}^2) \) to roughly describe the strength of non-equilibrium. The initial conditions and the resulting \( \Delta_{\text{TNE}}^{(2,0)} \) strength for the three cases are shown in Table IV. The initial configurations are as follows:

\[
\rho(x,y) = \frac{\rho_L + \rho_R}{2} - \frac{\rho_L - \rho_R}{2} \tanh \left( \frac{x - N_x \Delta x/2}{L_p} \right),
\]

\[
u_x(x,y) = -u_0 \tanh \left( \frac{x - N_x \Delta x/2}{L_u} \right),
\]

\[
u_y(x,y) = 0,
\]

\[
p(x,y) = p_L = p_R.
\]

where \( u_0 \) is the collision velocity, \( L_p \) and \( L_u \) are the widths of transition layers of density and velocity, respectively. \( \rho_L \) (\( \rho_R \)) and \( p_L \) (\( p_R \)) represent the density and pressure away from the interface of the left (right) fluid. The computational length of this one-dimensional simulation is 0.4, divided into 8000 uniform meshes. The initial conditions of other quantities are \( p_L = p_R = 2, \eta = 0, I = 0, b = 0, \Delta x = 5 \times 10^{-5}, \Delta t = 1 \times 10^{-6}, L_u = L_p = 160, N_x \times N_y = 8000 \times 1 \).

Figure 8 shows the profiles of macroscopic quantities around the interface obtained from various DBMs at different times (\( t = 0.005 \) for case 1 and case 2, \( t = 0.007 \) for case 3). The first, second, and third rows correspond to case 1, case 2, and case 3, respectively. It can be seen that results from various DBMs are consistent at the same time. Namely, when focusing only on the traditional macroscopic quantities, lower-order models are enough for the three cases. However, in the following discussion, it can be found that although the profiles of macroscopic quantities obtained by various DBMs are consistent, profiles of some TNE quantities (such as the \( \Delta_{\text{TNE}}^{(2,0)} \)) may show significant differences. To characterize these TNE quantities properly, the higher-order DBMs should be adopted.

Figure 9 shows the simulation results of \( \Delta_{\text{TNE}}^{(2,0)} \) at different times (\( t = 0.005 \) for case 1 and case 2, \( t = 0.007 \) for case 3) where two DBMs (the 1-st order and 2-nd order DBMs) are used. The blue circles represent results from 1-st order DBM and green circles from 2-nd order DBM. The first, second, and third rows correspond to the three cases, respectively. For comparisons, analytical solutions at first-order accuracy (black lines) and at second-order accuracy (red lines) calculated from Eqs. (A6) and (A8) are plotted, respectively. From
TABLE IV. Initial conditions and the resulting $\Delta_{2,xx}^* \tau$ strength of collisions of two fluids.

|          | density | pressure | velocity | $\tau$ | $\Delta_{2,xx}^*$ strength |
|----------|---------|----------|----------|--------|----------------------------|
| case1    | $\rho_L = 2 \rho_R = 2$ | $p_L = p_R = 2$ | $u_0 = 0.0$ | $1 \times 10^{-4}$ | weaker                     |
| case2    | $\rho_L = 2 \rho_R = 2$ | $p_L = p_R = 2$ | $u_0 = 0.5$ | $1 \times 10^{-4}$ | moderate                   |
| case3    | $\rho_L = 2 \rho_R = 2$ | $p_L = p_R = 2$ | $u_0 = 0.5$ | $1 \times 10^{-3}$ | stronger                   |

FIG. 8. Profiles of macroscopic quantities around the interface with DBMs considering various orders of TNE effects. The lines with black (red, pink, green, light blue, and blue) color represent the results from 1-st order DBM (2-nd, 3-rd, 4-th, 5-th, and 6-th order DBM), respectively. (a) Density profiles for case 1. (b) Temperature profiles for case 1. (c) Velocity profiles for case 1. (d) Density profiles for case 2. (e) Temperature profiles for case 2. (f) Velocity profiles for case 2. (g) Density profiles for case 3. (h) Temperature profiles for case 3. (i) Velocity profiles for case 3.
case 1 to case 3, what we can see is that the \( \Delta_{1,xx}^{*} \) strengths increase gradually because the TNE driving force (\( \tau \) or gradient of velocity) increases. Meanwhile, the TNE effects are pronounced around the contact interface where the amplitudes of quantity gradient (\( \nabla p, \nabla u, \nabla p, \) and \( \nabla T \)) reach their local maxima. And the TNE effects are negligible in the region far from the interface.

Moreover, differences between results obtained from various DBMs and analytical solutions indicate the performance of various DBMs in describing flows with various depths of non-equilibrium. Figure 9(a) shows the comparison for case 1 between simulation results of two various DBMs and two kinds of analytical solutions with different accuracy. As shown by Fig. 9(a), the results of analytical solutions between first-order accuracy and second-order accuracy show a significant difference. Theoretically, as shown by Eq. (A6), the first-order term of viscous stress (i.e. \( \Delta_{1,xx}^{(1)} \)) is weak due to the small velocity gradient and \( \tau \). However, because of the existence of density and temperature gradients, the second-order term of viscous stress (i.e., \( \Delta_{2,xx}^{(2)} \)) is pronounced. In that case, \( \Delta_{2,xx}^{(2)} \) cannot be ignored compared to \( \Delta_{2,xx}^{(1)} \), i.e., the relative TNE strength (\( \Delta_{2,xx}^{(2)}/\Delta_{2,xx}^{(1)} \)) is considerably large. Consequently, the profiles of the two analytical solutions deviate from each other. Meanwhile, the 1-st order DBM considers only the first-order of TNE effects (it retains only the first-order term of viscous stress, i.e., \( \Delta_{2,xx}^{(1)} \)). Therefore, its results can not match the analytical solution which is at second-order accuracy. However, when a 2-nd order DBM that considers up to the second-order of TNE effects (i.e., \( \Delta_{2,xx}^{(2)} \) is retained) is adopted, agreements between DBM results and second-order analytical solutions can be seen. Therefore, a 1-st order DBM is not suitable for the cases where \( \Delta_{2,xx}^{(2)} \) is not negligible, whereas a 2-nd order DBM is suitable.

Figure 9(b) shows the comparison for case 2, in which the velocity gradient is larger than that in case 1, and the resulting \( \Delta_{2,xx}^{1} \) strength is dozens of times larger than that of case 1. Due to the larger velocity gradient, \( \Delta_{2,xx}^{(2)} \) can be negligible compared to \( \Delta_{2,xx}^{(1)} \), i.e., the relative TNE strength is considerably small. Consequently, analytical solutions between first-order accuracy and second-order accuracy are almost consistent. In that case, the 1-st order DBM and 2-nd order DBM all present satisfactory simulation results.

For further investigation of TNE effects, we take the relaxation time \( \tau \) ten times larger than that in case 2. Consequently, the \( \Delta_{2,xx}^{*} \) strength is about ten times larger. As can be seen from Fig. 9(c), the first-order analytical solution shows great differences with the second-order one, demonstrating that \( \Delta_{2,xx}^{(2)} \) can no longer be ignored compared to \( \Delta_{2,xx}^{(1)} \). Naturally, the 1-st order DBM can not provide satisfactory simulation results. Agreements between simulation results from a 2-nd order DBM and the second-order analytical solution can be seen. Therefore, with increasing TNE strength, the 1-st model gradually loses its capability to describe the TNE quantities properly.

Interestingly, the 1-st order DBM shows satisfactory re-

\[
\Delta_{1,xx}^{*} \quad \text{(1)} \\
\Delta_{2,xx}^{*} \quad \text{(2)} \\
\Delta_{2,xx}^{*} + \Delta_{2,xx}^{(2)}
\]

FIG. 9. Comparison of \( \Delta_{1,xx}^{*} \) between DBM simulation results (blue circles from 1-st order DBM, green circles from 2-nd order DBM) and two kinds of analytical solutions (the black lines are at first-order accuracy and the red lines are at second-order accuracy). (a) Results for case 1, (b) results for case 2, and (c) results for case 3.
sults in case 2, where the Kn number is larger. In contrast, it shows unsatisfactory results in case 1, where the Kn number is smaller. The reason is that $\Delta_{2,xx}^{(2)}$ is not negligible compared to $\Delta_{2,xx}^{(1)}$. In that case, the relative TNE strength and TNE discrepancy should also be adopted to further characterize the TNE strength, instead of the Kn number itself. Physically, it is difficult to describe the TNE strength and choose the suitable fluid model for simulation from only one perspective, e.g., the Kn number. The local Kn numbers around the interface for three cases are presented in Figs. 10(a) to 10(c), similar to $\Delta_{2,xx}^{(1)}$, values of the local Kn number increase with the gradients of macroscopic quantities. Moreover, in Fig. 10(a) Kn numbers calculated from various characteristic quantities present significant distinctions, e.g., the maximum between the red line and blue line differ dozens of times (across the inviscid flow and slip flow). Their shapes are also significantly different.

However, what we can see is that the analytical solutions from Eqs. (A6) and (A8) are not the real solutions because of their dependence on macroscopic quantities obtained from simulation. Hence, additional measures are needed to verify the reliability and authenticity of simulation results. In the following part, the above three cases are simulated by six various DBMs. Figure 11 shows the simulation results obtained from various DBMs, in which Figs. 11(a), 11(b), 11(c) are from case 1, case 2, and case 3, respectively. The lines with black (red, pink, green, light blue, and blue) color represent the results from 1-st order DBM (2-nd, 3-rd, 4-th, 5-th, and 6-th order DBM), respectively. For case 1, as shown in Fig. 11(a) except for the result from the 1-st order DBM, results of other DBMs converge together, indicating that to simulate accurately the case 1, at least the second-order TNE effects should be considered. Further, as shown in Fig. 11(b) although results from the 1-st order DBM show agreement with the analytical solution (as shown in Fig. 9(b)), discernible difference around the peak is found between the black line and higher-order ones because of the large gradients of macroscopic quantities. Therefore, similar to case 1, at least the second-order TNE effects should be considered in case 2. Different understanding can be obtained from case 3, as shown in Fig. 11(c) in which the $\Delta_{2,xx}^{(1)}$ strength is about ten times larger than that in case 2. Simulation results of the 1-st order DBM (black line) show significant differences with results from higher-order DBMs. At the same time, because of the large gradients of macroscopic quantities, discernible differences would appear between the result of 2-nd order DBM (red line) and results from higher-order DBMs. Consequently, although agreements between a 2-nd order DBM and analytical solution are shown in Fig. 9(c), higher-order TNE effects, at least up to the third-order, should be considered to obtain more accurate results for case 3. Another important conclusion can be obtained by comparing Fig. 9 and Fig. 11: What

FIG. 10. Local Kn numbers calculated from pressure (red lines), density (green lines), and temperature (blue lines), respectively. (a) Results from case 1, (b) results from case 2, and (c) results from case 3.
we can see is the profiles of macroscopic quantities obtained from various DBMs are consistent, whereas the TNE quantity \( \Delta_{xx}^* \) from various DBMs shows apparent distinctions. Physically, with the deepening of TNE degrees, it is inadequate to characterize the whole system’s behaviors only by conserved moments. We also have to rely on partial higher-order non-conserved moments to capture the main feature of the flow state and evolution process. The required order of kinetic moments increases with the deeper TNE degree.

For easier understanding, the TNE strengths of three cases obtained from various views are summarized in Table VI. Then, fluid models that should be chosen when focusing on different physical quantities are also listed.

2. Heat flux

The performance of various DBMs to describe higher-order heat flux is also verified similarly. In the following part, we use the three-component vector \( \mathbf{S}_{\text{TNE}} = (\tau, \Delta_T^*, \Delta_{\text{3,1}}^*) \) to roughly describe the strength of non-equilibrium. The initial configurations are as follows:

\[
\rho(x,y) = \frac{p_L + p_R}{2} - \frac{p_L - p_R}{2} \tanh \left( \frac{x - N_x \Delta x/2}{L_P} \right), \quad (19)
\]

\[
p(x,y) = \frac{p_L + p_R}{2} - \frac{p_L - p_R}{2} \tanh \left( \frac{x - N_x \Delta x/2}{L_P} \right), \quad (20)
\]

\[
u_x(x,y) = -u_0 \tanh \left( \frac{x - N_x \Delta x/2}{L_u} \right), \quad (21)
\]

\[u_y(x,y) = 0. \quad (22)
\]

The initial conditions of other quantities are \( p_L = p_R = 2 \), \( \eta = 0 \), \( I = 0 \), \( b = 0 \), \( \Delta x = \Delta y = 5 \times 10^{-5} \), \( \Delta t = 1 \times 10^{-6} \), \( L_u = L_P = L_I = 160 \), \( N_x \times N_y = 8000 \times 1 \). Parameters, the resulting \( \Delta_{3,1,x}^* \) strength and the values of Kn number in the three cases are listed by Table VII.

Figure 12 shows the comparisons of \( \Delta_{3,1,x}^* \) strength between DBM simulation results and analytical solutions. The blue (green) circles represent results from 1-st order DBM (2-nd order DBM), and the black (red) lines indicate analytical solutions at first-order (second-order) accuracy calculated from Eqs. (A7) and (A11). The first (second, third) row corresponds to results from case 1 (case 2, case 3) at time \( t = 0.00018 \) (\( t = 0.007 \) and \( t = 0.0028 \)). The enlarged view shows discernible differences at the bottom. Similar to \( \Delta_{xx}^* \) from case 1 to case 3, what we can see is that the strengths of \( \Delta_{3,1,x}^* \) also increase because the TNE driving force increases. With TNE degree increase, the 1-st order DBM gradually fails to describe the situation where \( \Delta_{3,1,x}^{(2)} \) cannot be ignored, whereas the 2-nd order DBM is acceptable. Figure
TABLE V. In the case of analyzing the viscous stress: the TNE strength of three cases obtained from various views, and the proper models that should be adopted in the corresponding views.

| TNE strength | View | Case 1 | Case 2 | Case 3 |
|--------------|------|--------|--------|--------|
| $\tau$ and $\nabla\phi$ | smaller | moderate | larger |
| $Kn\rho$ | smaller | moderate | larger |
| $\Delta \tau_{x,xx}$ | weaker | moderate | stronger |
| $\Delta \tau_{x,xx}^{(2)}/\Delta \tau_{x,xx}^{(1)}$ | stronger | weaker | moderate |
| $\Delta \tau_{x,xx}^{(3)}/\Delta \tau_{x,xx}^{(2)}$ | $\approx 0$ | $\approx 0$ | $\neq 0$ |
| The proper models | macroscopic quantities | 1-st order model | 1-st order model | 1-st order model |
| | $\Delta \tau_{x,xx}$ | 2-nd order model | 2-nd order model | 3-rd order model |

TABLE VI. Initial parameters and the resulting $\Delta \tau_{x,xx}^{1,1}$ strength of collisions of two fluids.

| Case | Temperature | Pressure | Velocity | Other | $\Delta \tau_{x,xx}^{1,1}$ strength |
|------|-------------|----------|----------|-------|----------------------------------|
| Case 1 | $T_L = T_R = 1$ | $2p_L = p_R = 2$ | $u_0 = 0.5$ | $2 \times 10^{-4}$ | weaker |
| Case 2 | $T_L = T_R = 1.2$ | $p_L = p_R = 1.2$ | $u_0 = 0.5$ | $8 \times 10^{-5}$ | moderate |
| Case 3 | $T_L = T_R = 1.2$ | $p_L = p_R = 1.2$ | $u_0 = 0.5$ | $8 \times 10^{-4}$ | stronger |

D. Fluid jet

The fluid jet is encountered in many fields such as water conservancy, hydropower engineering, aerospace, and energy machinery. It refers to a situation where fluids with a certain initial velocity are ejected from various forms of orifices or nozzles and mixed with the surrounding fluid (the same fluid or different). The most studied case is the free jet, in which the fluid spouts from the nozzle and enters an infinite space where there are fluids with the same characteristics. The traditional simulations of fluid jets are always based on the hypothesis of equilibrium or near-equilibrium. However, the narrow entrances lead to large gradients of macroscopic quantities and large local Kn numbers. Consequently, the accurate simulations of the fluid jet have become a challenge. In this paper, accurate simulations for free jets are conducted using four single-fluid DBMs: the 1-st order DBM, 2-nd order DBM, 3-rd order DBM, and 4-th order DBM. The initial field of a free jet is shown by Fig. 14, which is composed of a rectangle flow field with length 0.114 and height 0.08, and a rectangle entrance with length 0.048 and height 0.006 on the left side of the flow field. The numbers in Fig. 14 represent the type of boundary conditions adopted in this simulation, i.e., the index “1” is the outflow boundary, “2” the inflow boundary, and “3” the solid wall boundary. Considering computational efficiency and accuracy, the continuous flow field is discretized into uniform meshes with $N_x \times N_y = 570 \times 400$, and the entrance $N_x \times N_y = 30 \times 240$. The initial conditions of macroscopic quantities in the free jet are:

$$
\begin{align*}
(p, u_x, u_y, \rho)'_{x,y} & = (1.28, 0.3774, 0.0, 1.32096), \\
(p, u_x, u_y, \rho)'_{x,y} & = (0.1358, 0.0, 0.0, 1.0),
\end{align*}
$$

where “e” (“f”) means entrance (flow field). Other parameters used in the paper are: $m = 1$, $\tau = 2 \times 10^{-5}$, $I = 0$, $\eta = 0$, $b = 0$, $\Delta t = 4 \times 10^{-6}$, and $\Delta x = \Delta y = 2 \times 10^{-4}$. Figure 15 shows density contours at three different times ($t = 0, 0.02$, and 0.1, respectively). It can be observed that after the heavy fluid ejects into the lighter fluid, a pair of vortexes is generated because of the Kelvin-Helmholtz instability.

For comparison, four DBMs are used to simulate this problem. Figure 16 shows the profiles of various macroscopic quantities at time $t = 0.02$, along the $x$ direction at $y = L_y/2$ (the red line in Fig. 15(b)). Figures 16(a)-16(d) represent profiles of density, temperature, velocity, and pressure, respectively. The black (red, green, and blue) lines represent results from the 1-st order DBM (2-nd, 3-rd, and 4-th order DBM, respectively). Enlarged views in the figures show the slight difference between various lines. In all four figures, because large gradients of macroscopic quantity exist around the entrance, distinct differences between the black line and other results can be found. Whereas far away from the entrance, there is almost no difference. Meanwhile, as shown in Figs. 16.
The proper models

| TNE strength | View | Case 1 | Case 2 | Case 3 |
|--------------|------|--------|--------|--------|
| $\text{Kn}_{\rho}$ | moderate | smaller | larger |
| $\Delta_{1,1,x}^{0}$ | weaker | moderate | stronger |
| $\Delta_{1,1,x}^{(2)} / \Delta_{1,1,x}^{(3)}$ | stronger | weaker | moderate |

$\Delta_{1,1,x}^{(3)} / \Delta_{1,1,x}^{(2)} \approx 0$ | $\approx 0$ | $\approx 0$ | $\approx 0$

| The proper models | macroscopic quantities | 1-st order model | 1-st order model | 1-st order model |
|-------------------|------------------------|-----------------|-----------------|-----------------|
| $\Delta_{1,1,x}^{0}$ | 2-nd order model | 1-st order model | 2-nd order model |

TABLE VII. In the case of analysing the heat flux: the TNE strength of three cases obtained from various views, and the proper models that should be adopted in the corresponding views.

[16(c)] and [16(d)] discernible differences begin to appear between the red line and results from higher-order ones (green line and blue line). Consequently, to accurately simulate the free jet of this case, at least up to the third-order TNE effects should be included.

To show clearly the distinctions of simulation results between various DBMs, the density contours at time $t=0.04$ are demonstrated in Fig. [17] Figures [17(a)] and [17(d)] represent: the results from 1-st, 2-nd, 3-rd, and 4-th order DBMs, respectively. It is observed that the isolines between 1-st order DBM and higher-order DBMs show discernible differences.

IV. Conclusions

DBMs that consider sufficient higher-order nonequilibrium effects have been developed to investigate the high-speed compressible flow in various depths of nonequilibrium. In the process of constructing a DBM, the CE analysis is only used to quickly fix the kinetic moments which should keep values unchanged instead of deriving complicated high-order hydrodynamic equations. As model examples, DBMs considering, up to from the first to the sixth order, TNE effects are examined. Numerical tests cover a wide range, including the Riemann problem and higher-order non-conserved moments should be included in the DBM to describe TNE behavior. DBM with high order TNE may bring substantial contribution in studying the kinetic physics in ICF, aerospace field, microscale flow, etc.
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A. Appendixes A: constitutive relationships of viscous stress and heat flux in fluid equations

From the CE multiscale analysis, by retaining various orders of Kn number, the Boltzmann equation can reduce to the corresponding macroscopic fluid equations which can be used for flows in the corresponding flow regimes. In the following, we used the analytic formulas from previous literature.

The completed single-fluid macroscopic fluid equations are as follows:

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_\alpha)}{\partial r_\alpha} = 0 \quad (A1)$$

$$\frac{\partial}{\partial t}(\rho u_\alpha) + \frac{\partial (p \delta_{\alpha\beta} + \rho u_\alpha u_\beta)}{\partial r_\beta} + \frac{\partial \Delta_{1,\alpha\beta}}{\partial r_\beta} = 0 \quad (A2)$$

$$\frac{\partial}{\partial t}(\rho E_T + \frac{\partial}{\partial r_\alpha}(\rho E_T + p)u_\alpha) + \frac{\partial}{\partial r_\beta} [u_\alpha \Delta_{2,\alpha\beta} + \Delta_{3,1,\beta}] = 0. \quad (A3)$$
FIG. 12. Comparison of $\Delta^{*}_{3,1,x}$ between DBM simulation results (blue circles from 1-st order DBM, green circles from 2-nd order DBM), analytical solutions at first-order accuracy (black lines), and analytical solutions at second-order accuracy (red lines). (a) Results for case 1, (b) results for case 2, and (c) results for case 3. Two enlarged views show discernible differences at the bottom.

FIG. 13. Simulation results of $\Delta^{*}_{3,1,x}$ from various DBMs: (a) from case 1, (b) from case 2, and (c) from case 3. The lines with black (red, pink, green, light blue, and blue) color represent the results from 1-st order DBM (2-nd, 3-rd, 4-th, 5-th, and 6-th order DBM), respectively.
FIG. 14. The initial configuration of the free jet: the red part and blue part represent a rectangle entrance and a rectangle flow field, respectively. Indexes represent the types of boundary conditions, i.e., “1” is the outflow boundary, “2” the inflow boundary, and “3” is the solid wall boundary.

where $p = nkT$, $E_T = \frac{1}{2}[DT/m + u_0^2]$ are the pressure and energy per unit mass in the case of a fixed extra degrees of freedom, i.e., $I = 0$. The complete analytical solution of viscous stress and heat flux are as follows:

$$\Delta^*_{2,\alpha\beta} = \Delta^{(1)*}_{2,\alpha\beta} + \Delta^{(2)*}_{2,\alpha\beta} + \cdots + \Delta^{(n)*}_{2,\alpha\beta}, \quad (A4)$$

$$\Delta^*_{3,1,\beta} = \Delta^{(1)*}_{3,1,\beta} + \Delta^{(2)*}_{3,1,\beta} + \cdots + \Delta^{(n)*}_{3,1,\beta}. \quad (A5)$$

By retaining different orders of Kn number, various orders of macroscopic fluid models can be obtained. For convenience, we call $\Delta^{(n)*}_{2,\alpha\beta}$ ($\Delta^{(n)*}_{3,1,\beta}$) the $n$-th order term of viscous stress (heat flux). For example, when retaining up to order $O(Kn^0)$, the Euler equations which do not consider viscosity and heat conduction are obtained, i.e., $\Delta^*_{2,\alpha\beta} = 0$ and $\Delta^*_{3,1,\beta} = 0$. When retaining up to order $O(Kn^1)$, the NS equation are derived, in which $\Delta^*_{2,\alpha\beta} = \Delta^{(1)*}_{2,\alpha\beta}$ and $\Delta^*_{3,1,\beta} = \Delta^{(1)*}_{3,1,\beta}$. The analytical expressions of first-order term of viscous stress and heat flux are in the following (in the case of $D = 2$ and $I = 0$):

$$\Delta^{(1)*}_{2,\alpha\beta} = -\mu \left( \frac{\partial u_\alpha}{\partial r_\beta} + \frac{\partial u_\beta}{\partial r_\alpha} - \frac{2}{D} \frac{\partial u_\gamma}{\partial r_\gamma} \delta_{\alpha\beta} \right), \quad (A6)$$

$$\Delta^{(1)*}_{3,1,\beta} = -\kappa \frac{\partial (T/m)}{\partial r_\beta}. \quad (A7)$$

where $\mu$ is the viscosity coefficient and $\kappa$ represents the heat conductivity coefficient. When retaining up to order $O(Kn^2)$, the Burnett equation are derived, in which $\Delta^*_{2,\alpha\beta} = \Delta^{(1)*}_{2,\alpha\beta} + \Delta^{(2)*}_{2,\alpha\beta}$ and $\Delta^*_{3,1,\beta} = \Delta^{(1)*}_{3,1,\beta} + \Delta^{(2)*}_{3,1,\beta}$. Expressions of $\Delta^{(2)*}_{2,\alpha\beta}$ and

FIG. 15. Density contours at different times: (a) $t = 0$, (b) $t = 0.02$, and (c) $t = 0.1$. The color from blue to red indicates the increase in density.
FIG. 16. Profiles of quantities at $t = 0.02$ along the $x$ direction, at $y = L_y/2$ (the red line in Fig. [15](b)). (a) Density profiles, (b) temperature profiles, (c) velocity profiles, and (d) pressure profiles. Results of the black line (red, green, and blue) are from 1-st order (2-nd, 3-rd, and 4-th order) DBM. Enlarged views in the figures show the slight difference between various lines.

\[ \Delta^{(2)}_{3,1,\beta} \text{ are as follows:} \]

\[ \begin{align*}
\Delta^{(2)}_{2,xx} &= \frac{\tau^2}{(1 - b)^2} \left\{ (1 - b) \rho \left[ \left( \frac{\partial T}{\partial x} \right)^2 - \left( \frac{\partial T}{\partial y} \right)^2 \right] - \rho T \left[ \frac{\partial^2 T}{\partial x^2} - \frac{\partial^2 T}{\partial y^2} \right] \right\} \\
- \rho T \left[ \left( \frac{\partial u_x}{\partial y} \right)^2 - \left( \frac{\partial u_y}{\partial y} \right)^2 \right] + \frac{T^2}{\rho} \left\{ \left( \frac{\partial p}{\partial x} \right)^2 - \left( \frac{\partial p}{\partial y} \right)^2 \right\} \\
+ T^2 \left[ \frac{\partial \rho}{\partial x} \right]^2 \left( \frac{\partial T}{\partial x} \right) - bT \left[ \frac{\partial^2 \rho}{\partial x \partial y} \frac{\partial T}{\partial y} + \frac{\partial T}{\partial x} \frac{\partial^2 \rho}{\partial y^2} \right] \\
- T^2 \left( \frac{\partial^2 \rho}{\partial x^2} - \frac{\partial^2 \rho}{\partial y^2} \right), \\
\end{align*} \]

\[ \begin{align*}
\Delta^{(2)}_{2,yy} &= \frac{\tau^2}{(1 - b)^2} \left\{ (1 - b) \rho \left[ \left( \frac{\partial T}{\partial y} \right)^2 - \left( \frac{\partial T}{\partial x} \right)^2 \right] - \rho T \left[ \frac{\partial^2 T}{\partial y^2} - \frac{\partial^2 T}{\partial x^2} \right] \right\} \\
- \rho T \left[ \left( \frac{\partial u_x}{\partial x} \right)^2 - \left( \frac{\partial u_y}{\partial x} \right)^2 \right] + \frac{T^2}{\rho} \left\{ \left( \frac{\partial p}{\partial y} \right)^2 - \left( \frac{\partial p}{\partial x} \right)^2 \right\} \\
+ T^2 \left[ \frac{\partial \rho}{\partial y} \right]^2 \left( \frac{\partial T}{\partial y} \right) - bT \left[ \frac{\partial^2 \rho}{\partial y \partial x} \frac{\partial T}{\partial x} + \frac{\partial T}{\partial y} \frac{\partial^2 \rho}{\partial x^2} \right] \\
- T^2 \left( \frac{\partial^2 \rho}{\partial y^2} - \frac{\partial^2 \rho}{\partial x^2} \right). \\
\end{align*} \]

The $xy$ and $yy$ components of viscous stress are as follows:
FIG. 17. Density contours at time $t=0.04$. (a) The contour from the 1-st order DBM, (b) from the 2-nd order DBM, (c) from the 3-rd order DBM, and (d) from the 4-th order DBM.

The constitutive relationship of the second-order term of heat flux are as follows:

$$\Delta_{2,1,y} = 2 - \frac{\tau^2}{(1 - b)^2}[(1 - b)\rho \frac{\partial T}{\partial x} \frac{\partial T}{\partial y} - \rho T b \frac{\partial^2 T}{\partial x \partial y}]$$

$$+ \frac{T^2}{\rho} \frac{\partial \rho}{\partial x} \frac{\partial \rho}{\partial y} - bT \frac{\partial T}{\partial x} \frac{\partial \rho}{\partial y} - T^2 \frac{\partial^2 \rho}{\partial x \partial y}].$$

(A10)

The constitutive relationship of the second-order term of heat flux are as follows:

$$\Delta_{3,1,y}^{(2)} = \frac{\tau^2}{1 - b} \rho T[(2 + b)(\frac{\partial T}{\partial x} \frac{\partial u_x}{\partial y} + \frac{\partial T}{\partial y} \frac{\partial u_x}{\partial x})$$

$$+ (6 - 3b)(\frac{\partial u_x}{\partial x} \frac{\partial T}{\partial y} + \frac{\partial u_x}{\partial y} \frac{\partial T}{\partial x})$$

$$- (6 - 3b)(\frac{\partial u_x}{\partial x} \frac{\partial T}{\partial y} + \frac{\partial u_x}{\partial y} \frac{\partial T}{\partial x})$$

$$- 2(1 - b)T(\frac{\partial^2 u_x}{\partial x^2} + \frac{\partial^2 u_x}{\partial y^2}) + T(\frac{\partial^2 u_x}{\partial x^2} + \frac{\partial^2 u_x}{\partial y^2})].$$

(A11)

Obviously, when retaining more higher orders of Kn number, it is too difficult to derive the analytical expressions of viscous stress and heat flux through CE analysis because of its complexity.
B. Appendixes B: expressions of the kinetic moments

When considering only the zeroth-order TNE effects, five kinetic moments ($M_{0}$, $M_{1}$, $M_{2,0}$, $M_{2}$, $M_{3,1}$) are needed. When considering up to the first-order TNE effects, seven kinetic moments ($M_{0}$, $M_{1}$, $M_{2,0}$, $M_{2}$, $M_{3,1}$, $M_{3}$, $M_{4,2}$) are needed. When considering up to the second-order TNE effects, at least the zeroth-order to (5,3)th order kinetic moments (i.e., $M_{0}$, $M_{1}$, $M_{2,0}$, $M_{2}$, $M_{3,1}$, $M_{3}$, $M_{4,2}$, $M_{4}$, $M_{5,3}$) are necessary, according to CE multiscale expansion, where “5,3” means that the fifth-order tensor is contracted to a third-order tensor. Similarly, when developing a DBM in which the third-order (fourth-, fifth-, and sixth-order) TNE effects are considered, two more moments, i.e., $M_{5}$, $M_{7}$, $M_{8}$, and $M_{6,4}$ ($M_{7,5}$, $M_{8,6}$, and $M_{9,7}$), should be retained, respectively. The kinetic moments are written as follows:

\[ M_{0}^{ES} = \sum_i f_i^{ES} v_{ix} = n, \]  
\[ M_{1,xx}^{ES} = \sum_i f_i^{ES} v_{ix} = nu_x, \]  
\[ M_{1,yy}^{ES} = \sum_i f_i^{ES} v_{iy} = nu_y, \]  
\[ M_{2,xx}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2) = \frac{n}{m} (\lambda_{xx} + \lambda_{yy}) 
+ m(u_x^2 + u_y^2)) + nT \]  
\[ M_{2,xy}^{ES} = \sum_i f_i^{ES} v_{ix}v_{iy} = \frac{n(\lambda_{xy} + mu_xu_y)}{m}, \]  
\[ M_{2,yy}^{ES} = \sum_i f_i^{ES} v_{iy} = m(\frac{\lambda_{yy}}{m} + u_yu_y), \]  
\[ M_{3,1,xx}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2)v_{ix} 
= \frac{n}{m} [u_x (3\lambda_{xx} + \lambda_{xx} + IT + m(u_x^2 + u_y^2)) + 2\lambda_{xy}u_x], \]  
\[ M_{3,1,yy}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2)v_{iy} 
= \frac{n}{m} [u_y (\lambda_{xx} + 3\lambda_{yy} + IT + m(u_x^2 + u_y^2)) + 2\lambda_{xy}u_y], \]  
\[ M_{3,3,xx}^{ES} = \sum_i f_i^{ES} v_{ix}v_{ix}v_{ix} = mu_x \left( \frac{3\lambda_{xx}}{m} + u_x^2 \right), \]  
\[ M_{3,3,yy}^{ES} = \sum_i f_i^{ES} v_{iy}v_{iy}v_{iy} = nu_y \left( \frac{3\lambda_{yy}}{m} + u_y^2 \right), \]  
\[ M_{3,3,xy}^{ES} = \sum_i f_i^{ES} v_{ix}v_{iy}v_{iy} = mu_y \left( \frac{3\lambda_{xy}}{m} + u_x^2 \right), \]  
\[ M_{3,3,yy}^{ES} = \sum_i f_i^{ES} v_{ix}v_{ix}v_{iy} = mu_x \left( \frac{3\lambda_{xy}}{m} + u_y^2 \right), \]  
\[ M_{3,3,xy}^{ES} = \sum_i f_i^{ES} v_{ix}v_{iy} = nu_y \left( \frac{3\lambda_{xy}}{m} + u_y^2 \right). \]
\[ M_{5,3,xxx} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvixvix} \]
\[ = \frac{n}{m^2} [6\lambda_{xx}u_y(\lambda_{xx} + mu_y^2) + mu_y^2(10\lambda_{xx} + \lambda_{yy} + IT) \]
\[ + 3\lambda_{xx}u_y(5\lambda_{xx} + \lambda_{yy} + IT) + mu_y u_x^2(3\lambda_{xx} + mu_x^2) \]
\[ + 6\lambda_{xx}u_x^2 + mu_x^2], \]
\[ (B22) \]

\[ M_{5,3,xyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvixvy} \]
\[ = \frac{n}{m^2} [u_y(6\lambda_{xx} + 3\lambda_{yy} + IT) + 3\lambda_{xx}(\lambda_{xx} + \lambda_{yy}) \]
\[ + \lambda_{xx}IT + 6\lambda_{xy}^2 + m^2u_x^4 + 2\lambda_{xy}u_x(6\lambda_{xx} + 3\lambda_{yy} + IT) \]
\[ + 2mu_x^2 + mu_y^2(\lambda_{xx} + mu_y^2) + 6\lambda_{xx}mu_y u_x^2], \]
\[ (B23) \]

\[ M_{5,3,yyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvxivy} \]
\[ = \frac{n}{m^2} [2\lambda_{xy}u_y(3\lambda_{xx} + 6\lambda_{yy} + IT + 3mu_x^2 + 2mu_y^2) \]
\[ + u_x(6\lambda_{xx} + 6\lambda_{yy} + IT + mu_y^2) \]
\[ + \lambda_{yy}(3\lambda_{xx} + 3\lambda_{yy} + IT + mu_y^2) + mu_y^4] + 6\lambda_{xx}u_x^2u_y^2], \]
\[ (B24) \]

\[ M_{5,4,xxx} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvixvix} \]
\[ = \frac{n}{m^2}(15\lambda_{xx}^2 u_x + 10\lambda_{xx}mu_x^3 + m^2u_x^6), \]
\[ (B26) \]

\[ M_{5,4,xyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvixvy} \]
\[ = \frac{n}{m^2}[3\lambda_{xx}^2 u_y + 6\lambda_{xx}u_x(2\lambda_{yy} + mu_y u_x) \]
\[ + mu_x^3(4\lambda_{xy} + mu_x u_y)], \]
\[ (B27) \]

\[ M_{5,4,yyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvxivy} \]
\[ = \frac{n}{m^2}[6\lambda_{yy}u_y(3\lambda_{xx} + mu_x^2) \]
\[ + u_x(3\lambda_{xx} + mu_x^2)(\lambda_{yy} + mu_y^2) + 6\lambda_{xx}u_x^2], \]
\[ (B28) \]

\[ M_{5,4,xyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvivyvy} \]
\[ = \frac{n}{m^2}[u_y(\lambda_{xx} + mu_x^2)(3\lambda_{yy} + mu_y^2) + 6\lambda_{xy}u_x \]
\[ + 6\lambda_{xy}u_x(\lambda_{yy} + mu_y^2)], \]
\[ (B29) \]

\[ M_{5,5,yyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvyvy} \]
\[ = \frac{n}{m^2}[6\lambda_{yy}u_y(2\lambda_{xy} + mu_x u_y) \]
\[ + mu_y^2(4\lambda_{xy} + mu_x u_y) + 3\lambda_{yy}u_x], \]
\[ (B30) \]

\[ M_{5,5,xyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vivivivy} \]
\[ = \frac{n}{m^2}(15\lambda_{yy}^2 + 10\lambda_{xy}mu_x^2 + m^2u_y^4), \]
\[ (B31) \]

\[ M_{5,5,xxx} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvixvix} \]
\[ = \frac{n}{m^2}[15\lambda_{xx}^3 + 3\lambda_{xx}^2(\lambda_{yy} + IT + m(15u_x^2 + u_y^2)) \]
\[ + 3\lambda_{xx}(4\lambda_{xx} + 8\lambda_{yy}mu_y u_x + mu_x^2(2\lambda_{yy} + 2IT) \]
\[ + 5mu_x^2 + 2mu_y^2) + mu_y^2(12\lambda_{yy} + 8\lambda_{xy}mu_y u_y \]
\[ + mu_x^2(\lambda_{yy} + IT + m(u_y^2 + u_x^2))), \]
\[ (B32) \]

\[ M_{5,5,xyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{vixvivivy} \]
\[ = \frac{n}{m^2}[mu_x u_y(mu_x^2(10\lambda_{xx} + 3\lambda_{yy} + IT) \]
\[ + 3\lambda_{xx}(5\lambda_{xx} + 3\lambda_{yy} + IT) + 18\lambda_{xx}^2 + m^2u_x^4) \]
\[ + \lambda_{xy}(3mu_x^2(10\lambda_{xx} + 3\lambda_{yy} + IT) + 3\lambda_{xx}(5\lambda_{xx} \]
\[ + 3\lambda_{yy} + IT) + 6\lambda_{xx}^2 + 5m^2u_x^4) \]
\[ + 9\lambda_{xy}mu_x^2(\lambda_{xx} + mu_x^2) + m^2u_x u_y^3(3\lambda_{xx} + mu_y^2)], \]
\[ (B33) \]

\[ M_{5,5,yyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{viviviviy} \]
\[ = \frac{n}{m^2}[3\lambda_{yy}^2(\lambda_{yy} + mu_y^2) + \lambda_{xx}(12\lambda_{yy} + 24\lambda_{yy}mu_y u_x \]
\[ + mu_y^2(6\lambda_{xy} + IT + 6mu_x^2 + mu_y^2) + \lambda_{yy}(3\lambda_{yy} \]
\[ + IT + 6mu_y^2) + 2\lambda_{xy}(6\lambda_{yy} + IT + 6m(u_y^2 + u_x^2)) \]
\[ + 4\lambda_{xy}mu_y u_x(6\lambda_{yy} + IT + 2m(u_x^2 + u_y^2)) \]
\[ + mu_x^2(mu_x^2(6\lambda_{yy} + IT + mu_y^2) + \lambda_{yy}(3\lambda_{yy} \]
\[ + IT + mu_y^2) + m^2u_y^4)], \]
\[ (B34) \]

\[ M_{5,5,xyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)_{viviviviy} \]
\[ = \frac{n}{m^2}[\lambda_{yy}(3mu_x^2(3\lambda_{xx} + 10\lambda_{yy} + IT + 3mu_y^2) \]
\[ + 3\lambda_{yy}(3\lambda_{xx} + 5\lambda_{yy} + IT + 3mu_y^2) + 5m^2u_x^4) \]
\[ + mu_x u_y(mu_x^2(3\lambda_{xx} + 10\lambda_{yy} + IT + mu_y^2) \]
\[ + 3\lambda_{yy}(3\lambda_{xx} + 5\lambda_{yy} + IT + mu_x^2) + m^2u_y^4) \]
\[ + 6\lambda_{xy}^2 + 18\lambda_{yy}mu_y u_x], \]
\[ (B35) \]
$$M^{ES}_{6,yyyy} = \sum_i f_i^{ES}(v_i^2 + v_i^2 + \eta_i^2) V_{ix} V_{iy} V_{iy} V_{iy}$$
$$= \frac{n}{m^3} [3\lambda_{xx}^2 (\lambda_{xx} + 5\lambda_{xy} + IT \\
+ mu_x^2) + m^2 u_x^4] (\lambda_{xx} + 15\lambda_{xy} + IT + mu_x^2)$$
$$+ 3\lambda_{xy} mu_x^2 (2\lambda_{xx} + 15\lambda_{xy} + 2IT + 2mu_x^2)$$
$$+ 12\lambda_{xy}^2 (\lambda_{xy} + mu_x^2) + 8\lambda_{xy} mu_x(u_s (3\lambda_{xy} + mu_x^2))$$
$$+ m^2 u_x^4], \quad (B36)$$

$$M^{ES}_{6,xxxx} = \sum_i f_i^{ES} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix}$$
$$= \frac{n}{m^3} [15\lambda_{xx}^3 + 45\lambda_{xx}^2 mu_x^2 + 15\lambda_{xx} m^2 u_x^4 + m^3 u_x^6]_x$$
$$+ mu_x^2 (\lambda_{xx} + mu_x^2) + 10\lambda_{xx} mu_x^2 (3\lambda_{xy} + mu_x^2)$$
$$+ mu_x(u_s (5\lambda_{xy} + mu_x^2)) (2\lambda_{xy} + mu_x(u_s)) (6\lambda_{xy} + mu_x(u_s) + \lambda_{xy} mu_x^2)], \quad (B37)$$

$$M^{ES}_{6,yyyy} = \sum_i f_i^{ES} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{iy}$$
$$= \frac{n}{m^3} [32\lambda_{xx}^2 (\lambda_{yy} + mu_y u_y) + 6\lambda_{xx} (2\lambda_{xy}^2 + 4\lambda_{xy} mu_y u_y$$
$$+ mu_y^2 (\lambda_{xy} + mu_y^2)) + mu_y^2 ((2\lambda_{xy} + mu_y u_y) (6\lambda_{xy} + mu_y u_y) + \lambda_{xy} mu_y^2)], \quad (B38)$$

$$M^{ES}_{6,yyyy} = \sum_i f_i^{ES} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{iy}$$
$$= \frac{n}{m^3} [9\lambda_{yy} (\lambda_{xx} + mu_x u_x) (\lambda_{yy} + mu_y^2)$$
$$+ mu_y(u_s (3\lambda_{xx} + mu_x^2)) (3\lambda_{yy} + mu_y^2)$$
$$+ 6\lambda_{yy} + 18\lambda_{xy} mu_y u_y)], \quad (B40)$$

$$M^{ES}_{6,yyyy} = \sum_i f_i^{ES} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{iy}$$
$$= \frac{n}{m^3} [\lambda_{xx} + mu_x^2) (3\lambda_{yy}^2 + 6\lambda_{xy} mu_y^2 + m^2 u_y^4)$$
$$+ 12\lambda_{xy}^2 (\lambda_{xy} + mu_y^2) + 8\lambda_{xy} mu_y u_y (3\lambda_{xy} + mu_y^2)], \quad (B41)$$

$$M^{ES}_{6,yyyy} = \sum_i f_i^{ES} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{iy}$$
$$= \frac{n}{m^3} [5\lambda_{xy} (3\lambda_{yy}^2 + 6\lambda_{xy} mu_y^2 + m^2 u_y^4)$$
$$+ mu_y(u_s (15\lambda_{xx}^2 + 10\lambda_{xy} mu_x^2 + m^2 u_x^4))], \quad (B42)$$

$$M^{ES}_{6,yyyy} = \sum_i f_i^{ES} V_{iy} V_{iy} V_{iy} V_{iy} V_{iy} V_{iy}$$
$$= \frac{n}{m^3} [15\lambda_{xx}^3 + 45\lambda_{xx}^2 mu_x^2 + 15\lambda_{xx} m^2 u_x^4 + m^3 u_x^6], \quad (B43)$$

$$M^{ES}_{7,xxxx} = \sum_i f_i^{ES} (v_i^2 + v_i^2 + \eta_i^2) V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix}$$
$$= \frac{n}{m^3} [105\lambda_{xx}^3 u_x + 15\lambda_{xx} (2\lambda_{xy} u_y$$
$$+ u_s (\lambda_{xy} + IT + 7 mu_x^2 + mu_y^2)) + \lambda_{xx} u_s u_y (60\lambda_{xx}$$
$$+ 60\lambda_{xy} mu_x u_y + mu_x^2 (10\lambda_{yy} + 10 IT + 21 mu_x^2$$
$$+ 10 mu_y^2)) + mu_y^2 (20\lambda_{xy}^2 + 10\lambda_{xy} mu_x u_y$$
$$+ mu_x^2 (\lambda_{xy} + IT + m(u_x^2 + u_y^2)))]], \quad (B44)$$

$$M^{ES}_{7,yyyy} = \sum_i f_i^{ES} (v_i^2 + v_i^2 + \eta_i^2) V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix}$$
$$= \frac{n}{m^3} [15\lambda_{xx}^3 u_x + 32\lambda_{xx} (30\lambda_{xy} u_y + u_y (3\lambda_{xy} + IT$$
$$+ 5 mu_x^2 + mu_y^2)) + \lambda_{xx} u_s u_y (12\lambda_{xx}$$
$$+ IT + 5 mu_x^2 + 3 mu_y^2) + mu_x u_y (6\lambda_{xy} + 2 IT$$
$$+ 5 mu_x^2 + 2 mu_y^2)) + u_s (24\lambda_{yy}^2 + 36\lambda_{xy}^2 mu_x u_y$$
$$+ 2\lambda_{xy} u_y (6\lambda_{xy} + IT + 3 m(u_x^2 + 2 u_y^2))$$
$$+ m^2 u_y^2 (3\lambda_{xy} + IT + m(u_x^2 + u_y^2)))]], \quad (B45)$$

$$M^{ES}_{7,yyyy} = \sum_i f_i^{ES} (v_i^2 + v_i^2 + \eta_i^2) V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix}$$
$$= \frac{n}{m^3} [3 u_s (5\lambda_{xx}^2 \lambda_{xy} + 20\lambda_{xx}^2 \lambda_{xy} + \lambda_{xx} \lambda_{xy} (3\lambda_{yy} + IT$$
$$+ 2\lambda_{xx} (6\lambda_{xy} + IT) + mu_x u_y^2 (mu_y^2 (10\lambda_{xx}$$
$$+ 6\lambda_{xy} + IT) + 3\lambda_{xx} (5\lambda_{xx} + 6\lambda_{xy} + IT) + 36\lambda_{xy}^2$$
$$+ m^2 u_y^4) + 2\lambda_{xx} u_y (3 u_s (10\lambda_{xx} + 6\lambda_{xy} + IT)$$
$$+ 3\lambda_{xx} (5\lambda_{xx} + 6\lambda_{xy} + IT) + 12\lambda_{xy}^2 + 5 m^2 u_y^4)$$
$$+ mu_y^2 (\lambda_{yy} (10\lambda_{xx} + 5\lambda_{xy} + IT) + 20\lambda_{xy}$$
$$+ 12\lambda_{xx} u_y^2 (\lambda_{xx} + mu_x^2$$
$$+ m^2 u_x^2 (3\lambda_{xx} + mu_x^2) + \lambda_{xy} m^2 u_x^4)], \quad (B46)$$

$$M^{ES}_{7,yyyy} = \sum_i f_i^{ES} (v_i^2 + v_i^2 + \eta_i^2) V_{ix} V_{ix} V_{ix} V_{ix} V_{ix} V_{ix}$$
$$= \frac{n}{m^3} [2\lambda_{xx}^2 u_y (18\lambda_{xx} + 30\lambda_{xy} + 3IT + 18 mu_x$$
$$+ 10 mu_x^2) + 2\lambda_{xy} u_x (3 u_s (6\lambda_{xx} + 10\lambda_{xy} + IT + 2 mu_x^2)$$
$$+ 3\lambda_{xy} (6\lambda_{xx} + 5\lambda_{xy} + IT + 2 mu_x^2) + 5 m^2 u_x^4)$$
$$+ mu_x^2 (mu_y^2 (6\lambda_{xx} + 10\lambda_{xy} + IT) + \lambda_{xx} (3\lambda_{xx} + 10\lambda_{xy}$$
$$+ IT) + m^2 u_x^4) + 3\lambda_{xx} u_y (mu_x^2 (6\lambda_{xx} + 5\lambda_{xy}$$
$$+ IT) + \lambda_{xx} (3\lambda_{xx} + 5\lambda_{xy} + IT) + m^2 u_x^4)$$
$$+ m^2 u_x^4 (\lambda_{xx} + mu_x^2) + 24\lambda_{xx} u_x)]. \quad (B47)$$
\[ M_{7,5,yyyy}^E = \sum_i f_i^E \left( v_{ix}^2 + v_{iy}^2 + \eta_i^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^3} [4 \lambda_{xx} mu_4^2 (3 \lambda_{xx} + 15 \lambda_{yy} + IT + 3mu_4^2) + 6 \lambda_{xy} \lambda_{yy} u_y (6 \lambda_{xx} + 15 \lambda_{yy} + 2IT + 6mu_4^2) + mu_4 (3 \lambda_{yy} (3 \lambda_{xx} + 5 \lambda_{yy} + IT + mu_4^2) + mu_4^2 (3 \lambda_{xx} + 15 \lambda_{yy} + IT + mu_4^2) + 2IT + 2mu_4^2 + m^2 u_4^2) + 24 \lambda_{xy}^2 u_x (\lambda_{yy} + mu_4^2) + 6 \lambda_{xy} m^2 u_4^2], \tag{B48} \]

\[ M_{7,5,yyyy}^E = \sum_i f_i^E \left( v_{ix}^2 + v_{iy}^2 + \eta_i^2 \right) v_{ix} v_{iy} v_{iy} v_{iy} \]
\[ = \frac{n}{m^3} [15 \lambda_{yy} u_y (\lambda_{xx} + 7 \lambda_{yy} + IT + mu_4^2) + m^2 u_4^2 (\lambda_{xx} + 21 \lambda_{yy} + IT + mu_4^2) + 5 \lambda_{xy} mu_4^2 (2 \lambda_{xx} + 21 \lambda_{yy} + IT + 2mu_4^2) + 20 \lambda_{xy}^2 (3 \lambda_{xy} u_x + mu_4^2) + 10 \lambda_{xy} u_x (3 \lambda_{yy}^2 + 6 \lambda_{xy} u_x]^2 + m^2 u_4^2) + m^3 u_4^2], \tag{B49} \]

\[ M_{7,xxxxxx}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} \]
\[ = \frac{n}{m^3} [105 \lambda_{xx}^2 u_x + 105 \lambda_{xx}^2 mu_4^2 + 21 \lambda_{xx} m^2 u_4^2 + m^3 u_4^2], \tag{B50} \]

\[ M_{7,xxxxxx}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} \]
\[ = \frac{n}{m^3} [15 \lambda_{xx}^2 u_x + 5 \lambda_{xx}^2 u_x (2 \lambda_{yy} + mu_4 u_y) + 15 \lambda_{xx} mu_4^2 (4 \lambda_{xy} + mu_4 u_y) + m^2 u_4^2 (6 \lambda_{xy} + mu_4 u_y)], \tag{B51} \]

\[ M_{7,xxxxxx}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} v_{ix} \]
\[ = \frac{n}{m^3} [15 \lambda_{xx}^2 u_x (2 \lambda_{yy} + mu_4 u_y) + \lambda_{xy} u_x] + 10 \lambda_{xx} u_x (6 \lambda_{xx}^2 + 6 \lambda_{xy} mu_4 u_y + mu_4^2 (\lambda_{yy} + mu_4^2)) + mu_4^2 (20 \lambda_{xx}^2 + 10 \lambda_{xx} mu_4 u_y + \mu_4^2 (\lambda_{yy} + mu_4^2)], \tag{B52} \]

\[ M_{7,xxxxxx}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{iy} v_{iy} \]
\[ = \frac{n}{m^3} [u_x (3 \lambda_{xx}^2 + 6 \lambda_{xx} mu_4^2 + m^2 u_4^2) (3 \lambda_{yy} + mu_4^2) + 36 \lambda_{xy} u_y (\lambda_{xx} + mu_4^2) + 12 \lambda_{xy} u_x (3 \lambda_{xx} + mu_4^2) (\lambda_{yy} + mu_4^2) + 24 \lambda_{xy}^2 u_x], \tag{B53} \]

\[ M_{7,xxxxxx}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{iy} v_{iy} v_{iy} \]
\[ = \frac{n}{m^3} [12 \lambda_{xy} u_y (\lambda_{xx} + mu_4^2) (3 \lambda_{yy} + mu_4^2) + u_x (3 \lambda_{xx} + mu_4^2) (3 \lambda_{yy} + 6 \lambda_{xy} mu_4^2 + m^2 u_4^2) + 24 \lambda_{xy}^2 u_x + 36 \lambda_{xy}^2 u_x (\lambda_{yy} + mu_4^2)], \tag{B54} \]

\[ M_{7,yyyy}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} \]
\[ = \frac{n}{m^3} [105 \lambda_{xx}^2 + 15 \lambda_{xx}^2 \lambda_{yy} (\lambda_{yy} + 28 mu_4^2 + mu_4^2 + IT) + 15 \lambda_{xx}^2 (6 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (3 \lambda_{xy} + 14 mu_4^2 + 3mu_4^2 + 3IT) + \lambda_{xx} mu_4^2 (15 (\lambda_{xx} + IT) + 28 mu_4^2) + m^2 u_4^2 (30 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (\lambda_{yy} + mu_4^2) + \lambda_{xy} (u_x^2 + u_y^2) + IT)], \tag{B55} \]

\[ M_{7,yyyy}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} v_{iy} \]
\[ = \frac{n}{m^3} [105 \lambda_{xx}^2 + 15 \lambda_{xx}^2 \lambda_{yy} (\lambda_{yy} + 28 mu_4^2 + mu_4^2 + IT) + 15 \lambda_{xx}^2 (6 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (3 \lambda_{xy} + 14 mu_4^2 + 3mu_4^2 + 3IT) + \lambda_{xx} mu_4^2 (15 (\lambda_{xx} + IT) + 28 mu_4^2) + m^2 u_4^2 (30 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (\lambda_{yy} + mu_4^2) + \lambda_{xy} (u_x^2 + u_y^2) + IT)], \tag{B56} \]

\[ M_{7,yyyy}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} \]
\[ = \frac{n}{m^3} [105 \lambda_{xx}^2 + 15 \lambda_{xx}^2 \lambda_{yy} (\lambda_{yy} + 28 mu_4^2 + mu_4^2 + IT) + 15 \lambda_{xx}^2 (6 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (3 \lambda_{xy} + 14 mu_4^2 + 3mu_4^2 + 3IT) + \lambda_{xx} mu_4^2 (15 (\lambda_{xx} + IT) + 28 mu_4^2) + m^2 u_4^2 (30 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (\lambda_{yy} + mu_4^2) + \lambda_{xy} (u_x^2 + u_y^2) + IT)], \tag{B57} \]

\[ M_{7,yyyy}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} \]
\[ = \frac{n}{m^3} [105 \lambda_{xx}^2 + 15 \lambda_{xx}^2 \lambda_{yy} (\lambda_{yy} + 28 mu_4^2 + mu_4^2 + IT) + 15 \lambda_{xx}^2 (6 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (3 \lambda_{xy} + 14 mu_4^2 + 3mu_4^2 + 3IT) + \lambda_{xx} mu_4^2 (15 (\lambda_{xx} + IT) + 28 mu_4^2) + m^2 u_4^2 (30 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (\lambda_{yy} + mu_4^2) + \lambda_{xy} (u_x^2 + u_y^2) + IT)], \tag{B58} \]

\[ M_{7,yyyy}^E = \sum_i f_i^E v_{ix} v_{ix} v_{ix} v_{ix} v_{ix} v_{iy} \]
\[ = \frac{n}{m^3} [105 \lambda_{xx}^2 + 15 \lambda_{xx}^2 \lambda_{yy} (\lambda_{yy} + 28 mu_4^2 + mu_4^2 + IT) + 15 \lambda_{xx}^2 (6 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (3 \lambda_{xy} + 14 mu_4^2 + 3mu_4^2 + 3IT) + \lambda_{xx} mu_4^2 (15 (\lambda_{xx} + IT) + 28 mu_4^2) + m^2 u_4^2 (30 \lambda_{xx}^2 + 12 \lambda_{xx} mu_4 u_y + mu_4^2 (\lambda_{yy} + mu_4^2) + \lambda_{xy} (u_x^2 + u_y^2) + IT)], \tag{B59} \]
\[ M_{8,6,xxxxxy}^{ES} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)v_{ix}v_{iy}v_{ix}v_{iy}v_{ix}v_{iy} \]
\[ = \frac{n}{m^4}[15\lambda_3(\lambda_{xy} + 2\mu) + 3\lambda_2(30\lambda_2^2 + 60\lambda_{xy} u_x + 12\mu^2 + 2IT) + 2IT + 15\lambda_{xy} \mu + 15\lambda_{xy}^2 + 6\lambda_{xy}^2 + 2IT + 8\lambda_{xy} u_x u_y \lambda_{xy} + 24\lambda_4^2 + 96\lambda_{xy}^2 u_x u_y \lambda_{xy} + 24\lambda_4 + 4\lambda_{xy}^2 u_x u_y] \]
\[ M_{8,6,xxxxxy}^{ES} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)v_{ix}v_{iy}v_{ix}v_{iy}v_{ix}v_{iy} \]
\[ = \frac{n}{m^4}[15\lambda_3(\lambda_{xy} + 2\mu) + 3\lambda_2(30\lambda_2^2 + 60\lambda_{xy} u_x + 12\mu^2 + 2IT) + 2IT + 15\lambda_{xy} \mu + 15\lambda_{xy}^2 + 6\lambda_{xy}^2 + 2IT + 8\lambda_{xy} u_x u_y \lambda_{xy} + 24\lambda_4^2 + 96\lambda_{xy}^2 u_x u_y \lambda_{xy} + 24\lambda_4 + 4\lambda_{xy}^2 u_x u_y] \]
\[ M_{8,6,xxxxxyy} = \sum_i f_i^{ES}(v_{ix}^2 + v_{iy}^2 + \eta_i^2)v_{ix}v_{iy}v_{ix}v_{iy}v_{ix}v_{iy} \]
\[ = \frac{n}{m^4}[15\lambda_3(\lambda_{xy} + 2\mu) + 3\lambda_2(30\lambda_2^2 + 60\lambda_{xy} u_x + 12\mu^2 + 2IT) + 2IT + 15\lambda_{xy} \mu + 15\lambda_{xy}^2 + 6\lambda_{xy}^2 + 2IT + 8\lambda_{xy} u_x u_y] \]
\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 15 \lambda_{xy}^2 (3 \lambda_{xy} + \mu_{xy}^2) + \mu_{xy} u_y (3 \lambda_{xy} + \mu_{xy}^2) \right] + 10 \lambda_{xx} (6 \lambda_{xy} + 18 \lambda_{xy}^2 \mu_{xy} u_y + 9 \lambda_{xy} \mu_{xy}^2 (\lambda_{xy} + \mu_{xy}^2)) + m^2 u_x^4 (3 \lambda_{xy} + \mu_{xy}^2) + \mu_{xy}^2 (60 \lambda_{xy}^3 + 60 \lambda_{xy} \mu_{xy} u_y + 15 \lambda_{xy} \mu_{xy}^2 (\lambda_{xy} + \mu_{xy}^2) + m^2 \lambda_{xy} u_x u_y (3 \lambda_{xy} + \mu_{xy}^2)), \] (B68)

\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 15 \lambda_{xy}^2 (3 \lambda_{xy} + \mu_{xy}^2) (3 \lambda_{xy}^2 + 6 \lambda_{xy} \mu_{xy}^2 + 2 m^2 u_x^4) (3 \lambda_{xy} + \mu_{xy}^2) + m^2 \lambda_{xy} u_x u_y (3 \lambda_{xy} + \mu_{xy}^2) + 16 \lambda_{xy} \mu_{xy} u_y (3 \lambda_{xy} + \mu_{xy}^2) (3 \lambda_{xy} + \mu_{xy}^2) \right] + 24 \lambda_{xy}^2 + 96 \lambda_{xy} \mu_{xy} u_y \right], \] (B69)

\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 15 \lambda_{xy}^2 (3 \lambda_{xy} + \mu_{xy}^2) (3 \lambda_{xy}^2 + 6 \lambda_{xy} \mu_{xy}^2 + 2 m^2 u_x^4) \right] + m^2 \lambda_{xy} u_x u_y (3 \lambda_{xy} + \mu_{xy}^2) + 60 \lambda_{xy}^2 (\lambda_{xy} + \mu_{xy}^2) + 60 \lambda_{xy} \mu_{xy} u_y (3 \lambda_{xy} + \mu_{xy}^2)), \] (B70)

\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ (\lambda_{xx} + \mu_{xx}^2) (15 \lambda_{xy}^2 + 45 \lambda_{xy}^2 \mu_{xy}^2 + 15 \lambda_{xy}^2 \mu_{xy}^2 + 30 \lambda_{xy}^2 (3 \lambda_{xy}^2 + m^2 \lambda_{xy} u_x u_y)/2 + 6 \lambda_{xy} \mu_{xy}^2 + m^2 \lambda_{xy} u_x u_y + 12 \lambda_{xy} \mu_{xy} u_y (15 \lambda_{xy}^2 + 10 \lambda_{xy} \mu_{xy}^2 + 2 m^2 u_x^4)) \right], \] (B71)

\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 7 \lambda_{xy} (15 \lambda_{xy}^3 + 45 \lambda_{xy}^2 \mu_{xy}^2 + 15 \lambda_{xy} \mu_{xy}^2 + m^2 \lambda_{xy} u_x u_y + 105 \lambda_{xy}^3 \mu_{xy}^2 + 21 \lambda_{xy}^2 \mu_{xy}^2 + 21 \lambda_{xy} \mu_{xy}^2 + m^2 \lambda_{xy} u_x u_y) \right], \] (B72)

\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ (105 \lambda_{xy}^3 + 42 \lambda_{xy}^2 \mu_{xy}^2 + 105 \lambda_{xy}^2 \mu_{xy}^2 + 21 \lambda_{xy} \mu_{xy}^2 + 2 m^2 \lambda_{xy} u_x u_y) (105 \lambda_{xy}^3 + 42 \lambda_{xy}^2 \mu_{xy}^2 + 105 \lambda_{xy}^2 \mu_{xy}^2 + 21 \lambda_{xy} \mu_{xy}^2 + 2 m^2 \lambda_{xy} u_x u_y) \right] + \lambda_{yy} (3 \lambda_{xy} + 7 u_y \mu_{xy} + \lambda_{yy} u_x) \right], \] (B73)

\[ M^{ES}_{8,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 15 \lambda_{xy}^2 (3 \lambda_{xy} + \mu_{xy}^2) (3 \lambda_{xy}^2 + 6 \lambda_{xy} \mu_{xy}^2 + 2 m^2 u_x^4) \right] + m^2 \lambda_{xy} u_x u_y (3 \lambda_{xy} + \mu_{xy}^2) + \lambda_{xy} (3 \lambda_{xy} + 7 \lambda_{xy}^2 + 2 m^2 \lambda_{xy} u_x u_y) \right], \] (B74)

\[ M^{ES}_{9,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 15 \lambda_{xy}^2 (3 \lambda_{xy} + \mu_{xy}^2) (3 \lambda_{xy}^2 + 6 \lambda_{xy} \mu_{xy}^2 + 2 m^2 u_x^4) \right] + m^2 \lambda_{xy} u_x u_y (3 \lambda_{xy} + \mu_{xy}^2) + \lambda_{xy} (3 \lambda_{xy} + 7 \lambda_{xy}^2 + 2 m^2 \lambda_{xy} u_x u_y) \right], \] (B75)

\[ M^{ES}_{9,\text{xxxxxxx}} = \sum_{i} f^{ES}_{i} \left( v_{ix}^2 + v_{iy}^2 + \eta_{ix}^2 \right) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]
\[ = \frac{n}{m^4} \left[ 15 \lambda_{xy}^2 (3 \lambda_{xy} + \mu_{xy}^2) (3 \lambda_{xy}^2 + 6 \lambda_{xy} \mu_{xy}^2 + 2 m^2 u_x^4) \right] + m^2 \lambda_{xy} u_x u_y (3 \lambda_{xy} + \mu_{xy}^2) + \lambda_{xy} (3 \lambda_{xy} + 7 \lambda_{xy}^2 + 2 m^2 \lambda_{xy} u_x u_y) \right], \] (B76)
\[ M_{\theta,xyyyy}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]

\[ = \frac{n}{m^4} [2\lambda_{xy} u_x (10\lambda_{xx} + 15\lambda_{yy} + 5m (2u_x^2 + u_y^2) + IT) + 6\lambda_{yy} u_y (2mu_x^2 (30\lambda_{xx} + 45\lambda_{yy} + 10mu_x^2 + 3IT) + \lambda_{xy} (60\lambda_{xx} + 45\lambda_{yy} + 20u_x^2 + 6IT) + 15m^2 u_x^2 + 2\lambda_{xy} u_x (2mu_x^2 (5mu_x^2 (10\lambda_{xx} + 15\lambda_{yy} + IT) + 3\lambda_{xx} (5\lambda_{xx} + 15\lambda_{yy} + IT) + 5m^2 u_x^2 + 9\lambda_{xy} mu_x^2 (20\lambda_{xx} + 15\lambda_{yy} + 2IT) + 9\lambda_{xx} \lambda_{yy} (10\lambda_{xx} + 15\lambda_{yy} + 2IT) + 9m^2 u_x^2 (\lambda_{xx} + mu_x^2) + 30\lambda_{xy} m^2 u_x^2 + u_x (3\lambda_{xx}^2 (mu_x^2 (10\lambda_{xx} + 5\lambda_{xx} + IT) + 3\lambda_{xx} (5\lambda_{xx} + \lambda_{yy} + IT) + m^2 u_x^2) + m^2 u_x^2 (mu_x^2 (10\lambda_{xx} + 15\lambda_{yy} + IT) + 3\lambda_{xx} (5\lambda_{xx} + 15\lambda_{yy} + IT))] + m^2 u_y^2 (3\lambda_{yy} + mu_y^2) + 120\lambda_{xy} u_x], \]  

(B78)

\[ M_{\theta,yyyyy}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]

\[ = \frac{n}{m^4} [2\lambda_{xy} u_y (10mu_y^2 (6\lambda_{xx} + 21\lambda_{yy} + 6mu_x^2 + IT) + 15\lambda_{yy} (12\lambda_{xx} + 21\lambda_{yy} + 12mu_x^2 + 2IT) + 21mu_x^2 + 2\lambda_{xy} u_x (15\lambda_{xx}^2 (6\lambda_{xx} + 7\lambda_{yy} + 2mu_x^2 + IT) + 5m^2 u_x^2 (6\lambda_{xx} + 21\lambda_{yy} + mu_x^2) + 15\lambda_{xx}\lambda_{yy} (3\lambda_{xx} + 7\lambda_{yy} + IT) + m^2 u_x^2 (6\lambda_{xx} + 21\lambda_{yy} + IT) + \lambda_{xx} (3\lambda_{xx} + 21\lambda_{yy} + IT) + m^2 u_x^2 + 5\lambda_{xy} mu_x^2 (12\lambda_{xx} + 21\lambda_{yy} + 2IT) + 2\lambda_{xy} u_x (6\lambda_{xx} + 21\lambda_{yy} + IT) + 12\lambda_{xy} u_x + 20\lambda_{xy}^2 u_x + 120\lambda_{xy} u_x + 240\lambda_{xy}^2 u_x], \]  

(B79)

\[ M_{\theta,yyyyy}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]

\[ = \frac{n}{m^4} [15\lambda_{xx}^2 u_x (3\lambda_{xx} + 7\lambda_{yy} + mu_x^2 + IT) + 18\lambda_{xy}^2 + 15m^2 u_x^2 (\lambda_{yy} (3\lambda_{xx} + 14\lambda_{yy} + mu_x^2 + IT) + 6\lambda_{yy}^2 + 60\lambda_{xy} u_y (3\lambda_{xx} + 14\lambda_{yy}) + 3mu_x^2 + IT) + 2\lambda_{xy}^2 + 15\lambda_{xx} u_x u_y (9\lambda_{xx} + 28\lambda_{yy} + 3 \lambda_{yy} + 3IT) + 36\lambda_{xy}^2] + 30\lambda_{xy} u_y (9\lambda_{xx} + 28\lambda_{yy} + 9mu_x^2 + 3IT) + 12\lambda_{xy}^2 + 6\lambda_{xy}^2 u_y (3\lambda_{xx} + 28\lambda_{xy} + 3mu_x^2 + IT) + m^2 u_y^2 (3\lambda_{xx} + 28\lambda_{xy} + mu_y^2 + IT) + 8\lambda_{xy} u_y m^2 u_y + m^4 u_y u_x], \]  

(B80)

\[ M_{\theta,yyyyy}^{ES} = \sum_i f_i^{ES} (v_{ix}^2 + v_{iy}^2 + \eta_i^2) v_{ix} v_{iy} v_{ix} v_{iy} v_{ix} v_{iy} \]

\[ = \frac{n}{m^4} [105\lambda_{xx}^2 u_x (\lambda_{yy} (3\lambda_{xx} + 9\lambda_{yy} + mu_x^2 + IT) + 6\lambda_{xy}^2 + 21m^2 u_x^2 (\lambda_{yy} (3\lambda_{xx} + 18\lambda_{yy} + mu_x^2 + IT) + 2\lambda_{xy}^2 + 105\lambda_{xy} u_y (\lambda_{xx} + 12\lambda_{yy} + mu_x^2 + IT) + 4\lambda_{xy}^2 + 3\lambda_{xx} u_x u_y (60\lambda_{xx} + 36\lambda_{yy} + mu_x^2 + IT) + 210\lambda_{xy} u_x u_y (630\lambda_{xx} + 14\lambda_{xy} m^2 u_x u_y + 14\lambda_{xy} m^3 u_x u_y m^4 u_x). \]  

(B81)
C. Appendixes C: process of dimensionless

The initial configuration of a one-dimensional normal shock wave propagating with Ma=1.45 in a flow field that filled with Ar gas is as follows, as shown in Bird’s DSMC code \[ \left\{ \begin{array}{l} (\rho, u_s, T)^\infty = (1.094753 \times 10^{-5} \text{kg/m}^3, 270.5789 \text{m/s}, 394 \text{K}), \\ (\rho, u_s, T)^\infty = (6.64 \times 10^{-6} \text{kg/m}^3, 446.11 \text{m/s}, 273 \text{K}), \end{array} \right. \]

where the index “0” (“1”) indicates wavefront (wave rear). For simulating, physical quantities should be nondimensionalized. In this simulation, we choose reference density \( \rho_{\text{ref}} \), reference temperature \( T_{\text{ref}} \), and reference length scale \( L_{\text{ref}} \) as reference variables. The values of reference variables are \( \rho_{\text{ref}} = 6.64 \times 10^{-6} \text{kg/m}^3, \ T_{\text{ref}} = 273 \text{K}, \ L_{\text{ref}} = 1.315 \times 10^{-2} \text{m}. \)

The speed of sound is \( c_s = \sqrt{\gamma R T_{\text{ref}}} = 307.5807 \text{m/s} \) and the viscosity coefficient is \( \mu = 2.117 \times 10^{-5} \text{Ns/m}^2 \), where \( R = 208.857 \text{J/(kg·K)} \) and \( \gamma = 1.6667 \) for Ar.

Through the following equations, the real physical quantities can be nondimensionalized:

\[ \hat{\rho} = \frac{\rho}{\rho_{\text{ref}}} \hat{T} = \frac{T}{T_{\text{ref}}} \hat{x} = \frac{x}{L_{\text{ref}}} \hat{t} = \frac{t}{T_{\text{ref}}^{\frac{1}{\gamma}}} \hat{\rho} = \frac{\rho}{\rho_{\text{ref}} T_{\text{ref}}} \] (C1)

\[ \hat{u} = \frac{u}{u_{\text{ref}}}, \hat{\beta} = \frac{\mu}{\rho_{\text{ref}} L_{\text{ref}} T_{\text{ref}}} \] (C2)

where \( u_{\text{ref}} = \sqrt{RT_{\text{ref}}} \). The dimensionless macroscopic quantities are:

\[ \left\{ \begin{array}{l} (\rho, u_s, T)^\infty = (1.64871, 0.736742, 1.44324), \\ (\rho, u_s, \rho)^\infty = (1.0, 0.0, 1.0). \end{array} \right. \]

In the variable hard sphere model, the relationship between viscosity and temperature is

\[ \mu = \mu_{\text{ref}} (T/T_{\text{ref}})^\omega \] (C3)

where \( \omega = 0.81 \) is the viscosity index. The viscous equation based on ideal gas is \( \mu = \tau \rho T \). Consequently, the relaxation time at different temperatures can be obtained from

\[ \tau = \tau_{\text{ref}} \rho_{\text{ref}} / \rho (T/T_{\text{ref}})^{\omega - 1} \] (C4)

where subscript “ref” means the referenced variables.

Data Availability

The data that support the findings of this study are available from the corresponding author upon reasonable request.
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