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We investigate the dynamics of a spinor Bose-Einstein condensate which is governed by an optically induced non-Abelian gauge potential. Using a ring shaped trap to confine the atoms and a hydrodynamic ansatz, nonlinear Josephson type equations are found to describe the system. The degenerate eigenstates which show rotation are solved exactly. We consider a homogenous filled ring and observe population dynamics between the two quasi-spin components but also space dependent Josephson oscillations. Stable mass currents can be observed which are induced by the constant non-Abelian effective magnetic field in the limit of weak interactions. For strong interactions the appearance of two-component dark soliton-like objects are observed.
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I. INTRODUCTION

The quantum ring is the Drosophila of quantum physics. The periodic boundary conditions have provided in many cases analytical solutions for non-trivial many-body problems and topological excitations such as persistent currents. The atomic Bose-Einstein condensate (BEC) $^1$$^2$ has in this respect proven to be a remarkably versatile tool for studying a plethora of fundamental quantum phenomena. The Josephson effect is a prime example, where coherent dynamics takes place between two quantum states. Josephson oscillations in ultracold atomic systems where indeed soon after the first realisations of a BEC $^3$$^4$$^5$ in the focus of interest. Characterising the new condensed state lead directly to the question how two condensates interact. The Josephson effect of a weakly coupled macroscopic wave function in superconductors gives a well understood archetype $^1$$^6$. For ultracold atoms there are two different scenarios available: a single component BEC which is separated by a small tunnelling barrier in a double well potential $^7$, and a two component spinor gas trapped in a single trap with an internal coupling between the two condensates $^8$$^9$.

The Josephson effect is a general one. It is a manifestation of phase coherence between two coupled quantum systems. Quantised vortices is another phenomenon which relies on many-body phase coherence, and a paradigm for BECs $^1$. There are several techniques how to nucleate vortices in a BEC. With the phase imprinting technique, which is widely used to create dark solitons $^10$, a phase with the wanted properties is optically induced into the gas $^11$$^12$$^13$. The most intuitive way, stirring with a laser beam $^14$$^15$ and rotating the trap $^16$$^17$$^18$, has also been used to create vortices in experiments. Stirring with a laser can be a harsh tool if a small number of particles are used, as is often the case if the quantum Hall regime is the goal. Dynamic instabilities are the main mechanism behind the vortex nucleation when reaching the critical rotation frequency $^19$ above which the vortices appear. Rotating the trap leads to a homogeneous effective magnetic field in the equation of motion of the gas in the rotating frame. A different approach uses optically induced effective magnetic fields which is a non-rotating setup where vortices $^20$$^21$$^22$$^23$$^24$ or solitons $^25$ can be created too. Without stirring or phase imprinting, vortex nucleation has also been observed in a mixing experiment of multiple trapped condensates $^26$. To date most of the experiments have been done with single component condensates, but vortices are also a feature of spinor condensates $^27$

In this paper we investigate a spinor condensate in a 1D ring which is subject to an optically induced non-Abelian magnetic field. Artificial gauge fields have attracted considerable interest lately, mainly due to the intriguing analogies which they provide between ultracold quantum gases and magnetic effects in solid state and condensed matter systems. The non-Abelian gauge potentials can be created by laser assisted tunnelling $^28$$^29$ in optical lattices, or by relying on optically induced degenerate dark state dynamics $^30$.

We are interested in the dynamics of a quasi-spin in the ring. The presence of a matrix gauge potential which couples to the quasi-spin provides the machinery for exotic topological states. In particular we show that the simplest non-trivial gauge potential which is also non-Abelian, and which has been used extensively in recent papers $^31$$^32$$^33$$^34$$^35$$^36$, can give rise to dynamically induced local spin precession.

The paper is organised as follows. We start by introducing the equations of motions which govern the dynamics of the atomic quasi-spin, followed by an exact solution of the eigenvalue problem for the system. In the following section we use the eigenstates and a hydrodynamic ansatz for the BEC to derive a set of equations which resemble those who describe the internal Josephson effect. In Section V we investigate the spacial density oscillations and discuss the resulting atomic spin currents in the ring. Finally we conclude with a discussion about the influence of collisional interactions on the dynamics.
II. THE RING GEOMETRY AND THE ORIGIN OF THE GAUGE POTENTIALS

In the following we consider a Bose gas of atoms which are described by a tripod level scheme \([30, 37]\) (Fig. 1). The tripod scheme can for instance be formed by three ground \(F = 1\) states \((m_F = 0, \pm 1)\) and an excited \(F = m_F = 0\) state. In particular the transition \(5S_{1/2}(F = 1) \leftrightarrow 5P_{3/2}(F = 0)\) in \(^{87}\text{Rb}\) or the transition \(2^3S_1 \leftrightarrow 2^1P_0\) in \(^{4}\text{He}\) could be used. Three lasers are connecting the ground-state levels \(m_F = -1, 0\) and 1 to the excited state with \(\sigma_+, \pi,\) and \(\sigma_-\) polarisations, with Rabi frequencies \(\Omega_{1,2,3}\), and phases \(S_{1,2,3}\). The resulting atom-light interaction leads to two eigenstates of zero energy, called dark states \(|D_{1,2}(r)\rangle\), which are linear superpositions of the three lowest bare states. If \(\Omega = \sqrt{\sum_i |\Omega_i|^2}\) is large compared to any other energy scale, including laser detuning, Doppler and Zeeman shifts and interaction energy, we can safely neglect transitions out of the dark state manifold. An atom prepared in such a dark state can be described by the general state \(|\Psi(r,t)\rangle = \sum_{i=1}^3 \Psi_i(r,t)|D_i(r)\rangle\), where \(\Psi_i(r,t)\) is the wave function for atoms in \(|D_i\rangle\). If we allow the atom to move, i.e., we add a kinetic energy to the light-matter interaction Hamiltonian, and project onto the dark state manifold, we obtain the effective Schrödinger equation \([30]\)

\[
i\hbar \frac{\partial}{\partial t} \Psi = \left[ \frac{1}{2m} \left( \mathbf{p} - \mathbf{A} \right)^2 + \mathbf{V} + \Phi \right] \Psi, \tag{1}\]

where \(\Psi^T = (\Psi_1, \Psi_2)\), \(\mathbf{p}\) is the momentum operator and \(m\) the atomic mass. The key point here is that the spatial dependence of the laser arrangement leads to an effective matrix vector potential \([38, 39, 40]\) \(\mathbf{A}_{nm} = i\hbar \langle D_n(r)|\nabla|D_m(r)\rangle\). In addition, \(V_{nm} = \langle D_n(r)|\mathbf{V}(r)|D_m(r)\rangle\) and \(\Phi_{nm} = \left(\hbar^2/2m\right) \langle D_n(r)|\nabla|B(r)\rangle\langle B(r)|\nabla|D_m(r)\rangle\) are effective scalar potential matrices, where \(|B(r)\rangle\) is the so-called bright state, i.e., the linear combination of the ground levels which does couple with the excited state. The potential \(\mathbf{V}_n\) may include any detuning of the \(n\)-th laser from the resonant transition. The gauge potential can be shaped in quite arbitrary manner, but already a very simple configuration as depicted in fig. 1 leads to a non-trivial, non-Abelian potential \([32, 33]\).

The term \(\mathbf{p} \cdot \mathbf{A}\) describes spin-orbit coupling. It will give rise to two single atom dispersion branches. For a homogeneous 2D system degenerate minima in the dispersion may occur, which would for the many-body system cause fragmentation and preclude the formation of a BEC \([52]\). This is not necessarily the case in a 1D ring, as we will show later, even if the ring of course resides in the two dimensional plane.

Inter-atomic interactions play an important role in the properties of the Bose gas at low temperatures. We will consider the case where the interaction energy is much smaller than the Rabi frequency \(\Omega\), which guarantees that we always stay in the dark-state manifold. It is important to note that the ground states \(|j = -1, 0, 1\rangle\) form a spin-1 Bose gas and that short-range interactions are dominantly \(s\)-wave. Because of symmetry collisions occur only in two different channels with a total spin of 0 and 2. These collisions are characterised by the corresponding \(s\)-wave scattering lengths \(a_0\) and \(a_2\) \([41]\). These scattering lengths are in principle different, although in practice they are very similar. For simplicity of the discussion we consider \(a_0 = a_2 = a\). This allows us to prevent spin flip collisions and we us a Gross-Pitaevskii mean field description. The dark state spinor gas is described by a two component wave function

\[
\Psi = \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} \tag{2}
\]

which gives a Hamiltonian of the form

\[
H = \frac{1}{2m} (\mathbf{p} - \mathbf{A})^2 + V(\mathbf{r}) + g'(|\Psi_1|^2 + |\Psi_2|^2). \tag{3}
\]

Here, \(g' = 4\pi\hbar^2 a N/m\), where \(a\) is the \(s\)-wave scattering length discussed above, and \(N\) is the particle number with \(\int dV (|\Psi_1|^2 + |\Psi_2|^2) = 1\). The vector potential \(\mathbf{A}\) can be chosen quite arbitrary. We are here interested in a constant, non-Abelian potential in terms of Pauli matrices \(\sigma\) \([31, 32]\)

\[
\mathbf{A} = -\hbar \kappa (\sigma_x \mathbf{e}_x + \sigma_y \mathbf{e}_y). \tag{4}
\]

The Pauli matrices reflect the spacial dependence while \(\kappa\) is determined by the wave-vectors of the underlying laser fields. The Schrödinger equation for the the centre
of mass spinor motion then becomes with \( I = g'(|\Psi_1|^2 + |\Psi_2|^2) \)
\[
\frac{i\hbar}{\partial t} \left( \begin{array}{c}
\Psi_1 \\
\Psi_2
\end{array} \right) = 
\left( \begin{array}{cc}
-\frac{\hbar^2 \nabla^2}{2m} + \frac{\hbar^2 \kappa^2}{m} + i & \frac{\hbar^2}{2m} \left( -i \partial_x - \partial_y \right) \\
\frac{\hbar^2}{2m} (-i \partial_x + \partial_y) & -\frac{\hbar^2 \nabla^2}{2m} + \frac{\hbar^2 \kappa^2}{m} + i
\end{array} \right) 
\left( \begin{array}{c}
\Psi_1 \\
\Psi_2
\end{array} \right). 
\]

In this paper we will restrict ourselves to a 1D situation on a ring. Experimentally an effective 1D ring for cold atoms can be achieved by strong harmonic trapping in the transversal direction [42]. In 2D it has been shown that the non-Abelian mass dynamics is all but trivial [31, 53]. In this work, however, we investigate a ring geometry where the centre of mass dynamics is 1D but the corresponding spin dynamics is not, see Figure 1. There are a number of techniques available to experimentally create sophisticated ring traps [13, 14], where even toroidal-shaped traps for BECs have been proposed [43].

We describe the ring dynamics using polar coordinates with the azimuthal angle \( \varphi \) and the radius \( \rho \). The gauge potential now depends of the angle \( \varphi \):
\[
\mathbf{A} = -\hbar \kappa (\sigma_x \cos \varphi + \sigma_y \sin \varphi),
\]
while the momentum operator in \( \mathbf{e}_\varphi \)-direction reads
\[
\mathbf{p}_\varphi = -i\frac{\hbar}{\rho} \frac{\partial}{\partial \varphi} \mathbf{e}_\varphi.
\]

The relevant vector potential is now of the form
\[
\mathbf{A}_\varphi = -\hbar \kappa \left( \begin{array}{cc}
0 & -ie^{-i\varphi} \\
-ie^{i\varphi} & 0
\end{array} \right) \mathbf{e}_\varphi,
\]
while the momentum operator in \( \mathbf{e}_\varphi \)-direction reads
\[
\mathbf{p}_\varphi = -i\hbar \kappa \frac{\partial}{\partial \varphi} \mathbf{e}_\varphi.
\]

The gauge potential now depends of the angle \( \varphi \). This \( \varphi \)-dependence leads to additional factors compared to the expression for the gauge potential in Eq. (5). The resulting Hamiltonian becomes
\[
H_\varphi = \left( -\frac{\partial^2}{2} + \kappa^2 + \frac{\hbar^2}{2m} + V + g |\Psi|^2 \right) e^{i\varphi} \left( \begin{array}{c}
-\frac{i\partial_x}{2} - \kappa \partial_\varphi \\
\frac{i\partial_x}{2} - \kappa \partial_\varphi
\end{array} \right) \left( e^{i\varphi} \left( -\frac{i\partial_x}{2} - \kappa \partial_\varphi \right) - \frac{\partial^2}{2} + \kappa^2 - V + g |\Psi|^2 \right) \left( \begin{array}{c}
\Psi_1 \\
\Psi_2
\end{array} \right),
\]
expressed in units of \( \frac{\hbar^2}{2m} \) for the energy, length in units of \( \rho \), time in units of \( \frac{\hbar}{m \omega^2} \), and \( g = \frac{4\pi a N}{\hbar \omega} \), where \( N \) is the number of particles and \( s_\perp = \frac{\hbar}{m \omega} \frac{1}{2} \) the transverse cross section. The first term in the off-diagonal coupling vanishes in the limit \( \rho \to \infty \) and can be seen as a kind of centrifugal term due to circular motion. The potential \( V \) is a constant external offset in the trapping potential of the two different dark states which can be controlled by detuning the incident laser beams from the resonant transitions in the tripod level structure.

### III. EIGENSTATES

The eigenstates of the non-Abelian ring can be calculated analytically using the Heisenberg equation of motion for the velocity operator. The interaction term is merely a function of \( \mathbf{r} \) and gives no contribution to
\[
\mathbf{\dot{v}} = -i [\hat{H}, \hat{\mathbf{r}}] = (\mathbf{p} - \mathbf{A}).
\]

For a homogeneously filled ring where \( [\mathbf{p}, |\Psi|^2] = 0 \), the Hamiltonian (11) commutes with \( \mathbf{\dot{v}} \). The common eigenstates are found from the eigenvalue equation for the velocity operator which has the form
\[
(-i \frac{\partial}{\partial \varphi} - \mathbf{A}) \Psi = K \Psi,
\]
with the eigenvalue \( K \). The Hamiltonian satisfies the eigenvalue equation
\[
H_\varphi \Psi = E_K \Psi.
\]
where the eigenenergy is given by $E_K = K^2$. To solve the eigenvalue problem \[ \text{(13)} \] we use the ansatz

$$\Psi_{q}(\varphi) = \begin{pmatrix} e^{iq\varphi} \tilde{\Psi}_{q1} \\ e^{i(q+1)\varphi} \tilde{\Psi}_{q2} \end{pmatrix}, \tag{15}$$

where $q$ is an integer. Eq. \[ \text{(15)} \] leads to a set of two equations for the remaining components $\tilde{\Psi}_{q1}$,

$$K \tilde{\Psi}_{q1} = q \tilde{\Psi}_{q1} + ik \tilde{\Psi}_{q2}, \tag{16}$$

$$K \tilde{\Psi}_{q2} = -ik \tilde{\Psi}_{q1} + (q + 1) \tilde{\Psi}_{q2}, \tag{17}$$

with a non-trivial solution if

$$\begin{vmatrix} K - q & -ik \\ ik & K - q - 1 \end{vmatrix} = 0. \tag{18}$$

The determinant gives the condition

$$(K - q)(K - q - 1) - \kappa^2 = 0. \tag{19}$$

For convenience we introduce the dimensionless quantity $u$ as

$$\kappa^2 = (u + 1/2)^2 - 1/4 = u(u + 1). \tag{20}$$

After inserting Eq. \[ \text{(20)} \] in \[ \text{(19)} \] we get for the eigenvalues

$$K_+ = q + u + 1, \quad K_- = q - u. \tag{21}$$

From Eqs. \[ \text{(16)} \] and \[ \text{(21)} \] we get

$$ik \tilde{\Psi}_{q2} = \left( \frac{1}{2} \pm (u + 1/2) \right) \tilde{\Psi}_{q1}. \tag{22}$$

The eigenstates are now

$$\Psi_{q}^\pm = \begin{pmatrix} -i c \sqrt{u + 1/2 \mp 1/2} e^{iq\varphi} \\ \mp ic \sqrt{u + 1/2 \pm 1/2} e^{i(q+1)\varphi} \end{pmatrix}, \tag{23}$$

where $c = (u + 1/2)^{-1}$ is a normalisation constant. From these expressions we see that each spinor component has a winding number associated to it, and that the winding number is always shifted by one between the two eigenstate components. The ratio $\tilde{\Psi}_{q1}/\tilde{\Psi}_{q2}$ does not depend on the quantum number $q$ nor the interaction strength $\kappa$, but on the vector potential $K$. For any quantum number $q$ the gradient of the phase difference is $|\nabla S_2 - \nabla S_1| = \varphi$.

The eigenenergies $E^\pm$ of the eigenstates $\Psi^\pm$ are calculated using \[ \text{(21)} \] together with \[ \text{(20)} \],

$$E^\pm = K^2 = \left[ q + 1/2 \pm \sqrt{\kappa^2 + 1/4} \right]^2. \tag{24}$$

There are two branches $E^\pm$ for every value of $q$ which can be positive or negative. The states with $E^\pm$ and $q = q_0$ are degenerate with $E^\mp$ and $q = -q_0 - 1$ as shown in Fig. \[ \text{3} \] ($|\Psi_{q_0}^-\rangle$) and ($|\Psi_{q_0}^+\rangle$) span a space of infinite many groundstates. However, the orthogonal eigenstates $|\Psi_{q}^\pm\rangle$ are eigenstates of the total angular momentum operator $J_z = L_z + S_z = -i\partial_\varphi + \frac{1}{2}\sigma_z$ as they fulfil $J_z|\Psi_{q}^\pm\rangle = \pm(q + \frac{1}{2})|\Psi_{q}^\pm\rangle$. Hence all superpositions of the form $\alpha|\Psi_{q_0}^-\rangle + \beta e^{i\xi}|\Psi_{q_0+1}^+\rangle$ differ in their total angular momentum $(\alpha^2 - \beta^2)(q_0 + 1/2)$, where the real numbers $\alpha, \beta$ obey $\alpha^2 + \beta^2 = 1$ and $e^{i\xi}$ reflects just a constant phase factor between the two states.

For the ring $J_z$ is a conserved quantity as $J_z$ and $H$ have common eigenstates. If the condensate is first prepared in the ring and then subsequently the lasers are switched on, the conservation of the total angular momentum should prevent the system from fragmentation \[ \text{16} \].

**IV. THE INTERNAL JOSEPHSON EFFECT**

In the following we will use a hydrodynamic description of the condensate \[ \text{17} \] to obtain a set of equations describing the dynamics on the ring. We write an ansatz for the wavefunction as

$$\Psi_J = \begin{pmatrix} \Psi_{J1} \\ \Psi_{J2} \end{pmatrix} = \begin{pmatrix} \sqrt{n_o}e^{iS_1} \\ \sqrt{n_o}e^{iS_2} \end{pmatrix}, \tag{25}$$

with the (normalised) local density $n_o(\varphi)$ and the phase $S_1(\varphi)$.

By using the transformation in Eq. \[ \text{25} \] together with the Hamiltonian from \[ \text{11} \], the time dependent Schrödinger equation is rewritten by multiplying with the hermitian conjugate $\Psi_J^\dagger$ from the left,

$$\Psi_J^{\dagger}i\partial_t \Psi_J = \Psi_J^{\dagger}H \Psi_J. \tag{26}$$

From Eq. \[ \text{26} \] we get with a straightforward calculation (see appendix \[ A \]) a set of coupled differential equations that can be solved to obtain the local density.

\[ \text{FIG. 3: Energy spectrum of the ring. The dashed (red) curves belong to } q^+ \geq 0 \text{ and are degenerate with } q^- < 0. \text{ The solid (blue) curves belong to } q^- \geq 0 \text{ and } q^+ < 0. \text{ The } q^\pm \text{ is the states winding number and the } \pm \text{ indicates the branches of } E^\pm. \text{ All energies are two times degenerate. Superpositions } \sin \theta |\Psi_{q_0}^-\rangle + \cos \theta |\Psi_{q_0+1}^+\rangle \text{ have different } J_z \text{ as shown in the insert for } q_0 = 0. \]
The phase difference $\Delta = S_2 - \varphi - S_1$ leads to the coupled nonlinear equations of motion for the phases $S_i(\varphi, t)$ and the local densities $n_i(\varphi, t)$:

\[
\begin{align*}
\dot{S}_1 &= \left[ \frac{(\partial_\varphi n_1)^2}{8n_1^2} + \frac{\partial_\varphi^2 n_1}{2n_1} - \frac{1}{2} (\partial_\varphi S_1)^2 \right] \\
&\quad - \left[ (\kappa^2 + V + g(n_1 + n_2)) + \frac{\kappa \sqrt{n_1}}{\sqrt{n_2}} \left( \partial_\varphi S_2 - \frac{1}{2} \cos \Delta \right) + \frac{\partial_\varphi n_2}{2n_2} \sin \Delta \right] \\
\dot{n}_1 &= \left[ - (\partial_\varphi S_1 - \frac{1}{2} (\partial_\varphi S_1)) + 2 \kappa \sqrt{n_1 n_2} \right] \\
&\quad \times \left( \frac{\partial_\varphi n_2}{2n_2} \cos \Delta \right)
\end{align*}
\]

The eigenstates [24] can be seen to fulfill the relations $S_2 - \varphi - S_1 = 0$ and $\partial_\varphi S_1 = 0$, hence $\cos \Delta = 1$ and $\sin \Delta = 0$. The time evolution of the densities is then given by

\[
\begin{align*}
\dot{n}_1 &= -2 \kappa \sqrt{n_1 n_2} \left( \frac{1}{2} - \partial_\varphi S_2 \right) \sin \Delta = 0, \\
\dot{n}_2 &= -2 \kappa \sqrt{n_1 n_2} \left( \frac{1}{2} - \partial_\varphi S_1 \right) \sin \Delta = 0.
\end{align*}
\]

The phase difference $\Delta = S_2 - \varphi - S_1$, on the other hand, evolves according to

\[
\begin{align*}
\dot{S}_1 - \dot{S}_2 &= \frac{1}{2} \left( (\partial_\varphi S_2)^2 - (\partial_\varphi S_1)^2 \right) - 2V \\
&\quad - \kappa \left( \sqrt{\frac{n_2}{n_1}} \left( \frac{1}{2} + \partial_\varphi S_2 \right) + \sqrt{n_1 n_2} \left( \frac{1}{2} + \partial_\varphi S_1 \right) \right) \cos \Delta \\
&\quad \left( \frac{1}{2} + \partial_\varphi S_1 \right) - \left( \frac{1}{2} + \partial_\varphi S_1 \right) = 0,
\end{align*}
\]

where we have used the eigenstate properties $\partial_\varphi S_2 = 1 + \partial_\varphi S_1$ and $\sqrt{n_1 n_2} - \sqrt{n_1 n_2} = \frac{1}{k}$ and $V = 0$.

Oscillations which are driven by the phase difference between two quantum fluids where first investigated in solid state physics using superconductors with a small tunnelling barrier, e.g., a grain boundary. The prediction of AC and DC currents in so called superconducting
FIG. 5: Internal Josephson effect for non eigenstate $(0.5, -0.5i \exp(i\varphi))^T$. (a) The quasi-spin population $R_2 \pi d\varphi |\Psi_i|^2$, $i = 1, 2$; (b) the total ($J_z$), orbital ($L_z$) and spin angular momentum ($S_z$) are plotted for each quasi-spin component. (c) and (d) show the density of component 1 and 2, where the minima are black and the maxima in white. (e) and (f) shows the phase of component 1 and 2, ranging over $\pm \pi$.

Interference devices (SQUIDS [48]) was a great success of the BCS theory of Cooper pairs. SQUIDS are nowadays widely used e.g. in magnetic field sensors. The set of equations (35) and (36) describing the non-Abelian ring resembles the Josephson equation and does indeed give rise to coherent effects like population oscillations in the ring.

If we apply a constant potential $\pm V$ to the two dark states, or if we change the population ratio $\tilde{\Psi}_{q1}/\tilde{\Psi}_{q2}$ of an eigenstate (22), the system shows population oscillations as illustrated in Figs. 4 and 5 for a non-interacting system with $g = 0$. The total angular momentum $J_z$ is always conserved, whereas the oscillations of $L_{zi}(t) = \langle \Psi_i(t)|L_z|\Psi_i(t)\rangle$ and $S_z(\varphi,t)$ for $i = 1, 2$ stem from the population oscillation of $\langle \Psi_i(t)|\Psi_i(t)\rangle$.

The population oscillations' frequency can be estimated for a small perturbation $V = \delta V$ of an eigenstate $\Psi \pm$ as the phase difference $\Delta = \Psi_1 - \Psi_2$ in Eq. (36) is no longer constant,

$$\dot{\Psi}_1 - \dot{\Psi}_2 = -2 \delta V \equiv \omega.$$  

(38)

With $\Delta = \omega t$ we get for the lowest eigenstate ($q = 0$) Josephson population oscillations as seen from Eq. (35) which becomes

$$\begin{align*}
\dot{\Psi}_1 &= \kappa \sqrt{n_1 n_2} \sin[\omega t], \\
\dot{\Psi}_2 &= -\kappa \sqrt{n_1 n_2} \sin[\omega t] = -\dot{\Psi}_1.
\end{align*}$$

These coupled differential equations can be solved exactly with $\pm$ for $\Psi_{1,2}$ respectively,

$$n_{1,2}(t) = \left( \sqrt{n_{1,2}(0)} \cos[k/\omega \sin^2t/2] \right)^2.$$  

(40)

Eq. (40) describes population oscillations with a frequency of $\omega = 2\delta V$. The observed frequency in Fig 4 is only slightly smaller than $\omega = 2\delta V$ frequency.

V. THE SPACIAL JOSEPHSON EFFECT AND VORTEX NUCLEATION

In solid state materials the phase difference between the two macroscopic wave functions is defined as the difference at the boundary surface of bulk materials. Each phase is considered constant near the boundary surface and the phase inside the bulk material is assumed not to contribute. The situation in the ring offers a different physical scenario as the relevant phase difference is not necessarily the same in every point of the ring.

$$\begin{align*}
\Psi = \frac{1}{\sqrt{4\pi}} \left( \begin{array}{c} 1 \\ -i \end{array} \right),
\end{align*}$$

(41)
which leads, for a non-interacting gas \((g = 0)\), to dynamics according to \((31)-(34)\):

\[
\dot{S}_i = -\kappa^2 + \frac{\kappa \sqrt{n_i}}{2 \sqrt{n_1}} \cos \varphi, \quad (42)
\]

\[
\dot{n}_i(\varphi) = -\kappa \sqrt{n_1 n_2} \sin \varphi, \quad (43)
\]

\[
\dot{S}_2 = -\kappa^2 - \frac{\kappa \sqrt{n_1}}{2 \sqrt{n_2}} \cos \varphi, \quad (44)
\]

\[
\dot{n}_2(\varphi) = -\kappa \sqrt{n_1 n_2} \sin \varphi. \quad (45)
\]

These equations have now a nontrivial spacial dependence where the density changes with same sign for both components of the system. As we have \(n_i \sim \sin \varphi\) we expect a spacial distribution with one maximum and one minimum on the ring. Moreover, the time derivative of the velocity field is \(\partial_z \dot{S}_1 = -\partial_z \dot{S}_2\) if \(n_1 = n_2\). Fig. 6 and 7 show the evolution of \((41)\) in time. Initially we see the dynamics described by Eqs. \((42)-(45)\) with spacial sinusoidal density oscillations \(n_i \sim \sin \varphi\) and currents \(\partial_z n_1(\varphi) = -\partial_z n_2(\varphi)\).

For longer times, the ring is described by the coupled and nonlinear eqs. \((47)-(44)\) and we observe not only the spacial density distributions but also counter propagating currents. For the chosen gauge potential the effective magnetic field stems from the non-Abelian part and is given by a constant field in the \(z\)-direction:

\[
B = \nabla \times A - \frac{i}{2\hbar} (A \times A) = \hbar \kappa^2 \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} e_z, \quad (46)
\]

where both spinor components start to rotate against each other.

In the phase-time diagram for \(S(\varphi,t)\) in Fig. 7 the moment of establishing (and vanishing) a quantised circulation in each spin component can be found where the phase singularities appear. In the velocity field \(v_i = \partial_z S_i(\varphi,t)\) we can clearly observe regions with positive and negative velocities \(v_i\).

Persistent currents and vortex nucleation have been widely discussed in literature \([14, 15, 16, 17, 18, 19, 20, 26, 27, 19]\) as the nucleation of rotation needs typically a dynamic instability. The two component spinor gas offers the option, that the components rotate against each other. As the gas’ topology has to be preserved, the rotation emerges in counter rotating pairs. The necessary break up of the coherent wave function happens at the single component density minima, \(|\Psi_i(\varphi)|^2 = 0\), where it costs no energy to change the phase. Nevertheless, the condensate itself does not break into parts as the singularities in the phase-time diagram appear simultaneously but spatially separated (see Fig. 7 (c)) by approximately \(15^\circ\). In addition, the orbital angular momentum \(L_{oi}(t)\) of \(\Psi_i(\varphi,t) - i \partial_\varphi \Psi_i(\varphi,t)\) changes smoothly for each component in time and has no discontinuities. It is still possible to define a preserved winding number \(\hat{q}\) by counting the \(\pm 2\pi\) phase jumps with the proper sign for both spinor components. The spin orbital momentum, \(S_{oi}(t)\), is conserved in time, but not locally as \(|\Psi_1(\varphi,t)|^2 - |\Psi_2(\varphi,t)|^2 \neq 0\), which is shown in fig. 6 (d).

**FIG. 7:** The phase and the phase gradient of each spinor component are depicted as function of time. The singularities in the phase-time diagram (a),(b) indicate vortex creation and annihilation. The gradient of the phase is overall positive (negative) sign once the current is established (white / black area in (c),(d)). The black and white lines are the \(\pm 2\pi\) phase jumps. (f) The single component orbital angular momentum \(L_{oi}(t)\) oscillates while the total spin angular momentum \(J_z(t)\) is constant.

**VI. THE ROLE OF INTERACTIONS**

As shown in Section [II] the eigenstates do not depend explicitly on the interaction strength \(g\) and also the internal Josephson oscillations are not qualitatively affected by the interactions. In contrast the spacial oscillations and thereby especially the mass currents are much more fragile in the presence of interactions. This is indeed to be expected. The elementary excitations of a standard single component condensate generally also depend on the interaction, which for instance give the expression for the speed of sound in the gas. An additional restriction which needs to be kept in mind for the spin-orbit coupled gas is the size of the chemical potential, which, in order to fulfill the adiabatic approximation so that the atoms remain in the dark state manifold, must be smaller than the total Rabi frequency.

It is first of all important to note that an arbitrary initial state can induce large amplitude oscillations and population transfer between the spin components. In the presence of interactions, and consequently nonlinearities, the dynamics is inevitably going to be complicated if the initial state is not similar to one of the eigenstates. This is indeed always the case, also for single component con-
densates, however, the spinor character of the ring studied here tends to enhance this effect due to the increased parameter space.

In order to prepare a well defined coherent spinor condensate as initial state several criteria needs to be fulfilled. First of all, as mentioned above, the adiabaticity needs to be preserved. Secondly, the spin-orbit coupled gas is notoriously problematic due to fragmentation which would preclude the formation of a coherent condensate \[31\]. To circumvent this problem one can prepare a well defined condensate in one of the three lowest \(m = -1, 0, +1\) states, and then transfer adiabatically the condensate to the dark state manifold. By doing so the coherence is expected to be preserved, and a well defined Gross-Pitaevskii equation can be used to describe the gas.

The resulting dynamics would however typically be well within the nonlinear regime, meaning that a Bogoliubov-de Gennes treatment, or in other words, a linearisation of the Gross Pitaevskii dynamics, is not appropriate. This is because the adiabatically transferred state is not necessarily going to be a steady state solution in the new spin-orbit coupled setting. Any attempt to identify eigenmodes and eigenfrequencies will therefore inevitably be strongly influenced by the collisional interactions. In order to analyse the elementary excitations using the Bogoliubov-de Gennes treatment one should be close to the ground state of the system and study small deviations from it. But this is not necessarily straightforward because the fragmentation will prevent us from preparing, i.e., cooling, the condensate directly into a coherent ground state. Therefore, in most cases, there will be dynamics taking place, but some adiabatically prepared initial states will be better approximations of a coherent steady state than others.

We have simulated the dynamics of the ring condensate using a single scattering length \(g\). Strictly speaking scattering takes place between the bare electronic levels and not in the dressed state basis of the dark states \(\Psi_i\). A more detailed analysis has to take different scattering lengths between the atomic hyperfine levels of the tripod system into account and project these on the dark state basis. However, if the scattering lengths are close to each other, one can justify the usage of a single parameter \(g\) \[50\]. For \(^{87}\)Rb the scattering lengths are typically within a few percent \[51\].

Our simulations show in Fig. \(8\) a significant influence on the mass current creation above an interaction strength for which \(g > 5\). Instead of inducing counter propagating currents, the spacial Josephson oscillations lead to several pairs of soliton like objects which circulate around the ring \[52\]. The non-Abelian magnetic field is not strong enough to induce stable currents any more (see Fig. \(9\)).

FIG. 8: Strong Interactions destroy the mass current. (a,b) Total, orbital and spin angular momentum, (c,d) density, and (e,f) phase gradient with interactions for \(g = 2\) (left) and \(g = 25\) (right); Different than in the interactionless case \((g = 0)\) a regime with persistent currents over the full ring is not established. The initial state is \(1/\sqrt{4\pi} (1, -i)\).

VII. SUMMARY

The bosonic non-Abelian ring offers a rich toolbox for cold atom physics. We investigated a homogeneously filled ring which can be fully described and understood in terms of the well known internal, nonlinear Josephson effect. Moreover, it was found that this mechanism can cause large density oscillations and give rise to grey soliton-like structures.

The eigenstates were calculated exactly. They show mass currents where detunings in the external trapping or deviations from the eigenstate population ratio leads to the AC-Josephson effect. Spacial Josephson oscillations appear for the most simple configuration of an equally filled ring without any initial rotation. Already the non-interacting case shows non-trivial behaviour as spacial density oscillations and oscillating mass currents appear. In the interacting case the coherent oscillations in the quasi-spin populations and the spin currents breaks down for sufficiently large interactions, which results in the appearance of soliton-like structures.

Observing the spacial density oscillations would experimentally validate the non-Abelian nature of the optically induced vector potential. In the dilute regime the nucleated rotation vanishes periodically but the found effect might be used to initiate rotation in the system and switch off the laser field in a coherent way to pre-
FIG. 9: Density dynamics for $g = 25$ (a,c) and $g = 150$ (b,d,e,f). Phonons can be seen to propagate at the speed of sound (middle), while the grey soliton like objects propagate considerably slower. In the strongly interacting regime the two condensate components start to separate (e, f).

serve the rotating states in their traps. Furthermore we found a mechanism to nucleate persistent currents without any dynamical instability or atom-atom interaction necessary.

Finally it is worth noting that there is extensive discussions in the literature about non-Abelian Josephson effects, which is a field theoretical generalisation of the conventional Josephson effect and can be connected to the Higgs mechanism [53, 54]. In our paper, we use a non-Abelian vector potential to couple the two wave function dynamically, but the observed spacial Josephson effect is still a realisation of the Abelian Josephson effect. For the non-Abelian effect the setting is, e.g., a double well potential separating an Abelian and a non-Abelian region.
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with the hydrodynamic description of the condensate wave function, \( \Psi_1(P_j, \Psi_2)^T = (n_1 e^{i S_1}, -i n_2 e^{i S_2})^T \). For the left hand side of (A1) we use the relation

\[
i \frac{\partial}{\partial t} \sqrt{n_1} e^{i S_1} = i \frac{\partial}{\partial t} n_1 - \sqrt{n_1} e^{i S_1} \frac{\partial}{\partial t} S_1 \quad (A2)
\]

After multiplication with \( (\Psi_1^*, \Psi_2^*) \) from the left the time dependence reads

\[
\Psi_1 \frac{i}{2} \frac{\partial}{\partial t} \Psi_1 = \frac{1}{2} \dot{n}_1 - n_1 \dot{S}_1. \quad (A3)
\]

On the right hand side of (A1) we have diagonal and off-diagonal parts. The diagonal parts can be calculated with

\[
-\frac{1}{2} \Psi_1^* \frac{\partial^2 \Psi_1}{\partial \phi^2} = -\frac{1}{2} [\partial_\phi S_i \partial_\phi n_i + n_i (\partial_\phi^2 S_i)]
\]

\[
-\frac{1}{8} (\partial_\phi n_i)^2 = -\frac{1}{4} (\partial_\phi^2 n_i) + \frac{n_i}{2} (\partial_\phi S_i)^2. \quad (A4)
\]

For the off-diagonal terms, mixing the two components \( \Psi_1, \Psi_2 \), we use

\[
\sqrt{n_1} e^{-i S_1} \partial_\phi \sqrt{n_2} e^{i S_2} = e^{i(S_1 - S_2)} \frac{1}{2} \sqrt{n_2} \partial_\phi n_1 + i \sqrt{n_1} n_2 e^{i(S_1 - S_2)} \partial_\phi S_1. \quad (A5)
\]

The first off diagonal matrix element has the form

\[
\Psi_1 e^{-i \phi} \kappa \left[ -\frac{i}{2} + \partial_\phi \right] \Psi_2 = \kappa \sqrt{n_1 n_2} e^{i(S_2 - \varphi - S_1)} \times \left[ -\frac{1}{2} - \frac{i}{2 n_2} \partial_\phi n_2 + \partial_\phi S_2 \right]. \quad (A6)
\]

while the second off diagonal element reads

\[
\Psi_2 e^{i \phi} \kappa \left[ -\frac{i}{2} - \partial_\phi \right] \Psi_1 = \kappa \sqrt{n_1 n_2} e^{-i(S_2 - \varphi - S_1)} \times \left[ -\frac{1}{2} + \frac{i}{2 n_1} \partial_\phi n_1 + \partial_\phi S_1 \right]. \quad (A7)
\]

Collecting the real and imaginary parts of (A3), (A4), (A6) and (A7) gives using \( e^{i \Phi} = \sin \Phi + \cos \Phi \) the coupled nonlinear equations for the phases \( S_i(\varphi, t) \) and the local densities \( n_i(\varphi, t) \).

**APPENDIX A: DERIVATION OF JOSEPHSON EQUATION**

The set of nonlinear coupled equations (27) to (30) is obtained from (26)

\[\Psi_j^* \frac{i}{2} \frac{\partial}{\partial t} \Psi_j = \Psi_j^* H_\varphi \Psi_j, \quad (A1)\]