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Abstract. Because of their strong theoretical properties, Shapley values have become very popular as a way to explain predictions made by black box models. Unfortunately, most existing techniques to compute Shapley values are computationally very expensive. We propose PDD-SHAP, an algorithm that uses an ANOVA-based functional decomposition model to approximate the black-box model being explained. This allows us to calculate Shapley values orders of magnitude faster than existing methods for large datasets, significantly reducing the amortized cost of computing Shapley values when many predictions need to be explained.
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1 Introduction

Due to their theoretical foundations, Shapley values have gained significant popularity as an explanation method for black-box machine learning models in recent years [16,11,8]. However, estimating Shapley values in practice is computationally very expensive, as the number of model evaluations needed to produce an exact explanation increases exponentially with the dimensionality of the data. This quickly becomes infeasible for high-dimensional data and/or computationally complex models.

Because of this problem, many techniques have been proposed to lower the cost of computing Shapley values. These techniques can roughly be divided into model-agnostic and model-specific techniques. Model-agnostic techniques make no assumptions about the black-box model being explained. These techniques rely on sampling subsets or permutations of features, and using those samples to estimate Shapley values. Examples include feature subset sampling [18], antithetic sampling [12] and KernelSHAP [8]. In contrast, model-specific techniques exploit certain properties of the black-box model being explained to reduce the computational cost. For example, model-specific techniques have been proposed for ensembles of trees (TreeSHAP [9]) or neural network models (DeepSHAP [8]). These techniques are often faster than the model-agnostic variants, but are less flexible.

In this work, we exploit properties of the functional ANOVA decomposition [15] to produce a model-agnostic technique for approximating Shapley values.
with a very low amortized cost: if many predictions need to be explained, the cost per explanation decreases significantly. We do this by constructing a functional decomposition (ANOVA model), and training it to imitate the black box model being explained. Once the ANOVA model is trained, Shapley values can be estimated orders of magnitude faster than using existing model-agnostic approaches. We empirically show that the cost of training the surrogate model is compensated by the speedup in inference, even for relatively small amounts of explanations.

Recently, a related technique has been proposed that also trains a surrogate model to produce Shapley value explanations [5]. However, this technique uses a black-box surrogate model to output Shapley values directly. This limits the possible uses of the resulting surrogate model. In contrast, our technique uses a functional decomposition model that retains information about the specific interactions between variables. This allows us not only to quickly compute Shapley values for a given feature, but also to view which other features each feature interacts with, an ability that is lost when using a black-box surrogate model [10, 20].

2 Shapley values

We will first introduce some notation. We denote the black-box model as a function $f : \mathcal{X} \to \mathbb{R}$, where $\mathcal{X} \subseteq \mathbb{R}^d$. We abbreviate the set $\{1, \ldots, d\}$ to $[d]$, and for a subset $u \subseteq [d]$ we write $-u := [d] \setminus u$. If $x = (x_1, \ldots, x_d) \in \mathcal{X}$ and $u \subseteq [d]$, we will write $x_u := (x_j)_{j \in u}$, and analogously $\mathcal{X}_u := (\mathcal{X}_j)_{j \in u}$. We will also abbreviate $u \cup \{j\}$ to $u + j$, for any singleton set $\{j\}$. If $x, y \in \mathcal{X}$ and $u \subseteq [d]$, then $z := x_u : y_{-u}$ is defined as $z_j := x_j$ for $j \in u$, and $z_j = y_j$ for $j \notin u$.

Originally introduced in the context of cooperative game theory, Shapley values [16] are a way of fairly distributing a payout among participating players. Let $\text{val}(u) \in \mathbb{R}$ be the payout of a subset of players $u \subseteq [d]$, with $\text{val}([d]) = 0$. The Shapley value for player $j \in [d]$ is then defined as:

$$\phi_j := \frac{1}{d} \sum_{|u| < (d-j)} (d - 1)^{-1} (\text{val}(u + j) - \text{val}(u))$$

The Shapley value is generally viewed as a “fair” way of attributing the payout to the players, because it adheres to the following properties [16, 8]:

- **Efficiency:** $\sum_{j=1}^{d} \phi_j = \text{val}([d])$
- **Symmetry:** If $\forall u \subseteq [d] \setminus \{i, j\}$ : $\text{val}(u + j) = \text{val}(u + i)$, then $\phi_i = \phi_j$.
- **Dummy:** If $\forall u \subseteq [d] \setminus \{i\}$ : $\text{val}(u + i) = \text{val}(u)$, then $\phi_i = 0$.
- **Additivity:** If $\text{val}$ and $\text{val}'$ have Shapley values $\phi_j$ and $\phi'_j$ respectively, then the Shapley values for the game with value function $\text{val} + \text{val}'$ are $\phi_j + \phi'_j, \forall j \in [d]$. 
3 ANOVA and Partial Dependence Decomposition

The functional ANOVA is a decomposition of the form

\[ f(x) = \sum_{u \subseteq [d]} f_u(x) \]

where each function \( f_u \) depends only on the variables \( x_j, j \in u \). The ANOVA decomposition is defined recursively as follows [15]:

\[ f_\emptyset := \mu = \int f(x) dx \]

\[ f_u(x) := \int_{x-u} \left( f(x) - \sum_{v \subseteq u} f_v(x) \right) dx_{-u} \]

\[ = \sum_{v \subseteq u} (-1)^{|u|-|v|} \int_{x-v} f_v(x) dx_{-v} \]

The ANOVA decomposition can also be viewed as decomposing the variance of the function \( f \). If we denote the variance of \( f \) and \( f_u \) as:

\[ \sigma^2 := \int_{x-u} (f(x) - \mu)^2 dx \]

\[ \sigma_u^2 := \begin{cases} \int f_u(x)^2 dx & u \neq \emptyset \\ 0 & u = \emptyset \end{cases} \]

then we have the following property:

\[ \sigma^2 = \sum_{|u| > 0} \sigma_u^2 \]

This allows us to estimate the strength of each interaction \( u \) using the variance of the corresponding function. For more information on the functional ANOVA decomposition, see [15].

The original ANOVA decomposition assumes that variables are independent and uniformly distributed: \( x_j \sim U[0, 1], \forall j \in [d] \). This assumption is not critical, and the uniform distributions can be replaced with a general marginal distribution for each variable without loss of the decomposition of variance property [4]: \( x_j \sim X_j, \forall j \in [d] \). The decomposition then becomes:

\[ f_\emptyset := \mu = \int f(x) d\mathbb{P}(x) \]

\[ f_u(x) := \int_{x-u} \left( f(x) - \sum_{v \subseteq u} f_v(x) \right) d\mathbb{P}(x_{-u}) \]  \hspace{1cm} (1)

\[ = \sum_{v \subseteq u} (-1)^{|u|-|v|} \int_{x-v} f_v(x) d\mathbb{P}(x_{-v}) \]  \hspace{1cm} (2)
where $\mathbb{P}(x_u)$ denotes the marginal probability measure for $X_u$. Note that this approach still assumes independence between variables.

The ANOVA decomposition with general marginal distributions corresponds to the Partial Dependence plot for univariate and bivariate effects [2]. For this reason, we name this variant of the ANOVA decomposition the Partial Dependence Decomposition.

4 Computing Shapley values from the Partial Dependence Decomposition

[14] shows that, if we have a functional decomposition $f = \sum_u f_u$ and the value function is defined as:

$$\text{val}(u) = \sum_{v \subseteq u} \sigma_v^2$$

then the Shapley values for this value function can be computed as follows:

$$\phi_j = \sum_{u \subseteq [d]} g(f_u)_{|u|}$$

This specific implementation of Shapley values is termed Shapley Effects [17].

The proof from [14] does not rely on any specific properties of the variance $\sigma_v^2$, and can therefore be used to prove the following, more general property of functional decompositions and Shapley values:

**Theorem 1.** Let the value of a subset of variables be $\text{val}(u) := \sum_{v \subseteq u} g(f_v)$, where $\sum_{u \subseteq [d]} f_u = f$ and $g(f_u) \in \mathbb{R}, \forall u \subseteq [d]$. Then the Shapley value for variable $j$ is

$$\phi_j = \sum_{u \subseteq [d]} g(f_u)_{|u|}$$

Proof. We can write $\text{val}(u) = \sum_{v \subseteq [d], v \neq \emptyset} \text{val}^{(v)}(u)$, where $\text{val}^{(v)}(u) := g(f_v) \mathbb{1}_{v \subseteq u}$ and $\mathbb{1}_{v \subseteq u} = 1$ if $v \subseteq u$ and 0 otherwise. Denote $\phi_j^{(v)}$ as the Shapley value for variable $j$ and value function $\text{val}^{(v)}$. Because of the Efficiency property, we know that $\sum_{j \in [d]} \phi_j^{(v)} = \text{val}^{(v)}([d]) = g(f_v)$. To compute $\phi_j^{(v)}$, we consider two cases:

- $j \notin v$: in this case, we have $\forall u \subseteq [d] : \text{val}^{(v)}(u + j) = g(f_v) \mathbb{1}_{v \subseteq u + j} = g(f_v) \mathbb{1}_{v \subseteq u} = \text{val}^{(v)}(u)$. Due to the Dummy property of Shapley values, we get $\forall j \notin v : \phi_j^{(v)} = 0$.

- $j \in v$: consider $i, j \in v, i \neq j, u \subseteq [d] \setminus \{i, j\}$. Then $\text{val}^{(v)}(u + i) = \text{val}^{(v)}(u + j) = 0$. Due to the Symmetry property, we know that $\forall i, j \in v : \phi_i = \phi_j$. Because $\sum_{j \in [d]} \phi_j^{(v)} = g(f_v)$ and $\forall j \notin v : \phi_j^{(v)} = 0$, we can conclude that $\forall j \in v : \phi_j = \frac{g(f_v)}{|v|}$.
Because of the Additivity property, we now have:

\[
\phi_j = \sum_{v \subseteq [d], v \neq \emptyset} \phi_j^{(v)} = \sum_{v \subseteq [d], j \in v} \frac{\sigma_v^2}{|v|}
\]

\[\square\]

Note that the theorem holds for any decomposition of the function \(f\), not just the ANOVA decomposition.

We can now use this property to compute Shapley values from the Partial Dependence Decomposition. We define the value function for an explanation for an input point \(\mathbf{x}\) as follows:

\[
\text{val}_x(u) := \mathbb{E}_{z \sim \mathcal{D}}[f(\mathbf{x}_u : z_{-u})] - \mathbb{E}_{z \sim \mathcal{D}}[f(z)]
\]

where \(\mathcal{D}\) is the input distribution. Using (2), we can rewrite this as:

\[
\text{val}_x(u) = \int_{X_{-u}} f(\mathbf{x}_u : z_{-u}) d\mathbb{P}(z_{-u}) - \int_X f(z) d\mathbb{P}(z)
\]

\[= \sum_{v \subseteq u} f_v(\mathbf{x}) - f_{\emptyset}
\]

If we now define \(g(f_u)(\mathbf{x})\) as follows:

\[
g(f_u)(\mathbf{x}) = \begin{cases} 0 & \text{if } u = \emptyset \\ f_u(\mathbf{x}) & \text{if } u \neq \emptyset \end{cases}
\]

then from Theorem\(\square\) we get:

\[
\text{val}_x(u) = \sum_{v \subseteq u} g(f_v)(\mathbf{x})
\]

\[
\phi_j^x = \sum_{u \subseteq [d], j \in u} \frac{f_u(\mathbf{x})}{|u|}
\]

(3)

where \(\phi_j^x\) is the Shapley value for variable \(j\) and input sample \(\mathbf{x}\).

5 **PDD-SHAP**

In Section 4, we showed that if we have access to a Partial Dependence Decomposition of the black-box function \(f\), we can easily compute Shapley values for each variable \(j\) without having to sample the input space or evaluate the original black-box model. The approach in PDD-SHAP is now as follows: we explicitly train a model \(\hat{f}_u\) to approximate each \(f_u\) of the Partial Dependence Decomposition, and then use that model to compute Shapley values using (3). We will denote \(\hat{f} := \sum_{u \subseteq [d]} \hat{f}_u\) as the **PDD surrogate model**.
A problem with this approach is given by the number of components \( f_u \) that need to be estimated: this is equal to the number of subsets of \([d]\), which grows exponentially with \(d\). However, we can mitigate this problem by observing that the higher-order terms in \( f \) have a lower impact on the result, as they are divided by their cardinality \(|u|\). Also, we can reasonably assume that, in most real-world datasets, interactions between variables are generally of relatively low order \([4,13]\). From these observations, we can approximate the true PDD surrogate model using only the terms \( f_u \) with \(|u| \leq k\), for some \(k \in \mathbb{N}\).

We can now summarize PDD-SHAP as follows:

- For each subset \( u \subseteq [d] \) with \(|u| < k\):
  - Approximate the partial dependence of \( f \) on \( u \) in a set of points \( x_u \) using (1)
  - Train a model \( \hat{f}(u) \) to approximate the partial dependence of \( f \) on \( u \)
- Compute Shapley values using (3).

The complete algorithm is given in Algorithm 1. The background sample \( X_{bg} \) is a representative subset of the original training data used to estimate the partial dependence. This background sample is also used in existing techniques for approximating Shapley values, and can be seen as the “training data” for the PDD surrogate model. We approximate the integral in (1) using an empirical average on this background sample.

**Algorithm 1 PDD-SHAP training**

Input: \( k \in \mathbb{N} \), background sample \( X_{bg} \) with \(|X_{bg}| = N\)

Output: PDD surrogate model \( \hat{f} := \{ \hat{f}_u : u \subseteq [d], |u| \leq k \} \)

1: \( f_\emptyset \leftarrow \frac{1}{N} \sum_{x \in X_{bg}} f(x) \)
2: for \( i = 1, \ldots, k \) do
3:     for \( u \subseteq [d], |u| = i \) do
4:         for \( x^l \in X_{bg} \) do
5:             \( y^l \leftarrow \frac{1}{N} \sum_{z \in X_{bg}} f(x_u : z_u - u) - \sum_{v \subset u} \hat{f}_v(x) \)
6:         end for
7:     end for
8: end for
9: return \( \{ \hat{f}_u : u \subseteq [d], |u| \leq k \} \)

### 6 Experiments

We tested our approach on the adult \([7]\), superconduct \([3]\), UCI German credit \([1]\), California housing \([6]\) and UCI Abalone datasets \([1]\), using a background sample of 100 instances, and using a regression tree to model each \( \hat{f}_u \). For the

1 Implementation available at [https://github.com/arnegevaert/pdp-shapley](https://github.com/arnegevaert/pdp-shapley)
adult, superconduct, credit and California housing datasets, we compare the performance for \( k \in \{1, \ldots, 4\} \). For the superconduct dataset, we only compare the performance for \( k \in \{1, 2\} \), as this dataset has a significantly larger number of features than the others. An overview of the datasets is given in Table 1.

To evaluate our technique, we train a Gradient Boosting model on each dataset and compare the explanations given by PDD-SHAP for 1000 test samples to 3 existing model-agnostic approaches for computing Shapley values: feature subset sampling [19], antithetic sampling [12] and KernelSHAP [8] (note that for the German credit and Abalone datasets, we used the full test set, as they contained fewer than 1000 samples). These approaches are all implemented in the shap package\(^2\) (SamplingExplainer, PermutationExplainer and KernelExplainer, respectively).

Figures 1 and 2 resp. show the \( R^2 \) and Spearman rank correlations between the different implementations of PDD-SHAP and the subset sampling approach. We see that for most datasets, the \( R^2 \) value is close to 0.9 or larger for \( k = 2 \), indicating that the model contains almost no interactions between more than 2 features. On the abalone dataset, we see the \( R^2 \) still increases for \( k > 2 \), indicating that this dataset contains higher-order features. In general, the Spearman rank correlations are higher than the \( R^2 \) values. This indicates that, although the absolute magnitude of each Shapley value may not be entirely accurate, the ranking of the features according to their importance is accurately estimated in most cases.

Table 2 shows the runtime required for each method to generate Shapley values on 1000 instances. We see that the inference time for PDD-SHAP is orders of magnitude lower than the runtime for the existing methods. In many cases even the runtime for training the surrogate model and inference combined is still significantly lower than the runtime for the existing methods.

Table 1: Overview of the datasets.

| Name       | Type         | #features | #samples |
|------------|--------------|-----------|----------|
| Adult      | Classification | 15        | 48842    |
| Credit     | Classification | 20        | 1000     |
| Superconduct | Regression   | 82        | 21263    |
| Housing    | Regression    | 10        | 20640    |
| Abalone    | Classification | 9         | 4177     |

7 Conclusion and future work

In this work, we introduce PDD-SHAP, a model-agnostic approach to approximating Shapley value explanations using a surrogate functional decomposition

---

\(^2\) [https://github.com/slundberg/shap](https://github.com/slundberg/shap)
Fig. 1: Accuracy of PDD-SHAP in terms of $R^2$. Y-axis shows $R^2$ value between PDD-SHAP and feature subset sampling, X-axis shows the value for $k$ (the maximal order of interaction in PDD-SHAP).

Table 2: Runtime for PDD-SHAP vs. subset sampling, antithetic sampling and KernelSHAP for 1000 explanations, with a background dataset of 100 instances. The rightmost columns correspond to PDD-SHAP for varying values of $k$. Times are given as (train) + (inference). Results are indicated in bold where the sum of training and inference time for PDD-SHAP is lower than the runtime of all 3 alternatives.

| Dataset   | Subset sampling | Antithetic sampling | KernelSHAP | PDD-SHAP (train time + inference time) |
|-----------|-----------------|---------------------|------------|---------------------------------------|
|           |                 |                     |            | $k = 1$ | $k = 2$ | $k = 3$ | $k = 4$ |
| Adult     | 103.90          | 67.44               | 1060.78    | 0.85 + 0.01 | 6.15 + 0.02 | 27.33 + 0.10 | 84.29 + 0.28 |
| Credit    | 112.16          | 73.09               | 1125.11    | 1.31 + 0.01 | 12.42 + 0.04 | 77.96 + 0.22 | 370.31 + 1.06 |
| Superconduct | 308.30       | 97.42               | 2141.26    | 2.98 + 0.01 | 120.09 + 0.18 | N/A | N/A |
| Housing   | 68.05           | 89.25               | 239.31     | 0.43 + 0.01 | 1.64 + 0.01 | 4.14 + 0.02 | 8.03 + 0.03 |
| Abalone   | 108.66          | 230.72              | 169.25     | 1.08 + 0.01 | 4.63 + 0.02 | 11.61 + 0.03 | 18.80 + 0.05 |
Fig. 2: Accuracy of PDD-SHAP in terms of Spearman rank correlation. Y-axis shows the spearman correlation $\rho$ between PDD-SHAP and feature subset sampling. X-axis shows the value for $k$ (the maximal order of interaction in PDD-SHAP).
model. We test our approach on a selection of datasets, and show that the approximations are accurate, while the amortized cost of computation is orders of magnitude lower than other model-agnostic alternatives. While these results are already promising, there are still many possibilities to improve the speed and accuracy of the algorithm. Some approaches that we intend to explore include a more intelligent selection of higher-order effects in the ANOVA model, Monte Carlo integration techniques for the estimation of partial dependence, and more efficient background distribution sampling.
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