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Abstract

Conversational dialogue systems (CDSs) are hard to evaluate due to the complexity of natural language. Automatic evaluation of dialogues often shows insufficient correlation with human judgements. Human evaluation is reliable but labor-intensive. We introduce a human-machine collaborative framework, HMCEval, that can guarantee reliability of the evaluation outcomes with reduced human effort. HMCEval casts dialogue evaluation as a sample assignment problem, where we need to decide to assign a sample to a human or a machine for evaluation. HMCEval includes a model confidence estimation module to estimate the confidence of the predicted sample assignment, and a human effort estimation module to estimate the human effort should the sample be assigned to human evaluation, as well as a sample assignment execution module that finds the optimum assignment solution based on the estimated confidence and effort. We assess the performance of HMCEval on the task of evaluating malevolence in dialogues. The experimental results show that HMCEval achieves around 99% evaluation accuracy with half of the human effort spared, showing that HMCEval provides reliable evaluation outcomes while reducing human effort by a large amount.

1 Introduction

Conversational dialogue systems (CDSs) are often trained to generate responses given unstructured, open-domain dialogues. Evaluation of CDS responses has drawn broad attention due to its crucial role for CDS development (Deriu et al., 2020). Broadly speaking, there are two approaches to perform dialogue evaluation: automatic evaluation and human judgements (Finch and Choi, 2020). Automatic evaluation metrics such as appropriateness (Lowe et al., 2017), engagement (Zhang et al., 2020), are efficient but have low agreement with human judgements due to the diversity of responses (Liu et al., 2016), especially for word-overlap based metrics, such as BLEU (Papineni et al., 2002) and ROUGE (Lin and Hovy, 2002). More recently, training based methods, e.g., ADEM (Lowe et al., 2017), RUBER (Tao et al., 2018) and contextualized methods, e.g. BERT-based RUBER (Ghazarian et al., 2019), have been shown to have better agreement with human judgements. However, these methods are still not reliable enough: the Pearson correlation with human judgments is 0.44 for appropriateness (Lowe et al., 2017) and 0.55 for relevance (Ghazarian et al., 2019). To guarantee reliability of evaluation outcomes, our current best practice is to use human judgements. In terms of most evaluation aspects, e.g., appropriateness (Young et al., 2018), coherence (Ram et al., 2018) and empathy (Rashkin et al., 2019), human judgements simply show the highest reliability. Obviously, human judgments are more labor-intensive than automatic evaluation (Deriu et al., 2020).

The flaws of automatic evaluation and the lack of speed and scalability of human evaluation limits the speed at which the community can develop more intelligent CDSs. For example, as part of the daily research and development cycle of CDSs, we need to change the model design and retrain the model multiple times, on a daily or even hourly basis. Even if there is a minor change, we need to verify its performance again each time. For another example, CDS leaderboards are very popular recently as a means to provide platforms for fair comparison (Hou et al., 2019). There are usually dozens of models to evaluate, and new models are introduced everyday. Practical scenarios like the above two call for dialogue evaluation methods that are both reliable and efficient.

In this paper, we propose the human-machine...
Figure 1: Human-machine collaborative evaluation (HMCEval) framework. \( R_1, \ldots, R_N \) are the generated response samples to be evaluated. \( R \) and \( E \) are reliability and efficiency, respectively.

collaborative evaluation (HMCEval) framework for dialogue evaluation with the aim of balancing reliability and efficiency. HMCEval formulates the dialogue evaluation task as a sample assignment problem, i.e., if the machine can provide accurate outcomes, most evaluation samples should be assigned to the machine; otherwise, we should assign more samples to human evaluators. As shown in Figure 1, automatic evaluation has low reliability although the efficiency is high; human judgement has high reliability but it is labor-intensive; HMCEval beats the previous two methods in balancing reliability and efficiency. Finding a good balance between reliability and efficiency is non-trivial as the two desiderata are often in conflict with each other. Usually, reliability is improved at the expense of efficiency (Chaganty et al., 2018).

There are three main modules in human-machine collaborative evaluation (HMCEval), namely the model confidence estimation (MCE) module, the human effort estimation (HEE) module, and the sample assignment execution (SAE) module. First, the MCE module measures the confidence of predicted evaluation for each dialogue response based sample. Our implementation of MCE is based on three estimation methods, namely, BERT based maximum class probability (MCP), trust score (TS) (Jiang et al., 2018), and true class probability (TCP) (Corbière et al., 2019). TS and TCP have originally been introduced for images; we add a BERT layer to expand it to dialogues. Second, the HEE module estimates the effort. Our implementation is based on annotation time cost prediction by dialogue-related and worker-related features. Third, the SAE module decides whether a dialogue response sample should be assigned to a human or a machine for evaluation by maximizing the confidence and minimizing the (human) effort. We implement the module by integer linear programming (ILP).

We demonstrate the effectiveness of HMCEval on dialogue malevolence evaluation (Zhang et al., 2021). The main reason we choose this particular task is that dialogue malevolence is highly related to social good (Xu et al., 2020; Shi et al., 2020), which is of vital importance for CDSs, but it is hard to evaluate because of the need of deep semantic understanding (Das et al., 2020). We carry out experiments on the recently introduced malevolent dialogue response detection and classifying (MDRDC) dataset (Zhang et al., 2021). Our results show that the proposed HMCEval framework significantly surpasses machine evaluation and human judgement in terms of balancing reliability and effort. HMCEval achieves around 99% evaluation accuracy (compared to human evaluation) with as much as half of the human effort saved. The results demonstrate that HMCEval can be used for reliable and efficient evaluation of CDSs since the accuracy is high and the effort is significantly reduced compared to fully human evaluation.

2 Related Work

2.1 Evaluation of CDSs

Automatic evaluation for CDSs includes untrained methods and learning based methods. Early untrained methods, such as perplexity (Chen et al., 1998), and quality metrics BLEU (Papineni et al., 2002) and ROUGE (Lin and Hovy, 2002) are widely used for CDS but the aspects they evaluate are limited. Recent work based on word embeddings cover more aspects, such as distinct-n for diversity (Li et al., 2016) or average word embedding similarity for coherence (Luo et al., 2018). Most untrained methods have low agreement with human judgements (Liu et al., 2016) because machine responses are highly diversified, although a few metrics have sufficient agreement with human, i.e., a Pearson correlation of 0.69 for coherence (Luo et al., 2018).

To address the problem of low agreement with human judgements, learning based methods have been developed (Novikova et al., 2017; Tao et al., 2018). Lowe et al. (2017) propose ADEM to evaluate the appropriateness of responses. Tao et al. (2018) propose RUBER, which shows better agreement with human judgements than ADEM. RUBER is designed for relevance and similarity by blending relevance between the generated response with human ground truth and context. Several methods utilize pretrained language models such as BERT for automatic evaluation. Ghazarian et al.
(2019) propose contextualized RUBER, which outperforms RUBER. Similarly, a predictive engagement metric is built by utilizing user engagement score (Ghazarian et al., 2020); quality is evaluated by transformer based language models without reference response (Nedelchev et al., 2020). The above methods cover more aspects and integrate linguistic features (Tao et al., 2018), thus the agreement with human judgement is higher than most word-overlap based methods. However, for most of the metrics, the model performance still has space to improve, for instance, the accuracy of engagement is 0.76 (Ghazarian et al., 2020). Our proposed HMCEval framework could be applied to these metrics and improve general evaluation reliability with an acceptable amount of human effort.

Human judgement is applied in common evaluation aspects including fluency, consistence, relevance, appropriateness, coherence, quality for CDSs (Finch and Choi, 2020). It is reliable, yet expensive and time intensive, especially for large scale evaluation (Hou et al., 2019). In order to guarantee reliability, agreement among different workers is needed, which makes the high effort problem more severe (Das et al., 2020).

Unlike the methods listed above, the HMCEval framework specifically aims to balance reliability and human effort for the evaluation of CDSs.

2.2 Human-machine collaboration

Human-machine collaboration hybridizes machine prediction and human judgements. Previous research mostly focuses on using human judgments to help label the low reliability samples (Callaghan et al., 2018; Kyono et al., 2018; Gates et al., 2020). Earlier research gives human the output of an automatic model and lets human decide whether the model prediction is reliable (Lasecki et al., 2012). However, people tend to ignore the predictions of a model if it makes mistakes (Dietvorst et al., 2015) since they are not tolerant to model mistakes. In such cases, predictive results are not fully utilized and human effort increases. At the same time, there is a possibility that human annotators mistakenly follow the outputs of a model with errors (Cummings, 2004). Both situations lead to failure of human-machine collaboration.

The core problem is to determine when a human annotator should trust a model. Confidence estimation for a model’s prediction has been proposed to help improve overall accuracy, correctness etc. for human-machine collaboration. Callaghan et al. (2018) develop a hybrid cardiogram classification human-machine collaborative (HMC) framework, which achieves better performance than a classifier by itself and uses less expert resources compared to expert classification by itself. Kyono et al. (2018) develop a Man and Machine Mammography Oracle that improves overall breast cancer diagnostic accuracy, while reducing the number of radiologist readings. Gates et al. (2020) use Abstrackr based a HMC screening method to screen relevant title and abstract for paper reviews, which could save time of reviewers and have little risk of missing relevant records. However, the above methods select the top-k most unreliable samples and do not consider effort division between human and machine. Chaganty et al. (2018) are the first to combine machine and human evaluation to obtain a reliable estimate at lower cost than human alone on summarizing and open-source question answering, with cost reduction only 7–13%. Ravindranath et al. (2020) build a highly cost-efficient face recognition HMC framework that outperforms both a machine-based method and a fully manual method, with both reliability and effort considered. However, the methods introduced previously are not suitable for HMC evaluation for dialogue because of focusing on non-dialogue tasks, low cost reduction, or not considering both reliability and effort.

Our proposed framework is purpose-built for dialogue evaluation. It leverages both human judgement and machine prediction by assigning low confidence machine-generated samples to human workers, while minimizing overall human effort.

3 Methodology

3.1 Overview

Suppose we have a set of $M$ samples $\{(C_i, \hat{x}_i)\}_{i=1}^{M}$ to be evaluated. Here, $C_i$ is the dialogue context and $\hat{x}_i$ is a response generated by a CDS model $f_g(C) \rightarrow \hat{x}$. Below, we propose a method to achieve reliable and efficient evaluation of the $M$ samples under the constraint that a human can annotate at most $N \ll M$ samples. We propose the human-machine collaborative evaluation (HMCEval) framework to solve this task. HMCEval is divided into three modules: sample assignment execution (SAE), model confidence estimation (MCE) and human effort estimation (HEE).
3.2 SAE module

The optimization problem of assigning \( M \) samples to a human or machine can be solved by tractable integer linear programming, which is NP-complete (Papadimitriou and Steiglitz, 1998). First, we introduce the decision variable \( z_i \) to denote the sample assignment to a human or machine:

\[
z_i = \begin{cases} 
0, & \text{sample } i \text{ is assigned to a human;} \\
1, & \text{sample } i \text{ is assigned to machine.}
\end{cases}
\]

Second, we define two ILP objectives that try to maximize the overall confidence and minimize the overall effort, respectively:

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{M} \hat{a}_i z_i + \sum_{i=1}^{M} b_i (1 - z_i), \\
\text{min} & \quad \sum_{i=1}^{M} k_i z_i + \sum_{i=1}^{M} \hat{l}_i (1 - z_i),
\end{align*}
\]

where (a) \( M \) is the total number of samples to evaluate generated by the generation model \( f_g(C) \rightarrow \hat{x} \); (b) \( \hat{a}_i \in [0, 1] \) is the model confidence for evaluating sample \( i \); (c) \( b_i \) is the human confidence for evaluating sample \( i \); (d) \( k_i \) is the machine effort for evaluating sample \( i \); and (e) \( \hat{l}_i \in [0, 1] \) is the human effort for evaluating sample \( i \).

We use the weighted sum method (Marler and Arora, 2010) to solve Eq. 2 so as to get the optimal \( z_i \). The objective function in Eq. 2 is transformed into:

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{M} \hat{a}_i z_i + \sum_{i=1}^{M} b_i (1 - z_i) - \\
& \quad \lambda \left( \sum_{i=1}^{M} k_i z_i + \sum_{i=1}^{M} \hat{l}_i (1 - z_i) \right), \\
\text{subject to} & \quad \sum_{i=1}^{M} z_i \geq M - N \\
& \quad b_i = 1 \text{ for } i = 1, \ldots, M \\
& \quad k_i = 0 \text{ for } i = 1, \ldots, M \\
& \quad \lambda \geq 0.
\end{align*}
\]

The constraints are motivated as follows: (a) the number of samples assigned to a human is less than or equal to \( N \); (b) human confidence is assumed to be 1; (c) machine effort is assumed to be 0; and (d) \( \lambda \) is greater than 0. \( N \) and \( \lambda \) are two parameters that we use to balance reliability and effort; \( \lambda \) is a trade-off parameter that controls the contribution of two objectives to the overall objective, as shown in Eq. 3; and \( N \) controls the total samples assigned to a human. As \( N \) gets larger or \( \lambda \) gets smaller, the overall evaluation is more reliable but needs more human effort. As \( N \) gets smaller or \( \lambda \) gets larger, the overall evaluation costs less human effort but gets less reliability.

3.3 MCE module

Given a machine evaluation model (usually a classification model (De Mattei et al., 2020)) \( f_c(C, \hat{x}) \rightarrow \hat{y} \), where \( \hat{y} \) is the evaluation result (usually a category, e.g., malevolence or non-malevolence), the MCE module aims to recognize how confident the evaluation \( \hat{y} \) is. In this work, we investigate three confidence estimation methods, namely maximum class probability (MCP), trust score (TS) and true class probability (TCP).

MCP is a basic method that directly uses the classification probabilities to measure the confidence. Based on the dataset \( \{(C_j', x_j), y_j\}_{j=1}^Q \), we build a BERT-based classifier as a machine evaluation model \( f_c \). MCP is the softmax probability of the evaluation result \( \hat{y} \). Formally, \( MCP(C', x) = P(Y = \hat{y}|w, C', x) \).

TS is a confidence measurement that estimates whether the predicted category of a test sample by a classifier can be trusted. It is calculated as the ratio between the Hausdorff distance from the sample to the non-predicted and the predicted categories (Jiang et al., 2018). First, the training data is processed to find k-NN radius \( \tilde{H}_j^c \) for every class \( j \), which is the high density set of the predicted category. The estimated TS value is the ratio between the Hausdorff distance from the sample to the non-predicted and the predicted categories. The estimated TS is normalized within 0 and 1 by min-max normalization.

As for TCP, the estimation is obtained by a learning-based method. Similar to TS, the original confidence network for TCP estimation is also built for images (Corbière et al., 2019). We expand it into a BERT-based confidence network for CDSs. The TCP estimation part \( f_{conf} \)
is based on the BERT-classifier \( f_c \). Formally, \( f_{conl}(C, \hat{x}, f_c, f_g) \rightarrow \hat{a} \in [0, 1] \), where \( f_g \) is the generation model. We pass the features from the BERT layer of \( f_c \) and feed them into a confidence network implemented by a succession of dense layers with a sigmoid activation to get the confidence scalar.

We define an MSE loss to train TCP: \( L_{conl} = \frac{1}{Q} \sum_{i=1}^{Q} (\hat{a}(C', x, i, \theta) - a^*(C', x, i, y^*_i))^2 \), where \( a^*(C', x, i, y^*_i) \) is the target confidence value. During inference, the ground truth TCP score is calculated based on the BERT-based classifier: \( TCP(C', x, y^*) = P(Y = y^* | w, C', x) \), where \( y^* \) is the true category.

### 3.4 HEE module

The HEE module is designed for estimating the human effort \( \hat{e} \). In this work, we use time cost, i.e., the time spent for each annotation, to represent human effort. We implement the time cost estimation model \( f_t \) with random forest regression (Liaw et al., 2002): \( f_t(h(C, \hat{x})) \rightarrow \hat{l} \in [0, 1] \), \( h \) is the feature extraction function.

There are two groups of features, namely dialogue related features and worker related features; see Table 5. The dialogue related features are: (a) ‘total turns’: total number of turns in a dialogue; (b) ‘malevolent turns’: total number of malevolent turns in a dialogue; for prediction, we use the BERT-classifier results; (c) ‘non-malevolent turns’: total number of non-malevolent turns in a dialogue; for prediction, we use the BERT-classifier results. (d) ‘first submission or not’: if this is the first time the worker does this task, the value is 1, else 0; (e) ‘paraphrased turns’: some turns are paraphrased; we calculate the total number of such turns; (f) ‘total length’: total number of tokens in the dialogue; (g) ‘FK score’: the result of a readability test, based on (Kincaid et al., 1975); (h) ‘DC score’: the result of a readability test, based on (Dale and Chall, 1948); (i) ‘contains malevolent turn or not’: if the dialogue contains a malevolent turn, the value is 1, else 0; and (j) ‘perplexity score’: we use BERT as a language model to calculate the perplexity (Gamon et al., 2005). The worker related features are: (a) ‘worker test score’: this is based on a test designed to test workers’ ability to annotate the dialogue according to the gold standard annotation (Zhang et al., 2021); and (b) ‘approval rate ranking’: we rank workers by their lifetime approval rate in ascending order, and use the index; lower approval rate workers (i.e., with a smaller index) usually spend less time on annotations.

To train the time cost estimation model \( f_t \), we need the annotation time spent on each response. However, for each individual response, the time spent is relatively short; as a consequence, the influence of noise such as attention, click time, may be relatively large and make the data unreliable as training data. Therefore, we use the annotation time spent on each dialogue instead of each response as time cost target, and it is normalized within 0 and 1 using min-max normalization. For the SAE module and effort assessment, we use the average time per turn of each dialogue as the time cost \( \hat{l} \) for each response. In addition, there are multiple human annotator submissions for inter-annotator agreement; we filter out the data points that disagree with the agreed annotation; then we choose the data point with a higher annotator test score; if the test scores are same, we randomly choose one.

### 4 Experimental Setup

#### 4.1 Dataset

We carry out experiments on the MDRDC dataset which is initially built for malevolent dialogue detection and classification (Zhang et al., 2021). The dataset consists of 6,000 dialogues, with 21,081 non-malevolent utterances and 10,299 malevolent utterances. The dataset also includes MTurk information, e.g., the time spent on each annotation. We follow the original paper to split the dataset into train, validation and test with a ratio of 7:1:2.

#### 4.2 Implementation details

In terms of the responses by the generation model \( f_g \), in our implementation, we use the original responses by a human for evaluation. The MCE module is implemented by a BERT-based classifier and a BERT-based confidence network. First, for the BERT-based classifier, we add a softmax layer on top of the '[CLS]' token. It is fine-tuned with 4 epochs since it is already pretrained on a large dataset. The vocabulary size is 30,522. Dialogue context and the current response are concatenated with the '[SEP]' delimiter. We consider the previous three dialogue utterances (if any) as context. We set the max sequence length to 128, the batch size to 64, the dropout ratio to 0.1, and the learning rate is 5e-5. Second, the BERT-based confidence network is attached to a BERT-classifier. It is composed of 5 dense layers, following previous work (Corbière et al., 2019). As for max sequence
length, batch size, dropout ratio, and learning rate, these are the same as for the classifier. The confidence network is trained with a maximum of 30 epochs, with early stopping if the validation loss does not improve for 10 epochs. The HEE module is implemented by a random forest regression model; the max number of estimators in this study is 100; only the features related to time cost are selected for annotation time cost prediction, with a maximum feature size of 10. We use the MIP package to implement ILP for the SAE module\(^1\) with the Coin-or branch-and-cut solver (Mitchell, 2002). The search stops when it reaches a feasible solution. All the neural models are trained on GeForce GTX TitanX GPUs.

4.3 Metrics
We use reliability metrics and effort metrics to assess overall performance. The reliability metrics are precision, recall, F1-score, and accuracy. We calculate the macro score of precision, recall and F1 as the categories are imbalanced (Hossin and Sulaiman, 2015). The effort metrics include human ratio and time cost. Human ratio is the ratio of samples assigned to a human. Time cost is the total time required for a human to annotate the samples. We use AUC, and top-k accuracy to assess the different MCE implementations (Ouni et al., 2017). We rank the confidence in descending order and calculate the accuracy at top-50%. Top-50% accuracy measures how well the MCE predictions work for the top-50% most confident samples. We use mean square error (MSE), root mean square error (RMSE), mean absolute error (MAE) and \( R^2 \) to assess the HEE module. MSE, RMSE, MAE are calculated between the predicted time cost and real time cost. We also use the Pearson and Spearman correlation scores to analyze the correlation between features and real time cost.

5 Results and Analysis
5.1 Reliability and efficiency
To determine how HMCEval compares to human evaluation and machine evaluation in balancing reliability and efficiency, we report the results in Table 1. HMCEval outperforms both human and machine evaluation in balancing reliability and efficiency. More importantly, HMCEval, with half of the human effort spared, achieves reliability that is close to human reliability. First, compared to human evaluation, HMCEval arrives at 98.5% of human accuracy but the human effort decreases by 50.0%. This means that HMCEval is much more efficient than human evaluation, while the reliability is close to human. Second, compared to machine evaluation, the precision, recall, F1-score and accuracy of HMCEval increase by 20.2%, 21.5%, 21.0%, and 14.3%, respectively. This means that HMCEval has higher reliability than machine evaluation. In sum, therefore, HMCEval surpasses both human and machine evaluation in balancing reliability and efficiency.

5.2 Influence of \( N \) and \( \lambda \)
To investigate how \( N \) and \( \lambda \), two parameters for the SAE module that balance the reliability and effort, influence the performance of HMCEval, we first fix \( \lambda \) and vary \( N/M \) from 0 to 1 with a step size of 0.05, where \( M \) is the total number of samples to evaluate. Then, we fix \( N \) and vary \( \lambda \) from 0 to 45 with a step size of 0.1. The results are shown in Figure 2 and 3.

| Metric | Machine | Human | HMCEval |
|--------|---------|-------|---------|
| Reliability |
| Precision | 0.818 | 1 | 0.983 |
| Recall | 0.803 | 1 | 0.976 |
| F1-score | 0.810 | 1 | 0.980 |
| Accuracy | 0.862 | 1 | 0.985 |
| Efficiency |
| Human ratio | 0 | 1 | 0.500 |
| Time cost | 0 | 1 | 0.500 |

\(^1\)https://python-mip.com
limited return in terms of reliability.

**Influence of $\lambda$.** As $\lambda$ increases, HMCEval gets more efficient, while the reliability gets worse. As shown in Figure 3, when $\lambda$ increases, the human ratio stays at 0.5, and after a certain pivotal point, it decreases sharply. The time costs keep decreasing. The precision, recall, F1-score and accuracy decreases rapidly. With larger $\lambda$, the SAE objective puts a bigger emphasis on efficiency, so HMCEval gets more efficient but less reliable.

### 5.3 Module analysis

**Analysis of the SAE module.** By adjusting the $\lambda$ values, the SAE module can degenerate into a greedy algorithm (Gates et al., 2020). Table 2 shows the results with the human ratio set to a fixed value of $N/M$, i.e., 0.5. When $\lambda = 0$, the HEE module has no effect, so it has the worst efficiency and the best reliability. When $\lambda \to \infty$, i.e., 500, the MCE module contributes little to the objective, so it has the best efficiency but the worst reliability.

| Metric        | MCE    | MCE+HEE | HEE    |
|---------------|--------|---------|--------|
| Reliability   | 0.881  | 0.876   | 0.869  |
| Precision     | 0.989  | 0.983   | 0.985  |
| Recall        | 0.982  | 0.976   | 0.980  |
| F1-score      | 0.985  | 0.980   | 0.985  |
| Accuracy      | 0.989  | 0.985   | 0.906  |

**Efficiency**

| Human ratio | 0.500  | 0.500   | 0.500  |
| Time cost   | 0.650  | 0.500   | 0.135  |

Table 2: Analysis of the SAE module.

TS has the best accuracy. MCP has the best AUC score, which means for all the $M$ samples, MCP is the best. But the top-50% samples have more influence on the SAE module.

**Analysis of the MCE module.** For the MCE module, we analyze the effect of alternative implementations. As shown in Figure 4, TS outperforms MCP and TCP. Specifically, when the human ratio is fixed to 0.5, TS achieves the best accuracy for different time costs. This means that TS has better model confidence estimation for the samples with higher confidence. As shown in Table 3, for the top-50% samples ranked by model confidence, MCPs AUC score, which means for all the $M$ samples, MCP is the best. But the top-50% samples have more influence on the SAE module.

| Metric        | MCP    | TCP    | TS    |
|---------------|--------|--------|-------|
| AUC           | 0.828  | 0.825  | 0.825 |
| Accuracy (top-50%) | 0.977  | 0.975  | 0.978 |

Table 3: Confidence prediction results comparison of MCE methods.

**Analysis of the HEE module.** For the HEE module, we analyze the effect of different features. Adding worker related features helps to improve accuracy. As shown in Figure 5, SAE with both dialogue and worker related features has better accuracy than SAE with only dialogue related features when the human ratio is fixed to 0.5. Worker based features are useful for time cost estimation. This is confirmed by the results in Table 4. The results with both dialogue and worker related features are the best, with MSE, RMSE and MAE decreasing by 55.6%, 35.9%, 45.9%, and $R^2$ increasing by 76.2%. The HEE module is sufficient for time cost prediction since $R^2$ greater than 0.26 is sufficient for behavior related models (Cohen, 1988).

A correlation analysis between each feature and the real time cost is shown in Table 5. All the features, except perplexity, have significant Pearson or Spearman scores with the real time cost by workers. Most features show positive correlation. But two features, namely ‘non-malevolent turns’ and ‘FK
Figure 5: Feature analysis w.r.t. accuracy. (D: Dialogue related features, W: Worker related features.)

Table 4: Direct evaluation of the HEE module. (D: Dialogue related features, W: Worker related features.)

| Metric       | D    | D+W  |
|--------------|------|------|
| MSE          | 0.009| 0.004|
| RMSE         | 0.092| 0.059|
| MAE          | 0.061| 0.033|
| R2           | 0.433| 0.763|

score’ have a negative correlation with time cost: (a) non-malevolent responses are relatively easy to identify; and (b) a higher Flesch–Kincaid (FK) score means that the dialogue is easier to understand, which requires less time to annotate.

5.4 Performance at different turns
We analyze the effectiveness of HMCEval at different dialogue turns in Figure 6. As the dialogue evolves, HMCEval gets more reliable. It gets easier for the MCE module to detect malevolent responses with high confidence when more context information is available. The exception for turn seven and nine might due to the fact that the total number of utterances is small (less than 5% of the whole test set) and thus the results have high variance. The effort is not related to turn.

We also look into the 1.5% cases when HMCEval gives inaccurate evaluation, and some cases that require human judgement but are not assigned to a human. We find that these cases mostly have meaning extension, which means an extension of meaning of words with reference. For instance, ‘I’ve commit 8 treasonous acts today and they still haven’t put me in prison’, this is actually a non-malevolent joke. However, the MCE module classified it to be malevolent with high confidence.

6 Conclusion and Future Work
In this work, we have introduced a human-machine collaborative evaluation framework (HMCEval) for reliable and efficient CDS evaluation. Experiments on the task of evaluating malevolence in dialogue responses show that HMCEval can achieve around 99% reliability with half human effort spared. A limitation of HMCEval is that given 50% samples assigned to a human, 1.1–1.5% samples are evaluated inaccurately. This is due to contexts that consist of a small number of turns, or high confidence for some dialogues where language is used in a non-literal way. Although HMCEval could be generalized to several evaluation metrics of CDS, e.g., BERT-based RUBER and BERT-based engagement, for score-based metrics, suitable confidence estimation is required. In the future, we seek to improve the model confidence and human effort estimation by considering better neural architectures and more factors; we also plan to conduct a comprehensive and reliable analysis of the performance of current state-of-the-art CDS models by applying HMCEval to various evaluation aspects.
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APPENDICES

We present additional details for reproducibility to the appendices. Specifically, we include corresponding validation performance for the main result (Appendix A), average runtime of each module and detailed information of parameters (Appendix B).

A Reliability and Efficiency of HMCEval for Validation

As for validation performance, we report the validation results of comparing HMCEval to machine evaluation and human evaluation in balancing reliability and efficiency, as shown in Table 6. HMCEval surpasses both human and machine evaluation in balancing reliability and efficiency for validation. On the one hand, compared to human evaluation, HMCEval achieves 98.2% of human accuracy with 50% human effort spared. This suggests that for the validation set, HMCEval is efficient than human evaluation, while the reliability is close to human evaluation. On the other hand, compared to machine evaluation, the precision, recall, F1-score and accuracy of HMCEval increase by 21.5%, 22.8%, 22.0% and 15.3%, respectively. Moreover, the results of the validation set and the test set are similar. Compared to results of the test set, reliability results of the validation set is slightly lower, but the difference is less than 0.5%, as shown in Table 1 (presented in Section 5) and Table 6.

Table 6: Reliability and efficiency of HMCEval w.r.t. human and machine evaluation for validation ($N/M = 0.5$).

| Metric       | Machine | Human | HMCEval |
|--------------|---------|-------|---------|
| **Reliability** |         |       |         |
| Precision    | 0.806   | 1     | 0.979   |
| Recall       | 0.793   | 1     | 0.974   |
| F1-score     | 0.800   | 1     | 0.976   |
| Accuracy     | 0.852   | 1     | 0.982   |
| **Efficiency** |         |       |         |
| Human ratio  | 0       | 1     | 0.500   |
| Time cost    | 0       | 1     | 0.500   |

B Runtime and Parameters

In terms of average runtime, we have three modules. The time costs for all the modules are acceptable. The MCE module has the methods: MCP, TS and TCP. Their time costs are 0.5 hours, 0.1 hours, and 3.5 hours, respectively. The HEE module is implemented by random forest regression and the runtime is less than 10 minutes for 5-fold cross-validation. The SAE module is implemented by ILP and the runtime is around 2.5 hours.

In terms of parameters, the MCE module is neural network based. MCP and TS are estimated with the BERT-based classifier, which has 109.5 million parameters. TCP has an additional confidence network compared with MCP and TS. The confidence network part has 2.4 million parameters. The HEE module and the SAE module are not neural network based, we have included most of the information in the main manuscript. To add up, the SAE module is based on search. There are a total number of 10 thousand trials with different $N$ and $\lambda$ parameters. The best $N$ and $\lambda$ are chosen by reliability metrics and efficiency metrics. In Table 1 (presented in Section 5) and Table 6, we choose the final results with $\lambda = 4.6$ and $N = 0.5M$, where $M$ is the number of the total samples to be evaluated.