Abstract—The use of packaged libraries can significantly shorten the software development life cycle by improving the quality and readability of code. In this paper, we present a recommendation engine called Code Librarian for open source libraries. A candidate library package is recommended for a given context if; 1) it has been frequently used with the imported libraries in the program; 2) it has similar functionality to the imported libraries in the program; 3) it has similar functionality to the developer’s implementation, and 4) it can be used efficiently in the context of the provided code. We apply the state of the art CodeBERT-based model for analysing the context of the source code to deliver relevant library recommendations to users.
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I. INTRODUCTION

Reusing existing software libraries brings many benefits, including the acceleration of software development and an increase in the quality and readability of code. In this paper, we introduce Code Librarian, a software library recommendation system that uses machine learning techniques to suggest relevant open source libraries based on the context of the code already written by a developer [1], [2]. For Python developers there are more than 350,000 libraries [3] available on PyPi and new library packages are frequently added. In addition, there is rapid evolution of standard library practices across various tasks. For example, in the field of Natural Language Processing (NLP) the commonly used libraries quickly expanded from scikit-learn and genism to bertopic, top2vec, octis, based on recent advances in NLP. Librarian is an intelligent coding assistant that helps developers find and reuse quality code and components.

II. APPROACH AND METHODOLOGY

Figure 1 shows the approach: a) recommendation of complementary libraries by learning which libraries are used most frequently with those imported; b) recommendation of replaceable libraries that can replace functionally similar code.

A. Complementary library recommendation

Learning embeddings for library packages: To discover complementary libraries we learnt a contextual embedding of libraries based on their co-occurrence in the same scripts. We followed [4] for learning the vector representation of library packages in which a skip-gram model [5] is used to learn embeddings for libraries based on their usage context. A pair of imported libraries are deemed a positive example when the target library co-occurred with the context library within a file of at least one project. A negative pair are libraries that were rarely imported together in any source file of any project in the dataset. Cosine similarity between the embeddings is used to find very similar, and therefore, complimentary libraries.

Out of sample extension: For new library packages not included in the training data, rather than re-train the model, an embedding of the new package is learnt by projecting it into the latent space. The new embedding can be calculated by the weighted average of $N$ co-occurring packages in the same file, with the weight representing the number of times the pair appeared together: $\sum_{i=1}^{N} w_i P_i$, where weights $w_i$ is the number of times the unseen library co-occurred with library $P_i$

B. Alternative library recommendation

Understanding the topic and functionality of source code assists with the selection of relevant libraries. We leverage CodeBERT [6] to learn the contextual representation of the code and capture the semantic connection between natural language and programming language. CodeBERT is applied to generate a text description of each function or Jupyter notebook cell for IPython notebook files. We concatenate the text descriptions and use those as a query. The query is used to retrieve matching libraries based on their description using a vector-space retrieval method (bag-of-words, TF-IDF).

C. Deployment of Librarian

We developed a demo shown in Figure 2. CodeBERT was packaged and deployed on AWS Sagemaker, while the main application was deployed as a service on a Kubernetes cluster. The user receives library recommendations after uploading a Jupyter notebook file. For a more seamless user experience we built a Jupyter notebook extension which subscribes to cell change events and recommends libraries in real time. On every cell update event, the current notebook sourcecode is sent to a CodeBERT model for inference and the results are shown in a sub-panel (Figure 3).

III. EXPERIMENTAL RESULTS

The proposed system has been evaluated on 375,128 publicly available Python files from GitHub, and on 11,893 files from a proprietary repository.

Complementary library recommendation: To evaluate complementary library recommendation, we randomly remove one
of the imported libraries from the Python file, and use the remainder to predict the removed library. Top-5 and top-10 accuracy are reported. As summarised in Table I, similar performance is achieved for both public available repository and the proprietary repository.

**Alternative library recommendation:** To evaluate alternative library recommendation, we create two types of truth labels. For internal data, hard labels are created by manually annotating the expected libraries based on the functionality of the code. The ground truth libraries were annotated by a group of data scientists across 97 python scripts. Due to the manually intensive labelling process, we introduce soft labels for which the docstrings in the file are used as ground truth description. The same information retrieval algorithm is applied to obtain a list of ground truth libraries for evaluation. Both hard and soft labels are applied to internal repositories, but only soft labels are applied to public repositories. Results are shown in Table II.

**User Evaluation:** A trial was conducted with a team of data scientists, all permanent employees of JP Morgan Chase who had on average 2.5 years of experience. For each recommended library a user gives feedback by choosing from one of three options; 1) Yes: the recommendation is useful and you are willing to use the recommended library, 2) Relevant but not required: the recommendation is relevant, but you might not want to switch to it; 3) Not relevant: recommendation is not relevant. Table III shows the percentage of each options in the internal trial. Overall an encouraging 31% of users reported the recommended libraries are “useful and willing to use”, 51% reported as “relevant but may not want to switch to”, and 11% reported as “not relevant”.

**IV. THREATS TO VALIDITY**

The user study focused on one particular team within JP Morgan Chase. While a good indicator of the usefulness of
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**TABLE I:** Complementary library prediction results.

|          | Public | Internal |
|----------|--------|----------|
| Top-5    | 47.02  | 42.96    |
| Top-10   | 60.67  | 59.88    |

**TABLE II:** Alternative library prediction results.

| Library Type | Complementary Library | Alternative Library |
|--------------|------------------------|----------------------|
| Yes          | 44%                    | 27%                  |
| Relevant     | 41%                    | 57%                  |
| Not relevant | 12%                    | 11%                  |

**TABLE III:** JP Morgan Chase internal trial results.

Librarian, we would suggest an expansion of the study to more groups. Additionally the library recommendation should take into account other factors such as vulnerabilities, overhead, abilities etc, which were not considered here. Finally, the study has initially focused on Python which is popular with data scientists, with future work expanding application to other languages.

**V. CONCLUSION**

We present a recommender system ("Code Librarian") that suggests relevant libraries based on the code that a developer has written. Our results demonstrate the potential of Librarian in accelerating software development and encouraging code reuse. Our study opens up many avenues for future work, and we intend to begin by tackling the tasks outlined in Section IV.
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Fig. 2: Streamlit demo: User uploads a notebook file leveraging streamlit frontend and obtains the library recommendations on the same page.

Fig. 3: System listens to the cell update events and displays library recommendations in a sub-panel shown on the right side.