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Abstract—This work presents a novel target-free extrinsic calibration algorithm for a 3D Lidar and an IMU pair using an Extended Kalman Filter (EKF) which exploits the motion based calibration constraint for state update. The steps include, data collection by motion excitation of the Lidar Inertial Sensor suite along all degrees of freedom, determination of the inter sensor rotation by using rotational component of the aforementioned motion based calibration constraint in a least squares optimization framework, and finally, the determination of inter sensor translation using the motion based calibration constraint for state update in an Extended Kalman Filter (EKF) framework. We experimentally validate our method using data collected in our lab and open-source (https://github.com/unmannedlab/imu_lidar_calibration) our contribution for the robotics research community.
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I. INTRODUCTION

3D-Lidars and IMUs are ubiquitous to autonomous robots. 3D-Lidars provide a 3D point cloud of the area that the robot operates in and are not affected by illumination. This has proved the usage of Lidars beneficial in several robotic applications. However, owing to the spinning nature of the sensor and the sequential manner in which they produce measurements, Lidars suffer from significant motion distortion when a robot exhibits dynamic maneuvers. The motion distortion can be seen in highway operating speeds for self driving cars and also in other robotic applications like autonomous flight and off-road robotics. Motion distorted scans deteriorate the result of Lidar Odometry/Simultaneous Localization & Mapping (SLAM) algorithms.

Inertial Measurement Units (IMUs) can be used to mitigate the effect of motion on spinning Lidars. IMUs measure linear acceleration and angular velocity at frequencies higher than the spinning rate of a Lidar. State of the art Lidar Odometry/SLAM algorithms use IMUs to correct motion distortion (also called deskewing) in Lidar scans and produce better estimates of the robot’s position and the surrounding map. In order to use the IMU’s measurements, these algorithms require that the spatial separation or the extrinsic calibration between the IMU and Lidar be known a-priori, such that data from both these sensors can be expressed in a common frame of reference. In robotics labs where researchers generally assemble sensor suites using products procured from different sources, the extrinsic calibration between a Lidar and an IMU is usually unknown. Therefore, it is important to estimate the extrinsic calibration in order to use any Lidar Inertial Odometry or SLAM algorithm. Although IMUs operate at frequencies much higher than the spinning rate of Lidars, the number of times a Lidar fires a beam to acquire measurements during a 360° scan (viz. the firing rate) is significantly higher than the IMU frequency. This requires the use of interpolation/extrapolation techniques to match IMU rates to Lidar firing rates so that motion compensation can be done using IMU measurements. [1] uses Gaussian process regression, [2] uses continuous time splines, while we use a discrete time IMU state propagation model under an EKF framework to compensate for the effect of motion during the calibration process.

II. RELATED WORK

There are several published works on extrinsic calibration of 3D-Lidar camera systems (e.g. [3], [4], [5], [6]) and camera IMU systems (e.g. [7], [8], [9]) which do not depend on a third auxiliary sensor. There are numerous published works on 3D-Lidar IMU calibration as well viz. [10], [11], [12], [13], [1], [2]. However, among these, [10], [11], [12] are methods which use GPS/GNSS information for accurate pose estimation of the inertial sensor. Therefore, these approaches cannot be used when GPS is unavailable. [13] does camera IMU calibration first and then cross calibrates the visual inertial system with the Lidar. [1], [2] do not depend on auxiliary sensors for 3D-Lidar IMU extrinsic calibration, thus making them easier to use in cases when an auxiliary sensor is unavailable.

[1] uses Gaussian Process regression [14] to up-sample IMU measurements so that a corresponding IMU reading can be inferred for every Lidar firing time. Upsampling of IMU measurements helps remove motion distortion from Lidar scans which occurs during the data collection phase of Lidar IMU calibration. They use 3 orthogonal planes as a
calibration reference map/target and utilize the projection of each measured Lidar point on the corresponding plane as a geometrical constraint which requires the knowledge of the unknown extrinsic calibration parameters. They perform IMU-pre-integration [15] on the up-sampled IMU measurements and solve a non-linear batch estimation problem to determine the unknown extrinsic calibration parameters.

[2] on the other hand models the IMU state (pose, velocity, biases), instead of IMU measurements (like [1]), as a continuous time spline which can be differentiated and equated to IMU measurements. Modelling the IMU trajectory as a continuous time spline helps infer IMU pose at Lidar firing times. Unlike the previous method (i.e. [1]), this method exploits all the planes in the calibration environment and similar to the previous method this method also uses the projection of each measured Lidar point on the corresponding plane as a geometrical constraint which requires the knowledge of the unknown extrinsic calibration parameters. The geometrical constraint is squared and added to form a cost function which is minimized using the method of non-linear least squares. Although [2] does not use any calibration target, it nonetheless requires an environment which needs to have several well defined planar structures.

Our approach, which utilizes an Extended Kalman Filter (EKF) for 3D-Lidar IMU extrinsic calibration, draws inspiration from the camera IMU extrinsic calibration algorithm presented in [7]. In contrast to [7], we use a measurement model suitable for Lidar. In contrast to [1] and [2], which use Gaussian process regression and splines respectively, we use a discrete time IMU state propagation model (Equations 8-14) under an EKF framework to remove motion distortion in Lidar scans.

Extrinsic calibration is required to remove motion distortion and motion distortion occurs while collecting data to do extrinsic calibration. The EKF framework allows us to use the best available estimate of extrinsic calibration parameters to motion compensate the Lidar scans during the extrinsic calibration process. Our approach follows a predict (Section V-C.1) → deskew (Section V-C.2) → update (Section V-C.3) cycle, with a scan matching (Section V-C.3) technique which uses the deskewed scans to produce measurements for state/covariance update (Figure 4b) in order to do extrinsic calibration of a 3D-Lidar IMU system. We use the OpenVINS [16] framework to develop our calibration code.

III. CONTRIBUTIONS

The proposed approach does not require any calibration target (unlike [1]) or specific environmental features like planes (unlike both [1] and [2]) for doing extrinsic calibration of a 3D-Lidar and an IMU. Our 3D-Lidar IMU extrinsic calibration algorithm does not depend on usage of auxiliary pose sensors like GPS/GNSS or camera-inertial sensor suites, which [10], [11], [12], [13] do. Our method does not require any tape measured initialization of the calibration parameters (unlike [7]). We utilize a generic EKF for Visual Inertial Navigation presented in [16] and re-purpose it to incorporate the motion based calibration constraint utilized in [17] to formulate our own 3D-Lidar IMU extrinsic calibration algorithm. Finally, to the best of our knowledge, this contribution is the second open-sourced 3D-Lidar IMU calibration algorithm which does not depend on any auxiliary sensor, with [2] being the first.

IV. MOTION BASED EXTRINSIC CALIBRATION

The motion based constraint for corresponding sensor motion is given in Equation 1 and a schematic is shown in Figure 2. This constraint is similar to the standard Hand Eye Calibration [18] constraint commonly used in calibration of robotic manipulators and extended to calibration of multimodal mobile robotic sensors in [17]. In our scenario, $T_{L_{k-1}}^{I_{k-1}}$ is the motion between two Lidar scans which can be obtained by using any scan matching technique [19] and $T_{I_{k}}^{L_{k}}$ is the motion experienced by the IMU between the two scan instants. As the sensors are spatially separated from each other by a fixed rigid pose $T_{I}^{I}$ (the extrinsic calibration parameter), we obtain the constraint given in Equation 1:

$$T_{I}^{I_{k-1}}T_{L}^{I} = T_{L_{k-1}}^{I}T_{I_{k}}^{L_{k-1}}$$

Here, $T_{I}^{I_{k-1}} = \left[ \begin{array}{c} R_{I_{k-1}}^{I} & l_{k-1}p_{I_{k}} \\ 0 & 1 \end{array} \right]$ and $T_{L}^{I} = \left[ \begin{array}{c} R_{L}^{I} & l_{p_{L}} \\ 0 & 1 \end{array} \right]$. $R_{L_{k-1}}^{I} \in SO(3)$ is a rotation matrix and $l_{k-1}p_{I_{k}} \in \mathbb{R}^{3 \times 1}$ is a translation vector. We use the motion based constraint given by Equation 1 for estimating the inter sensor rotation $R_{L_{k-1}}^{I} \in SO(3)$ and translation $l_{p_{L}} \in \mathbb{R}^{3}$. Specifically, we utilize the rotation component of Equation 1 to initialize the inter sensor rotation and use this initialization to estimate the inter sensor translation using an Extended Kalman Filter based algorithm [7], [16].

V. PROBLEM FORMULATION

Our goal is to determine the spatial 6 DoF separation, viz. the extrinsic calibration $T_{L_{k}}^{I} \in SE(3)$ between a 3D-Lidar and an IMU (Figure 1). We divide the calibration process into three steps viz data collection (Section V-A), inter sensor rotation initialization (Section V-B, Figure 4a) and full extrinsic calibration (Section V-C, Figure 4b).

A. Data Collection

Data collection is an important step in any extrinsic calibration algorithm. Since our sensor suite involves an IMU, a proprioceptive sensor which can sense only motion, we
sufficiently excite all degrees of rotation and translation so that all the components of the extrinsic calibration parameter are completely observable. However, as remarked in [7] motion excitation along at least two degrees of rotational freedom is essential for observability. This is demonstrated in Section VII-E. Although [7] deals in Camera IMU calibration, the remark about observability will also extend to the 3D-Lidar IMU calibration problem because in both the cases the exteroceptive sensor (camera in [7] and Lidar in our case) is used as a pose sensor. The data collection XYZ trajectory is shown in Figure 3. For the purpose of notation, let us denote that we collect $M$ Lidar scans in the process of collecting data.

In order to obtain an estimate $\hat{R}_L^I$, Equation 4 needs to be minimized with respect to $R_L^I$ as shown in Equation 5. We use the Ceres [20] non linear least square solver to solve the optimization problem in Equation 5.

$$\hat{R}_L^I = \operatorname{argmin}_{R_L^I} P$$

In this step, the sensor rotations $R_{L_k}^{I_{k-1}}$ and $R_{L_{k-1}}^{I_{k-1}}$ used to estimate $R_L^I$ have certain shortcomings. First, $R_{L_k}^{I_{k-1}}$ is calculated by integrating the gyro measurements without taking the gyroscope bias into account and second, $R_{L_{k-1}}^{I_{k-1}}$ is obtained from NDT scan matching of Lidar scans which may have significant motion distortion due to the motion undertaken by the sensor suite during the data collection step (Section V-A). This step only provides an initial estimate of $R_L^I$ which is used for initializing the EKF based algorithm described in Section V-C.

C. Inter-sensor Translation Estimation: Full State Estimation using an Extended Kalman Filter

The estimation of inter sensor translation $^I p_L$ depends on IMU translation $^I_{k-1} p_L$ (Equation 1) which involves double integration of IMU accelerometer measurements, but performing double integration without the knowledge of biases will introduce significant errors. We use an Extended Kalman Filter (EKF) which, in addition to estimating $R_L^I$ & $^I p_L$, also estimates the accelerometer & gyro bias vectors, the pose & velocity of the IMU at the Lidar scan instants. The block diagram for the EKF approach is shown in Figure 4b. The states we will be estimating are:

$$\chi = \{X_L^G_{k=0:M-1}, T_L^I\}$$

Here $M$ is the number of scans. $X_L^G$ is the IMU state at scan timestamp $k$. Our EKF state vector has an evolving component and a static component. The evolving component is the IMU state at scan timestamp $k$:

$$\bar{X}_k^G = \{\bar{q}_G^k, \bar{v}_k^G, \bar{p}_{k}, \hat{b}_{G,k}, \hat{b}_{a,k}\}$$

$\bar{q}_G^k$ is the unit quaternion which encodes the IMU orientation such that the rotation matrix $R^G_\bar{q}$ is the IMU orientation with respect to the global frame $G$. $^G p_k$ & $^G v_k$ are IMU position and velocity vectors ($\in R^{3x1}$) respectively in frame $G$. $\hat{b}_{G,k}$ & $\hat{b}_{a,k}$ are the accelerometer and gyro bias vectors ($\in R^{3x1}$) respectively. The static component of the EKF state vector is the extrinsic calibration, parameterized as $T_L^I$. $T_L^I$ is formed by rotation matrix $R_L^I$ and translation vector $^I p_L$, however in the EKF formulation we parameterize the rotation $R_L^I$ as a unit quaternion $\bar{q}_L^G$.

1) State Propagation: We use the discrete time implementation given in [7], [16] to propagate the EKF state (Equations 8 - 14) from imu timestamp $i$ to $i+1$. The gyroscopes and accelerometer measurements $\omega_{m,i} \in R^{3x1}$ & $a_{m,i} \in R^{3x1}$ respectively, are assumed to be constant during the IMU sampling period $\Delta t$. In the following equations $g$
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Extended Kalman Filter for estimating both \( P \) to propagate the EKF state covariance \( i \) taking expected value, Equation 15 can be written as:

\[
\Phi(t_{i+1}, t_i) = \begin{bmatrix}
\hat{R}_{L_{i+1}} & 0 & -\hat{R}_{L_{i+1}}^T \hat{\theta} & \Delta t \\
-\frac{1}{2} \hat{R}_{L_{i+1}}^T \Delta t^2 & I_3 & 0 & 0 \\
-\hat{R}_{L_{i+1}}^T [\hat{a}_i \Delta t]_x & 0 & I_3 & 0 \\
0 & 0 & 0 & I_3 \\
\end{bmatrix}
\]

\[
Q_d = \begin{bmatrix}
0 & 0 & -\frac{1}{2} \hat{R}_{L_{i+1}}^T \Delta t^2 & 0 \\
0 & 0 & -\hat{R}_{L_{i+1}}^T \Delta t & 0 \\
0 & 0 & 0 & I_3 \\
0 & 0 & 0 & I_3 \\
\end{bmatrix}
\]

Here, \( \Phi(t_{i+1}, t_i) \) is the right Jacobian of \( \text{SO}(3) \) that maps the variation of rotation angle in the parameter vector space into variation in the tangent vector space to the manifold [22]. \( Q_d \) is the IMU noise covariance matrix which can be computed as done in [21] (Equations 129-130 & Equations 187-192). Computation of \( Q_d \) requires the knowledge of IMU intrinsic calibration parameters, viz. gyroscope/accelerometer noise densities and random walk (in-run biases), which can be looked up in the IMU data-sheet or determined using tools available online [3].

2) Deskewing Scan: The 3D Lidar sequentially produces point measurements using a rotating mechanism. When the Lidar moves, the raw scan produced by it suffers from motion distortion. The calibration data collection process (Section V-A) requires the sensor suite to exhibit motion excitation, which moves the points in a raw scan away from their true positions. In a Lidar scan, each 3D point is measured from a temporally unique frame and comes with a timestamp (which is somewhere between two adjacent scan timestamps). In order to address the problem of motion distortion, we need...
to predict the IMU pose at point timestamp. The IMU propagation model (Equation 8 - 14) is used for IMU pose prediction at point timestamp. Once we have an estimate of the IMU pose at point timestamp, we use the best known estimate of the extrinsic calibration parameter $T_L^1$ to infer the corresponding Lidar pose, which can be done by exploiting the motion constraint given in Equation 1. For example, consider a point $x_{k-1}^L$ in the $k$th scan bearing timestamp $k_i$. In order to deskew this point, we manipulate Equation 1 and use it to estimate Lidar motion $T_{L_k}^{L_{k-1}}$ between the scan timestamp $k$ and the point timestamp $k_i$ (Equation 18).

$$T_{L_k}^{L_{k-1}} = (T_L^1)^{-1}(T_G^{L_{k-1}})^{-1}T_G^1 T_L^1$$

$T_{L_k}^{L_{k-1}}$ calculated in Equation 18 is used to transform the point $x_{k-1}^L$ for obtaining a deskewed Lidar scan. Here, $T_L^1$ is the best known estimate of extrinsic calibration $T_L^1$ at that instant, $T_G^{L_{k-1}}$ is an estimate of IMU pose at scan timestamp $k$ and finally $T_G^1$ is the pose of the IMU at point timestamp $k_i$, obtained using the IMU state propagation model (Equation 8 - 14).

3) **NDT Scan Matching**: After we deskew the scan we use NDT scan matching [19] to generate Lidar motion estimates $T_{L_k}^{L_{k-1}}$ between consecutive deskewed Lidar scans $k-1$ and $k$. We use these Lidar motion estimates as measurement for the EKF state update.

4) **State Update**: The State Update module requires the knowledge of a measurement model, measurement residual and the measurement Jacobians with respect to the state variables. In this section we will present the measurement model and the measurement residual, but we will omit the derivation of measurement Jacobians in the interest of space. As described in the previous section, we use the result of NDT scan matching as measurement which is parameterized as $T_{L_k}^{L_{k-1}}$. We will use the motion constraint in Equation 1 to derive our measurement model. Manipulating Equation 1 gives us the measurement model (Equation 19):

$$T_{L_k}^{L_{k-1}} = (T_L^1)^{-1}(T_G^{L_{k-1}})^{-1}T_G^1 T_L^1$$

The LHS of Equation 19 is the measurement and the RHS is a function of state variables $T_L^1$, $T_G^{L_{k-1}}$, $T_G^1$. So, the measurement model (Equation 19) is in agreement with the standard form $z = h(x)$ used in EKF, where $z$ is the measurement and $h()$ is the measurement model which is a function of the state $x$. In our case, measurement $z = T_{L_k}^{L_{k-1}}$ & measurement model $h(x) = (T_L^1)^{-1}(T_G^{L_{k-1}})^{-1}T_G^1 T_L^1$ and state $x = \{T_G^{L_{k-1}}, T_G^1 \}$.

Here,

$$T_L^1 = \begin{bmatrix} R_L^1 \mid q_L^1 \end{bmatrix} p_L^1, \quad T_G^{L_{k-1}} = \begin{bmatrix} R_G^{L_{k-1}} \mid q_G^{L_{k-1}} \end{bmatrix} p_{G_{k-1}}^{L_{k-1}}$$

$$T_G^1 = \begin{bmatrix} R_G^1 \mid q_G^1 \end{bmatrix} p_{G_{k-1}}^1$$

Clearly $T_L^1$, $T_G^{L_{k-1}}$, $T_G^1$ depend on state variables.

Separating the rotation and translation components of Equation 19 we obtain.

$$R_{L_k}^{L_{k-1}} = R_L^1 (T_G^{L_{k-1}} q_G^{L_{k-1}} R_G^1 q_G^1) R_L^1$$

$$L_{k-1} - p_{L_k} = R_G^{L_{k-1}} \left[ (R_G^{L_{k-1}} R_G^1 - I) p_L + R_G^{L_{k-1}} q_G (p_G^{L_{k-1}} - p_{L_{k-1}}) \right]$$

The measurement model calculated at state estimates gives us the predicted rotation and translation measurement, viz. $R_{L_k}^{L_{k-1}}$ and $L_{k-1} - p_{L_k}$ respectively. The difference between the true measurements and predicted measurements gives us the measurement residual $r_k$ required for state update (Equation 21).

$$r_k = \log (R_{L_k}^{L_{k-1}} (R_{L_k}^{L_{k-1}})^T)$$

Here, $\log ()$ associates a matrix $R \in SO(3)$ to a vector $\in R^3$ (via a skew symmetric matrix). In addition to the measurement residual $r_k$, we also require the Jacobians of the measurement model with respect to the state variables in order to perform state and covariance update. The Jacobians (Equation 22) are evaluated at the best available estimate of the state variables $x = \{T_G^{L_{k-1}}, T_G^1, T_L^1 \}$.

$$H_{T_L^{L_{k}}}^{L_{k-1}} = \frac{\partial T_{L_k}^{L_{k-1}}}{\partial T_L^1} \bigg| \dot{z} = \{T_G^{L_{k-1}}, T_G^1, T_L^1 \}$$

$$H_{T_G^{L_{k}}}^{L_{k-1}} = \frac{\partial T_{L_k}^{L_{k-1}}}{\partial T_G^{L_{k-1}}} \bigg| \dot{z} = \{T_G^{L_{k-1}}, T_G^1, T_L^1 \}$$

$$H_{T_G^1}^{L_{k-1}} = \frac{\partial T_{L_k}^{L_{k-1}}}{\partial T_G^1} \bigg| \dot{z} = \{T_G^{L_{k-1}}, T_G^1, T_L^1 \}$$

These individual Jacobians are stacked together to form a consolidated Jacobian $H_k$ and used for state update when a measurement update is available. The state update equations are presented in Equations 23 - 25.

$$K_k = P_k^T H_k^T (H_k P_k H_k^T + R)^{-1}$$

$$\dot{X}_{G_{k+1}} = \dot{X}_{G_k}^L + K_k r_k$$

$$P_{k+1} = P_k - K_k H_k P_k$$

Here $K_k$ is the Kalman gain which is used in Equations 24 and 25 for state and state covariance update respectively. $R$ is the tunable measurement covariance matrix. ‘+’ denotes the estimate before update while ‘*’ denotes the estimate after update. $\oplus$ in Equation 24 refers to generic composition which can be algebraic addition for variables on vector space or rotation composition for variables on $SO(3)$. Check the effect of deskewing in the video we have posted here: [https://youtu.be/YmTyoQA4NaY](https://youtu.be/YmTyoQA4NaY)
VI. System Description

Our system (Figure 1) consists of an Ouster 128 Channel Lidar and a VectorNav VN-300 IMU. The Lidar outputs scans at 10 Hz and IMU outputs gyroscope and accelerometer measurements at 400 Hz.

VII. Experiments and Results

We use our algorithm to calibrate the sensor suite shown in Figure 1. Since, we use an Ouster 128 channel Lidar, in addition to using it in 128 channel mode, we can reconfigure it to 16, 32, 64 channel modes as well. Therefore, we also present the performance of our algorithm when the Lidar is used with lower number of channels/rings, with an aim to establish that our algorithm will give comparative performance irrespective of the number of channels in the Lidar. We collect two different datasets 1 & 2 by placing the IMU at two different locations viz. locations 1 & 2 (see Figure 1) respectively. In the following sections, all the Figures have been generated using dataset 2 with the 3D-Lidar operating in 128 channel mode. We obtained similar results with all the channel modes, and for both the datasets, but we omit those here in the interest of space.

A. Convergence

Figures 5 and 6 show the convergence of the estimated extrinsic calibration. As far as the translation variables are considered, we initialize the filter with $\hat{r}_p^L = [0, 0, 0]$ and the filter converges to fixed values with a tight $±1σ$ bound. As far as rotation variables are considered we initialize the filter with estimates obtained from the rotation initialization technique from Section V-B. The convergence of the rotation variables with the EKF is shown in Figure 6.

B. Importance of deskewing Lidar scans

In this section we present the importance of deskewing the Lidar scans (Section V-C.2) during the EKF based calibration process (Section V-C). In Figure 7 we present the result of scan matching obtained during the calibration process without and with deskewing of Lidar scans. The left image in Figure 7 shows blurred and misaligned edges/corners. The edges/corners are blurred because the scan is not deskewed and they are misaligned because the Lidar Odometry from raw scan matching is not correct. Motion distorted Lidar scans lead to inferior results of Lidar Odometry which in turn results in overall deterioration of the calibration estimates (see Figure 8). Whereas, in the right image of Figure 7 we see that the edges/corners are sharp and not blurred, thanks to the deskewing of Lidar scans, done using the best available estimate of the extrinsic calibration $\hat{T}_{IL}$ during the EKF based calibration process. The evolution of calibration results is presented in Figure 8. The results without deskewing do not converge to fixed values and vary with time when compared against the results obtained when the Lidar scans are deskewed.

Fig. 5: Calibration Results for translation component $\hat{r}_p^L$ and $1σ$ bounds. The filter starts from initialization values that initial rotation component (Section V-B) estimation reports.

Fig. 6: Calibration Results for rotation component and $1σ$ bounds. The filter starts from initialization values that initial rotation component (Section V-B) estimation reports.

Fig. 7: Scan Matching with raw and deskewed scans during the calibration process. The scans have been downsampled to improve visibility.

Fig. 8: The calibration results do not converge to fixed values when the Lidar scan is not deskewed.
C. Changing Lidar Density

Tables I and II present the final calibration estimates obtained at the end of the Kalman Filtering process, for different ring numbers (i.e. different channel modes), with datasets 1 & 2 collected at locations 1 & 2 (see Figure 1) respectively. In both Tables I & II we find that our calibration algorithm converges to comparable estimates of calibration parameters irrespective of the number of rings/channels, thus proving its usability across Lidars with varying channel numbers.

| No. rings | R [°] | P [°] | Y [°] | x [m] | y [m] | z [m] |
|-----------|-------|-------|-------|-------|-------|-------|
| 128       | -180.0355 | -0.9586 | -0.7801 | 0.0044 | -0.1455 | 0.0246 |
| 64        | -179.9178  | -0.1333 | -0.8293 | -0.0028 | -0.1455 | 0.0244 |
| 32        | -179.9213  | -0.0311 | -1.0018 | 0.001  | -0.1448 | 0.0210 |
| 16        | -179.9129  | 0.1576  | -1.0825 | -0.0035 | -0.1458 | 0.0235 |

TABLE I: Results with IMU at Location 1 with the Lidar used with different channel modes

| No. rings | R [°] | P [°] | Y [°] | x [m] | y [m] | z [m] |
|-----------|-------|-------|-------|-------|-------|-------|
| 128       | -179.6770  | 1.0774  | -0.3755 | -0.0024 | -0.1971 | -0.0227 |
| 64        | -179.1621  | 0.8225  | -0.0992 | -0.0020 | -0.1956 | 0.0248 |
| 32        | -179.2515  | 0.3568  | -0.2395 | -0.0031 | -0.1976 | 0.0231 |
| 16        | -179.1540  | 1.1280  | 0.3603  | -0.0041 | -0.2005 | 0.0241 |

TABLE II: Results with IMU at Location 2 with the Lidar used with different channel modes

D. Relative Verification

The usual ways to validate calibration algorithms is to use simulators, auxiliary sensors like cameras or GPS, or, in the case of OEMs, CAD diagrams as ground truth. As we assemble our sensor suite ourselves by procuring sensors from different vendors, we do not have access to ground truth. Furthermore, using any auxiliary sensor will also involve an additional overhead of calibrating that sensor w.r.t the IMU. In this work we use a relative verification technique which can validate our calibration results against a reference obtained by ruler measurement. As described earlier, we collect two datasets 1 & 2 with the IMU kept at two different locations 1 & 2 respectively (see Figure 1). The relative offset between the two IMU locations is 5 cm along y-axis according to our ruler measurement and we use this as a reference to compare against our calibration results. In order to validate our calibration algorithm, we run it for datasets collected at both of these locations and for all channel modes, and present the difference in the calibration for both the locations in Table III (which is the difference between the results presented in Tables I and II).

| No. rings | R [°] | P [°] | Y [°] | x [m] | y [m] | z [m] |
|-----------|-------|-------|-------|-------|-------|-------|
| 128       | 0.3424   | 1.1778  | 0.4061 | -0.0076 | 0.0516  | 0.0019 |
| 64        | 0.3586   | 0.9618  | 0.7887 | -0.0055 | 0.0547  | 0.0014 |
| 32        | 0.6452   | 0.8793  | 0.7420 | -0.0050 | 0.0527  | 0.0021 |
| 16        | 0.7404   | 0.9846  | 0.7244 | -0.0016 | 0.0547  | 0.0005 |

TABLE III: Difference between calibration results for datasets collected at Location 1 and Location 2 with varying ring density. The difference along y-axis has been highlighted in blue.

E. Motion Required for Observability

As mentioned in [7], it is advisable to excite at least two degrees of rotational freedom for sufficiently long time at the beginning of the calibration process in order to ensure convergence to reliable calibration values. This is demonstrated on comparing Figures 3 & 5 which show the convergence of the calibration parameters, against Figures 9 & 10 which present the rotation and translation trajectory undertaken by the sensor suite during the data collection procedure (Section V-A). In Figure 5 the translation calibration parameters converge in 25-30 seconds which correspond to the time when the rotation motions (see Figure 9) about two axes (viz., X & Z) cease to be performed. As far as the rotation calibration parameters are considered (Figure 6) they vary marginally during the EKF based calibration process (Section V-C) as they are already initialized close to final estimates during the initialization procedure (Section V-B).

VIII. Conclusion

In this work, we presented an EKF based 3D-Lidar IMU calibration algorithm which does not depend on any calibration target or auxiliary sensors for estimating the extrinsic calibration. We presented the usability of our algorithm for different Lidar channel modes, and concluded that it gives comparable results for all the channel modes for both the datasets we had collected from two different IMU locations. We also presented a relative way of validating calibration algorithms when we do not have access to ground truth or we do not have an auxiliary sensor at our disposal.
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