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Abstract

The paper establishes a strong correspondence between two important clustering approaches that emerged in the 1970's: clustering by level sets or cluster tree as proposed by Hartigan and clustering by gradient lines or gradient flow as proposed by Fukunaga and Hostetler. We do so by showing that we can move up the cluster tree by following the gradient ascent flow.
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1 INTRODUCTION

Up until the 1970's there were two main ways of clustering points in space. One of them, perhaps pioneered by Pearson [49], was to fit a (usually Gaussian) mixture to the data, and that being done, classify each data point — as well as any other point available at a later date — according to the most likely component in the mixture. The other one was based on a direct partitioning of the space, most notably by minimization of the average minimum squared distance to a center: the $K$-means problem, whose computational difficulty led to a number of famous algorithms [24, 33, 38, 39, 42] and likely played a role in motivating the development of hierarchical clustering [23, 27, 62, 71].

In the 1970’s, two decidedly nonparametric approaches to clustering were proposed, both based on the topography given by the population density. Of course, in practice, the density is estimated, often by some form of kernel density estimation.

Clustering via level sets One of these approaches is that of Hartigan [28], who proposed to look at the connected components of the upper-level sets of the population density. Thinking of clusters as “regions of high density separated from other such regions by regions of low density”, at a given level, each connected component represents a cluster, while the remaining region in space is sometimes considered as noise. The basic idea was definitely in the zeitgeist. For example, a similar approach was suggested around the same time by Koontz and Fukunaga [35].

The choice of level is not at all obvious, and in fact Hartigan recommended looking at the entire tree structure — which he called the “density-contour tree” and is now better known as the cluster tree — that arises by the nesting property of the upper-level sets considered as a whole. Note, however, that the cluster tree does not provide a complete partitioning of the space.

Hartigan [30, 31, 32], and later [50], showed that the cluster tree can be estimated by single linkage, achieving a weak notion of consistency called fractional consistency. Since then, the estimation of cluster trees using different algorithms or notions of consistency has been studied in
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At a fixed level in a cluster tree, clustering is naturally related to level set estimation, which has in itself received a lot of attention in the literature, e.g., [14, 40, 41, 51, 53–55, 57, 61, 68, 69]. To address the problem of choosing the level, [63–65] considered the lowest split level in cluster tree, which can be used to recover the full cluster tree when applied recursively.

**Clustering via gradient lines** The other approach is that of Fukunaga and Hostetler [25], who proposed to use the gradient lines of the population density. Simply put, assuming the density has the proper regularity (which in particular requires that it is differentiable everywhere), a point is ‘moved’ upward along the curve of steepest ascent in the topography given by the density, and the points ending at the same critical point form a cluster. This gradient flow definition of clustering is particularly relevant when the density is a Morse function [10], as in that case each local maximum has its own basin of attraction and the union of these cover the entire space except for a set of Lebesgue measure zero.

The general idea of clustering by gradient ascent has been proposed or rediscovered a few times [16, 37, 58]. For a fairly recent review of this literature, see [9]. And the substantial amount of research work on density modes over the last several decades, which includes [5, 19, 26, 29, 45, 60], is partly motivated by this perspective on clustering.

**Contribution** These two approaches — by level sets and by gradient lines — seem intuitively related, and in fact they are discussed together in a few recent review papers [11, 43] under the umbrella name of modal clustering. We argue here that the gradient flow is a natural way to partition the support of the density in concordance with the cluster tree. In doing so we provide a unified perspective on modal clustering, essentially equating the use of level sets and the use of gradient lines for the purpose of clustering points in space.

**Setting** Both approaches to clustering that we discuss here rely on features of an underlying density which throughout the paper will be denoted by $f$. Although $f$ is typically unknown, as the sample increases in size it becomes possible to estimate it consistently under standard assumptions, and the topographical features of $f$ that determine a clustering become estimable as well. In the spirit of [10], for example, we focus on $f$ itself, which allows us to bypass technical finite sample derivations for the benefit of providing a more concise and clear picture.

## 2 CLUSTERING VIA LEVEL SETS: THE CLUSTER TREE

Given a density $f$ with respect to the Lebesgue measure on $\mathbb{R}^d$, for a positive real number $t > 0$, the $t$-upper level set of $f$ is given by

$$ U_t := \{ x : f(x) \geq t \} . $$

The level set of $f$ at level $t$ is defined by

$$ L_t := \{ x : f(x) = t \} .$$

Throughout, whether specified or not, we will only consider levels that are in $(0, \max f)$. Hartigan, in his classic book on clustering, suggests that “clusters may be thought of as regions of high density separated from other such regions by regions of low density” [28, Sec 11.13]. This naturally leads him to define clusters as the connected components of a certain upper level set of the underlying density: if the level is $t$, then the clusters are the connected components of $U_t$ as defined above. See Figures 1 and 2 for illustrations in dimension 1 and 2, respectively.
Figure 1: A sample of upper level sets of a density in dimension $d = 1$ with two modes (which happens to be the mixture of two normal distributions). At any level $0 < t \leq t_0$, where $t_0 \approx 0.0348$ is the value of the density at the local minimum, $U_t$ is connected, and thus corresponds to the cluster at the level. At any level $t_0 < t \leq t_1$, where $t_1 \approx 0.2792$ is the value of the density at its local maximum near $x = 0$, $U_t$ has exactly two connected components, and these are the clusters at that level. (At $t = t_1$, one of the clusters is a singleton.) Finally, at $t_1 < t \leq t_2$, where $t_2 \approx 0.4021$ is the value of the density at its global maximum (near $x = 3$), $U_t$ is again connected, and is thus the cluster at that level. (At $t = t_2$, the cluster is a singleton.)

Figure 2: A sample of upper level sets of a density in dimension $d = 2$ with two modes (which happens to be the mixture of two normal distributions, one with a non-scalar covariance matrix). The situation is similar to that of Figure 1, where the number of connected components of the upper level set at $t$ is $= 1$ one when $0 < t \leq t_0$, where $t_0$ is the value of the density at the saddle point; $= 2$ when $t_0 < t \leq t_1$, where $t_1$ is the value of the density at the local (but not global) maximum; and $= 1$ again when $t_1 < t \leq t_2$, where $t_2$ is the maximum value of the density.

The choice of level $t$ is rather unclear in this definition, but can be determined by the number of clusters, which in turn is often set by the data analyst. Indeed, the situation is very much like that in hierarchical clustering: there is a tree structure. This structure comes from the nesting property of upper level sets where $U_s \subset U_t$ whenever $s \geq t$, which also implies that each cluster at level $s$ is included in a cluster at level $t$. The set of all cluster (each one being the connected component of an upper level set) equipped with this tree structure or partial ordering is what is called the...
cluster tree — and what Hartigan calls the “density-contour tree”. Note that the root represents the entire population while the leaves are the modes (i.e., local maxima).

The clusters at a particular level do not constitute a partition of the population. Indeed, regardless of \( t > 0 \), the clusters at level \( t \), meaning the connected components of \( \mathcal{U}_t \), form a partition of \( \mathcal{U}_t \) itself, obviously, but not a partition of \( \mathbb{R}^d \) since \( \mathcal{U}_t \subset \mathbb{R}^d \). And the cluster tree is only an organization of all the clusters at all levels, and thus also fails to provide a partition of the population. According to a recent review paper by Menardi [43], the region outside the upper level set of interest is dealt with via (supervised) classification. Suppose the level is chosen in some way, perhaps according to the desired number of clusters, and denoted \( t \). The connected components of \( \mathcal{U}_t \) are then computed. Then each point in \( \mathbb{R}^d \setminus \mathcal{U}_t \) is assigned to one of these clusters by some method for classification, the simplest one being by proximity (a point is assigned to the closest cluster).

3 CLUSTERING VIA GRADIENT LINES: THE GRADIENT FLOW

To talk about gradient lines, we need to assume that the population density \( f \) is differentiable. The gradient ascent line starting at a point \( x \) is the curve given by the image of \( \gamma_x \), the parameterized curve defined by the following ordinary differential equation (ODE)

\[
\gamma_x(0) = x; \quad \dot{\gamma}_x(t) = \nabla f(\gamma_x(t)).
\]

(2)

By standard existence and uniqueness results for ODEs [34, Ch 17], if \( \nabla f \) is locally Lipschitz, this curve exists and is unique, and it is defined on \([0, \infty)\) with \( \gamma_x(t) \) converging to a critical point of \( f \) as \( t \to \infty \). See Figure 3 for an illustration. Henceforth, we assume that \( f \) is twice continuously differentiable, which is certainly enough for such gradient lines to exist.

![Figure 3: A sample of gradient ascent lines for the density of Figure 2. The square points are the starting points, while the round points are the end points, which are not only critical points but also local maxima (modes) in this example.](image)

It is intuitive to define clusters based on local maxima, and Fukunaga and Hostetler [25] suggest to “assign each [point] to the nearest mode along the direction of the gradient” — as opposed to the closest mode in Euclidean distance, for instance. Define the basin of attraction of a critical point \( x_0 \) as \( \{ x : \gamma_x(\infty) = x_0 \} \). It turns out that, if \( f \) is of Morse type [44] inside its support,

---

1 Here we consider the continuous cluster tree that includes all levels. In some other works, the levels are restricted to those where a topological change occurs.
meaning that the Hessian of $f$ at any of its critical points is non-degenerate, then all these basins of attraction, sometimes called stable manifolds, provide a partition of the entire population. In fact, the basin of attraction of the local maxima, by themselves, cover the population, except for a set of zero measure. For more background on Morse functions and their use in statistics, see the recent articles of Chacón [10] and Chen et al. [15].

Remark 3.1. In their original article, Fukunaga and Hostetler [25] also proposed an implementation: “The approach uses the fact that the expected value of the observations within a small region about a point can be related to the density gradient at that point.” The procedure is now known as the blurring mean-shift algorithm after Cheng [17], who suggested what is now known as the mean-shift algorithm, which is much closer to the plug-in approach suggested in our narrative. The mean-shift algorithm, and the twin problem of estimating the gradient lines of a density, are now well-understood [2, 6, 16–18]. The behavior of the blurring mean-shift algorithm is not as well understood, although some results do exist [7, 8, 17].

4 RELATING THE CLUSTER TREE AND THE GRADIENT FLOW

We assume that the density is twice continuously differentiable and of Morse type within its support so that we may freely discuss the partition of the population given by the gradient ascent lines.

For the same population, consider the cluster tree. We saw that this object does not by itself provide a partition of the population, but a look at Figure 2 points to that possibility where, with a little imagination, we may see the contours (representing the level sets) as ‘moving’ upward. As it happens, this can be formalized, and the result is a partition that coincides with that defined by the gradient flow. Despite being quite intuitive, this correspondence appears to be novel. It is developed in the present section.

4.1 The gradient flow follows the cluster tree

A close relationship between the cluster tree and the gradient flow can be anticipated by a look at Figure 3, where it appears that gradient lines do not cross different clusters at the same level. This happens to be true, as we argue below.

To see the situation more clearly, take a point $x$ in the basin of attraction of a local maximum $x_*$ and let $\gamma_x$ denote the gradient line between $x$ and $x_*$ as defined in (2). Assume that $x \neq x_*$, so that the situation is not trivial. We have assumed that $f$ is Morse, so that $x$ is (almost) generic. The function $t \mapsto f(\gamma_x(t))$ is non-decreasing by construction and, as a consequence, $\gamma_x$ is ‘compatible’ with the cluster tree in the sense that it does not cross from one connected component to another one at the same level. Indeed, for such a crossing would require an incursion in the region between the two connected components, say at level $t$, and that region is, by definition, outside the upper level set $U_t$ and thus displays values of $f$ that are $\leq t$. Crossing from one cluster to another at level $t$ would thus imply going from values of $f$ that are $> t$ in the first cluster, to values $\leq t$ when in the intermediary region, and finally to values $> t$ when entering the second cluster.

To offer a different perspective, if $t := f(x)$, and $C$ is the component of $U_t$ such that $x \in C$ — so that $C$ is the ‘last’ cluster containing $x$ when moving upward in the cluster tree (away from the root) — then $\gamma_x(0) \in C$; $\gamma_x(s)$ belongs to a descendant of $C$ for all $s > 0$; and if $C_s$ denotes the last cluster containing $\gamma_x(s)$, then $C_r$ is a descendant of $C_s$ for all $r > s$.

What was just said hinges on the fact that $\gamma_x$ does not pass through any critical point except at $\infty$ when reaching $x_*$, and in particular does not come into contact with any point where a level set splits. While the first part of this claim is well-known in dynamical systems theory, the second part is justified as follows.
Proposition 4.1. Any point at the intersection of the closure of two connected components of \( \mathcal{U}_t^\circ \) (the interior of \( \mathcal{U}_t \)) is a critical point.

Note that the statement is void unless \( t \) is such that \( \mathcal{U}_t \) has strictly fewer components than \( \mathcal{U}_t^\circ \), meaning that a topological event happens at level \( t \).

4.2 The cluster tree follows the gradient flow

The cluster tree organizes the clusters (i.e., the connected components of the upper level sets) across all levels. We show now that the gradient flow provides a natural, almost canonical way of moving along the tree from the root (the population) to the leaves (the modes), thus reinforcing the case we are making that the cluster tree and the gradient flow are intimately related when it comes to defining a partition the entire population.

Suppose that there are no critical points at level \( t \), i.e., no \( x \) such that \( f(x) = t \) and \( \nabla f(x) = 0 \). Note this is the generic situation, as the critical points form a discrete set by the fact that \( f \) is Morse. Then, for \( \eta > 0 \) small enough, there are no critical points at any level between \( t \) and \( t + \eta \). By standard Morse theory [46, Th 2.6], this implies that there are no ‘topological events’ between levels \( t \) and \( t + \eta \) in that \( \mathcal{L}_t \) and \( \mathcal{L}_{t+\eta} \) are homeomorphic. In particular, these two level sets have the same number of connected components, and if \( \mathcal{C}_t \) is a connected component of \( \mathcal{L}_t \), then it contains a single connected component, say \( \mathcal{C}_{t+\eta} \), of \( \mathcal{L}_{t+\eta} \). Knowing all this, a natural way to move \( \mathcal{L}_t \) to \( \mathcal{L}_{t+\eta} \) is by (metric) projection of each component of \( \mathcal{L}_t \) onto the component of \( \mathcal{L}_{t+\eta} \) that it contains. It turns out that, by taking \( \eta \) small enough but still positive, this operation becomes well-defined and a homeomorphism.

Theorem 4.2. In the present context, for \( \eta > 0 \) small enough, the metric projection onto \( \mathcal{L}_{t+\eta} \) is an homeomorphism sending \( \mathcal{L}_t \) to \( \mathcal{L}_{t+\eta} \).

Remark 4.3. Henceforth, the projection of \( \mathcal{L}_t \) onto \( \mathcal{L}_{t+\eta} \) will be denoted \( P_{t,\eta} \). The previous proposition states that \( P_{t,\eta} \) is a homeomorphism when there are no critical points at level \( t \) and \( \eta \) is small enough, but in fact \( P_{t,\eta} \) is a diffeomorphism under the same circumstances. See Theorem 7.1 in Section 7.

The metric projection \( P_{t,\eta} \) has been defined when \( \mathcal{L}_t \) is regular level set and \( \eta \) is small enough. Even when \( t \) is a critical value of \( f \), meaning that \( \mathcal{L}_t \) contains a critical point, for any non-critical point \( x \in \mathcal{L}_t \), the projection \( P_{t,\eta}(x) \) is still well defined, if \( \eta \) is small enough.

Proposition 4.4. For any \( x \in \mathcal{L}_t \) such that \( \| \nabla f(x) \| \neq 0 \), \( P_{t,\eta}(x) \) is a singleton for \( \eta \) small enough.

This metric projection is in fact related to gradient ascent in the following way: in the infinitesimal regime where \( \eta \to 0 \), the transformation coincides with the gradient flow at a certain speed specified below.

Proposition 4.5. For any \( x \in \mathcal{L}_t \) such that \( \| \nabla f(x) \| \neq 0 \),

\[
\frac{P_{t,\eta}(x) - x}{\eta} \to \frac{\nabla f(x)}{\| \nabla f(x) \|^2}, \quad \eta \to 0.
\]

For a more global (rather than local) relationship between the level sets and the gradient lines, consider the following gradient flow

\[
\zeta_x(0) = x; \quad \dot{\zeta}_x(t) = \begin{cases} \frac{\nabla f(\zeta_x(t))}{\| \nabla f(\zeta_x(t)) \|^2}, & \text{if } \nabla f(\zeta_x(t)) \neq 0; \\ 0, & \text{otherwise.} \end{cases}
\]
Starting at the same point \( x \), the gradient line defined by \( \zeta_x \) is the same as the gradient line defined by \( \gamma_x \) given in (2), but it is traveled at a different speed.

If the metric projection is applied iteratively, then its local approximation to the gradient ascent, as revealed in Proposition 4.5, can be extended to a global approximation to the gradient flow in (3). More precisely, starting from a regular point \( x_0 = x \), we can define a sequence \( x_0, x_1, \ldots \), such that \( x_{j+1} = P_{t_j, \eta}(x_j) \), where \( t_j = f(x_j) \), and intuitively, the polygonal line connecting the sequence approximates the gradient flow \( \zeta_x \). The consistency of this approximation is rigorously analyzed in our subsequent paper [3]. For \( \eta \) small enough, the metric projection can be iteratively applied if the trajectory of \( \zeta_x \) stays away from critical points, until it enters a leaf node of the cluster tree and gets close to a local mode. The metric projections thus push almost all the points to the same leaf nodes as the corresponding gradient flow does. As \( \eta \to 0 \), this operation on the cluster tree coincides with clustering based on the gradient flow.

The gradient flow defined in (2) is the vector field corresponding to \( F(x) = \nabla f(x) \), while the variant of (3) corresponds to \( F(x) = \nabla f(x)/\| \nabla f(x) \|^2 \). Fukunaga and Hostetler [25] proposed to use a different variant: the one based on \( F(x) = \nabla f(x)/f(x) \), the idea being to quickly move points in low density regions to higher density regions. When relating the gradient lines to the level sets, this variant of the gradient flow is particularly compelling because it is, in effect, parameterized by the level.

**Theorem 4.6.** The gradient flow given in (3) has the following property. Starting from a point \( x \) at level \( t > 0 \), meaning that \( f(x) = t \), it holds that \( f(\zeta_x(s - t)) = s \) for all \( t < s < \max f \) as long as \( \nabla f(y) \neq 0 \) for all \( y \in \{ \zeta_x(\tau) : \tau \in [0, s] \} \). In fact, the transformation \( x \mapsto \zeta_x(s - t) \) provides a homeomorphism from \( \mathcal{L}_t \) to \( \mathcal{L}_s \) whenever there are no critical points at any level anywhere between \( t \) and \( s \), inclusive.

**Remark 4.7.** It turns out that the same transformation is a diffeomorphism under the same circumstances. See Theorem 7.2 in Section 7.

**Level set methods** There is another interesting connection between the cluster tree and partial differential equations that offers a different perspective on the gradient flow (3). We presented this flow as a natural way of moving along the cluster tree, from root to leaves, which is how we understand the cluster tree as enabling a partitioning of the entire space. We say this with full awareness that our results are limited in that we only show in Theorem 4.6 that this gradient flow moves level sets between which there are no topological changes.

Moving past a topological change presents a real challenge, and it turns out that this problem has been addressed in the PDEs literature, where researchers were confronted with such challenges when moving ‘fronts’ (i.e., surfaces of co-dimension 1, for examples, curves in the plane) according to some motion, most notably some form of motion under curvature. [48] pioneered an approach which consists in representing the moving front, say \( (\Gamma_t : t \geq 0) \), as the zero level set of a time-varying function, say \( \phi \), so that \( \Gamma_t = \{ x : \phi(x, t) = 0 \} \). The evolution of the moving front is then implemented via an evolution of the representing function. This approach has lead to what is nowadays appropriately known as level set methods [47, 59].

To see how this method is applied, suppose we want to evolve a simple closed curve \( \Gamma \) along its normal inward direction at velocity \( v \). (The function \( v \) is defined on the entire space where the evolution takes place.) Take a function \( \phi \) such that \( \Gamma = \{ x : \phi(x, 0) = 0 \} \) and then evolve \( \phi \) as follows

\[
\dot{\phi} + v \| \nabla \phi \| = 0.
\]
Then $\Gamma_t := \{ x : \phi(x, t) = 0 \}$ evolves $\Gamma_0 = \Gamma$ as prescribed.

Coming back to our setting, choose $\phi(x, t) = f(x) - t$, which provides indeed a representation of $L_t$ for all $t$. Note that the movement induced by $\phi$ is exceedingly simple, as it consists of moving the landscape given by $f$ vertically at constant speed. And it turns out that, since $\dot{\phi} = -1$ and $\nabla\phi = \nabla f$, this movement is exactly the one induced by $\zeta$, at least in between critical levels. (To be sure, the normal to $L_t$ at some $x$ is $N(x) = \nabla f(x)/\|\nabla f(x)\|$, so that $\zeta$ is given by $F(x) = v(x)N(x)$ with $v(x) := 1/\|\nabla f(x)\|$ standing for the velocity.)

5 DISCUSSION

In this paper we have established what we regard as an interesting and perhaps overlooked correspondence between level set clustering and gradient line clustering, which brings these two views on clustering quite close together, in our view. In view of this correspondence, it is quite natural to discuss both approaches together, perhaps under the name of modal clustering, a term that has been already used to refer to a class of related methods [11, 43], which includes single-linkage clustering [30–32, 50] as well as some methods based on nearest neighbors [66, 67] such as DBSCAN [21] and even some forms of spectral clustering [1].

The correspondence we crafted between the cluster tree and the gradient ascent flow could, however, be strengthened, for example by showing that the transition over level sets that contain a saddle point does not fundamentally change anything. Like the multi-pronged connection that we describe in this paper — in particular in the form of Theorem 4.2 and Theorem 4.6 — it seems intuitively clear that the ‘crossing’ of such a level set does not affect things in a substantial way. But this remains to be established with mathematical rigor. In any case, the message that we conveyed in Section 4.1 remains valid: clustering by gradient ascent is compatible with the cluster tree. In recent work [3], we take a different approach — alluded to earlier — which allows us to draw another strong correspondence between level set clustering and gradient line clustering while, this time, completely avoiding the issue of dealing with change in topology of level sets.

Although we draw a correspondence between these two views on clustering — in terms of how they define the task of clustering itself — they obviously remain distinct, and may inform methodology in different ways. For example, they can be combined to group what are deemed inessential modes, and subsequently, the associated clusters. We can imagine the following algorithm, which offers a principled way based on the gradient flow to deal with the region outside the chosen upper level set — what Stuetzle and Nugent [67] call the ‘fluff’. Given a threshold $t > 0$,

1. Compute the upper level sets at level $t$.
2. Partition the population according to the basins of attraction of the modes.
   (a) If two modes are in the same upper $t$-level set cluster, merge their basins.
   (b) If a mode is not in any upper $t$-level set cluster, then its basin is considered ‘noise’.

The threshold $t$ can be chosen as it would in a purely level set based clustering algorithm.
6 PROOFS

6.1 Preliminaries

For a point $x$ and $\delta > 0$, $B(x, \delta)$ is the open ball centered at $x$ of radius $\delta$. For $A \subset \mathbb{R}^d$ and $\delta > 0$, define its $\delta$-neighborhood as

$$B(A, \delta) := \bigcup_{a \in A} B(a, \delta) = \{x : \text{dist}(x, \mathcal{V}) < \delta\},$$

where $\text{dist}(x, A) := \inf\{\|x - a\| : a \in A\}$. Denote the closure and interior of $A$ by $\overline{A}$ and $\text{int}(A)$, respectively. The Hausdorff distance between $A, B \subset \mathbb{R}^d$ is defined as

$$d_H(A, B) := \max\{d_H(A | B), d_H(B | A)\},$$

where

$$d_H(A | B) := \sup_{a \in A} \inf_{b \in B} \|a - b\|.$$

The (metric) projection of a point $x$ onto a closed set $A$ is the subset points in $A$ that are closest to $x$. (That subset is nonempty if $A$ is non-empty.) We say that $x$ has a unique projection onto $A$ if its projection is a singleton. The reach of $A \subset \mathbb{R}^d$, $\text{reach}(A)$, is defined as the supremum over $\delta > 0$ such that every point in $B(A, \delta)$ has a unique projection onto $A$ [22]. Many things are known about the reach of a set. We will use the following properties.

The following is an immediate consequence of [22, Lem 4.8(2)].

**Lemma 6.1.** Suppose $A \subset \mathbb{R}^d$ is a $(d - 1)$-dimensional differentiable manifold with positive reach $r > 0$. Let $P$ stand for the metric projection onto $A$, which is well-defined as a function on the $r$-neighborhood of $A$. Then for any $x \in B(A, r)$, $P(x) - x$ is orthogonal to the tangent space of $A$ at $P(x)$.

The following is an immediate consequence of [22, Lem 4.11].

**Lemma 6.2.** Suppose the density $f$ is twice continuously differentiable. For any $t > 0$, if there are no critical point on $\mathcal{L}_t$ defined in (1), then $\text{reach}(\mathcal{L}_t) > 0$.

6.2 Proof of Proposition 4.1

Let $x_0$ be a regular point in $\mathcal{L}_t$. There exists a bounded open set $\mathcal{V} \subset \mathbb{R}^d$ containing $x_0$ such that $\mathcal{L}_t \cap \mathcal{V}$ is a $(d - 1)$-dimensional surface by the Constant Rank Level Set Theorem [36, Th 5.12]. If necessary, shrink $\mathcal{V}$ so that $p(x) := \|\nabla f(x)\| > \epsilon_0$ for some $\epsilon_0 > 0$ for all $x \in \mathcal{L}_t \cap \mathcal{V}$. Lemma 6.2 can be used to show that the set $\mathcal{L}_t \cap \mathcal{V}$ has a positive reach, denoted by $a_0$. Denote $N(x) = \nabla f(x)/\|\nabla f(x)\|$, which is a unit normal vector of $\mathcal{L}_t \cap \mathcal{V}$ at $x$. For a fixed $\delta_0 \in (0, a_0)$, define $\mathcal{W}(\delta_0) = \{x + uN(x) : x \in \mathcal{L}_t \cap \mathcal{V}, u \in [-\delta_0, \delta_0]\}$, and $b_0 := \max\{\|\nabla^2 f(y)\| : y \in \mathcal{W}(\delta_0)\}$. Note that $b_0 < \infty$ by the fact that $\nabla^2 f$ is continuous on $\mathbb{R}^d$ and $\mathcal{W}(\delta_0)$ is bounded. A Taylor expansion from $x \in \mathcal{L}_t \cap \mathcal{V}$ in the direction of $N(x)$ gives

$$|f(x + uN(x)) - f(x) - up(x)| \leq \frac{1}{2}b_0 u^2,$$

for all $u \in [-\delta_0, \delta_0]$. Thus, for $u \in [0, (\epsilon_0/b_0) \wedge \delta_0]$, we have

$$f(x + uN(x)) \geq f(x) + u\epsilon_0 - \frac{1}{2}b_0 u^2 \geq t + \frac{1}{2}u\epsilon_0.$$
Similarly, for $u \in [0, (\epsilon_0/b_0) \land \delta_0]$,
\[ f(x - u N(x)) \leq f(x) - u \epsilon_0 + \frac{1}{2} b_0 u^2 \leq t - \frac{1}{2} u \epsilon_0. \]
In other words, in a small neighborhood the two sides of the surface $\mathcal{L}_t \cap \mathcal{V}$ have $f$ values strictly below and above $t$, respectively. This then implies that $x_0$ cannot be at the intersection of the closure of two connected components of $\mathcal{U}_p^0$.

### 6.3 Proof of Theorem 4.2

By applying [13, Th 1], it suffices to show that, for $\eta > 0$ small enough,
\[ d_H(\mathcal{L}_t, \mathcal{L}_{t+\eta}) < \epsilon \min(\text{reach}(\mathcal{L}_t), \text{reach}(\mathcal{L}_{t+\eta})), \tag{5} \]
with $\epsilon := 2 - \sqrt{2}$, which guarantees that $\mathcal{L}_t$ and $\mathcal{L}_{t+\eta}$ are ‘normal compatible’, meaning that both $P_{t, \eta}$ and $P_{t+\eta, -\eta}$ are homeomorphisms.

First, it follows from Lemma 6.2 that there exists $\eta_0 > 0$ such that
\[ \min(\text{reach}(\mathcal{L}_t), \text{reach}(\mathcal{L}_{t+\eta})) > 0, \quad \forall \eta \in [0, \eta_0]. \]
Therefore (5) holds for $\eta > 0$ small enough if it is the case that $d_H(\mathcal{L}_t, \mathcal{L}_{t+\eta}) \to 0$ as $\eta \to 0$. We establish this convergence in what follows.

Claim: $d_H(\mathcal{L}_t | \mathcal{L}_{t+\eta}) \to 0$ as $\eta \to 0$. Recall that $p(x) = \| \nabla f(x) \|$ and define $p_0 := \min\{p(x) : x \in \mathcal{L}_t\}$. Note that $p_0 > 0$ by the fact that $\nabla f(x) \neq 0$ for all $x \in \mathcal{L}_t$, that $\nabla f$ is continuous, and that $\mathcal{L}_t$ is compact. For a fixed $\delta_0 > 0$, define $c_0 := \max\{\| \nabla^2 f(y) \| : y \in \mathcal{B}(\mathcal{L}_t, \delta_0)\}$, and note that $c_0 < \infty$ by the fact that $\nabla^2 f$ is continuous and $\mathcal{B}(\mathcal{L}_t, \delta_0)$ is compact. Similar to (4), a Taylor expansion gives
\[ |f(x + u N(x)) - f(x) - up(x)| \leq \frac{1}{2} c_0 u^2, \]
for all $u \in [-\delta_0, \delta_0]$. Applying this to $x \in \mathcal{L}_t$ and $u \in [0, (p_0/c_0) \land \delta_0]$ yields
\[ f(x + u N(x)) \geq f(x) + up_0 - \frac{1}{2} c_0 u^2 \geq t + \frac{1}{2} u p_0. \]
In particular, when $\eta$ is small enough such that $2\eta/p_0 \leq (p_0/c_0) \land \delta_0$, we have $f(x + (2\eta/p_0) N(x)) \geq t + \eta$, and by continuity of $f$ this implies that there is $u \in [0, 2\eta/p_0]$ such that $f(x + u N(x)) = t + \eta$, i.e., $x + u N(x) \in \mathcal{L}_{t+\eta}$, forcing $\text{dist}(x, \mathcal{L}_{t+\eta}) \leq 2\eta/p_0$. This being uniform in $x \in \mathcal{L}_t$, since it is valid for $\eta \leq p_0^2/2c_0$, we have that $d_H(\mathcal{L}_t | \mathcal{L}_{t+\eta}) \leq 2\eta/p_0$, valid for $\eta$ small enough, proving the claim.

Claim: $d_H(\mathcal{L}_{t+\eta} | \mathcal{L}_t) \to 0$ as $\eta \to 0$. This claim can be established in a way that is completely analogous to one that lead to the previous claim.

### 6.4 Proof of Proposition 4.4

**Proof.** The reach of $\mathcal{A} \subset \mathbb{R}^d$ at $y \in \mathcal{A}$, $\text{reach}(\mathcal{A}, y)$, is defined as the supremum over $\delta > 0$ such that every point in $B(y, \delta)$ has a unique projection onto $\mathcal{A}$ [22]. For $r > 0$, define
\[ \pi_y(r) := \frac{\inf_{z \in B(y,r)} \| \nabla f(z) \|}{\sup_{z \in B(y,2r)} \| \nabla^2 f(z) \|}. \]
Note that $\pi_y$ is a decreasing function of $r$. By [22, Lem 4.11], for every $y \in \mathbb{R}^d$ with $\| \nabla f(y) \| \neq 0$, we have
\[ \text{reach}(\mathcal{L}_{f(y)}, y) \geq \min\{r/2, \pi_y(r)\}, \tag{6} \]
for all $r > 0$ whenever $\inf_{z \in B(y, r)} \|\nabla f(z)\| > 0$. Since $\|\nabla f(x)\| > 0$, there exists $\delta_0 > 0$ such that $\inf_{y \in B(x, \delta_0)} \|f(y)\| > 0$, by the continuity of the gradient. Define

$$
\delta_1 = \min\{\delta_0/4, \pi_x(\delta_0)\} > 0, \quad \text{and} \quad \delta_2 = \delta_0/2 + \delta_1 \in (\delta_1, \delta_0).
$$

Note that for any $y \in B(x, \delta_1)$, $\pi_y(\delta_2) \geq \pi_x(\delta_0)$ because $B(y, \delta_2) \subset B(x, \delta_0)$ and $B(y, 2\delta_2) \subset B(x, 2\delta_0)$. Then it follows from (6) that

$$
\text{reach}(\mathcal{L}_f(y), y) \geq \min\{\delta_2/2, \pi_y(\delta_2)\} \geq \delta_1.
$$

By the definition of reach, the projection from $x$ to $\mathcal{L}_f(y)$ is unique for all $y \in B(x, \delta_1)$. Consequently, for every positive $\eta < \sup_{y \in B(x, \delta_1)} -f(x)$, the projection from $x$ to $\mathcal{L}_{t+\eta}$ is unique. $\square$

### 6.5 Proof of Proposition 4.5

**Proof.** Here $x$ and $t$ are considered fixed. Let $P_\eta$ be short for $P_{t, \eta}$. It is well-known that for any non-critical point $y \in \mathcal{L}_s$, $\nabla f(y)$ is orthogonal to $\mathcal{L}_s$ and pointing inwards. When $\eta$ is small enough, $P_\eta(x) - x$ is parallel to $\nabla f(P_\eta(x))$ by Lemma 6.1. So we can write

$$
P_\eta(x) - x = c_\eta \nabla f(P_\eta(x)),
$$

for some scalar $c_\eta$. Note that $c_\eta \to 0$ as $\eta \to 0$, since $\nabla f(x) \neq 0$. Using a Taylor expansion, we have for some $s_\eta \in (0, 1)$,

$$
\eta = f(P_\eta(x)) - f(x) = [P_\eta(x) - x]^T \nabla f(s_\eta P_\eta(x) + (1-s_\eta)x) = c_\eta [\nabla f(P_\eta(x))]^T \nabla f(s_\eta P_\eta(x) + (1-s_\eta)x).
$$

Extracting the expression of $c_\eta$ from (8) and plugging it into (7), we get

$$
\frac{P_\eta(x) - x}{\eta} = \frac{\nabla f(P_\eta(x))}{[\nabla f(P_\eta(x))]^T \nabla f(s_\eta P_\eta(x) + (1-s_\eta)x)}.
$$

We then conclude by noting that, as $\eta \to 0$, $P_\eta(x) \to x$. This implies that $\nabla f(P_\eta(x)) \to \nabla f(x)$, by the fact that $f$ is twice continuously differentiable, so that $\nabla f$ is continuous. And this also implies that $\nabla f(sP_\eta(x) + (1-s)x) \to \nabla f(x)$, because of the uniform continuity of $\nabla f$ on the line segment $[x, P_\eta(x)]$. $\square$

### 6.6 Proof of Theorem 4.6

**Proof.** The result is essentially known, but since we were not able to locate it in this form, we provide a short proof. Throughout, $t$ and $s$ are considered fixed.

Using elementary calculus and the definition in (3), we have

$$
f(\zeta_x(s-t)) - f(x) = \int_0^{s-t} \frac{df(\zeta_x(\tau))}{d\tau} d\tau
$$

$$
= \int_0^{s-t} [\nabla f(\zeta_x(\tau))]^T \dot{\zeta}_x(\tau) d\tau
$$

$$
= \int_0^{s-t} 1 d\tau = s - t.
$$

(9)
Hence, \( f(\zeta_x(s-t)) = f(x) + s-t = s \), giving the first part of the statement.

Let \( \psi(x) := \zeta_x(s-t) \). We show that \( \psi : \mathcal{L}_t \rightarrow \mathcal{L}_s \) is a homeomorphism when there are no critical points in \( \mathcal{L}_u \) for any \( u \in [t,s] \), or equivalently, no critical point in \( \mathcal{V} := \bigcup_{u \in [t,s]} \mathcal{L}_u = \mathcal{U}_t \setminus \mathcal{U}_s^0 \). Under this condition, the trajectories of \( \{\zeta_x(\tau) : \tau \in [0,s-t]\} \) and \( \{\zeta_y(\tau) : \tau \in [0,s-t]\} \) do not intersect for any two different starting points \( x,y \in \mathcal{L}_t \), as is well-known. This implies that the map \( \psi : \mathcal{L}_t \rightarrow \mathcal{L}_s \) is injective. For any \( z \in \mathcal{L}_s \), consider the gradient descent flow (\( \zeta \) in reverse) given by

\[
\zeta^\dagger(t) = \begin{cases} \frac{-\nabla f(\zeta^\dagger(t))}{\|\nabla f(\zeta^\dagger(t))\|^2}, & \text{if } \nabla f(\zeta^\dagger(t)) \neq 0; \\ 0, & \text{otherwise.} \end{cases} \tag{10}
\]

Let \( x = \psi^\dagger(z) := \zeta^\dagger(s-t) \). It follows from a calculation similar to (9) that \( x \in \mathcal{L}_t \). Notice that \( z = \zeta_x(s-t) = \psi(x) \), so that we can write \( x = \psi^{-1}(z) \), and therefore the map \( \psi : \mathcal{L}_t \rightarrow \mathcal{L}_s \) is surjective. In the process, we have shown that the inverse of the gradient ascent operation — the function \( \psi \) defined via \( \zeta \) in (3) — is given by the corresponding gradient descent operation — the function \( \psi^\dagger \) defined via \( \zeta^\dagger \) in (10).

The proof is completed after we show that \( \psi \) is continuous. (The continuity of \( \psi^{-1} = \psi^\dagger \) can be proved in a similar way.) We start by stating that, because \( \nabla f(x) \neq 0 \) for all \( x \in \mathcal{V} \), and by the assumption that \( \nabla f \) is continuous, there is \( \delta > 0 \) such that \( \|\nabla f(x)\| > 0 \) for all \( x \in \mathcal{V}_\delta := B(\mathcal{V}, \delta) \). Define \( F := \nabla^2 f / \|\nabla f\|^2 \), which is the map that drives the gradient flow \( \zeta \) in (3). This map is continuous, and \( \mathcal{V}_\delta \) is compact, so that there is \( c_0 \) such that \( \|F(x)\| \leq c_0 \) for all \( x \in \mathcal{V}_\delta \). The map is also differentiable, with

\[
\nabla F = \frac{\nabla^2 f}{\|\nabla f\|^2} - \frac{2\nabla f \nabla f^T \nabla^2 f}{\|\nabla f\|^4},
\]

where \( \nabla F \) denotes here the Jacobian matrix of \( F \), while \( \nabla^2 f \) denotes the Hessian of \( f \). And by continuity of \( \nabla f \) and of \( \nabla^2 f \), and the fact that \( \|\nabla f(x)\| > 0 \) for all \( x \in \mathcal{V}_\delta \), and again the fact that \( \mathcal{V}_\delta \) is compact, there exists \( c_1 \) such that \( \|\nabla F(x)\| \leq c_1 \) for all \( x \in \mathcal{V}_\delta \), where \( \|\cdot\| \) denotes any matrix norm. In other words, \( F \) is bounded and has bounded gradient on \( \mathcal{V}_\delta \).

Define \( \mathcal{W} := B(\mathcal{V}, \delta/2) \). Note that \( \mathcal{W} \) is open with \( \mathcal{W} \subset \mathcal{V}_s \), so that \( \|F(x)\| \leq c_0 \) and \( \|\nabla F(x)\| \leq c_1 \) for all \( x \in \mathcal{W} \). If \( x, y \in \mathcal{W} \) are such that \( \|x - y\| \leq \delta/4 \), there must be \( z \in \mathcal{V} \) such that \( x, y \in B(z, \delta/2) \), and because that ball is convex, we have

\[
\|F(x) - F(y)\| \leq c_1 \|x - y\|.
\]

If, on the other hand, \( \|x - y\| > \delta/4 \), then we can simply write

\[
\|F(x) - F(y)\| \leq \frac{2c_0}{\delta/4} \frac{\delta/4}{\delta/4} \leq \frac{8c_0}{\delta} \|x - y\|.
\]

Hence, \( F \) is Lipschitz on \( \mathcal{W} \) with corresponding constant bounded by \( C := \max\{c_1, 8c_0/\delta\} \). Finally, note that \( \mathcal{V} \subset \mathcal{W} \) and that for any \( x \in \mathcal{L}_t \), \( \zeta_x(\tau) \in \mathcal{V} \) for all \( \tau \in [0,s-t] \), since \( f(\zeta_x(\tau)) = t + \tau \in [t,s] \). All together, we are in a position to apply a standard result on the dependence of the gradient flow on the initial condition, for example, the main theorem in [34, Sec 17.3], which gives the bound

\[
\|\zeta_x(\tau) - \zeta_y(\tau)\| \leq \|x - y\| \exp(C\tau), \quad \forall \tau \in [0,s-t], \quad \forall x, y \in \mathcal{L}_t,
\]

which, in particular, implies

\[
\|\psi(x) - \psi(y)\| \leq C_s \|x - y\|, \quad \forall x, y \in \mathcal{L}_t,
\]

with \( C_s := \exp(C(s-t)) \). \( \square \)
7 FINER RESULTS

In this section we state and prove stronger versions of our main results, namely, Theorem 4.2 and Theorem 4.6. In these results, we prove that transformation, respectively, a metric projection onto a close enough level set and a gradient flow, is a homeomorphism. While this was enough for our purposes, below we prove that, in fact, the same transformations are diffeomorphisms.

**Theorem 7.1.** In the present context, for \( \eta > 0 \) small enough, the metric projection onto \( \mathcal{L}_{t+\eta} \) is a diffeomorphism sending \( \mathcal{L}_t \) to \( \mathcal{L}_{t+\eta} \).

**Proof.** In Theorem 4.2 we have shown that the metric projection is an homeomorphism for \( \eta \) small enough. Consider its inverse, denoted as \( Q \), which is a homeomorphism sending \( \mathcal{L}_{t+\eta} \) to \( \mathcal{L}_t \). By definition, for any \( x \in \mathcal{L}_{t+\eta} \),

\[
Q(x) = x - \tau(x)N(x),
\]

where \( N(x) := \nabla f(x)/\|\nabla f(x)\| \) is a unit normal vector of the surface \( \mathcal{L}_{t+\eta} \) at \( x \), while \( \tau(x) := \inf\{s > 0 : f(x-sN(x)) = t\} \). The fact that the projection is a homeomorphism, as established in Theorem 7.1, guarantees that for \( \eta \) small enough, there exists \( \beta \in (0, \eta) \) such that the definition of \( Q \) can be naturally extended (in the same way as in (12)) to the set

\[
\mathcal{G} := \bigcup_{u \in (t+\eta-\beta, t+\eta+\beta)} \mathcal{L}_u = \mathcal{U}_{t+\eta-\beta}^\alpha \setminus \mathcal{U}_{t+\eta+\beta},
\]

such that \( \inf_{x \in \mathcal{G}} \|\nabla f(x)\| > c_0 \) for some \( c_0 > 0 \). We still denote this extension by \( Q \).

We show that \( Q \) is continuously differentiable on \( \mathcal{G} \). The problem is reduced to the continuous differentiability of \( \tau \), because

\[
\nabla N = \|\nabla f\|^{-1}[I - NN^T]\nabla^2 f,
\]

which is continuous under the assumption that \( f \) is twice continuously differentiable. For any fixed point \( x \in \mathcal{G} \) and any \( s \in \mathbb{R} \), denote \( g_x(s) = f(x - sN(x)) \). Then

\[
\dot{g}_x(s) = -N(x)^T \nabla f(x - sN(x))
= -N(x)^T \left[ \nabla f(x) - s \int_0^1 \nabla^2 f(x - usN(x)) du \right] N(x)
= -\|\nabla f(x)\| + sN(x)^T \left[ \int_0^1 \nabla^2 f(x - usN(x)) du \right] N(x). \tag{13}
\]

Hence under the assumption that \( f \) is twice continuously differentiable, there exists \( s_0 > 0 \) such that

\[
\dot{g}_x(s) < -\frac{1}{2}\|\nabla f(x)\| < -\frac{1}{2}c_0 < 0, \tag{14}
\]

for all \( s \in [0, s_0] \), which means that \( g_x \) is strictly decreasing in \( [0, s_0] \) and \( g_x^{-1} \) exists on \( (g_x(s_0), g_x(0)) \). Furthermore, using a Taylor expansion, we have that, for \( x \in \mathcal{L}_{t+\alpha} \) with \( \alpha \in (\eta - \beta, \eta + \beta) \subset (0, 2\eta) \), and for \( s \in [0, s_0] \),

\[
g_x(s) = g_x(0) + s\dot{g}_x(s) < (t + \alpha) - \frac{s}{2}\|\nabla f(x)\|,
\]

where \( \tilde{s} \in [0, s] \subset [0, s_0] \). If \( \eta < \frac{1}{4}s_0c_0 \), then

\[
g_x(s_0) < t + 2\eta - \frac{s_0}{2}c_0 < t. \tag{15}
\]
Therefore \( t \in (g_x(s_0), g_x(0)) \) for \( \eta \) small enough, and we can write

\[
\tau(x) = g_x^{-1}(t).
\]

It also follows from (15) that for \( x \in \mathcal{G} \),

\[
\tau(x) < s_0 < \frac{4\eta}{c_0}.
\] (16)

Below we show that \( \tau \) is continuous on \( \mathcal{G} \). For \( x \in \mathcal{G} \), which is an open subset of \( \mathbb{R}^d \), consider \( \delta \in \mathbb{R}^d \) with \( \|\delta\| \) small enough such that \( B(x, \|\delta\|) \subset \mathcal{G} \). By the definition of \( \tau \),

\[
f(x - \tau(x)N(x)) = t = f(x + \delta - \tau(x + \delta)N(x + \delta)).
\]

Applying the mean value theorem on the two sides of the above equation, we get

\[
f(x) - \tau(x)N(x)^\top \int_0^1 \nabla f(x - u\tau(x)N(x))du
\]

\[
= f(x + \delta) - \tau(x + \delta)N(x + \delta)^\top \int_0^1 \nabla f(x + \delta - u\tau(x + \delta)N(x + \delta))du.
\]

Rearranging the terms above and using a telescoping argument, we have

\[
f(x) - f(x + \delta) = [\tau(x) - \tau(x + \delta)]N(x)^\top \int_0^1 \nabla f(x - u\tau(x)N(x))du
\]

\[
+ \tau(x + \delta)[N(x) - N(x + \delta)]^\top \int_0^1 \nabla f(x - u\tau(x)N(x))du
\]

\[
+ \tau(x + \delta)N(x + \delta)^\top \int_0^1 [\nabla f(x - u\tau(x)N(x)) - \nabla f(x - u\tau(x + \delta)N(x)))]du
\]

\[
+ \tau(x + \delta)N(x + \delta)^\top \int_0^1 [\nabla f(x - u\tau(x + \delta)N(x + \delta)) - \nabla f(x + \delta - u\tau(x + \delta)N(x + \delta))]du
\]

\[
=: I_1 + I_2 + I_3 + I_4 + I_5.
\] (17)

Recalling the expression of \( \hat{g}_x \) in (13), we can write for some \( \bar{s}(x) \in (0, \tau(x)) \),

\[
I_1 = -\hat{g}_x(\bar{s}(x))[\tau(x) - \tau(x + \delta)].
\]

To study \( I_2, I_3, I_4, \) and \( I_5 \), we use further Taylor expansions. (Remember that \( f \) is assumed twice continuously differentiable.) Doing that leads to

\[
I_2 = -\tau(x + \delta)\delta^\top [\nabla N(x)^\top \int_0^1 \nabla f(x - u\tau(x)N(x))du] + o(\|\delta\|)
\]

\[
= -\tau(x + \delta)\delta^\top r_1(x) + o(\|\delta\|).
\]

Similarly,

\[
I_3 = -\tau(x + \delta)[\tau(x) - \tau(x + \delta)]
\]

\[
\times N(x + \delta)^\top [\int_0^1 \int_0^1 u\nabla^2 f(x - u(w\tau(x) + (1 - w)\tau(x + \delta)))N(x))dudu]N(x),
\]

\[
I_4 = \tau^2(x + \delta)\delta^\top \nabla N(x)^\top
\]

\[
\left[ \int_0^1 \int_0^1 \nabla^2 f(x - u\tau(x + \delta)(wN(x) + (1 - w)N(x + \delta)))dudu \right]N(x + \delta) + o(\|\delta\|),
\]

\[
I_5 = -\tau(x + \delta)\delta^\top [\int_0^1 \nabla^2 f(x - u\tau(x + \delta)N(x + \delta))du]N(x + \delta) + o(\|\delta\|).
\]
Notice that among all the terms in (17), \( I_2, I_4 \) and \( I_5 \) are all of order \( O(\|\delta\|) \), and
\[
f(x) - f(x + \delta) = -\delta^T \nabla f(x) + o(\|\delta\|) = O(\|\delta\|),
\]
while only \( I_1 \) and \( I_3 \) contain the factor \([\tau(x) - \tau(x + \delta)]\). It follows from (14) and (16) that
\[
|I_1| > \frac{1}{2} c_0 |\tau(x) - \tau(x + \delta)|,
\]
\[
|I_3| < \frac{4\eta}{c_0} |\tau(x) - \tau(x + \delta)|,
\]
where \( \lambda := \sup_{x \in V} \|\nabla^2 f(x)\| \). When \( \eta < \frac{1}{16}\lambda \), we have
\[
O(\|\delta\|) = \left[ f(x) - f(x + \delta) \right] - I_2 - I_4 - I_5 = |I_1 + I_3| \geq |I_1| - |I_3| > \frac{1}{4} c_0 |\tau(x + \delta) - \tau(x)|,
\]
and therefore \( |\tau(x + \delta) - \tau(x)| \to 0 \) as \( \|\delta\| \to 0 \), that is, \( \tau \) is continuous on \( G \).

We proceed to show \( \tau \) is continuously differentiable. Using the shorthand
\[
r_2(x) = \int_0^1 u \nabla^2 f(x - u\tau(x))N(x) du N(x),
\]
\[
r_3(x) = \int_0^1 \nabla^2 f(x - u\tau(x))N(x) du N(x),
\]
and the fact \( \tau(x + \delta) = \tau(x) + o(\|\delta\|) \), we can further write
\[
I_2 = -\tau(x)\delta^T r_1(x) + o(\|\delta\|),
\]
\[
I_3 = -\tau(x)(\tau(x) - \tau(x + \delta))N(x)^T r_2(x) + o(\|\delta\|),
\]
\[
I_4 = \tau^2(x)\delta^T \nabla N(x)^T r_2(x) + o(\|\delta\|),
\]
\[
I_5 = -\tau(x)\delta^T r_3(x) + o(\|\delta\|).
\]
Putting all these together into (17), we obtain
\[
\left[-\dot{g}(\tilde{s}(x)) - \tau(x)N(x)^T r_2(x)\right][\tau(x) - \tau(x + \delta)]
\]
\[
= \delta^T \left[ -\nabla f(x) + \tau(x) r_1(x) + \tau(x) r_3(x) - \tau^2(x) \nabla N(x)^T r_2(x) \right] + o(\|\delta\|).
\]
Again it follows from (14) and (16) that \(-\dot{g}(\tilde{s}(x)) - \tau(x)N(x)^T r_2(x) > 0 \) when \( \eta \) is small enough, and the above approximation becomes
\[
\tau(x + \delta) - \tau(x) = \delta^T a(x) + o(\|\delta\|),
\]
where
\[
a(x) := \frac{\nabla f(x) - \tau(x)[r_1(x) + r_3(x)] + \tau^2(x)\nabla N(x)^T r_2(x)}{-\dot{g}(\tilde{s}(x)) - \tau(x)N(x)^T r_2(x)},
\]
This implies that derivatives of \( \tau \) exist, and \( \nabla \tau(x) = a(x) \), which is continuous. Let \( T_x L_{t+\eta} \) be the tangent space of \( L_{t+\eta} \) at \( x \). For any \( v \in T_x L_{t+\eta} \setminus \{0\} \),
\[
[\nabla Q(x) - \mathbb{I}] v = \tau(x) \left[ \nabla N(x) - N(x)^{-1} \left[ -r_1(x) + r_3(x) \right]^T + \tau(x) \nabla r_2(x)^T N(x) \right] v,
\]
where we have used the fact \( \nabla f(x)^T v = 0 \). Hence by (16), \( \|\nabla Q(x) - \mathbb{I}\| v < \|v\| \) for \( \eta \) small enough, which then implies \( \nabla Q(x) v_1 \neq \nabla Q(x) v_2 \) for any \( v_1, v_2 \in T_x L_{t+\eta} \) such that \( v_1 \neq v_2 \), that is, \( \nabla Q(x) \) is invertible as a linear map from \( T_x L_{t+\eta} \) to \( T_{Q(x)} L_t \). By the Inverse Function Theorem, \( Q \) is a local diffeomorphism. Since \( Q \) has been proved to be a homeomorphism, it is also a diffeomorphism. We then conclude that the metric projection from \( L_t \) to \( L_{t+\eta} \), as the inverse of \( Q \), is also a diffeomorphism. □
Theorem 7.2. The transformation \( x \mapsto \zeta_x(s-t) \) is a diffeomorphism from \( \mathcal{L}_t \) to \( \mathcal{L}_s \) whenever there are no critical points at any level anywhere between \( t \) and \( s \), inclusive.

Proof. For some \( \beta \in (0, s-t) \) small enough, consider an open subset of \( \mathbb{R}^d \)
\[
\mathcal{H} := \bigcup_{u \in (t-\beta, t+\beta)} \mathcal{L}_u = \mathcal{U}_{t-\beta} \setminus \mathcal{U}_{t+\beta},
\]
such that \( \inf_{x \in \mathcal{H}} \| \nabla f(x) \| > c_0 \) for some \( c_0 > 0 \). We extend \( \psi \) defined in the proof of Theorem 4.6 to \( \mathcal{H} \) in the following way: for \( x \in \mathcal{H} \), define
\[
\psi(x) = \zeta_x(s-f(x)).
\]
Note that \( \psi(x) \in \mathcal{L}_s \) using the property of \( \zeta \) stated in Theorem 4.6. Consider \( \delta \in \mathbb{R}^d \) with \( |\delta| \) small enough such that \( B(x, |\delta|) \subset \mathcal{H} \), and \( |f(x) - f(x + \delta)| < s-t \). Without loss of generality, suppose that \( f(x + \delta) \leq f(x) \). We can write
\[
\psi(x + \delta) - \psi(x) = [\zeta_x + \delta(s - f(x + \delta)) - \zeta_x(s - f(x)) - \zeta_x(s - f(x))] + [\zeta_x + \delta(s - f(x)) - \zeta_x(s - f(x))]
= I_1 + I_2.
\]
For \( I_1 \), we have
\[
I_1 = \left[ (x + \delta) + \int_0^{s-f(x+\delta)} F(\zeta_x+\delta(u))du \right] - \left[ (x + \delta) + \int_0^{s-f(x)} F(\zeta_x+\delta(u))du \right]
= \int_{s-f(x)}^{s-f(x+\delta)} F(\zeta_x+\delta(u))du.
\]
Recall that \( \mathcal{V} = \mathcal{U}_t \setminus \mathcal{U}_s \). Note that for any \( u \in [s-f(x), s-f(x+\delta)] \), we have \( \zeta_x+\delta(u) \in \mathcal{V} \), and hence
\[
\| F(\zeta_x+\delta(u)) - F(\zeta_x(s-f(x))) \| \leq \sup_{x \in \mathcal{V}} \| \nabla F(x) \| \| u - (s-f(x)) \|
\leq \sup_{x \in \mathcal{V}} \| \nabla F(x) \| \| f(x+\delta) - f(x) \|
\leq \sup_{x \in \mathcal{V}} \| \nabla F(x) \| \sup_{x \in \mathbb{R}^d} \| \nabla f(x) \| \| \delta \|.
\]
Under the assumption that \( f \) is twice continuously differentiable, using the same argument for (11), we can show that \( \| \zeta_x+\delta(s-f(x)) - \zeta_x(s-f(x)) \| = O(\| \delta \|) \), and hence \( F(\zeta_x+\delta(s-f(x))) - F(\zeta_x(s-f(x))) = O(\| \delta \|) \). Therefore
\[
I_1 = \left( F(\zeta_x(s-f(x))) + O(\| \delta \|) \right) [f(x) - f(x + \delta)]
= \left( F(\zeta_x(s-f(x))) \nabla f(x)^T \right) \delta + o(\| \delta \|)
=: A(x) \delta + o(\| \delta \|).
\]
For \( I_2 \), we use [52, Thm 18, Ch 4] and get
\[
I_2 = B(x) \delta + o(\| \delta \|),
\]
where \( B(x) = [b_1(x), \ldots, b_d(x)] \) is a \( d \times d \) matrix. Here for \( i = 1, \ldots, d \), \( b_i(x) = \xi_i(s-f(x)) \), where \( \xi_i \) satisfies
\[
\dot{\xi}_i(t) = \nabla F(\zeta_x(t)) \xi_i(t), \quad t \in [0, s-f(x)]; \quad \xi_i(0) = e_i.
\]
where \( e_i \) is a \( d \)-dimensional vector with the \( i \)th component 1 and all other components 0. Note that \( B \) is continuous, because both \( \xi \) and \( f \) are continuous.

Hence it follows from (18), (19), and (20) that \( \psi \) is differentiable with \( \nabla \psi(x) = A(x) + B(x) \), which is continuous. For \( x \in \mathcal{L}_t \) and any \( v \in T_x \mathcal{L}_t \setminus \{0\} \), \( \nabla \psi(x)v = B(x)v \) because \( \nabla f(x)^{v} = 0 \). Note that \( B(x)v = \xi(s - f(x)) \), where \( \xi \) satisfies

\[
\dot{\xi}(t) = \nabla F(\xi(s-t))\xi(t), \quad t \in [0, s - f(x)]; \quad \xi(0) = v.
\]

This is a system of nonautonomous linear ODEs, for which [4, Corollary 6, page 246] guarantees that \( \xi(s - f(x)) \neq 0 \). This then implies \( \nabla \psi(x)v_1 \neq \nabla \psi(x)v_2 \) for any \( v_1, v_2 \in T_x \mathcal{L}_t \) such that \( v_1 \neq v_2 \). We conclude the proof by using the same argument as the last part of the proof of Theorem 7.1.
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