IMPROVING META-LEARNING GENERALIZATION WITH ACTIVATION-BASED EARLY-STOPPING
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ABSTRACT

Meta-learning algorithms for few-shot learning aim to train neural networks capable of generalizing to novel tasks using only a few examples. Early-stopping is critical for performance, halting model training when it reaches optimal generalization to the new task distribution. Early-stopping mechanisms in Meta-Learning typically rely on measuring the model performance on labeled examples from a meta-validation set drawn from the training (source) dataset. This is problematic in few-shot transfer learning settings, where the meta-test set comes from a different target dataset (OOD) and can potentially have a large distributional shift with the meta-validation set. In this work, we propose Activation Based Early-stopping (ABE), an alternative to using validation-based early-stopping for meta-learning. Specifically, we analyze the evolution, during meta-training, of the neural activations at each hidden layer, on a small set of unlabelled support examples from a single task of the target tasks distribution, as this constitutes a minimal and justifiably accessible information from the target problem. Our experiments show that simple, label agnostic statistics on the activations offer an effective way to estimate how the target generalization evolves over time. At each hidden layer, we characterize the activation distributions, from their first and second order moments, then further summarized along the feature dimensions, resulting in a compact yet intuitive characterization in a four-dimensional space. Detecting when, throughout training time, and at which layer, the target activation trajectory diverges from the activation trajectory of the source data, allows us to perform early-stopping and improve generalization in a large array of few-shot transfer learning settings, across different algorithms, source and target datasets.

1 INTRODUCTION

Machine learning research has been successful at producing algorithms and models that, when optimized on a distribution of training examples, generalize well to previously unseen examples drawn from that same distribution. Meta-learning is in a way, a natural extension of this aim, where the model has to generalize to not only new data points but entirely new tasks. Meta-learning algorithms generally aim to train a model \( f(x; \theta) \) on a set of source problems, often presented as a distribution over tasks \( p(T_{\text{train}}) \), in such a way that the model is capable of generalizing to new, previously unseen tasks from a target distribution \( p(T_{\text{target}}) \). When applied to classification, Meta-Learning has often been formulated in the past by defining a task \( T \) that involves the \( m \)-way classification of input examples \( x \) among \( m \) distinct classes. The tasks from \( p(T_{\text{train}}) \) and \( p(T_{\text{target}}) \) are made of classes drawn from two disjoint sets \( C_{\text{train}} \) and \( C_{\text{target}} \). A novel task thus involves new classes not seen during training. In few-shot transfer learning, not only are the class sets \( C_{\text{train}} \) and \( C_{\text{target}} \) disjoint, but the marginal \( p(x_{\text{target}}) \) can be arbitrarily different from \( p(x_{\text{train}}) \), e.g. from a different image dataset. This is illustrated in Fig. 1.

Important practical progress has been made in meta-learning over the past few years (Lake et al., 2015; Koch et al., 2015; Andrychowicz et al., 2016; Rezende et al., 2016; Santoro et al., 2016; Mishra et al., 2018; Snell et al., 2017; Vinyals et al., 2016; Sung et al., 2018; Santoros & Estrach, 2018; Finn et al., 2017; Zintgraf et al., 2019; Lee et al., 2019; Ravi & Larochelle, 2017; Wichrowska et al., 2017; Metz et al., 2019; Park & Oliva, 2019; Maclaurin et al., 2015; Franceschi et al., 2018; Lian et al., 2020). Yet, it remains sparsely understood what are the underlying phenomena behind the transitioning of a neural network’s generalization to novel tasks, from the underfitting to the overfitting regime. Early-stopping, a fundamental element of machine learning practice, maximizes generalization by aiming to halt the training at the frontier between those two regimes when generalization is optimal. Usually, the optimal stopping point is computed on a validation set, made of held-out examples from the training data, which serves as a
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Figure 1: A task is created by randomly picking a subset of classes from a set $C$, and belongs to a task distribution $p(T)$ (e.g. $T^\text{train} \sim p(T^\text{train})$ : classify between “horse” and “bicycle”). Training, validation, and target tasks are made of different classes. In the framework of few-shot classification, there is a limited amount of labeled examples to solve each target task. In few-shot transfer learning, not only the target classes, but also the target inputs are drawn from a different data distribution than the training data.

proxy for the test data. However, in meta-learning, adopting such an early-stopping strategy may be problematic due to the arbitrarily large distributional shift between the meta-validation tasks and the meta-test tasks, prevalent in few-shot transfer learning settings. While this problem has been acknowledged in a related field studying out-of-distribution generalization (Gulrajani & Lopez-Paz, 2021), performing early-stopping based on validation set performance remains the de facto approach in meta-learning.

In this work, we propose an alternative to using validation-based early-stopping for meta-learning. Specifically, we analyze the evolution, during meta-training, of the neural activations on a small set of unlabelled examples from the target input distribution. To illustrate the shortcomings of using validation-based metrics for early-stopping, we focus on few-shot transfer learning settings, where the target input data may differ significantly from the source data. Our experiments show that simple, label agnostic statistics on the activations offer an effective way to estimate how the target generalization evolves over time, and detecting when the target activation trajectory diverges from the source trajectory allows us to perform early-stopping.

Our main contributions may be summarized as follows:

1. We propose a novel method for early-stopping in Meta-Learning based on the observation that neural activation dynamics on a few unlabelled target examples may be used to infer generalization capabilities (Sec. 3).

2. We empirically show the superiority of using our method for early-stopping compared to validation set performance. We improve the overall generalization performance of few-shot transfer learning on multiple image classification datasets (Sec. 4). On average, our method closes 47.8% of the generalization gap between the validation baseline and optimal performance. Notably, when the baseline generalization gap is larger (baseline performance is $< 0.95 \times$ optimal accuracy), we close the generalization gap by 69.2%. and when this gap is already small (baseline performance $\geq 0.95 \times$ optimal accuracy), we still manage to slightly outperform the validation baseline, closing the gap by 14.5% on average.

2 MOTIVATION

In few-shot classification, the inputs $x$ of the training and target tasks originate from the same distribution $p(x)$, e.g. an image dataset, but conditioned on different training and target classes: $p(x_{\text{train}}) = p(x|y \in C_{\text{train}})$ and $p(x_{\text{target}}) = p(x|y \in C_{\text{target}})$, respectively. The few-shot aspect means that, for a given new task $T_{\text{target}}$, only a very few labelled examples are available, typically $k$ examples for each of the $m$ classes. The model, then, uses this support set $S = \{(x, y)\}_{1,k}$ (of $m \times k$ examples) to adapt its parameters $\theta$ to $T_{\text{target}}$. Finally, its accuracy is evaluated on new query examples from $T_{\text{target}}$. Considering multiple target tasks from $p(T_{\text{target}})$, the Meta-Learning generalization $\text{Acc}_{\text{target}}$ for a model $f(x; \theta_t)$ after $t$ iterations is its average query accuracy:

$$\text{Acc}_{\text{target}} \doteq \mathbb{E}_{T \sim p(T_{\text{target}})} \left[ \mathbb{E}_{(x,y) \sim T \setminus S_t} \left[ 1\{\text{argmax}_t(f(x; \theta_t)) = y\} \right] \right] ,$$

where, for each new task $T$, the adapted solution $\theta_t$ may be obtained by performing $T$ steps of gradient descent (full-batch) on the cross-entropy loss $L(f, S_t)$ with respect to $\theta_t$. The time of optimal generalization is defined as $t^* = \text{argmax}_t \text{Acc}_{\text{target}}(t)$. In a standard supervised learning setup, a subset of examples is held out from the training data to constitute a validation set. Since the validation accuracy is a good proxy for the test accuracy, early-stopping is performed by halting training when the validation accuracy reaches its maximum. In Meta-Learning for few-shot classification, the validation set is made of held out classes from the training data to constitute the validation task.
distribution $p(T_{\text{valid}})$. Using validation set performance, the early-stopping time for optimal generalization, $t^*$, is estimated by $t^*_{\text{valid}} = \arg\max_t \text{Acc}_{\text{valid}}$.

However in transfer learning, Acc_{valid} may not be a good proxy for Acc_{target} due to the potentially large distributional shift between $p(T_{\text{target}})$ and $p(T_{\text{valid}})$. In the end, this may lead a potentially large difference between $t^*$ and $t^*_{\text{valid}}$, and thus to sub-optimal generalization (as later shown in Sec. 4). Hence, estimating $t^*$ some minimal amount of information about $p(T_{\text{target}})$. However, the availability of data from $p(T_{\text{target}})$ is often highly limited, introducing the few-shot learning paradigm. Since the model doesn’t control how many new tasks will actually be presented, as there could be either several thousands or very few, the model will need to solve at the very least a single task from $p(T_{\text{target}})$, and thus has access to at least a single support set $S$. Moreover, since labelled data is often more difficult to access, our method only uses the few examples from a single target task, without their labels. We thus propose to only use a few examples: the support set of a single new task (e.g. 5 images). Our end goal is to improve overall generalization to tasks from $p(T_{\text{target}})$. It is important to note that the target task used to estimate $t^*$ is excluded from $p(T_{\text{target}})$ to perform this evaluation. For the justification of why it is reasonable to have access to a few unlabelled support examples from the target distribution, we can think a real-world examples. Consider an application with an autonomous car that can detect signs in North America, trained on data there, then these cars are deployed in another country. They have collected data, but you have not yet labelled it, and it is unlabelled data. The model could thus use those examples to decide, using our proposed method, which of the checkpoints of the state of the neural network should be picked. For further motivation on the necessity of using a minimal hint of information about the target task distribution, see App. B.3.

3 Estimating Generalization via Neural Activation Dynamics
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(a) For a deep neural network $f$ composed of a feature extractor $\phi$ of $L$ hidden-layers (followed by a classifier $g$), and a given input distribution $p(x)$, we analyze the neural activation distributions and track how their trajectories evolve during training.

(b) We characterize the activation distributions from their first and second order statistical moments, and project their trajectory in $\psi(x, t)$. We hypothesize that time $t$, defined when the target trajectory $\psi(x_{\text{target}}, t)$ diverges from the source trajectory $\psi(x_{\text{valid}}, t)$ (left figure), coincides with the time $t^*$, defined when the target accuracy starts to degrade while the validation accuracy still increases (right figure). Our method uses $t$ as an estimation of $t^*$ to halt training.

In this work, we propose to leverage observable properties based on the neural activations in deep neural networks to infer Meta-Learning generalization to a given target problem as training time $t$ progresses. More specifically, we want to estimate $t^* = \arg\max_t \text{Acc}_{\text{target}}(t)$ using only a few target examples, i.e. the support set of a single task, to accommodate for few-shot learning settings. Our goal is to improve generalization when validation-based early-stopping is suboptimal, particularly in transfer learning scenarios that require out-of-distribution generalization.

Our experiments in a wide range of Meta-Learning settings for few-shot classification suggest that, for a deep neural network $f$ with a feature extractor $\phi$ of $L$ hidden-layers, the generalization $\text{Acc}_{\text{target}}$ to a novel task distribution $p(T_{\text{target}})$ can often be estimated from the distribution of neural activations with respect to the target input data from $p(x_{\text{target}})$. In deep learning, the feature extractor is responsible for learning deep representations of the data, often comprising the majority of the neural architecture, hence it makes sense that it is critical for the generalization performance. Other authors made similar observations regarding the feature extractor. Since the neural activations characterize the feature extractor as a function of the input, we propose to study the trajectory of their evolution to analyze how the feature extractor changes w.r.t the target data. We empirically observe that $\text{Acc}_{\text{target}}(t)$ is often linked to the dynamics throughout training time $t$ of the neural activations distribution...
$p(\varphi_l(x_{\text{target}}; \theta_l))$ at a specific layer $l$ of $\varphi$, which we call a critical layer. Such layers may be at a different network depth depending on the experimental settings, e.g. the meta-training algorithm, architecture, or source and target datasets. This bears similarities to what [Yosinski et al., 2014] observed for deep networks in transfer learning (not few-shot). In few-shot transfer learning, our proposed method of Activation-Based Early-stopping consists of halting the model training when we detect that the trajectory of target activations diverges from the source trajectory.

### 3.1 Characterizing the trajectory of neural activations dynamics

To model the trajectory of the distribution of neural activations, we characterize this distribution based on its sequence of moments. The probability distribution of a random variable, under certain conditions (Carleman’s condition), can be uniquely determined by its sequence of moments (Yarovaya et al., 2020), meaning that no other distribution has the same moment sequence (e.g. a Gaussian is uniquely determined by its first and second-order moments). For a random vector, there are very few known examples of multivariate distributions that are not determined by their moment sequence, according to [Kleiber & Stoyanov, 2013]. For an arbitrary random variable $Z$ with probability distribution $p(z)$, its $n$-th order moment is defined as: $m_n = \mathbb{E}[z^n]$. For a random vector $z$ in $D$ dimensions, the sequence of moments $(m_1(z), m_2(z), ...)$ is made of the first-order moments, which are the elements of the mean vector $\mathbb{E}[z]$, followed by the second-order moments which are the elements of the autocorrelation matrix $\mathbb{E}[zz^T]$, and so on:

$$m_1(z), m_2(z), ... = \mathbb{E}[p(z)|z], \mathbb{E}[p(z)|zz^T], ... = \mathbb{E} \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_D \end{bmatrix}, \mathbb{E} \begin{bmatrix} z_1^2 & z_1z_2 & ... & z_1z_D \\ z_2^2 & z_2z_1 & ... & z_2z_D \\ \vdots & \vdots & \ddots & \vdots \\ z_D^2 & z_Dz_1 & ... & z_Dz_D \end{bmatrix}, \ldots$$

We observed that Meta-Learning generalization may be estimated from the first and second moments of the distribution of target activations. We therefore cut off the estimated moment sequence after the second-order moments. Moreover, higher-order moments are harder to estimate, bearing higher standard error, especially since we use only a few target examples for the estimations. Note that $m_1 \in \mathbb{R}^D$ and $m_2 \in \mathbb{R}^{D^2}$, and that we compute them on the activation vectors, which can be in very high dimensions $D$. To project the distribution trajectories in a space of reduced dimensionality, we aggregate those moments across their $D$ feature dimensions using summary statistics.

Within the first and second order moments, we compute aggregate statistics on three distinct types: the elements of $\mathbb{E}[z]$ (feature means), the diagonal elements of $\mathbb{E}[zz^T]$ (raw feature variances), and the non-diagonal elements of $\mathbb{E}[zz^T]$ (raw feature covariances). Particularly, for the first moment, we compute the empirical mean across feature dimensions ($\hat{m}_1$) as well as the raw variance across feature dimensions ($\hat{m}_2$). For the second moments, we only compute the empirical mean for the diagonal and non-diagonal elements of $\mathbb{E}[zz^T]$, i.e. $\hat{m}_3$ and $\hat{m}_4$, respectively, since the variance of second moments leads to a higher-order statistic, which is harder to estimate. For an arbitrary random vector $z$, we define the following aggregated moments:

$$\hat{m}_1(z) = \sum_i [(m_1(z))_i], \hat{m}_2(z) = \sum_i [(m_1(z))_i]^2, \hat{m}_3(z) = \sum_{i,j} [(m_2(z))]_{i,j}, \text{ and } \hat{m}_4(z) = \sum_{i,j} [(m_2(z))]_{i,j}$$

(2)

where $(m_1(z))_i$ is the $i$-th feature of $m_1(z)$, and $(m_2(z))_{i,j}$ is the feature at the $i$-th row and $j$-th column of $m_2(z)$.

We characterize as $\psi(x; t)$ the trajectory of neural activations dynamics, with respect to a given input distribution $p(x)$, using these aggregated moments on the activation vectors, i.e. $z = \varphi_l(x; t)$ and $x \sim p(x)$, such that:

$$\psi(x, t) = \begin{bmatrix} \hat{m}_1(\varphi_1(x; t)) & \hat{m}_2(\varphi_1(x; t)) & \hat{m}_3(\varphi_1(x; t)) & \hat{m}_4(\varphi_1(x; t)) \\ \hat{m}_1(\varphi_2(x; t)) & \hat{m}_2(\varphi_2(x; t)) & \hat{m}_3(\varphi_2(x; t)) & \hat{m}_4(\varphi_2(x; t)) \\ \vdots & \vdots & \vdots & \vdots \\ \hat{m}_1(\varphi_L(x; t)) & \hat{m}_2(\varphi_L(x; t)) & \hat{m}_3(\varphi_L(x; t)) & \hat{m}_4(\varphi_L(x; t)) \end{bmatrix}.$$  

(3)

Our experiments show that the target generalization $Acc_{\text{target}}(t)$ in few-shot learning is often proportional to a linear combination of the presented aggregated moments when computed on a few unlabelled examples of the target data $p(x_{\text{target}})$. The function space spanned by the possible linear combinations of $\hat{m}_3$ to $\hat{m}_4$, while being simple to compute, is general enough to express many functions of the activation vectors, such as their average $L_2$ norm, pair-wise inner products, pair-wise $L_2$ distances, collective variance, and average variance between individual features. This suggests that there may be multiple factors linked to Meta-Learning generalization, and such factors are likely dependent on the experimental setting. In App. B.1 we show empirical motivation for how we characterize the neural activation dynamics, and for the need to consider all layers of the feature extractor.
3.2 Activation-based early-stopping for few-shot transfer learning

In few-shot transfer learning, since we cannot directly infer from $\text{Acc}_{\text{valid}}(t)$ which combination of the aggregated moments coincides with $\text{Acc}_{\text{target}}(t)$, we propose to compare the trajectory of the target activations, $\psi(x_{\text{target}}, t)$, to the trajectory of activations of the source data, $\psi(x_{\text{valid}}, t)$, within the time interval $t_0 < t \leq t_{\text{valid}}^*$, where $t_0$ is the initial training time and $t_{\text{valid}}^*$ is the time when the validation accuracy reaches its optimum. If at a given time $t$ we detect that the target trajectory starts to diverge from the source trajectory, we halt training at $\hat{t}$. In other words, we perform early-stopping at time $\hat{t}$, which serves as an estimate of the optimal early-stopping time for optimal generalization ($t^*$).

The intuition for the proposed early-stopping criterion is that as the model is being trained, learned knowledge from the source data is only useful for solving the target tasks up to a certain time, which we refer to as $\hat{t}$. After $\hat{t}$, the learning becomes overspecialized to the source tasks, harming target generalization. As previously mentioned, our experiments indicate that the divergence in activation distribution trajectories is often most prominent at a particular layer $l^*$ of the feature extractor, which we refer to as the critical layer. Moreover, we observed that the trajectory divergence is usually mainly driven by a specific aggregated moment $\hat{m}^*$ at the critical layer, and we refer to $\hat{m}^*$ as the critical moment.

We quantify the divergence $d$ between the source and target trajectories by their negative correlation across time. More precisely, for a given layer $l$ and moment $\hat{m}$, a strong divergence $d$ corresponds to a large time interval $[t_1, t_2]$ within which the source and target trajectories, both evaluated at $l$ and $\hat{m}$, show a strong negative Pearson correlation $\rho$ through time $t$:

$$d(\psi_{l,\hat{m}}(x_{\text{target}}, t), \psi_{l,\hat{m}}(x_{\text{valid}}, t), t_1, t_2) \triangleq -\left(\rho_{t_1 < t \leq t_2}(\psi_{l,\hat{m}}(x_{\text{target}}, t), \psi_{l,\hat{m}}(x_{\text{valid}}, t))\right) \times (t_2 - t_1). \quad (4)$$

The critical layer $l^*$ and critical moment $\hat{m}^*$ are where we observe the strongest divergence as defined by $d$, with the time interval bound between $t_0$ and $t_{\text{valid}}^*$:

$$l^*, \hat{m}^* = \arg \max_{l, \hat{m}} \max_{t} d(\psi_{l,\hat{m}}(x_{\text{target}}, t), \psi_{l,\hat{m}}(x_{\text{valid}}, t), t, t_{\text{valid}}^*). \quad (5)$$

Once we have identified $l^*$ and $\hat{m}^*$, our estimated early-stopping time $\hat{t}$ is simply the moment when this strongest observable divergence begins (see Fig. 3):

$$\hat{t} = \arg \max_{t} d(\psi_{l^*,\hat{m}^*}(x_{\text{target}}, t), \psi_{l^*,\hat{m}^*}(x_{\text{valid}}, t), t, t_{\text{valid}}^*). \quad (6)$$

Note that if no divergence is detected, the correlation between the target and source trajectories remains positive throughout $t$, thus $d$ is maximized by selecting out stopping time as $t = t_{\text{valid}}^*$. Hence, our method is designed to perform on par with the validation baseline in such situations.

![Figure 3](image1.png)

(a) Evolution of the source and target activation trajectories (omitting $\hat{m}_4$ for 3D visualization). Here their divergence is highest at layer 4, along $\hat{m}_2$.

(b) Evaluating the target and source activations trajectories at layer 4 and along $\hat{m}_2$, their divergence is detected at time $\hat{t}$, after which their plots become negatively correlated.

(c) ABE here improves the target generalization by early-stopping at time $\hat{t}$, as it is much closer to the true optimum $t^*$, compared to $t_{\text{valid}}^*$ of the validation accuracy.

Figure 3: Inferring when to stop in few-shot transfer learning from the unlabelled examples (5) of a single target task. Setting shown: MAML, CNN, Quickdraw to Omniglot, 5-way 1-shot. We first identify the critical layer $l^*$ and critical moment $\hat{m}^*$, where neural activation dynamics of the target inputs diverge the most from those of the source domain (Eq. [5]). The strongest divergence is detected at layer 4 along $\hat{m}_2$. We then early-stop at $\hat{t}$ (Eq. [6]), i.e. when the Pearson correlation of $\psi(x_{\text{target}}, t)$ and $\psi(x_{\text{valid}}, t)$, both evaluated at $l^*$ and $\hat{m}^*$, flips from being positive between $t_0$ and $\hat{t}$, to being negative after $\hat{t}$. Here, activation-based early-stopping at $\hat{t}$ achieves much greater target generalization than validation-based early-stopping at $t_{\text{valid}}^*$. 
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4 EXPERIMENTAL RESULTS

We now present experimental results of the performance of our proposed method, ABE. For each experiment, tasks are 5-way 1-shot classification, and we only use the unlabelled input examples from the support set of a single target task. In other words, only 5 unlabelled images of a single target task are used to analyze the neural activation dynamics. At the beginning of an experiment, we randomly sample a task $T_i$ from $p(T_{\text{target}})$ and keep only its set of support input examples, which we use for early-stopping, and evaluate the resulting target accuracy (performance). We repeat this for 50 independently and identically distributed support sets from $p(T_{\text{target}})$, and report the average performance. This is then repeated for 3 independent training runs. As the baseline for direct comparison, we use the common early-stopping approach based on performance on the validation set. For each experiment, validation and target accuracies are averaged over 600 tasks. Note that the examples used to measure the neural activations and perform early-stopping are not used in the evaluation of generalization. To benchmark our method, we use the standard 4-layer convolutional neural network architecture described by Vinyals et al. (2016) trained on 3 different Meta-Learning algorithms: MAML (Finn et al., 2017), Prototypical Network (Snell et al., 2017), and Matching Network (Vinyals et al., 2016). Our source and target datasets are taken from the Meta-Dataset (Triantafillou et al., 2020). We refer to App. A for full experimental details and App. B for additional experiments.

Across our experiments, our results show that our method outperforms validation-based early-stopping. On average, our method closes 47.8% of the generalization gap between the validation baseline and optimal performance. Notably, when the baseline generalization gap is larger (baseline performance is $< 0.95 \times$ optimal accuracy), we close the generalization gap by 69.2%. Moreover, when this gap is already small (baseline performance $\geq 0.95 \times$ optimal accuracy), we still manage to slightly outperform the validation baseline, closing the gap by 14.5% on average. More detailed experimental discussions are provided below.

In Fig. 4, we show the gain in target accuracy from our early-stopping method (ABE), compared to validation-based early-stopping (baseline). We also show the optimal performance, i.e., the performance obtained if early-stopping had been optimal in each experiment. For each setting (algorithm, source dataset, and target dataset), we show the accuracy difference against the generalization gap exhibited by the validation-based early-stopping. Results show that our method outperforms the baseline. When the generalization gap of the baseline is small and there is not much gain to have, our method is generally on par with validation-based early-stopping, and only in a very few instances do we suffer from a slight generalization drop. As the baseline generalization gap increases, our method tends to fill this gap. This results in better performance on the target task distribution as observed across all tested Meta-Learning algorithms. In Tab. 1, we show the average generalization performance of ABE, compared against validation-based early-stopping, and the optimal performance. Results indicate that ABE outperforms validation-based early-stopping, closing the generalization gap towards optimal performance. We break the results into two categories: performance per source dataset, averaged over all Meta-Learning algorithms and target datasets (Tab. 1a), performance per Meta-Learning algorithm (Tab. 1b).

Figure 4: Gain in target accuracy from our early-stopping method (ABE), compared to validation-based early-stopping (baseline). The performance gain (y-axis) is shown against the baseline generalization gap (x-axis). For each experiment, we plot the accuracy difference of our method relative to the baseline. The red horizontal bar indicates on par with the baseline (no difference). The grey dashed line indicates the maximum achievable performance (completely filling the generalization gap of the baseline). Results show that our method generally outperforms the baseline.
Table 1: Generalization performance of ABE, our proposed early-stopping method, compared to validation-based early-stopping (Baseline). For each setting, "Optimal" is the maximum achievable generalization performance, if early-stopping had been optimal (with an oracle). We show results per Meta-Learning algorithm (averaged over all source and target datasets), and per source dataset (averaged over all Meta-Learning algorithms and target datasets). The first row shows the maximum achievable target accuracy. Results show that for each source dataset and Meta-Learning algorithm, our method consistently outperforms the validation baseline. To measure the variability in performance of our method, for each experiment (algo, source dataset, target dataset), we compute the standard deviation among the generalization performances obtained with the 50 different target tasks (independent trials). We then average those standard deviations across all experiments. We present them on a per-algorithm basis. Those standard deviations are (in percentages of accuracy): 0.35% for MAML, 0.13% for Prototypical Network, and 0.38% for Matching Network.

Figure 5: Degradation in target performance (red) using validation-based early-stopping, with respect to the maximum possible accuracy – we refer to this as the generalization gap. For each experiment, we compute the target accuracy obtained when early-stopping with the validation baseline, and the actual maximum target accuracy that was achievable during the experiment, if early-stopping had been optimal, and we compute the difference.

Figure 6: Improvement in generalization performance (blue) of ABE (our method) compared to the validation baseline, versus degradation (red). Difference in generalization performance between ABE and the baseline of validation early-stopping. For each experiment, we compute the target accuracy obtained when early-stopping with the validation baseline, and target accuracy obtained when early-stopping with the validation baseline, and we compute the difference.
In Fig. 5 we present the degradation in target performance from using validation-based early-stopping (baseline), across all our settings, namely for each pair of source and target datasets, and across all three Meta-Learning algorithms. This degradation, also referred generalization gap, is the difference between the optimal target accuracy (if early-stopping had been optimal) and the target accuracy obtained from validation-based early-stopping, i.e., $\text{Acc}_{\text{optimal}} - \text{Acc}_{\text{baseline}}$.

In Fig. 6 we show the generalization gains of ABE, and how it is able to close this generalization gap, where blue indicates an improvement over the baseline, and red indicates a deterioration. We observe that, overall, our method improves over the baseline, with very few instances of notable deterioration of generalization. Second, by comparing with Fig. 5, we see that our method offers gains (blue) where the baseline suffers more severely (red). When the baseline performance is close to the optimum (white and light color) and there isn’t much to gain, we perform on par with the baseline (white and light color), as desired. A comparison of the numerical values reveals that we often fill a large portion of the baseline generalization gap, sometimes even completely.

**Other neural architectures** In addition, we tested our ABE on a different neural architecture: a deep residual network (ResNet-18), as used in the original Meta-Dataset paper. We tested it on a subset of our experiments. Our results show our method outperforming validation-based early-stopping, for all three algorithms. See Tab. 2 in App. B.

**Early-stopping using a single OOD task : ABE vs. support loss** Since ABE has access to the unlabelled data from a single target task, we compare its performance to another baseline: tracking the support loss of the single target task, after fine-tuning on its examples (since we use 1-shot, we can randomly label the examples). This captures how well can the model classifies the support examples of the task. We use the cross-entropy loss instead of the classification accuracy which can easily saturate even after a single step. We performed this analysis using MAML (as it is not applicable with the other two algorithms). Results show that this baseline doesn’t perform as well as ABE, and in fact performs worse than the validation-based early-stopping, as it increases the generalization gap by 54.1% on average, while with MAML, our method closes the generalization gap by 71.4% on average. We also observed a much greater variance between the estimated stopping times for this baseline, when using different tasks, and thus a higher standard deviation in performance of 0.74% (in accuracy, on average) compared to only 0.35% for ABE used with MAML. See results in Fig. 13 of Appendix B.3, there are mostly degradation of generalization (red color) and very few instances of improvement (blue color), as opposed to the left most subfigure of Fig. 6. This reinforces some of the insights of our work, for instance: To infer target generalization, one might have to “look under the hood” and inspect the activations at lower layers of the feature extractor. Indeed, in Fig. 13 of Appendix B.1.4 we present observations on the frequency, across all of our experiments, of which layer and which aggregated moments are critical, i.e., where we observed the strongest divergence between the trajectories of the target and source activations. In Fig. 13a, we observe that the strongest divergence may happen at all layers, despite happening more frequently in earlier layers. Moreover, Fig. 13b suggests that all of the aggregated moments that we introduced, from $\hat{m}_3$ to $\hat{m}_4$, might be critical in driving the divergence between the activation trajectories. This further motivates our use of these four moments to characterize the trajectories of neural activations.

**Early-stopping from an additional (oracle) OOD task distribution** What happens if we perform early-stopping using a third distribution, i.e., another dataset previously unseen (assuming we have access to it)? Should its distributional shift with the training distribution result in a better early-stopping time? Results in Appendix B.3 Tab. 4 that while this OOD validation early-stopping can outperform the in-distribution counterpart, our method generally outperforms it, the resulting early-stopping time can vary greatly depending on which dataset is used. The performance is generally lower too, compared to ABE, highlighting the importance of considering the specific target problem at hand.

**Using more unlabelled examples** We also tested ABE when using more data to compute the moments on the activations. When using more data, the average performance slightly increases, but more notably, the variance in performance is significantly reduced and generalization becomes more consistent. See Appendix B.5

5 RELATE WORK

In recent years, some works have started to analyze theoretical aspects of gradient-based Meta-Learning. Particularly, Finn et al. (2019) provided a theoretical upper bound for the regret of MAML in an online Meta-Learning setting, where an agent faces a sequence of tasks. Moreover, Denevi et al. (2019) studied Meta-Learning through the perspective of biased regularization, where the model adapts to new tasks by starting from a biased parameter vector, which we refer to as the meta-training solution. When learning simple tasks such as linear regression and binary classification with stochastic gradient descent, they theoretically prove the advantage of starting from the meta-training solution, under the assumption that similar tasks lead to similar weight parameterization. Considering online convex optimization, where the model learns from a stream of tasks, Balcan et al. (2019) stated that the optimal solution for each task lies in a small subset of the parameter space. Then, under this assumption, they proposed an algorithm using Reptile, a
first-order Meta-Learning method, such that the task-averaged regret scales with the diameter of the aforementioned subset \( \| \mathbf{x} \|_\infty \).

Bearing a stronger relation to our approach, Guo et al. (2019) empirically studied the objective landscapes of gradient-based Meta-Learning, with a focus on few-shot classification. They notably observed that average generalization to new tasks appears correlated with the average inner product between their gradient vectors. In other words, as gradients appear more similar in the inner product, the model will, on average, better generalize to new tasks, after following a step of gradient descent. Similar findings on the relation between local gradient statistics and generalization have also been previously discussed by Mahsereci et al. (2017).

More recently, a few works have studied the properties of the feature extractor \( \phi \) in the context of Meta-Learning. Notably, Raghu et al. (2020) empirically showed that when neural networks adapt to novel tasks in a few-shot setting, the feature extractor network is approximately invariant, while the final linear classifier undergoes significant functional changes. They then performed experiments where \( \phi \) is frozen at meta-test time, while only the classifier \( g \) is fine-tuned, without noticing significant drops in generalization performance compared to the regular fine-tuning procedure. Intuitively, these results suggest that the generalization variation over time might be predominantly driven by some evolving but unknown property of the feature extractor. Goldblum et al. (2020) observed that generalization in few-shot learning was related to how tightly embeddings from new tasks were clustered around their respective classes. However, Dhillon et al. (2020) observed that the embeddings at the output of the feature extractor of the last layer, \( \phi_{\text{L}} \), were poorly clustered around their classes, despite mentioning that clustering may be important when measuring the logit outputs of the classifier \( g \). This is similar to what Frosst et al. (2019) observed when dealing with new out-of-distribution examples. These findings suggest that if generalization is related to a property of the feature extractor, this property might be class agnostic. It is also worth mentioning that in earlier attempts to perform transfer learning, intermediate layers of \( \phi \) were shown to be critical in the ability of the model to transfer knowledge (Yosinski et al., 2014).

Finally, while other alternatives to validation-based early-stopping have been recently proposed (Zhang et al., 2021; Bonet et al., 2021; Yao et al., 2022), they mostly focus on in-distribution generalization instead of the few-shot transfer-learning settings considered in our work. Without information about the target data, these methods are likely to suffer from the same lack of out-of-distribution generalization of early-stopping based on validation set performance presented throughout our work.

6 Conclusion and Future Work

In this work, we have presented empirical evidence that the overfitting point of meta-learning for deep neural networks for few-shot classification can often be estimated from simple statistics of neural activations and how they evolve throughout meta-training time. Our results suggest that key properties or statistics of how feature extractors respond to the target input distribution can be found which are simple enough to be estimated from just a few unlabelled target input examples. However, the specific function of the activations, and the layer at which to measure them, need to be inferred. We demonstrate that these functions and layers of interest can be inferred and used to guide early stopping – leading to a new, and effective method for early stopping which represents a significant departure from the de facto standard practice of using a validation set. In few-shot learning, these ingredients can be inferred from how the neural activation dynamics of the validation data relate to the validation accuracy. More importantly, in few-shot transfer learning where the validation performance is not a good proxy for target generalization, they are inferred through searching for which function (in a given function space) and at which layer, that the activation dynamics of the target input domain “diverge” the most from those of the source domain. Finally, we have demonstrated have used these insights to propose Activation-Based Early-stopping (ABE) to improve overall generalization to distributions of novel few-shot classification tasks while only using unlabelled support examples from a single target task (5 images). We empirically demonstrated, through a large array of meta-learning experiments, the advantage of our method over the baseline of validation-based early-stopping.

While we proposed our method for estimating target accuracy (and its related early-stopping criterion) in the framework on few-shot learning and meta-learning, our approach is in principle applicable to the broader range of out-of-distribution generalization setups. For this reason, we propose to study the applicability of our method to such setups. We also want to emphasize that the core proposition of our method is to estimate the target generalization from simple statistics (small order moments), by inspecting all layers of the feature extractor, and here we presented a successful implementation of this core idea for meta-learning in few-shot classification, but the exact implementation may have to change if applied in a drastically different scenario. For example, it is possible that when predicting the generalization of a new task distribution but in a continual learning framework, some elements of our implementation might have to change (ex: how we identify the critical layer). We do encourage other authors to consider using our approach, and adapting it if needed, to try to improve generalization in their own setup.
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A EXPERIMENTAL DETAILS

CNN: We use the architecture proposed by Vinyals et al. (2016) and used by Finn et al. (2017), consisting of 4 modules stacked on each other, each being composed of 64 filters of of $3 \times 3$ convolution, followed by a batch normalization layer, a ReLU activation layer, and a $2 \times 2$ max-pooling layer. With Omniglot, strided convolution is used instead of max-pooling, and images are downsampled to $28 \times 28$. With MiniImageneret, we used fewer filters to reduce overfitting but used 48 while MAML used 32. As a loss function to minimize, we use cross-entropy between the predicted classes and the target classes.

ResNet-18: We use the same implementation of the Residual Network as in Triantafillou et al. (2020).

For most of the hyperparameters, we follow the setup of Triantafillou et al. (2020), but we set the main few-shot learning hyperparameters so as to follow the original MAML setting more closely, and in each setting, we consider a single target dataset at a time, with a fixed number of shots and classification ways. We use 5 steps of gradient descent for the task adaptations, 15 shots of query examples to evaluate the test accuracy of tasks. We don’t use any learning rate decay during meta-training, and step-size of 0.01 when finetuning the models to new tasks.

Datasets: We use the MiniImagenet and Omniglot datasets, as well as the many datasets included in the Meta-Dataset benchmark (Triantafillou et al., 2020).

B ADDITIONAL EXPERIMENTAL RESULTS

B.1 THE RELATION BETWEEN THE NEURAL ACTIVATION DYNAMICS AND GENERALIZATION TO NOVEL TASKS

B.1.1 RELATION BETWEEN THE REPRESENTATION SPACE OF THE FEATURE EXTRACTOR AND TARGET GENERALIZATION

In this section we present experimental results to support the our characterization of the neural activation dynamics introduced in Sec. 3. In Fig. 7, we show that target generalization in few-shot learning is proportional to a linear combination of the four aggregated moments $\hat{m}_1, \hat{m}_2, \hat{m}_3$ and $\hat{m}_4$, introduced in Sec. 3. We then show in Fig. 8 a similar observation for the case of few-shot transfer learning, where the target accuracy comes from three different datasets, and which is again a linear combination of the four aggregated moments, when computed on the target inputs.

Figure 7: Comparison between average inner product between representation vectors at the final layer $L$ of the feature extractor, and average target accuracy, in few-shot learning. The expected inner product is a linear combination of the four aggregated moments defined in Sec. 3. We use different regimes of MAML and First-Order MAML on MiniImagenet. Here the expression $[h^T_L h_j]$ is the expected inner product between representations for the target inputs. Note: here $h = \varphi_L(x)$. 

B.2 GENERALIZATION
Figure 8: Measuring the expected representational inner product in Few-Shot Transfer Learning. MAML, 5-way 1-shot, training dataset: Quickdraw. The estimated early-stopping time of the metric $t$ coincides well with the true optimal early-stopping time $t^*$. Measuring the correlation (Pearson) between $t^*$ and $t^*$ gives $R = 0.925$ with a p-value near 0. Considering the gap between 1) the average performance of validation early-stopping across the three settings (58.69%); and 2) the maximum generalization across the three settings (61%), the average performance of the metric is at 59.7%, closing nearly half of the gap (43.74% of the gap). Note: RIPE stands for representational inner product, an abbreviation for this specific linear combination of the aggregated moments.

B.1.2 NEURAL ACTIVATION DYNAMICS: DIFFERENT LEVELS OF THE FEATURE EXTRACTOR CAN REVEAL THE VARIATION OF GENERALIZATION

In this section, we present two few-shot transfer learning experiments about the critical layer, i.e., the depth $l$ where the target and source activations have the strongest divergence. There show that even with the same neural architecture, the critical layer may happen at a different level depending on the setting, here the source - target dataset pair. In Fig. 10, divergence between the target and source activation trajectories is the strongest at the last layer of the feature extractor network, while in Fig. 9, this happens at the first layer of the feature extractor. Moreover, in both instances, the activation dynamics at the critical layer correspond the most with target accuracy, compared to the other layers.

Figure 9: MAML: Birds to Omniglot. The divergence between the target and source activation trajectories happens at layer 1, mostly along $m_2$, and is detected from the beginning of training. This accurately corresponds to when meta-overfitting occurs. The resulting early-stopping time $t$ is close to the optimum $t^*$, which drastically improves generalization, compared to validation-based early-stopping. Note that here we only show three aggregated moments for 3D visualization purposes, each time omitting the dimensions with the least amount of divergence. The trajectory curves have also been normalized here for better visualization, which doesn’t affect how ABE works.
Figure 10: MAML: Quickdraw to Omniglot. The divergence between the target and source activation trajectories happens at layer 4, mostly along $\hat{m}_2$. This accurately corresponds to when meta-overfitting occurs. The resulting early-stopping time $\hat{t}$ is close to the optimum $t^*$, which drastically improves generalization, compared to validation-based early-stopping. Note that here we only show three aggregated moments for 3D visualization purposes, each time omitting the dimensions with the least amount of divergence.

B.1.3 DIFFERENT FUNCTIONS OF THE NEURAL ACTIVATION DYNAMICS CAN REVEAL THE VARIATION OF GENERALIZATION

In this section we present further experiments on the correspondence between target accuracy and a linear combination of the aggregated moments, and that this combination may be different depending on the meta-learning setting involved. In Fig. 11 we present experiments where target again correlates with the expected inner product between activations, with its negative counterpart. We also show this phenomenon with a different neural architecture, a deep Residual Network (ResNet-18), as used in [Triantafillou et al., 2020].

Figure 11: Strong negative correlation between generalization and metrics on the representation space, where the minimum of the metric coincides with the maximum of generalization: Few-Shot Learning settings with MiniImagenet, 5-way 1-shot, with a ResNet-18. The metric is the expected inner product (left subfigures, represented by $E[h_i^T h_j]$ where $h_i$ stands for the representation vector for an input example $x_i$). The metric is measured at the output of the feature extractor (6th block of the ResNet), and we show its measurement on 5 distinct tasks. The generalization (right subfigures) is averaged over 50 tasks.
(a) Exclusive correlation between a specific metric and generalization

(b) Expected $l_2$ Norm

(c) Expected $l_2$ Dispersion

(d) Expected Feature-Wise Variance

Figure 12: Different metrics of the representation space may have a strong correlation with generalization, other than the expected inner product. a) Prototypical, VGG Flower, 5-way 1-shot: out of three metrics which in other cases may be related with generalization (as in b), c), d)), here only the expected $l_2$ dispersion has a strong relation with generalization. b) Expected $l_2$ norm; c) Expected square $l_2$ dispersion, Prototypical Network, VGG Flower; d) Expected feature-wise variance, Prototypical Network, Omniglot to Quickdraw. These results motivate our approach of considering a family of functions $\psi$ (the linear combinations of $m_1$ to $m_4$) in which we must find the optimal function $\psi^*$ given the setting, rather than trying to discover a single universal metric that would correlate to generalization in all scenarios.

### B.1.4 Critical Layers and Critical Moments

In Fig. 13 we present observations on the frequency, across all of our experiments, of which layer and which aggregated moments are critical, i.e. where we observed the strongest divergence between the trajectories of the target and source activations. In Fig. 13a we observe that the strongest divergence may happen at all layers, but tends to happen more frequently in earlier layers. This further motivates the idea of “looking under the hood” to infer how target generalization is evolving, rather than simply looking at the representations of the last layer. Moreover, Fig. 13b suggests that all of the aggregated moments that we introduced, from $m_1$ to $m_4$, might be critical in driving the divergence between the activation trajectories. This further motivates our use of these four moments to characterize the trajectories of neural activations.

Figure 13: Critical layers and critical moments histograms, across all experiments. For a given experiment, the critical layer is the one where target and source activation distribution trajectories diverged the most. Results show that any layer of the feature extractor may be critical, but they happen more often at shallow depths (a). Moreover, the critical moment is the one by which the target and source activation distribution trajectories diverged the most. Results also indicate that all moments may be critical (b).

### B.2 Performance on Residual Networks

We added experiments with an additional architecture: a deep residual network of 18 layers (ResNet-18), as used in the original Meta-Dataset paper. We used the few-shot transfer learning setting where Mini-Imagenet is used for meta-training (source), and Omniglot is the target dataset. We ran this experiment for all meta-training algorithms considered in our work, namely: MAML, prototypical network, and matching network. Our experiments show that our method outperforms validation-based early-stopping, for all three algorithms. See Tab. 2.
Table 2: Generalization performance of ABE, using a ResNet-18 as the neural architecture. For each setting, “Optimal” is the maximum achievable generalization performance, if early-stopping had been optimal (with an oracle). We used Mini-Imagenet as the source dataset and Omniglot as the target dataset. The first row shows the maximum achievable target accuracy. Results show that for each source dataset and Meta-Learning algorithm, our method consistently outperforms the validation baseline.

B.3 THE ISSUE OF USING A VALIDATION SET FOR EARLY-STOPPING IN META-LEARNING

Figure 14: Illustrating the issue of using meta-validation for early-stopping in Meta-Learning: MAML, Matching Network, and Prototypical Network, trained on both MiniImagenet and CU Birds, with various target datasets from the Meta-Dataset benchmark. The validation early-stopping time $t^*_\text{valid}$ (red dashed line) leads to sub-optimal generalization performances for the various target datasets (from the Meta-Dataset benchmark), each having its own optimal early-stopping time $t^*$ (black dashed lines) at different times. We also observe $t^* \leq t^*_\text{valid}$ across the different settings.

As Fig. 14 suggests, the optimal stopping time for different target datasets can vary significantly. Here we quantitatively evaluate how they vary. For each experiment, i.e. each tuple (algorithm, source dataset), we computed the stopping times on the different target datasets, measured their standard deviation, and report this deviation as a percentage of the validation stopping time. Results show that those stopping times vary significantly, as some target datasets may peak...
very early on, while others can peak close to the validation stopping time. See the Tab. 3 where we summarize those results on a per-algorithm basis for compactness of the presentation. Those results suggest that using some extra ood dataset for validation (and early-stopping) may still poor generalization, because of the large discrepancies between the different optimal stopping times.

| Algorithm       | MAML  | Proto Net | Matching Net |
|-----------------|-------|-----------|--------------|
| Standard deviation of target stopping-time relative to validation stopping-time (averaged over all source datasets) | 38.97 % | 30.05 % | 20.77 % |

Table 3: Variation of the optimal stopping times of the different target datasets, considering a fixed source dataset. For each experiment, i.e. each tuple (algorithm, source dataset), we computed the stopping times on the different target datasets, measured their standard deviation, and report this deviation as a percentage of the validation stopping time. This variations is significant, and show that for a fixed source dataset, and a target dataset of interest, even if we had access to an extra dataset to use as a proxy for our true target dataset (because it is ood), its stopping time may be significantly different than the optimal stopping time of our target dataset of interest.

B.4 Additional baseline: Early-stopping on a third distribution

Another question arises: what happens if we perform early-stopping using a third distribution (assuming we have access to it)? Should its distributional shift with the training distribution result in a better early-stopping time? Having access to some extra dataset for validation should be considered as an oracle method, since we cannot assume easy availability of that extra dataset. Nevertheless, for the sake of analysis, we computed how such oracle method, which we call the “OOD-Validation Oracle”, would perform in terms of generalization. For each experiment, i.e. each tuple (algorithm, source dataset, target dataset), we measured, on average, what is the performance when early-stopping from another dataset than the target dataset. Thus for each experiment, we average the performance over all such extra datasets, and we compute the standard deviation of those performances, since the extra datasets will have different stopping times. We then average this over all experiments, and present them on a per-algorithm basis, for compactness of the presentation. See Tab. 4. The results show that, even with this oracle, our method generally performs better, as ABE shows better average performance for two out of the three algorithms, and shows less variance in its performance (for ABE, within each experiment, we compute the standard deviation across all the 50 target tasks that are used to test our method for early-stopping). This highlights the importance of considering the specific target problem at hand.

| Acc (%) | MAML       | Proto Net   | Matching Net |
|---------|------------|-------------|--------------|
| OOD-Validation Oracle | 39.59 ± 1.06 | 37.05 ± 0.68 | 42.48 ± 0.56 |
| ABE (ours) | 40.51 ± 0.35 | 37.35 ± 0.13 | 42.09 ± 0.38 |

Table 4: OOD-Validation Oracle: Standard deviations for the oracle are computed on the obtained generalization performances, across the different ood dataset being used for early-stopping, then averaged across all experiments and presented on a per-algorithm basis. For results for ABE, the standard deviations in performances are computed across the different independent target tasks being used for early-stopping, and those deviations are averaged across all experiments. Those results show that our method generally performs better than the oracle, and show less variability in performance, meaning that using a single task gives a steady performance.

B.5 Additional baseline: Support loss of a single task

In addition, since ABE has access to the unlabelled data from a single target task, we compare its performance to another baseline: tracking the support loss of the single target task, after fine-tuning on its examples (since we use 1-shot, we can randomly label the examples). This captures how well can the model classifies the support examples of the task. We use the cross-entropy loss instead of the classification accuracy which can easily saturate even after a single step. We performed this analysis using MAML (as it is not applicable with the other two algorithms). We used all of the source-target dataset pairs considered so far. For each setting, we use, just like with ABE, a fixed set of 50 target tasks, and keep their sets of support examples. At the end of each training epoch, for each of the 50 tasks, we feed the support examples to the model to get predictions. Since we use 1-shot of examples, we randomly label them, compute the support loss, and finetune the model (only the final classification layer, and freeze the feature extractor). After finetuning, we reevaluate the support loss using the adapted parameters of the classifier. Thus for each task, we
track this loss throughout the entire training experiment, we early-stop at the minimum value of the loss, and evaluate the target generalization at that point in time. We average this performance over the 50 target tasks.

Results show that this baseline doesn’t not perform as well as ABE, and in fact performs worse than the validation-based early-stopping, as it increases the generalization gap by 54.1% on average, while with MAML, our method closes the generalization gap by 71.4% on average. We also observed a much greater variance between the estimated stopping times for this baseline, when using different tasks, and thus a higher standard deviation in performance of 0.74% (in accuracy, on average) compared to only 0.35% for ABE used with MAML. See results in Fig. 15 where there are mostly degradation of generalization (red color) and very few instances of improvement (blue color), as opposed to the left most subfigure of Fig. 6 of Sec. 4.

This reinforces some of the insights of our work – to infer target generalization, one might have to ” look under the hood ” and inspect the activations at the lower layers of the feature extractor. We also observed a much greater variance between the estimated stopping times for this baseline, when using different tasks, as compared to ABE.

Figure 15: Performance when using the support loss of a single target task for early-stopping. Difference in generalization performance between this baseline and the baseline of validation early-stopping.

B.6 USING MORE EXAMPLES TO PERFORM ACTIVATION-BASED EARLY-STOPPING

We also study the effects of using more examples for ABE. Results are shown in Fig. 16. We observe that using examples from a larger pool of tasks tends to improve performance while reducing variance. Despite these promising results, using additional examples increases computational complexity and assumes access to several target tasks, which might not be always practical.

Figure 16: Mean and standard deviation performance of increasing the number of examples from additional tasks while using ABE.