Supefluidity of flat band Bose-Einstein condensates revisited
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We consider the superfluid weight, speed of sound and excitation fraction of a flat band Bose-Einstein condensate (BEC) within multiband Bogoliubov theory. The superfluid weight is calculated by introducing a phase winding and minimizing the free energy with respect to it. We find that the superfluid weight has a contribution arising from the change of the condensate density and chemical potential upon the phase twist that has been neglected in the previous literature. We also point out that the speed of sound and the excitation fraction are proportional to orbital-position-independent generalizations of the quantum metric and the quantum distance, and reduce to the usual quantum metric (Fubini-Study metric) and the Hilbert-Schmidt quantum distance only in special cases. We derive a second order perturbation correction to the dependence of the speed of sound on the generalized quantum metric, and show that it compares well with numerical calculations. Our results provide a consistent connection between flat band BEC and quantum geometry, with physical observables being independent of the orbital positions for fixed hopping amplitudes, as they should, and complete formulas for the evaluation of the superfluid weight within the Bogoliubov theory. We discuss the limitations of the Bogoliubov theory in evaluating the superfluid weight.

I. INTRODUCTION

Flat (dispersionless) bands are of interest since interaction effects dominate over kinetic energy and interaction-driven phenomena such as superconductivity or ferromagnetism may become enhanced. Furthermore, as recent work has shown, quantum geometry often plays an interesting role in flat band systems. For instance in flat band superconductivity [1–5], an obvious question is how can a finite supercurrent exist with the electron effective mass being infinite in a flat band? This dilemma was solved in Ref. [3] by proving that the superfluid weight $D^s$ can be divided to single-band ($D^s_{\text{conv}}$) and multiband contributions ($D^s_{\text{geom}}$) so that $D^s = D^s_{\text{conv}} + D^s_{\text{geom}}$. The multiband contribution can be non-zero also in a flat band; in other words, the Cooper pair mass can be finite despite the infinite effective mass of the electrons [5]. In Ref. [3, 4] the multiband contribution was shown to be connected to quantum geometric concepts such as the quantum geometric tensor, quantum metric, and Berry curvature [6, 7]. Furthermore, Bose-Einstein condensates (BECs) have been predicted in flat bands [8, 9], and quantum geometry turns out to be crucial for the stability and superfluidity of BECs as well [10, 11]. Recently, it has been however pointed out that the results on multiband superfluid weight $D^s$ of fermionic superconductivity have been incomplete [12]. In this article we solve a similar caveat related to multiband, especially flat band, superfluidity of BECs.

Superfluid weight is defined as the change of free energy $F$ upon a phase twist (supercurrent) $q$ introduced to the system: $D^s \propto d^2F/dq^2|_{q=0,N_{tot}}$, where the total particle number $N_{tot}$ is kept constant. In the presence of time-reversal symmetry (TRS), this reduces to $D^s \propto d^2\Omega/dq^2|_{q=0,N_{tot}}$, with $\Omega$ being the grand potential. If one further assumes, as was done in Ref. [3] where the geometric contribution of superconductivity was for the first time identified, that the superconducting order parameter at each orbital is always real, then $D^s_{\mu\nu} \propto \partial^2\Omega/\partial q_{\mu}\partial q_{\nu}|_{q=0,\mu}$. In Ref. [4], $D^s$ was computed by using the linear response theory which turned out to coincide with the result of Ref. [3]. From $D^s_{\mu\nu} \propto \partial^2\Omega/\partial q_{\mu}\partial q_{\nu}|_{q=0,\mu}$, it was derived that the superfluid weight in a flat band is proportional to the quantum metric integrated over the momentum space and bounded from below by the Chern number [3] and Berry curvature [4]. There remained a problem, though, that the superfluid weight is by definition independent of the positions of the orbitals within the unit cell (assuming the connectivities, i.e., hoppings are fixed), while quantum metric and Berry curvature depend on them.

In a recent study [12], it was shown that the expression $D^s_{\mu\nu} \propto \partial^2\Omega/\partial q_{\mu}\partial q_{\nu}|_{q=0,\mu}$ for fermionic superconductivity is incomplete within the mean-field theory and one has to carefully take into account the derivatives of the superconducting order parameter. These new terms were shown to always decrease the superfluid weight and in some cases qualitative differences between the old results and the new complete superfluid weight expressions could be revealed. This finding solved the dilemma related to the orbital positions, as it was shown that the superfluid weight is actually proportional to the minimal quantum metric (quantum metric with a minimal trace), a quantity that does not depend on orbital positions for fixed hopping parameters (i.e. does not depend on the orbitals’ embedding in the Hamiltonian). Furthermore, when the
orbitals are at high-symmetry positions, the quantum metric is automatically minimal. The new terms appear only in multiband systems and thus the new revelation does not affect the usual single-band BCS superconductors.

The new superfluid terms pointed out in Ref. [12] were derived for fermionic systems. However, the question remains whether similar arguments apply to bosonic multiband systems as well. In Refs. [10, 11], BEC speed of sound and excitation fraction (quantum depletion) were shown to be proportional to the quantum metric and the quantum distance, respectively, and the superfluid weight was computed for bosonic kagome model with the linear response theory that coincides with the old expression $D_{\mu\nu} \propto \frac{\partial^2 \Omega}{\partial q_{\mu} \partial q_{\nu}} |_{q=0,\mu}$. Thus it is not completely clear whether the superfluid weight calculations of Ref. [11] are complete or not, and whether the connection of the BEC properties to quantum geometric quantities in [10, 11] needs further inspection. In this article we answer these questions. It turns out that indeed the superfluid weight in the bosonic case also has correction terms that have been omitted in previous literature, originating from the dependence of the condensate density $n_0$ and chemical potential $\mu$ on the phase twist. These are important to consider in the general case, although we show that their effect in the examples studied in [10, 11] is very small within the Bogoliubov theory. We also discuss the limitations of the Bogoliubov approach.

We moreover point out that one should be cautious when evaluating the speed of sound and excitation fraction. They are shown in [11] to be related to generalized versions of the quantum metric and the quantum distance; we discuss here that these quantities are independent on the orbital positions for fixed hopping parameters, as they should. On the other hand, we emphasize that the connection to the usual quantum metric and the Hilbert-Schmidt quantum distance – which depend on orbital positions – is valid only under specific conditions for the Bloch functions.

In Section II, the theoretical framework of multiband Bogoliubov theory is introduced. Then, the relation of the speed of sound and the excitation fraction to the quantum metric and distance is considered in Section III. We then compute the superfluid weight in Section IV. In Section V we furthermore provide the second order perturbation result for the speed of sound in case of the flat band BEC. We finally conclude in Section VI.

**II. THEORETICAL FRAMEWORK OF MULTIBAND BEC**

We start by considering a generic multiband Bose-Hubbard grand-canonical Hamiltonian

$$H = H_0 + H_{\text{int}} - \mu \sum_{i\alpha} \epsilon^{\dagger}_{i\alpha} c_{i\alpha}, \quad \text{with} \quad (1)$$

$$H_0 = \sum_{\alpha\beta} t_{\alpha\beta} \epsilon^{\dagger}_{\alpha} c_{\beta} \quad \text{and} \quad (2)$$

$$H_{\text{int}} = \frac{U}{2} \sum_{i} c^{\dagger}_{i\alpha} c^{\dagger}_{i\beta} c_{i\beta} c_{i\alpha}. \quad \text{(3)}$$

Here $H_0$ is the kinetic and $H_{\text{int}}$ is the interaction Hamiltonian. Moreover, $c_{i\alpha}$ is a bosonic annihilation operator for the $\alpha$th sublattice (in the following, we use terms orbital and sublattice interchangeably) within the $i$th unit cell, $t_{\alpha\beta}$ is the kinetic hopping term, $\mu$ is the chemical potential and $U > 0$ is repulsive on-site interaction. The sublattice index $\alpha$ runs from $1$ to $M$, where $M$ is the number of lattice sites per unit cell (i.e. the number of sublattices). For example in a honeycomb lattice one has $M = 2$ and kagome geometry $M = 3$. One can introduce the Fourier transform

$$c_{i\alpha} = \frac{1}{\sqrt{N}} \sum_{\mathbf{k}} e^{i\mathbf{k} \cdot \mathbf{r}_{i\alpha}} c_{\mathbf{k}\alpha}, \quad \text{(4)}$$

where $N$ is the number of unit cells and $\mathbf{r}_{i\alpha} = \mathbf{r}_i + \mathbf{r}_{\alpha}$ with $\mathbf{r}_i$ being the spatial coordinate of unit cell $i$ and $\mathbf{r}_{\alpha}$ the coordinate of a site belonging to sublattice $\alpha$ within a unit cell. One can then recast the non-interacting Hamiltonian $H_0$ as

$$H_0 = \sum_{\mathbf{k}} \epsilon^{\dagger}_{\mathbf{k}\alpha} \mathcal{H}_{\alpha\beta}(\mathbf{k}) c_{\mathbf{k}\beta} \equiv \sum_{\mathbf{k}} \epsilon^{\dagger}_{\mathbf{k}} \mathcal{H}(\mathbf{k}) c_{\mathbf{k}}, \quad \text{(5)}$$

where $\mathcal{H}(\mathbf{k})$ is a $M \times M$ matrix and $c_{\mathbf{k}}$ is a $M \times 1$ vector such that $[\mathcal{H}(\mathbf{k})]_{\alpha\beta} = \mathcal{H}_{\alpha\beta}(\mathbf{k})$ and $[c_{\mathbf{k}}]_{\alpha} = c_{\mathbf{k}\alpha}$. The hopping elements in the momentum space read

$$\mathcal{H}_{\alpha\beta}(\mathbf{k}) = \sum_{\mathbf{r}_{\alpha\beta}} t(\mathbf{r}_{\alpha\beta}) e^{-i \mathbf{r}_{\alpha\beta} \cdot \mathbf{k}}, \quad \text{(6)}$$

where $\mathbf{r}_{\alpha\beta}$ are all possible vectors connecting a lattice site of sublattice index $\alpha$ to sites residing in sublattice $\beta$ and $t(\mathbf{r}_{\alpha\beta})$ are the corresponding hopping terms. This form follows from the translational invariance of the hopping Hamiltonian.

One can diagonalize $\mathcal{H}(\mathbf{k})$ as $\mathcal{H}(\mathbf{k}) | \psi_n(\mathbf{k}) \rangle = \epsilon_n(\mathbf{k}) | \psi_n(\mathbf{k}) \rangle$, where $\epsilon_n(\mathbf{k})$ are the eigenenergies and $| \psi_n(\mathbf{k}) \rangle$ are the corresponding periodic parts of the Bloch states ($n$ is the band index). The Bloch band energies are ordered in the ascending order, i.e. $\epsilon_1(\mathbf{k}) \leq \epsilon_2(\mathbf{k}) \leq \ldots \leq \epsilon_M(\mathbf{k})$ for all $\mathbf{k}$. Explicitly, one has

$$H_0 = \sum_{\mathbf{k}} \epsilon^{\dagger}_{\mathbf{k}} U(\mathbf{k}) \mathcal{D}(\mathbf{k}) U(\mathbf{k}) | \psi_n(\mathbf{k}) \rangle \equiv \sum_{\mathbf{k}} \epsilon^{\dagger}_{\mathbf{k}} D(\mathbf{k}) \gamma_{\mathbf{k}}. \quad \text{(7)}$$
Here $D(\mathbf{k})$ is a diagonal matrix containing the energies of the Bloch bands, i.e. $[D(\mathbf{k})]_{nn} = \epsilon_n(\mathbf{k})$, and the columns of $U(\mathbf{k})$ contain the corresponding Bloch functions, i.e. $[U(\mathbf{k})]_{nn} = \langle \alpha | u_n(\mathbf{k}) \rangle$. The annihilation operators for the Bloch states are expressed as $\gamma_\mathbf{k} = U(\mathbf{k}) \gamma c$ so that $[\gamma_\mathbf{k}]_{nn} = \gamma_{\mathbf{k}n}$ where $\gamma_{\mathbf{k}n}$ is the annihilation operator for the Bloch state of momentum $\mathbf{k}$ within the $n$th Bloch band.

As we are dealing with equilibrium physics, it is plausible to assume that Bose-Einstein condensation takes place within the lowest Bloch band at momentum $\mathbf{k}_c$ so that the bosons condense at the Bloch state $|\phi_0\rangle = |u_1(\mathbf{k}_c)\rangle$ at the energy $\epsilon_0 = \epsilon_1(\mathbf{k}_c)$ with the corresponding BEC wavefunction being $\psi_0(\mathbf{r}_\alpha) = \exp(ik_c \cdot \mathbf{r}_\alpha) |\alpha\rangle |\phi_0\rangle$. Note that here we assume that the condensate takes place within a single momentum. If this was not the case, the unit cell can often be expanded such that all the condensate momenta are folded back to a single momentum, i.e. to $\mathbf{k} = 0$. In the weak-coupling regime, the condensate Bloch state and its momentum $\mathbf{k}_c$ can be solved by minimizing the corresponding mean-field energy as a function of $\mathbf{k}_c$ [9, 11].

In the case of a dispersive band and weak interaction regime, the condensation can be usually assumed to take place within the Bloch state of the lowest kinetic energy. For example for a square lattice this would mean $\mathbf{k}_c = 0$. However, here our primary focus is to consider a BEC taking place within a flat band for which all the momentum states have the same kinetic energy and thus the BEC emerges in the Bloch state that minimizes the repulsive on-site interaction energy. Consequently, particles try to distribute as uniformly as possible among all the sublattices [9-11]. In the following, we thus assume the uniform condensate density condition $|\langle \alpha |\phi_0\rangle|^2 = \frac{1}{M}$. This is analogous to the uniform pairing condition often assumed in fermionic flat band superconductivity studies [3, 14]. This condition is important and interesting since it requires a local (point group) symmetry of a specific type to be enforced [13].

We now take into account the quantum fluctuations around the BEC by writing the bosonic annihilation operators as

$$c_{\alpha} = \sqrt{n_0} \psi_0(\mathbf{r}_\alpha) + \delta c_{\alpha} = \sqrt{n_0} e^{ik_c \cdot \mathbf{r}_\alpha} |\alpha\rangle |\phi_0\rangle + \delta c_{\alpha},$$

where $n_0$ is the condensation density, i.e. number of condensed bosons per unit cell and $\delta c_{\alpha}$ describes the fluctuations on top of the condensate. By Fourier transforming, one finds $c_{\mathbf{k}n} = \sqrt{n_0} e^{i\mathbf{k} \cdot \mathbf{r}_\alpha} \langle \alpha ||\phi_0\rangle + \delta c_{\mathbf{k}n}$ and $\gamma_{\mathbf{k}n} = \sqrt{n_0} e^{i\mathbf{k} \cdot \mathbf{r}_\alpha} |\alpha\rangle + \gamma c_{\mathbf{k}n}$. As we are considering a system of weakly interacting Bose-condensed gas, we treat the Hamiltonian within the multiband Bogoliubov approximation by neglecting the interaction terms that are higher than quadratic order in the fluctuations $\delta c_{\mathbf{k}n}$ and $\delta c_{\mathbf{k}n}^\dagger$ with $\mathbf{k} \neq \mathbf{k}_c$ and furthermore ignoring the anomalous off-diagonal self-energy contribution. As a result, we write our Bogoliubov Hamiltonian as (for details, see Appendix A)

$$H = \frac{1}{N} \left( \epsilon_0 - \mu \right) n_0 + \frac{U n_0^2}{2} \sum_{\alpha} |\langle \alpha |\phi_0\rangle|^4 + \frac{1}{N} \sum_{\mathbf{k} \alpha \beta} \langle H_{\alpha \beta}(\mathbf{k}) - \mu \delta_{\alpha \beta} \delta c_{\mathbf{k}n}^\dagger \delta c_{\mathbf{k}n} + \frac{U}{2N} \sum_{\mathbf{k} \alpha} \left[ 4 n_0 |\langle \alpha |\phi_0\rangle|^2 \delta c_{\mathbf{k}n}^\dagger \delta c_{\mathbf{k}n} + n_0 \left( |\langle \alpha |\phi_0\rangle|^2 \delta c_{\mathbf{k}n}^\dagger \delta c_{\mathbf{k}n} + h.c. \right) \right] \right).$$

Here the first line is constant and describes the condensate while second line is the kinetic energy of the fluctuations and the last two lines are the interaction Hamiltonian written in the Bogoliubov approximation.

The chemical potential $\mu$ can be solved by demanding that the Hamiltonian terms linearly proportional to the fluctuations of the BEC, i.e. $\delta^2\gamma_{\mathbf{k}1}$, vanish. Thus, by plugging Eq. (8) to (1) and demanding that linear terms in $\delta^2\gamma_{\mathbf{k}1}$ are zero, one finds (see Appendix A)

$$\mu = \epsilon_0 + \frac{U n_0}{M} \sum_{\alpha} |\langle \alpha |\phi_0\rangle|^4.$$  \hspace{1cm} (10)

With uniform BEC condition, this reduces to $\mu = \epsilon_0 + \frac{U n_0}{M}$, i.e. to the expression used in Ref. [10, 11]. By substituting this to Eq. (9), one obtains $H = H_c + H_B$, where $H_c$ is a constant and $H_B$ is the quantum fluctuation contribution describing the quasi-particle excitations on top of the BEC, i.e.

$$H_B = \frac{1}{2} \sum_{\mathbf{k}} \Psi_{\mathbf{k}}^\dagger H_B(\mathbf{k}) \Psi_{\mathbf{k}},$$

where $H_B(\mathbf{k})$ is a $2M \times 2M$ matrix given by

$$H_B(\mathbf{k}) = \begin{bmatrix} H(\mathbf{k}) - \mu & \Delta^* \\ \Delta & H^*(2\mathbf{k}_c - \mathbf{k}) - \mu \end{bmatrix},$$

$$\Psi_{\mathbf{k}} = [\delta c_{\mathbf{k}1}, \delta c_{\mathbf{k}2}, ..., \delta c_{\mathbf{k}M}, \delta c_{2\mathbf{k}_c - \mathbf{k}1}^\dagger, ..., \delta c_{2\mathbf{k}_c - \mathbf{k}M}^\dagger]^T,$$

$$\Delta = \delta_{\alpha \beta} U n_0 |\langle \alpha |\phi_0\rangle|^2,$$

$$\mu_{\text{eff}} = (\epsilon_0 - \frac{U n_0}{M}) \delta_{\alpha \beta}.$$  \hspace{1cm} (12)

The primed sum in Eq. (11) indicates that all the operators within the sum are for non-condensed states only, i.e. $\mathbf{k} \neq \mathbf{k}_c$ and $2\mathbf{k}_c - \mathbf{k} \neq \mathbf{k}_c$.

To obtain the excitation energies from $H_B$, one needs to take care of the bosonic commutation rules by solving the eigenstates of $L(\mathbf{k}) \equiv \sigma_z H_B(\mathbf{k})$, where $\sigma_z$ is the Pauli matrix in the particle-hole space [15]. One finds the excitation energies for each momentum $\mathbf{k}$ to be $E_M(\mathbf{k}) \geq -E_2(\mathbf{k}) \geq E_1(\mathbf{k}) \geq 0 \geq -E_1(2\mathbf{k}_c - \mathbf{k}) \geq -E_M(2\mathbf{k}_c - \mathbf{k})$. Here positive (negative) energies describe quasi-particle (-hole) excitations. The quasi-particle and -hole states are labelled as $|\psi_{m}^+(\mathbf{k})\rangle$ and $|\psi_{m}^-(\mathbf{k})\rangle$ such that

$$L(\mathbf{k})|\psi_{m}^+(\mathbf{k})\rangle = E_m(\mathbf{k})|\psi_{m}^+(\mathbf{k})\rangle,$$

$$L(\mathbf{k})|\psi_{m}^-(\mathbf{k})\rangle = -E_m(2\mathbf{k}_c - \mathbf{k})|\psi_{m}^-(\mathbf{k})\rangle.$$

\hspace{1cm} (13)  \hspace{1cm} (14)
The chemical potential Eq. (10) ensures that the lowest quasi-particle energy band is gapless at $k_c$, i.e. $E_i(k 	o k_c) = 0$. This is the usual Goldstone mode that emerges because the condensate wavefunction acquires a complex phase and thus breaks the spontaneous gauge $U(1)$ symmetry [16, 17]. Therefore, Eq. (10) can be thought as a generalization of the usual Hugenholtz-Pines relationship [16] in case of a multiband system.

### III. DEPENDENCE OF THE SPEED OF SOUND AND EXCITATION FRACTION ON THE ORBITAL POSITIONS IN MULTIBAND SYSTEMS

The speed of sound is defined as the slope of the lowest Bogoliubov excitation band around the condensate momentum $k_c$

$$c_s = \lim_{q \to 0} \frac{E_i(k_c + q)}{q}$$

with $|q| \ll 0$. It was shown in Ref. [10, 11] that in a flat band the low energy excitations of the condensate can be written as $E_i(k_c + q) = U n_0 D(q)/M$, where $D(q)$ is the condensate quantum distance. This quantity $D(q) \equiv \sqrt{1 - |\alpha(q)|^2}$ involves overlaps of the condensate state $|\phi_0\rangle \equiv |u_1(k_c)\rangle$ with neighboring Bloch states:

$$\alpha(q) \equiv M \sum_\alpha \langle u_1(k_c + q)|\alpha\rangle \langle \alpha|\phi_0\rangle \langle \phi_0^\ast|\alpha\rangle \langle \alpha|u_1^\ast(k_c - q)\rangle.$$  

$$\lim_{q \to 0} \frac{E_i(k_c + q)}{q} = \frac{2U n_0}{M} \sqrt{g(k_c)}.$$  

This result can be contrasted to the fermionic counterpart where the flat band superconductivity is determined by the quantum metric integrated over the momentum space [3, 4]. In contrast, here the speed of sound is determined by the quantum metric of the condensed Bloch state.

In a more general case $|u_1^\ast(k)| \neq |u_1(k)|$, the condensate quantum distance is expressed in terms of a generalized quantum metric

$$\tilde{g}_{\mu\nu}(k_c) \equiv \frac{1}{2} \left[ g_{\mu\nu}(k_c) + \text{Re} \left( \langle \partial_\mu \phi_0 | \phi_0 \rangle \langle \phi_0 | \partial_\nu \phi_0 \rangle \right) \right] + \frac{2M \text{Re} \left( \sum_\alpha \langle \partial_\mu \phi_0 | \alpha \rangle \langle \alpha | \phi_0 \rangle \langle \phi_0^\ast | \alpha \rangle \langle \alpha | \partial_\nu \phi_0^\ast \rangle \right)}{U n_0}.$$  

and Eq. (18) holds with the replacement $g_{\mu\nu}(k_c) \to \tilde{g}_{\mu\nu}(k_c)$. Similarly, the excitation fraction in the small interaction limit is also related to the condensate quantum distance $D(q)$ as

$$\lim_{U \to 0} n_{ex}(k) = \lim_{U \to 0} \langle \delta \phi_c^\dagger \delta \phi_c \rangle = \frac{1}{2D(q)}.$$  

where $q = k - k_c$.

A potential problem when relating physical observable to the quantum metric and the quantum distance is the issue of orbital positioning in real space. In fact, the location of the atomic orbitals in multiband systems is crucial for the definition of the quantum metric [12], while the speed of sound and the excitation fraction do not depend on it. A physical explanation for the speed of sound is that the energy dispersion of the Bogoliubov Hamiltonian is obviously orbital-independent, therefore its slope cannot change when changing positions of lattice sites in real space. Here we show that the results stemming from the condensate distance $D(q)$ and the generalized quantum metric $\tilde{g}_{\mu\nu}$ are indeed orbital independent. The orbital position can be taken explicitly into account when defining the Fourier transform as

$$c_{\alpha \alpha} = \frac{1}{\sqrt{N}} \sum_i e^{-i k_i (r_i + r_\alpha)} C_{i\alpha},$$  

where $r_\alpha$ is the distance of the $\alpha$-th orbital from the position of the $i$-th unit cell $r_i$. When $r_\alpha = 0$, the orbitals share the same real space position and the Hamiltonian is explicitly Bloch-periodic in reciprocal space. Let us consider for simplicity a 2 band-model, so that $M = 2$, $|\alpha\rangle = \{(1, 0)^T, (0, 1)^T\}$. In this way the actual site position in real space is reflected in the Bloch states as an orbital-dependent phase factor, which can be written as

$$|u(k)\rangle = \left( u(k) e^{i k r_\alpha} \right)$$

having omitted a trivial normalization factor that does not depend on $r_\alpha$. Using this Bloch state for the calculation of the condensate quantum distance defined above, one can easily check that the condensate quantum distance $D(q)$ is orbital-independent, and so are the speed of sound obtained from the generalized metric in Eq. (19) and the excitation fraction in Eq. (20) as obtained in [11]. Notice that having the orbital-dependent phase factor means that $|u(k)\rangle \neq |u^\ast(k)\rangle$ so that the condensate distance is not equivalent to the usual Hilbert-Schmidt quantum distance. Therefore, taking the infinitesimal limit of the condensate distance will not reduce to the quantum metric in Eq. (17).

This result can be straightforwardly generalized to systems with more than two bands by noticing that each summand in Eq. (16) and Eq. (19) is actually independent of the orbital position $r_\alpha$.

To relate the speed of sound to the quantum metric, i.e. to fulfill the condition $|u(k)\rangle = |u^\ast(k)\rangle$, one needs to
find the orbital positions for which the hopping Hamiltonian $H(k)$ is real as then $H(k)|u^*(k)\rangle = H^*(k)|u^*(k)\rangle = \left(\mathcal{H}(k)|u(k)\rangle \right)^* = \epsilon_k |u^*(k)\rangle$. For a non-degenerate band this implies $|u(k)\rangle \propto |u^*(k)\rangle$ such that $|u(k)\rangle$ can be chosen to be real with a trivial phase shift. The requirement for real-valued $\mathcal{H}(k)$ in turn means that for each hopping term from sublattice $\alpha$ to sublattice $\beta$ in spatial direction $r$ with amplitude $t$, there must also exist a hopping term from sublattice $\alpha$ to $\beta$ to direction $-r$ of amplitude $t^*$ as can be easily seen from Eq. (6). For real-valued hopping parameters, this condition requires the inversion symmetry to hold. For example, in case of kagome lattice it is easy to inspect that the geometry shown in Fig. 1(a) fulfils this condition and thus with this choice of orbital positions the quantum metric can be related to the speed of sound, as was shown in Ref. [10]. More generally in case of the complex-valued hopping parameters, the sufficient condition for $\mathcal{H}(k)$ to be real is the presence of the space-time inversion symmetry $C_2T$.

IV. SUPERFLUID WEIGHT OF MULTIBAND BOSONS REVISITED

An important aspect regarding the flat band BEC is the phase coherence of the condensate. In two dimensional systems, this is related to the superfluid weight (or superfluid density) $D^s$ which determines the BKT phase transition temperature $T_{BKT}$ via $D^s(T_{BKT}) \propto T_{BKT}$. Superfluid weight of a flat band BEC at zero temperature was studied in Ref. [11] in the case of the kagome lattice geometry with the linear response theory. Here we revisit the superfluid weight calculation, derive new terms to the superfluid weight, and point out possible problems related to the application of the Bogoliubov theory.

One can study the superfluid weight of the system by introducing a phase winding of momentum $q$ to the condensate wave function such that $\psi_0(r_{\alpha\nu}) \rightarrow \psi_0(r_{\alpha\nu}) e^{iq \cdot r_{\alpha\nu}}$. The superfluid weight tensor $D_{\mu\nu}^s$ (where $\mu$ and $\nu$ denote the spatial indices) is then defined via the free energy $F$ of the system as

$$D_{\mu\nu}^s = \frac{1}{N} \frac{d^2 F(q)}{dq_\mu dq_\nu} \bigg|_{q=0, N_{tot}}. \quad (23)$$

This approach is equivalent to introducing a vector potential $q$ to the kinetic Hamiltonian via Peierls substitution and then calculating the linear response to it and taking the $q = 0$ limit. The free energy reads $F(N_{tot}, n_0, q) = \Omega(\mu, n_0, q) + N_{tot}\epsilon_\mu$, i.e. the thermodynamical variables for the grand-canonical potential are chemical potential $\mu$ and the condensate density $n_0$. Compared to the fermionic counterpart [12], the condensate density $n_0$ is analogous to the order parameter of the the Cooper pairs.

With the definition of the free energy one can then in a straightforward manner obtain

$$\frac{dF}{dq_\mu} = \frac{d\Omega}{dq_\mu} + N_{tot} \frac{d\mu}{dq_\mu}$$

$$= \frac{\partial \Omega}{\partial q_\mu} + \frac{\partial \Omega}{\partial n_0} \frac{dn_0}{dq_\mu} + \frac{\partial \Omega}{\partial \mu} \frac{d\mu}{dq_\mu} + N_{tot} \frac{d\mu}{dq_\mu}$$

$$= \frac{\partial \Omega}{\partial q_\mu} + \frac{\partial \Omega}{\partial n_0} \frac{dn_0}{dq_\mu} + N_{tot} \frac{d\mu}{dq_\mu}. \quad (24)$$

where the last equality follows from $N_{tot} = -\frac{\partial \Omega}{\partial \mu}$. Now, taking the second derivative yields the superfluid weight $D^s$ as follows

$$D_{\mu\nu}^s = \frac{1}{N} \frac{d^2 F}{dq_\mu dq_\nu} \bigg|_{q=0} = D_{\mu\nu}^{s,old} + D_{\mu\nu}^{s,corr} + D_{\mu\nu}^{s,new},$$

$$[D_{\mu\nu}^{s,old}]_{\mu\nu} = \frac{1}{N} \frac{\partial^2 \Omega}{\partial \mu \partial q_\nu} \bigg|_{q=0},$$

$$[D_{\mu\nu}^{s,corr}]_{\mu\nu} = \frac{1}{N} \left[ \frac{\partial^2 \Omega}{\partial \mu \partial q_\nu} \frac{dn_0}{dq_\mu} + \frac{\partial^2 \Omega}{\partial \mu \partial \mu} \frac{dn_0}{dq_\nu} + \frac{\partial \Omega}{\partial q_\mu} \frac{d^2 n_0}{dq_\nu dq_\nu} \right]_{q=0},$$

$$[D_{\mu\nu}^{s,new}]_{\mu\nu} = \frac{1}{N} \left[ \frac{d}{dq_\mu} \left( \frac{\partial \Omega}{\partial q_\nu} \right) \frac{dn_0}{dq_\nu} + \frac{\partial \Omega}{\partial q_\nu} \frac{d^2 n_0}{dq_\nu dq_\nu} \right]_{q=0}. \quad (25)$$

Here the first term, i.e. $D_{\mu\nu}^{s,old} \propto \frac{\partial^2 \Omega}{\partial \mu \partial q_\nu}$ has been extensively used in the literature to evaluate the mean-field superfluid density. In the Appendix A, we show that $\frac{\partial \Omega}{\partial q_\mu} \frac{dn_0}{dq_\nu}$ is equivalent to the linear response formalism used in Ref. [11] to study the superfluid weight of bosonic multiband systems. Similar conclusion was recently also reached in Ref. [18].

The second line of Eq. (25) contains a correction term $D_{\mu\nu}^{s,corr}$ which was only recently pointed out to play an important role in the context of fermionic superconductivity in multiband systems [12]. In case of bosonic superfluidity, this correction can be also non-zero. Even though $D_{\mu\nu}^{s,corr}$ includes the partial derivatives with respect to $q$, it turns out that these terms can be evaluated without the knowledge of the thermodynamic potential at finite $q$. This is shown in Appendix C where the expressions for $\frac{\partial \Omega}{\partial q_\mu / \partial q_\nu |_{q=0}}$ and $\frac{\partial^2 \Omega}{\partial q_\mu / \partial q_\nu |_{q=0}}$ are derived. Furthermore, as discussed in Appendix C, the full derivatives $\frac{dn_0}{dq_\mu}$ and $\frac{d^2 n_0}{dq_\mu dq_\mu}$ can be evaluated numerically in a straightforward manner.

Finally, the correction term in the third line of Eq. (25) arises only in case of bosonic Bogoliubov theory and is absent in case of fermionic BCS superconductivity. This extra term comes from the fact that the partial derivative of the grand canonical potential with respect to $n_0$, i.e. $\frac{\partial \Omega}{\partial n_0}$, does not necessarily vanish. This should be contrasted to the BCS theory where such partial derivatives with respect to the superconducting order parameter $\Delta$ are identically zero ($\partial \Omega / \partial \Delta = 0$) for any value of $q$, yielding the usual BCS gap equation. From the physical point
of view, $\frac{\partial \Omega}{\partial n_0}$ should vanish as it is the requirement for the minimization of the grand potential for a chosen $\mu$. Nevertheless, Bogoliubov theory can yield $\frac{\partial \Omega}{\partial n_0} \neq 0$. This is a well-known problem [19, 20], also called the Hohenberg-Martin dilemma, and it arises as the chemical potential is demanded to follow the Hugenholtz-Pines relationship to yield a gapless Goldstone mode at $k_c$. Thus, in order to employ Bogoliubov theory, one should always check how well the condition $\frac{\partial \Omega}{\partial n_0} \sim 0$ is fulfilled.

Let us now compute $\frac{\partial \Omega}{\partial n_0}$ in the case of the Bogoliubov theory. To this end, we note that $\frac{\partial \Omega}{\partial n_0} = \langle \frac{\partial H}{\partial n_0} \rangle$. Applying this to the Bogoliubov Hamiltonian (9) yields

$$
\frac{1}{N} \left( \frac{\partial \Omega}{\partial n_0} \right) = \epsilon_0 - \mu + \frac{U}{2N} \sum_\delta |\langle \alpha | \phi_0 \rangle|^2 \left( \epsilon_{\delta} - \epsilon_{\delta - \alpha} \right)
$$

$$
+ \left( \frac{1}{N} \frac{\partial \Omega}{\partial n_0} \right) \left( \delta_{\delta, \delta - \alpha} + h.c. \right).
$$

By using the expression (10) for the chemical potential, we obtain

$$
\frac{1}{N} \left( \frac{\partial \Omega}{\partial n_0} \right) = \frac{U}{2} \sum_\alpha \left( 4 |\langle \alpha | \phi_0 \rangle|^2 n_{ex,\alpha} + \langle \alpha | \phi_0 \rangle^2 \sigma^*_{\alpha} + h.c. \right)
$$

$$
= \frac{2U n_{ex}}{M} + U \Re \left\{ \sum_\alpha \langle \alpha | \phi_0 \rangle^2 \sigma^*_{\alpha} \right\},
$$

(27)

where $n_{ex}$ ($n_{ex,\alpha}$) is the density of non-condensed particles (in sublattice $\alpha$), and $\sigma_{\alpha} = \frac{1}{N} \sum_\delta \langle \delta_{\delta, \delta - \alpha} \rangle$. The last line in Eq. (27) holds in case of the uniform BEC. Provided that the right hand side of Eq. (27) is small compared to the other energy scales of the system such as hopping or interaction strength, one can approximate $\frac{1}{N} \frac{\partial \Omega}{\partial n_0} \approx 0$ which would fulfill the minimization of the thermodynamical energy requirement. Note that $\frac{1}{N} \frac{\partial \Omega}{\partial n_0} = U \sum_\alpha |\langle \alpha | \phi_0 \rangle|^4 > 0$ so the state would be thermodynamically stable.

The fact that $D^s_{new}$ arises from the flaw of the Bogoliubov theory highlights the necessity to go beyond Bogoliubov theory when the quantum fluctuation terms start to be significant. One way to circumvent the Hohenberg-Martin dilemma is to introduce an additional Lagrange multiplier for the condensed particles [19]. Effectively, this means to use different chemical potentials for the BEC and the non-condensed particles. Another possibility is of course to use more advanced methods such as exact diagonalization [8], quantum Gutzwiller theory [21] or quantum Monte Carlo methods [22]. We leave these aspects for future studies.

As an example, we study now the superfluid weight in the kagome lattice geometry [see Fig. 1(a)] that was also considered in Ref. [11]. This system is characterized by three sublattices and nearest-neighbour (NN) hopping parameter $t$. If one has $t > 0$, the lowest Bloch bands is flat as shown in Fig. 1(b). By inverting the sign of $t$, the band structure is flipped and one of the dispersive bands becomes the lowest Bloch band. In this way one can study both the dispersive band and flat band BECs. For the dispersive band BEC ($t < 0$), the condensate takes place at zero momentum, i.e., $k_c = 0$ with the corresponding Bloch state being $|\phi_0\rangle = [1, 1, 1]$. In case of the flat band BEC ($t > 0$), the condensate can take place at the corners of the hexagonal Brillouin zone, for example at the $K$-point such that $k_c = [\pi/3, 0]$ with $|\phi_0\rangle = [-1, -1, 1]$ [8–11]. Thus, the uniform BEC condition, i.e. $|\langle \alpha | \phi_0 \rangle|^2 = 1/M$ is fulfilled in both cases.

In Figs. 1(c)-(d) we show the superfluid weight both in case of dispersive band and flat band BEC in kagome lattice, respectively, as a function of interaction $U$ at zero temperature. It turns out that for the kagome lattice BEC we have $\frac{d\omega}{d\mu} = \frac{d\mu}{d\omega} = 0$ such that $D^s_{cor} = 0$. We therefore plot $D^s_{old}$ and and correction term $D^s_{new}$. We see that the unphysical term $D^s_{new}$ is much smaller compared to $D^s_{old}$ in both cases in the weak-coupling regime, implying that the flaw of the Bogoliubov theory, i.e. the violation of the condition $\frac{\partial \Omega}{\partial n_0} = 0$, should not play a significant role in the regime of weak interactions. At larger interactions $D^s_{new}$ becomes more significant, signalling the breakdown of the Bogoliubov theory.

From Figs. 1(c)-(d) we can see, as pointed out also in Ref. [11], that the origin of the superfluid weight is very different in case of dispersive and flat band condensates. Namely, in case of the dispersive band $D^s$ is maximized at $U = 0$. This can be understood by the fact that in the dispersive band it is the condensed particles that carry the superfluid flow. Increasing interactions yield larger quantum depletion and thus smaller condensate density. In contrast, in the case of a flat band BEC, $D^s$ vanishes at $U = 0$ and becomes only finite for finite interactions. Thus, quantum fluctuations actually trigger finite flat band superfluidity instead of suppressing it. Physically this can be understood by the fact that non-interacting bosons in a flat band are strongly localized and thus their group velocity is zero. Consequently, flat band superfluid weight vanishes at the non-interacting limit. From Fig. 1(d) one can also see that the superfluid weight of the flat band BEC is actually a non-monotonic function of $U$, reaching its maximum around $U \sim 3t$ and decreasing for larger interaction strengths, in a similar manner as in case of the dispersive band BEC. Physically, this makes sense as at $U \rightarrow \infty$ the bosons become essentially hard-core bosons and thus increasingly more localized as a function of $U$. Consequently, the system loses its long-range coherence and becomes an insulator.

V. SECOND ORDER CORRECTION TO THE SPEED OF SOUND

As discussed in Sec. III, the Goldstone excitation energy of a uniform flat band BEC can be approximated as $E_1(k_c + q) \sim \frac{4}{\pi} D(q)$ in the weak-coupling limit. This result was derived in Refs. [10, 11] by express-
By diagonalizing $L_p$ at the small $q$ limit, one finds the dispersion $E_1(k_c + q) = \frac{U n_0}{M} \tilde{D}(q)$ for the gapless Goldstone mode. However, by taking into account the coupling between flat band and other higher energy Bloch bands up to the second order, one can derive a correction term for $E_1(k)$ that holds at a larger interaction regime. If one denotes $E_1^{(0)} = \frac{U n_0}{M} \tilde{D}(q)$, and applies the standard 2nd order perturbation theory, one finds for the Goldstone mode in the $q \to 0$ limit (for details, see Appendix C)

$$E_1(k_c + q) \approx E_1^{(0)} + E_1^{(2)}$$

$$E_1^{(2)} = - \sum_{j=2}^{M} \frac{U}{2} |u_1(k_c - q)| \Delta |u_j^{*}(k_c + q)|^2$$

$$- \sum_{j=2}^{M} \tilde{U} |\langle u_1(k_c + q) | \Delta |u_j^{*}(k_c - q) \rangle|^2,$$  

(29)

where $\tilde{U} = U n_0 / M$. By comparing the full Bogoliubov result to the numerical result, in Fig. 2 we show $c_s$ as a function of $g_c$, i.e. the speed of sound up to the second order in interaction reads

$$c_s = c_s^{(0)} \left( 1 - \frac{1}{1 + \frac{\Delta_g}{g_c}} \right),$$  

(32)

$$c_s^{(2)} = \frac{2 U n_0}{M} \sqrt{\tilde{g}(k_c)},$$  

(33)

where $c_s^{(0)}$ is the result derived in Ref. [11]. In other words, the second order result of the speed of sound, $c_s^{(2)}$, is still determined by the generalized quantum metric $\tilde{g}$. Furthermore, from the expression of $c_s$ we note that the correction term becomes smaller when the ratio $\Delta_g/g_c$ increases, as expected.

To see how well the 2nd order correction relates to the numerical result, in Fig. 2 we show $c_s$ of a flat band BEC in the case of the kagome lattice as a function of interaction. By comparing the full Bogoliubov result to the estimates given by Eqs. (32) and (33), we see that the second order result $c_s^{(2)}$ works well even with larger interaction strengths.

VI. CONCLUSIONS

The stability of a BEC in a flat band has been shown to be determined by quantum geometry [10, 11]. Here we have clarified that the speed of sound of the BEC and the excitation fraction (quantum depletion) are, in general,
FIG. 2. Speed of sound for the flat band BEC in the kagome lattice as a function of interaction $U$. The blue squares denote the full Bogoliubov result, whereas $c_s^{(2)}$ and $c_s^{(0)}$ denote the predictions of Eqs. (32) and (33), respectively. The total density is taken to be $n_{\text{tot}} = 3$.

When calculating the superfluid weight in fermionic superfluid systems, it was shown that it is essential to consider the dependence on the Cooper pair momentum $q$ (equivalently, the vector potential) for all self-consistently calculated quantities [12, 13]. This motivated us to revisit the superfluid weight calculation in the BEC case by taking into account the full dependence of the condensate order parameter $n_0$ and the chemical potential $\mu$ on $q$. As in the case of fermions, also the bosonic superfluid features a correction term $[D^s_{\text{corr}}$ in Eq. (25)] stemming from the $q$-dependence of $\mu$ and $n_0$. Moreover, we showed that in the framework of the Bogoliubov theory, there is also an additional term, $D^s_{\text{new}}$, that is unique to the bosonic case. This term arises due to the known flaw of Bogoliubov theory, namely that the grand potential is not a minimum of the condensate density ($\partial^2 \Omega / \partial n_0^2 \neq 0$). While these new additional terms of superfluid weight derived in our present work do not change the results of the previous work [11] significantly, our results suggest that further work is needed to derive the superfluid weight within an approach where the flaws of Bogoliubov theory have been fixed. Exact numerical approaches might be a helpful guide in developing such theory.

ACKNOWLEDGEMENTS

We thank Kukka-Emilia Huhtinen and Georg Bruun for useful discussions. P. T. and G.S. acknowledge support by the Academy of Finland under project numbers 307419, 327293, 349313. This work has been supported by the Danish National Research Foundation through the Center of Excellence “CCQ” (Grant agreement no.: DNRF156). G.S. has received funding from the European Union’s Horizon 2020 research and innovation program under the Marie Sklodowska-Curie grant agreement N. 101025211 (TEBLA).

Appendix A: Details on the Bogoliubov approximation

Bogoliubov theory can be conveniently derived in the Green’s function formalism. In Ref. [11] this derivation was provided in case of multiband lattice systems. Here we show an alternative way to derive the Bogoliubov theory without the Green’s functions, to make it easier to obtain the superfluid weight in the phase winding formalism.

Our starting point is Eq. (8) which we re-express here in the momentum space as

$$c_{k\alpha} = \frac{1}{\sqrt{N}} \sum_{r_{\alpha}} e^{-ik \cdot r_{\alpha}} c_{\alpha}$$

$$= \sqrt{N n_0} (\alpha | \phi_0) \delta_{k,k_0} + \frac{1}{\sqrt{N}} \sum_{r_{\alpha}} e^{-ik \cdot r_{\alpha}} \delta_{k\alpha}$$

$$= \sqrt{N n_0} (\alpha | \phi_0) \delta_{k,k_0} + \delta_{k\alpha}.$$  \hfill (A1)
and correspondingly in the Bloch basis we have
\[
\gamma_{kn} = \sum_\alpha [U^\dagger(k)n_\alpha c_{k\alpha} = \\
\sqrt{Nn_0}\delta_{k,k_c}\delta_{n,1} + \sum_\alpha [U^\dagger(k)n_\alpha \delta c_{k\alpha} = \\
\sqrt{Nn_0}\delta_{k,k_c}\delta_{n,1} + \delta\gamma_{kn}. \tag{A2}
\]

We now use these expressions in Eq. (1) and discard third and fourth order fluctuation terms. In order to have the condensation as a stable ground state, we first demand that the terms linear to the BEC fluctuation operators, i.e. \(\delta\gamma_{kn}\), vanish, i.e.
\[
\begin{align*}
0 &= \sqrt{Nn_0}(\epsilon_1(k_c) - \mu)(\delta\gamma_{k_c,1} + \delta\gamma_{k,1}) \\
&+ \frac{U}{2N} \sum_\alpha |\langle\alpha|\phi_0\rangle|^4 \left[2(Nn_0)^{3/2}\delta\gamma_{k_c,1} + 2(Nn_0)^{3/2}\delta\gamma_{k,1}\right] \\
\Leftrightarrow 0 &= \sqrt{Nn_0}(\epsilon_1(k_c) - \mu) + U\sqrt{Nn_0}^{3/2} \sum_\alpha |\langle\alpha|\phi_0\rangle|^4.
\end{align*}
\tag{A3}
\]
This yields
\[
\mu = \epsilon_0 + Un_0 \sum_\alpha |\langle\alpha|\phi_0\rangle|^4,
\tag{A4}
\]
i.e. Eq. (10). We treat the interaction Hamiltonian within the Bogoliubov approximation by taking into account only the scattering processes where two or four condensation lines enter/leave the interaction vertex. In other words, we keep only the interaction terms that are quadratic order in the fluctuations \(\delta c_{k\alpha}\) and \(\delta c_{i\alpha}^\dagger\). The full Hamiltonian is then
\[
H = H_c + H_{c-f} + H_f
\tag{A5}
\]
where \(H_c\) describes the condensate, \(H_{c-f}\) is the coupling between the condensate and fluctuations and \(H_f\) arises solely from the fluctuations. The condensate term reads
\[
\begin{align*}
H_c &= n_0 \sum_{i_\alpha,j_\beta} (t_{i_\alpha,j_\beta} - \mu \delta_{i_\alpha,j_\beta})e^{-ik_c\cdot(r_{i_\alpha} - r_{j_\beta})}\langle\phi_0|\alpha\rangle\langle\beta|\phi_0\rangle + \frac{Un_0^2N}{2} \sum_\alpha |\langle\alpha|\phi_0\rangle|^4 \\
&= (\epsilon_1(k_c) - \mu)N_0 + \frac{Un_0^2N}{2} \sum_\alpha |\langle\alpha|\phi_0\rangle|^4 = -\frac{Un_0N_0}{2} \sum_\alpha |\langle\alpha|\phi_0\rangle|^4,
\end{align*}
\tag{A6}
\]
where \(N_0 = n_0N\) is the number of condensed particles and in the second line we have exploited the expression (A4) ((10) in the main text) for the chemical potential. The condensate-fluctuation term is zero but for later use we write it explicitly as
\[
\begin{align*}
H_{c-f} &= \sqrt{n_0} \sum_{i_\alpha,j_\beta} \left[(t_{i_\alpha,j_\beta} - \mu \delta_{i_\alpha,j_\beta})e^{-ik_c\cdot(r_{i_\alpha} - r_{j_\beta})}\langle\phi_0|\alpha\rangle\delta c_{j_\beta} + h.c.\right] \\
&+ Un_0^{3/2} \sum_\alpha |\langle\alpha|\phi_0\rangle|^2 \left(e^{-ik_c\cdot(r_{i_\alpha} - r_{j_\beta})}\langle\phi_0|\alpha\rangle\delta c_{i_\alpha} + h.c.\right) = 0.
\end{align*}
\tag{A7}
\]
Mathematically the equality \(H_{c-f} = 0\) can be understood by first realizing that the kinetic term \(H_0\) does not have terms linear in \(\delta\gamma_{kn}\) when \(k \neq k_c\) or \(n \neq 1\) at \(k = k_c\). Furthermore, the momentum conservation ensures that linear terms for \(k \neq k_c\) cannot exist in the interaction term either as setting three momenta in the interaction vertex to \(k_c\) would necessarily force also the remaining momentum to be \(k_c\). This still leaves possibility for having linear terms in \(\delta\gamma_{k_c,n>1}\) in the interaction term. These terms vanish for uniform condensates, i.e. when \(|\langle\alpha|\phi_0\rangle|^2 = 1/M\). In the following we assume this and thus take \(H_{c-f} = 0\).

Finally, the fluctuation Hamiltonian is
\[
\begin{align*}
H_f &= \sum_{i_\alpha,j_\beta} (t_{i_\alpha,j_\beta} - \mu \delta_{i_\alpha,j_\beta})\delta c_{i_\alpha}^\dagger \delta c_{j_\beta} + \frac{U}{2} \sum_{i_\alpha} \left[e^{ik_c\cdot(r_{i_\alpha} - r_{j_\beta})}n_0|\langle\alpha|\phi_0\rangle|^2 \delta c_{i_\alpha}^\dagger \delta c_{i_\alpha} + h.c. + 4Un_0|\langle\alpha|\phi_0\rangle|^2 \delta c_{i_\alpha}^\dagger \delta c_{i_\alpha}\right]
\end{align*}
\tag{A8}
\]

Even though the condensate term is a simple constant and the condensate-fluctuation term vanishes, it is still important to know their form as we will calculate the superfluid weight by introducing the phase winding to the condensate wave function. This will then affect the kinetic terms of \(H_c\) and \(H_{c-f}\) (actually it also affects the interaction of \(H_{c-f}\) but this does not have a contribution in the superfluid weight calculation).
1. Superfluid weight

In this section we derive the superfluid contribution \(D_{\text{old}}^s = \frac{\partial^2 \Omega}{\partial \mu \partial q_0} \bigg|_{q_0=0} \) and show that this is equivalent to the linear response result derived in Ref. [11]. To this end, we introduce the phase winding as 

\[ \delta c \]

where in the last line we have used 

\[ H_q = c_q \]

We expand now the grand canonical potential \( \Omega(\mathbf{q}) \) as a perturbation series with respect to \( \mathbf{q} \) and keep the terms up to second order in \( \mathbf{q} \). To this end, we need to first evaluate the partition function \( Z(\mathbf{q}) \) which can be written as

\[ Z(\mathbf{q}) = \text{Tr}[e^{-\beta H(\mathbf{q})}] = \text{Tr}[e^{-\beta H} (1 + \tilde{U}(\beta, 0))] \]

\[ = \text{Tr}[e^{-\beta H}] + \text{Tr}[e^{-\beta H} \tilde{U}(\beta, 0)] \]

\[ = Z(0) + \text{Tr}[e^{-\beta H} \tilde{U}(\beta, 0)], \]

with

\[ \tilde{U}(\beta, 0) = \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \int_0^\beta dt_1 \cdots \int_0^\beta dt_n T_q H'(\mathbf{q}, t_1) \cdots H'(\mathbf{q}, t_n), \]

(A13)
We expand $\tilde{U}(\beta, 0)$ up to the second order in $q$ which gives

$$Z(q) = Z(0) + Z(0) \left[ - \int_0^\beta d\tau_1 \langle T_\tau H'(q, \tau_1) \rangle + \frac{1}{2} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \langle T_\tau H'(q, \tau_1) H'(q, \tau_2) \rangle \right] + \mathcal{O}(q^3)$$

$$\equiv Z(0)[1 + z_1(q) + z_2(q)] + \mathcal{O}(q^3), \quad (A14)$$

where the expectation value $\langle \cdots \rangle$ is taken with respect to the $q = 0$ state. After solving the partition function $Z(q)$ from Eq. (A14), one can compute the grand canonical potential as

$$\Omega(q) = -\frac{1}{\beta} \log Z(q)$$

$$\approx -\frac{1}{\beta} \log Z(0) - \frac{1}{\beta} \log(1 + z_1(q) + z_2(q))$$

$$= \Omega(q = 0) - \frac{1}{\beta} \log(1 + z_1(q) + z_2(q)). \quad (A15)$$

so that

$$\frac{\partial^2 \Omega(q)}{\partial q_\mu \partial q_\nu} \bigg|_{q=0} = \frac{1}{\beta} \frac{\partial [z_1(q) + z_2(q)]}{\partial q_\mu} \frac{\partial [z_1(q) + z_2(q)]}{\partial q_\nu} \bigg|_{q=0} - \frac{1}{\beta} \frac{\partial^2 (z_1(q) + z_2(q))}{\partial q_\mu \partial q_\nu} \bigg|_{q=0}. \quad (A16)$$

To evaluate this, we need the expressions for $z_1(q)$ and $z_2(q)$. Let us first evaluate $z_1(q)$:

$$z_1(q) = -\int_0^\beta d\tau_1 \langle T_\tau H'(q, \tau_1) \rangle = -\beta \langle H'(q) \rangle$$

$$= -\beta \left\{ \sum_{\mu \nu} q_\mu q_\nu \frac{N n_0}{2} (\phi_0 \partial_\mu \partial_\nu H(k_c)) \phi_0 + \sum_\mu q_\mu \left[ \sum_k (\delta c^\dagger_k \partial_\mu H(k) \delta c_k) + \frac{1}{2} \sum_k (\delta c^\dagger_k \partial_\mu \partial_\nu H(k) \delta c_k \phi_0) \right] \right\}$$

$$= -\beta \left\{ \sum_{\mu \nu} q_\mu q_\nu \frac{N n_0}{2} (\phi_0 \partial_\mu \partial_\nu H(k_c)) \phi_0 + \sum_\mu q_\mu q_\nu \frac{1}{2} \sum_k (\delta c^\dagger_k \partial_\mu \partial_\nu H(k) \delta c_k) \right\}. \quad (A17)$$

In the second line, the first (second) term arises from the condensate (fluctuation) Hamiltonian Eq. (A9) (Eq. (A11)). The condensate-fluctuation Hamiltonian (A10) does not contribute as $\langle \delta c_{k_\alpha} \rangle = 0$. The last line follows from the fact that in thermal equilibrium the current term vanishes, i.e. $\langle \delta c^\dagger_k \partial_\mu H(k) \delta c_k \rangle = 0$.

Expression for $z_2(q)$ is more involved but can be obtained after a straightforward algebra. By expanding $z_2(q)$ up to second order in $q$, and realizing that $H_c(q)$ cannot give any contribution [as terms linear in $q$ are missing in Eq. (A9)] we obtain

$$z_2(q) = \frac{1}{2} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \langle T_\tau H'(q, \tau_1) H'(q, \tau_2) \rangle - \frac{1}{2} \int_0^\beta d\tau_1 \int_0^\beta d\tau \langle H'(q, \tau) H'(q, 0) \rangle$$

$$= \frac{1}{2} \int_0^\beta d\tau \sum_\mu \sum_\nu q_\mu q_\nu \left[ \sum_{k, k', \alpha \beta} \langle \delta c^\dagger_{\alpha k_{\gamma}}(\tau) \partial_\mu H_{\alpha \beta} \delta c_{\gamma k_{\delta}}(\tau) \rangle \delta c^\dagger_{k' \gamma} \partial_\nu H_{\gamma \delta}(k') \delta c_{k' \delta} \rangle \right]$$

$$+ n_0 N \left[ \left( \langle \phi_0 \partial_\mu H(k_c) \delta c_{k_\alpha}(\tau) \rangle + h.c. \right) \left( \langle \phi_0 \partial_\mu H(k_c) \delta c_{k_\alpha} + h.c. \rangle \right) \right]. \quad (A18)$$

Here the first term in the final form arises from the fluctuations only and the second term comes from the condensate-fluctuation Hamiltonian. The notation of the last line, even though looking odd, is correct as $\langle \phi_0 \rangle$ is a row vector of numbers and $\delta c_{k_\alpha}$ is a column vector of operators $c_{k_\alpha}$. By plugging the expressions (A17) and (A18) in Eq. (A16),
we find
\[ D_{\text{old},\mu
u}^s = \frac{\partial^2 \Omega(q)}{\partial q_\mu \partial q_\nu} \bigg|_{q=0} = N n_0 \langle \phi_0 | \partial_\mu \partial_\nu \mathcal{H}(k_c) | \phi_0 \rangle + \sum_k \langle \delta c_k^\dagger \partial_\mu \partial_\nu \mathcal{H}(k) \delta c_k \rangle q_\mu q_\nu \]
\[ - \int_0^\beta d\tau \left[ \sum_{k,k',\alpha,\beta,\gamma,\delta} \langle \delta c_{k\alpha}^\dagger (\tau) \partial_\mu \mathcal{H}_{\alpha\beta} \delta c_{k\beta} (\tau) \delta c_{k'\gamma}^\dagger \partial_\nu \mathcal{H}_{\gamma\delta} (k') \delta c_{k'\delta} \rangle \right] \]
\[ + n_0 N \left[ \langle \phi_0 | \partial_\mu \mathcal{H}(k_c) \delta c_{k\gamma} (\tau) + h.c. \rangle \left( \langle \phi_0 | \partial_\nu \mathcal{H}(k_c) \delta c_{k\delta} + h.c. \rangle \right) \right]. \tag{A19} \]

By comparing this form to the superfluid weight calculation presented in the Supplementary Material (SM) of Ref. [11], we can identify that the first line corresponds to the diamagnetic superfluid weight contribution, (i.e. Eqs. (22) and (23) in the SM of Ref. [11]), the second line corresponds to the fluctuation term (Eq. (20) in the SM of Ref. [11]) and the last line is the condensate-fluctuation superfluid contribution (Eq. (17) in SM of Ref. [11]). Thus, Eq. (A19) corresponds to Eq. (25) in SM of Ref. [11].

Following the notation of Ref. [11], we split \( D_{\text{old}}^s \) to three terms, i.e. \( D_{\text{old}}^s = D_1^s + D_2^s + D_3^s \), where \( D_1^s \) is the pure condensate term, \( D_2^s \) arises from the coupling between the condensate and quantum fluctuations, and \( D_3^s \) is the pure quantum fluctuation contribution. For completeness, we provide the expressions for \( D_1^s \), \( D_2^s \) and \( D_3^s \) derived in Ref. [11]:
\[ D_{1,\mu\nu}^s = n_0 \partial_\mu \partial_\nu \epsilon_1(k_c) + n_0 \sum_{n \neq 1} \left\{ \epsilon_n(k_c) - \epsilon_0 \right\} \langle \partial_\mu \phi_0 | u_n(k_c) \rangle \langle u_n(k_c) | \partial_\nu \phi_0 \rangle + (\mu \leftrightarrow \nu), \tag{A20} \]
\[ D_{2,\mu\nu}^s = -n_0 \lim_{q \to 0} \sum_{ms} \frac{\langle \Phi_0 | \sigma_\mu \delta_\nu \mathcal{H}_B(k_c - q/2) | \psi_n^s(k_c - q) \rangle \langle \psi_n^s(k_c - q) | \sigma_\nu \partial_\mu \mathcal{H}_B(k_c - q/2) | \Phi_0 \rangle}{\mathcal{E}_m(k_c - sq)}, \tag{A21} \]
\[ D_{3,\mu\nu}^s = \frac{1}{2N} \sum_{k} \sum_{mm' ss'} \sum_{s} \left\{ \mathcal{N}_B s \mathcal{E}_m(k_c + s k) \right\} \frac{\mathcal{N}_B s \mathcal{E}_m(k_c + s' k)}{\mathcal{E}_m(k_c + s' k) - \mathcal{E}_m(k_c - s k)} \]
\[ \left[ \langle \psi_{m'}^s(k_c) | \partial_\mu \mathcal{H}_B(k_c) | \psi_m^s(k_c) \rangle \langle \psi_m^s(k_c) | \partial_\nu \mathcal{H}_B(k_c) | \psi_{m'}^s(k_c) \rangle - \langle \psi_{m'}^s(k_c) | \sigma_\mu \partial_\nu \mathcal{H}_B(k_c) | \psi_m^s(k_c) \rangle \langle \psi_m^s(k_c) | \sigma_\nu \mathcal{H}_B(k_c) | \psi_{m'}^s(k_c) \rangle \right], \tag{A22} \]
where \( k' = k - k_c \).

**Appendix B: Evaluating the correction term \( D_{\text{corr}}^s \)**

To compute the superfluid weight correction term \( D_{\text{corr}}^s \), given in Eq. (25), one needs to evaluate the partial derivatives \( \frac{\partial^2 \Omega}{\partial q_\nu \partial q_\mu} \) and \( \frac{\partial \Omega}{\partial q_\mu \partial n_0} \). In this Appendix, we provide the expressions for these two quantities. To this end, we first note that one has
\[ \frac{\partial \Omega}{\partial \mu} = \frac{\partial}{\partial \mu} \left( -\frac{1}{\beta} \log Z \right) = \frac{1}{Z} \text{Tr} \left[ e^{-\beta H(q)} \frac{\partial H(q)}{\partial \mu} \right], \tag{B1} \]
and similarly for \( n_0 \). From Eqs. (A6), (A8), (A9), (A10) and (A11), it can be easily seen that
\[ \frac{1}{N} \frac{\partial^2 \Omega}{\partial q_\nu \partial q_\mu} \bigg|_{q=0} = \frac{1}{N} \frac{\partial}{\partial q_\nu} \left( \frac{\partial H(q)}{\partial \mu} \right) \bigg|_{q=0} = -\frac{\partial}{\partial q_\nu} n_{\text{tot}} \bigg|_{q=0} \tag{B2} \]
and

\[ \frac{1}{N} \frac{\partial^2 \Omega}{\partial q_\nu \partial n_0} \bigg|_{q=0} = \frac{1}{N} \frac{\partial}{\partial q_\nu} \left( \frac{\partial H(q)}{\partial n_0} \right) \bigg|_{q=0} = \frac{1}{N} \frac{\partial}{\partial q_\nu} \left( \frac{\partial H_c}{\partial n_0} \right) \bigg|_{q=0} + \frac{1}{N} \frac{\partial}{\partial q_\nu} \left( \frac{\partial H_k}{\partial n_0} \right) \bigg|_{q=0} \]

\[ = \frac{1}{N} \frac{\partial}{\partial q_\nu} \frac{\partial H_c}{\partial n_0} \bigg|_{q=0} + \frac{\partial}{\partial q_\nu} \frac{U}{2N} \sum_{\kappa_\alpha} \left( \langle (\alpha | \phi_0)^2 (\delta c^\dagger_{\kappa_\alpha} \phi_{2k_\alpha}^0) + \text{h.c.} \rangle + 4|\langle \alpha | \phi_0 \rangle|^2 (\delta c^\dagger_{\kappa_\alpha} \phi_{2k_\alpha}^0) \right) \bigg|_{q=0}. \tag{B3} \]

Here \( H_c \) is a number given by the first form of the second line in Eq. (A6) and the last term in Eq. (B3) arises from the fluctuation Hamiltonian given by Eq. (A8). Note that all the contributions from the linear term Eq. (A10) vanish as \( (\delta c^\dagger_{\kappa_\alpha} \phi_{2k_\alpha}^0) \).

To evaluate Eqs. (B2) and (B3), we expand the expectation values in terms of small \( q \), up to linear order, in the same way as earlier in the case of the grand canonical potential in Eq. (A15). We demonstrate the calculation for Eq. (B2). We start by writing

\[ n_{\text{tot}} = \frac{1}{Z(q)} \text{Tr} \left[ e^{-\beta H(q)} \right] = \frac{1}{Z(q)} \text{Tr} \left[ e^{-\beta \tilde{H}(\beta,0)n} \right] \approx \frac{Z(0)}{Z(0)[1 + z_1(q)]} \left[ n_{\text{tot}}(q = 0) - \int_0^\beta d\tau \langle T_\tau H'(q,\tau)n \rangle \right] \tag{B4} \]

where \( n \) is the total density operator, \( n_{\text{tot}}(q = 0) \) is the total density at \( q = 0 \) and the notation \( (\ldots)_0 \) implies the expectation value taken with respect to the equilibrium state at \( q = 0 \). In this case, as \( n \) is quadratic in the fluctuation operators, we take here \( H'(q) = \sum_q q_\nu \sum_k \delta c^\dagger_{\kappa_\alpha} \partial_\nu \mathcal{H}(k) \delta c_{\kappa_\alpha} \) as is evident from Eq. (A11) (higher terms in \( q \) vanish when taking the \( q \)-derivative and subsequently setting \( q = 0 \)). From Eq. (B4) we can now obtain the following

\[ \frac{\partial n_{\text{tot}}}{\partial q_\nu} \bigg|_{q=0} = -\int_0^\beta d\tau \langle T_\tau \sum_k \delta c^\dagger_{\kappa_\alpha} \partial_\nu \mathcal{H}(k) \delta c_{\kappa_\alpha}(\tau)n \rangle \tag{B5} \]

where we have dropped subscript 0 for simplicity. By recalling that \( n = n_0 + \frac{1}{N} \sum_{\kappa_\alpha} \delta c^\dagger_{\kappa_\alpha} \delta c_{\kappa_\alpha} \), we note that

\[ \frac{\partial n_{\text{tot}}}{\partial q_\nu} \bigg|_{q=0} = -\int_0^\beta d\tau \left\langle T_\tau \sum_k \delta c^\dagger_{\kappa_\alpha}(\tau) \partial_\nu \mathcal{H}(k) \delta c_{\kappa_\alpha}(\tau) \right\rangle \tag{B6} \]

as the expectation value of the current operator vanishes in equilibrium, i.e. \( \sum_k \langle \delta c^\dagger_{\kappa_\alpha} \partial_\nu \mathcal{H}(k) \delta c_{\kappa_\alpha} \rangle = 0 \).

By now employing the standard Green’s function techniques, as was done e.g. in Ref. [11], one can show that Eq. (B6) at zero temperature reduces to

\[ \frac{1}{N} \frac{\partial^2 \Omega}{\partial q_\nu \partial \mu} \bigg|_{q=0} = -\frac{\partial n_{\text{tot}}}{\partial q_\nu} \bigg|_{q=0} = \frac{1}{N} \sum_{kmm'} \text{Re} \left\langle \psi^+_m(k) | \partial_\nu L_{k} | \psi^-_{m'}(k) \right\rangle \frac{E_m(k) + E_{m'}(2k_c - k)}{E_m(k) + E_{m'}(2k_c - k)} \tag{B7} \]

In the same way, one can show that at zero temperature one has for a uniform condensate

\[ \frac{1}{N} \frac{\partial^2 \Omega}{\partial q_\nu \partial n_0} \bigg|_{q=0} = -\frac{U}{N} \sum_{kmm'} \text{Re} \left\langle \psi^+_m(k) | \partial_\nu L_{k} | \psi^-_{m'}(k) \right\rangle \frac{E_m(k) + E_{m'}(2k_c - k)}{E_m(k) + E_{m'}(2k_c - k)} - \frac{2U}{MN} \sum_{kmm'} \text{Re} \left\langle \psi^+_m(k) | \partial_\nu L_{k} | \psi^-_{m'}(k) \right\rangle \frac{E_m(k) + E_{m'}(2k_c - k)}{E_m(k) + E_{m'}(2k_c - k)} \tag{B8} \]

with

\[ A_{mm'}(k) = \langle \psi^+_m(k) | A | \psi^-_{m'}(k) \rangle \tag{B9} \]

\[ A = \begin{bmatrix} 0 & \phi_0^* \phi_0 \end{bmatrix} \tag{B10} \]

\[ [\phi_0]_{\alpha\beta} = \delta_{\alpha\beta} |\langle \alpha | \phi_0 \rangle|^2. \tag{B11} \]

With Eqs. (B7) and (B8) one can compute the required partial derivatives with respect to \( q \) without the knowledge of the state at finite \( q \). However, as can be seen from Eq. (25), evaluating \( D_{\text{corr}} \) requires also computing the full
derivatives $\frac{dn_0}{dn_n}$ and $\frac{dn_n}{dn_m}$. This can be done numerically by solving the Bogoliubov problem at fixed total density for small finite $q$ in the vicinity of $q = 0$ such that $|q| \ll \Delta k \sim 2\pi/\sqrt{N}$. Then the Bogoliubov theory boils down to solving the quadratic Hamiltonian of the form

$$H_B(k) = \begin{pmatrix} H(k + q) - \mu_{\text{eff}} & \Delta \\ \Delta^* & H^*(q - k) - \mu_{\text{eff}} \end{pmatrix},$$

$$\Psi_k = [c_{k+q1}, c_{k+q2}, \ldots, c_{k+qM}, c_{q-k1}^l, \ldots, c_{q-kM}^l]^T.$$

By computing $n_0$ and $\mu = \epsilon_0 + \frac{U n_n}{M}$ as a function of small $q$, one can then determine $\frac{dn_0}{dn_n}$ and $\frac{dn_n}{dn_m}$.

**Appendix C: Second order perturbation theory for the speed of sound**

To obtain the second order perturbation result for the speed of sound, one needs to first write down the full Bogoliubov matrix $L(k)$ in the Bloch basis by performing the basis transformation $U(k)$ as

$$U(k) = \begin{pmatrix} U(k) & 0 \\ 0 & U^*(2k_e - k) \end{pmatrix}.$$ (C1)

By transforming $L(k) \rightarrow U(k)L(k)U(k)$ and writing the momentum as $k = k_e + q$, $L(k)$ can be written in the Bloch basis as

$$L(k) = \begin{pmatrix} D(k_e + q) & U^!(k_e + q)\Delta U^*(k_e - q) \\ -U^T(k_e - q)\Delta^*U(k_e + q) & -D(k_e - q) \end{pmatrix}.$$ (C2)

In case of the uniform BEC, $D(k)$ is a diagonal matrix and reads $[D(k_e + q)]_{ij} = \delta_{ij}(\epsilon_j(k_e + q) - \epsilon_0 + \tilde{U})$ with $\tilde{U} = \frac{Un_0}{M}$. By only keeping the lowest Bloch band and projecting out all the other Bloch bands in Eq. (C2), one gets a $2 \times 2$ projected Bogoliubov matrix $L_p(k)$, i.e., Eq. (28). By diagonalizing $L_p$, one obtains

$$L_p|\psi^+(k_e + q)\rangle = \pm E_1(k)|\psi^+(k_e + q)\rangle$$

$$E_1(k_e + q) = \frac{Un_0}{M}D(q) = E_q(0)$$

$$|\psi^+(k_e + q)\rangle = \frac{\tilde{U}|\alpha(q)|}{\sqrt{2\sqrt{E_1(k_e + q)^2 + \tilde{U}E_1(k_e + q)}}} \begin{pmatrix} -\tilde{U}E_1(k_e + q)^{-1} \\ 1 \end{pmatrix} = \begin{pmatrix} u_1(q) \\ v_1(q) \end{pmatrix}.$$ (C5)

The effect of other Bloch bands can be taken into account perturbatively by writing Eq. (C2) as $L(k) = L_0(k) + L'(k)$, where $L_0(k)$ reads (after rearranging the indices accordingly)

$$L_0(k) = \begin{pmatrix} D^+(k) & 0 \\ 0 & L_p(k) \\ 0 & 0 \end{pmatrix}$$

$$[D^\pm(k)]_{ij} = \pm[\epsilon_{i+1}(k_e + q) - \epsilon_0 + \tilde{U}]{\delta}_{ij}.$$ (C7)

Here matrices $D^\pm(k)$ are $(M - 1) \times (M - 1)$ matrices. By now applying the standard perturbation theory [23] for $L(k)$ with the perturbation term being $L'(k)$, one can write the Goldstone energy as a perturbative series up to the second order as

$$E_1(k_e + q) = E_q(0) + E_q^{(1)} + E_q^{(2)}$$

$$= E_q^{(0)} + E_q^{(2)}.$$ (C8)

In the second line we have used the fact that for our choice of $L_0(k)$ and $L'(k)$ the first-order term vanishes, i.e. $E_q^{(1)} = 0$. The second order contribution reads

$$E_q^{(2)} = \sum_{j=2}^M \frac{|v_1(q)|^2}{E_1(k_e + q) - [D^+(k)]_{j-1,j-1}} |\psi_j^+(k_e + q)|^2$$

$$- \sum_{j=2}^M \frac{|u_1(q)||\psi_j^+(k_e + q)|^2}{E_1(k_e + q) - [D^-(k)]_{j-1,j-1}}.$$ (C9)
Here the first (second) line corresponds to the coupling of $L_p$ to the particle (hole) sector of $L_0(k)$, i.e. to $D^+(D^-)$. It is straightforward to show that in the limit of $q \to 0$ the coherence factors of the flat band BEC approach the same limit, i.e. $u_1(q) \to v_1(q) \to \frac{\hat{U}}{2E_q}$. Moreover, $|E_1(k_c + q)| \ll |[D^\pm(k)]_{j-1,j-1}|$ for $q \to 0$. Therefore, for $q \to 0$ we can write

$$E^{(2)}_q = - \sum_{j=2}^M \frac{\hat{U}^* \langle u_1(k_c - q) | \Delta | u^*_j(k_c + q) \rangle^2}{2E_q^{(0)} \epsilon_j(k_c + q) - \epsilon_0 + \hat{U}}$$

$$- \sum_{j=2}^M \frac{\hat{U} \langle u_1(k_c + q) | \Delta | u^*_j(k_c - q) \rangle^2}{2E_q^{(0)} \epsilon_j(k_c - q) - \epsilon_0 + \hat{U}}.$$  \hspace{1cm} (C10)

This is the form used in Sec. V.
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