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Abstract

Particle production in integrable field theories may exist depending on the vacuum around which excitations are defined. To tackle this and analogous issues with conventional field theoretical tools, we consider the integrable $\lambda$-deformed model for $SU(2)$ together with a timelike coordinate. We construct the corresponding four-dimensional plane wave background keeping also post-plane wave corrections, as well as all the non-trivial $\lambda$-dependence. After imposing the light-cone gauge and the Virasoro constraints, we obtain an interacting field theory for the transverse physical modes which are massive. We explicitly demonstrate the absence of particle production to leading order in the large $k$-expansion. This is based crucially on the form of the interaction vertices and their dependence on the $\lambda$-deformation parameter. In addition, we compute the $S$-matrix for the two-particle elastic scattering exactly in $\lambda$ and to leading order in the large $k$-expansion. Our method can be applied to any integrable theory with at least one isometry.
1 Introduction

Non-linear $\sigma$-models in 1+1 spacetime dimensions are of particular interest because they often represent the worldsheet of string theories. Among $\sigma$-models, the class of integrable ones is of great importance. At the classical level, integrability is established by rewriting the classical equations of motion as the flatness condition of a Lax pair that depends on a spectral parameter. This rewriting guarantees the existence of infinitely many conserved charges which in turn ensures classical integrability, when these charges are in involution.

However, not all classically integrable models remain integrable at the quantum level. In order to prove quantum integrability one should demonstrate that scattering
of particles is non-diffractive. In particular, this means that no particles are being created or annihilated in a scattering process and that the complete S-matrix of the theory is fully determined by the two-body S-matrix. Two important examples which are believed to retain integrability at the quantum level are the principal chiral model (PCM) [1–3] and certain deformations of it that go under the name of \( \lambda \)-models [4, 5].

The simplest class of these \( \lambda \)-deformed models is based on a group \( G \) and interpolates between a WZW model at level \( k \) and the non-abelian T-dual of the PCM [4] (the \( SU(2) \) case was constructed before with different methods in [6]). More general integrable \( \lambda \)-models based on products of semi-simple groups were constructed in [7–10], while the most generic models of this type were constructed in [11,12]. These models exhibit a very interesting and rich renormalisation group (RG) behaviour, namely they flow from a sum of WZW models in the ultraviolet (UV) to certain 2-dimensional conformal field theories (CFTs) in the infrared (IR) [11].

In the case of the PCM, integrability persists at the quantum level and the two-particle S-matrix acquires the characteristic product form

\[
S(\theta) = f(\theta)S_{GL}(\theta) \otimes S_{GR}(\theta), \quad \theta = \theta_1 - \theta_2, \tag{1.1}
\]

where \( S_G(\theta) \) is a \( G \)-invariant building block of the complete S-matrix. It is built from a rational solution of the Yang-Baxter (Y-B) equation. Furthermore, \( f(\theta) \) is a scalar function accounting for the poles of the S-matrix related to the bound states, while \( \theta_1 \) and \( \theta_2 \) denote the rapidities of the incoming particles. This factorised form of the S-matrix reflects the \( G_L \otimes G_R \) symmetry of the model.

In the case of the simplest \( \lambda \)-model with group \( SU(2) \), the deformation breaks the \( SU(2)_R \) symmetry. Rather than being completely lost, \( SU(2)_R \), or more precisely its Yangian extension, is deformed to an affine quantum group \( U_q(SU(2)) \) with the deformation parameter being \( q = e^{i\pi/(k+2)} \), where \( k \) is the WZW level. The exact S-matrix of this model, proposed in [21–25], takes again the product form (1.1) but with the right part of the S-matrix replaced by the restricted solid on solid (RSOS) S-matrix which appears in the context of the restricted sine-Gordon theory [26–28] and which is invariant under the aforementioned affine quantum group, namely

\[
S_{\lambda}(\theta) = S_{SU(2)_L}(\theta) \otimes S_{RSOS}(\theta). \tag{1.2}
\]

\(^1\) Their quantum structure, including correlation functions of currents and primary operators as exact functions of the deformation parameters, was studied in [13–20].
Two important comments are in order. Firstly, the presence of the RSOS part of the S-matrix implies that the states which are scattered are solitonic states carrying kink quantum numbers. Secondly, the conjectured S-matrix of (1.2) is an exact S-matrix that depends only on $k$ and the difference of the rapidities but does not depend at all on the deformation parameter $\lambda$.

The above quantum S-matrix proposals, despite being exact, have the disadvantage that they can not be directly connected, let alone derived, from the Lagrangian of the model. This is so because the objects which scatter are massive objects with their mass $m$ being dynamically generated in the IR regime. Only indirect consistency checks of these proposals can be made. Based on the work of [29, 30], various authors performed consistency checks of these S-matrix proposals for several groups [31–34]. One may introduce an external field $h$ and calculate the response of the free energy of the system when $h \gg m$ by employing TBA techniques. Then one can use one loop perturbation theory to evaluate the free energy when $h \gg \Lambda$, where $\Lambda$ is the quantity analogous to the QCD scale $\Lambda_{QCD}$. The two expressions for the free energy have similar functional forms and they completely agree if one demands that the ratio $m/\Lambda$ to be a specific function of $k$. Consequently, this calculation determines the mass gap of the theory. For the $\lambda$-model with $SU(2)$ group this calculation was performed in [22]. We note that, initial calculations of the mass gap using perturbative methods were performed in [35, 36].

One may try to circumvent the aforementioned disadvantage by expanding the action of a generic integrable theory around the trivial vacuum, which, for $\sigma$-models based on group manifolds, is at $g = 1$. For the single $\lambda$-models this was done in [37], with the resulting action being very effective for addressing the calculations of $\beta$-functions and anomalous dimensions of operators. However, the S-matrix obtained from this action does not satisfy the conditions of the absence particle production and factorization [38]. Indeed, the connection to integrability is lost, already at the tree-level [39, 40], in the case where the spectrum contains massless excitations. The fact that the massless S-matrix of classically integrable theories exhibits particle production is known for a long time but not quite appreciated. The standard argument that integrability implies factorization and the absence of particle production is known to hold only for the non-perturbative massive S-matrix [41] and formally applies only to the massive case [42, 43].
In this work, we develop a method which re-establishes the link between integrability and factorisation of the S-matrix. This is accomplished by expanding around a vacuum which supports massive excitations. Our method can be applied to any integrable theory with one or more isometries. One adds to the σ-model action a timelike spectator field \( t \) which plays the role of time. One then takes the Penrose limit of the geometry around a null geodesic involving the isometry of the initial background and \( t \). Subsequently, one fixes the light-cone gauge and imposes the Virasoro constraints so that he is left only with the transverse degrees of freedom. All transverse excitations are massive and the properties of factorisation and no particle production can now be unambiguously addressed. A similar method has already been applied in the context of superstring theories [44].

We exemplify our method by considering the simplest possible example, that of the isotropic \( \lambda \)-model with group \( SU(2) \). In section 2, we calculate the pp-wave background of the aforementioned model, as well as the post pp-wave corrections which will account for the interactions of the massive excitations. In section 3, we choose the light-cone condition and impose the Virasoro constraints. In this way, one is left with two massive propagating degrees of freedom. We present the Lagrangian governing the propagation of the physical modes up to \( O(1/k^{3/2}) \). It inherits a certain non-perturbative symmetry which is present in the original \( \lambda \)-model. In section 4, we derive the S-matrix of our model and show that it does not exhibit particle production up to \( O(1/k^{3/2}) \). Furthermore, one can easily show that it satisfies the Yang-Baxter equation up to the same order. Finally, in section 5 we draw our conclusions. We close the paper with two appendices. In appendix A, we consider various pp-wave limits related to our model which may prove useful in further investigations, while in appendix B, we prove that the light-cone gauge fixing is consistent with the equation of motion of \( x^- \), as long as the curved worldsheet metric is properly chosen.

2 The plane wave and post-plane wave corrections

Two-dimensional \( \sigma \)-models are described in terms of the action

\[
S = \frac{1}{2\pi} \int d^2 \sigma \mathcal{L}, \quad \mathcal{L} = (G_{\mu \nu} + B_{\mu \nu}) \partial_+ x^\mu \partial_- x^\nu,
\] (2.1)
from which one can read off the metric and the antisymmetric tensor fields. Our conventions for the world-sheet coordinates $\sigma^\pm$ and $(\tau, \sigma)$ are given below

$$\sigma^\pm = \tau \pm \sigma, \quad \partial^\pm = \frac{1}{2} (\partial_\tau \pm \partial_\sigma), \quad d^2\sigma = d\tau d\sigma.$$ (2.2)

With the above normalization of fields we specialise to the $\lambda$-deformation for the $SU(2)$ case. We have the metric [4]

$$ds^2 = 2k \left( \frac{1 + \lambda}{1 - \lambda} d\alpha^2 + \frac{1 - \lambda^2}{\Delta(\alpha)} \sin^2 \alpha \left( d\beta^2 + \sin^2 \beta d\gamma^2 \right) \right),$$ (2.3)

$$\Delta(\alpha) = (1 - \lambda)^2 \cos^2 \alpha + (1 + \lambda)^2 \sin^2 \alpha$$

and the antisymmetric tensor

$$B = 2k \left( -\alpha + \frac{(1 - \lambda)^2}{\Delta(\alpha)} \sin \alpha \cos \alpha \right) \sin \beta d\beta \wedge d\gamma.$$ (2.4)

The physical range of the parameter $\lambda$ is $0 \leq \lambda < 1$ follows from the construction [4]. The above background is invariant under the non-perturbative symmetry

$$\lambda \rightarrow \frac{1}{\lambda}, \quad k \rightarrow -k, \quad \alpha \rightarrow -\alpha,$$ (2.5)

where the flip in the sign of $\alpha$ induces an inversion in the $SU(2)$ group element. The symmetry (2.5) is in accordance with the symmetry of $\lambda$-deformed $\sigma$-models based on a general group for which the symmetry is implemented be sending $g \rightarrow g^{-1}$ [13]. For $\lambda = 0$ we above background fields correspond to the WZW model for the group $SU(2)$ at level $k$.

To the above metric (2.3), we add a term containing a time coordinate $t$. Conveniently, we parametrise it as $-2k \frac{1 - \lambda}{1 + \lambda} dt^2$. The resulting four-dimensional spacetime has then an obvious null geodesic given by

$$\alpha = \beta = \frac{\pi}{2}, \quad t = \gamma.$$ (2.6)
Consider, now, the following change of variables

\[
\begin{align*}
t &= \frac{1}{2} \sqrt{\frac{1 + \lambda}{1 - \lambda} \left( x^+ - x^- \right) / k}, \quad \gamma = \frac{1}{2} \sqrt{\frac{1 + \lambda}{1 - \lambda} \left( x^+ + x^- \right) / k}, \\
\alpha &= \frac{\pi}{2} + \sqrt{\frac{1 - \lambda}{2k(1 + \lambda)}} x_1, \quad \beta = \frac{\pi}{2} + \sqrt{\frac{1 + \lambda}{2k(1 - \lambda)}} x_2.
\end{align*}
\]  

(2.7)

In the limit \( k \gg 1 \), the Lagrangian density should have an expansion of the form

\[
L = L^{(0)} + \frac{1}{k} L^{(1)} + \mathcal{O}(1/k^2),
\]

(2.8)

where we note that in our case additional terms with fractional powers of \( k \), e.g. of \( \mathcal{O}(1/k^{1/2}) \) and \( \mathcal{O}(1/k^{3/2}) \), contribute only to the antisymmetric tensor with vanishing however field strength. Therefore we have safely omitted them. As a result, all our calculations are valid up to, including, order \( \mathcal{O}(1/k^{3/2}) \).

The first term in (2.8) has a metric and an antisymmetric tensor given by

\[
\begin{align*}
ds^{(0)2} &= 2dx^+dx^- + dx_1^2 + dx_2^2 - \frac{1}{4} \left( \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 x_1^2 + \frac{1 + \lambda}{1 - \lambda} x_2^2 \right) (dx^+)^2, \\
B^{(0)} &= -\frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}} x_1 dx_2 \wedge dx^+
\end{align*}
\]

(2.9)

and represents a plane wave expressed in its Brinkman form.

The interactions are encoded in the \( \mathcal{O}(1/k) \) terms with the corresponding metric and antisymmetric tensor corrections given by

\[
\begin{align*}
ds^{(1)2} &= -\frac{1}{2} \left( \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 x_1^2 + \frac{1 + \lambda}{1 - \lambda} x_2^2 \right) dx^+dx^- - \frac{1}{2} \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 x_1^2 dx_2^2 \\
&\quad + \frac{1}{24} \left[ \frac{(1 - \lambda)^4(1 - 10\lambda + \lambda^2)}{(1 + \lambda)^6} x_1^4 + \left( \frac{1 + \lambda}{1 - \lambda} \right)^2 x_2^4 + 3 \left( \frac{1 - \lambda}{1 + \lambda} \right)^2 x_1^2 x_2^2 \right] (dx^+)^2 \\
B^{(1)} &= \frac{1}{4} \sqrt{(1 - \lambda)^3(1 + \lambda)} x_1 x_2^2 + \frac{1}{6} \frac{(1 - \lambda)^{5/2}(1 - 4\lambda + \lambda^2)}{(1 + \lambda)^{9/2}} x_1^3 dx_2 \wedge dx^+ \\
&\quad - \frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}} x_1 dx_2 \wedge dx^-.
\end{align*}
\]

(2.10)

Notice, that this expansion is invariant term by term under the transformation

\[
\lambda \to \frac{1}{\lambda}, \quad k \to -k, \quad x^\pm \to \pm ix^\pm.
\]

(2.11)
It turns out that this symmetry originates from that in (2.5).

3 Hamiltonian analysis

In this section, we derive the Lagrangian governing the dynamics of the transverse degrees of freedom. This is obtained after fixing the light-cone gauge and imposing the Virasoro constraints. The analysis is general and holds for a generic model with an isometry. Our analysis is similar to that of [45] with the essential, albeit crucial, difference that in that case the B-field was zero.

Our model has a metric of the form

\[
 ds^2 = 2G_+ dx^+ dx^- + G_{++}(dx^+)^2 + g_{ij} dx_i dx_j
\]  

(3.1)

and an antisymmetric tensor of the form

\[
 B = b_i^+ dx_i \wedge dx^+ + b_i^- dx_i \wedge dx^- .
\]  

(3.2)

From (2.9) and (2.10), we deduce that the various components have an expansion for large \( k \) which is of the following type

\[
 G_{+-} = 1 + \mathcal{O}(1/k) , \quad G_{++} = \mathcal{O}(1) + \mathcal{O}(1/k) ,
\]

\[
 g_{11} = 1 , \quad g_{22} = \mathcal{O}(1/k) ,
\]

\[
 b_{1\pm} = 0 ,
\]

\[
 b_{2+} = \mathcal{O}(1) + \mathcal{O}(1/k) , \quad b_{2-} = \mathcal{O}(1/k) ,
\]

(3.3)

with the next corrections being of \( \mathcal{O}(1/k^2) \). Note also that, since we will need the inverse metric the non-vanishing components are given by \( G^{--} = -\frac{G_{+-}}{G_{++}} , G^{+-} = \frac{1}{G_{++}} \) and \( g^{ij} = (g^{-1})_{ij} \).

Next we turn to the \( \sigma \)-model which, as we will see, it is convenient to be considered first with a general world-sheet metric \( \gamma_{ab} \). The action describing the \( \sigma \)-model is

\[
 S = \frac{1}{4\pi\alpha'} \int d^2 \sigma \sqrt{-\gamma} \left( \gamma^{ab} \partial_a x^\mu \partial_b x^\nu G_{\mu\nu} - \epsilon^{ab} \partial_a x^\mu \partial_b x^\nu B_{\mu\nu} + \alpha' R(\gamma) \Phi \right) ,
\]  

(3.4)

where the volume density is normalised as \( \epsilon^{01} = 1/\sqrt{-\gamma} \) and consequently \( \epsilon_{01} = -\sqrt{-\gamma} \). Note that in the conformal gauge with \( \gamma_{ab} = \text{diag}(1,-1) \) and by choosing
\( \alpha' = 2 \) we get (2.1). Introducing now \( h^{ab} \) by the following relation

\[
h^{ab} = \sqrt{-\gamma} \gamma^{ab},
\]

one can rewrite the action as

\[
S = \frac{1}{4\pi \alpha'} \int d^2 \sigma \left( h^{ab} \partial_a x^\mu \partial_b x^\nu G_{\mu\nu} - \varepsilon^{ab} \partial_a x^\mu \partial_b x^\nu B_{\mu\nu} + \alpha' \sqrt{-\gamma} R(\gamma) \Phi \right),
\]

where here \( \varepsilon^{01} = 1 \). From this, one can find the canonical momentum

\[
p_\mu = \frac{\delta S}{\delta \dot{x}^\mu}
\]

which takes the form (we present it using the notation \( \pi_\mu = 2\pi \alpha' p_\mu \))

\[
\pi_\mu = h^{0a} G_{\mu\nu} \partial_a x^\nu - B_{\mu\nu} x^\nu,
\]

\[
\dot{x}^\mu = \frac{\pi^\mu}{h^{00}} - \frac{1}{h^{00}} \left( h^{01} x^\mu - B_{\mu\nu} x^\nu \right),
\]

where, in the second equation, we have also included the inverse transformation of velocities in terms of momenta. The next step is to derive the Hamiltonian density

\[
\mathcal{H} = p_\mu \dot{x}^\mu - L
\]

which reads

\[
\mathcal{H} = \frac{1}{2\pi \alpha'} \left[ \frac{G^{\mu\nu}}{2h^{00}} \left( \pi_\mu + B_{\mu\alpha} x^\alpha \right) \left( \pi_\nu + B_{\nu\beta} x^\beta \right) + \frac{G_{\mu\nu}}{2h^{00}} x^\mu x^\nu - \frac{h^{01}}{h^{00}} \pi_\mu x^\mu \right] \left( \frac{R(\gamma)}{4\pi} \Phi \right).
\]

Ignoring the dilaton, the Virasoro constraints follow from varying (3.8) with respect to \( h^{01} \) and \( h^{00} \). The result is

\[
\pi_\mu x^\mu = 0,
\]

\[
G^{\mu\nu} \left( \pi_\mu + B_{\mu\alpha} x^\alpha \right) \left( \pi_\nu + B_{\nu\beta} x^\beta \right) + G_{\mu\nu} x^\mu x^\nu = 0.
\]

In the conformal gauge \( \gamma_{ab} = \text{diag}(1, -1) \) we have \( h^{00} = 1 \) and \( h^{01} = 0 \). Then these constraints reduce to the usual ones \( G_{\mu\nu} (\dot{x}^\mu \dot{x}^\nu + x^\mu x^\nu) = 0 = G_{\mu\nu} \dot{x}^\mu x^\nu \).

However, in what follows, we will not choose the conformal gauge for the worldsheet metric. We will, rather explicitly, write the above constraints for a generic worldsheet metric. The reason is that, since the background is curved it is not immediately obvious that one may choose the light cone gauge

\[
x^+ = \tau.
\]

Nevertheless, we show that this can be done by appropriately determining the world-
sheet metric components $h_{00}$ and $h_{01}$, so that the variation of the action with respect to $x^-$ admits (3.10) as a solution (this is in spirit similar to the approach in [45]). This is done in the Appendix B and the end result is given by (B.6). In the light-cone gauge the constraints (3.9) assume the following form

$$\pi_- x'^- + \pi_+ x'^i = 0,$$

$$G^{--}(\pi_- - b_{i-}x'^i)(\pi_- - b_{j-}x'^j) + 2G^{+-}(\pi_+ - b_{i+}x'^i)(\pi_- - b_{j-}x'^j)$$

$$+ g^{ij}(\pi_i + b_{i-}x'^i)(\pi_j + b_{j-}x'^j) + g_{ij}x'^i x'^j = 0.$$  (3.11)

The first constraint determines $x^-$ and the second one determines $\pi_+$ as

$$\pi_+ = b_{i+}x'^i + \frac{G^{++}}{2G^{--}}(\pi_- - b_{i-}x'^i)$$

$$- \frac{G^{+-}}{2(\pi_- - b_{k-}x'^k)} \left( g_{ij}x'^i x'^j + g^{ij}(\pi_i + b_{i-}x'^i)(\pi_j + b_{j-}x'^j) \right).$$  (3.12)

In this expression $x'^-$ should be replaced using the first constraint. After doing so, we obtain that

$$\pi_+ = b_{i+}x'^i + \frac{G^{++}}{2G^{--}}(\pi_- - b_{i-}x'^i) - \frac{G^{+-}}{2(\pi_- - b_{k-}x'^k)} \left( g_{ij}x'^i x'^j + \tilde{g}^{ij} \pi_i \pi_j \right),$$  (3.13)

where we have defined

$$\tilde{g}^{ij} = \left( \delta^i_k - \frac{x'^i b_{k-}}{\pi_-} \right) g^{k\ell} \left( \delta^j_\ell - \frac{x'^j b_{\ell-}}{\pi_-} \right).$$  (3.14)

Note that this quantity is symmetric and that subsequently we will denote its inverse by $\tilde{g}^{ij}$.

Our final goal is to find the Lagrangian associated to the physical degrees of freedom $x_1$ and $x_2$. The Lagrangian density corresponding to the Hamiltonian (3.8) is $\mathcal{L} = p_+ \dot{x}^+ + p_- \dot{x}^- + p_i \dot{x}^i - \mathcal{H}$. In the light cone gauge and after implementing the constraints, so that $\mathcal{H} = 0$, we have that

$$\mathcal{L}_{l.c.} = p_i \dot{x}^i + p_+.$$  (3.15)

Note that, in the Lagrangian we have dropped the middle term, i.e. $p_- \dot{x}^-$ since upon partial integration in $\tau$ (in the action) it gives $-\dot{p}_- x^-$ and $\dot{p}_- = -\frac{\partial \mathcal{H}}{\partial x^-} = 0$. The last equality holds since $x^-$ in our backgrounds is a cyclic coordinate. Furthermore, the
light cone Hamiltonian density is \( H_{l.c.} = -p_+ = -\pi_+ \). We now need to express the momenta \( p_i \) in terms of the velocities \( \dot{x}^i \). By using the Hamilton equation

\[
\dot{x}^i = \frac{\partial H_{l.c.}}{\partial p_i} = -\frac{1}{2\pi\alpha'} \frac{\partial \pi_+}{\partial p_i} = -\frac{\partial \pi_+}{\partial p_i} = \frac{G_{++} - b_{-} x'_{ik} \tilde{g}^{ij} \pi_j}{\pi_+ - b_{-} x'_{ik} \tilde{g}^{ij} \pi_j},
\]

we obtain

\[
\pi_i = \frac{\pi_+ - b_{-} x'_{ik} \tilde{g}^{ij} \pi_j}{G_{++} - 2(\pi_+ - b_{-} x'_{ik} \tilde{g}^{ij} \pi_j)} \tilde{g}^{ij} \pi_j.
\]

As a result, the Lagrangian density describing the evolution of the transverse degrees of freedom becomes

\[
2\pi\alpha' L_{l.c.} = \left( \frac{\pi_+ - b_{-} x'_{ik} \tilde{g}^{ij} \pi_j}{G_{++} - 2(\pi_+ - b_{-} x'_{ik} \tilde{g}^{ij} \pi_j)} \tilde{g}^{ij} \pi_j \right) - \frac{1}{2G_{++}} \frac{\lambda^2}{\sqrt{(1-\lambda)(1+\lambda)^3}} \dot{x}_1 \dot{x}_2
\]

\[
+ \left( \frac{G_{++} + b_{-} x'}{2G_{++}} \right) \dot{x}_i + \frac{G_{++}}{2G_{++}} \pi_+.
\]

We should expand this expression up to \( O(1/k) \). In the expression above, we should in fact set \( \pi_- = 1 \). The reason is that from (3.9) we have that \( \pi_- = G_{-} + h_{00}^0 + b_{-} x^i \). Using (B.6) for \( h_{00}^0 \) one sees that \( \pi_- \) simply becomes equal to unity.

### 3.1 Expanding the action

Using (3.18) one can obtain the following expansion for the light-cone action

\[
L_{l.c.} = \frac{1}{2\pi\alpha'} \left( L_{l.c.}^{(0)} + \frac{1}{k} L_{l.c.}^{(1)} + \ldots \right) + O(1/k^2),
\]

where

\[
L_{l.c.}^{(0)} = \frac{1}{2} \left( x_1^2 + x_2^2 - x_1' x_2' - x_1' x_2' \right) - \frac{1 + \lambda^2}{\sqrt{(1-\lambda)(1+\lambda)^3}} x_1 x_2
\]

\[
- \frac{1}{8} \left[ \frac{(1-\lambda)^3}{1+\lambda} x_1^2 + \frac{1 + \lambda}{1-\lambda} x_2^2 \right].
\]
and

\[ \mathcal{L}_{\text{l.c.}}^{(1)} = \frac{1}{8} \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 x_1^2 + \frac{1 + \lambda}{1 - \lambda} x_2^2 \left( x_1^2 + x_1'^2 \right) \]

\[ - \frac{1}{8} \left( \frac{1}{1 + \lambda} \right)^3 x_1^2 - \frac{1 + \lambda}{1 - \lambda} x_2^2 \right) x_2^2 + \frac{1}{8} \left( 3 \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 x_1^2 + \frac{1 + \lambda}{1 - \lambda} x_2^2 \right) x_2^2 \]

\[ + \left[ \frac{1}{24} \frac{(1 - \lambda)^5/2 (1 - 16 \lambda + \lambda^2)}{(1 + \lambda)^{9/2}} x_1^2 + \frac{1 + \lambda^2}{8 \sqrt{1 - \lambda^3}} x_2^2 \right] x_1 x_2' \]

\[ - \frac{1}{2} \frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}} (x_2^2 - x_1^2 - x_1'^2 - x_2'^2) x_1 x_2' \]

\[ - \frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}} x_1 x_1' x_2 \]

\[ - \frac{1}{96} \left[ \frac{(1 - \lambda)^4 (1 + 14 \lambda + \lambda^2)}{(1 + \lambda)^6} x_1^4 + \left( \frac{1 + \lambda}{1 - \lambda} \right)^2 x_2^4 \right] . \]

Notice that due to the light cone gauge this action is not manifestly Lorentz invariant.

The above expansion is not term by term invariant under the symmetry (2.11) as it stands, the reason being that in the light cone gauge the coordinate \( x^+ \) has been set equal to \( \tau \) (see (3.10)). However, the symmetry is recovered by reinstating \( p^+ \), which would have appeared if we had been using \( x^+ = p^+ \tau \), instead of (3.10). From dimensional arguments \( p^+ \) counts as a derivative, either with respect to \( \tau \) or \( \sigma \). Therefore, the simple derivative terms in (3.20) and (3.21) should be multiplied by \( p^+ \), the three derivative terms should be divided by \( p^+ \) and the potential terms containing no derivatives should be multiplied by \((p^+)^2\). Then, (3.20) and (3.21) (after the inclusion of the overall \( 1/k \) factor) are separately invariant under

\[ \lambda \rightarrow \frac{1}{\lambda}, \quad k \rightarrow -k, \quad p^+ \rightarrow ip^+. \]

The interaction Lagrangian \( \mathcal{L}_{\text{l.c.}}^{(1)} \) leads to four particle amplitudes. Out of them only those corresponding to (elastic) scattering of two particles could be non-vanishing in an integrable theory and indeed this is the case. From these amplitudes we will compute the \( S \)-matrix.
4 Computing the $S$-matrix

In this section, we evaluate the S-matrix of the model and show that its form is consistent with integrability, namely that it allows only elastic scattering and that it obeys the Yang-Baxter equation.

4.1 Spectrum of the model

We first take advantage of the fact that by partial integration we may replace $x_1x'_2$ by $\frac{1}{2}(x_1x'_2 - x_2x'_1)$ in (3.20). This is done for later convenience so that the matrix $M(p)$ below becomes Hermitian. It is convenient to go to the momentum space by the use of

$$x_i(\tau, \sigma) = \frac{1}{2\pi} \int d^2p \, e^{i(E\tau - p\sigma)} X_i(p), \quad X_i^*(p) = X_i(-p), \quad i = 1, 2,$$  

where we have defined the two-momenta $p^a = (E, p)$. In (4.1) and in what follows $p$ will denote the spatial component of $p^a$. It is, then, straightforward to compute the leading term in the Lagrangian

$$L^{(0)}_{l.c.} = \frac{1}{2} \int d^2p X_i(-p) M(p)_{ij} X_j(p) = \frac{1}{2} \int d^2pX^*(p)M(p)X(p),$$

where the two-dimensional square Hermitian matrix $M(p)$ is defined as

$$M(p) = \begin{pmatrix} E^2 - p^2 - m_1^2 & -igp \\ igp & E^2 - p^2 - m_2^2 \end{pmatrix},$$

$$m_1^2 = \frac{1}{4} \left( 1 - \lambda \right)^3, \quad m_2^2 = \frac{1 + \lambda}{4} - \lambda, \quad g = -\frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}}.$$  

Note that $m_2^2 \geq m_1^2$ for all values of $\lambda$ in the physical range $0 \leq \lambda < 1$. The eigenvalues of the above matrix are given by the solutions of the quadratic equation for $M$, namely

$$(E^2 - p^2 - m_1^2 - M)(E^2 - p^2 - m_2^2 - M) - g^2p^2 = 0.$$  

These are given by

$$M_{1,2}(p) = E^2 - p^2 - \frac{m_1^2 + m_2^2}{2} \pm \sqrt{(m_2^2 - m_1^2)^2/4 + g^2p^2},$$
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where the \(+(-)\) goes with the index 1(2). The corresponding eigenvectors are

\[
Y_1 = \frac{1}{\sqrt{\alpha^2 - \beta^2}} \begin{pmatrix} \alpha \\ \beta \end{pmatrix}, \quad Y_2 = \frac{1}{\sqrt{\alpha^2 - \beta^2}} \begin{pmatrix} \beta \\ -\alpha \end{pmatrix},
\]

(4.6)

\[
\alpha = (m_2^2 - m_1^2)/2 + \sqrt{(m_2^2 - m_1^2)^2/4 + g^2 p^2}, \quad \beta = ig p.
\]

Then we define the Unitary matrix

\[
U(p) = \frac{1}{\sqrt{\alpha^2 - \beta^2}} \begin{pmatrix} \alpha & -\beta \\ -\beta & \alpha \end{pmatrix}.
\]

(4.7)

It obviously holds that \( M = U^\dagger M_{\text{diag}} U \), where \( M_{\text{diag}} = \text{diag}(M_1, M_2) \). Furthermore, note that the relations \( U^\dagger(p) = U(-p) = U^*(p) \) and \( X_i(-p) = X_i^*(p) \) are also valid. One can then pass to the new basis

\[
Y(p) = U(p)X(p), \quad X(p) = U^\dagger(p)Y(p),
\]

(4.8)

in which the Lagrangian density (4.9) becomes

\[
L_{\text{l.c.}}^{(0)} = \frac{1}{2} \int d^2p \ Y^\dagger(p)M_{\text{diag}}(p)Y(p)
\]

\[
= \frac{1}{2} \int d^2p \left( M_1(p)Y_1(-p)Y_1(p) + M_2(p)Y_2(-p)Y_2(p) \right).
\]

(4.9)

Similarly to the case with the \( X_i \)'s we also have that \( Y_i(p)^* = Y_i(-p) \). The on-shell condition for the particles represented by the fields \( Y_{1,2} \) are found by setting \( M_{1,2} = 0 \), respectively. Explicitly, we have

\[
Y_1: \quad E = \sqrt{p^2 + \frac{m_1^2 + m_2^2}{2} - \sqrt{(m_2^2 - m_1^2)^2/4 + g^2 p^2}},
\]

\[
Y_2: \quad E = \sqrt{p^2 + \frac{m_1^2 + m_2^2}{2} + \sqrt{(m_2^2 - m_1^2)^2/4 + g^2 p^2}},
\]

(4.10)

where \( m_1, m_2 \) and the coupling \( g \) are given by (4.3). One may check, using the specific expression, that \( E \) for \( Y_1 \) is real for all values of the spatial momentum \( p \) and the

\footnote{Note that when \( m_1 = m_2 = \frac{1}{2} \) which happens for \( \lambda = 0 \) the eigenvalues become simple, i.e. \( M_{1,2}(p) = E^2 - (|p| + \frac{1}{2})^2 \).}

\footnote{The dispersion relation for the particle \( Y_i \) is found by setting the eigenvalue \( M_i = 0 \) from which we may express \( E \) in terms of \( p \). Then on-shell the parameter \( \alpha \) in (4.6) takes the form \( \alpha(Y_1) \equiv \alpha_1 = p^2 - E^2 + m_2^2 \) and \( \alpha(Y_2) \equiv \alpha_2 = E^2 - p^2 - m_1^2 \).}
parameter $\lambda$. Subsequently, we will call particle 1 (2) the one corresponding to the field $Y_1 (Y_2)$. It is these particles which will scatter and for which the requirements of integrability will hold.

The above dispersion relations are depicted in Fig. 1 for various non-zero values of $\lambda$. The dispersion relation of particle 1 is the most interesting one. In that case $E$ vanishes for the values of the spatial momentum $p = \pm \frac{1}{2} \sqrt{\frac{1 - \lambda}{1 + \lambda}}$. At these values the first derivative of the dispersion relation becomes discontinuous. At $p = 0$ we have that $E = m_1$ which is a local maximum. The dispersion relation for particle 2 has just a minimum at $p = 0$ given by $E = m_2$. For the special case $\lambda = 0$ the two dispersion relations greatly simplify and read

$$
Y_1 : \quad E = \left| |p| - \frac{1}{2} \right|, \quad (4.11)
$$

$$
Y_2 : \quad E = \left| |p| + \frac{1}{2} \right|.
$$

In this case, for particle 1 the derivative of the dispersion relation becomes discontinuous for $p = 0$ as well as for $p = \pm \frac{1}{2}$. Similarly, the derivative of the dispersion relation for particle 2 becomes discontinuous for $p = 0$. 

Figure 1: The dispersion relations for particle 1 (left) and particle 2 (right) found using (4.10). The colors correspond to different values of $\lambda$: For $\lambda = 0.1$ (blue), $\lambda = 0.4$ (brown) and $\lambda = 0.8$ (green).
4.2 Interaction Lagrangian and the S-matrix

Next we consider the interaction term $\mathcal{L}_{\text{l.c.}}^{(1)}$ which in momentum space takes the form

$$
\mathcal{L}_{\text{l.c.}}^{(1)} = \int \frac{d^2p_1 \cdots d^2p_4}{(2\pi)^3} \delta^{(2)}(p_1 + \cdots + p_4)

\left( \mathcal{J}_1 X_1(p_1)X_1(p_2)X_1(p_3)X_1(p_4) + \mathcal{J}_2 X_1(p_1)X_1(p_2)X_2(p_3)X_2(p_4)
\right.

\left. + \mathcal{J}_3 X_2(p_1)X_2(p_2)X_2(p_3)X_2(p_4) + \mathcal{J}_4 X_1(p_1)X_1(p_2)X_1(p_3)X_2(p_4)
\right)

+ \mathcal{J}_4 X_1(p_1)X_2(p_2)X_2(p_3)X_2(p_4)

(4.12)

where

$$
\mathcal{J}_1 = -\frac{1}{8} \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 (E_1E_2 + p_1p_2) - \frac{1}{96} \frac{(1 - \lambda)^4(1 + 14\lambda + \lambda^2)}{(1 + \lambda)^6},
$$

$$
\mathcal{J}_2 = -\frac{11 + \lambda}{8} \frac{1 + \lambda}{1 - \lambda} (E_1E_2 + p_1p_2) + \frac{1}{8} \left( \frac{1 - \lambda}{1 + \lambda} \right)^3 (E_3E_4 - 3p_3p_4),
$$

$$
\mathcal{J}_3 = -\frac{11 + \lambda}{8} \frac{1 + \lambda}{1 - \lambda} (E_3E_4 + p_3p_4) - \frac{1}{96} \left( \frac{1 + \lambda}{1 - \lambda} \right)^2,
$$

$$
\mathcal{J}_4 = -\frac{i}{24} \frac{(1 - \lambda)^{5/2}(1 - 16\lambda + \lambda^2)}{(1 + \lambda)^{9/2}} p_4
$$

$$
+ \frac{i}{2} \frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}} (p_2p_3p_4 + E_2E_3p_4 - 2E_2p_3E_4),
$$

$$
\mathcal{J}_5 = -\frac{i}{8} \frac{1 + \lambda}{\sqrt{(1 + \lambda)(1 - \lambda)}} p_4 + \frac{i}{2} \frac{1 + \lambda^2}{\sqrt{(1 - \lambda)(1 + \lambda)^3}} (p_2p_3p_4 - E_2E_3p_4).
$$

(4.13)

Subsequently, we have to perform the basis change (4.8) and consider specific processes in which four particles are involved. Their two-momenta are given by

$$
p_i^a = (E_i, p_i), \quad i = 1, 2, 3, 4.
$$

(4.14)

The on-shell condition constrains $E_i$ to be given by the first of (4.10) if it is particle 1, or by the second one if it is particle 2.

First consider amplitudes corresponding to particles transmutation. These are the processes

$$1 + 1 \rightarrow 1 + 2, \quad 1 + 1 \rightarrow 2 + 2, \quad 2 + 2 \rightarrow 2 + 1,
$$

(4.15)

as well as the ones with reverse arrows. All of these processes are allowed by the kine-
matic constraints imposed by the $\delta$-function constraints in (4.12)\(^4\)

\[ E_1 + E_2 = E_3 + E_4 , \quad p_1 + p_2 = p_3 + p_4 , \]

which allow for two independent components of spatial momenta. In addition, we have processes corresponding to particle creation

\[ 1 \rightarrow 1 + 1 + 1 , \quad 2 \rightarrow 2 + 1 + 1 , \quad 2 \rightarrow 1 + 1 + 1 , \]

(4.17)

and

\[ 1 \rightarrow 1 + 1 + 2 , \quad 1 \rightarrow 1 + 2 + 2 , \quad 1 \rightarrow 2 + 2 + 2 , \]
\[ 2 \rightarrow 2 + 2 + 1 , \quad 2 \rightarrow 2 + 2 + 2 , \]

(4.18)

as well as the ones with 1 and 2 interchanged. In addition, we may have particle destruction corresponding to reversing the arrows above. However, as far as kinematics is concerned, these are not any different. The kinematic constraints for these cases are given by

\[ E_1 = E_2 + E_3 + E_4 , \quad p_1 = p_2 + p_3 + p_4 . \]

(4.19)

We have verified that for the three ones appearing in (4.17) the above constraints can be satisfied in certain ranges of $\lambda$ and of the spatial momenta. For the remaining decaying processes of (4.18), we were unable to do so and we believe that it is not possible for the following reason. From (4.10) we see that the particle of type 2, for generic values of $\lambda$ and of its spatial momentum, is more energetic than the type 1 particle. Hence, it seems impossible to produce a particle (let alone more) of type 2 from a single particle of type 1. Similarly it seems impossible to produce more that one type 2 particles having started from a single particle of type 2.

Even if allowed by kinematics, all of the above processes in (4.15) and (4.17) have vanishing amplitudes. We have checked this numerically. In fact, for this to happen the form of the interaction vertices and their dependence on the $\lambda$-parameter is crucial. Indeed, even the slightest modification in the form of the functions appearing in (4.13) leads to non-vanishing amplitudes. Of course, the particular functional dependence of

\(^4\)The $\delta$-function constraint in (4.12) treats all external particles as incoming. In order to comply with this the conservation laws should be written as $\sum_i E_i = 0 = \sum_i p_i$. For the dispersion relations of the outgoing particles we should use still the ones in (4.10) but with a negative overall sign. This flip of signs has already been taken into account in (4.16) and (4.19) below. Nevertheless, when it comes to extracting the amplitudes we fully conform with (4.12).
these functions on the deformation parameter $\lambda$ and on the momenta is also crucial for the model to be integrable, as well. We, thus, reach the important conclusion that our theory does not support neither flavour-changing processes (4.15) nor particle creation (4.17). In addition, due to the absence of terms of $O(1/k^{1/2})$ and $O(1/k^{3/2})$ the three- and five-point contact amplitudes that would have been originating from such parts of the Lagrangian are zero. Consequently, all three- and five-point amplitudes are zero in our model. This observation combined with the results of section 4.2 implies the absence of particle production up to $O(1/k^{3/2})$. These are strong hints that the theory after the pp-wave limit preserves the integrability of the parent theory.

We now turn to the processes which integrability allows to have non-vanishing amplitudes. These can be either two-particle scattering of the same kind

$$1_{p_1} + 1_{p_2} \rightarrow 1_{p_3} + 1_{p_4}, \quad 2_{p_1} + 2_{p_2} \rightarrow 2_{p_3} + 2_{p_4}, \quad (4.20)$$

as well as of a different kind

$$1_{p_1} + 2_{p_2} \rightarrow 1_{p_3} + 2_{p_4}. \quad (4.21)$$

For scattering of two particles of the same kind conservation of momentum and energy (4.16) force that either

$$p_1^a = (E_1, p_1), \quad p_2^a = (E_2, p_2), \quad p_3^a = -p_1^a, \quad p_4^a = -p_2^a. \quad (4.22)$$

or that

$$p_1^a = (E_1, p_1), \quad p_2^a = (E_2, p_2), \quad p_3^a = -p_2^a, \quad p_4^a = -p_1^a, \quad (4.23)$$

where the negative sign in the above identification of momenta has been explained in footnote 4. The corresponding amplitudes will be given below.

For scattering of two particles of a different kind conservation of momentum and energy is guaranteed when (4.22) is satisfied. However, there are solutions of the kinematic conditions different than (4.22) when $|p_{1,2}| \leq \frac{1}{2} \sqrt{\frac{1-\lambda}{1+\lambda}}$. We have checked numerically that for these the corresponding amplitude vanishes.

For $|p_{1,2}| \geq \frac{1}{2} \sqrt{\frac{1-\lambda}{1+\lambda}}$ the only solution we were able to find is that in (4.23) corresponding to exchange of particle momenta. The fact that this is only allowed when the magnitudes of the momenta obey the above lower bound condition is interesting since it is related to Fig. 1. Hence, we present some steps. The on-shell (4.10)
conditions can be written in the form \( E = \sqrt{a \pm b} \), with the obvious definitions for \( a \) and \( b \). Using the specific forms for the various parameters in terms of \( p \) and \( \lambda \) we may easily check that \( b^2 + (a - g^2/2)^2 = a^2 \). Then, the conservation of energy is \( \sqrt{a_1 + b_1} - \sqrt{a_1 - b_1} = \sqrt{a_2 + b_2} - \sqrt{a_2 - b_2} \), where the subscripts indicate the use of momentum \( p_{1,2} \) in the definition of \( a \) and \( b \). Squaring the previous relation we get that

\[
a_2 - a_1 = \left| a_2 - \frac{g^2}{2} \right| - \left| a_1 - \frac{g^2}{2} \right|.
\]

(4.24)

Hence for this to hold the conditions \( a_i \geq g^2/2, \ i = 1, 2 \) should be obeyed. This is equivalent to the condition on the magnitudes of the momenta we stated above. However, even though it is allowed kinematically, we have checked numerically that the corresponding amplitude is zero due to the dynamics of the theory. In conclusion,

\[
\text{Amp}(1_{p_1} + 2_{p_2} \rightarrow 1_{-p_2} + 2_{-p_1}) = 0 \implies S_{12}^{21}(p_1, p_2) = 0.
\]

(4.25)

In order to proceed computing the non-vanishing amplitudes we define for convenience the functions

\[
f = \frac{1 - \lambda}{1 + \lambda}, \quad g_1 = \frac{1 + 14\lambda + \lambda^2}{(1 + \lambda)^2}, \quad g_2 = \frac{1 - 16\lambda + \lambda^2}{(1 + \lambda)^2},
\]

(4.26)

as well as

\[
A_{12} = -\frac{1}{4f^2} + \frac{1}{2f} \left( E_1^2 + p_1^2 + E_2^2 + p_2^2 \right),
\]

\[
B_{12} = 2 \left( (f^3 - f^{-1})E_1E_2 - (3f^3 + f^{-1})p_1p_2 \right),
\]

\[
C_{12} = -\frac{f^3}{4} \left( g_1f - 2 \left( E_1^2 + p_1^2 + E_2^2 + p_2^2 \right) \right),
\]

\[
D_{12} = \frac{i}{2g} \left( 8f E_1 p_2 - \frac{1}{f} p_1 + 4p_1(3p_1^2 - 3p_2^2) \right),
\]

\[
E_{12} = \frac{1}{2} \left( f^3(E_2^2 - 3p_2^2) - \frac{1}{f}(E_1^2 + p_1^2) \right),
\]

\[
F_{12} = -\frac{i}{2} \left( 8g E_1 p_1 E_2 + f^{5/2}g_2 p_2 - 4g p_2(E_1^2 + p_1^2) \right).
\]

(4.27)

The indices 1, 2 above indicate that the various functions depend on the components of the two particles \( p_1 \) and \( p_2 \). The expressions for \( A_{12}, B_{12} \) and \( C_{12} \) are invariant under the interchange of \( p_1 \) and \( p_2 \), e.g. \( A_{12} = A_{21} \), whereas this is not the case for \( D_{12}, E_{12} \).
and $F_{12}$.

All three amplitudes corresponding to (4.20) can be expressed in terms of the functions defined in (4.27). Indeed, we have that

$$
\text{Amp}(1 + 1 \to 1 + 1) = \frac{1}{k (2\pi)^3} \frac{i}{(\alpha_i^2 - \beta_i^2)(\alpha_2^2 - \beta_2^2)} \mathcal{A}(1 + 1 \to 1 + 1),
$$

where

$$
\mathcal{A}(1 + 1 \to 1 + 1) = \beta_1^2 \beta_2^2 A_{12} + \alpha_1 \alpha_2 \beta_1 \beta_2 B_{12} + \alpha_1^2 \alpha_2^2 C_{12}
$$

$$
+ \alpha_1 \beta_1 \beta_2^2 D_{12} + \alpha_2^2 \beta_2^2 E_{12} + \alpha_2^2 \alpha_2 \beta_2 F_{12} + \alpha_2 \beta_2 \beta_1^2 D_{21} + \alpha_2 \beta_2 \beta_1^2 E_{21} + \alpha_2 \alpha_1 \beta_1 F_{21}
$$

and also (on-shell)

$$
\alpha_i = p_i^2 - E_i^2 + m_i^2, \quad \beta_i = igp_i, \quad i = 1, 2.
$$

Similarly, we have obtained

$$
\text{Amp}(1 + 2 \to 1 + 2) = \frac{1}{k (2\pi)^3} \frac{i}{(\alpha_i^2 - \beta_i^2)(\alpha_2^2 - \beta_2^2)} \mathcal{A}(1 + 2 \to 1 + 2),
$$

where

$$
\mathcal{A}(1 + 2 \to 1 + 2) = -\beta_1^2 \beta_2^2 E_{21} - \alpha_1 \alpha_2 \beta_1 \beta_2 B_{12} - \alpha_1^2 \alpha_2^2 E_{12}
$$

$$
- \alpha_1 \beta_1 \beta_2^2 F_{21} - \alpha_1^2 \beta_2^2 C_{12} - \alpha_1 \alpha_2 \beta_2 F_{12} - \alpha_2 \beta_2 \beta_1^2 D_{21} - \alpha_2 \beta_2 \beta_1^2 A_{12} - \alpha_2 \alpha_1 \beta_1 D_{12}
$$

and also (on-shell)

$$
\alpha_1 = p_1^2 - E_1^2 + m_1^2, \quad \alpha_2 = E_2^2 - p_2^2 - m_1^2, \quad \beta_i = igp_i, \quad i = 1, 2.
$$

Finally,

$$
\text{Amp}(2 + 2 \to 2 + 2) = \frac{1}{k (2\pi)^3} \frac{i}{(\alpha_i^2 - \beta_i^2)(\alpha_2^2 - \beta_2^2)} \mathcal{A}(2 + 2 \to 2 + 2),
$$

where

$$
\mathcal{A}(2 + 2 \to 2 + 2) = \beta_1^2 \beta_2^2 C_{12} + \alpha_1 \alpha_2 \beta_1 \beta_2 B_{12} + \alpha_1^2 \alpha_2^2 A_{12}
$$

$$
+ \alpha_1 \beta_1 \beta_2^2 F_{21} + \alpha_1^2 \beta_2^2 E_{21} + \alpha_1 \alpha_2 \beta_2 D_{21} + \alpha_2 \beta_2 \beta_1^2 F_{12} + \alpha_2 \beta_2 \beta_1^2 E_{12} + \alpha_2 \alpha_1 \beta_1 D_{12}
$$

and also (on-shell)

$$
\alpha_i = E_i^2 - p_i^2 - m_1^2, \quad \beta_i = igp_i, \quad i = 1, 2.
$$
Note that the amplitudes $\text{Amp}(1+1 \rightarrow 1+1)$ and $\text{Amp}(2+2 \rightarrow 2+2)$ are invariant under the interchange $p_1$ and $p_2$ as they should. This is of course not the case for the amplitude $\text{Amp}(1+2 \rightarrow 1+2)$. The symmetry (3.22) is also a symmetry of the amplitudes. To see this we should as in the case of the light cone action, discussed below (3.21), reinstate the parameter $p^+$. To do so we just have to insert in the various terms in (4.27) appropriate powers of $p^+$ so that the functions $A_{12}, B_{12}, \ldots, F_{12}$ have units of square momentum. Then these functions under the transformation (3.22) pick up an overall minus sign which is compensated by the flip of the sign of the overall factor $1/k$ in (4.28), (4.31) and (4.34).

Finally, note that all the expressions (4.28), (4.31) and (4.34) are purely imaginary. This implies that the S-matrix is of the form $S = 1 + i \frac{\lambda}{k} (\cdots) + O(1/k^2)$ and indeed to the given order is unitary, i.e. obeys $S^\dagger S = 1 + O(1/k^2)$. It would be certainly interesting to calculate the leading correction to the S-matrix that we have just computed.

Next we write the matrix elements of the S-matrix in terms of the amplitudes we have calculated

$$S_{11}^{11}(p_1, p_2) = 1 + \text{Amp}(1 + 1 \rightarrow 1 + 1), \quad S_{22}^{22}(p_1, p_2) = 1 + \text{Amp}(2 + 2 \rightarrow 2 + 2),$$

$$S_{12}^{12}(p_1, p_2) = 1 + \text{Amp}(1 + 2 \rightarrow 1 + 2), \quad S_{21}^{21}(p_1, p_2) = 1 + \tilde{\text{Amp}}(1 + 2 \rightarrow 1 + 2),$$

$$S_{f_1 f_2}^{f_1' f_2'}(p_1, p_2) = 0, \quad \text{for all other choices of } \{f_1, f_2, f_1', f_2'\}, \quad (4.37)$$

where $\tilde{\text{Amp}}(1 + 2 \rightarrow 1 + 2)$ is $\text{Amp}(1 + 2 \rightarrow 1 + 2)$ but with $p_1$ and $p_2$ exchanged, i.e. $p_1 \leftrightarrow p_2$. Notice that there is nothing special for all the above results when $\lambda = 0$.

A last comment is in order. One can easily verify that our S-matrix satisfies the Yang–Baxter equation\footnote{All flavour indices in (4.38) take values 1 or 2 according to the particle they represent and which takes part in the interaction vertex.}

$$S_{bc}^{f_2 f_1}(p_2, p_3) S_{d f_3}^{f_2 c}(p_1, p_3) S_{f_1 f_2}^{a b}(p_1, p_2) = S_{f_2 f_1}^{b c}(p_1, p_2) S_{f_1 f_2}^{c a}(p_1, p_2) S_{f_3 f_2}^{d b}(p_2, p_3), \quad (4.38)$$

as long as the amplitude (4.25) is zero, or more precisely, as long as the S-matrix assumes the form given in equations (4.37). This statement holds to all orders in the large $k$ expansion and its validity should be verified order by order in perturbation theory.
5 Concluding remarks

Classical integrability does not automatically imply that the corresponding quantum theory will be integrable, too. This is so because conservation laws of the higher conserved charges may suffer from quantum anomalies \cite{46,47}. One way to argue that the quantum theory is integrable is to show that its scattering S-matrix factorises and does not support particle production. In certain 2-dimensional integrable models, it is often the case that the S-matrix can be found exactly. However, this is not the case for a generic integrable theory. One may try to evaluate the S-matrix by expanding around the trivial flat space vacuum. However in such an approach, the connection to integrability is lost because the spectrum contains massless excitations.

It was the aim of our work to initiate the perturbative study of the S-matrix of generic integrable $\sigma$-models and provide an independent way to confirm its integrability. In particular, we develop a method which re-establishes the link between integrability and factorisation of the S-matrix. This is accomplished by expanding around a vacuum which supports massive excitations. Our method can be applied to any integrable theory with one or more isometries. The strategy is to add to the $\sigma$-model action, assumed of Euclidean signature, a timelike spectator field $t$. One then takes the Penrose limit of the geometry around a null geodesic involving the isometry of the initial background and $t$ and systematically expands order by order around this geodesic. Subsequently, one fixes the light-cone gauge and imposes the Virasoro constraints so that he is left only with the transverse degrees of freedom. All transverse excitations are massive and the properties of factorisation and no particle production can now be unambiguously addressed.

We have exemplified our method in the case of the isotropic $\lambda$-model with group $SU(2)$. We have calculated the pp-wave background of the aforementioned model, as well as the post pp-wave corrections which account for the interactions of its two massive excitations. We have presented the Lagrangian governing the propagation of the physical modes up to $O(1/k^{3/2})$. It inherits a certain non-perturbative symmetry which is present in the original $\lambda$-model. Subsequently, we have calculated the S-matrix and have shown that it does not exhibit particle production up to $O(1/k^{3/2})$. Furthermore, we showed that it satisfies the Yang-Baxter equation up to the same order. Thus, the structure and properties of the S-matrix are consistent with integrability.

A word of caution regarding the equivalence between the initial integrable the-
ory and the one obtained after expanding its action around the aforementioned null geodesic is in order. We do not have a general proof that the integrability of the parent theory will be inherited to the final theory. In the process, we have fixed the light-cone gauge and have solved the equation of motion for one of the light-cone coordinates. Most importantly, we have imposed the Virasoro constraints which amounts to projecting out some states from the Hilbert space of the parent theory. However, our expectation is that the gauge-fixed theory will retain the integrability of the original model at the quantum, as much as at the classical level. This does not imply that the imposition of the Virasoro constraints doesn’t affect certain properties of the theory. In particular, it will be interesting to compute the $\beta$-function of the action of the reduced theory since, given the reduction of the degrees of freedom, it is not obvious that it will stay the same. Indeed, as an analogy, we mention that the $\beta$-functions for the $SU(2)$ and the $SU(2)/U(1)$ $\lambda$-models are drastically different [13], as the projection procedure to the coset changes also in that case the degrees of freedom of the model.

In this work we have shown that, in accordance with integrability, the decay of a particle to give three particles, or the fusion of three particles to give one are not possible processes. It would be very interesting to extend our calculation for the $\lambda$-model up to $O(1/k^2)$ and show that the amplitudes in which two particles scatter to produce four are also zero. This calculation would also enable us to compute the leading correction to the S-matrix computed in the present paper. Notice that this calculation would require to take into account the $1/k$ quantum corrections to the action of the $\lambda$-model and will enable us to further check the Yang–Baxter equation to a higher order in perturbation theory and also check if the six-point amplitudes factorise. Another interesting direction would be to apply the method of this paper to $\lambda$-models based on more generic groups and most importantly to the generalisation of the $\lambda$-models [8–10] that interpolate between two different CFTs in the IR and in the UV.

Furthermore, our method could also be applied to other classes of integrable models, such as the Yang-Baxter and bi-Yang-Baxter $\sigma$-models [48,49]. In addition, we mention that the method presented in this paper, may provide a useful tool in determining the quantum corrections of classically integrable $\sigma$-model models, as well as the tensor structure and the symmetries of their S-matrix.
Acknowledgements

We would like to thank K. Siampos for a thorough reading of the manuscript. This research work was supported by the Hellenic Foundation for Research and Innovation (H.F.R.I.) under the “First Call for H.F.R.I. Research Projects to support Faculty members and Researchers and the procurement of high-cost research equipment grant” (MIS 1857, Project Number: 16519).

A Various plane-wave limits

In this appendix, we consider various limits giving rise to plane-wave backgrounds originating from (2.3) and (2.4). Unlike the main text and for notational convenience, we will use $u$ and $v$ for the light cone coordinates instead of $x^+$ and $x^-$. 

A.1 The $\lambda \rightarrow 1$ limit of the plane-wave background (2.9)

Consider the plane-wave background (2.9) in the limit that parameter $\lambda \rightarrow 1$. To make sense of this limit first let the redefinition

$$x_+ = y_+ \sqrt{2(1 - \lambda)}, \quad x_- = \frac{y_-}{\sqrt{2(1 - \lambda)}}$$

and then take the limit $\lambda \rightarrow 1$. We find the Lagrangian density

$$\mathcal{L} = \partial_+ y^+ \partial_- y^- + \partial_+ y^- \partial_- y^+ + \partial_+ x_1 \partial_- x_1 + \partial_+ x_2 \partial_- x_2 - x_1^2 \partial_+ y^+ \partial_- y^+ - x_1 (\partial_+ x_2 \partial_- y^+ - \partial_+ y^+ \partial_- x_2) .$$

(A.2)

This limit resembles a bit the non-Abelian T-duality limit on the background (2.3) and (2.4) in the sense that $\lambda$ in both cases is taken to unity. However, this is only an apparent similarity since in the non-Abelian limit, the limit is taken in conjunction with the $k \rightarrow \infty$ limit [4] whereas here the latter limit is taken first and independently.
A.2 The plane-wave limit of the non-Abelian T-dual of $S^3$

Letting $\alpha = r / (2k)$ and $k \to \infty$ in the background (2.9) we get the non-Abelian T-dual for the PCM for $SU(2)$ with

$$ds^2 = L^2 \left( - dt^2 + dr^2 + \frac{r^2}{1 + r^2} (d\beta^2 + \sin^2 \beta \, d\gamma^2) \right),$$

$$B = -L^2 \frac{r^3}{1 + r^2} \sin \beta \, d\beta \wedge d\gamma,$$

where we have multiplied with an arbitrary factor $L$ and added a time coordinate. Let

$$r = u, \quad t = u - \frac{v}{L^2}, \quad \beta = \frac{\rho}{L}, \quad L \to \infty.$$  \hspace{1cm} (A.4)

Note that, unlike the main text and for notational convenience, we will use $u$ and $v$ for the light cone coordinates instead of $x^+$ and $x^-$. We obtain that

$$ds^2 = 2du dv + \frac{u^2}{1 + u^2} (dx_1^2 + dx_2^2), \quad B = -\frac{u^3}{1 + u^2} dx_1 \wedge dx_2,$$ \hspace{1cm} (A.5)

where we have passed from polar $(\rho, \gamma)$ to Cartesian coordinates $(x_1, x_2)$. This is a plane wave in its Rosen form. We may brink it in its Brinkmann form by performing a suitable coordinate transformation. Sparing the details we find that

$$ds^2 = 2du dv + dx_1^2 + dx_2^2 - 3 \frac{x_1^2 + x_2^2}{(1 + u^2)^2} du^2,$$

$$H = dB = -\frac{3 + u^2}{1 + u^2} du \wedge dx_1 \wedge dx_2.$$ \hspace{1cm} (A.6)

Judging from the results the plane-wave of the non-Abelian T-dual for the $SU(2)$ PCM times a time coordinate is not the same as the $\lambda \to 1$ limit of the plane wave (2.9). In retrospect, this is due to the fact that the zoom in limit is at $\alpha = 0$ whereas the null geodesic leading to (2.9) passes from $\alpha = \pi/2$.

A.3 An alternative plane wave limit of the $\lambda$-deformed $SU(2)$

We add to (2.3) the term $-2k \, dt^2$, we let

$$\alpha = u, \quad t = \sqrt{\frac{1 + \lambda}{1 - \lambda}} u - \frac{1}{2k} \sqrt{\frac{1 - \lambda}{1 + \lambda}} v, \quad \beta = \frac{\rho}{\sqrt{2k}}.$$ \hspace{1cm} (A.7)
and let \( k \to \infty \). We obtain a plane wave metric in Rosen coordinates

\[
\text{ds}^2 = 2du dv + \left( 1 - \frac{\lambda^2}{\Delta(u)} \right) \sin^2 u (dx_1^2 + dx_2^2),
\]

\[
\Delta(u) = (1 - \lambda)^2 \cos^2 u + (1 + \lambda)^2 \sin^2 u
\]

and the antisymmetric tensor

\[
B = \left( -u + \frac{(1 - \lambda)^2}{\Delta(u)} \sin u \cos u \right) dx_1 \wedge dx_2.
\]

Taking the limit \( \lambda \to 1, u \to \frac{1-\lambda}{2} u \) and \( x_i \to x_i \sqrt{2/(1-\lambda)} \) we obtain the solution of the previous subsection.

In Brinkmann coordinates (A.8) and (A.9) read

\[
ds^2 = 2du dv + dx_1^2 + dx_2^2 + F(u)(x_1^2 + x_2^2)du^2,
\]

\[
F(u) = -\frac{(1 - \lambda)^2}{\Delta^2(u)} \left( (1 + 10\lambda + \lambda^2) \cos^2 u + (1 + \lambda)^2 \sin^2 u \right)
\]

and

\[
H = dB = -2 \left( \frac{2\lambda}{1 - \lambda^2} + \frac{1 - \lambda^2}{\Delta(u)} \right) du \wedge dx_1 \wedge dx_2.
\]

This is a different plane wave background than that in (2.9) we mainly consider in this paper. They become identical only in the CFT limit for \( \lambda = 0 \). Note that the \( \sigma \)-models based on plane wave (A.8) and (A.9) upon fixing the light cone gauge will give rise to masses that depend on the light cone variable \( u \) instead of them being constant as it was the case with the plane wave (2.9).

### B The world-sheet metric compatible with \( x^+ = \tau \)

The equations of motion of the action (3.6) with respect to the \( x^\mu \)'s are\(^6\)

\[
\nabla^2 x^\mu + \left( \Gamma^\mu_{\nu \lambda} \gamma^{\ab} + \frac{1}{2} H^\mu_{\nu \lambda} e^{\ab} \right) \partial_\alpha x^\nu \partial_\beta x^\lambda = 0.
\]

---

\(^6\)For \( \gamma_{ab} = \text{diag}(1,-1) \) and \( e^{01} = 1 \) we have that \( \gamma_{+-} = \frac{1}{2} \) and that \( e_{+-} = \frac{1}{2} \). Then the equations below become

\[
\partial_+ \partial_- x^\mu + \left( \Gamma^\mu_{\nu \lambda} - \frac{1}{2} H^\mu_{\nu \lambda} \right) \partial_+ x^\nu \partial_- x^\lambda = 0.
\]
We would like to see if by an appropriate choice of $\gamma^{ab}$ the equation of motion for $x^{-}$ admits $x^{+} = \tau$ as a solution. To see what such a choice could be, we multiply (B.1) with $\sqrt{-\gamma}$ and we get for $\mu = +$ that

$$\partial_{a} h^{a0} + \left( \Gamma^{+}_{\nu\lambda} h^{\nu b} + \frac{1}{2} H^{+}_{\nu\lambda} \epsilon^{ab} \right) \partial_{a} x^{\nu} \partial_{b} x^{\lambda} = 0. \quad (B.2)$$

For the case at hand only $\Gamma^{+}_{+i} = \frac{1}{2} G^{+-} \partial_{i} G^{+} -$ is non-zero. Then

$$\Gamma^{+}_{\nu\lambda} h^{\nu b} \partial_{a} x^{\nu} \partial_{b} x^{\lambda} = 2 \Gamma^{+}_{+i} h^{0b} \partial_{b} x^{i} = G^{+-} \partial_{i} G^{+} - h^{0b} \partial_{b} x^{i} = G^{+-} \partial_{b} G^{+} - h^{0b}. \quad (B.3)$$

Also we have that

$$\frac{1}{2} H^{+}_{\nu\lambda} \epsilon^{ab} \partial_{a} x^{\nu} \partial_{b} x^{\lambda} = \frac{1}{2} G^{+-} H_{ij} \epsilon^{ab} \partial_{a} x^{i} \partial_{b} x^{j} = G^{+-} (\partial_{j} b_{i} - \partial_{i} b_{j}) \partial_{0} x^{i} \partial_{1} x^{j} \quad (B.4)$$

Therefore (B.2), after multiplying with $G^{+-}$, becomes

$$\partial_{a} (G^{+-} h^{a0}) + \partial_{0} (b_{i} - \partial_{1} x^{i}) \partial_{1} (b_{i} - \partial_{0} x^{i}) = 0. \quad (B.5)$$

This is solved by

$$h^{00} = G_{+-}^{-1} \left( 1 - b_{i} - \partial_{1} x^{i} \right), \quad h^{01} = G_{+-}^{-1} b_{i} - \partial_{0} x^{i}, \quad (B.6)$$

where we have fixed the integration constants by demanding that for $k \to \infty$ one recovers the conformal gauge $h^{00} = 1$ and $h^{01} = 0$. Thus, we see that our choice of gauge $x^{+} = \tau$ is consistent with the equation of motion for $x^{-}$.
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