Laser induced plasma characterization in direct and water confined regimes: new advances in experimental studies and numerical modelling
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Abstract
Optimization of the laser shock peening (LSP) and LASer Adhesion Test (LASAT) processes requires control of the laser-induced target’s loading. Improvements to optical and laser technologies allow plasma characterization to be performed with greater precision than 20 years ago. Consequently, the processes involved during laser–matter interactions can be better understood. For the purposes of this paper, a self-consistent model of plasma pressure versus time is required. The current approach is called the inverse method, since it is adjusted until the simulated free surface velocity (FSV) corresponds to the experimental velocity. Thus, it is not possible to predict the behavior of the target under shock without having done the experiments. For the first time, experimental data collected in different labs with the most up-to-date laser parameters are used to validate a self-consistent model for temporal pressure-profile calculation. In addition, the parameters characterizing the plasma (temperature, thickness and duration) are obtained from the ESTHER numerical code, together with the amount of ablated matter. Finally, analytic fits are presented that can reproduce any pressure–temporal profiles in the following domains of validity: intensities, $I$, ranging from 10 to 500 GW cm$^{-2}$ and pulse durations, $T_{\text{pul}}$, between 5 and 40 ns for the direct-illumination regime at 1053 nm, $I$ ranging from 1 to 6 GW cm$^{-2}$ and $T_{\text{pul}}$ between 10 to 40 ns in the water-confined regime at 1053 nm, and $I$ from 1 to 10 GW cm$^{-2}$ and $T_{\text{pul}}$ between 7 and 20 ns in the water-confined regime at 532 nm. These temporal pressure profiles can then be used to predict the aluminum target’s behavior under laser shock using mechanical simulation software.
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Abbreviations:

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| CCD          | charge-coupled device                             |
| DOE          | diffractive optical elements                      |
| FWHM         | full width at half-maximum                       |
| FSV          | free surface velocity                             |
| GCLT         | transportable laser shock generator               |
| LASAT        | LAser Adhesion Test                               |
| LSP          | laser shock peening                               |
| SCG          | Steinberg-Cochran-Guinan                         |
| VISAR        | velocity interferometer system for any reflector |
| WCR          | water-confined regime                             |

1. Introduction

Laser shock is used in several processes such as the laser shock peening (LSP) and the LAser Adhesion Test (LASAT). The propagation of shock and release waves through materials induces compression and traction zones [1, 2]. While the residual stresses arising from the compression of matter are relevant for the LSP treatment [3], the LASAT process exploits the traction peak stress that arises at the meeting point of two release waves [4, 5]. The LSP treatment, when applied to a metallic target, has already proven its capability to improve mechanical properties and fatigue performance [6–10]: crack initiation is inhibited and crack growth is delayed. The LASAT capability was first demonstrated by Vossen [11]; its state of the art was published in 2011 [12]. Several studies since have shown that it can be used as an extended non-destructive test for aeronautical bonding [13–15].

The application of a high-powered laser to a metallic surface causes vaporization of a layer a few micrometers thick, leading to the formation of an expanding plasma [16, 17]. In reaction to the plasma expansion, a mechanical loading, equivalent to an ablation pressure ($P_{ab}$), is applied to the target, resulting in a shock wave that propagates through the material (figure 1). The illumination of the surface can be direct (figure 1(b)) or in a confined regime (figure 1(a)). The confinement can be any medium transparent to the laser wavelength that will slow the expansion of the plasma. The use of confinement therefore increases the equivalent pressure by up to one order of magnitude and makes the shock wave last two to three times longer than the pulse duration [18–21]. However, in a dielectric medium such as water or air, a breakdown phenomenon can occur at certain laser intensities, leading to a pressure saturation and a shorter shock wave duration [22–25]. The determination of the intensity threshold above which breakdown appears is essential to identify the usable range of pressures as a function of incident power density.

LSP and LASAT technologies use similar lasers, neodymium-doped yttrium aluminum garnet (Nd:YAG) or neodymium-doped glass (Nd:glass), with wavelengths ranging from 532 to 1064 nm and energies from a few joules to several tens of joules focused on millimeter-sized focal spots. It is essential to master the laser-induced plasma in order to control the process. In addition, this investigation offers the opportunity to examine material properties under shock. Currently, some models already exist that can characterize the physical processes of a confined laser shock [21] or calculate the maximal induced pressure from the experimental velocities [26]. However, their validation has been done using one set of laser parameters, with different means of pressure characterization but with a lack of laser metrology and no reliable beam-quality [21–23, 27]. In addition, there is no self-consistent model for the prediction of plasma temporal pressure profiles. The improvement of experimental and numerical tools over the past few years has enabled new advances in plasma characterization aiming at verifying recent experimental reliability as well as extracting a self-consistent numerical model. Therefore, for the first time, this work consists of a collection of an extensive range of experiments to validate a model able to predict the loading profile necessary to simulate the laser shock process. Based on the ESTHER numerical code, it permits a characterization of the plasma (temperature, duration and thickness). This paper presents an experimental and numerical study of laser–matter interaction in the water-confined regime and direct illumination at three laser facilities allowing different focal spots (round and square) and variable pulse shapes and durations. For every experiment, an effort has been made to characterize the laser in terms of its beam profile, energy and temporal pulse shape. First, we present velocity interferometer system for any reflector (VISAR) measurements of free surface velocity (FSV) versus time for pure aluminum. These are then compared to the numerical simulation obtained from the ESTHER code. Thanks to its laser–matter interaction prediction module, the plasma temperature is obtained from the code as well as the equivalent ablation pressure and the amount of ablated materials. Finally, practical scaling laws are extracted from these results. The latter provide a plasma temporal pressure profile for any of the above configurations, which can be used to simulate the behaviour of aluminum under laser shock using mechanical simulation software.

2. Experimental study

Three laser facilities with several setups were used: Héphaïstos in the Process and Engineering in Mechanics and Materials laboratory (PIMM lab) (Paris), the HILASE research center (Prague) and the Transportable Laser Shock Generator (GCLT) of the French Alternative Energies and Atomic Energy Commission (CEA/DAM/DIF) (Paris). Each source is described more precisely thereafter. A 2–3 mm water-confined regime was used consistently at all experimental facilities (figure 1(a)), achieved by depositing water on the...
Figure 1. A schematic view of the experimental setups (a) in water-confined regime performed at Héphaïstos, HiLASE and GCLT, (b) in direct-interaction regime performed at GCLT.

Figure 2. (a) Temporal pulse of 7 ns at Héphaïstos. (b) Typical CCD image of a \( \phi = 4 \) mm round top-hat focal spot.

Figure 3. (a) Top-hat temporal profile of a 10 ns pulse at HiLASE. (b) Spatial shape profile for a \( \phi = 3.5 \) mm square top-hat laser spot.

Figure 4. (a) Top-hat temporal profile obtained for 10, 20 and 40 ns requests at GCLT. (b) Typical CCD image of a \( \phi = 5.1 \) mm round top-hat focal spot.

2.1. Laser facilities

The Héphaïstos platform uses a Thales Gaïa High Power laser composed of two Nd:YAG lasers at 532 nm. Together, they can deliver up to 14 J with a pulse duration of 7 ns full width at half maximum (FWHM) of a Gaussian pulse (figure 2(a)). The focal spot diameters are 3 and 4 mm, leading to intensities ranging from 0.7 to 13 GW cm\(^{-2}\). The spatial shape of a 4 mm focal spot taken by a CCD camera is displayed in figure 2(b).

The main laser system of the HiLASE research center is called BIVOJ. It is a diode-pumped solid-state laser working at 1029 nm and delivering 10 ns pulses with energy levels of up to 105 J [31]. Both the spatial and temporal shapes of the pulses are square (figure 3). The use of a 3.5 mm focal spot led to intensities ranging from 0.6 to 11.8 GW cm\(^{-2}\).

The GCLT is based on an Nd:glass laser (Lumibird) with a wavelength of 1053 nm that delivers pulses from 4 to 100 ns.
with energies of up to 40 J. The laser pulse temporal profile can be chosen to be, for example, Gaussian-like, triangular or top hat. Figure 4(a) displays the top-hat pulse duration obtained for a requested pulse of 10–40 ns. A vacuum chamber enables the study of the direct-illumination regime. For the water-confined regime, a 5.1 mm focal spot was used (figure 4(b)), leading to intensities ranging from 0.2 to 11.5 GW cm\(^{-2}\). In order to reach the same induced pressure in the direct-irradiation regime, the intensities have to be much higher (from 8 to 200 GW cm\(^{-2}\)). With the same laser energies available, the laser focal spots were 2.5 and 1 mm.

### 2.2. Materials

The thicknesses of the samples were chosen in accordance with the focal spots to avoid edge effects by making the ratio of sample thickness to focal spot diameter smaller than 0.25 [32, 33]. This study was thus conducted using two thicknesses (100 µm and 500 µm, respectively, for direct illumination and the water-confined regime) of pure aluminum. The Steinberg–Cochran–Guinan (SCG) model was used to obtain their elastoplastic behaviors (cf section 3) [34]. The mechanical properties used in this study are displayed in table 1 [35]. The initial and maximal yield strengths are \(Y_0\) and \(Y_{\text{max}}\), respectively (in the von Mises sense), \(\beta\) and \(n\) are work-hardening parameters, \(\varepsilon_i\) is the initial equivalent plastic strain, \(G_0\) is the shear modulus at the reference state (temperature \(T = 300\) K, pressure \(P = 0\) and \(\varepsilon = 0\)), and \(G'_0\) and \(G''_0\) are the shear modulus derivatives with respect to the pressure and temperature, respectively.

### 2.3. Experimental Results

This section presents VISAR measurements performed under two illumination regimes at three laser facilities (Hephaistos, HiLASE and GCLT). For each configuration, the dependences of the rear FSV measurements on the laser pulse duration \(\Delta T\) (ns) and/or the intensity \(I\) (GW cm\(^{-2}\)) are presented (figures 5 and 7) together with the simulations, which will be discussed in section 3. Plotting the maximal FSV versus the laser intensity (figures 6 and 8) enables us to observe the global behavior of the target under direct and water-confined irradiation, to identify the breakdown phenomenon threshold, and to compare the results from one installation to another.

#### 2.3.1. Direct illumination regime.

This study is based on a large set of data gathered from numerous experiments carried out with several focal spots, laser intensities, and pulse durations, ensuring a wide range of results. Some representative signals of the FSV as a function of time are displayed in figure 5 for \(\Delta T = 10, 20\) and 40 ns at different power densities. A comparison with the simulation (colored dashed lines) and the ±15% uncertainty of the incident power density (grey area) will be discussed in section 3. The first peak is of particular interest, since it corresponds to the first emergence of the shock wave and has a direct relationship to the plasma pressure [23, 26]. The other peaks correspond to wave reflections within the target. By comparing the first maxima for two pulse durations (10 and 20 ns, figure 5(a) 1 and 5(b) 1) it is possible to conclude that pulse duration does not affect the respective velocity maxima (115 m s\(^{-1}\) for \(I = 16.7\) GW cm\(^{-2}\) and 60 m s\(^{-1}\) for \(I = 8.1\) GW cm\(^{-2}\)); the maximum velocity is only influenced by applied peak intensities. The peak width is related to the pulse duration: a longer pulse duration (from 10 to 20 ns) induces broader peaks (from 16 to 28 ns at half maximum). In the case of a 40 ns pulse striking a 100 µm sample, the shock duration is longer than the time needed by the wave to go back and forth in the target (37 ns), hence the release wave arriving at the end of the laser pulse reloads the reflected release wave and the peak increases again before decreasing to its minimum (figure 5(c)).

The first peak maximum of the rear FSV was determined for three pulse durations (10, 20 and 40 ns) and two focal spot sizes (1.1 and 2.5 mm). In the case of a clear peak (figures 5(a) and (c)), its highest value was extracted, otherwise the maximum was set to the mean value of the plateau (figure 5(b)). Figure 6 collates the maximum velocities of the first peaks extracted from the measurements for all pulse durations and spot diameters included in the direct illumination regime. From this graph, it is clear that neither the focal spot nor the laser pulse duration has an influence on the maximal FSV in the direct irradiation regime when applied to a 100 µm pure-aluminum target. The maximal FSV increases with the intensity in the entire range studied (from 8 to 195 GW cm\(^{-2}\) corresponding, respectively, to velocities of 50 and 630 m s\(^{-1}\)).

#### 2.3.2. Water confined regime (WCR)

Water confined regime experiments were carried out at three wavelengths (532, 1029 and 1053 nm) with four pulse durations (7, 10, 20 and 40 ns) and four focal spots (3, 3.5, 4 and 5 mm). Typical velocity profiles are displayed in figure 7. First of all, the effect of confinement on the pressure should be noted; less intensity is needed to reach the same velocities in the water-confined regime (WCR) than with the direct-irradiation regime. For example, in the direct illumination regime, a top-hat pulse of 10 ns from the GCLT platform with 112 GW cm\(^{-2}\) induces a rear FSV of almost 400 m s\(^{-1}\), whereas only 5 GW cm\(^{-2}\) at the same pulse duration is required in the WCR for almost the same FSV. This is in good agreement with a previous study showing that the use of confinement increases the ablation pressure [21]. Figure 7 displays the FSV versus time for (a) 7 ns Gaussian pulses at 532 nm and (b) 10 ns top-hat pulses at
1053 nm. In this case, the shape of the FSV peaks is not influenced by the laser-pulse shape nor the wavelength: the peaks widths durations at half maximum are 32 and 20 ns, respectively. When using longer top-hat pulse durations, the widths of the peaks increase: pulses of 20 and 40 ns (figures 7(c) and (d)) result in FSV first peak widths at half maximum of 41 and 79 ns, respectively.

The maximal rear FSV was set the same as for the direct illumination regime, and is plotted versus the laser intensity in figure 8. From these graphs, the influence of the wavelength and the pulse duration on the FSV maxima is established. However, small variations of the wavelength (from 1029 to 1053 nm) and focal spots (round and square) do not affect the maximum peak velocity. The results of the experiments carried out at the two laser facilities (GCLT and HiLASE) are consistent with each other (figure 8). For laser pulses at 1029 and 1053 nm with pulse durations of 10, 20 and 40 ns, the $I_{th}$ values are equal to 5 to 6, 3 to 4 and 2 to 3 GW cm$^{-2}$, respectively, with maximal velocities of 530, 440 and 300 m s$^{-1}$ (figures 8(b)–(d)). These thresholds are collated in table 2.

3. Numerical study

The numerical study was performed using one-dimensional Lagrangian code called ESTHER. It is widely described in the literature [13, 35–37]. In the studied range of power densities, the plasma is dominated by inverse bremsstrahlung laser absorption and hydrodynamic phenomena including ionization, phase transformation, temperature and pressure determination. In the code, the material stack is divided into several cells. The laser–matter interaction is reproduced by solving the Helmholtz equations within each cell using the complex refractive indexes given by Palik’s tables [38] for the solid state, and calculated from the Lorenz plasma model [39] in the plasma state. The hydrodynamics of each cell are modelled by solving equations for the cell position’s evolution together with the equations for the conservation of mass, momentum and energy in finite volumes in the planar mono-dimensional hypothesis. The global hydrodynamic in the entire stack of cells is described using, in our case, a SESAME-tabulated state equation provided by the Los Alamos National Laboratory. The mechanical behavior of the stack is simulated using the SCG model [34]. The code reliability in the direct-irradiation regime at 1053 nm and the WCR at 532 nm was proven by Bardy [35]. The aim of this study is to extend its range of application under WCR at 1053 nm to extract ablation pressure temporal profiles and find numerical equations to reproduce them without a laser–matter interaction code. In addition, plasma temperature profiles and the ablated layer thickness are obtained from the simulation to evaluate the impact of the plasma laser on the surface of the material. The SESAME equation for state number 3720 and the aluminum elastoplastic model properties are taken directly from previous studies (cf table 1) [35]. For the WCR, all the parameters from the previous study were adopted, except for the optical constant of water, which had been adapted for the 1053 nm wavelength.
Figure 7. A comparison of the simulated (colored dashed lines) and experimental (black lines) results for pure aluminum, thickness = 500 µm, WCR. (a) Hephaïstos, 532 nm, ∆T = 7 ns, φ = 4 mm, (1) I = 2.4 GW cm⁻², (2) I = 5.9 GW cm⁻²; (b) GCLT, 1053 nm, ∆T = 10 ns, φ = 3 mm, (1) I = 2.3 GW cm⁻², (2) I = 5.0 GW cm⁻²; (c) GCLT, 1053 nm, ∆T = 20 ns, φ = 5 mm, (1) I = 1.4 GW cm⁻², (2) I = 2.3 GW cm⁻²; (d) GCLT, 1053 nm, ∆T = 40 ns, φ = 5 mm, (1) I = 0.4 GW cm⁻², (2) I = 1.1 GW cm⁻². Uncertainty of the simulation ε = 15% (grey area).

Figure 8. FSV_{\text{max}} versus laser intensity I. Pure aluminum, thickness = 500 µm, WCR: (a) Hephaïstos, 532 nm, φ = 3 and 4 mm, ∆T = 7 ns; (b) GCLT: 1053 nm; HiLASE: 1029 nm; φ = 5 and 3.5 mm, ∆T = 10 ns; (c) GCLT, 1053 nm, φ = 5 mm, ∆T = 20 ns; (d) GCLT, 1053 nm, φ = 5 mm, ∆T = 40 ns.

\( n_1 = 1.33, \ n_2 = 1.3 \times 10^{-6} \) [40] where \( n_1 + n_2 \) is the complex refractive index.

3.1. Free surface velocity

The simulations of the FSV under direct illumination and the WCR are displayed in figures 5 and 7 (colored dashed lines) and compared with the experimental results (black lines). The simulation uncertainty is directly linked to the intensity input deduced from the focal spot and energy experimental measurements (cf section 2). Therefore it is also taken at ±15%. It is represented by grey areas. The SCG mechanical model is correct for every configuration and its good agreement with the experiments is shown in figures 5 and 7.
In both illumination regimes, the first peak amplitude is accurately determined when ε is taken in account. In the direct-illumination regime, small discrepancies in the peak shape and duration can be seen (figures 5(a) and 5(b)), highlighting a potential area for improvement in the elastoplastic model. However, this study is focusing on the plasma pressure, which is directly related to the first peak and thus will not be affected by those discrepancies. In the direct-illumination regime as well as the WCR, the experimental curves for each wavelength and pulse duration are accurately described by the code when only the laser power density changes. This supports the validity of the code at 532 nm in the WCR with ΔT = 7 ns and intensities ranging from 2.4 to 6 GW cm⁻² and at 1053 nm, as follows:

- ΔT = 10 ns, laser intensities ranging from 15 to 110 and 1.3 to 5 GW cm⁻² for direct illumination and WCR, respectively
- ΔT = 20 ns, laser intensities ranging from 10 to 130 and 1.5 to 2.3 GW cm⁻² for direct illumination and WCR, respectively
- ΔT = 40 ns, laser intensities ranging from 25 to 80 and 0.8 to 2 GW cm⁻² for direct illumination and WCR, respectively.

Consequently, the interesting physical data, such as the pressure as a function of time, can be extracted from the code for each corresponding validity domain.

### 3.2. Ablation pressure

The ablation pressure, P_{abl}, versus time was obtained from the code at the ablation front location. Figure 9 presents the results for the ablation pressures at 10, 20 and 40 ns at 1053 nm in the direct-illumination regime. These correspond to the conditions presented in figure 5. The pulse duration has a strong influence on the shape of the pressure temporal profile. First, the pressure rises drastically when the plasma is heated by the laser, then a plateau can be observed until the end of the laser pulse. Finally, when the laser pulse ends, the pressure drops dramatically until the ambient pressure is reached, following adiabatic matter expansion.

In the WCR, the same method was applied to obtain the pressure from the simulation of the FSV presented in figure 7. In the case of a 7 ns Gaussian pulse at 532 nm (figure 10(a)) the pressure profile increases slowly during the few ns needed to warm up the matter and create the plasma. Then it increases almost as a Gaussian up to the maximal ablation pressure (P_{abl,max}); finally it reduces as the matter expands. For pressure profiles extracted at 1053 nm, the three steps identified in the direct-illumination regime are also visible in the WCR. However for the 20 and 40 ns pulses (figures 10(c) and (d)), the profiles are very similar with an almost perfectly flat plateau corresponding to the pulse duration. The pulse duration does not affect the maximal value; a 2.3 GW cm⁻² pulse with top-hat pulses of either 10 or 20 ns will induce maximal ablation pressures of 2.5 or 2.7 GPa, respectively (figures 10(b) and (c) 2).

To simulate the behavior of the target under laser shock, the temporal pressure profiles extracted from ESTHER (figures 9 and 10) were used instead of the laser–matter interaction module. The resulting FSV profiles are similar to the ones presented in figures 5 and 7, confirming the reliability of the temporal pressure profiles. Thanks to the model developed within the code, it is now possible to obtain the pressure as a function of time to calculate the FSVs of all the experiments realized within the area of validity defined in section 3.1.

### 3.3. Plasma parameters

The plasma temperature at the end of the laser pulse has been extracted from the entire simulated stack for each laser configuration (figures 5 and 7). Figure 11 displays the plasma temperatures for different incident laser intensities (I) with (a) 10, (b) 20 (c) and 40 (d) ns laser pulse durations in the direct-illumination regime. The surface of the target is defined as x = 0. The laser is, by convention, coming from the right of the stack. The warmest region is the plasma corona with temperatures from 10 to 15 eV for any pulse duration. The shock front is propagating through the target with temperatures from 2 eV to room temperature (0.03 eV). The amount of ablated aluminum is proportional to the pulse duration and the incident laser intensity. At ΔT = 20 ns, with intensities of 8.1
and 133.6 GW cm\(^{-2}\), 5 and 13 µm of aluminum are ablated, respectively.

In the WCR, the plasma temperature was extracted at the time when the pressure and the temperature were maximal, which corresponds to 12.5 ns for 7ns Gaussian pulses. In the case of 10, 20 and 40 ns top-hat pulses, the maximum temperature is at the end of the pulse duration (11.5, 22.5 and 42.5 ns precisely). The plasma temperature is displayed for laser pulses at 532 and 1053 nm in figure 12. In ESTHER, the modelling of the plasma under the WCR is composed of Al (black) and H\(_2\)O (blue) media. The temperature range is similar for all laser configurations (8–14 eV). With the wavelength and incident laser intensity kept constant, the plasma thickness, \(L\), and temperature, \(T\), are proportional to the pulse duration. In figure 12, the temperatures are 9 and 13 eV and the plasma lengths 9 and 20 µm, respectively, for 10 ns ((b) 1) and 20 ns ((c) 2) top-hat pulses. These results are in agreement with Fabbro’s model [21] (\(L = 7 \mu m\) for \(I = 10\) GW cm\(^{-2}\) and \(\Delta T = 10\) ns on a 10 mm copper target confined with glass). At the end of the laser pulse, the ablated zone can be evaluated using the temperature profile; table 2 presents these values together with the plasma thickness for every configuration. For the laser shock process, it is interesting to know the depth of the vaporized material, to quantify the required thermal protection [41, 42].

4. Scaling laws

The reliability of the numerical code and the extracted pressure profile was established in section 3. The pressure versus time relation is of particular interest, since it enables any code to calculate the behavior of materials under shock, without the need for a laser–matter interaction module. However, each

---

**Figure 10.** \(P_{abl}\) versus time. 99.999% pure aluminum, thickness = 500 µm, WCR: (a) Hephaïstos, 532 nm, \(\Delta T = 7\) ns, \(\phi = 4\) mm, (1) \(I = 2.4\) GW cm\(^{-2}\), (2) \(I = 5.9\) GW cm\(^{-2}\); (b) GCLT, 1053 nm, \(\Delta T = 10\) ns, \(\phi = 5\) mm, (1) \(I = 2.3\) GW cm\(^{-2}\), (2) \(I = 5.0\) GW cm\(^{-2}\); (c) GCLT, 1053 nm, \(\Delta T = 20\) ns, \(\phi = 5\) mm, (1) \(I = 1.4\) GW cm\(^{-2}\), (2) \(I = 2.3\) GW cm\(^{-2}\), (d) GCLT, 1053 nm, \(\Delta T = 40\) ns, \(\phi = 5\) mm, (1) \(I = 0.4\) GW cm\(^{-2}\), (2) \(I = 1.1\) GW cm\(^{-2}\).

**Figure 11.** Temperature versus position. 99.999% Pure aluminum, thickness = 100 µm, GCLT, 1053 nm, direct illumination, \(\phi = 1.1\) mm: (a) \(\Delta T = 10\) ns, (1) \(I = 16.7\) GW cm\(^{-2}\), (2) \(I = 112.0\) GW cm\(^{-2}\), (b) \(\Delta T = 20\) ns, (1) \(I = 8.1\) GW cm\(^{-2}\), (2) \(I = 133.6\) GW cm\(^{-2}\), (c) \(\Delta T = 40\) ns, (1) \(I = 24.7\) GW cm\(^{-2}\), (2) \(I = 78.1\) GW cm\(^{-2}\).

---
Figure 12. Temperature versus position. 99.999% pure aluminum, thickness $= 500 \mu m$, WCR (a) $532 \text{ nm}$, $\Delta T = 7 \text{ ns}$, $\phi = 4 \text{ mm}$, (1) $I = 2.4 \text{ GW cm}^{-2}$, (2) $I = 5.9 \text{ GW cm}^{-2}$, (b) GCLT, $1053 \text{ nm}$, $\Delta T = 10 \text{ ns}$, $\phi = 5 \text{ mm}$, (1) $I = 2.3 \text{ GW cm}^{-2}$, (2) $I = 5.0 \text{ GW cm}^{-2}$, (c) GCLT, $1053 \text{ nm}$, $\Delta T = 20 \text{ ns}$, $\phi = 5 \text{ mm}$, (1) $I = 1.4 \text{ GW cm}^{-2}$, (2) $I = 2.3 \text{ GW cm}^{-2}$, (d) GCLT, $1053 \text{ nm}$, $\Delta T = 40 \text{ ns}$, $\phi = 5 \text{ mm}$, (1) $I = 0.4 \text{ GW cm}^{-2}$, (2) $I = 1.1 \text{ GW cm}^{-2}$.

Figure 13. Analytic temporal pressure profile corresponding to a 40 ns top-hat pulse at $1053 \text{ nm}$ with an incident laser intensity of $250 \text{ GW cm}^{-2}$ under direct laser illumination.

The ablation pressure curve that is obtained requires the ESTHER code and a few minutes of calculation. The aim of this section is to present an analytic formula for the pressure dependence on the laser wavelength, pulse duration and incident intensity for the direct and water confined regimes. To support this aim, tens of simulations were run within the validity area defined by the experiments, i.e. at $532 \text{ nm}$ in the WCR with $T_{\text{pul}}$ between 7 and 20 ns and intensities ranging from 1 to 10 GW cm$^{-2}$ and at $1053 \text{ nm}$ for the WCR, $T_{\text{pul}}$ between 10 and 40 ns and intensities I from 1 to 6 GW cm$^{-2}$ and for direct illumination regime, $T_{\text{pul}}$ between 5 and 40 ns and intensities I from 10 to 500 GW cm$^{-2}$. Numerical fits that can reproduce the temporal pressure profiles were then found. Finally, two methods yielding the maximum pressure are compared: the first is extracted from a numerical fit of the pressure temporal profile, and the second is calculated from the experimental FSVs presented in figures 5 and 7, using formula (1) [26].

\[
P_{\text{max}} = \rho_0 \left( C_0 + S \frac{FSV_{\text{max}}}{2} \right) \frac{FSV_{\text{max}}}{2} + \Delta P + \frac{2}{3} \sigma_{Y_0} \text{ [GPa]} 
\]

where $\rho_0$ is the density of the material [gm$^{-3}$], $C_0$ is the sound velocity in this material [m s$^{-1}$], $S$ is the parameter regulating the growth of the shock speed with the material speed, $\sigma_{Y_0}$ the elastic limit [GPa], and $\Delta P$ the attenuation (hydrodynamic and elastic-plastic) [GPa]. $\Delta P$ is calculated numerically accordingly to [25]. It has to be noticed that the fit is only valid before the water breakdown power density.

4.1. Direct illumination regime

To describe the pressure temporal profile, the temporal area was divided into four zones represented in figure 13; each zone is reproduced by one fit. $T_0$ and $T_f$ are set at 0.5 ns and $\frac{1}{4} T_{\text{pul}}$, respectively, for the following calculations.

- Linear rising $t \leq T_0 : P(t) = P_{\text{max}} \left( \frac{t}{T_0} \right)$
- Pressure/relaxation zone $T_0 \leq t \leq T_{\text{pul}} : P(t) = P_{\text{max}} \left( \frac{T_0}{t} \right)$
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energy. The initial reflectivity of the aluminum surface, which 

controls 

T

0, is set to 0.5. Once the aluminum is sufficiently 

ablated, the pressure rises drastically until it reaches its maximal 

value, 

P

max. After this maximum is reached at 

T

max, the medium slowly relaxes. The following equations describe 

the analytic formulation which enables the reproduction of the 

profile pressure using only the pulse duration 

T

pul and the maximum 

intensity, 

I, for Gaussian pulses.

• Initiation 

T

0 ≤ t ≤ 

max

T

0 : 

P(t) = 0 with 

T

0 = \frac{0.8+0.87T_{pul}}{p_{n}} \frac{\pi}{\delta r_{0}} \frac{I}{I_{r}} \frac{T_{pul}}{T_{pul}}

• Linear rise 

T

0 ≤ T

i : 

P(t) = P_{i} \left( \frac{T_{i}}{T_{i}} \right) \frac{r_{0}}{r_{i}} \text{ with } T_{i} = T_{max} - \frac{1}{2} T_{pul} \text{ and } P_{i} = 0.82 P_{max}

• Maximal pressure 

T

i ≤ t ≤ T
t : 

P(t) = P_{max} e^{-\left( \frac{T_{i} - T_{f}}{T_{i}} \right)^{2}} \text{ with } T_{i} = T_{max} + \frac{1}{2} T_{pul}

• Final release zone 

T

f ≥ T

f : 

P(t) = P_{f} \left( \frac{T_{f}}{T_{f}} \right) \frac{r_{f}}{r_{i}} \frac{I}{I_{r}} \frac{T_{pul}}{T_{pul}}

The maximal pressure is reached at 

T

max, with 

T

max = 1.7 T_{pul} \left( 1.3 - 0.13 T_{pul} \right) \frac{0.012}{\left( I \right)^{0.57}}. The highest values being 

achieved with 

P_{max} = 2.2 I^{0.57}. The coefficients 

n and 

δ, 

required for the calculation of the final relaxation are defined by equation (A12) in appendix A2.
It can be seen from these formulas that the maximum of the pressure does not depend on the pulse duration for a Gaussian pulse (this might not be true for other pulse shapes). The pulse duration has an influence on the pressure duration, which is to make its temporal shape longer. The maximum pressures calculated from the experimental FSVs presented in 7 using formula (1) [26] were plotted together with the maximum values of $P_{\text{max}}$ calculated via the fit in figure 16. These two methods of maximum pressure determination are in very good agreement until the water breakdown phenomenon occurs.

4.2.2. 1053 nm. For water-confined regimes at 1053 nm, the temporal pressure profiles obtained from the simulation with intensities ranging from 1 to 6 GW cm$^{-2}$ and top-hat pulses from 10 to 40 ns were separated into four zones (figure 17). The analytic equations of the pressure profile dependence on the laser intensity, $I$ (GW cm$^{-2}$) and the pulse duration $T_{\text{pul}}$ [ns] are as follows:

- Quadratic rising $t \leq T_0 : P(t) = P_{\text{max}} \left(1 - \left(\frac{t}{T_0}\right)^2\right)$
  with $T_0 = \frac{2\delta}{I}^\frac{1}{4}$ and $P_{\text{max}} = 2I^{0.53}$

- Plateau $T_0 \leq t \leq \text{min}(T_1, T_{\text{pul}}) : P(t) = P_{\text{min}} + (P_{\text{max}} - P_{\text{min}}) \left(\frac{T_1 - t}{T_1 - T_0}\right)^4$
  with $T_1 = \text{max}(12, 16 - I)$ and $P_{\text{min}} = 1.79I^{0.453}$

- Linear connection $T_1 \leq t \leq \text{min}(T_{\text{pul}}) : P(t) = \frac{P_{\text{max}} - P_{\text{min}}}{T_{\text{pul}} - T_1} (t - T_1) + P_{\text{min}}$ with $P_{\text{dys}} = 1.97I^{0.53}$

- Final releasing zone $t \geq T_{\text{pul}} : P(t) = P(T_{\text{pul}}) \left(\frac{1 - \delta}{T_{\text{pul}}}\right)^n$
  with $n = 0.68 + 0.5e^{-0.175_{\text{pul}} - 0.5I}$ and $\delta = 0.52$

The pressure temporal profiles are not Gaussian shapes, however the maximum pressure $P_{\text{max}}$ is close to the pressure at the end of the laser pulse, $P_{\text{pul}}$. The maximal pressures $P_{\text{max}}$ calculated from the fit are plotted as a function of the incident intensities together with the $P_{\text{max}}$ calculated by equation (1) from the experimental FSVs. Similarly to the WCR at 532 nm, the two methods of $P_{\text{max}}$ determination are in good agreement. The pulse duration $\Delta T$ has no influence on $P_{\text{max}}$, however, a longer pulse duration induces a longer pressure, therefore it is important to take into account the entire temporal profile of the pressure given by the above equations.

5. Conclusions

In this paper, we presented the experimental FSVs of pure aluminum, as measured by VISAR in three different laser labs. This work synthesizes a significant range of input parameters covering two irradiation regimes (direct and water confined), three wavelengths (from 532 to 1053 nm), two laser pulse shapes (Gaussian and top-hat), four laser-pulse durations (from 7 to 40 ns) and five focal-spot sizes (from 1 to 5 mm) with round and square shapes. Although the experiments were conducted with several laser configurations, the results collected demonstrated good consistency. More precisely, it was shown that with similar wavelengths and pulse durations, the shape of the focal spot does not have an effect on the maximal FSV. Due to the good agreement of the simulation results with the experimental data, the reliability of the ESTHER code was extended to a broader range of validity, making it now possible to obtain physical data characterizing
the plasma produced (table 2). We have presented analytic fits of the temporal pressure profiles that can be used in any mechanical simulation software to simulate the behavior of aluminum targets under laser shock. In a future investigation, the influence of changing the pulse duration and spatial shape at 532 nm will be investigated.

Appendix A. Parameters for temporal pressure profile scaling law

A.1. Direct illumination regime

The parameters $P_{\text{max}}$, $P_1$ (pressure at time equals $T_s$), $p, n$ and $\delta$ (figure 13) were adjusted for the entire intensity and pulse duration range. The results are given below, with $I$ and $T_{\text{pul}}$ in ns and GW cm$^{-2}$, respectively.

$$P_{\text{max}} = 0.56 + 0.08 I - 3.2 \times 10^{-4} I^2 \text{ for } I \leq 100$$

$$P_{\text{max}} = 2.52 + 0.0238 I \text{ for } I > 100$$

$$P_m = 0.092 I^{0.623} \text{ for } I \leq 100$$

$$P_m = 0.162 + 0.0166 I \text{ for } I > 100$$

$$p = \frac{\ln \left( \frac{P_{\text{max}}}{P_m} \right)}{\ln \left( \frac{I^2}{I_s^2} \right)}.$$  

A.2. WCR at 532 nm, figure 15

$$n = \max \left( 0.72; 0.72 \left( \frac{I}{I_s} \right)^{0.25} \right).$$

$$\delta = \min \left( 0.57; 0.57 + \left( 0.16 - 2.3 \times 10^{-2} T_{\text{pul}} \right) \left( I - I_s \right) \right).$$

The parameters $P_{\text{max}}$ and $p$ do not depend on the pulse duration, therefore they were adjusted for the longest pulse duration, i.e 40 ns. The minimal pressure, $P_m$, corresponds to the pressure obtained at the end of this pulse duration. The other three parameters related to the relaxation, $P_1$, $n$, and $\delta$ are given by the following equations. They depend on the pulse duration $T_{\text{pul}}$.

$$P_1 = 0.11 + 0.011 I^* \text{ for } I^* \leq 240 - 3.4 T_{\text{pul}}$$

$$P_1 = (2.79 - 0.09 T_{\text{pul}} + 1.12 \times 10^{-3} T_{\text{pul}}^2) + 2 \times 10^{-3} I^* \text{ for } I^* \geq 240 - 3.4 T_{\text{pul}}$$

$$I^* = (1.1 - 9.76 \times 10^{-3} T_{\text{pul}}^2) I.$$  

$$n = \left( 0.5 + 1.76 \times 10^{-2} T_{\text{pul}} \right) e^{-\left( \frac{I^* - 11}{100} \right)^2} + 1.14 - 1.06 \times 10^{-2} T_{\text{pul}} + 1.37 \times 10^{-4} T_{\text{pul}}^2$$

$$\delta = 0.83 - \left( 0.467 - 2.45 \times 10^{-3} T_{\text{pul}}^2 \right) + 1.75 \times 10^{-3} T_{\text{pul}}^2 \ e^{-\left( \frac{I^* - 11}{100} \right)^2}$$

$$I^* = (0.84 + 0.016 T_{\text{pul}}) I.$$
[40] Kedenburg S, Vieweg M, Gissibl T and Giessen H 2012 Linear refractive index and absorption measurements of nonlinear optical liquids in the visible and near-infrared spectral region Opt. Mater. Express 2 1588–1611

[41] Clauer A H, Fairand B P and Wilcox B A 1977 Laser shock hardening of weld zones in aluminum alloys Metallurgical Trans. A 8 1871–6

[42] Montross C S, Wei T, Lin Y, Clark G and Mai Y-W 2002 Laser shock processing and its effects on microstructure and properties of metal alloys: a review Int. J. Fatigue 24 1021–36