THE TRAVELING WAVE OF AUTO-CATALYTIC SYSTEMS – THE LIMITING CASES
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ABSTRACT: This article studies propagating wave of a reaction-diffusion system modeling auto-catalytic chemical reaction $A + nB \rightarrow (n+1)B$ involving two chemical species, a reactant $A$ and an auto-catalyst $B$, whose diffusion coefficients, $D_A$ and $D_B$, are unequal due to different molecular weights and/or sizes.

We are investigating the extreme cases of $D \equiv D_B/D_A \ll 1$ or $D \gg 1$.

We reformulate the traveling wave problem of general case to derive explicit bounds of speed for existence and non-existence.
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1. INTRODUCTION

In this work, we study the following coupled reaction-diffusion system:
\[
(I) \begin{cases} 
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - uv^n, \quad x \in \mathbb{R}^1, \quad t > 0, \\
\frac{\partial v}{\partial t} = D \frac{\partial^2 v}{\partial x^2} + uv^n,
\end{cases}
\]

where \( n > 1 \) and \( D > 0 \). The system describes unistirred chemical reaction of the form

\[ A + nB \rightarrow (n + 1)B, \]

called autocatalytic chemical reaction of order \( n + 1 \), with \( u \) the density of chemical species \( A \), called reactant, and \( v \) of \( B \), called autocatalyst. It is well documented in literature that this type of reactions appear in wide range of real-world chemical reactions such as almost isothermal combustion in carbon-sulphide-oxygen reaction, [17], IAA reaction [13] and hydroxylamine-nitrate reaction [12]. Other applications include idealized Brusselator and clock reactions such as Belousov-Zhabotinsky and Bray-Liebhafsky reactions, [7, 8, 18].

More importantly, in various models of biological pattern formation to simulate the experiments which for the first time realizing the Turing mechanism of pattern formation, whether it is CIMA or Gray-Scott, \( A + 2B \rightarrow 3B \) is a key step, see [10, 11].

The purpose of this work is to study traveling wave of (I) in the extreme cases of \( 0 < D \ll 1 \) and \( D \gg 1 \). For a traveling wave of (I), \( u(x,t) = u(z), \quad v(x,t) = v(z) \), where \( z = x - ct \), the resulting ODE system is:

\[
\begin{align*}
&u'' + cu' - uv^n = 0, \\
&Dv'' + cv' + uv^n = 0,
\end{align*}
\]

where \( c > 0 \) is a constant. If we subscribe

\[
\lim_{z \to -\infty} (u,v) = (0,a), \quad a > 0,
\]

simple computation involving the addition of the two equations and integration on \((-\infty, z] \) yields

\[
u' + Dv' + c(u + v - a) = 0.
\]

(1.2)
This, plus the property that \( u \) is increasing before \( v \) hits its first zero, gives that for a traveling wave solution,

\[
\lim_{z \to \infty} (u, v) = (a, 0).
\]

The traveling wave problem, after replacing the 1st equation in (1.1) by (1.2), is the following 3rd order dynamical system:

\[
\begin{align*}
\begin{cases}
u' + Dv' &= c(a - u - v), \quad \forall z \in \mathbb{R}, \\
Dv'' + cv' &= -uv^n, \quad \forall z \in \mathbb{R}, \\
\lim_{z \to -\infty} (u, v) &= (0, a), \quad \lim_{z \to \infty} (u, v) = (a, 0). 
\end{cases}
\end{align*}
\]

(1.3)

It turns out the traveling wave problem of (I) is of the mono-stable type for scalar equation with a minimum positive speed \( c_{\text{min}}(D, a, n) \), that is a traveling wave solution exists iff \( c \geq c_{\text{min}}(D, a, n) \), see [5]. The main effort is then to prove sharp bound on minimum speed, because the minimum speed traveling wave is the most stable one.

In the general setting of \( D \) staying away from zero and is bounded from above, satisfactory bounds are derived in [3] and [4]. In particular, it is shown that there exist \( c_1(D, a, n) > 0 \) and \( c_2(D, a, n) > 0 \) such that if \( c \geq c_2(D, a, n) \) there exists a traveling wave of speed \( c \), whereas if \( c < c_1(D, a, n) \) there exists no traveling wave of speed \( c \). But, the results there break down when \( 0 < D \ll 1 \) or \( D \gg 1 \).

The purpose of the present work is to carefully reformulate the traveling wave problem for these extreme cases and derive explicit lower bounds of \( c \) for existence, and upper bounds for \( c \) for non-existence.

System (I) has a lot of interesting dynamics and the study of global dynamics of solutions with initial values decay sufficiently fast as well as the study of stability of traveling waves investigated in [2], [9], [15] and [16].

The plan of this paper is that we investigate the case of \( 0 < D \ll 1 \) in Section 2 and that of \( D \gg 1 \) in Section 3.

2. THE CASE OF \( 0 < D \ll 1 \)

In this section we study the case of \( 0 < D \ll 1 \) with general boundary value

\[
\lim_{z \to -\infty} (u, v) = (0, a), \quad \lim_{z \to \infty} (u, v) = (a, 0),
\]
where \( a > 0 \). Let 

\[
  u(z) = \bar{u}(a^{n/2}z)a, \quad v(z) = \bar{v}(a^{n/2}z)a,
\]

then

\[
  u'(z) = \bar{u}'(a^{n/2}z)a^{n/2+1}, \quad u''(z) = \bar{u}''(a^{n/2}z)a^{n+1},
\]

\[
  v'(z) = \bar{v}'(a^{n/2}z)a^{n/2+1}, \quad v''(z) = \bar{v}''(a^{n/2}z)a^{n+1}.
\]

Hence, after dropping “-”, we have

\[
  \begin{cases}
    u' + Dv' = \frac{c}{a^{n/2}}(1 - u - v), \quad \forall z \in \mathbb{R}, \\
    Dv'' + \frac{c}{a^{n/2}}v' = -uv^n, \quad \forall z \in \mathbb{R}, \\
    \lim_{z \to -\infty} (u, v) = (0, 1), \quad \lim_{z \to \infty} (u, v) = (1, 0).
  \end{cases}
\]

By Theorem 1.3 of [3], there exist \( c_1(D, n) \) and \( c_2(D, n) \) such that if

\[
  \frac{c}{a^{n/2}} < c_1(D, n),
\]

there exists no traveling wave of speed \( c \); but if

\[
  \frac{c}{a^{n/2}} \geq c_2(D, n),
\]

there exists a traveling wave of speed \( c \), and both limits

\[
  \lim_{D \to 0} \frac{c_1(D, n)}{D}, \quad \lim_{D \to 0} \frac{c_2(D, n)}{D}
\]

are finite and positive, depending only on \( n \). It is clear from the above that if \( a \) varies with \( D \), then

\[
  c_{\text{min}}(D, a, n) \to 0 \quad \text{if} \quad a^{n/2}D \to 0 \quad \text{as} \quad D \to 0,
\]

\[
  c_{\text{min}}(D, a, n) \to \infty \quad \text{if} \quad a^{n/2}D \to \infty \quad \text{as} \quad D \to 0.
\]

Therefore, the interesting case is \( a^{n/2}D \) has a finite and positive limit as \( D \to 0 \), and without loss of generality, we assume \( a^{n/2}D = 1 \). Our purpose is to derive explicit bounds under the assumption \( 0 < D \ll 1 \). The system (2.1) now takes the form

\[
  \begin{cases}
    D^{-1}u' + v' - c(1 - u - v) = 0, \quad \forall z \in \mathbb{R}, \\
    v'' + cv' + D^{-1}uv^n = 0, \quad \forall z \in \mathbb{R}, \\
    \lim_{z \to -\infty} (u, v) = (0, 1), \quad \lim_{z \to \infty} (u, v) = (1, 0).
  \end{cases}
\]
To facilitate further analysis, we follow the idea of [3] to make further change of variables, which will reduce (2.2) to a 2nd order dynamical system. Let

\[ y = cz, \quad \alpha(y) = 1 - v(z), \quad \beta(y) = \frac{1}{c^2 D} u(z). \]

\[ \alpha'(y) = -\frac{1}{c} v'(z), \quad \alpha''(y) = -\frac{1}{c^2} v''(z) \quad \beta'(y) = \frac{1}{c^3 D} u'(z). \]

We have

\[
\begin{cases}
\alpha'' + a'(y) = \beta(1 - \alpha)^n & \forall y \in \mathbb{R}, \\
\beta'(y) = \frac{1}{c^2} (\alpha' + \alpha) - D\beta & \forall y \in \mathbb{R}.
\end{cases}
\]

Further, use \( \alpha \) as the independent variable, \( Q(\alpha) = \alpha_y(y), \quad B(\alpha) = \beta(y) \), we get

\[
\begin{align}
Q'Q + Q &= B(1 - \alpha)^n, \quad \forall 0 \leq \alpha < 1, \\
QB' &= \frac{1}{c^2} (Q + \alpha) - DB, \quad 0 \leq \alpha < 1, \\
B(0) &= Q(0) = 0, \quad B(\alpha) > 0, \quad Q(\alpha) > 0 \quad \text{on} \quad (0, 1).
\end{align}
\]

(II)

It is a system of 2nd order non-autonomous system ODEs.

For \( D = 1 \), (1.2) with \( a = 1 \) can be further simplified to yield \( u + v \equiv 1 \). In this case, (2.2) is reduced to a single equation,

\[
\begin{cases}
v'' + cv' + (1 - v)v^n = 0 & \forall z \in \mathbb{R}, \\
\lim_{z \to -\infty} v = 1, \quad \lim_{z \to \infty} v = 0. \quad \text{(2.3)}
\end{cases}
\]

Similarly, following the same procedure as above for general case of \( D \), we have

\[
\begin{cases}
P'P + P = \frac{\alpha}{c^2} (1 - \alpha)^n & \forall \alpha \in (0, 1), \\
P(0) = 0, \quad P(\alpha) > 0 \quad \text{on} \quad (0, 1).
\end{cases}
\]

The classical result on the existence of traveling wave solution is summarized in the following proposition.

**Proposition 2.1.** There exists \( c(n) > 0 \) such that (2.3) has a solution iff \( c \geq c(n) \). In addition, \( c(n) \) decreases with \( n \) and \( c(1) = 2, \quad c(2) = 1/\sqrt{2} \).
Now, we go back to (II).

**Lemma 2.2.** Suppose $D > 0$, $c > 0$. There exists a unique solution of (II). In addition,

\[
Q(\alpha) = \mu \alpha + O(\alpha^2), \quad B(\alpha) = \mu(1 + \mu)\alpha + O(\alpha^2)
\]

as $\alpha \to 0$, where

\[
\mu = \frac{\sqrt{4 + c^2D^2 - cD}}{2c}.\]

Moreover, the following properties hold.

(i) $B'(\alpha) > 0 \forall \alpha \in (0, 1)$ and

(ii) there exist a traveling wave solution iff $Q(1) = 0$.

The proof of the lemma follows the same procedure as in Lemma 2.2 of [3], we omit the details.

**Lemma 2.3.** Suppose $0 < D < 1$. Then $B(\alpha) > \mu(1 + \mu)\alpha$ and

\[
\mu \alpha(1 - \alpha)^n \leq Q(\alpha) \leq \mu \alpha \quad \text{in } [0, 1).
\]

**Proof.** First, we show $B \geq \mu(Q + \alpha)$ in $[0, 1]$. Direct computation shows

\[
Q[B - \mu(Q + \alpha)]' = \frac{1}{c^2}(Q + \alpha) - \mu B(1 - \alpha)^n - DB
\]

\[
= -[D + \mu(1 - \alpha)^n][B - \mu(Q + \alpha) + (Q + \alpha)]
\]

\[
+ \left(\frac{1}{c^2} - \mu^2(1 - \alpha)^n - \mu D\right)
\]

\[
> [D + \mu(1 - \alpha)^n][B - \mu(Q + \alpha) + (Q + \alpha)] \quad \text{in } (0, 1),
\]

since $1/c^2 = \mu^2 + \mu D$. For $0 < \alpha \ll 1$, Taylor expansion at $\alpha = 0$ shows

\[
B(\alpha) = \mu(1 + \mu)\alpha + \frac{\mu^2(1 + \mu)(1 - D)n}{\mu(1 - D) + (2\mu + D)(1 + 3\mu)}\alpha^2 + o(\alpha^2),
\]

\[
Q(\alpha) = \mu \alpha - \frac{2\mu + D}{\mu(1 - D)\mu(1 - D) + (2\mu + D)(1 + 3\mu)} + o(\alpha^2).
\]

Hence, $B > \mu(Q + \alpha)$ for $0 < \alpha \ll 1$. An application of Gronwall’s inequality using (2.4) yields

\[
B(\alpha) > \mu(1 + \mu)\alpha \quad \text{on } (0, 1).
\]

Next, it is easy to prove that

\[
B(\alpha)(1 - \alpha)^{n/2} \leq \mu(Q(\alpha) + \alpha) \quad \text{on } (0, 1).
\]
This follows from the same argument as in Lemma 2.5 in [4], we refer the reader to that article. The two inequalities on $Q$ then can be proved by the same procedure of computing

$$[Q - \eta \alpha (1 - \alpha)^\delta]' = -1 + \frac{B(1 - \alpha)^n}{Q} - \eta (1 - \alpha)^\delta + \eta \delta \alpha (1 - \alpha)^{\delta - 1}. $$

$Q(\alpha) \leq \mu \alpha$ is proved by the use of (2.6) by taking $\eta = \mu$ and $\delta = 0$; $Q(\alpha) \geq \mu \alpha (1 - \alpha)^n$ by the use of (2.5) and by taking $\eta = \mu$ and $\delta = n$, respectively. Finally,

$$Q[B(\alpha) - \mu (1 + \mu) \alpha]' = \frac{1}{c^2}(Q + \alpha) - DB - \mu (1 + \mu)Q$$

$$= -D[B(\alpha) - \mu (1 + \mu) \alpha] + [\mu (1 + \mu) - D\mu (1 + \mu)]\alpha$$

$$+ [\mu (D + \mu) - \mu (1 + \mu)]Q$$

$$= -D[B(\alpha) - \mu (1 + \mu) \alpha] + \mu (D - 1)(Q - \mu \alpha)$$

$$\geq -D[B(\alpha) - \mu (1 + \mu) \alpha],$$

since $1/c^2 = \mu (\mu + D)$. Another use of Gronwall’s inequality yields the desired result. \hfill \Box

**Lemma 2.4.** Suppose $0 < D < 1$ and $1 < n < 2$. Then for any

$$\lambda > \max \left( \frac{1}{\mu}, \frac{1}{c^2[(n-1)\mu + Dn]} \right),$$

(2.7)

$$B(1 - \alpha)^{n-1} \leq \lambda (Q + \alpha) \quad \text{on } [0,1].$$

(2.8)

**Proof.** Elementary computation shows

$$Q[(1 - \alpha)^{n-1}B - \lambda (Q + \alpha)]' = (1 - \alpha)^{n-1} \left( \frac{1}{c^2}(Q + \alpha) - DB \right)$$

$$- (n-1)(1 - \alpha)^{n-2}QB - \lambda B(1 - \alpha)^n$$

$$\leq - [D + \mu (1 - \alpha) + (n-1)\mu \alpha (1 - \alpha)^{n-1}]$$

$$\times [(1 - \alpha)^{n-1}B - \lambda (Q + \alpha)]$$

$$+ (Q + \alpha)H(\alpha),$$

since $Q \geq \mu \alpha (1 - \alpha)^n$ on $(0,1)$. Here

$$H(\alpha) = \frac{1}{c^2} - \lambda^2 (1 - \alpha)^{2-n} - \lambda \mu (n-1)\alpha - \lambda D(1 - \alpha)^{1-n}. $$
The lemma holds if $H(\alpha) \leq 0$ on $[0,1)$. It is clear that $H(0) < 0$ if $\lambda > \mu$. In addition,

$$H(\alpha) \leq \frac{1}{c^2} - \lambda^2(1-\alpha) - \lambda\mu(n-1)\alpha - \lambda D(1-\alpha)^{1-n} \equiv g(\alpha).$$

$$g'(\alpha) = \lambda^2 - \lambda\mu(n-1) - \lambda D(n-1)(1-\alpha)^{-n}.$$ 

If $\lambda \leq (\mu + D)(n-1)$, then $g(\alpha) \leq 0$ on $(0,1)$ and we are done. Otherwise, since $g''(\alpha) < 0$ on $(0,1)$, there exists an $\alpha_0 \in (0,1)$ which is a maximum point. At this point,

$$\lambda^2 = \lambda\mu(n-1) + \lambda D(n-1)(1-\alpha)^{-n},$$

$$g(\alpha) = \frac{1}{c^2} - \lambda\mu(n-1)(1-\alpha) - \lambda D(n-1)(1-\alpha)^{1-n} - \lambda\mu(n-1)\alpha - \lambda D(1-\alpha)^{1-n} = \frac{1}{c^2} - \lambda\mu(n-1) - \lambda Dn(1-\alpha)^{1-n} < 0,$$

if $\lambda$ satisfies (2.7). This proves the lemma. 

\textbf{Theorem 2.5.} Suppose $0 < D \ll 1$.

(i) If $n \geq 2$, there exists a traveling wave solution to (II) with speed $c$ if $c > 4$.

(ii) If $1 < n < 2$, there exists a traveling wave solution to (II) with speed $c$ if $c > 4/(n-1)$.

(iii) There exists no traveling wave solution to (II) with speed $c$ if

$$c < \frac{c(n)\sqrt{2}}{\sqrt{c^2(n) - c(n)\sqrt{c^2(n) + 4} + 2}}.$$

\textbf{Proof.} We shall proof existence first. Suppose $n \geq 2$. It is easy to verify that

$$I(\alpha) = [Q - \eta\alpha(1 - \alpha)]' = -1 + \frac{B}{(1-\alpha)^n}Q - \eta(1-\alpha) + \eta\alpha.$$ 

If $\eta > \mu$, $Q - \eta\alpha(1 - \alpha) < 0$ for $0 < \alpha \ll 1$. Furthermore, when $Q = \eta\alpha(1 - \alpha)$, $0 < \alpha < 1$, by (2.6),

$$I(\alpha) \leq -1 + \frac{\mu(Q + \alpha)(1 - \alpha)^{n/2}}{\eta\alpha(1 - \alpha)} - \eta(1 - 2\alpha)$$
\[
= -1 + \frac{\mu}{\eta} (1 - \alpha)^{n/2-1} + \mu (1 - \alpha)^{n/2} - \eta (1 - 2\alpha)
\leq -1 + \frac{\mu}{\eta} + \mu (1 - \alpha) - \eta (1 - 2\alpha) \equiv g(\alpha).
\]

Apparently, if \( \mu \leq 1/4 \), there exists \( \eta > \mu \) such that \( g(\alpha) < 0 \) in \([0, 1]\). Hence, \( Q < \eta \alpha (1 - \alpha) \) on \((0, 1)\) if \( \mu \leq 1/4 \).

If \( C > 4 \) it is easy to check that for all \( 0 < D \ll 1, \mu < 1/4 \), and hence \( Q(1) = 0 \). That is, we have a traveling solution of speed \( c \).

Next, \( 1 < n < 2 \). In this case, by Lemma 2.4,
\[
B(1 - \alpha)^n \leq \lambda(Q + \alpha)(1 - \alpha)
\]
if \( \lambda \) satisfies (2.7). By repeating the above procedure we can show that \( Q < \eta \alpha (1 - \alpha) \) on \((0, 1)\) if \( \lambda \leq 1/4 \).

The non-existence part is a direct consequence of using (2.5) in the 1st equation of (II) and in comparison with the single equation case.

\[ \square \]

### 3. THE CASE OF \( D \gg 1 \)

In this section we study the case of \( D \gg 1 \) with general boundary value
\[
\lim_{z \to -\infty} (u, v) = (0, a), \quad \lim_{z \to -\infty} (u, v) = (a, 0),
\]
where \( a > 0 \). Let
\[
u(z) = \bar{u}(a^{n/2}z)a, \quad v(z) = \bar{v}(a^{n/2}z)a,
\]
then
\[
u'(z) = \bar{u}'(a^{n/2}z)a^{n/2+1}, \quad \nu''(z) = \bar{u}''(a^{n/2}z)a^{n+1},
\]
\[
u'(z) = \bar{v}'(a^{n/2}z)a^{n/2+1}, \quad v''(z) = \bar{v}''(a^{n/2}z)a^{n+1}.
\]
Hence, after dropping “ -”, we have
\[
\begin{cases}
    u' + Dv' = \frac{c}{a^{n/2}} (1 - u - v), & \forall z \in \mathbb{R}, \\
    Dv'' + \frac{c}{a^{n/2}} v' = -uv^n, & \forall z \in \mathbb{R}, \\
    \lim_{z \to -\infty} (u, v) = (0, 1), \quad \lim_{z \to \infty} (u, v) = (1, 0). \quad (3.1)
\end{cases}
\]
By Theorem 1.4 of [3], there exist \( c_3(D, n) > 0 \) and \( c_4(D, n) > 0 \) such that if
\[
\frac{c}{a^{n/2}} < c_3(D, n),
\]
there exists no traveling wave of speed \( c \); but if
\[
\frac{c}{a^{n/2}} \geq c_4(D, n),
\]
there exists a traveling wave of speed \( c \), and the limits
\[
\lim_{D \to 0} \frac{c_3(D, n)}{\sqrt{D}}, \quad \lim_{D \to \infty} \frac{c_4(D, n)}{\sqrt{D}}
\]
are both finite and positive, depending only on \( n \). It is clear from the above that if \( a \) varies with \( D \), then
\[
c_{\min}(D, a, n) \to 0 \quad \text{if} \quad a^n D \to 0 \quad \text{as} \quad D \to \infty,
\]
\[
c_{\min}(D, a, n) \to \infty \quad \text{if} \quad a^n D \to \infty \quad \text{as} \quad D \to \infty.
\]

Therefore, the interesting case is \( a^n D \) has a finite and positive limit as \( D \to \infty \), and without loss of generality, we assume \( a^n D = 1 \). Our purpose is to derive explicit bounds under the assumption \( D \gg 1 \). The system \((3.1)\) now takes the form
\[
\begin{align*}
D^{-1}u' + v' - cD^{1/2}(1 - u - v) &= 0, \quad \forall z \in \mathbb{R}, \\
Dv'' + cD^{1/2}v' + uv^n &= 0, \quad \forall z \in \mathbb{R}, \\
\lim_{z \to -\infty} (u, v) &= (0, 1), \quad \lim_{z \to \infty} (u, v) = (1, 0).
\end{align*}
\]

Let
\[
y = cD^{-1/2}z, \quad \alpha(y) = 1 - v(z), \quad \beta(y) = \frac{1}{c^2 D} u(z).
\]
\[
-\alpha'(y)cD^{-1/2} = v'(z), \quad \alpha''(y)c^2 D^{-1} = -v''(z) \quad \beta'(y)c^3 D^{1/2} = u'(z).
\]

We have
\[
\begin{align*}
\alpha'' + \alpha'(y) &= \beta D(1 - \alpha)^n \quad \forall y \in \mathbb{R}, \\
\beta'(y) &= \frac{1}{c^2} (\alpha' + \alpha) - D \beta \quad \forall y \in \mathbb{R}.
\end{align*}
\]
Further, use $\alpha$ as the independent variable, $Q(\alpha) = \alpha y(y), \ B(\alpha) = \beta(y)$, we arrive at exactly

$$
\begin{cases}
QQ' + Q = DB(1 - \alpha)^n & \forall 0 \leq \alpha < 1, \\
QB' = -\frac{1}{c^2}(Q + \alpha) - DB, & 0 \leq \alpha < 1, \\
B(0) = Q(0) = 0, & B(\alpha) > 0, \ Q(\alpha) > 0 \quad \text{on} \quad (0,1).
\end{cases}
$$

(III)

It is again a system of 2nd order non-autonomous system ODEs.

Our main result in this case is the following theorem.

**Theorem 3.1.** Suppose $D \gg 1$ and $n \geq 1$.

(i) If $c < c(n)$, there exists no traveling wave to (III). But, if

(ii) $c$ satisfies

$$
c > \frac{\sqrt{c(n)}}{\sqrt{2}} \left( \sqrt{c^2(n) + 4 + c(n)} \right)^{1/2},
$$

there exists a traveling wave to (III).

The main technical result in this case is the following lemma.

**Lemma 3.2.** Suppose $D > 1$ and $n > 1$. Then, there exists a unique solution of (III) with

$$
Q(\alpha) = \nu \alpha + O(\alpha^2), \quad B(\alpha) = \frac{\nu (1 + \nu)}{D} + O(\alpha^2) \alpha \quad \text{as} \quad \alpha \searrow 0.
$$

Moreover,

(i) $DB(\alpha) \geq \alpha/c^2$, consequently, there is no traveling wave solution when $c < c(n)$,

(ii) $DB(\alpha) < \nu(1 + \nu)\alpha, \quad Q(\alpha) < \nu \alpha \quad \text{on} \quad (0,1)$.

Since the proof of Lemma 3.2 is in the same line of argument as Lemma 3.1 and Lemma 3.2 in [3], we omit the details here.

**Proof of Theorem 3.1.** It is a direct consequence of Lemma 3.2 and elementary computation.
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