Abstract. We propose a new gradient descent algorithm with added stochastic terms for finding the global optimizers of nonconvex optimization problems. A key component in the algorithm is the adaptive tuning of the randomness based on the value of the objective function. In the language of simulated annealing, the temperature is state-dependent. With this, we prove the global convergence of the algorithm with an algebraic rate both in probability and in the parameter space. This is a significant improvement over the classical rate from using a more straightforward control of the noise term. The convergence proof is based on the actual discrete setup of the algorithm, not just its continuous limit as often done in the literature. We also present several numerical examples to demonstrate the efficiency and robustness of the algorithm for reasonably complex objective functions.
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1. Introduction. The gradient descent method has long been used for the optimization of real-valued functions. For minimization of function $f(x) \in C^1$ and $f : \mathbb{R}^d \mapsto \mathbb{R}$, the algorithm takes the form

$$X_{n+1} = X_n - \eta_n G(X_n),$$

where $G(x) = \nabla f(x)$, $\eta_n$ is the step size, and $\{X_n\}$ are the iterates. Under proper conditions, the gradient descent algorithm converges to a local minimum within the basin of attraction. A sufficient convergence condition for strongly convex functions is $\eta_n = \eta < 2/L$, where $L$ is the Lipschitz constant for $G(x)$. We will also satisfy this condition in the stochastic setting proposed below. When applied to general functions with many local minima, there is no guarantee of convergence to a global minimum through gradient descent (1).

For about half a century, an additional random term has been proposed for (1) to achieve global convergence for nonconvex functions. It results in a stochastic gradient descent algorithm

$$X_{n+1} = X_n - \eta_n G(X_n) + \sigma_n \psi_n,$$

where $\{\psi_n\}$ are random variables following a certain distribution, and we will assume $\psi_n \sim \mathcal{N}(0, I)$, the standard $d$-dimensional Gaussian, hereafter. The standard deviation $\sigma_n$ controls the strength of the noise. Equation (2) represents the type of algorithm we focus on in this paper.

There are also many stochastic gradient descent techniques where the function and its gradient are intrinsically stochastic or where the gradient is stochastic from sampling, as is often the case in machine learning, e.g.,

$$X_{n+1} = X_n - \eta_n G(X_n; \xi_n),$$

where $G(x; \xi)$, parameterized by the random variable $\xi$, is a stochastic approximation to the true gradient $G(x)$. In this paper, we do not address algorithms on the common form (3) but will provide a numerical example in Section 5 where the adaptive variance is achieved by varying the batch size and offer a brief discussion on it in Section 6 under future directions. We also mention that the form (2) is sometimes used in the analysis of algorithm (3) with $G(X_n)$ as the expected value of $G(X_n, \xi_n)$. In an algorithm of the form (2), which is the focus of this work, there is an obvious dilemma. The sequence $\{\sigma_n\}$ has to converge to zero as $n$ increases even for convergence applied to convex functions.
On the other hand, if \( \sigma_n \) decreases too fast, the convergence will be to a local minimum and not the global one. This is analyzed in the classical papers \([15, 6, 19, 17, 14]\) starting from the late 1980s, and the critical decay rate is \( \mathcal{O}(\frac{1}{\log n}) \). The analyses were mainly based on the asymptotic limit as a stochastic differential equation related to the scaling,

\[
X_{n+1} = X_n - \eta_n G(X_n) + \sqrt{2\eta_n T_n} \psi_n,
\]

where \( T_n \in \mathbb{R}^+ \) is often referred to as the temperature parameter. To improve on this slow convergence rate, we propose an adaptive state-dependent \( \sigma_n \),

\[
X_{n+1} = X_n - \eta_n G(X_n) + \sigma_n (f(X_n)) \psi_n.
\]

This type of algorithm with an adaptive variance, which we label as “AdaVar” for future reference, can have a larger variance away from the minimum to explore the overall landscape and avoid trapping in a local minimum. It can then have a smaller variance for lower \( f \)-values, typically closer to the minimum. We will here use the simple form of the variance below based on the cutoff scalar value \( f_n \) with one variance for \( f \)-values above \( f_n \) and a smaller one for the case below the cutoff \( f_n \). The sequence of scalar values \( \{f_n\} \) are chosen by the user to implement the algorithm. That is,

\[
\sigma_n(f(X_n)) = \begin{cases} 
\sigma_n^-, & f(X_n) \leq f_n, \\
\sigma_n^+, & f(X_n) > f_n.
\end{cases}
\]

See Section 2 for details. We also assume that \( f \) has a Lipschitz continuous gradient and a unique global minimum. Furthermore, there should be an open set containing the global minimum where \( f \) is strongly convex.

Our main goal is to prove that there exists a stochastic gradient descent algorithm of this type, which has a much faster algebraic convergence rate in both probability and space than the classical logarithmic rate; see Theorem 1 below. We also prove that this algebraic rate in probability is optimal; see Proposition 1 below. We want to stress that the convergence proof is for the true discrete algorithm and not just for the continuous limit via stochastic differential equations, which is often the case in the literature. To have a clean proof, we assume certain properties of the objective function to be known, for example, the volume of the sub-level sets. Since that is not always available, we describe in Section 4 how these properties can be estimated during the optimization process. We further show that the exact properties are not required.

There are numerous similar strategies for global convergence, and many of them use multiple sequences of \( X_n \) values [28, Section 1]. In the simulated annealing algorithm [18], all new points that lower the objective function are accepted, and, with a certain probability, points that raise the objective function value are also accepted. For simulated annealing, the global convergence (in probability) is achieved as long as the iterates can visit the entire search domain, and can be proved for the discrete algorithm [21]. In parallel tempering and its variants, such as the replica exchange method [9], Metropolis type of acceptance-rejection strategies are used to alternate between different sequences of \( X_n \). When the multimodality of the objective function is mild, methods known as “multistart” [28, Section 2.6] and “random initialization” [5] can be efficient in finding the global minimum. In consensus-based optimization [4, 25], a group of particles explore the optimization landscape simultaneously under some stochastic influence and then build a consensus at the position of the weighted mean that is located near the global minimizer. There has also been work on global optimization using radial basis function interpolation from a history of carefully sampled iterates [2]. In a recent work [20], an algebraic convergence in both space and probability is achieved by using an \( \epsilon \)-greedy algorithm to obtain the iterates. In classical genetic algorithms (see the nice book [26] for several examples), global convergence is achieved by random seeding such that one of the locally converging sequences will converge to the global minimum. Optimal control problems aiming at selecting optimal tempering schemes to reduce computational cost have also been studied [13]. The algorithm proposed here can also be used in parallel but is powerful even as a single sequence method, as seen in Subsection 5.1.2.
The basin of attraction for the global minimum has a volume proportionally $10^{-7}$ of the volume of the entire domain, but the implicit seeding from the AdaVar algorithm practically converges in $\mathcal{O}(10^4)$ iterations, which is much faster than what random seeding could give.

The rest of the paper is organized as follows. The mathematical setup and the main result of the paper are presented in Section 2. We then prove the main theorem in Section 3 through several lemmas. In Section 4, we discuss algorithmic details in terms of the implementation of the proposed algorithm and several key parameter estimations. In Section 5, we present numerical examples illustrating the effectiveness of adaptive state-dependent variance. This includes a few illustrations that are not mathematically analyzed in the current study. One such instance pertains to the kind of optimization frequently seen in machine learning. Meanwhile, another focuses on optimization without gradients, a topic that is thoroughly examined in a separate work \cite{11}. These extensions are further discussed as part of Section 6.

2. Statement of Main Result. While the decay $\mathcal{O}(\sqrt[\log n]{\)}$ in $\sigma_n$ in (2) ensures the convergence of the iterates $X_n$ to the global minimizer $x^*$ in probability \cite{17}, it only gives a logarithmic convergence rate. In this paper, we propose a new SGD algorithm with an algebraic rate of convergence. The faster convergence here is achieved by having an adaptive and state-dependent noise term in the form of (5).

Let us consider a nonconvex objective function $f: \mathbb{R}^d \rightarrow \mathbb{R}$, $f \in C^2(\Omega_{sc})$ is strongly convex, and $b_1 I \leq \nabla^2 f(x) \leq b_2 I$, where $0 < b_1 \leq b_2 < \infty$, $x \in \Omega_{sc}$, and $I \in \mathbb{R}^{d \times d}$ is the identity matrix;

A2 $f(x)$ has a unique global minimizer $x^*$ that lies strictly inside $\Omega_{sc}$, and $f(x^*) = f^*$.

We follow the two-stage adaptive variance (6) and consider the following discrete algorithm for minimizing $f$. Let $\mathcal{X} \subset \mathbb{R}^d$ be a non-empty compact set such that $\Omega_{sc} \subseteq \mathcal{X}$. Given any $X_0 \in \mathcal{X}$, we propose an iterative optimization process for $n \geq 1$,

$$X_{n+1} = \begin{cases} X_n - \eta_n G(X_n) + \sigma_n \psi_n, & X_n \in \Omega_n, \\ \phi_n, & X_n \in \Omega_n^c \end{cases} \quad (7)$$

where $\sigma_n \in \mathbb{R}^+$ is the standard deviation of the Gaussian random term, and $\{\phi_n\}$ are i.i.d. random variables following $U(\mathcal{X})$, the uniform distribution on $\mathcal{X}$. The subset $\Omega_n \subset \mathbb{R}^d, \forall n \in \mathbb{N}$, is the $f_n$-sublevel set of function $f(x)$ defined as

$$\Omega_n = \{ x \in \mathbb{R}^d : f(x) \leq f_n \}, \quad (8)$$

where the real sequence $\{f_n\}$ monotonically decreases as $n$ increases. Note that the sublevel sets satisfy $\Omega_{n_1} \subseteq \Omega_{n_2}$ if $n_1 \geq n_2$. Without loss of generality, we assume that $\Omega_0 \subset \mathcal{X}$ for the chosen starting iterate $X_0$, and consequently, we have $\Omega_n \subset \mathcal{X}, \forall n \in \mathbb{N}$. The set $\mathcal{X}$ can be considered as the target search domain as (7) enforces the iterates $\{X_n\}$ to always come back to $\mathcal{X}$.

Let us emphasize that (7) is simply the limiting case of (5) together with the two-stage adaptive variance (6) when $\sigma_n^2$ is set to be $+\infty$.

We will use the following notations consistently throughout the paper. Given a measurable set $A \subset \mathbb{R}^d$ with a nonzero Lebesgue measure, i.e., $|A| > 0$,

$$X_n^+ := X_n - \eta_n G(X_n),$$

$$k_n(y, x) := \left( \frac{\sqrt{2\pi} \sigma_n}{n} \right)^{-d} \exp \left( -\frac{|y - x|^2}{2\sigma_n^2} \right), \quad x^+ = x - \eta_n G(x), \quad (9)$$

$$p_n(A) := \mathbb{P}(X_{n+1} \in A | X_n \in \Omega_n) = \frac{\int_{\Omega_n} \left( \int_A k_n(y, x) dy \right) d\mu_n(x)}{\int_{\Omega_n} d\mu_n(x)}, \quad (10)$$

$$q_n(A) := \mathbb{P}(X_{n+1} \in A | X_n \in \Omega_n^c) = \frac{|A \cap \mathcal{X}|}{|\mathcal{X}|}, \quad (11)$$

3. Statement of Main Result. We then prove the main theorem in Section 3 through several lemmas. In Section 4, we discuss algorithmic details in terms of the implementation of the proposed algorithm and several key parameter estimations. In Section 5, we present numerical examples illustrating the effectiveness of adaptive state-dependent variance. This includes a few illustrations that are not mathematically analyzed in the current study. One such instance pertains to the kind of optimization frequently seen in machine learning. Meanwhile, another focuses on optimization without gradients, a topic that is thoroughly examined in a separate work \cite{11}. These extensions are further discussed as part of Section 6.
where $\mu_n$ is the probability measure associated with the random variable $X_n$. Thus, $p_n$ and $q_n$ represent the conditional probability given $X_n \in \Omega_n$ and $X_n \in \Omega_n^c$, respectively.

The pinnacle of the proposed algorithm is how we control the decay rates of $\sigma_n$ and $|\Omega_n|$ simultaneously such that

1. $\sigma_n \to 0$ as $n \to 0$; That is, the noise variance upon the trusted region decreases.
2. $|\Omega_n| \to 0$ as $n \to \infty$, due to the monotonic decrease of $f_n$.

We add a few more assumptions that concretely determine the iteration in (7), based on which the main theorem holds. Let $c_0$ be the radius of a ball in $\mathbb{R}^d$ with unit volume.

**B1** The step size in (7) is a constant where $\eta_n = \eta < 2/b_2$.

**B2** For $n \geq 1$, $\sigma_n = \frac{c_0 \sqrt{|\Omega_n|}}{\sqrt{\log n}}$ where $\Omega_n$ depends on $f_n$ based on (8).

**B3** The sequence $\{f_n\}$ is chosen such that $|\Omega_{n+1}| = |\Omega_0|n^{-\alpha}$, $\forall n \geq 1$, where $0 < \alpha < \alpha^* = \frac{(c^*_n)^2}{4}$, $c^*_n = \frac{2b_2 - n^2b_2}{4} \left( \frac{b_1}{b_2} \right)^{\frac{3}{2}}$; $|\Omega_1| = |\Omega_0|$. We remark that if $f_n \equiv f_0$ for all $n$, we have $\Omega_n \equiv \Omega_0$. Consequently, **B2** becomes the classical decay rate $\sigma_n = O\left(\frac{1}{\sqrt{\log n}}\right)$. Our proposed algorithm (7) also reduces to the classical case (4) for which the $O\left(\frac{1}{\sqrt{\log n}}\right)$ decay rate is optimal to guarantee global convergence [15, 19, 17, 16]. Besides, if $\eta = 1/b_2$, the upper bound $\alpha^*$ for $\alpha$ in **B3** is maximized. We also stress that the formula in **B3** does not add any extra constraints on the objective function $f(x)$. It is only used to define the sequence $\{f_n\}$. In Section 4, we will discuss several strategies to estimate $\{f_n\}$ if unknown a priori.

We are ready to state the main theorem of this paper in the form of a concentration inequality.

**Theorem 1.** Let **A1-A2** and **B1-B3** hold and the iterates $\{X_n\}$ follow the stochastic gradient descent algorithm (7). Then, $\exists N \in \mathbb{N}$ such that $\forall n \geq N$,

$$
P \left( |X_n - x^*| > \epsilon_1 n^{-\alpha/d} \right) \leq \epsilon_2 n^{\alpha - \alpha_2},$$

where $\alpha_2 = \frac{\alpha}{2} + \frac{(c^*_n)^2}{4}$. Here, $\epsilon_1, \epsilon_2$ are constants that depend on $b_1$ and $b_2$.

The main goal here is to prove that there is an algorithm of AdaVar type with algebraic convergence rates. The algorithm depends on the volume of $\Omega_n$ as a function of $f_n$ and the parameters $b_1$ and $b_2$. From the proof in Section 3 and the analysis in Section 4, it is clear that these estimates can be very rough, and we would still have algebraic convergence but potentially with a smaller $\alpha$.

There are three main goals in the rest of the paper. The first is to prove in Section 3 the existence of the algebraically converging algorithm of this type as stated in Theorem 1. This is done by an explicit algorithm under the assumption that we know the value of $f(x^*) = f^*$, and the volume function of sub-level sets $\Omega^*(f) = \{x \in X | f(x) \leq f\}$, whose inverse exists. Given the volume $|\Omega_n|$, we can locate the cutoff values $f_n$ based on **B3**. After proving the results under the assumptions mentioned above, we consider the practical application of the algorithm and give guidance in Section 4 for how to estimate $f(x^*)$ and the sub-level set volume function $\Omega^*$ (and more importantly, its inverse function), which we often do not know a priori. Third, we present several numerical examples in Section 5 to demonstrate results from the previous two parts.

In our proof of Theorem 1, we mainly show that our algorithm, like many other algorithms in this category, achieves global convergence by balancing the “exploration” (visiting the entire search domain) and “exploitation” (concentrating around the global minimum) phases. More precisely, we show that the sequence $\{X_k\}_{k \geq 0}$ generated by the algorithm satisfies the following two properties:

**E1** (Exploration) For any subset $\Omega \subset X$ with non-zero Lebesgue measure, one of the history iterates will visit $\Omega$ almost surely. That is,

$$
P \left( \liminf_{k \to \infty} X_k \in \Omega \right) = 1.$$
E2 (Exploitation) For any $\epsilon > 0$, we have that

$$p_n^\epsilon := \mathbb{P}(|X_n - x^*| > \epsilon)^{n \to \infty} 0.$$  

Moreover, we show that, for our algorithm, $p_n^\epsilon$ converges to 0 at an algebraic rate. In our main proof of Theorem 1, we proved the “exploration” (Property 1) in Subsection 3.1 and the “exploitation” (Property 2) in Subsection 3.2.

It turns out that, any stochastic optimization algorithm that achieves global convergence with only E1 and E2, i.e., without utilizing more specific structures of the objective function $f$, can not have a convergence rate that is faster than $O(n^{-1})$, as summarized in the following proposition.

**Proposition 1.** Let $\{X_k\}_{k \geq 0}$ be a sequence satisfies E1 and E2. Then

$$n^{1+\gamma} p_n^\epsilon \xrightarrow{n \to \infty} +\infty, \quad \forall \gamma > 0.$$  

**Proof.** Assume otherwise, then the sequence $\{p_n^\epsilon\}$ converges to 0 faster than $O(n^{-1})$. Therefore the series $\sum_{k=0}^{\infty} p_k^\epsilon$ converges. This means that $\exists N \in \mathbb{N}$ such that

$$\sum_{k=N}^{\infty} p_k^\epsilon \leq 1/2.$$  

For this $N$, and a sufficiently small $\delta > 0$, let $\Omega$ be a subset of $\mathbb{X} \setminus (\bigcup_{k=0}^{N-1} B_\delta(X_k) \cup B_\epsilon(x^*))$ where $B_\delta(X_k)$ (resp $B_\epsilon(x^*)$) is the open ball of radius $\delta$ (resp $\epsilon$) centered at $X_k$ (resp $x^*$). Then

$$X_0, \ldots, X_{N-1} \notin \Omega.$$  

For this particular choice of $\Omega$, we have that

$$\mathbb{P} \left( \bigcup_{k=0}^{\infty} \{X_k \in \Omega\} \right) = \lim_{n \to \infty} \mathbb{P} (\{X_n \in \Omega\} \cup \{X_{n-1} \in \Omega\} \cup \ldots \cup \{X_N \in \Omega\} \cup \ldots \cup \{X_0 \in \Omega\}) = \lim_{n \to \infty} \mathbb{P} (\{X_n \in \Omega\} \cup \{X_{n-1} \in \Omega\} \cup \ldots \cup \{X_N \in \Omega\}) \leq \sum_{k=N}^{\infty} \mathbb{P} \{X_k \in \Omega\} \leq \sum_{k=N}^{\infty} p_k^\epsilon \leq 1/2.$$  

This contradicts the “exploration” condition in E1.

3. **Convergence Proof.** The proof of Theorem 1 is divided into three parts. In Subsection 3.1, we first present several lemmas demonstrating that the iterates following algorithm (7) will visit any subset of the domain of interest with a nonzero measure almost surely, under the assumptions in Section 2. In Subsection 3.2, we present another three lemmas to obtain the lower and upper bounds for the key conditional probability $p_n(\Omega_{n+1}^c)$ when $n$ is sufficiently large. Finally, in Subsection 3.3, we combine all the previous lemmas and prove that the iterates converge to the global minimizer in probability with concrete algebraic convergence rates.

3.1. **Property One: Full Coverage of the Entire Domain.** Given the initial iterate $X_0$, we are interested in finding the global minimum within the set $\mathbb{X}$. For an arbitrary measurable set $\Omega \subseteq \mathbb{X}$ where $|\Omega| \neq 0$, we use the following shorthand notations hereafter:
Fig. 1: Illustrations for proofs of Property One in Section 3.1 and Property Two in Section 3.2. The set \( \Omega \) in (a) is used in all lemmas in Section 3.1. The distance \( d_n(x) \) in (b) is defined in (39).

- the event \( X_n \in \Omega_n \) as \( A_n \),
- the event \( X_n \not\in \Omega_n \) as \( A_n^c \),
- the event \( X_n \in \Omega \) as \( B_n \),
- the event \( X_n \not\in \Omega \) as \( B_n^c \).

See Figure 1a for illustrations of \( \Omega, \Omega_n \) and related sets. We start with the following lemma.

**Lemma 1.** Given any \( x \in \mathbb{R}^d \) and \( \sigma, V \in \mathbb{R}^+ \), let \( \mathcal{M}_V = \{ A \subseteq \mathbb{R}^d : |A| = V \} \). For any set \( A \in \mathcal{M}_V \), we have

\[
\left( \frac{\sqrt{2\pi}\sigma}{2} \right)^{-d} \int_A \exp \left( -\frac{|y-x|^2}{2\sigma^2} \right) dy \leq \left( \frac{\sqrt{2\pi}\sigma}{2} \right)^{-d} \int_{B(x;R)} \exp \left( -\frac{|y-x|^2}{2\sigma^2} \right) dy,
\]

where \( B(x;R) \in \mathcal{M}_V \) is a ball centered at \( x \) with radius \( R = c_0 \sqrt{V} \), \( c_0 = \pi^{-\frac{d}{2}} \sqrt{\Gamma \left( \frac{d}{2} + 1 \right)} \) being the radius for a ball of unit volume in \( \mathbb{R}^d \).

**Proof.** First, recall that the volume of a \( d \)-dimensional ball of radius \( R \) is \( \frac{(\sqrt{\pi})^d}{\Gamma \left( \frac{d}{2} + 1 \right)} \), where \( \Gamma(s) \) is the Gamma function. Thus, a \( d \)-dimensional ball of radius \( R = c_0 \sqrt{V} \) has volume \( V \).

Next, we define a function \( f(x,y;\sigma) = \left( \frac{\sqrt{2\pi}\sigma}{2} \right)^{-d} e^{-\frac{|y-x|^2}{2\sigma^2}} \). Given any \( A \in \mathcal{M}_V \),

\[
\int_A f(x,y;\sigma) dy = \int_{A \cap B(x;R)} f(x,y;\sigma) dy + \int_{A \setminus B(x;R)} f(x,y;\sigma) dy \leq \int_{A \cap B(x;R)} f(x,y;\sigma) dy + |A \setminus B(x;R)| \max_{y \in B(x;R)} f(x,y;\sigma) \leq \int_{A \setminus B(x;R)} f(x,y;\sigma) dy + |B(x;R) \setminus A| e^{-\frac{d^2}{2\sigma^2}},
\]

\[
\int_{B(x;R)} f(x,y;\sigma) dy = \int_{A \cap B(x;R)} f(x,y;\sigma) dy + \int_{B(x;R) \setminus A} f(x,y;\sigma) dy \geq \int_{A \cap B(x;R)} f(x,y;\sigma) dy + |B(x;R) \setminus A| \min_{y \in B(x;R) \setminus A} f(x,y;\sigma) \geq \int_{A \cap B(x;R)} f(x,y;\sigma) dy + |B(x;R) \setminus A| e^{-\frac{d^2}{2\sigma^2}}.
\]
Since \(|B(x; R) \setminus A| = |A \setminus B(x; R)|\) as a result of \(|B(x; R)| = |A| = V\), we conclude with (12) by combining (13) with (14).

Next, we obtain the following key lemma, which shows that we can “restart” and “forget” the history of \(X_{n-1}, \ldots, X_0\) once the \(n\)-th iterate \(X_n \in \Omega_n^c\).

**Lemma 2.** Consider random variables \(\{X_n\}\) generated by the stochastic algorithm (7). For any \(0 \leq n < m < \infty\), and arbitrary measurable sets \(S_n, \ldots, S_{m-1}, S_m \subseteq \mathcal{X}\) where \(S_{m-1} \subseteq \Omega_{m-1}^c\), the conditional probability

\[
P(X_m \in S_m | X_{m-1} \in S_{m-1}, \ldots, X_n \in S_n) = P(X_m \in S_m | X_{m-1} \in S_{m-1}) = \frac{|S_m|}{|\mathcal{X}|},
\]

**Proof.** The main algorithm in (7) yields a discrete-time Markov chain on a measurable state space \(\mathcal{X}\). The joint probability is given by

\[
P(X_n \in S_n, X_{n+1} \in S_{n+1}, \ldots, X_m \in S_m) = \int_{S_n} \int_{S_{n+1}} \cdots \int_{S_{m-1}} \int_{S_m} p_{m-1}(x_{m-1}, dx_m) p_{m-2}(x_{m-2}, dx_{m-1}) \cdots p_n(x_n, dx_{n+1}) \mu_n(dx_n),
\]

where \(p_n\) is the Markov kernel from \(X_n\) to \(X_{n+1}\) and \(\mu_n\) is the associated probability measure for \(X_n\). Based on the particular bi-level variance in (7), the Markov kernel \(p_m\) has an analytic form

\[
p_n(x_n, dx_{n+1}) = \left(\sum_{x_n \in \Omega_n} k_n(x_{n+1}, x_n) + \sum_{x_n \notin \Omega_n} \frac{1}{|\mathcal{X}|}\right) dx_{n+1}, \quad \forall n,
\]

where \(k_n\) is defined in (9), i.e.,

\[
k_n(x_{n+1}, x_n) = \left(\frac{2 \pi \sigma_n}{2}\right)^{-d} \exp\left(-\frac{|x_{n+1} - x_n|^2}{2 \sigma_n^2}\right), \quad x_n = x_n - \eta_n G(x_n).
\]

In particular, if \(S_{m-1} \subseteq \Omega_{m-1}^c\), which implies that \(x_{m-1} \notin \Omega_{m-1}\), we have that

\[
p_{m-1}(x_{m-1}, dx_m) = |\mathcal{X}|^{-1} dx_m.
\]

Therefore, the conditional probability

\[
P(X_m \in S_m | X_n \in S_n, X_{n+1} \in S_{n+1}, \ldots, X_{m-1} \in S_{m-1}) = \frac{\int_{S_n} \int_{S_{n+1}} \cdots \int_{S_{m-1}} \int_{S_m} \left|\mathcal{X}\right|^{-1} dx_m p_{m-1}(x_{m-1}, dx_{m-1}) \cdots p_n(x_n, dx_{n+1}) \mu_n(dx_n)}{\int_{S_n} \int_{S_{n+1}} \cdots \int_{S_{m-1}} \int_{S_m} \left|\mathcal{X}\right|^{-1} dx_m p_{m-1}(x_{m-2}, dx_{m-1}) \cdots p_n(x_n, dx_{n+1}) \mu_n(dx_n)}
\]

\[
= \int_{S_m} \left|\mathcal{X}\right|^{-1} dx_m = P(X_m \in S_m | X_{m-1} \in S_{m-1}),
\]

which finishes the proof.

Let us define a key ratio that will be used in the rest of the section,

\[
s_n = c_0^d \sqrt{\frac{\Omega_n^c}{\sigma_n}}.
\]

We next provide a lower bound for the probability of “jumping out” of the lower-variance region.

**Lemma 3.** Consider random variables \(\{X_n\}\) generated by the stochastic algorithm (7). For any \(0 \leq n < m < \infty\), and arbitrary measurable sets \(S_n, \ldots, S_{m-1} \subseteq \mathcal{X}\) where \(S_{m-1} \subseteq \Omega_{m-1}^c\), the conditional probability satisfies

\[
P(X_m \in \Omega_{m-1}^c | X_{m-1} \in S_{m-1}, \ldots, X_n \in S_n) \geq c_s s_{m-1}^{-2} \ell_m,
\]

where \(s_{m-1}\) is defined in (19) and the constant \(c\) only depends on the dimension \(d\).
Proof. If \( x_{m-1} \in \Omega_{m-1} \), based on (17) and Lemma 1, we have that
\[
\int_{S_m} p_{m-1}(x_{m-1}, dx_m) = \int_{S_m} k_{m-1}(x_m, x_{m-1}) dx_m \leq \int_{B(x_{m-1}^+, r)} k_{m-1}(x_m, x_{m-1}) dx_m,
\]
where the ball \( B(x_{m-1}^+, r) \) is centered at \( x_{m-1}^+ = x_{m-1} - \eta_{m-1} G(x_{m-1}) \) with radius \( r \) such that \( |B(x_{m-1}^+, r)| = |S_m| \). We can further investigate the upper bound:
\[
\int_{B(x_{m-1}^+, r)} k_{m-1}(x_m, x_{m-1}) dx_m = \left( \sqrt{2\pi \sigma_{m-1}} \right)^{-d} \int_{B(x_{m-1}^+, r)} \exp \left( - \frac{|x_m - x_{m-1}^+|^2}{2\sigma_{m-1}^2} \right) dx_m = \left( \sqrt{2\pi \sigma_{m-1}} \right)^{-d} \int_{B(0, r)} \exp \left( - \frac{|x|^2}{2\sigma_{m-1}^2} \right) dx =: C(|S_m|, \sigma_{m-1}),
\]
due to the translation invariance of the isotropic Gaussian kernel. As a result, the upper bound is independent of the location of \( x_{m-1} \) except the fact that \( x_{m-1} \in \Omega_{m-1} \). It only depends on two constants, the volume \( |S_m| \) and \( \sigma_{m-1} \).

Next, we revisit the expansion in (18) for this scenario:
\[
\mathbb{P} (X_m \in S_m \mid X_n \in S_n, \cdots, X_{m-1} \in S_{m-1}) = \frac{\int_{S_n} \cdots \int_{S_{m-1}} \left( \int_{S_{m-1}} p_{m-1}(x_{m-1}, dx_m) \right) p_{m-2}(x_{m-2}, dx_{m-1}) \cdots \mu_n(dx_n)}{\int_{S_n} \cdots \int_{S_{m-1}} p_{m-2}(x_{m-2}, dx_{m-1}) \cdots \mu_n(dx_n)} 
\leq \frac{\int_{S_n} \cdots \int_{S_{m-1}} C(|S_m|, \sigma_{m-1}) p_{m-2}(x_{m-2}, dx_{m-1}) \cdots \mu_n(dx_n)}{\int_{S_n} \cdots \int_{S_{m-1}} p_{m-2}(x_{m-2}, dx_{m-1}) \cdots \mu_n(dx_n)} = C(|S_m|, \sigma_{m-1}).
\]

In particular, if \( S_m = \Omega_m \), we have the following lower bound:
\[
\mathbb{P} (X_m \in \Omega_m \mid X_n \in S_n, \cdots, X_{m-1} \in S_{m-1}) = 1 - C(\Omega_m|, \sigma_{m-1}) 
\geq 1 - C(\Omega_m, \sigma_{m-1}) = \frac{1}{(\sqrt{2\pi \sigma_{m-1}})^d} \int_{|x| > r_m} \exp \left( - \frac{|x|^2}{2\sigma_{m-1}^2} \right) dx 
\geq \frac{1}{(\sqrt{2\pi \sigma_{m-1}})^d} \int_{|x| \geq r_{m-1}} \exp \left( - \frac{|x|^2}{2\sigma_{m-1}^2} \right) dx 
\geq \frac{(2d/2 - 1)r_{m-1}^{d-1}c_0^{-d}}{(\sqrt{2\pi \sigma_{m-1}})^d} \exp \left( - \frac{r_{m-1}}{\sigma_{m-1}^2} \right) = \beta_1 s_{m-1}^{d/2} e^{-s_{m-1}^2},
\]
where \( s_n \) is given in (19) and \( \beta_1 = \frac{(2d/2 - 1)c_0^{d-1}}{(\sqrt{2\pi \sigma_{m-1}})^d} \).

We are ready to present the main lemma showing that for any given set with a positive Lebesgue measure, at least one of the history iterates can visit the set almost surely.

Lemma 4. Under the assumptions in B2 and B3, for any closed subset \( \Omega \subset X \) where \( |\Omega| > 0 \), we have
\[
\mathbb{P} \left( \bigcup_{n=0}^{\infty} \{X_n \in \Omega\} \right) = 1.
\]
Proof. Recall that we denote the event $X_n \in \Omega$ by $B_n$. We will prove the equivalence of (21):

$$P\left( \bigcap_{n=0}^{\infty} \{ X_n \notin \Omega \} \right) = \lim_{N \to \infty} P(B_{N+1}^c \cap B_N^c \cap \cdots \cap B_0^c) = 0.$$  

Without loss of generality, let us assume that $N$ is odd. We first observe that

$$P(B_{N+1}^c \cap B_N^c \cap \cdots \cap B_0^c) \leq P(B_{N+1}^c \cap B_{N-1}^c \cap B_{N-3}^c \cdots \cap B_0^c).$$  

Next, we define the event

$$C_{N+1} := B_{N+1}^c \cap B_{N-1}^c \cap B_{N-3}^c \cdots \cap B_0^c.$$  

It is sufficient to show that $\lim_{N \to \infty} P(C_{N+1}) = 0$ to finish the proof.  

Based on its definition, we have

$$P(C_{N+1}) = P(B_{N+1}^c \cap C_{N-1}) = P(B_{N+1}^c | C_{N-1}) P(C_{N-1})$$

$$= (1 - P(B_{N+1}^c | C_{N-1})) P(C_{N-1}) = P(C_{N-1}) - P(B_{N+1}^c \cap C_{N-1}).$$

This gives us the relation

$$P(C_{N+1}) = P(C_{N-1}) - P(B_{N+1}^c \cap C_{N-1}).$$

The next step is to bound the term $P(B_{N+1}^c \cap C_{N-1})$ from below. To do this, we first observe that

$$P(B_{N+1}^c \cap C_{N-1}) = P\left( B_{N+1}^c \cap (A_N \cup A_N^c) \cap (A_{N-1} \cup A_{N-1}^c) \cap C_{N-1} \right).$$

Utilizing the relations

$$\alpha \cap (\beta \cup \beta^c) \cap (\gamma \cup \gamma^c) \cap \delta = \left( (\alpha \cap \beta) \cup (\alpha \cap \beta^c) \right) \cap \left( (\gamma \cap \delta) \cup (\gamma^c \cap \delta) \right),$$

$$\alpha \cup (\beta \cap \delta) \cap (\gamma \cup \delta) = (\alpha \cup \gamma) \cup (\beta \cap \delta) \cup (\alpha \cap \delta) \cup (\beta \cap \delta),$$

we can rewrite (23) into

$$P(B_{N+1}^c \cap C_{N-1}) = P\left( (A \cap C) \cup (B \cap C) \cup (A \cap D) \cup (B \cap D) \right)$$

$$= P((A \cap C) \cup (B \cap C)) + P((A \cap D) \cup (B \cap D)) - P((A \cap C) \cup (B \cap C)) \cap ((A \cap D) \cup (B \cap D)), $$

where

$$A := B_{N+1} \cap A_N, \quad B := B_{N+1} \cap A_N^c, \quad C := A_{N-1} \cap C_{N-1}, \quad D = A_{N-1}^c \cap C_{N-1}.$$  

From the definition, we see that $A \perp B$ and $C \perp D$. This immediately gives us that the last term of (24) is zero. Moreover, (24) can be simplified to

$$P(B_{N+1}^c \cap C_{N-1}) = P(A \cap C) + P(B \cap C) + P(A \cap D) + P(B \cap D),$$  

since $P(A \cap C \cap B \cap C) = P(A \cap D \cap B \cap D) = 0$.  

Meanwhile, using the fact that $P(A \cap C) \geq 0$ and $P(A \cap D) \geq 0$, we have

$$P(B_{N+1}^c \cap C_{N+1}) \geq P(B \cap C) + P(B \cap D)$$

$$= P(B_{N+1}^c \cap A_N \cap A_{N-1} \cap C_{N-1}) + P(B_{N+1}^c \cap A_N^c \cap A_{N-1}^c \cap C_{N-1}).$$

We can express the joint distribution using the product of several conditional distributions:
(26) \[ \mathbb{P}(B_{N+1} \cap A_N^c \cap A_{N-1} \cap C_{N-1}) = \]
\[ \mathbb{P}(B_{N+1}|A_N^c \cap A_{N-1} \cap C_{N-1})\mathbb{P}(A_N^c|A_{N-1} \cap C_{N-1})\mathbb{P}(A_{N-1}|C_{N-1})\mathbb{P}(C_{N-1}). \]

We define \( t_{N-1} := \mathbb{P}(A_{N-1}^c|C_{N-1}) \), and thus \( \mathbb{P}(A_{N-1}|C_{N-1}) = 1 - t_{N-1} \). The first term \( \mathbb{P}(B_{N+1}|A_N^c \cap A_{N-1}) \) is a constant thanks to Lemma 2 as
\[ \mathbb{P}(B_{N+1}|A_N^c \cap A_{N-1}) = \mathbb{P}(B_{N+1}|A_N^c) = |\Omega|/|\mathcal{X}| =: C_\Omega. \]

Based on Lemma 3, the second term on the right-hand side \( \mathbb{P}(A_N^c|A_{N-1} \cap C_{N-1}) \) is lower bounded by \( \ell_N \). Similarly,
\begin{align*}
(27) \quad \mathbb{P}(B_{N+1} \cap A_N^c \cap A_{N-1}^c \cap C_{N-1}) & = \\
& \mathbb{P}(B_{N+1}|A_N^c \cap A_{N-1}^c \cap C_{N-1})\mathbb{P}(A_N^c|A_{N-1}^c \cap C_{N-1})\mathbb{P}(A_{N-1}^c|C_{N-1})\mathbb{P}(C_{N-1}).
\end{align*}

The first term on the right-hand side equals to \( C_\Omega \), the second term equals to \( |\Omega_N|/|\mathcal{X}| =: \delta_N \), and the third term is \( t_{N-1} \).

Note that \( \delta_N = O(N^{-\alpha}) \) where \( 0 < \alpha < 1 \), as a result of B3. With Assumption B2, \( \ell_N = c^{(\log(N-1))^{d/2}} \) where the constant \( c \) only depends on \( d \). Clearly, \( \ell_N \) decays to zero faster than \( \delta_N \) as \( N \to \infty \). Consider an odd integer \( M \in \mathbb{N} \) such that for all \( N \geq M \), \( \ell_N < \delta_N \). Together with (22), we have
\[ \mathbb{P}(C_{N+1}) \leq \mathbb{P}(C_{N-1}) - \left[(C_\Omega \cdot \delta_N \cdot t_{N-1}) + (C_\Omega \cdot \ell_N(1 - t_{N-1}))\right]\mathbb{P}(C_{N-1}) \leq (1 - C_\Omega \ell_N)\mathbb{P}(C_{N-1}) \leq (1 - C_\Omega \ell_N)(1 - C_\Omega \ell_{N-2}) \cdots (1 - C_\Omega \ell_M). \]

Since \( \ell_k \) decays to zero slower than \( 1/k \), we also have
\[ \prod_{k=M, \text{odd}}^{\infty} (1 - C_\Omega \ell_k) = 0, \]
which concludes the proof.

3.2. Property Two: Jumping-In Easier Than Jumping-Out. In Subsection 3.1, we have shown that the sequence of iterates \( \{X_n\} \) can almost surely visit any subset of \( \mathcal{X} \) with a positive Lebesgue measure at least once. Next, we will show that under the assumptions stated in Section 2, the iterate \( X_n \) is more likely to jump from \( \Omega_n^c \) into the set \( \Omega_{n+1} \) than to jump from \( \Omega_n \) to \( \Omega_{n+1}^c \). That is,
\[ \lim_{n \to \infty} \frac{\mathbb{P}(X_{n+1} \in \Omega_{n+1}^c|X_n \in \Omega_n)}{\mathbb{P}(X_{n+1} \in \Omega_{n+1}|X_n \in \Omega_n)} = \lim_{n \to \infty} \frac{p_n(\Omega_{n+1}^c)}{q_n(\Omega_{n+1})} = 0. \]

This is a necessary property for the SGD algorithm in (7) to guarantee global convergence. While \( q_n(\Omega_{n+1}) = \frac{|\Omega_{n+1}|}{|\Omega_n|} \), is given explicitly, we will use an upper bound for \( p_n(\Omega_{n+1}^c) \) in the following lemmas. The technique here is different from those in Subsection 3.1 where a lower bound of \( p_n(\Omega_{n+1}^c) \) was used.

Consider \( x \) as a realization of the random variable \( X_n \). Recall \( x^+ = x - \eta_n G(x) \) as used in (9). First, we justify that for large \( n \), \( x^+ \in \Omega_n \) if \( x \in \Omega_n \) as a realization of \( X_n \).

**Lemma 5.** Under the assumptions in A1- A2, B1 and B3, for any \( \gamma > \gamma^* = (2\eta b_2 - \eta^2 b_2^2)^{-1} \), we choose \( \epsilon > 0 \) sufficiently small so that \( B(x^+; \epsilon) \subseteq \Omega_{sc} \) and
\begin{equation}
(b_1 \nabla^2 f(x^+) - \nabla^2 f(z)) \leq b_3^{-1} \nabla^2 f(x^+), \quad b_3 = \left( 1 - \frac{b_1}{\gamma b_2} \right)^{1/2} \leq 1,
\end{equation}
for all \( z \in B(x^+; \epsilon) \), where the inequalities hold entry-wise. Then, \( \exists N \in \mathbb{N} \) such that \( \forall n \geq N, \Omega_n \subseteq B(x^+; \epsilon) \). Moreover, if \( x \in \Omega_n \) and \( n > N \), then \( x^+ = x - \eta_n G(x) \in \Omega_{n+1} \).
Proof. Consider our global minimizer \( x^* \) and its \( \epsilon \)-neighborhood \( B(x^*; \epsilon) \) with the given \( \epsilon \). By construction, the sequence \( \{f_n\} \) contains the scalar cutoff values in (7). By B3, the volume of the sublevel set \( \Omega_n \) determined by \( f_n \) decays to 0 as \( n \) increases, so we have \( \lim_{n \to \infty} f_n = f(x^*) = \hat{f}^* \). Thus, \( \exists N_1 \in \mathbb{N} \) such that for any \( n \geq N_1, \Omega_n \subseteq B(x^*; \epsilon) \subseteq \Omega_{sc} \). Next, we consider \( x \in \Omega_n \) for \( n > N_1 \) such that \( \Omega_n \subseteq \Omega_{n-1} \subseteq B(x^*; \epsilon) \).

Based on Assumptions A1-A2, the following holds for any \( y_1, y_2 \in \Omega_{sc} \):

**C1** \( G(y_1)^T (y_2 - y_1) + b_1/2 |y_2 - y_1|^2 \leq f(y_2) - f(y_1) \leq G(y_1)^T (y_2 - y_1) + b_2/2 |y_2 - y_1|^2 \).

**C2** \( \sqrt{2b_1(f(y_1) - \hat{f}^*)} \leq \sqrt{2b_2(f(y_1) - \hat{f}^*)} \), with \( \hat{f}^* = f(x^*) \).

Here \( | \cdot |_2 \) denotes the Euclidean (\( \ell^2 \)) norm of the vector. We plug \( y_1 = x \) and \( y_2 = x^* - x - \eta_n G(x) \) into C1 and C2. Since \( 0 < \eta_n = \eta < 2/b_2 \) (by Assumption B1), we have \( \eta - b_2 \eta^2/2 > 0 \) and

\[
f(x^+) - \hat{f}^* \leq f(x) - \hat{f}^* - (\eta - b_2 \eta^2/2) |G(x)|^2
\]

(30)

where \( \gamma^* = (2b_2 - \eta^2 b_2^2)^{-1} = (1 - (\eta b_2 - 1)^2)^{-1} \geq 0 \) as a result of \( 0 < \eta < 2/b_2 \). If \( x \in \Omega_{n+1} \subseteq \Omega_n \), (30) also implies \( x^+ \in \Omega_{n+1} \) since \( f(x^+) < f(x) \leq f_{n+1} \). Therefore, we focus on the case where \( x \in \Omega_n \backslash \Omega_{n+1} \). The set difference is non-empty since \( |\Omega_{n+1}| < |\Omega_n| \) by Assumption B3.

From the Taylor expansion of \( f \) around \( x^* \) and the multi-dimensional mean-value theorem, \( \forall y \in B(x^*; \epsilon) \), we have

\[
f(y) = f(x^*) + \nabla f(x^*)^T (y - x^*) + \frac{1}{2}(y - x^*)^T \nabla^2 f(z(y))(y - x^*), \quad z(y) = \tau x^* + (1 - \tau)y,
\]

for some \( 0 \leq \tau \leq 1 \). Since \( y \in B(x^*; \epsilon) \), we also have that \( z(y) \in B(x^*; \epsilon) \). Moreover, as a result of \( \nabla f(x^*) = 0 \) and \( f(x^*) = \hat{f}^* \), together with (29), \( \forall y \in B(x^*; \epsilon) \), we have

\[
\frac{b_2}{2} (y - x^*)^T \nabla^2 f(x^*)(y - x^*) \leq f(y) - \hat{f}^* \leq \frac{1}{2 b_2} (y - x^*)^T \nabla^2 f(x^*)(y - x^*).
\]

(31)

Next, we restrict \( y \) to \( \Omega_{n-1} \backslash \Omega_n, \forall n > N_1 \), a subset of \( B(x^*; \epsilon) \). The set difference is non-empty since \( |\Omega_n| < |\Omega_{n-1}| \) by B3. Using the fact that \( f_n < f(y) \leq f_{n-1} \) and (31), we obtain that

\[
\Omega_{n-1} \backslash \Omega_n \subseteq \overline{E}_{n-1} \backslash \overline{E}_n,
\]

where the two sets \( \overline{E}_{n-1} \) and \( \overline{E}_n \) are two nested ellipsoids defined by

\[
\overline{E}_n := \{ x | (x - x^*)^T \nabla^2 f(x^*)(x - x^*) \leq 2 b_2^{-1} (f_n - \hat{f}^*) \},
\]

\[
\overline{E}_{n-1} := \{ x | (x - x^*)^T \nabla^2 f(x^*)(x - x^*) \leq 2 b_2 (f_n - \hat{f}^*) \}.
\]

We then have the important set relation for any \( n > N_1 \),

\[
\overline{E}_n \subseteq \Omega_n \subseteq \Omega_{n-1} \subseteq \overline{E}_{n-1}, \quad \overline{E}_{n+1} \subseteq \Omega_{n+1} \subseteq \Omega_n \subseteq \overline{E}_n.
\]

Combining the two set relations, we have

\[
\overline{E}_n \subseteq \Omega_n \subseteq \overline{E}_n, \quad n > N_1.
\]

In other words, \( \Omega_n \) is nested between two ellipsoids centered at \( x^* \) for \( n > N_1 \). Its volume is thus bounded in between by \( |\overline{E}_n| \) and \( |\overline{E}_n| \). Define \( c_3 = (\sqrt{2} b_2)^{-1/2} \), \( c_3 = (\sqrt{2} b_2)^{-1/2} \), \( c_3 = (\sqrt{2} b_2)^{-1/2} \), \( c_3 = (\sqrt{2} b_2)^{-1/2} \), \( c_3 = (\sqrt{2} b_2)^{-1/2} \), and \( c_3 = (\sqrt{2} b_2)^{-1/2} \), we have

\[
|\overline{E}_n| = c_3 b_2^{d/2} (f_n - \hat{f}^*)^{d/2} \leq |\Omega_n| \leq c_3 b_2^{-d/2} (f_n - \hat{f}^*)^{d/2} = |\overline{E}_n|,
\]

(35)

\[
b_2 c_3^{2/d} |\Omega_n|^{2/d} \leq f_n - \hat{f}^* \leq b_2^{-1} c_3^{-2/d} |\Omega_n|^{2/d},
\]

(36)
for \( n > N_1 \). Based on Assumption B3, for \( n \geq 1 \), \(|\Omega_{n+1}| = |\Omega_0| n^{-\alpha} \) for some \( \alpha \in (0, 1) \). Together with (36), we have the following for \( n > \max(2, N_1) \),

\[
(37) \quad b_n \leq \frac{f_{n+1} - f^*}{f_n - f^*} \leq 1, \quad \text{where} \quad b_n = b_1^2 \left( \frac{n}{n-1} \right) \sqrt{2} = \left( 1 - \frac{b_1}{\gamma b_2} \right) \left( 1 - \frac{1}{n} \right)^{\frac{2}{\gamma}}.
\]

On the other hand, since \( \gamma > \gamma^* \geq 1 \), we know that \( b_{\gamma} > b_{\gamma^*} \) based on (29). Therefore, let \( N_2 \) be the smallest integer that is not smaller than \( \left( 1 - (b_{\gamma^*}/b_1)^2 \right)^{-1} \). Then \( \forall n \geq N_2 \), we have \( b_n \geq 1 - \frac{b_1}{\gamma^* b_2} \). Together with (30), we find that

\[
(38) \quad \frac{f(x^*) - f^*}{f(x) - f^*} \leq \frac{f(x^*) - f^*}{f(x) - f^*} \leq 1 - \frac{b_1}{\gamma^* b_2} \leq b_n \leq \frac{f_{n+1} - f^*}{f_n - f^*}, \quad \forall n \geq N = \max(N_1, N_2).
\]

Since (38) also implies \( f(x^+) \leq f_{n+1} \), we conclude that \( x^+ \in \Omega_{n+1} \) provided \( x \in \Omega_n \).

Next, we provide a lower bound for \( \frac{d_{\delta}(x)}{c_0 \sqrt{|\Omega_n|}} \), where

\[
(39) \quad d_{\delta}(x) = \inf_{y \in \Omega_{n+1}} |y - x^+|
\]

for a given \( x \in \Omega_n \) and \( x^+ = x - \eta_n G(x) \).

**Lemma 6.** Let Assumption B2 and all conditions in Lemma 5 hold. There exists \( N_3 \in \mathbb{N} \) such that \( \forall n \geq N_3 \), we have \( c^* \leq \frac{d_{\delta}(x)}{c_0 \sqrt{|\Omega_n|}} \leq 1 \) for all \( x \in \Omega_n \), where \( c^* = \frac{1}{\sqrt{\gamma}} \left( \frac{b_1}{b_2} \right)^\frac{1}{2} \) and \( \gamma^* = (2b_2 - \eta^2 b_2^2)^{-1} \).

**Proof.** Let \( n, \gamma \) be those given in the conditions of Lemma 5, whose conclusions hold here by the assumptions. We consider the case that \( x \in \Omega_n \) where \( n > N \). Here, \( x \) is a possible realization of the random variable \( X_n \). Thus, we have \( x^+ \in \Omega_{n+1} \) and \( \Omega_{n+1} \subseteq \Omega_{sc} \). We also have that

\[
d_{\delta}(x) = \inf_{y \in \Omega_{n+1}} |y - x^+| = \inf_{y \in \partial \Omega_{n+1}} |y - x^+| = \inf_{y \in \partial \Omega_{n+1}} |y - x^+|.
\]

See Figure 1b for an illustration of \( x^+ \), \( d_{\delta}(x) \) and \( \Omega_{n+1} \). Consider a ball \( B(x^+; d_{\delta}(x)) \) centered at \( x^+ \) with a radius \( d_{\delta}(x) \). Since \( B(x^+; d_{\delta}(x)) \subseteq \Omega_{n+1} \subseteq \Omega_n \), \( |B(x^+; d_{\delta}(x))| \leq |\Omega_n| \), or equivalently, \( d_{\delta}(x)/R_n = d_{\delta}(x)/(c_0 \sqrt{|\Omega_n|}) \leq 1 \), where \( R_n = c_0 \sqrt{|\Omega_n|} \). Thus, we have the upper bound for \( d_{\delta}(x) \).

Combining C1 and C2 in Lemma 5, we find that

\[
(40) \quad f(y_2) - f(y_1) \leq \sqrt{2b_2(f(y_1) - f^*)}|y_2 - y_1| + b_2|y_2 - y_1|^2 \leq \left( \sqrt{2b_2}|y_2 - y_1| + \sqrt{f(y_1) - f^*} \right)^2 - (f(y_1) - f^*),
\]

which implies that for any \( y_1, y_2 \in \Omega_{sc} \), we have

\[
(42) \quad |y_2 - y_1| \geq \sqrt{2b_2(\sqrt{f(y_2) - f^*} - \sqrt{f(y_1) - f^*)}^2}.
\]

By plugging \( y_1 = x^+ \) and any \( y_2 \in \partial \Omega_{n+1} \) into (42) (note that \( y_1, y_2 \in \Omega_{sc} \)), we have that

\[
(43) \quad d_{\delta}(x) \geq \sqrt{\frac{2}{b_2}} \inf_{y_2 \in \partial \Omega_{n+1}} \left( \sqrt{f(y_2) - f^*} - \sqrt{f(x^+) - f^*)} \right) = \sqrt{\frac{2}{b_2}} \left( \sqrt{f_{n+1} - f^*} - \sqrt{f(x^+) - f^*)} \right).
\]
Combining (43) with the right-hand side of (35) in Lemma 5, we have

\[
\frac{d_n(x)}{c_0 \sqrt{|\Omega_n|}} \geq \frac{\sqrt{2/b_2} \left( \sqrt{f_{n+1}} - f^* - \sqrt{f(x^*)} - \sqrt{n} \right)}{c_0 b_1 \gamma \left( f_{n+1} - f^* \right)} \\
\geq \frac{\sqrt{2/b_2} \left( 1 - \frac{b_1}{\gamma b_2} \right)}{\sqrt{2/b_1}} \left( \sqrt{b_n} - \sqrt{f(x^*) - f^*} \right) \\
> \sqrt{\frac{b_1}{b_2}} \left( 1 - \frac{b_1}{\gamma b_2} \right) \left( \sqrt{1 - \frac{b_1}{\gamma b_2} \left( 1 - \frac{1}{n} \right) n} \right) - \sqrt{1 - \frac{b_1}{\gamma b_2} \left( 1 - \frac{b_1}{\gamma b_2} \right) n}.
\]

(44)

Here, we have applied (38) in Lemma 5 and the fact that \(c_3 = (\sqrt{2c_0^{-1}})d / \sqrt{\text{det}(\nabla^2 f(x^*))} \leq (\sqrt{2b_1 c_0^{-1}})d\) by A1-A2. Note that the last term of (44) depends on both \(\gamma\) and \(n\), but it no longer depends on the position of \(x \in \Omega_n\). Moreover,

\[
\lim_{\gamma \to \infty} \lim_{n \to \infty} \sqrt{1 - \frac{b_1}{\gamma b_2} \left( 1 - \frac{1}{n} \right) n} \geq 1 - \sqrt{1 - \frac{b_1}{\gamma b_2} n}.
\]

If we set \(\gamma = 4\gamma^*,\) let \(N\) be the corresponding integer in Lemma 5 for this \(\gamma\), and choose \(N_3 > N\) such that \(b_n \geq 1 - \frac{b_1}{2\gamma^* b_2}\) (since \(\lim_{n \to \infty} b_n = 1 - \frac{b_1}{\gamma b_2} = 1 - \frac{b_1}{4\gamma^* b_2}\)), then \(\forall n \geq N_3, (44)\) leads to

\[
\frac{d_n(x)}{c_0 \sqrt{|\Omega_n|}} \geq \sqrt{\frac{b_1}{b_2}} \left( 1 - \frac{b_1}{4\gamma^* b_2} \left( \sqrt{1 - \frac{b_1}{4\gamma^* b_2} \left( 1 - \frac{1}{n} \right) n} \right) \right) \geq \frac{1}{4\gamma^*} \left( \frac{b_1}{b_2} \right) := c^*.
\]

(45)

**Remark 1.** In the proof above, we applied Lemma 5 by setting \(\gamma = 4\gamma^*\). However, \(\gamma\) can be chosen arbitrarily large, and the lower bound \(c^*\) can consequently be made bigger by a constant factor. As \(\gamma\) increases, the positive integer \(N\) in both Lemma 5 and Lemma 6 must correspondingly increase.

**Remark 2.** So far, we have used Assumption B3 to simplify the proof. However, the assumption can be relaxed to, for example, \(|\Omega_n| = O(n^{-\alpha})\) such that \(C_1 n^{-\alpha} \leq |\Omega_n| \leq C_2 n^{-\alpha}\) for some constants \(C_1, C_2 > 0\) when \(n\) is large enough. In such cases, (45) still holds but with a different constant \(c^*\).

The proof of Lemma 6 relies on Assumption B1 that the step size \(\eta_n\) is a constant as \(n\) goes to infinity. We choose \(\eta_n = \eta < 2/b_2\) as required for the convergence of the gradient descent algorithm applied to a convex optimization problem. Note that B1 requires the knowledge or estimation of \(b_2\), also known as the Lipschitz constant of the gradient function \(G(x)\) over \(\Omega_x\) (see Assumption A1).

If we only aim for convergence but not necessarily an algebraic order of convergence, we can relax Assumption B1 by assuming \(\lim_{n \to \infty} \eta_n = 0\), which drops the requirement of estimating \(b_2\). For example, we may replace B1-B3 by the following set of assumptions.

**B1** The step size in (7) satisfies \(\eta_n = O \left( \frac{1}{\log \log n} \right)\).

**B2** For \(n \geq 1\), \(\sigma_n = c_0 \sqrt{|\Omega_n|} / \sqrt{\log n}\).

**B3** \(|\Omega_n| = O \left( \frac{1}{\log n} \right)\) based on the properly chosen \(\{f_n\}\).

Under Assumptions B1-B3, (28) still holds, but we will no longer have the algebraic-rate estimation for the upper and lower bounds stated in Lemma 7 below. As a result, the algebraic convergence in Theorem 1 is replaced by a slower logarithmic convergence.

We will see the fact that \(d_n(x) / \sqrt{|\Omega_n|}\) is bounded below by a constant independent of both \(n\) and \(x\) is the key to obtaining an algebraic rate of convergence. Next, we combine results from Lemma 5 and Lemma 6 to show (28) holds.
Lemma 6. For any $p$, we have
\begin{equation}
q_{n}(\Omega_{n+1}) = \kappa n^{-\alpha}, \quad \forall n \geq 1.
\end{equation}
Moreover, there exists $N \in \mathbb{N}$ such that
\begin{equation}
\beta_{1} n^{-1} \leq p_{n}(\Omega_{n+1}^{c}) \leq \beta_{2} n^{-\alpha}, \quad \forall n \geq N,
\end{equation}
where $\alpha_{2} = \frac{(c^{*})^{2}}{4} + \frac{a}{2}$, $\beta_{1} = \frac{a^{d}-1}{\sqrt{2\pi\sigma_{n}^{d}}}$ and $\beta_{2} = 1$. In particular, if $0 < \alpha < \frac{(c^{*})^{2}}{2}$, then (28) holds.

Proof. Based on (11), we have $q_{n}(\Omega_{n+1}) = \frac{1}{\kappa n^{\alpha}}$, so (46) follows directly from B3. To prove that (28) holds when $0 < \alpha < \frac{(c^{*})^{2}}{2}$, we show that $\lim_{n \to \infty} p_{n}(\Omega_{n+1}^{c}) = 0$. Based on (9)-(10), we have
\begin{equation}
p_{n}(\Omega_{n+1}^{c}) = \frac{\int_{\Omega_{n+1}} \left( \frac{\int_{\Omega_{n+1}} k_{n}(y,x)dy}{\int_{\Omega_{n+1}} d\mu_{n}(x)} \right) d\mu_{n}(x)}{\int_{\Omega_{n+1}} k_{n}(y,x)dy} \leq \max_{x \in \Omega_{n}} \int_{\Omega_{n+1}} k_{n}(y,x)dy.
\end{equation}
For $n > N_{3}$ where $N_{3}$ is the positive integer in the statement and the proof for Lemma 6, we have $x^{*} \in \Omega_{n+1}$ provided that $x \in \Omega_{n}$. In this case, we also have $B(x^{*}; d_{n}(x)) \subseteq \Omega_{n+1}$ where $d_{n}(x) = \inf_{y \in \Omega_{n+1}} |y - x^{*}|$ (see (39)). We then have
\begin{equation}
\max_{x \in \Omega_{n}} \int_{\Omega_{n+1}} k_{n}(y,x)dy \leq \max_{x \in \Omega_{n}} \left( \frac{1}{\sqrt{2\pi\sigma_{n}^{d}}} \right)^{d} \int_{|y-x^{*}| > d_{n}(x)} \exp \left( -\frac{|y-x^{*}|^{2}}{2\sigma_{n}^{2}} \right) dy = \max_{x \in \Omega_{n}} \mathbb{P} \left( Q > \frac{d_{n}(x)}{\sigma_{n}^{2}} \right),
\end{equation}
where the random variable $Q \sim \chi_{d}^{2}$, the chi-squared distribution (a sum of the squares of $d$ independent standard normal random variables). Based on B2 and Lemma 6, for any $x \in \Omega_{n}$,
\begin{equation}
c^{*} \sqrt{\log n} \leq \frac{d_{n}(x)}{\sigma_{n}} = \frac{d_{n}(x)\sqrt{\log n}}{c_{0} \sqrt{|\Omega_{n}|}} \leq \sqrt{\log n}, \quad \forall n \geq N_{3}.
\end{equation}
Therefore, we have
\begin{equation}
p_{n}(\Omega_{n+1}^{c}) \leq \max_{x \in \Omega_{n}} \int_{\Omega_{n+1}} k_{n}(y,x)dy \leq \max_{x \in \Omega_{n}} \mathbb{P} \left( Q > \frac{d_{n}(x)}{\sigma_{n}^{2}} \right) \leq \mathbb{P} \left( Q > (c^{*})^{2} \log n \right),
\end{equation}
where we dropped “$\max_{x \in \Omega_{n}}$” in the last term of (49) since the final upper bound is $x$-independent.
Based on the properties of the chi-squared distribution, we have the following bounds for different $d$.

- When $d = 1$, and thus $Q = Z^{2}$ where $Z \sim \mathcal{N}(0,1)$, we have the Chernoff bound [7, Eqn.(5)]
\begin{equation}
\mathbb{P} \left( Q > (c^{*})^{2} \log n \right) = 2\mathbb{P} \left( Z > c^{*} \sqrt{\log n} \right) = \text{erfc} \left( \frac{c^{*} \sqrt{\log n}}{\sqrt{2}} \right) \leq e^{-(c^{*})^{2} \log n)/2} = n^{-(c^{*})^{2}},
\end{equation}
where $\text{erfc}(\cdot)$ is the complementary error function.

- The cumulative distribution function of the chi-squared distribution is $F(x) = \frac{\gamma(a, z)}{\Gamma(a)}$ where $\gamma(a, z)$ is the lower incomplete gamma function. When $d = 2$, it is well known that $F(x)$ has an analytic form $1 - e^{-x/2}$, and thus
\begin{equation}
\mathbb{P} \left( Q > (c^{*})^{2} \log n \right) = e^{-(c^{*})^{2} \log n)/2} = n^{-(c^{*})^{2}},
\end{equation}
- When $a > 1$ and $z > 2(a - 1)$ where $z \in \mathbb{R}$, there exists an upper bound for the upper incomplete function $\Gamma(a, z) = \Gamma(a) - \gamma(a, z)$ as $\Gamma(a, z) < 2^{a-1} e^{-z}$ [22, Eqn.(3.2)]. Based
Lemma 7 holds, results from all previous lemmas apply. Theorem 1 and (28) holds. Also, there exists \( N_2 \in \mathbb{N} \) such that \( \forall n \geq N := \max\{N_3, N_4, N_5\} \), we have \( 2(\log n)^{\frac{d}{2}} - 1 < n^{(c)^2/4-\alpha/2} \). Since \( \frac{d}{2} < \frac{d-1}{2} < \Gamma\left(\frac{d}{2}\right) \), we can now integrate our results for different values of \( d \) and obtain an upper bound
\[
(52)\quad p_n(\Omega_{n+1}^c) \leq n^{-(c)^2/4-\alpha/2}.
\]
The lower bound in (47) is based on (20) and B3.

3.3. Proof of the Main Theorem. Once we have both Lemma 4 and Lemma 7, in particular, the upper and lower bounds for \( p_n(\Omega_{n+1}^c) = \mathbb{P}(X_{n+1} \in \Omega_{n+1}^c|X_n \in \Omega_n) \), we are ready to prove our main result. Theorem 1 demonstrates that the iterates \( \{X_n\} \) converge to \( x^* \) in probability. That is,
\[
(53)\quad \lim_{n \to \infty} \mathbb{P}(|X_n - x^*| > \epsilon) = 0, \quad \forall \epsilon > 0.
\]

Proof of Theorem 1. Since A1-A2 and B1-B3 hold, results from all previous lemmas apply. Recall that \( A_n \) denotes the event \( \{X_n \in \Omega_n\} \). We consider \( n \geq N \) where \( N \) is the integer in Lemma 7 such that (47) holds. By the law of total probability,
\[
\mathbb{P}(A_{n+1}^c) = \mathbb{P}(A_{n+1}^c|A_n) \mathbb{P}(A_n) + \mathbb{P}(A_{n+1}^c|A_n^c) \mathbb{P}(A_n^c) \\
\leq \beta_2 n^{-\alpha_2} (1 - \mathbb{P}(A_n^c)) + (1 - \kappa n^{-\alpha}) \mathbb{P}(A_n^c) \\
= g(n) \mathbb{P}(A_n^c) + h(n),
\]
where \( 0 < \alpha < \alpha_2 < \frac{(c)^2}{2} < 1 \), \( g(n) = 1 - \kappa n^{-\alpha} - \beta_2 n^{-\alpha_2} \) and \( h(n) = \beta_2 n^{-\alpha_2} \).

Consider the following first-order non-homogeneous recurrence with variable coefficients
\[
r_{n+1} = g(n)r_n + h(n)
\]
starting with \( n = n_0 \) and \( r_{n_0} = \mathbb{P}(A_n^c) \), where \( n_0 = \min\{n \in \mathbb{N}|n \geq N, g(n) > 0\} \). Based on (56), \( \mathbb{P}(A_n^c) \leq r_n, \forall n \geq n_0 \), because \( g(n) \) is monotonically increasing and \( g(n_0) > 0 \). Thus, it is sufficient to show that \( \lim_{n \to \infty} r_n = 0 \), which directly implies \( \lim_{n \to \infty} \mathbb{P}(A_n^c) = 0 \).

The recurrence \( \{r_n\} \) has an analytic solution [24, Section 3.3]. That is,
\[
r_n = \left( \prod_{k=n_0}^{n-1} g(k) \right) \left( r_{n_0} + \sum_{m=n_0}^{n-1} \frac{h(m)}{\prod_{k=n_0}^{m} g(k)} \right) \\
= \left( \prod_{k=n_0}^{n-1} (1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2}) \right) \left( r_{n_0} + \sum_{m=n_0}^{n-1} \frac{\beta_2 m^{-\alpha_2} \prod_{k=n_0}^{m} (1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2})}{\prod_{k=n_0}^{m} (1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2})} \right) \\
= r_{n_0} \left( \prod_{k=n_0}^{n-1} (1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2}) \right) + \beta_2 \sum_{m=n_0}^{n-1} \frac{m^{-\alpha_2} \prod_{k=m+1}^{n-1} (1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2})}{\prod_{k=m+1}^{n-1} (1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2})}.
\]
Note that for any $k_0 \in \mathbb{N},$
\begin{align}
\sum_{k=k_0}^{n-1} \log \left(1 - \kappa k^{-\alpha} - \beta_2 k^{-\alpha_2}\right) & \leq - \sum_{k=k_0}^{n-1} \left(\kappa k^{-\alpha} + \beta_2 k^{-\alpha_2}\right) \\
& \leq - \int_{k_0}^{n} \left(\kappa x^{-\alpha} + \beta_2 x^{-\alpha_2}\right) dx \\
& = \frac{\kappa (k_0^{-\alpha} - n^{-\alpha})}{1 - \alpha} + \frac{\beta_2 (k_0^{-\alpha_2} - n^{-\alpha_2})}{1 - \alpha_2}.
\end{align}

With $z_1 := \frac{\kappa}{1 - \alpha}$ and $z_2 := \frac{\beta_2}{1 - \alpha_2}$, we have the following by plugging $k_0 = n_0$ into (57).
\[
\lim_{n \to \infty} I_1(n) \leq r_{n_0} \exp(z_1 n_0^{-\alpha}) \exp(z_2 n_0^{-\alpha_2}) \lim_{n \to \infty} \exp(-z_1 n^{-\alpha} - z_2 n^{-\alpha_2}) = 0.
\]

We remark that $I_1(n)$ decays to zero exponentially.

Next, we will provide an asymptotic decay rate for $I_2(n)$. Plugging $k_0 = m + 1$ into (57),
\[
I_2(n) \leq \beta_2 e^{z_1 n^{-\alpha}} e^{-z_2 n^{-\alpha_2}} \sum_{m=n_0}^{n-1} m^{-\alpha_2} e^{z_1 (m+1)^{-\alpha}} e^{z_2 (m+1)^{-\alpha_2}}
\leq \beta_2 e^{z_1 n^{-\alpha}} e^{-z_2 n^{-\alpha_2}} \int_{n_0}^{n} s^{-\alpha_2} e^{z_1 (s+1)^{-\alpha}} e^{z_2 (s+1)^{-\alpha_2}} ds.
\]

We denote the right-hand side of the last inequality as $K(n)$. Consider $Z(n) = \beta_2 n^{-\alpha_2}$. We may generalize $Z(n)$ and $K(n)$ to functions $Z(x)$ and $K(x)$. Using L’Hospital’s rule,
\[
\lim_{n \to \infty} \frac{K(n)}{Z(n)} = \lim_{x \to \infty} \frac{K(x)}{Z(x)}
= \lim_{x \to \infty} \frac{\beta_2 \int_0^x s^{-\alpha_2} e^{z_1 (s+1)^{-\alpha}} e^{z_2 (s+1)^{-\alpha_2}} ds}{(\beta_2 n^{-\alpha_2}) e^{z_1 x^{-\alpha}} e^{z_2 x^{-\alpha_2}}}
= \lim_{x \to \infty} \frac{\kappa x^{-\alpha}}{(\alpha - \alpha_2)x^{-1} + \kappa x^{-\alpha} + \beta_2 x^{-\alpha_2}} \lim_{x \to \infty} \frac{e^{z_1 x^{-\alpha}}}{e^{z_1 x^{-\alpha}}} \lim_{x \to \infty} \frac{e^{z_2 x^{-\alpha_2}}}{e^{z_2 x^{-\alpha_2}}} = 1.
\]

We have just proved that $K(n) \sim \beta_2 n^{-\alpha_2}$. Thus, $r_n = O(n^{-\alpha_2})$ and $\lim_{n \to \infty} r_n = 0$.

Based on (34), the sublevel set $\Omega_n$ is contained in a slightly bigger ellipsoid $\tilde{E}_n$, which is further contained in a ball centered at $x^*$ with a radius $\sqrt{2(f_n - f^*)}/b_1$ [1, P. 462]. Meanwhile, (36) provides an upper bound $\sqrt{f_n - f^*} \leq c n^{-\alpha/d}$ where $c = b_n^{-1/2} c_3^{-1}\|x\|$. Thus, with $c_1 := \sqrt{2/b_1} c$, we have
\begin{align}
|x - x^*| & \leq \sqrt{2(f_n - f^*)}/b_1 \leq c_1 n^{-\alpha/d}, \quad \forall x \in \Omega_n.
\end{align}

For $n \geq n_1$ where $n_1 = \min\{n \in \mathbb{N} | n \geq n_0, I_1(n) < I_2(n), K(n) < 2Z(n)\}$, we have
\begin{align}
\mathbb{P}(X_n \notin \Omega_n) = \mathbb{P}(A_n^c) & \leq r_n < 2I_2(n) \leq 4\beta_2 n^{-\alpha_2} = \epsilon_2 n^{-\alpha_2}, \quad \epsilon_2 := 4\beta_2 n^{-1}.
\end{align}

Next, we combine (58) and (59). Given $\epsilon > 0$, $\forall n \geq N_1 = \max(n_1, [(x_1^{-1})^{-d/\alpha}])$,
\[
\mathbb{P}(|X_n - x^*| > \epsilon) \leq \mathbb{P}(|X_n - x^*| > \epsilon_1 n^{-\alpha/d}) \leq \mathbb{P}(X_n \notin \Omega_n) \leq \epsilon_2 n^{-\alpha_2},
\]
which indicates convergence of the iterates $\{X_n\}$ in probability (55).

Similarly, given any $\delta > 0$, for all $n \geq N_2 = \max(n_1, [(\delta_2^{-1})^{\alpha_2 - \alpha}])$, we have
\[
\mathbb{P}(|X_n - x^*| > \epsilon_1 n^{-\alpha/d}) \leq \epsilon_2 n^{-\alpha_2} \leq \delta,
\]
which illustrates the rate of algebraic convergence. \qed
Let us conclude this section with the following remark. Our focus here is on the challenge of proving convergence of the sequence $\{X_n\}_{n \geq 0}$ generated by the algorithm shown in Equation (2). In the literature, very often, the easier problem of convergence for the sequence

\[(60) \quad \bar{X}_n := \arg\min_{x \in \{X_0, X_1, \ldots, X_n\}} f(x) \]

is studied. For such a sequence $\{\bar{X}_n\}$, we can derive the following stronger result for the algorithm under the conditions of Theorem 1.

**Corollary 1.** Under the same assumptions as in Theorem 1, the sequence $\{\bar{X}_n\}_{n \geq 0}$ defined in (60) converges almost surely to $x^*$, i.e.,

\[ P\left(\lim_{n \to \infty} \bar{X}_n = x^*\right) = 1. \]

**Proof.** This is a direct consequence of the fact that $\{f(\bar{X}_n)\}_{n \geq 0}$ is monotone decreasing and bounded from below by $f(x^*) = \bar{f}^*$. It thus has a limit, say, $\bar{f}$. By “Property One”, i.e., the statement in Lemma 4, we know $\lim_{n \to \infty} f(\bar{X}_n) = \bar{f} = \bar{f}^*$ with probability 1. By Assumption A1-A2, $f$ is locally a bijection. Therefore, $\lim_{n \to \infty} \bar{X}_n = x^*$ with probability 1. \(\square\)

4. Parameter Estimations and Algorithmic Details. The main contribution of this paper is to show that it is possible to achieve an algebraic rate of convergence in probability and location by using an SGD algorithm with a state-dependent variance when finding the global minimizer of a nonconvex optimization problem. We have presented the proposed algorithm (7) and rigorously proved the convergence of the algorithm in Section 3. The proof is valid under quite general conditions on the objective function, which is further supported by the numerical results later in Subsection 5.1.

For an explicit implementation of the proposed SGD algorithm, we also need to obtain the two essential components that directly define the proposed SGD algorithm in (5): the state-dependent variance function $\sigma_n(f(x))$ and the step size $\eta_n$. In particular, the state-dependent variance in (7) is directly determined by two scalar variables that change with the iteration number $n$: $f_n$ (the cutoff value that determines the sublevel-set $\Omega_n$), $\sigma_n$ (the decaying variance inside $\Omega_n$).

There are many types of heuristic strategies to set $\eta_n$, $f_n$, and $\sigma_n$, such as parameter tuning, which is common in implementing practical algorithms for complex optimization problems. Some of the strategies are presented in the numerical examples (see Subsection 5.1). In this section, we discuss a few particular approaches to set these scalars.

4.1. Given Estimates of $\Omega^*(f)$, $b_1$ and $b_2$. First, assume that we have already obtained good estimates for the function $\Omega^* : \mathbb{R} \mapsto \mathbb{R}^+$,

\[ (61) \quad \Omega^*(f) = |\{x \in X| f(x) \leq f\}|, \]

which maps the cutoff objective function value $f$ to the volume of the $f$-sublevel set of the objective function $f(x)$. Note that $\Omega^*(f)$ is a monotonically increasing function of $f$. Mathematically, we are given two monotonically increasing functions $\underline{\Omega}(f)$ and $\overline{\Omega}(f)$ such that $\forall f$,

\[ \underline{\Omega}(f) \leq \gamma \Omega^*(f) \leq \Omega^*(f) \leq \bar{\gamma} \Omega^*(f) \leq \overline{\Omega}(f), \]

where $0 < \underline{\gamma} \leq 1 \leq \bar{\gamma} < \infty$. Moreover, we assume to have the upper and lower bounds for $b_1$ and $b_2$; see A1 for their definitions. That is, we are given two estimated scalars $\underline{b}$ and $\bar{b}$ such that

\[ 0 < \underline{b} \leq b_1 \leq b_2 \leq \bar{b} < \infty. \]

Recall that Assumption A3 requires a pre-determined decay rate for the volume of the $f_n$-sublevel set, i.e., $|\Omega_n|$, in terms of the iteration number $n$. Our main result Theorem 1 and its proof in Section 3
are based upon this assumption. Utilizing the estimations of function $\Omega^*(f)$, we could set the sequence \( \{f_n\} \) for each \( n \) by choosing the inverse of function $\Omega(f)$ evaluated at the sequence \( \{|\Omega_n|\} \) based on the pre-determined decay rate in B3 using estimations $b_1$ and $b_2$. Since $\Omega(f)$ is monotonically increasing, its general inverse function is well-defined, and the estimated $\{f_n\}$ will be monotonically decreasing with respect to $n$. The value can be practically computed through numerical interpolation. Once we have the pre-determined values for $\{|\Omega_n|\}$, the variable $\sigma_n$ can be set accordingly in order to satisfy Assumption B2. Based on Assumption B1, we may choose the step size as a constant $\eta_n = \eta < 2/b_2$. As a result, all three essential assumptions B1-B3 are satisfied, for which Theorem 1 will follow.

4.2. Estimations of $\Omega^*(f)$, $b_1$ and $b_2$. In Subsection 4.1, we rely on good estimations of $\Omega^*(f)$, $b_1$ and $b_2$. Here, we discuss several ways to obtain estimations of the required quantities that were assumed to be known earlier.

4.2.1. Monte Carlo Estimation of $\Omega^*(f)$. Recall that the sublevel set $\Omega_n$ is associated with the small variance $\sigma_n$. Since the noise power of the proposed SGD algorithm (7) inside the low-variance subset, characterized by $\sigma_n$, depends on the Lebesgue measure of the sublevel set $\Omega_n$, which is implicitly controlled by the cutoff value $f_n$, it is thus important to estimate the relation between $f_n$ and $|\Omega_n|$. That is, the function $\Omega^*(f)$ defined in (61), if not known a priori.

Let $f_{\text{max}} = \max_{x \in \mathcal{X}} f(x)$. Given any scalar $f \in [f^*, f_{\text{max}}]$, we define

$$
G(f) := \frac{\Omega^*(f)}{|\mathcal{X}|} = \int_\mathcal{X} 1_{f(x) \leq f} \, p(x) \, dx = \int_\mathcal{X} \mathcal{I}_f(x) \, p(x) \, dx,
$$

where the probability density function $p(x) = 1/|\mathcal{X}|$, denoting the uniform distribution over the domain $\mathcal{X}$. We may estimate $G(f)$ by a Monte Carlo quadrature denoted as $F_N(f)$ where

$$
F_N(f) = \frac{1}{N} \sum_{i=1}^N 1_{f(Y_i) \leq f} = \frac{1}{N} \sum_{i=1}^N \mathcal{I}_f(Y_i).
$$

Here, $\{Y_i\}$ are i.i.d. samples following $p(x)$, i.e., uniform samples from the domain $\mathcal{X}$. So far, we have two cumulative distribution functions $F_N$ and $G$ where $F_N$ is regarded as a Monte Carlo estimation of $G$. Based on classic theories of the Monte Carlo methods [3],

$$
F_N(f) \approx G(f) + \frac{\sigma(\mathcal{I}_f)}{\sqrt{N}} \nu_1, \quad \forall f \in [f^*, f_{\text{max}}],
$$

where $\nu_1 \sim N(0, 1)$ and the the standard deviation $\sigma(\mathcal{I}_f)$ satisfies

$$
\sigma(\mathcal{I}_f)^2 = \int_{\mathcal{X}} \mathcal{I}_f^2 \, p(x) \, dx - G(f)^2 = G(f) - G(f)^2 \leq \frac{1}{4}.
$$

For our proposed SGD algorithm (7), we need a sequence of cutoff function values $\{f_n\}$ such that $G(f_n) = n^{-\alpha}$ for a given $\alpha > 0$, as required by Assumption B3. Based on the estimated function $F_N$, we obtain a sequence of estimation $\{\hat{f}_{n,N}\}$ such that

$$
F_N(\hat{f}_{n,N}) = G(f_n) = n^{-\alpha}.
$$

Next, we will prove that the estimated cutoff value $\hat{f}_{n,N}$ will converge in probability to the true $f_n$ as the number of samples $N \to \infty$.

We start with the following assumptions.

**D1** There exists $\check{f}$ such that $\{x : f(x) \leq \check{f}\} \subseteq \Omega_{sc}$ and the objective function $f(x) \in C^3(\Omega_{sc})$ is locally quadratic.

**D2** For any $f \in (\check{f}, f_{\text{max}})$, there exists a constant $L$ such that $\inf_{\delta > 0} \frac{\check{f}(f(\delta)) - \check{f}(f)}{\delta} > L > 0$. 
Theorem 2. Let A1, A2, B3, D1 and D2 hold. Consider \( \hat{f}_{n,N} \) defined in (66) with \( N \geq n \), and a given \( \alpha \in (0, 1) \). Then for all \( \epsilon > 0 \),

\[
\lim_{N \to \infty} P \left( |\hat{f}_{n,N} - f_n| < \epsilon \right) = 1.
\]

Proof. Based on Assumption D2, for any two \( f_1, f_2 \in (\tilde{f}, \tilde{f}_{\text{max}}) \), we have

\[
|\mathcal{F}_N(f_1) - \mathcal{F}_N(f_2)| = |\mathcal{F}_N(f_1) - \mathcal{G}(f_1) + \mathcal{G}(f_1) - \mathcal{G}(f_2) + \mathcal{F}_N(f_2)|
\]

\[
\geq L|f_1 - f_2| - |\mathcal{F}_N(f_1) - \mathcal{G}(f_1)| - |\mathcal{F}_N(f_2) - \mathcal{G}(f_2)|.
\]

Furthermore, there exists \( n \in \mathbb{N} \) such that \( f_{n+1} \leq \tilde{f} < f_n \) where \( \{f_n\} \) are defined by (66). Clearly, \( \tilde{f} < f_n \) for any \( n \leq n \). With \( f_1 \) replaced by \( \hat{f}_{n,N} \), and \( f_2 \) replaced by \( f_n \), (68) yields

\[
|\hat{f}_{n,N} - f_n| \leq \frac{1}{L} \left( |\mathcal{F}_N(\hat{f}_{n,N}) - \mathcal{F}_N(f_n)| + |\mathcal{G}(f_n) - \mathcal{F}_N(f_n)| + |\mathcal{G}(\hat{f}_{n,N}) - \mathcal{F}_N(\hat{f}_{n,N})| \right)
\]

\[
= \frac{1}{L} \left( 2|\mathcal{G}(f_n) - \mathcal{F}_N(f_n)| + |\mathcal{G}(\hat{f}_{n,N}) - \mathcal{F}_N(\hat{f}_{n,N})| \right).
\]

As a result, for any \( \epsilon > 0 \), we have the following by Chebyshev’s inequality and (65).

\[
P(|\hat{f}_{n,N} - f_n| < \epsilon) \geq P\left( \{|\mathcal{G}(f_n) - \mathcal{F}_N(f_n)| < \epsilon/(3L)|\} \cap \{|\mathcal{G}(\hat{f}_{n,N}) - \mathcal{F}_N(\hat{f}_{n,N})| < \epsilon/(3L)|\} \right)
\]

\[
\geq 1 - P(|\mathcal{G}(f_n) - \mathcal{F}_N(f_n)| \geq \epsilon/(3L)) - P(|\mathcal{G}(\hat{f}_{n,N}) - \mathcal{F}_N(\hat{f}_{n,N})| \geq \epsilon/(3L)) = 1 - \frac{9L^2}{2N\epsilon^2},
\]

When \( n > n \), we have \( f_n \leq \tilde{f} \) and thus \( \Omega_n \subseteq \{x : f(x) \leq \tilde{f}\} \subseteq \Omega_{sc} \) by D1. We also have that \( f(x) \in C^2(\Omega_{sc}) \) according to D1, and

\[
f(x) = f^* + (x - x^*)^\top H(x - x^*) + o(|x - x^*|^2), \quad \forall x \in \Omega_{sc},
\]

where \( H = \nabla^2 f(x^*) \) is positive definite. Thus, \( \mathcal{G}(f) \) is continuously differentiable for \( \tilde{f} \leq \tilde{f} \). According to (35) and (66), \( n^{-\alpha} \mathcal{G}(f_n) = O\left((f_n - f^*)^{d/2}\right) \), which leads to \( f_n - f^* = O\left(n^{-\alpha d/2}\right) \). Consequently, \( \mathcal{G}'(f_n) = O\left((f_n - f^*)^{d/2-1}\right) = O\left(n^{-\alpha (1-d)/2}\right) \). We remark here that as \( n \to \infty \), \( \mathcal{G}'(f_n) \to \infty \) for \( d = 1 \), remains constant for \( d = 2 \), and goes to zero for \( d \geq 3 \). Here, analyzing the error \( |\hat{f}_{n,N} - f_n| \) links to the sensitivity analysis for the root-finding problem [8, Chapter 3]. We apply the classical result and obtain

\[
|\hat{f}_{n,N} - f_n| \approx \frac{|\mathcal{G}(f_n) - \mathcal{F}_N(f_n)|}{\mathcal{G}'(f_n)}.
\]

Finally, for any \( \epsilon > 0 \), by Chebyshev’s inequality and (65), we have

\[
P(|\hat{f}_{n,N} - f_n| \geq \epsilon) \approx P(|\mathcal{G}(f_n) - \mathcal{F}_N(f_n)| \geq \mathcal{G}'(f_n)\epsilon) \leq \frac{n^{2\alpha(1-\frac{d}{2})}}{CN\epsilon^2},
\]

where \( C > 0 \) is a constant. When \( d \leq 2 \), the numerator of the last term monotonically decreases, so \( P(|\hat{f}_{n,N} - f_n| \geq \epsilon) \) decreases at least with the rate \( \mathcal{O}(N^{-1}) \). When \( d > 2 \), we have \( \alpha < \frac{d}{2} \) by Assumption B3, and thus \( 2\alpha(1-\frac{d}{2}) < 1 \). We also have \( P(|\hat{f}_{n,N} - f_n| \geq \epsilon) \) decreases as \( N \to \infty \) since \( n \leq N \) by assumption.

The proof is complete by combining (69) and (72).

Remark 3. Equation (65) shows that the absolute error in the Monte Carlo estimation is small when \( \Omega^*(f) \to 0 \) (or equivalently when \( f \to f^* \)) as well as when \( \Omega^*(f) \to |X| \) (or equivalently when \( f \to f_{\text{max}} \)). On the other hand, the error is the largest when \( \Omega^*(f) = |X|/2 \). This observation matches the numerical results shown in Figure 9c.
Although the proof in Section 2 is based on the setup (7), it is sometimes more convenient to draw a sample with high-variance variance \( \sigma_n^+ \) rather than a uniform sample from \( X \) when \( X_n \in \Omega_n^c \). In that case, the Monte Carlo estimation described above requires many additional objective function evaluations, which could be computationally prohibitive for large-scale problems. An alternative approach is to utilize the iterates \( \{X_n\} \) that are already generated as we execute the proposed SGD algorithm (5). This is what we refer to as the online estimation. However, based on (5), the iterates \( \{X_n\} \) are neither independent nor following the uniform distribution. Nevertheless, one could still estimate the relation between \( f \) and \( \Omega^*(f) \) using the high-variance iterates. Here, we say \( X_{n+1} \) is a high-variance iterate if \( X_n \in \Omega_n^c \) and thus \( \mathbb{P}(X_{n+1}|X_n) \) is subject to the large noise coefficient \( \sigma_n^+ \) in (6). The larger the noise coefficient \( \sigma_n^+ \) is, the less the iterate \( X_{n+1} \) is correlated with \( X_n \), which makes \( X_{n+1} \) closer to being a uniform sample drawn from the domain \( \mathcal{X} \). Later in Subsection 5.3, we will present a numerical example to demonstrate the effectiveness of such online estimation of \( \Omega^*(f) \) by using the high-variance iterates compared with the estimation using the i.i.d. uniform samples.

### 4.2.2. Estimating \( b_1 \) and \( b_2 \)

Note that \( b_1 \) and \( b_2 \) are lower and upper bounds for the eigenvalues of \( \nabla^2 f(x), x \in \Omega_\infty \). Since \( f(x) \) is locally quadratic in \( \Omega_\infty \) based on (70), we may regard the smallest and the largest eigenvalues of \( H = \nabla^2 f(x^*) \) as \( b_1 \) and \( b_2 \), respectively.

Given any set of scalar values \( \{g_n\} \) where \( g_n \overset{n \to \infty}{\longrightarrow} f^* \), for \( n \) large enough, we have

\[
\Pi_n := \{x : f(x) \leq g_n\} \subseteq B_{\Pi_n} := \{x : |x - x^*| \leq \sqrt{2(g_n - f^*)/\lambda_1}\},
\]

where \( 0 < \lambda_1 \leq \ldots \leq \lambda_d < \infty \) are eigenvalues of \( H \). The diameter of \( B_{\Pi_n} \) is \( 2\sqrt{2(g_n - f^*)/\lambda_1} \), which could be approximated by \( \text{diam}(\Pi_n) \). Recall that \( \text{diam}(A) = \sup_{y_1, y_2 \in A} |y_1 - y_2| \). Thus,

\[
b_1 \approx \lambda_1 = \lim_{n \to \infty} \frac{8(g_n - f^*)}{\text{diam}(B_{\Pi_n})^2} \approx \lim_{n \to \infty} \frac{8(g_n - f^*)}{\sup_{f(y_1), f(y_2) \leq g_n} |y_1 - y_2|^2}.
\]

On the other hand, we may approximate the largest eigenvalue \( \lambda_d \) by the maximum slope of the gradient function \( G(x) \) at \( x = x^* \). That is,

\[
b_2 \approx \lambda_d = \sup_{y \neq 0} \frac{y^\top H y}{y^\top y} = \lim_{n \to \infty} \sup_{f(y_1), f(y_2) \leq g_n} \frac{|G(y_1) - G(y_2)|}{|y_1 - y_2|}.
\]

Note that estimations based on (73) and (74) are only valid once we have access to samples from \( \Omega_\infty \). On the other hand, the accuracy of \( b_1 \) and \( b_2 \) estimations only become relevant to the convergence rate of the SGD algorithm once \( \Omega_n \subseteq \Omega_\infty \). Taking both aspects into account, we propose the following iterative algorithm to approximate \( b_1 \) and \( b_2 \).

Consider i.i.d. samples \( \{Y_n\} \) drawn uniformly from the domain \( \mathcal{X} \), and the set of scalar values \( \{g_n\} \) where \( g_n \to f^* \). For a given \( m \in \mathbb{N} \), we first select \( m \) samples where

\[
\{y_{n_1}, y_{n_2}, \ldots, y_{n_m}\} \subseteq \{y_1, y_2, \ldots, y_n\}
\]

such that \( f(Y_{n_i}) \leq g_1 \) for \( i = 1, \ldots, m \). Using those \( m \) samples, we estimate \( b_1 \) and \( b_2 \) based on (73) and (74). For \( k = 1, \ldots, m - 1 \),

\[
\hat{b}_2^{(1)} \leftarrow \max \left( \hat{b}_2^{(1)}, \frac{|G(Y_{n_{k+1}}) - G(Y_{n_k})|}{Y_{n_{k+1}} - Y_{n_k}} \right),
\]

\[
\hat{f}^* \leftarrow \min \left( \hat{f}^*, f(Y_{n_k}) \right),
\]

\[
\hat{D}^{(1)} \leftarrow \max \left( \hat{D}^{(1)}, |Y_{n_{k+1}} - Y_{n_k}| \right),
\]

and finally, with the best \( \hat{f}^* \) and \( \hat{D}^{(1)} \) estimated from the \( m \) samples, we set

\[
\hat{b}_1^{(1)} = 8|g_1 - \hat{f}^*|/\hat{D}^{(1)}.
\]
We may then use \( \hat{b}_1 \) and \( \hat{b}_2 \) to obtain \( \alpha(1) \) as an estimator for the true \( \alpha \) based on B3, followed by estimations of \( f_n \) as discussed in Subsection 4.2.1.

Since we do not know where the set \( \Omega_{sc} \) is a priori, the estimation process has to be repeated to obtain accurate approximations of \( b_1 \) and \( b_2 \). We summarize the algorithm in Algorithm 1.

Algorithm 1 Estimation of \( b_1 \) and \( b_2 \)

1. Given i.i.d. uniform samples \( \{Y_n\} \), \( m \in \mathbb{N} \), and scalar values \( \{g_n\} \) where \( g_n \to f^* \). Set \( \hat{f} = f(Y_1) \).
2. for \( l = 1, 2, \ldots \) do
   3. Set \( k_l = ml(l-1)/2 \) and \( \hat{b}_2^{(l)} = \hat{D}^{(l)} = i = 0 \).
   4. while \( i < ml \) do
      5. if \( f(Y_n) < g_{1+k_l} \) then
         6. Update \( i \leftarrow i + 1 \), and set \( Y_n = \hat{f} \) where \( s = i + k_l \).
         7. Update \( \hat{f} \leftarrow \min(\hat{f}, f(Y_n)) \).
         8. if \( i \geq 2 \) then
            9. Update \( \hat{D}^{(l)} \leftarrow \max(\hat{D}^{(l)}, |Y_n - Y_{n-1}|) \), and \( \hat{b}_2^{(l)} \leftarrow \max(\hat{b}_1^{(l)}, (\max(|G(Y_n) - G(Y_{n-1})|))) \).
      10. end if
   11. end if
   12. end while
   13. Set \( b_1^{(l)} = 8 |g_{1+k_l} - \hat{f}| / \hat{D}^{(l)} \). Obtain \( \alpha(l) \) based on \( \hat{b}_1^{(l)} \) and \( \hat{b}_2^{(l)} \).
   14. Estimate \( \{f_n\} \) for \( n = 1 + k_l, 2 + k_l, \ldots, k_{l+1} \).
15. end for

4.2.3. Estimating \( b_1 \) and \( \overline{b}_2 \). While Subsection 4.2.2 discusses how to approximate \( b_1 \) and \( b_2 \) accurately by repeating the process with selected uniform samples that are gradually more likely to be drawn from \( \Omega_{sc} \), we present here an algorithm that provides crude lower and upper bounds for \( b_1 \) and \( b_2 \), respectively. We remark that although this algorithm is more straightforward, it will result in a slower algebraic convergence rate due to the possible severe under- and over-estimations.

Based on (73), an upper bound for \( b_2 \), denoted as \( \overline{b}_2 \), can be obtained based on the divided difference. Given two consecutive iterates \( X_n \) and \( X_{n+1} \), we compute

\[
E_n = \frac{|G(X_{n+1}) - G(X_n)|}{|X_{n+1} - X_n|},
\]

which gives us a sequence of estimates \( \{E_n\} \). Within the sequence, we treat the largest value as an upper bound for \( b_2 \), denoted as \( \overline{b}_2 \).

Using similar arguments in Lemma 5, for sufficiently large \( n \), we have \( \Pi_n \subseteq \Omega_{sc} \) and \( \Pi_n \) is nested between two ellipsoids centered at \( x^* \) whose quadratic forms are defined by \( \nabla^2 f(x^*) \). We also have

\[
\lim_{n \to \infty} |\Pi_n|^{-2} (2(g_n - f^*)/c_0^2)^d = \det(\nabla^2 f(x^*)) = \lambda_1 \ldots \lambda_d \leq \lambda_1 \lambda_d^{d-1}.
\]

Since \( \lambda_d \leq b_2 \leq \overline{b}_2 \), we may use \( E_n \) as a lower bound estimation for \( \lambda_1 \) where

\[
\lambda_1 \geq E_n = (\overline{b}_2)^{-d}|\Pi_n|^{-2} (2(g_n - f^*)/c_0^2)^d.
\]

Among the sequence \( \{E_n\} \), we select the smallest value as a lower-bound estimate for \( b_1 \). We remark that in practice, if \( f^* \) is known, then we always have that \( g_n > f^* \) by construction. If \( f^* \) is unknown and needs to be estimated, one should use the minimum value in any finite sequence \( \{g_n\} \). We also have \( g_n > f^* \) until the last element of the finite sequence, when the estimation (77) should stop. We comment that if the function \( f(x) \) satisfies our assumption, the ratio \( (g_n - f^*)^d/|\Pi_n|^2 \) should be non-vanishing although both sides of the fraction go to zero as \( n \) increases. For any given \( g_n \), estimating the volume of \( \Pi_n \) can be achieved by the Monte Carlo method; see Subsection 4.2.1 for details.

We summarize the scheme of obtaining a lower bound \( \underline{b}_1 \) and an upper bound \( \overline{b}_2 \) into Algorithm 2.
Algorithm 2 Estimation of $b_1$ and $b_2$

1: Given the initial iterate $X_0$, compute $X_1$ based on (7). Set $b_1 = b_2 = \frac{|G(X_0) - G(X_1)|}{|X_0 - X_1|}$.
2: for $n = 2$ to $n_{\text{tot}}$ do
3: Obtain $g_n$, (estimations of) $|\Pi_n|$ and $f^*$. Given $X_{n-1}$, compute $X_n$ based on (7).
4: Update $b_2 \leftarrow \max\left(b_2, \frac{|G(X_n) - G(X_{n-1})|}{|X_n - X_{n-1}|}\right)$ and $b_1 \leftarrow \min\left(b_1, E_n\right)$ where $E_n$ follows (77).
5: end for

5. Numerical Examples. We have given analysis in the previous sections regarding the convergence of the proposed AdaVar algorithm (7). In Subsection 5.1 below, we present a few simple numerical examples to quantitatively demonstrate the effectiveness of the proposed algorithm. The use of an adaptive state-dependent variance is very powerful, and we give two examples in Subsection 5.2 where this technique is applied to settings that are not theoretically discussed in this paper. We will also discuss such settings in Section 6 under future directions. In Subsection 5.3, we provide an example corresponding to the estimations discussed in Section 4.

5.1. The AdaVar Algorithm (7) Applied to Global Optimization Problems. In this subsection, we present a numerical optimization example to show the quantitative convergence of our proposed algorithm for finding the global minimizer of a highly nonconvex function. In the following set of tests, we consider a variation of the so-called Rastrigin function [23] as our objective function $J_1(x)$ where $x = (x_1, x_2, \ldots, x_d)^\top \in \mathbb{R}^d$.

$$J_1(x) = a \left( d - \sum_{i=1}^{d} \cos(bx_1) \right) + c \sum_{i=1}^{d} x_i^2.$$  

(78)

When $c = 0$, all local minima of $J_1$ are global minima. When $c > 0$, $J_1$ has a unique global minimizer $x^* = (0, 0)$ and infinitely many local minima and saddle points in $\mathbb{R}^d$. In terms of numerical implementation, we truncate our search domain $\Omega$ to be $[-20, 20]^d$.

5.1.1. Two-Dimensional Objective Function. First, we consider $d = 2$. Fixing $a = b = 1$, we focus on two cases: $c = 0.05$ and $c = 0.01$. The search domain $\Omega = [-20, 20]^2$; see Figure 2 for
Fig. 3: The zoom-in illustration of $J_1$ for $a = b = 1, c = 0.01$ on the domain $[-5, 5]^2$. The red squares represent the saddle points, the blue circles highlight the local minima and the black diamond marks the global minimizer.

Fig. 4: Convergence history of minimizing $J_1$ for $c = 0.01$ with the state-dependent noise following (79): the objective function value (top left), the standard deviation of the iterate (top right), the location of the iterates (bottom left), and the cutoff value that decides the sublevel set, i.e., the low-variance region (bottom right).

illustrations of the optimization landscapes. In Figure 3, we highlight the global minimizer together with local minima and saddle points in the subset $[-5, 5]^2$ for $c = 0.01$.

We use the proposed SGD algorithm to minimize $J_1$, which mainly follows (7). In terms of practical implementation, hyperparameters of the proposed algorithm could be treated as tunable parameters, like in many other optimization algorithms. Here, we set $\eta = 1$, $\sigma_0 = 1$ and $\tilde{\sigma}_0 = 20$. We remark that the most important elements of the proposed algorithm are the state-dependent standard deviation $\sigma_n(f(x))$ of the noise term and the cutoff value $f_n$. We set

$$
\sigma_n(f(x)) = \begin{cases} 
\sigma_0 n^{-\alpha}, & f(x) < f_n, \\
\tilde{\sigma}_0, & f(x) \geq f_n,
\end{cases}
$$

where the cutoff value $f_n$ is the median (0.5 quantile) of the objective function values from the first $n$ iterations, \{ $J_1(X_0), J_1(X_1), \ldots, J_1(X_n)$ \}. In this 2D example, we choose $\alpha = 1$. Without further information about $J(x)$, one could treat $\alpha$ as a tunable parameter. Due to the state-dependent bias imposed by (79), \{ $X_n$ \} are more likely to stay at regions with small objective function values.

We present the convergence history of a single run of the algorithm in Figure 4 for the case $c = 0.01$. In Figure 5, we summarize the estimated probability of convergence with respect to the number of iterations and compare between the classical method (4) where $\sigma_n = 1/\sqrt{\log n}$ and our proposed method (5) where $\sigma_n$ is defined through (79). One can observe that the iterate $X_n$ converges to the
global minimum $x^*$ in probability for both $c = 0.01$ and $c = 0.05$ using our proposed method, while with the classical method, there is no visible convergence. Quantitatively, using our proposed method, $\mathbb{P}(|X_n - x^*| < 0.01) \approx 1.000$ for $c = 0.05$ and $\mathbb{P}(|X_n - x^*| < 0.01) \approx 0.997$ for $c = 0.01$, while for the classical method, $\mathbb{P}(|X_n - x^*| < 0.01) \leq 1\%$ for both cases after $5 \times 10^3$ iterations. The statistics are estimated by $10^3$ independent runs with the starting point $X_0$ uniformly sampled from the domain $\Omega$.

It takes more iterations for the case $c = 0.01$ than the case $c = 0.05$ as there are more local minima and saddle points within the domain $\Omega$ as $c$ decreases. Besides, the difference in the objective function value between the global minimum and the closest local minimum becomes smaller. Also, the difference in objective function value between the neighboring local minimum and maximum is much larger. The latter difference is often referred to as the energy barrier, commonly used in the context of phase transition and chemical reactions \[12\]. Using our algorithm to induce phase transition in chemistry, thermodynamics, and other related fields could be one potential application of interest \[10\].

**5.1.2. Ten-Dimensional Objective Function.** Next, we consider minimizing $J_1$ defined in (78) for the case $d = 10$. The number of local minima and saddle points in the search domain $\Omega = [-20, 20]^d$ has increased exponentially in terms of $d$, demonstrating the curse of dimensionality in large-scale nonconvex optimization problems. We address that the basin of attraction is extremely small as it is approximately $10^{-10}$ of the entire search domain. In this 10D example, we consider $c = 0.03$ and $c = 0.05$ while fixing $a = b = 1$ as before. Similar to the 2D case, we set $\eta = 1$, $\sigma_0 = 1$, and $\sigma_0 = 20$. There is a slight difference in the setting of $\sigma_n$ due to a more complex optimization landscape for $d = 10$: we choose $\alpha = 0.5$ in (79) instead of $\alpha = 1$ in the 2D case. The slower decay in $\sigma_n$ is to ensure that the iterates can visit the global basin of attraction before the variance becomes extremely small such that it becomes harder for the iterates to escape a local minimum. It also illustrates the flexibility by considering $\alpha$ as a tunable parameter in practical implementations. The cutoff value $f_n$ is still the median (0.5-quantile) of the set $\{J_1(X_0), J_1(X_1), \ldots, J_1(X_n)\}$.

The convergence histories of different setups using both the proposed method and the classical method are shown in Figure 6. One can observe the noticeably faster convergence of the proposed method as a result of the state-dependent variance. Compared to the 2D case, the 10D case requires more iterations to satisfy $\mathbb{P}(|X_n - x^*| < 0.01)$ due to the more complicated optimization landscapes of $J_1$ in higher dimensions. One can still observe the almost exponential convergence. Quantitatively, using our proposed method, $\mathbb{P}(|X_n - x^*| < 0.01) \approx 1.000$ for $c = 0.05$ and $\mathbb{P}(|X_n - x^*| < 0.01) \approx 0.992$ for $c = 0.03$, while for the classical method, $\mathbb{P}(|X_n - x^*| < 0.01) \approx 0$ in both cases within $10^5$ iterations. Again, the statistics are estimated by $10^3$ independent runs with uniformly sampled starting points. If we use uniform sampling to find an initial guess in the global basin of attraction, we may need approximately $(\frac{1}{c})^{-10} \approx 3.7 \times 10^7$ different samples for the case $c = 0.05$ in which the global basin of attraction is a subset of the hyper-cube $[-3.5, 3.5]^10$, while our domain is $[-20, 20]^10$. 

![Fig. 5: 2D global optimization: estimation of $\mathbb{P}(|X_n - x^*| \geq 0.01)$ using $10^3$ independent runs where $X_n$ follows the classical method (4) and the proposed SGD algorithm (5) with variance defined in (79), respectively. The objective function is $J_1$ defined in (78) with $d = 2$ and $c = 0.05$ or $c = 0.01$.](image)
5.2. State-Dependent Variance Techniques Applied to Other Stochastic Descent Problems. This subsection presents two numerical examples based on more general settings than the one discussed earlier in this paper. One deals with stochastic objective functions as mentioned on the connection to formula (3)—the other concerns gradient-free optimization. The promising numerical results demonstrate the power of adaptive state-dependent variance and indicate the potential for generalizing this work.

5.2.1. Sampling of the Objective Function. One very important application of stochastic gradient descent is machine learning. The random component is then not decoupled from the objective or loss function. Although this was not the setting proved in Section 3, we present a simple numerical example below showing the favorable outcomes in the case of sampling.

As we have introduced in Section 1, the stochastic gradient descent method used in machine learning applications often has the form of (3) where the variance is encoded in the estimated gradient $G(X_n; \xi)$ and $\xi$ is a random variable. For example, we are interested in finding the global minimum of the following optimization problem

$$
\min_x \mathbb{E}_\zeta[J(x; \zeta)] \approx \frac{1}{M} \sum_{i=1}^M J(x; \zeta_i) = \bar{J}(x),
$$

where $M$ is the size of the training set (or sampled data) and $\{\zeta_i\}$ are i.i.d. samples following the distribution of $\zeta$. For each $i$, the gradient $G(x; \zeta_i) = \nabla_x J(x; \zeta_i)$. In this case, we only have access to an approximated loss function $\bar{J}(x)$ and an estimated gradient

$$
G(x; \xi_M) = \frac{1}{M} \sum_{i=1}^M G(x; \zeta_i) = \mathbb{E}_\zeta[G(x; \zeta)] + \xi_M = G(x) + \xi_M,
$$

where the random variable $\xi_M$ characterizes the random error in the gradient estimation. The relationship between $\zeta$ and $\xi_M$ depends on the concrete form of $J(x; \zeta)$. Thus, (3) becomes

$$
X_{n+1} = X_n - \eta_n \mathbb{E}_\zeta[G(X_n; \zeta)] + \eta_n \xi_M = X_n - \eta_n G(X_n) + \eta_n \xi_M,
$$

where the noise term $\eta_n \xi_M$ is analogous to the $\sigma_n \psi_n$ term in (5), which we wish to control in our proposed algorithm. As discussed in [16], changing the batch size $M$ is an effective way to control the power of the noise term given a fixed step size (see B1).

Next, we examine our proposed algorithm (7) with the control over the variance implicitly done through the adaptive batch size $M_n$. Consider

$$
J_2(x; \zeta) = J_1(x) + \zeta_1 \sum_{i=1}^d \sin(10x_i) + \zeta_2 \sum_{i=1}^d \cos(10x_i), \quad \zeta = [\zeta_1, \zeta_2]^T,
$$
Subsection 5.2.1

The proposed algorithm (82), Figure 7:

where the gradient term in (82) is the state-dependent diffusion coefficient. In this section, we present a straightforward case where the dependent diffusion coefficient is appropriately controlled. In another study [5.2.2. Gradient-Free Optimization. In another study [11], we delved deeply into the scenario where the gradient term in (82) is omitted and analyzed its convergence characteristics when the state-dependent diffusion coefficient is appropriately controlled. In this section, we present a straightforward example to numerically showcase how the state-dependent diffusion by itself can effectively concentrate over the global minimum with the goal of achieving global optimization.

We consider a modified algorithm compared to (5) where the gradient component is removed,

\[ X_{n+1} = X_n + \sigma_n(f(X_n))\psi_n, \]

and enforce the periodic boundary condition for iterates that exit the domain \(\Omega = [0, 4]\). Let \(\sigma_n(f(x))\) be a piecewise-constant function where

\[ \sigma_n(f(x)) = \begin{cases} s, & x \in \overline{\Omega}, \\ 1/s, & \text{otherwise}. \end{cases} \]
for some $s > 0$. Here, $\tilde{\Omega}$ mimics the low-variance sublevel set $\Omega_n$ in earlier parts of the paper.

Starting with $X_0 = 1$, we compute $N = 2 \times 10^7$ iterations. We approximate the occupation measure

$$\mu_{X_n,T}(B) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{1}_{X_n \in B},$$

where $B \subset \mathbb{R}^d$ is any Borel measurable set and $\mathbb{1}$ is the indicator function. Under mild conditions, $\mu_{X_n,T}$ converges to the physical invariant measure $\mu^*$ [27]. We estimate $\mu^*$ using $N$ iterates; see Figure 8 for the estimated probability density functions based on two setups for the variance.

When $s = 0.4$ and $\Omega = [1.5, 2.5]$, the stationary distribution concentrates on the small-variance region $\tilde{\Omega}$ while the density becomes more concentrated for the case of $s = 0.2$ and $\tilde{\Omega} = [1.8, 2.2]$, as seen in Figure 8. A comparison between the two plots shows the evident impact of the state-dependent stochasticity based on which the iterates are more likely to stay within the region of small variance.

In our proposed SGD algorithm (5) with the variance (6), in particular, algorithm (7), we utilize such property to align the small-variance region with the sublevel set of the objective function, which we aim to find the global minimizer. On the one hand, the iterate is more likely to stay within the sublevel set due to the small variance. On the other hand, as the iteration continues, the small-variance region shrinks as we decrease the cutoff value that decides the sublevel set. Finally, the iterate converges to the global minimizer in probability due to both aspects under properly chosen decay rates.

### 5.3. Estimating $\Omega^*(f)$

We illustrate the effectiveness of using high-variance samples to estimate $\Omega^*(f)$ through numerical examples. This corresponds to the earlier discussion in Section 4.2.1. Recall that $\Omega^* : \mathbb{R} \mapsto \mathbb{R}^+$ and $\Omega^*(f) = \{x \in \Omega \mid f(x) \leq f\}$. It is a function that maps the cutoff objective function value $f$ to the volume of the $f$-sublevel set of the objective function $f(x)$. Again, we use $J_1$ in (78) as our objective function by setting $a = b = 1, c = 0.01, d = 2$. In Figure 9a, we draw $N = 1 \times 10^8$ i.i.d. samples $\{Y_i\}$ to produce a baseline result. The left-hand side plot is a histogram of $\{J_1(Y_i)\}$, which we could interpret as the empirical probability density function (pdf) for the random variable $J_1(x)$ where $x \sim \mathcal{U}([-20, 20]^2)$.

The right-hand side plot in Figure 9a is the corresponding estimated inverse cumulative distribution function (ICDF). In our case, the ICDF illustrates how the cutoff value $f_n$ depends on $|\Omega_n|/|\Omega|$. Given the approximated ICDF, one can use numerical interpolation to obtain a sequence of cutoff values $\{f_n\}$ such that the volume of the sublevel set $|\Omega_n|$ decreases following a desired rate.

Next, we use about $5.3 \times 10^5$ high-variance iterates $\{X_{n+k+1}\}$ ($\sigma_n(f(X_{n+k})) = \tilde{\sigma}_0 = 20$), generated as part of the SGD algorithm, to estimate the relation between $f_n$ and $|\Omega_n|$. Note that we set $\tilde{\sigma}_0 = 20$ in Equation (79) for numerical illustration. We also remark that we do not need to store the iterates, but only their objective function values (real scalars). The similar two plots are shown in Figure 9b. For $|\Omega_n| = 0.85|\Omega|$, the estimated $f_n$ is 6.4855 using the i.i.d. samples, and 6.3233 using the high-variance iterates, as highlighted in both figures. A pointwise comparison of the estimated cumulative distribution function ($|\Omega_n|/|\Omega|$ as a function of $f_n$) based on the two approaches is presented in Figure 9c.
6. Conclusion and Future Directions. In this paper, we have proposed AdaVar, a stochastic gradient algorithm (5) where the variance of the noise term is adaptive and state-dependent, with the goal of finding the global minimum of a nonconvex optimization problem. The algorithm is proven to have an algebraic rate of convergence in Section 3 under quite general assumptions, and this is a substantial improvement over the current standard logarithmic rate. The main component of the proposed algorithm is to allow adaptivity of the variance so that it changes not only in time but also in the location of the iterates so that a stronger noise is imposed when the iterate yields a larger objective function value; see (6) for an example. If we know enough information about the objective function, the proposed algorithm costs the same as the classical method of stochastic gradient descent.

The techniques for accurately tuning parameters in the algorithms add very little to the overall computation cost. Several numerical examples presented in Section 5 further demonstrate the efficiency of the algorithm.

There are quite a few future directions along the line of algorithms with state-dependent variance, which we here call AdaVar. Let us remark on the two briefly introduced and tested examples in Subsection 5.2. First is the application to stochastic objective functions in Subsection 5.2.1. As mentioned in Section 1, the focus of this paper is on minimizing a given deterministic function and then adding a controlled stochastic component to achieve global convergence. A natural extension is the case where the stochastic component is directly linked to the objective function. This can either be because the objective function is intrinsically stochastic or, as is common in machine learning, a random sampling
step is added to reduce the computational cost. There are two new challenges in this regime. One is the reduced control of the variance. In the machine learning case, natural tools include adjusting the batch size and controlling the adaptive step size, or the so-called learning rate. The other challenge is that only sampled values of the objective function are known. The sampling values can still be used, or different forms of aggregations or averaging could potentially be more representative.

Second, as illustrated in Subsection 5.2.2, the steady-state distribution of a pure diffusion without the gradient term is also subject to the adaptivity of the noise variance as a function of the location. Therefore, it is possible to design a zeroth-order stochastic descent method for global optimization while embedding the information of the objective function into the noise term. In our latest research [11], we focused on this area and demonstrated convergence in both spatial and probabilistic terms at an algebraic rate with simple derivative-free stochastic algorithms. This approach can be further probed in the context of machine learning, as highlighted in the previously mentioned future prospects.

Another direction is to replace the use of an estimated $\Omega_n$ in determining the cutoff value $f_n$ by using the escape rates from $\Omega_n$ to $\Omega^c_n$ in control-type algorithms. Finally, it is important to apply the algorithms in several realistic settings to adjust implementation details and to establish best practices.
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