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Abstract

With growing amounts of wind and solar power in the electricity mix of many European countries, understanding and predicting variations of renewable energy generation at multiple timescales is crucial to ensure reliable electricity systems. At seasonal scale, the balance between supply and demand is mostly determined by the large-scale atmospheric circulation, which is uncertain due to climate change and natural variability. Here we employ four teleconnection indices, which represent a linkage between atmospheric conditions at widely separated regions, to describe the large-scale circulation at seasonal scale over Europe. For the first time, we relate each of the teleconnections to the wind and solar generation anomalies at country and regional level and we show that dynamical forecasts of the teleconnection indices allow predicting renewable generation at country level with positive skill levels. This model unveils the co-variability of wind and solar generation in European countries through its common dependence on the general circulation and the state of the teleconnections.
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1. Introduction

The European Commission is pursuing that Europe becomes the first climate-neutral continent by 2050, and it has proposed to cut down green-house gas (GHG) emissions to at least 50% of 1990 levels by 2030 [12]. In order to do so, a decarbonisation of the energy sector—which is still the largest contributor to GHG emissions in the continent—is taking place with massive installation of wind and solar power capacity. But wind and solar power plants are weather-dependent and non-dispatchable sources (i.e. its production is intermittent and non-programmable). This draws a future European context with a high penetration of variable renewable energy (VRE) generation in the electricity mix and a growing role of the atmospheric circulation in shaping electricity generation. Therefore, the need for accurate prediction of renewable energy generation at multiple timescales is also a growing concern for many actors in the electricity system [24]. In particular, forecasts of VRE generation at country level can serve transmission system operators to schedule alternative power sources, energy traders to anticipate electricity prices, and governments to prevent electricity price crises.

Weather forecasts have been long used in the sector to anticipate energy generation variability from hours up to ten days ahead with remarkable success [1, 15]. But beyond that scale, the chaotic nature of the atmosphere turns weather forecasts useless, and climatological estimates are typically used to plan activities or to estimate future risks. However, new developments in the field of climate prediction are making probabilistic forecasts at longer timescales (i.e. sub-seasonal, seasonal or decadal predictions) possible [39, 40]. Indeed, forecasts of cumulative energy generation and demand during a whole season are not only possible but highly needed for the energy sector [44, 52, 35]. While seasonal forecasts of wind power generation at wind farm level have already been studied in Lledó et al. [35] and those of solar generation were studied in De Felice et al. [8], this work focuses on producing and analyzing country-wise VRE generation forecasts at seasonal timescales in Europe, which poses specific challenges that have not been addressed in the literature as far as the authors know.
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The year-to-year variations of seasonal VRE generation are mostly driven by the state of the climate system in each particular year. Long-lived anomalies of slowly-varying fields such as tropical sea surface temperatures [32], Arctic sea ice extent [42], snow cover, or soil moisture [47] force the atmosphere towards anomalous conditions [51] and end up impacting VRE generation. While it is impossible to determine precisely the time evolution of atmospheric variables during a season, preferred states (e.g. likelihood of experiencing above normal or below normal conditions) can be estimated with an ensemble of Earth System Model simulations initialized at the beginning of the season with slightly different but equally plausible initial conditions. Each initial condition results in a different trajectory (known as ensemble member), and a statistical analysis of their distribution reveals the preferred states in form of probabilistic forecasts [10].

However, seasonal forecasts of atmospheric variables are produced at very coarse resolutions, and are affected by large biases. Therefore, statistical post-processing methods such as calibration [56], downscaling [48] or bridging [53] are needed at some point to translate atmospheric variables to energy quantities. Particularly, bridging methods allow transforming forecasts of teleconnection indices —quantities that summarize the state of the climate during a particular season over well-defined large areas— into another variable of interest (country-wise cumulative VRE generation during a season in our case), if a robust link between them is found in observational records (e.g. Lledó and Doblas-Reyes [34]). The rationale behind bridging methods is that when the variable of interest can be linked to large-scale circulation indices, there is no need to represent the local scales in the dynamical models, and current coarse-scale predictions are sufficient if the large-scale circulation is appropriately represented.

The general atmospheric circulation over Europe at seasonal timescales can be described by four teleconnection indices: the North Atlantic Oscillation (NAO) [23], the East Atlantic (EA) [59], the East Atlantic/Western Russia (EAWR) [31] and the Scandinavian pattern (SCA) [5]. The state of those Euro-Atlantic teleconnections determines the strength and location of the jet stream (e.g. Woollings et al. [59]) and affects near-surface wind speed and solar radiation in Europe [27, 4, 60, 7, 26]. By using pseudo-observations of VRE generation at country and regional (NUTS2) level in Europe from state-of-the-art energy reanalyses, we determine the impact of each teleconnection in VRE generation and show that, in some cases, those four indices describe most of the generation variability at country level. Then, using a multi-linear regression (following Ramon et al. [48]), we produce and evaluate the quality of seasonal forecasts of country-wise wind and solar power generation by bridging seasonal climate predictions of the teleconnections derived from five Seasonal Prediction Systems (SPS), that were shown to have some skill levels in Lledó et al. [34].

2. Methods

2.1. Pseudo-observations of wind and solar power generation

Many European countries provide observational records of national power generation by source type. However, the datasets are only available from sparse sources and the data is not homogeneous in terms of temporal resolution, the variables provided, and even the definitions employed to group by generation source [57]. Although ENTSO-e provides unified access to data from 35 European countries [22], its transparency platform only contains the records from 2015 onward, which is not sufficient for long-term analyses. Additionally, to produce comparable results, the generation data needs to be scaled with installed capacity, which is rarely available at the same time resolution as the generation data itself. Even with huge data-rescue and quality control initiatives such as the open-power-system-data [57], the observational datasets are not fit for the purpose of this work.

Alternatively, estimated values of aggregated wind and solar capacity factors (CF) at country level have been obtained from three pseudo-observational datasets: the EMHIRES dataset [17, 10], the NINJA dataset [54, 45] and the UREAD-ERA5 Energy Reanalysis dataset [3]. Those three datasets estimate CF values using a bottom-up physical approach: sub-daily wind speed, radiation and temperature values are obtained at the VRE fleet locations from a reanalysis dataset or a satellite product. Then the (sometimes limited) available information of each power plant performance is used to estimate CF values, which are then averaged at regional/country level. This conversion from atmospheric to energy variables uses a fixed power plant fleet, thus resulting in hypothetical CF values that would have been obtained in the past years with the specified fleet. Specifically, EMHIRES assumes a fixed fleet
that represents the existing installations in 2014, UREAD-ERA5 uses the 2017 fleet, and NINJA uses a fleet from December 2016 (see table 1). Although this physical approach has many limitations (lack of spatial resolution, lack of plant performance information, etc...), it has the advantage of producing long and temporally-consistent CF datasets that reflect only the variability of the atmospheric conditions. Those are desirable properties for training and evaluating statistical models and for extracting robust conclusions.

| Table 1: Summary of the CF datasets employed. |
|-----------------------------------------------|
| EMHIRES | NINJA | UREAD-ERA5 |
|--------|-------|-----------|
| Period | 1986–2015 | 1980–2016 (wind) | 1979–2018 |
| Fleet | 2014 | 2016 | 2017 |
| Wind model inputs | MERRA2 | MERRA2 | ERA5 |
| Solar model inputs | SARAH | SARAH + MERRA2 | ERA5 |

The works of Moraes et al. [41] and Kies et al. [30] have intercompared several aspects of these datasets and found significant differences in the provided CF values. However, it is difficult to determine which product has the best overall quality, because the usage of different fixed fleets makes comparisons to actual CF data unfair. For each dataset, only the year that corresponds to the fleet employed can be faithfully verified, and that year changes from one dataset to another. Moreover, those verifications are typically made at the hourly or daily scale, whereas for checking interannual variability—which is the key element in this work—, consistent records over many years are not available. In this work the EMHIRES dataset has been used as the main reference dataset, while keeping the other two sets for evaluating the sensitivity of the results to this choice.

For the three datasets, seasonal mean values of CF at country level have been computed from hourly values for the four seasons of the year (DJF, MAM, JJA, SON). Additionally, the EMHIRES dataset provides regional data aggregated at NUTS2 level (the second administrative level of the European nomenclature of territorial units for statistics), which is used to understand the role of spatial aggregation at country level.

2.2. Observations of Euro-Atlantic teleconnection indices

Observed teleconnection indices of the NAO, EA, EAWR and SCA for the four seasons of the year have been derived from the ERA5 global reanalysis [6, 21] for the period 1979–2018. The indices are computed by performing a Rotated Empirical Orthogonal Function (REOF) analysis of 500 hPa geopotential height (Z500) seasonal mean anomalies, as described in Lledó et al. [33]. This method can be seen as a dimensionality reduction technique that approximates the seasonal mean anomalies of Z500 for a given year as a linear combination of four fixed patterns, reducing drastically the collinearity in the grid-point data and filtering out small-scale variability. However, note that due to the Varimax rotation employed, the teleconnection indices still have some degree of correlation between them.

2.3. Seasonal hindcasts of Euro-Atlantic teleconnection indices

Ensemble seasonal predictions of the four Euro-Atlantic teleconnection indices have been obtained from five different Seasonal Prediction Systems (SPS) that are made available by the Copernicus Climate Change Service (C3S): the System2 from Deutscher Wetterdienst (DWD2, Deutscher Wetterdienst [9]), the GloSea5-GC2 (GSCGC2) from the UK Met Office [36, 58], the System 6 from Météo France (MF6, Dorel et al. [11]), the SEAS5 [28] from the European Centre for Medium-Range Weather Forecasts and the Seasonal Prediction System 3 (SPS3) from Centro Euro-Mediterraneo sui Cambiamenti Climatici [49]. The C3S provides hindcasts (i.e. retrospective predictions) produced with the same state-of-the-art prediction systems that are used for operational prediction. They cover the 1993–2016 period in a unified 1ºx1º grid for all the systems, and serve to assess the forecast quality [20, 55]. Additionally, a multi-system combination was also produced by pooling all the ensemble members together. Such multi-system combinations benefit from the strengths of the different contributors and produce more robust results than the individual systems [19], and should therefore be preferred.
For each prediction system, ensemble member and year, the teleconnection forecasts are obtained by projecting the Z500 seasonal mean anomalies onto the ERA5-derived teleconnection patterns. A more detailed description of this process can be found in Lledó et al. [33], which also presents a comprehensive evaluation of the quality of the teleconnection index forecasts.

2.4. Deriving energy production from the teleconnection indices

VRE generation in European countries can be modelled through the state of the four aforementioned teleconnection indices. For each country or NUTS2 region under consideration, we build a statistical model that relates observed values of seasonal-mean CF to the state of the four teleconnection indices during that season:

$$CF \approx f(NAO, EA, EAWR, SCA)$$  \hspace{1cm} (1)

The most suitable function \(f\) to approximate the actual CF values is to be found by analyzing the contemporaneous records of CF and teleconnection index observations. For the EMHIRES dataset this results in a period of 30 years, and given that the analyses are carried out at seasonal timescales and separately for each season, the sample sizes consist of only 30 elements for estimating the model parameters. Therefore, only simple statistical models with few parameters can be employed. Accordingly, a multi-linear regression with a pre-selection of the relevant predictors is fit to the historical data for each region:

$$CF(t) \approx a \cdot NAO(t) + b \cdot EA(t) + c \cdot EAWR(t) + d \cdot SCA(t)$$  \hspace{1cm} (2)

The parameters are estimated by least squares, but the pre-selection of the predictors fixes some of the parameters \(a, b, c\) or \(d\) in eq. 2 to zero and serves to prevent collinearity and overfitting. A forward and backward stepwise selection based on Akaike Information Criteria (AIC) is employed to such end [25]. Note that the selection of the predictors does not take into account the accuracy of the teleconnection forecasts employed later on.

Given that in this setting the predictors are obtained from a REOF analysis of Z500, the overall method can be seen as a Principal Component Analysis regression [2, 25]. The goodness of fit (i.e. accuracy of the approximation) has been measured by the determination coefficient \(r^2\) between fitted values (right side of eq. 2) and actual values of CF (left side of eq. 2).

2.5. Transforming teleconnection forecasts into energy forecasts

The statistical model developed in the previous paragraphs can be employed to transform (or bridge [53]) seasonal predictions of teleconnection indices into country or NUTS2 CF forecasts (\(\hat{CF}\)), just by plugging predicted values of the teleconnection indices (\(\hat{NAO}, \hat{EA}, \ldots\)) into the function \(f\):

$$\hat{CF} := f(\hat{NAO}, \hat{EA}, \hat{EAWR}, \hat{SCA})$$  \hspace{1cm} (3)

The proposed setting (known as perfect prognosis [37]) does not correct any potential biases in the teleconnection indices used as predictors, but has two main advantages: firstly, the usage of observations for training the statistical model allows for larger training samples (i.e. we are not restricted to the teleconnection hindcast length, which consists of 24 years only). Secondly, the statistical model can be reused for any prediction of the indices despite its origin (i.e. we can use teleconnection forecasts from any seasonal prediction system or even from empirical methods).

The procedure is done individually for each ensemble member, producing an ensemble of CF forecasts that can be used to estimate probabilities of certain events. Following standard practice in the climate prediction arena, the ensemble members are distributed in three categories (below normal CF/normal CF/above normal CF) that are defined based on the terciles of the historical distribution of CF values. Then the probability of observing each tercile category is derived from the proportion of ensemble members in each group (see figure 5 for an example).

2.6. Forecast verification

The quality of the CF forecasts has been evaluated for the hindcast covering the years 1993–2016. The EMHIRES CF dataset that was employed to fit the statistical modelling has also been used as verification truth. In order not to use the verifying observations during the statistical model training step, the verification has been done in a leave-one-out cross validation setting [25]. For each year that we want to predict and verify, one instance (seasonal mean value of CF) is kept aside for verification.
and a separate model is trained with the remaining observations.

The probabilistic CF forecasts have been verified with three selected metrics that measure different quality aspects [29]. First, Ensemble Mean Correlation (EMC) is a very useful indicator of potentially available skill. If a forecast does not contain a minimum level of EMC it will be very difficult to extract any useful information from it, therefore it is a good choice for a first screening. Secondly, the Ranked Probability Skill Score (RPSS) measures the accuracy of forecasts presented in the form of tercile probabilities (i.e. probabilities of observing below normal, normal or above normal CF), when compared to climatological probabilities for those three categories (33% each). RPSS takes into account both the sharpness and the reliability of predictions, and is known to be a harsh standard [38]. In third place, the discrimination for the upper and lower tercile forecasts is evaluated by means of Relative Operating Characteristic (ROC) curves, which display the hit rate and false alarm rate at various probability thresholds. For each ROC curve, the ROC Skill Score (ROCSS) is obtained by computing the area under the curve (AUC) and comparing it to the value of 0.5 that would be obtained with random forecasts (i.e. $\text{ROCSS} = 2 \cdot \text{AUC} - 1$).

3. Results

3.1. Impact of the teleconnections on wind and solar generation

The impact of each teleconnection on wind and solar generation has been evaluated by correlating the historical values of the teleconnection indices to the capacity factor (CF) pseudo-observations at country and regional level. This correlations illustrate that knowledge of each teleconnection state is useful to describe the anomalies of wind and solar generation in different European regions. In winter (figure 1), the positive phases of the NAO are linked to increased wind power generation north of 50ºN of latitude, and to reduced generation in Spain and south of Italy. The EA has its strongest impacts on those regions that the NAO does not influence, increasing wind power generation in the central Atlantic façade during positive phases, and decreasing it in the Balkans. The negative phases of the EAWR are mainly associated to north-easterly flows in the western Mediterranean region (i.e. Mistral channeling in the Ebro valley and the Gulf of Lion). The impact of the SCA resembles the reversed impact of the NAO, but a bit shifted towards the southeast. This is no surprise, since NAO and SCA have a correlation of -0.52 in winter.

For solar power, positive NAO phases increase generation in southern and central Europe, especially in the Balkans. The EA positive phases reduce generation in the Iberian peninsula, particularly in Portugal. Positive EAWR phases increase solar generation in central Europe, especially in France, Switzerland and Germany, but also in the northwest of Spain, parts of Italy and the Balkans. The impact of the SCA also looks like a southward shifted and reversed impact of the NAO, with its strongest signal over Italy and the Balkans.

A similar analysis at country scale (figure 2) reveals that in many countries not only the NAO — which has been the target of many studies— is relevant to determine wind production. In Spain, the state of the EA and the SCA have more impact that the NAO. In France, the EA is the teleconnection with most impact, even if the regional impacts (figure 1) are of opposite sign in the southeast of the country. And in Italy, the EAWR is the most relevant teleconnection.

For each European country, the correlations have been computed from the three CF datasets (see Methods) to evaluate the sensitivity to the observational reference. Despite the differences between the three datasets in terms of the available period, the power plant fleet and the energy conversion methodology employed, the correlations between the teleconnection indices and the country-aggregate CF values remain relatively stable. The largest deviations are seen in Montenegro, where the renewable fleet is small, and therefore minor differences in the considered wind farm locations can result in substantial CF differences.
Figure 1: Pearson correlation at each NUTS2 European region between the four observed (ERA5) teleconnection indices (rows) and the observed wind (left column) or solar (right column) CF values from the EMHIRES dataset, for DJF seasonal averages in the 1986/87–2014/15 period.
Figure 2: Correlation coefficients between observed teleconnection indices and estimated wind CFs in winter, obtained from three datasets and for each of the European countries.
3.2. Explanatory power of the teleconnections

A multi-linear regression between the observed teleconnection indices and the historical capacity factors has been fitted for each European country (see Methods). The determination coefficient $r^2$ of each regression indicates the goodness of fit of the statistical model, or equivalently, the percentage of CF variance that can be explained by the linear combination of the teleconnection indices. Figure 3 shows a map of the determination coefficients for wind and solar generation in winter and summer. For wind CFs, the $r^2$ is high in winter and rather low in summer in most European countries. The teleconnection indices explain most of the variability of winter wind power generation in the UK, Ireland, Germany, Poland, Sweden and the Baltic countries. Regarding solar CFs, the teleconnections have good predictive ability for southern Europe in winter, whereas in summer Sweden, Finland, the Baltic countries and Poland also have good $r^2$ values.

![Figure 3: Determination coefficient ($r^2$) of the multi-linear regression model for wind (left column) and solar (right column) CFs at country level in winter (top row) and summer (bottom row).](image)

As explained in section 2.4, a pre-selection of predictors was used to prevent overfitting. Table 2 presents the regression coefficients ($a$, $b$, $c$ and $d$ in equation 2) obtained for wind and solar CFs in winter and summer for four relevant countries. These regression coefficient indicate how much the CF changes when a teleconnection index experiences a one-standard-deviation change. We can see that in
many cases the pre-selection discards some predictors. For instance, winter wind capacity factors in Spain are modelled as a function of EA, EAWR and SCA only, discarding NAO as a predictor. This does not imply that NAO has no effect on wind CFs in Spain, but rather that the information that the NAO index provides is redundant once we know the values of the other three indices.

Table 2: Regression coefficients obtained when modelling wind and solar capacity factors as a function of the four teleconnection indices for Germany, UK, France and Spain in winter and summer. NA values indicate that the predictor was not included for that country. The determination coefficient $r^2$ is also indicated.

|        | Wind CF          | Solar CF         |
|--------|------------------|------------------|
|        | NAO   | EA    | EAWR  | SCA   | $r^2$ | NAO   | EA    | EAWR  | SCA   | $r^2$ |
| Winter | Germany | NA    | 0.025 | -0.026 | -0.055 | 0.76  | 0.0030 | NA    | 0.0025 | 0.0013 | 0.47  |
|        | UK     | 0.022 | 0.021 | -0.024 | -0.032 | 0.77  | 0.0009 | NA    | NA     | NA     | 0.08  |
|        | France | NA    | 0.030 | -0.025 | -0.017 | 0.58  | 0.0032 | NA    | 0.0038 | NA     | 0.47  |
|        | Spain  | NA    | 0.030 | -0.017 | 0.027  | 0.55  | 0.0025 | -0.0037 | NA    | -0.0039 | 0.59  |
| Summer | Germany | -0.0039 | 0.0058 | -0.0110 | NA     | 0.58  | 0.0031 | 0.0023 | 0.0019 | 0.0018 | 0.35  |
|        | UK     | NA    | 0.0078 | -0.0062 | NA     | 0.24  | 0.0047 | -0.0028 | NA    | NA     | 0.40  |
|        | France | -0.0066 | NA    | NA     | NA     | 0.11  | 0.0025 | NA    | NA     | 0.0021 | 0.21  |
|        | Spain  | NA    | NA    | -0.0079 | 0.18   | NA    | NA    | -0.0012 | NA    | 0.07   |

3.3. Potential value of wind and solar generation forecasts

The work of De Felice et al. [8] introduces a framework to evaluate the usefulness of seasonal predictions of renewable generation for a region in terms of three elements: a) the VRE installed capacity in the region; b) the amounts of interannual variability in the resource; and c) the forecast quality. Accurate forecasts would be useless in regions where there is no installed capacity, or where the variability is small. The two first aspects can be evaluated from installed capacities and CF observations alone and are evaluated in this section, whereas the forecast quality is evaluated in the next section.

For a), according to records of national installed capacity in 2019 [43], Germany, Spain, UK and France are the four countries with more VRE installed capacity. In these countries, as in most of the other European countries, installed wind power capacity more than doubles installed solar capacity. Regarding b), the interannual variability of solar and wind resource in Europe is evaluated in figure 4 for each season. The year-to-year variability of wind CFs is larger than solar variability for all the countries and seasons. Although solar CF has a strong seasonal cycle (driven by astronomic changes in the solar angle), its interannual variability does not change substantially from one season to another. Contrarily, wind power generation is much more variable in winter than in summer, with autumn and spring having intermediate variability levels.

Therefore, from a European perspective, forecasting winter means of wind power CF in the four aforementioned countries would be the most useful in terms of the total VRE generation that can be anticipated.

3.4. Bridging teleconnection forecasts to generation forecasts

The multi-linear regression models that were fitted with observations are now directly fed with seasonal forecasts of teleconnection indices to obtain CF forecasts at country level. As an example, figure 5 displays the probabilistic wind capacity factor forecasts of the multi-system combination for Germany in the winters of 1993/94 to 2014/15, initialized at the beginning of the season. For this country and season, the capacity factor forecasts were obtained as:

$$\hat{CF} = 0.32 + 0.025 \cdot \hat{EA} - 0.026 \cdot \hat{EAWR} - 0.055 \cdot \hat{SCA}$$ (4)

The equation is used for each ensemble member to produce an ensemble of CF forecasts. In the figure we see that for the years with the highest observed CF values (1994, 1999, 2006) the forecasts indicate increased likelihood of above normal CF. Conversely, for the years with less generation (2005, 2008,
Figure 4: Interannual variability of wind (red) and solar (blue) seasonal-mean capacity factors in the 1986–2015 period for 34 European countries, according to the EMHIRES dataset. Each boxplot represents the 30 seasonal-mean values for a given season, generation type and country. The whiskers depict the range (min-max) and the boxes the three quartiles.

2009) forecasts indicate enhanced probabilities of below normal CF.

Besides this illustration, a systematic forecast quality assessment is needed to understand the performance of the predictions. In view of the results presented in the previous sections, we focus the analyses on wind power CF forecasts for Germany, the UK, Spain and France in winter. Figure 6 presents EMC, RPSS and ROCSS for the lower and upper terciles (see Methods for details).

As expected, the best results are seen for Germany and the UK, where the $r^2$ values of the regression where higher than 75%. At lead zero, the multi-system pooling achieves an RPSS value of 0.23 in Germany and 0.13 in the UK. These can be considered good skill levels for an RPSS value. Similarly, at this lead time the discrimination for the lower and upper terciles is clearly positive for all the prediction systems in Germany and the UK. At longer lead times there are still windows of opportunity for these two countries: at lead time three (i.e. predictions initialized on 1st September) the discrimination is positive for the lower tercile in Germany, and for the upper tercile in the UK. In France, all the skill scores are generally lower, with the exception of the discrimination for the lower tercile (i.e. the ability to discriminate low wind power generation winters), which is positive for most of the systems in all the lead times. Spain presents the worst results of the four countries, with negative RPSS values for almost all systems and lead times. There is only consensus among systems in a positive value of ROCSS for the lower tercile at lead two.

Regarding the different SPS analyzed, there is not a single model that clearly outperforms the others for all countries and lead times, and therefore employing the multi-system is an optimal approach. Only the results for SPS3 are worth mentioning. At lead zero this system produces good results (sometimes the best results), whereas at longer leads its performance falls behind the other systems.
Figure 5: Retrospective forecasts of wind capacity factor in Germany, issued on December 1st and valid for DJF. Each panel shows the multi-system predictions (148 members, grey dots) for a specific year, and the corresponding observed value. Probabilities of above normal/normal/below normal capacity factor conditions are labelled at the side of each panel. The most likely tercile is emphasized in bold. The year indicated refers to the beginning of the season.

4. Discussion and conclusions

In this study we show that year-to-year changes of the large-scale atmospheric circulation over Europe impact VRE generation at country level, and we propose a way forward to anticipate generation anomalies months ahead. This is of especial importance for the future European electricity systems, that will rely on large amounts of renewable capacity and can be stressed by atmospheric conditions that are uncertain due to both natural variability and climate change effects [11]. The state of the general atmospheric circulation over Europe has been summarized through four Euro-Atlantic teleconnection indices. The state of those teleconnections is strongly linked with wind and solar power generation anomalies across Europe. Each teleconnection has its own areas of influence, being different for wind and solar and also changing from one season to another. This supports the idea that the most common variations of the large-scale circulation over Europe at seasonal scales, represented by the state of the teleconnection indices, produce opposite effects on wind and solar generation in many regions. Therefore, diversifying the sources of generation is a wise strategy to mitigate the risk of supply-demand imbalance at seasonal timescales. Additionally, the influence areas of the teleconnections are quite large, affecting simultaneously many neighbouring countries. This implies that at seasonal scales, surplus or lack of generation in neighbouring countries is correlated and cannot be balanced efficiently with the country interconnections. Similar conclusions had already been described at weekly timescales in Grams et al. [15] and are extended here to seasonal scales.

A multi-linear combination of the four teleconnection indices is able to represent up to 75–80% of the winter wind generation in many northern European countries, such as UK, Ireland, Germany, Sweden or Poland. In these countries, the large-scale circulation is responsible for most of the variations in wind
Figure 6: Selected verification metrics (rows) for four European countries (columns) showing the performance of the different prediction systems at anticipating wind energy variability in winter (DJF), from zero to three months of lead time.

power generation. In summer, the situation is very different, and in most countries the teleconnections do not provide a good explanation of the interannual variations of the wind generation. In these cases, the generation might be affected by more local atmospheric conditions that are not captured by any of the four teleconnections. The winter teleconnections also account for a good fraction of the solar generation variability in southern Europe, whereas in summer only the generation in countries bordering the Baltic Sea is well described by the teleconnections.

By analyzing historical records of CF at country level we have seen that seasonal means of wind power generation are much more variable than those for solar power generation, especially in winter, which is the windiest and most variable season. Therefore anticipating winter wind power generation is of major importance in most European countries, even more if we consider that installed wind capacity almost doubles that of solar in Europe. Luckily, the season for which forecasts of wind power are more relevant is also the season for which the teleconnection indices have better explanatory power. This might not be a mere coincidence: the largest country-wise variations of wind resource are related to large-scale physical processes that can be described by the teleconnections, whereas smaller-scale processes can have opposite effects within a single country and compensate each other, leading to smaller generation variability at country level [46].

A bridging method has been applied to transform seasonal forecasts of the four winter teleconnection indices into wind capacity factor forecasts for the countries with the highest installed wind capacity, namely UK, Germany, France and Spain. A retrospective forecast quality assessment shows that there are some windows of opportunity, especially for Germany and UK, but also France, in which forecasts of wind generation can be skillful. The quality of these predictions is mainly determined by two aspects: the goodness of fit of the multi-linear regression, and the quality of the teleconnection index forecasts [33], which is sometimes limited. We have shown that not only the NAO is relevant to shape renewable generation in Europe, and in many countries the state of the EA, EAWR and SCA are key contributors too. In the countries where the multi-linear model fits well the generation, improving the seasonal fore-
casts of these large-scale indices would be sufficient to obtain better generation forecasts. There are still gains to be made in that direction by improving the dynamical SPS in regions where there are known biases (e.g. Exarchou et al. [13]) and by studying the climatic processes that lead to positive/negative phases of these teleconnections. Another potential way to improve the results of the final CF forecasts would be to consider the skill of the teleconnection forecasts when selecting the predictors (e.g. by giving priority to the teleconnections that can be more skillfully predicted), but implementing this remains an open challenge still.

The operational provision of seasonal forecasts of those teleconnections should also be the target of future climate service developments. From a user point of view, having forecasts of VRE generation (and also of demand and hydropower) that are derived from the large-scale circulation can be more explanatory than using separate forecasts for each atmospheric or energy variable of interest. Instead of just saying "wind power generation in Germany is likely to be above normal next winter", a user can have more confidence on a forecast formulated like this: "a positive phase of the NAO is likely in the next three months, and this is known to be accompanied with above normal winds and increased wind generation in Germany", because it describes the reasons behind in a story-line fashion that is physically self-consistent [50]. Shaping the forecasts in this way has also the additional benefit of preserving the links between the generation of nearby regions and of complementary sources. Following with the example above, a positive NAO is also usually accompanied with positive anomalies of solar generation in Germany, and with positive anomalies of wind generation in most neighbouring countries. A complete understanding of the supply-demand stress of the European electricity system can be gained by just employing the forecasts of the four teleconnection indices. This is a considerable reduction of degrees of freedom compared to looking at individual forecasts for each country and relevant variable and combining its uncertainties. This is indeed the realization that most of atmosphere-related stresses that the supply-demand balance might face at seasonal scale are ultimately related to the large-scale circulation, which can be faithfully monitored and anticipated employing the teleconnection indices, especially in winter.

Acknowledgments

The research leading to these results has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement nº 776787 (S2S4E) and nº 690462 (ERA-net ERA4CS INDECIS), and the MICINN grant BES-2017-082216 ("Ayudas para contratos predoctorales"). The authors acknowledge the Copernicus Climate Change Service (C3S) for providing seasonal predictions from several European meteorological centers and the ECMWF for producing the ERA5 reanalysis. We thank Stefan Pfenninger and Iain Staffell for providing the NINJA dataset, and Hannah Bloomfield, David Bryshaw and Andrew Charlton-Perez for producing the UREAD-ERA5 dataset. We acknowledge the Knowledge Management Unit, Directorate C Energy, Transport and Climate, Joint Research Centre, European Commission for the dissemination of EMHIRES. All the analyses have been done with the R language employing the packages s2dverification, CSTools, and SpecsVerification. We want to thank Pierre-Antoine Bretonnière and Margardia Samsø for providing support with the download and formatting of the datasets.

Data availability

The data supporting the findings of this study are openly available from different sources. The EMHIRES CF datasets can be obtained at https://doi.org/10.5281/zenodo.4803352. The NINJA CF dataset can be obtained at https://www.renewables.ninja/downloads. The UREAD-ERA5 CF datasets are available at https://doi.org/10.17864/1947.273. The ERA5 geopotential height data can be obtained from the Climate Data Store of the C3S https://doi.org/10.24381/cds.bd0915c6is. The seasonal predictions of geopotential height can be accessed at https://cds.climate.copernicus.eu.

Author contributions

LL designed the experimental setting, produced the code, analyses and figures, and prepared the manuscript. JR designed and coded the feature selection algorithm and contributed in the development of the multi-linear regression method. All authors reviewed the manuscript and contributed to the interpretation of the results.
References

[1] Alessandri, S. and Sperati, S. (2017). Characterization of forecast errors and benchmarking of renewable energy forecasts. In Renewable Energy Forecasting, pages 235–256. Elsevier.

[2] Alonzo, B., Tankov, P., Drobinski, P., and Plougonven, R. (2020). Probabilistic wind forecasting up to three months ahead using ensemble predictions for geopotential height. International Journal of Forecasting, 36(2):515–530.

[3] Bloomfield, H., Brayshaw, D., Charlton-Perez, A., and University Of Reading (2020). ERA5 derived time series of European country-aggregate electricity demand, wind power generation and solar power generation.

[4] Brayshaw, D. J., Troccoli, A., Fordham, R., and Methven, J. (2011). The impact of large scale atmospheric circulation patterns on wind power generation and its potential predictability: A case study over the UK. Renewable Energy, 36(8):2087–2096.

[5] Bueh, C. and Nakamura, H. (2007). Scandinavian pattern and its climatic impact. Quarterly Journal of the Royal Meteorological Society, 133(629):2117–2131.

[6] Copernicus Climate Change Service (2019). ERA5 monthly averaged data on pressure levels from 1979 to present.

[7] Correia, J. M., McDermott, F., Sweeney, C., Doddy, E., and Griffin, S. (2020). An investigation of the regional correlation gradients between Euro-Atlantic atmospheric teleconnections and winter solar short wave radiation in northwest Europe. Meteorological Applications, 27(2).

[8] De Felice, M., Soares, M. B., Alessandri, A., and Troccoli, A. (2019). Scoping the potential usefulness of seasonal climate forecasts for solar power management. Renewable Energy, 142:215–223.

[9] Deutscher Wetterdienst (2019). Seasonal forecasting with the German climate forecast system.

[10] Doblas-Reyes, F. J., García-Serrano, J., Lienert, F., Biescas, A. P., and Rodrigues, L. R. L. (2013). Seasonal climate predictability and forecasting: status and prospects. WIREs Climate Change, 4(4):245–268.

[11] Dorel, L., Ardilouze, C., Déqué, M., Batté, L., and Guérémé, J.-F. (2017). Documentation of the Météo-France pre-operational seasonal forecasting system. Technical report, Météo-France.

[12] European Commission (2019). The European Green Deal. Technical Report COM(2019) 640 final, European Commission, Brussels.

[13] Exarchou, E., Ortega, P., Rodríguez-Fonseca, B., Losada, T., Polo, I., and Prodhomme, C. (2021). Impact of equatorial atlantic variability on ENSO predictive skill. Nature Communications, 12(1).

[14] Fubiano, F., Meccia, V. L., Davini, P., Ghinassi, P., and Corti, S. (2021). A regime view of future atmospheric circulation changes in northern mid-latitudes. Weather and Climate Dynamics, 2(1):163–180.

[15] Giebel, G. and Kariniotakis, G. (2017). Wind power forecasting—a review of the state of the art. In Renewable Energy Forecasting, pages 59–109. Elsevier.

[16] Gonzalez Aparicio, I., Huld, T., Careri, F., Monforti, F., and Zucker, A. (2017). EMHIRES dataset. Part II: Solar power generation. European Meteorological derived HHigh resolution RES generation time series for present and future scenarios. Part II: PV generation using the PVGIS model. EUR 28629 EN.

[17] Gonzalez Aparicio, I., Zucker, A., Careri, F., Monforti, F., Huld, T., and Badger, J. (2016). EMHIRES dataset. Part I: Wind power generation. European Meteorological derived HHigh resolution RES generation time series for present and future scenarios. EUR 28171 EN.

[18] Grams, C. M., Beerli, R., Pfenninger, S., Staffell, I., and Wernli, H. (2017). Balancing europe's wind-power output through spatial deployment informed by weather regimes. Nature Climate Change, 7(8):557–562.
[19] Hagedorn, R., Doblas-Reyes, F. J., and Palmer, T. N. (2005). The rationale behind the success of multi-model ensembles in seasonal forecasting - i. basic concept. Tellus A, 57(3):219–233.

[20] Hamill, T. M., Whitaker, J. S., and Mullen, S. L. (2006). Reforecasts: An important dataset for improving weather predictions. Bulletin of the American Meteorological Society, 87(1):33–46.

[21] Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horányi, A., Muñoz-Sabater, J., Nicolas, J., Peubey, C., Radu, R., Schepers, D., Simmons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo, G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., Chiara, G., Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Fleming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L., Healy, S., Hogan, R. J., Holm, E., Janisková, M., Keeley, S., Laloyaux, P., Lopez, P., Lupu, C., Radnoti, G., Rosnay, P., Rozum, I., Vamborg, F., Villaume, S., and Thépaut, J.-N. (2020). The ERA5 global reanalysis. Quarterly Journal of the Royal Meteorological Society, 146(730):1999–2049.

[22] Hirth, L., Mühlenpfört, J., and Bulkeley, M. (2018). The ENTSO-e transparency platform – a review of Europe’s most ambitious electricity data platform. Applied Energy, 225:1054–1067.

[23] Hurrell, J. W., Kushnir, Y., Ottersen, G., and Visbeck, M. (2003). An overview of the North Atlantic Oscillation. In The North Atlantic Oscillation: Climatic Significance and Environmental Impact, pages 1–35. American Geophysical Union.

[24] IRENA (2020). Innovation landscape brief: Advanced forecasting of variable renewable power generation. International Renewable Energy Agency, Abu Dhabi.

[25] James, G., Witten, D., Hastie, T., and Tibshirani, R. (2013). An Introduction to Statistical Learning. Springer New York.

[26] Jerez, S. and Trigo, R. M. (2013). Time-scale and extent at which large-scale circulation modes determine the wind and solar potential in the Iberian Peninsula. Environmental Research Letters, 8(4):044035.

[27] Jerez, S., Trigo, R. M., Vicente-Serrano, S. M., Pozo-Vázquez, D., Lorente-Plazas, R., Lorenzo-Lacruz, J., Santos-Alamillos, F., and Montávez, J. P. (2013). The impact of the North Atlantic Oscillation on renewable energy resources in southwestern Europe. Journal of Applied Meteorology and Climatology, 52(10):2204–2225.

[28] Johnson, S. J., Stockdale, T. N., Ferranti, L., Balmaseda, M. A., Molteni, F., Magnusson, L., Tietsche, S., Decremer, D., Weisheimer, A., Balsamo, G., Keeley, S. P. E., Mogensen, K., Zuo, H., and Monge-Sanz, B. M. (2019). SEAS5: the new ECMWF seasonal forecast system. Geoscientific Model Development, 12(3):1087–1117.

[29] Jolliffe, I. T. and Stephenson, D. B., editors (2011). Forecast Verification. John Wiley & Sons, Ltd.

[30] Kies, A., Schyska, B. U., Bilousova, M., Sayed, O. E., Juras, J., and Stöcker, H. (2021). Renewable generation data for European energy system analysis.

[31] Lim, Y.-K. (2014). The East Atlantic/West Russia (EA/WR) teleconnection in the North Atlantic: climate impact and relation to Rossby wave propagation. Climate Dynamics, 44(11-12):3211–3222.

[32] Lledó, L., Bellprat, O., Doblas-Reyes, F. J., and Soret, A. (2018). Investigating the effects of Pacific sea surface temperatures on the wind drought of 2015 over the United States. Journal of Geophysical Research: Atmospheres, 123(10):4837–4849.

[33] Lledó, L., Ciommi, I., Torralba, V., Bretonnière, P.-A., and Samsó, M. (2020). Seasonal prediction of Euro-Atlantic teleconnections from multiple systems. Environmental Research Letters, 15(7):074009.

[34] Lledó, L. and Doblas-Reyes, F. J. (2020). Predicting daily mean wind speed in Europe weeks ahead from MJO status. Monthly Weather Review, 148(8):3413–3426.

[35] Lledó, L., Torralba, V., Soret, A., Ramon, J., and Doblas-Reyes, F. (2019). Seasonal forecasts of wind power generation. Renewable Energy, 143:91–100.

[36] Maclachlan, C., Arribas, A., Peterson, K. A., Maidens, A., Fereday, D., Scaife, A. A., Gordon, M., Vellinga, M., Williams, A., Comer, R. E., Camp, J., Xavier, P., and Madec, G. (2015). Global Seasonal forecast system version 5 (GloSea5): A high-resolution seasonal forecast system. Quarterly Journal of the Royal Meteorological Society, 141(689):1072–1084.
[37] Marzban, C., Sandgathe, S., and Kalnay, E. (2006). MOS, perfect prog, and reanalysis. *Monthly Weather Review*, 134(2):657–663.

[38] Mason, S. J. (2004). On using “climatology” as a reference strategy in the brier and ranked probability skill scores. *Monthly Weather Review*, 132(7):1891–1895.

[39] Meehl, G. A., Richter, J. H., Teng, H., Capotondi, A., Cobb, K., Doblas-Reyes, F., Donat, M. G., England, M. H., Fyfe, J. C., Han, W., Kim, H., Kirtman, B. P., Kushner, Y., Lovenduski, N. S., Mann, M. E., Merryfield, W. J., Nieves, V., Pégouin, K., Rosenbloom, N., Sanchez, S. C., Scaife, A. A., Smith, D., Subramanian, A. C., Sun, L., Thompson, D., Ummenhofer, C. C., and Xie, S.-P. (2021). Initialized Earth system prediction from subseasonal to decadal timescales. *Nature Reviews Earth & Environment*, 2(5):340–357.

[40] Merryfield, W. J., Baehr, J., Batté, L., Becker, E. J., Butler, A. H., Coelho, C. A. S., Danabasoglu, G., Dirmeyer, P. A., Doblas-Reyes, F. J., Domeisen, D. I. V., Ferranti, L., Ilyina, T., Kumar, A., Müller, W. A., Rixen, M., Robertson, A. W., Smith, D. M., Takaya, Y., Tuma, M., Vitart, F., White, C. J., Alvarez, M. S., Ardlouze, C., Attard, H., Baggett, C., Balmaseda, M. A., Beraki, A. F., Bhattacharjee, P. S., Bilbao, R., de Andrade, F. M., DeFlorio, M. J., Díaz, L. B., Elsahn, M. A., Fragkoulidis, G., Grainger, S., Groen, B. W., Hell, M. C., Infanti, J. M., Isensee, K., Kataoka, T., Kirtman, B. P., Klingaman, N. P., Lee, J.-Y., Mayer, K., McKay, R., Meeking, J. V., Miller, D. E., Neddermann, N., Ng, C. H. J., Ossó, A., Pankatz, K., Peatman, S., Peggy, K., Perlwitz, J., Recalde-Coronel, G. C., Reintges, A., Renkl, C., Solaraju-Murali, B., Spring, A., Stan, C., Sun, Y. Q., Tozer, C. R., Vigarú, N., Woolnough, S., and Yeager, S. (2020). Current and emerging developments in subseasonal to decadal prediction. *Bulletin of the American Meteorological Society*, 101(6):E869–E896.

[41] Moraes, L., Bussar, C., Stoecker, P., Jacqué, K., Chang, M., and Sauer, D. (2018). Comparison of long-term wind and photovoltaic power capacity factor datasets with open-license. *Applied Energy*, 225:209–220.

[42] Navarro, J. C. A., Ortega, P., García-Serrano, J., Guemas, V., Tourigny, E., Cruz-García, R., Massonnet, F., and Doblas-Reyes, F. J. (2019). December 2016: Linking the lowest Arctic sea-ice extent on record with the lowest European precipitation event on record. *Bulletin of the American Meteorological Society*, 100(1):S43–S48.

[43] Open Power System Data (2020). Data Package National generation capacity. https://doi.org/10.25832/national_generation_capacity/2020-10-01. (Primary data from various sources, for a complete list see URL).

[44] Orlov, A., Stillmann, J., and Vigo, I. (2020). Better seasonal forecasts for the renewable energy industry. *Nature Energy*, 5(2):108–110.

[45] Pfenninger, S. and Staffell, I. (2016). Long-term patterns of European PV output using 30 years of validated hourly reanalysis and satellite data. *Energy*, 114:1251–1265.

[46] Pickering, B., Grams, C. M., and Pfenninger, S. (2020). Sub-national variability of wind power generation in complex terrain and its correlation with large-scale meteorology. *Environmental Research Letters*, 15(4):044025.

[47] Prodhomme, C., Doblas-Reyes, F., Bellprat, O., and Dutra, E. (2015). Impact of land-surface initialization on sub-seasonal to seasonal forecasts over Europe. *Climate Dynamics*, 47(3-4):919–935.

[48] Ramon, J., Lledó, L., Bretonnière, P.-A., Samsó, M., and Doblas-Reyes, F. J. (2021). A perfect prognosis downscaling methodology for seasonal prediction of local-scale wind speeds. *Environmental Research Letters*, 16(5):054010.

[49] Sanna, A., Borrelli, A., Athanasiadis, P. J., Materia, S., Storto, A., Navarra, A., Tibaldi, S., and Gualdi, S. (2017). RP0285 – CMCC-SPS3: The CMCC Seasonal Prediction System 3. Technical Report RP0285, Centro Euro-Mediterraneo sui Cambiamenti Climatici.

[50] Shepherd, T. G. (2019). Storyline approach to the construction of regional climate change information. *Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences*, 475(2225):20190013.
[51] Shukla, J. and Kinter, J. L. I. (2006). Predictability of seasonal climate variations: a pedagogical review. In Palmer, T. and Hagedorn, R., editors, Predictability of weather and climate, pages 306–341. Cambridge University Press.

[52] Soret, A., Torralba, V., Cortesi, N., Christel, I., Palma, L., Manrique-Suñén, A., Lledó, L., González-Reviriego, N., and Doblas-Reyes, F. J. (2019). Sub-seasonal to seasonal climate predictions for wind energy forecasting. Journal of Physics: Conference Series, 1222:012009.

[53] Specq, D. and Batté, L. (2020). Improving subseasonal precipitation forecasts through a statistical–dynamical approach: application to the southwest tropical pacific. Climate Dynamics, 55(7-8):1913–1927.

[54] Staffell, I. and Pfenninger, S. (2016). Using bias-corrected reanalysis to simulate current and future wind power output. Energy, 114:1224–1239.

[55] Takaya, Y. (2019). Forecast system design, configuration, and complexity. In Sub-Seasonal to Seasonal Prediction, pages 245–259. Elsevier.

[56] Torralba, V., Doblas-Reyes, F. J., MacLeod, D., Christel, I., and Davis, M. (2017). Seasonal climate prediction: A new source of information for the management of wind energy resources. Journal of Applied Meteorology and Climatology, 56(5):1231–1247.

[57] Wiese, F., Schlecht, I., Bunke, W.-D., Gerbaulet, C., Hirth, L., Jahn, M., Kunz, F., Lorenz, C., Mühlenpfört, J., Reimann, J., and Schill, W.-P. (2019). Open power system data – frictionless data for electricity system modelling. Applied Energy, 236:401–409.

[58] Williams, K. D., Harris, C. M., Bodas-Salcedo, A., Camp, J., Comer, R. E., Copsey, D., Fereday, D., Graham, T., Hill, R., Hinton, T., Hyder, P., Ineson, S., Masato, G., Milton, S. F., Roberts, M. J., Rowell, D. P., Sanchez, C., Shelly, A., Sinha, B., Walters, D. N., West, A., Woollings, T., and Xavier, P. K. (2015). The Met Office Global Coupled model 2.0 (GC2) configuration. Geoscientific Model Development, 8(5):1509–1524.

[59] Woollings, T., Hannachi, A., and Hoskins, B. (2010). Variability of the North Atlantic eddy-driven jet stream. Quarterly Journal of the Royal Meteorological Society, 136(649):856–868.

[60] Zubiate, L., McDermott, F., Sweeney, C., and O’Malley, M. (2017). Spatial variability in winter NAO–wind speed relationships in western Europe linked to concomitant states of the East Atlantic and Scandinavian patterns. Quarterly Journal of the Royal Meteorological Society, 143(702):552–562.