Heart rate variability is associated with disease severity in psychosis spectrum disorders
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\textbf{A B S T R A C T}

While a growing literature links cardiac autonomic dysregulation to a variety of psychiatric disorders, the relationship between cardiac autonomic functioning and specific symptoms in schizophrenia (SZ) and bipolar disorder (BD) remains elusive. Thus, we investigated heart rate variability (HRV), a proxy for vagal activity, as a biological marker for symptom severity in patients with SZ and BD. HRV was calculated in 35 patients with SZ and 52 patients with BD, as well as in 149 healthy controls. In the patient groups, symptom severity and function were measured by the Positive and Negative Syndrome Scale (PANSS) and the Global Assessment of Functioning (GAF) scale. Results showed that HRV was significantly lower in both clinical groups compared to the healthy controls, with no significant HRV differences between patient groups. PANSS general psychopathology scores, GAF symptom scores, and GAF function scores showed statistically significant associations with HRV across groups. These results suggest that disease severity is associated with autonomic dysfunction and that HRV may provide a potential biomarker of disease severity in SZ and BD.

\textbf{1. Introduction}

Schizophrenia (SZ) and bipolar disorder (BD) are severe psychiatric disorders, with lifetime risks of 1–2% (Pedersen et al., 2014), often causing substantial personal, societal, and economic burdens (Knapp et al., 2004; Woods, 2000). Current diagnostic systems (ICD-10 and DSM-5) classify SZ and BD as separate disorders, yet evidence suggests that they share a number of fundamental features, such as phenomenological expression (Krabbenad et al., 2004), genetic liability (Bramon and Sham, 2001; Lichtenstein et al., 2009), and cognitive deficits (Simonsen et al., 2009). These findings have led to the proposal of a unitary model of psychosis, where BD and SZ are conceptualized as lying on a continuum (Guleksuz and Van Os, 2018).

Patients with severe mental disorders have considerably reduced life expectancy (Laursen, 2011). This has been linked to cardiovascular diseases (CVD) (Hennekens et al., 2005; Weiner et al., 2011), and disturbed autonomic functioning may represent an important risk factor for such diseases (Thayer et al., 2010). Supporting this hypothesis, cardiac autonomic dysregulation has been associated with a variety of psychiatric disorders, including SZ, BD, anxiety disorders, and depressive disorders (Alvares et al., 2016). Of note, such dysregulation is not only linked with elevated CVD risk, but is also associated with increased psychophysiological stress, impaired capacity to modulate cognitive activity, diminished ability for adaptive emotion- and self-regulation, social dysfunction, and decreased psychological flexibility (Appelhans and Luecken, 2006; Holzman and Bridgett, 2017; Koval et al., 2013; Porges, 2011; Thayer and Lane, 2000).

Cardiac autonomic activity can be estimated non-invasively through
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the calculation of heart rate variability (HRV). HRV refers to the beat-tobeat variation in heart rate, which approximates autonomic control of the heart rate (Bertson et al., 1997). The link between the autonomic nervous system and the cardiovascular system is largely directed by the central autonomic network (Benarroch, 1993), which serves as a regulatory system for the autonomic influences on heart rate. The central autonomic network is composed of a distributed network of brain areas including prefrontal cortical, limbic, and brainstem regions. The activity across these neural structures produce the output of the central autonomic network that is transmitted to the sinoatrial node, which is the heart’s pacemaker. Decreased HRV, which is indicative of reduced parasympathetic nervous system activity (Arselrod et al., 1981), has been linked to increased cardiometabolic risk (Kemp and Quintana, 2013) and maladaptive response to stressors in the environment (Thayer and Lane, 2000). Moreover, the vast majority of research on HRV generally reports higher HRV in healthy individuals compared to patients with mental illnesses (Alvares et al., 2016).

Evidence suggests that patients with SZ and BD exhibit chronic reductions in HRV, which have been linked to disease severity (Clamor et al., 2016; Faurholt-Jepsen et al., 2017; Quintana et al., 2016). However, due to study limitations with small sample sizes as well as inconclusive findings, the association between HRV and specific symptoms in these disorders remains unclear. Thus, this study aims to explore differences in HRV between patients with SZ, BD and healthy controls, and identify cardiac autonomic correlates of symptoms in the patient groups.

2. Methods and materials

2.1. Participants

All participants (total n = 236; patient n = 87; healthy control n = 149; Table 1) were recruited as part of the Thematically Organized Psychosis (TOP) study. The study has been approved by the Regional Committee for Medical Research Ethics (REK South East) and the Norwegian Data Inspectorate. After receiving information regarding the study, participants signed a consent form emphasizing the voluntary nature of the study and the opportunity to withdraw at any time. All patients were referred to the TOP study by their clinicians from in- and out-patient clinics from psychiatric units at the four major hospitals in Oslo. Healthy controls were drawn from a randomly selected community sample using government statistical records (Statistisk sentralbyrå, http://ssb.no) from the same catchment area as the patient sample.

Sample size requirements were calculated according the power analysis for a univariate ANOVA and follow-up t-tests. Power analysis was obtained using G^Power (Faul et al., 2007). For a univariate ANOVA to reliably (with a probability greater than 80%) detect an effect size of $\eta^2_p = 0.06$, which is considered a medium effect size (Cohen, 1988), the total required sample size distributed in 3 groups was 156, indicating that the current sample size of 236 is sufficient. Case-control HRV studies of psychosis spectrum disorders are associated with large effect sizes, with a median reported effect size from 44 studies of $d = 0.81$ (Quintana, 2016). To detect an effect size difference of $d = 0.81$ with 80% statistical power, a sample size of at least 27 is required per group. To detect a medium-sized Pearson’s $r$ coefficient ($r = 0.3$) to examine the relationship between HRV and clinical outcomes (Cohen, 1988) with 80% power, a sample size of at least 85 participants is required.

Upon inclusion, all patients underwent a structured clinical interview for Axis I disorders (SCID; First and Gibbon, 2004) by trained clinicians to confirm diagnosis of either a schizophrenia spectrum disorder or a bipolar spectrum disorder. Healthy controls were screened with the Primary Care Evaluation of Mental Disorders (PRIME-MD; Spitzer et al., 1994). Exclusion criteria for all participants were a history of moderate or severe head injury, neurological disorder, IQ $< 70$, insufficient understanding of a Scandinavian language, and age outside the range of 18 to 65 years at time of inclusion. In addition to the general exclusion criteria, healthy controls were excluded if they had used cannabis in the last three months, had a drug dependency, if they or any first-degree relatives had a lifetime history of severe psychiatric disorder, and if they had a history of medical problems thought to interfere with brain function. The sample in the present study consisted of 149 healthy controls and 87 patients with a DSM-IV diagnosis of a schizophrenia spectrum disorder (total n = 35; schizophrenia n = 20; schizophreniform disorder n = 3; schizoaffective disorder n = 3; other psychosis n = 9) or a bipolar spectrum disorder (total n = 52; bipolar I disorder n = 28; bipolar II disorder n = 24).

In the patient groups, current severity of disease was assessed by the Positive and Negative Syndrome Scale (PANSS; Kay et al., 1987). The PANSS is a structured clinical interview that is comprised of three

| Group          | HC (n = 149) | SZ (n = 35) | BD (n = 52) | F (df) | p   | $\eta^2_p$ | $\chi^2$ |
|----------------|-------------|-------------|-------------|-------|-----|------------|---------|
| Age*           | 36.4 (10.3) | 32.8 (11.0) | 33.9 (12.1) | 2.07 (2,219) | 0.13 | 0.02       |         |
| BMI*           | 25.0 (4.17) | 25.3 (6.27) | 26.6 (4.9)  | 0.96 (2,224) | 0.39 | 0.01       |         |
| Sex (M/F)*     | 73 / 73     | 16 / 19     | 21 / 31     |       | 0.48 |     |         |
| Anticholinergic medications (Y/N)²| 22/10      | 36/9       | 26.2       | 1.46  |     |         |
| Daily nicotine intake (Y/N)²| 17/18      | 16/35      | 11.1       | 2.6   |     |         |
| Patient status (IP/OP/NP)²| 7 / 28 / 0 | 3 / 47 / 2 | 0.07       | 5.29  |     |         |
| DUDIT total score²| 4.21 (6.95) | 2.31 (5.08) | 2.09 (1.82) | 0.15  | 0.02 |         |
| HF HRV²        | 2.69 (0.47) | 2.21 (0.8)  | 2.47 (0.5)  | <0.001 | 0.1  |         |
| PANSS total²   | 59.9 (15.7) | 44.1 (8)    | 37.6 (1.84) | <0.001 | 0.31 |         |
| PANSS positive symptoms² | 13.29 (4.7) | 8.73 (2.3)  | 36.8 (1.85) | <0.001 | 0.3  |         |
| PANSS negative symptoms² | 15.03 (5.9) | 9.69 (3)    | 30 (1.84)   | <0.001 | 0.26 |         |
| PANSS general symptoms² | 31.6 (7.7) | 25.6 (5.4)  | 18 (1.85)   | <0.001 | 0.17 |         |
| GAF symptom score² | 55.1 (13.6) | 60.8 (9.3)  | 5.42 (1.85) | 0.02  | 0.06 |         |
| GAF function score² | 52.3 (16.3) | 78.5 (130.7)| 7.17 (1.84) | 0.01  | 0.08 |         |
| YMRS score²    | 2.37 (3.6)  | 2.56 (3.4)  | 0.06 (1.85) | 0.81  | 0.001 |         |

Note: Group values represent means with standard deviations in parentheses, or number of participants in each group. HC = healthy control; SZ = Schizophrenia; BD = Bipolar disorder; BMI = body mass index; IP = inpatient; OP = outpatient; NP = non-patient; DUDIT = Drug Use Disorders Identification Test; HF HRV = High frequency heart rate variability; PANSS = positive and negative syndrome scale; GAF = global assessment of functioning; YMRS = Young mania rating scale.

* HC group n = 135.
² HC group n = 142, BD group n = 50.
³ SZ group = 32, BD group = 45.
⁴ BD group = 51.
⁵ SZ group = 33, BD group = 51.
⁶ HC group n = 146.
components: Positive symptoms, Negative symptoms, and General symptoms. The relationship between these three component scores and HRV in patient groups has been previously investigated to examine the association between disease severity in psychosis spectrum disorders and HRV (Quintana et al., 2016b). In addition to the PANSS, psychosocial functioning in patients was assessed with the Global Assessment of Functioning (GAF) scale, split version (Pedersen et al., 2007). The GAF assesses general symptom (GAF-S) and functioning (GAF-F) levels and covers a range of levels from good mental health to severe psychopathology. Strictly speaking, the GAF-F sub-score is an indirect measure of disease severity as it indexes day-to-day psychosocial functioning. Patients were also assessed with the Young Mania Rating Scale (YMRS), which is used to measure current hypomanic or manic symptom severity (Young et al., 1978). The Drug Use Disorders Identification Test (DUDIT; Hildebrand, 2015) and a measure of daily nicotine consumption (yes/no response) were also collected.

2.2. Physiology data collection and analysis

HRV data was reported in accordance with Guidelines for Reporting Articles on Psychiatry and Heart rate variability (GRAPH; Quintana et al., 2016a). Electrocardiography (ECG) was recorded during an electroencephalography (EEG) session with a 1000 Hz sampling rate, using BioSemi ActiveTwo hardware. A modified Lead-II configuration and HRV (Quintana et al., 2016b). In addition to the PANSS, psychoactivity (MMN) paradigm, a pre-pulse inhibition (PPI) paradigm, and a resting state EEG recording. Heart rate was continuously measured during all paradigms. For HRV evaluation, the MMN paradigm was chosen as this entails a so-called “vanilla task”, which requires the participant to take part in a minimally-demanding task (Jennings et al., 1992). Paradoxically, a vanilla task may be less stressful than a traditional resting-state task, which could be perceived as “forced relaxation” (Farha and Sher, 1989). The participants were seated in a chair in front of a desk with a desktop computer for the full duration of the EEG-experiment. The MMN paradigm occurs 20 min into the session and lasts approximately 15 min. Here, auditory pitch stimuli were delivered to the participants through earphones, while they were instructed to read a magazine and not pay any particular attention to the auditory stimuli. Interbeat intervals (IBIs), which were identified via the R peaks of ECG complexes, were retrieved via ActiView. Data processing and analysis followed Task Force (Camm et al., 1996) recommendations and was carried out using Kubios HRV software (version 3.0.0). Appropriate handling of artifacts in IBI data is crucial to get accurate results from HRV analysis (Bertson and Stowell, 1998; Quintana and Heathers, 2014), consequently all data were visually inspected to detect any non-sinus or movement events. Any detected artifact was manually checked, with the rater blind to participant group. The first 5 min of data recordings were discarded for all participants to account for any differences in habituation to the MMN paradigm and exclude setting-related disturbances (e.g., adjustment of seating position). Then, the first full 5 min period without artifacts was selected from the remaining 10 min sample to avoid potential errors associated with artifacts and artifact correction (Bertson and Stowell, 1998). Absolute high frequency HRV (HF HRV; 0.15–0.40 Hz) almost exclusively contains contributions from parasympathetic activity (Bernston et al., 1997), and has been found to be highly correlated with other measures of PNS activity (e.g., root mean square of successive differences; RMSSD) (Bernston et al., 1997). Absolute HF HRV values were log-transformed to better approximate a normal distribution.

2.3. Statistical analysis

Statistical analyses were conducted in the R statistical environment (version 3.6.1), using the base statistics package (version 3.6.1), ‘jmv’ package (version 0.9.6.1) (Selker et al., 2018), ‘walrus’ R package (version 1.0.3) (Love and Mair, 2018), ‘meta’ R package (version 4.9-7) (Schwarzer, 2019), and the BayesFactor package (version 0.9.12-4.2) (Morey et al., 2018). Univariate analyses of variance (ANOVA) were performed to test for group (SZ, BD, HC) differences in age and body mass index (BMI). Chi-squared tests were performed to assess differences in the proportions of males and females in each group along with differences in nicotine intake and current treatment status (inpatient, outpatient, no treatment) between SZ and BD patients.

To examine whether medication had any potential impact on HRV, all patients receiving psychopharmacological treatment were divided into two groups reflecting medication characteristics: 1) patients taking medications with known anticholinergic effects, and 2) patients taking medications without any known anticholinergic effects. Medications classed as “anticholinergic” included antipsychotics associated with high muscarinic affinity (i.e., olanzapine, clozapine and quetiapine), as these are known to affect parasympathetic nervous system modulation (Alvares et al., 2016; Huang et al., 2013). Additional medications classed as anticholinergic included antipsychotics associated with tachycardia risk (i.e., aripiprazol, paliperidone and risperidone), which influence heart contractions and increase heart rate (Hattori et al., 2018; Tzimos et al., 2008), mood stabilizers (e.g., lithium, lamotrigine), and antidepressants known to influence HRV (i.e., tricyclic antidepressants, paroxetine) (Alvares et al., 2016; Kemp et al., 2010). An independent-samples t-test was conducted to compare HRV for patients in each medication group.

Univariate ANOVAs were conducted to investigate differences in HRV between all groups (SZ, BD, HC) along with differences in clinical variables (PANSS and GAF) between patient groups (SZ, BD), with pairwise comparisons conducted to follow-up any significant differences and Bonferroni corrections applied for multiple comparisons. Robust statistical tests were applied using the ‘walrus’ R package to account for the potential effects of outliers and non-normally distributed data (Wilcox, 2011), in which the bottom and top 10% of values are removed. To assess the relative evidence for the null hypothesis to the alternative hypothesis, a Bayesian ANOVA (Quintana and Williams, 2017) with posthoc tests was conducted in JASP (version 0.9; JASP team), using a fixed effects τ scale prior of 0.5.

For more precise effect size estimates, data from the present study was meta-analytically synthesized with data from our prior study (Quintana et al., 2016b). A random-effects model was used with a DerSimonian-Laird estimator to calculate τ², which provides an estimate of the total amount of heterogeneity. I² was also calculated, which is the percentage of total variability due to heterogeneity. In the event of a non-significant difference in the meta-analysis, meta-analytic Bayes factors were calculated to examine the relative evidence for an alternative and null hypothesis, using a standard t-test Cauchy prior (i.e., τ scale = 1) (Rouder et al., 2009).

Lastly, bivariate correlational analyses were performed to determine linear relationships between HRV and disease severity measures (PANSS and GAF) in SZ and BD using Pearson’s correlation coefficient. To reduce the risk of false positives from conducting a group of seven significance tests, false discovery rate (FDR) p-value thresholds were calculated for these correlation coefficients. To assess the impact of covariates on the relationship between clinical variables and HRV, we fitted linear regression models with HRV as dependent variable and each of the disease severity measures, along with age, BMI, sex, anticholinergic effects.
medication status, daily nicotine intake, and drug problem risk (i.e.,
total DUDIT score) as independent variables. The alpha thresholds for
the seven disease severity coefficients were also FDR-corrected. The R
script used to generate results is available at https://osf.io/fxhra/.

3. Results

3.1. Sample characteristics

Table 1 and Fig. 1 display demographic characteristics of patient
groups (SZ and BD) and healthy controls (HC). There was no significant
main effect of group on age \( [F(2,219) = 2.07, p = 0.13; \eta^2_p = 0.02] \) or
BMI \( [F(2,224) = 0.96, p = 0.39; \eta^2_p = 0.01] \). Chi-squared tests revealed
no significant difference in the proportion of males and females in the
three groups \( [\chi^2 = 1.46, p = 0.48] \), and no significant difference in the
proportions of treatment categories (i.e., inpatient, outpatient, no
treatment) between the two patient groups \( [\chi^2 = 5.29, p = 0.07] \).

3.2. HRV and clinical characteristics

Group differences in HRV and clinical variables (PANSS scores, GAF
scores, and YMRS total score) are presented in Table 1, and in Fig. 2
using raincloud plots (Allen et al., 2019). Mean HRV was higher in the
HC group (HF: M = 2.69, SD = 0.47) than in the SZ group (HF: M = 2.21,
SD = 0.76) and BD group (HF: M = 2.47, SD = 0.51), with slightly higher
mean levels in the BD group compared to the SZ group.

Welch’s independent samples t-tests revealed no significant differ-
ence in HRV for patients taking antidepressants with anticholinergic
properties \( [t(37.6) = -1.1, p = 0.27; \text{Cohen’s } d = -0.27] \) compared to
patients not taking medications with known anti-cholinergic properties
or patients who consumed nicotine daily \( [t(83.7) = 0.8, p = 0.4; \text{Cohen’s }
\text{d} = 0.17] \), compared to those who did not. A linear model was fitted to
assess the association between participant group, anti-cholinergic
medications, daily nicotine consumption, and risk of drug problems on
HRV, which demonstrated that participant group was a statistically
significant predictor \( (t = 2.4, p = 0.02) \). A one-way ANOVA revealed a
main effect of group on HRV \( [F(2,223) = 13.2, p \leq 0.001, \eta^2_p = 0.1] \).
Post hoc pairwise comparisons (Bonferroni corrected) revealed that
the HC group had significantly higher values in high frequency HRV than SZ
\( (p \leq 0.001; \text{Cohen’s } d = -0.91) \) and BD \( (p = 0.03; \text{Cohen’s } d = -0.46) \).
There was no significant difference in HRV between the SZ and BD
groups \( (p = 0.069; \text{Cohen’s } d = -0.43) \).

To account for the potential effects of outliers (Fig. 2A) on these
results, a robust ANOVA (Wilcox, 2011) was performed. Outcomes from
this ANOVA \( (F = 7.08, p = 0.002) \) and posthoc tests were similar (HC >
SZ, \( p = 0.006; \text{HC} > \text{BD}, p = 0.04; \text{BD} > \text{SZ}, p = 0.1 \)), indicating that
potential outliers did not unduly influence the original result. A
Bayesian ANOVA revealed considerable relative evidence for the alter-
native hypothesis \( (BF_{10} = 4606.9) \). Posthoc comparisons found consid-
erable evidence for decreased HRV in SZ compared to HC \( (BF_{10} = 5336.5) \), moderate evidence for decreased HRV in BD compared to HC
\( (BF_{10} = 6.6) \) but modest evidence for decreased HRV in SZ compared to
BD \( (BF_{10} = 1.3) \).

Meta-analytically synthesizing data from our previous work revealed
similar outcomes, with a statistically significant difference in HRV be-
tween SZ and BD \( (g = -0.69, t^2 = 0.03, I^2 = 46.1\%; p < 0.0001, \text{Supple-
mentary Fig. 1a}) \) and BD and HC \( (g = -0.45, t^2 = 0, I^2 = 0\%; p =
0.0003, Supplementary Fig. 1b) \). Meta-analysis did not reveal a signifi-
cant difference between SZ and BD groups \( (g = -0.25, t^2 = 0.0001, I^2 =
0.2\%; p = 0.11, \text{Supplementary Fig. 1c}) \). A meta-analytic Bayes factor for
the comparison of HRV between SZ and BD groups indicated that there
was 2.38 times more evidence for the null hypothesis relative to the
alternative hypothesis.

Mean levels of all PANS variables were higher in the SZ group,
compared to the BD group (Table 1 and Figs. 2B-E). A one-way ANOVA
revealed main effects of patient group on all variables of the PANSS,
including PANS total \( [F(1,84) = 37.6, p \leq 0.001, \eta^2_p = 0.31] \), positive
symptoms \( [F(1,85) = 36.8, p \leq 0.001, \eta^2_p = 0.3] \), negative symptoms \( [F
(1,84 = 30, p \leq 0.001, \eta^2_p = 0.26] \), and general symptoms \( [F(1,85) = 18,
\leq 0.001, \eta^2_p = 0.17] \). For the Global functioning scores, mean levels of
both GAF-S and GAF-F were higher in the BD group compared to the SZ
group (Fig. 2F and G). One-way ANOVAs revealed a main effect of pa-
tient group on GAF-S \( [F(1,85) = 5.42, p = 0.02, \eta^2_p = 0.06] \) and GAF-F
scores \( [F(1,84) = 7.17, p = 0.01, \eta^2_p = 0.08] \). There was no significant
difference in YMRS total score between patient groups \( [F(1,85) = 0.06,
p = 0.81, \eta^2_p = 0.001; \text{Fig. 2H}) \).

3.3. Associations between HRV and disease severity

Table 2 and Fig. 3 display the relationships between HRV and disease
severity levels. The PANS total score was significantly correlated with
HRV \( (r = -0.23, p = 0.03) \). For the PANS subdomains, the only sig-
ificant correlation with HRV was as found with the general symptom
score \( (r = -0.32, p = 0.003) \). Positive correlations were found between
HRV and both GAF symptom \( (r = 0.41, p < 0.001) \) and function \( (r =
0.42, p < 0.001) \) scores. There was also a significant negative relation-
ship between YMRS score and HRV \( (r = -0.25, p = 0.018) \). All nomi-
nally statistically significant values from bivariate association tests (i.e.,
\( p < 0.05 \) in Table 2 remained significant after FDR-adjustment.

To assess the role of potential covariates on the association between
disease severity measures and HRV, linear models were fitted that
included the following predictors: disease severity measures, age, BMI,
anticholinergic medication status, sex, daily nicotine consumption,
and risk of drug problems. The PANS total score \( (t = -2.27, p = 0.02626),

![Fig. 1](image-url). Age and BMI across diagnostic groups. Raincloud plots visualize raw jittered data, probability density via split-half violin plots, and key summary statistics via overlaid boxplots. SZ = Schizophrenia; BD = Bipolar disorder; HC = Healthy control.
Our analyses revealed lower HRV in patients compared to healthy controls, with no significant difference in HRV between the SZ and BD groups, consistent with our previous work. Moreover, within patients, we observed that reduced HRV was associated with higher disease severity, as assessed by the PANSS and GAF. These associations remained when covarying for age, sex, BMI, drug use, nicotine use, and anticholinergic medication status. Our results, suggesting significantly reduced HRV in patients with SZ and BD compared to healthy controls, are in line with two recent large-scale meta-analyses (Clamor et al., 2016; Faurholt-Jepsen et al., 2017), However, we did not find any significant difference between the two clinical groups, supporting previous suggestions of a similar HRV-profile and pathological autonomic dysfunction in these disorders. As such, our results provide added evidence for autonomic dysfunction as a potential shared feature across psychotic disorders. These findings further highlight the need for cardiometabolic screening of patients with SZ and BD, who, at the group level, are at increased risk of CVD comorbidity and reduced life expectancy (Hennekens et al., 2005; Weiner et al., 2011); a risk that may be
partly mediated by disturbed autonomic functioning (Thayer et al., 2010).

There are several biological mechanisms which can account for the co-occurrence of autonomic nervous system dysfunction and psychosis spectrum disorders, including genetics (Ripke et al., 2014), prenatal adversities (Kim et al., 2015), inflammatory mechanisms (Noto et al., 2016; Ripke et al., 2014), accelerated aging (Koutsouleris et al., 2014), and microvascular abnormalities (Uranova et al., 2010), which can influence both cardiovascular and brain health. Together, these factors potentially underlie the link between reduced HRV and severe mental illness. While psychotropic medications can certainly increase the risk of cardiometabolic issues, younger drug-naïve individuals and first-degree relatives of individuals with psychosis spectrum disorders also demonstrate cardiometabolic abnormalities (Ryan et al., 2003). Indeed, in the present analysis we observed reductions in HRV in patients with psychosis spectrum disorders even when accounting for psychotropic medications that are thought to reduce HRV.

Several previous studies have investigated the relationship between HRV parameters and disease severity in SZ and BD with inconclusive results. Some findings suggest that more severe psychotic symptoms in general are modestly associated with reduced HRV (Bar et al., 2008), whereas others report no associations with positive or negative symptoms (Jindal et al., 2009). Other studies have reported significant negative correlations between negative symptoms and HRV (Quintana et al., 2016b; Valkonen-Korhonen et al., 2003). In contrast to these previous findings, we found no statistically significant association between HRV and negative symptom severity. A potential explanation for this could be that the patient sample in this study is larger than that of our previous study examining HRV in both SZ and BD (Quintana et al., 2016b). Alternatively, the relatively low negative symptom severity scores (Leucht et al., 2019) and the use of three-factor model instead of a five-factor model in this sample (Wallwork et al., 2012) may have also contributed to this result. Positive symptoms have generally not been associated with reduced HRV (Kim et al., 2011; Montaquila et al., 2015; Quintana et al., 2016b; Valkonen-Korhonen et al., 2003), which is consistent with the present results. Significant positive correlations were found between HRV and both the symptom and functioning domain of the GAF. Importantly, this relationship did not appear to be influenced by age, depression, anxiety, BMI, sex, drug use, or medications with anticholinergic properties.

In contrast to most studies utilizing the PANSS to assess disease severity in psychotic disorders, the present findings imply a negative correlation between HRV and general disease severity. Thereby, our current findings offer a novel perspective on the link between autonomic dysfunction and disease severity in psychotic disorders. Of note, one of the measures indexed by the general symptom domain of the PANSS is executive functioning deficits (Kay et al., 1987), which are behavioural characteristics that have previously been associated with autonomic dysfunction and reduced HRV (Thayer and Lane, 2000). The relationship between autonomic dysfunction and increased severity of general symptoms is further supported by the positive correlation between HRV and GAF scores. In other words, patients who exhibited higher GAF scores (i.e., superior functioning) tended to have higher HRV. We also found that higher levels of manic symptoms (measured by the YRMS) were significantly associated with lower HRV. While the result of this significance test did not survive correction for multiple tests, this outcome is consistent with prior research in unmedicated patients (Chang et al., 2014). The presence of higher YRMS scores in the SZ group could be confounded by the presence of positive psychotic symptoms, so these scores may not be comparable with those in the BD group. Moreover, as the average YRMS score for the BD group of 2.56 was quite low, this suggests that this group was relatively asymptomatic compared to a typical sample of individuals with BD, at least at the time of testing. While the use of mood stabilizers may have reduced manic symptoms, mood stabilizer use did not markedly influence group differences in HRV or the relationship between symptom severity and HRV.

The current findings point to autonomic dysfunction as a shared feature across psychotic disorders, and that reduced vagally-mediated HRV is linked to elements of more severe psychopathology. However, the overlap in HRV between the different groups was substantial, and even highly significant group differences may disguise considerable between-subject heterogeneity within groups. With the common aim of improving clinical prediction and decision making for individual patients, more advanced models based on individually predicted deviations from an expected normative reference may provide a valuable framework for moving the field from group-based analysis to inference on the individual level (Wollfers et al., 2018).

Some points regarding specific study limitations should be noted. First, the present study did not have a sufficient sample size to reliably assess differences in HRV between SZ and BD subtypes. Thus, it is
unknown whether a potential influence exerted by a particular diagnostic subtype had an effect on the results. Second, data involving psychopharmacological treatment were not available from all patients (Table 1), meaning that there might be hidden confounds in this regard. However, the available data indicated that medication use did not have a considerable impact on HRV in patients. Third, the study did not include a common dedicated scale indexing the levels of current depression severity, which is related to HRV (Kemp et al., 2010). However, HRV was still associated with GAF function and symptom scores when accounting for subscale measures of anxiety and depression from the PANSS. Finally, although participants had some time to habituate to the testing environment, the collection of ECG during EEG data collection may have been stressful for some participants. It is plausible that patients get more anxious in a testing situation compared to controls, potentially leading to an even further decrease in HRV. However, participants’ HRV was evaluated based on a “vanilla” condition, which has been found to be effective in reducing anticipation in experimental settings and in obtaining stable baseline values (Jennings et al., 1992). While these conditions may have reduced anxiety, they did not represent a true resting condition, in which participants are instructed to sit (or lie supine) for a short time-period while cardiovascular data is collected. Thus, the present approach limits the direct comparison with other studies that use a true resting state condition to collect cardiovascular data.

In conclusion, significantly lower HRV was found in individuals with SZ or BD compared to healthy individuals, without any significant difference between the two patient groups. Thus, the present results provide further support for the emerging notion of shared features between SZ and BD, which warrants additional investigation. Lower parasympathetic activity was associated with higher disease severity in patients with higher HRV. As such, the findings suggest that a similar underlying mechanism may mediate autonomic nervous system dysregulation in both SZ and BD, and that HRV may be a valuable tool as an objective biological marker of disease severity and cardiometabolic risk in these disorders.

Supplementary data to this article can be found online at https://doi.org/10.1016/j.pnpbp.2020.110108.
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