1 Introduction

The diffusion-based methods of magnetic resonance imaging (dMRI) are capable of elucidating microstructural insights by estimating the water patterns of displacement into the tissue under study [1, 2]. Briefly, if there are not boundaries hindering the free movement caused by Brownian motion, the water diffuses isotropically. On the contrary, when there are restrictions, the water displacement occurs along the open spaces tracing a preference proper of the anisotropic diffusion. Thus, the images produced with dMRI are particularly useful for lighting neuronal state and trending, which has been vastly explored [3, 4, 5] and to study the integrity of muscle fiber [6, 7]. In the brain, dMRI is an outstanding tool that allows the follow up in horizontal research; this property together with the non-intrusiveness nature of magnetic resonance imaging (MRI), have lead to several studies of neurodegenerative assessments including Parkinson [8, 9], Multiple sclerosis [10, 11], Schizophrenia [12, 13] among others. However, dMRI is a time-consuming technique and image quality as any other MRI procedure deteriorates rapidly if the scanning time is reduced. The timing issue has restricted the dMRI to be fully implemented in the clinics, and currently, it is only used to diagnose stroke in ultra rapid sequences where the whole head volume is scanned three times to covering the orthogonal axes and once more to produce the reference signal (B0) needed to compute diffusion [14, 15]. Despite this clinical acquisition scheme yields images with a bad Signal-to-Noise ratio, it is enough to localize the swelling processes depictive of stroke. As for other applications in the clinics regarding dMRI, it is mandatory to use a higher angular resolution like in diffusion tensor imaging (DTI) [1, 16] or high angular resolution diffusion imaging (HARDI) [17, 18]. The required time to implement these high angular resolution techniques renders it use prohibited in the clinics. Researchers in their side, have the flexibility to plan the scans and recruit the patients. They can also apply standard methods to all samples and care for repeatability. Thanks to this flexibility humanity has faced in detail, important aspects and the core of neurodegenerative diseases. However, a full understanding requires close monitoring of the dynamic apoptotic events which calls the attention over the small animal modeling field. Here, scanning time is a concern only for ethical reasons but, spatial resolution is so exigent that the quality gained by the wider scanning periods is lost in the little spin recruitment induced when reducing the voxels’ size. Additionally, at grids of cents of micrometers as used in the small animal MRI field, a slight movement in the physical setup is traduced in huge displacements or rotations in the image. In this document, we present a method that enhances the quality of dMRI datasets. Here, we turn deteriorated diffusion images into meaningful ones. More importantly, the quality is improved with every new session which is of utmost relevance in horizontal studies. The method was developed and
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thoroughly tested on programmatically created diffusion phantoms and translated to both, the small animals and the clinics.

2 Materials and Methods

The Fig. 1 depicts the common dMRI pipeline under the DTI modeling.

Our driving hypothesis focuses on DTI and states that a diffusion study is more cost and time effective if an averaging is done in the tensor space rather than in the Diffusion Weighted Imaging (DWI) domain. Often, quality enhancement in dMRI is achieved by incrementing the number of machine averages which increments the acquisition time. We instead propose to use several images acquired in the low SNR regime and perform the average-enhancing strategy in the tensor domain. The averaging proposed here is not an obvious one. Recall that tensors are 3 by 3 matrices representing a diffusion geometry—all forms ellipsoids including the sphere—consequently, a corrective action is not as simple as performing a linear operation over the axes of the images. To elaborate on this aspect, we summarize a theoretical framework that illustrates our rationale on a toy example using numerical phantoms.

2.1 Creating synthetic diffusion phantoms

Synthetic DWI signals can be created and manipulated to reproduce rotational structural misalignments in noise-free situations and with added Rician noise using the framework mentioned above. For demonstrative purposes, a synthetic-diffusion phantom is created from which, one diffusion voxel or a group of them (V) are selected. The V contains several diffusion patterns as shown in Fig. 2. Each of them is restricted to a cylinder of $\rho = 5\mu$ and length $L = 5\text{mm}$, where the particles diffuse at $1/1500 \text{mm}^2/\text{s}$ as in [19]. This cylindrical model for diffusion mimics the preferential direction of water motion in the free space between cells, voxel by voxel. We define an initial reference signal resting along the x-axis ($D_{ref}$), see Fig. 2. A, which is a compendium of diffusion patterns in each voxel that together create a preferred global diffusion as it would do a brain tract under dMRI. Then, using this model, we create other synthetic diffusion patterns that are rotated creating the desired misalignments, as in frames AII and AIII of Fig. 2.

Assume then that each diffusion pattern comes from a single fiber, like in fiber tracking [20]. Each fiber orientation is then governed by Equation 1

$$f_{ib} = \left[\cos(\alpha \times \frac{\pi}{180}), \sin(\alpha \times \frac{\pi}{180}), 0\right].$$

Where the parameter $\alpha$ will be zero in the synthetic $D_{ref}$ signal, and will receive any value in the range $[0, 90]$ whenever non-overlapping diffusion signals are simulated among acquisitions. Here, $f_{ib}$ represents the $i$ simulated pattern. Fig. 2 Panel A illustrates this procedure.

The diffusion coefficients in the V are derived by taking the log on both sides of the Sketjal-Tanner equation as in [21]:

$$\log(S_i) = \log(S_o) - b g_i D g_i$$

Where $S_o$ is the non-sensitized signal, $b$ is the b-value, $g_i$ is the gradient direction, $D$ is the diffusion factor, and $S_i$ is the DWI signal for the $g_i$ direction. The $S_i$ factor can be decomposed into the ideal signal $S_i$ and a Rician noise component, represented as two independent Gaussians $N_1$ and $N_2$ with a variance $\sigma$:

$$S_i = \sqrt{S_i + N_1(0, \sigma) + N_2(0, \sigma)}$$

The diffusion tensors $D_i$ are estimated in the Log-euclidean (LE) domain (where they are represented by the parameter $L$) using the D contributions from all gradient directions:

$$L = \log(D) \leftrightarrow \tilde{D} = \exp(L)$$

The operations in the LE domain are computationally inexpensive when compared with other manifold-based methods such as [22] [23] [24]. To see details of how the LE outperforms other common tensor estimation strategies; please refer to the document [21]. Tensors in the LE domain can be moved back to the original tensor space through Equation 4.

For the framework described in this section, rotations are forced to be in the $x$-$y$ plane (about the $z$-axis). Hence, rotational corrections under ideal conditions are generated using $T_{rot} = RTR'$, where $R$ can be represented as:

$$R = \begin{bmatrix}
\cos \frac{\alpha_{pi}}{180} & -\sin \frac{\alpha_{pi}}{180} & 0 \\
\sin \frac{\alpha_{pi}}{180} & \cos \frac{\alpha_{pi}}{180} & 0 \\
0 & 0 & 1
\end{bmatrix}$$

In the presence of noise, the diffusion pattern rotates randomly in any direction; thus, the correction matrices may have rotational components along the Z axis as well. Conveniently, $R$ in Equation 5 is dynamically created through registration in the Fractional Anistropy (FA) domain; hence, projections in Z-axis, in the case they are present, are also accounted.

The Fig. 2 illustrates the synthetic data that we generated to test our method.
Figure 1: **Standard DTI pipeline.** In the dimensions of the data, SLs stands for slices and DIRs for gradient directions. Note how the data produces complex matrix formats along the whole path and only in the DAIs the outputs are scalars. From here the convinience to using a registration on the FA index fro correction purposes.

Figure 2: **Proof of concept synthetic data**

The panel A of Fig. 2 shows ideal-synthetic-tensor fields: AI is the reference, AII and AIII are tensor fields simulating acquisition rotated 10 and 30 degrees with respect to the reference (AI). Panel B shows the tensor field that is generated when the three acquisitions (AI, AII, and AIII) are averaged in the DWI-domain. Panel C shows the same information in the tensor and FA domains. Some tensors of Panel A are zoomed-in and shown in the first column of CI. In Panel C, the columns simulate acquisitions with different levels of noise. In CI, the parameters of the tensors are as follows: rows 1, 2, and 3 represent tensors with 0, 10, and 30 degree rotations, respectively; columns 1, 2, and 3 represent tensors with 0, 0.1, and 0.2 sigma noise, respectively, with the exception of the tensors in the red boxes, in which the noise levels are 0.05 and 0.15 (left and right, respectively). Each panel of CI is the tensor field from which the FA is generated in the corresponding panel in CII.

In this proof of concept, a field of 32x32 pixels with a horizontal diffusion pattern is used as a reference. Its tensor field is extracted as shown in Panel AI. A set of rotations is induced in the tensor fields (see Panels AII and AIII) and Rician noise with different levels is added (as displayed in Panel CI). For our theoretical experiment, we generated six different datasets using a combination of angular rotations respect to the x-axis as well as various noise levels. The details of these datasets are shown in Table 1. The variance in the Rician noise of the noisy reference signals (Panel C, row 1, columns 2,3) is decreased by 0.5 to simulate the model acquisitions. The tensor fields are also used to generate FA maps for registration purposes, which generates the transformation matrices used to correct the misalignments in the tensor field. Hence, in summary, with this procedure, synthetic signals in the DWI domain, tensor fields, and FA maps are generated. The outcomes of these set of experiments will serve to demonstrate how the proposed method not only de-noises the images, but also correct structural misalignments at the tensor stage, enhancing general quality with each acquisition and, therefore, improving the results in every subsequent step.

2.2 **Tensor averaging on small animal data**

Small animals are often used to recreate pathogenic models. The idea of monitoring these models in time
Table 1: Angles of rotation and noise levels of 5 different datasets of synthesized signals. Sets 0 and 3 represent the ideal sets with no noise. Abbreviations: AoR (angles of rotation), $\sigma$ (variance of Rician noise).

| Set   | Reference | 1st additional acquisition | 2nd additional Acquisition |
|-------|-----------|-----------------------------|----------------------------|
|       | AoR = 0° , $\sigma$ = 0.00 | AoR = 0° , $\sigma$ = 0.00 | AoR = 30° , $\sigma$ = 0.00 |
| 0     | AoR = 0° , $\sigma$ = 0.05 | AoR = 0° , $\sigma$ = 0.10 | AoR = 0° , $\sigma$ = 0.10 |
| 1     | AoR = 0° , $\sigma$ = 0.15 | AoR = 0° , $\sigma$ = 0.20 | AoR = 0° , $\sigma$ = 0.20 |
| 2     | AoR = 0° , $\sigma$ = 0.00 | AoR = 0° , $\sigma$ = 0.00 | AoR = 0° , $\sigma$ = 0.00 |
| 3     | AoR = 0° , $\sigma$ = 0.05 | AoR = 0° , $\sigma$ = 0.10 | AoR = 0° , $\sigma$ = 0.10 |
| 4     | AoR = 0° , $\sigma$ = 0.15 | AoR = 0° , $\sigma$ = 0.20 | AoR = 0° , $\sigma$ = 0.20 |

Figure 3: Results of the theoretical experiment using the new pipeline on synthetic data with rotation induction.

using non-intrusive means such as the MRI vanish in spite of the quality of images. Here we present a case of quality enhancement on the diffusion data of an animal model.

A mouse imaged with a 9.4 Tesla Bruker BioSpin MRI GmbH using the diffusion EPI sequence. The acquisition produced a matrix size of 106x160x88 where each voxel has isometric side lengths of 0.08 mm, yielding a field of view of 8.5x12.8x7.0mm$^3$. The diffusion parameters were set in 6 gradient directions with sensitizer b-value of 3000 s/mm$^2$ and one reference image without sensitizer (B0).

The mouse was scanned twice using the same protocol and once more using the DWI averaging strategy that comes built-in with scanners set in two. The added acquisition time of the two initial experiments equals the one utilized in the two DWI averaging acquisition creating a fair comparison scheme.

2.3 Templates on human neonates data

Templates are vastly used in human frameworks as references for structural assessments. Either T1 or T2 images are aligned and averaged to produce smooth models [25, 26, 27]. Recall that T1 and T2 images are 3D stacks while diffusion images are 4D stacks, from here the difficulty to apply the same aligning and averaging techniques in this kind of data. For this proof of concept, five brain DTI scans of term neonates with regular—not pathological—MRI scans images were acquired with a 1.5T GE scanner. The images are captured in a matrix of 256x256x22 where each voxel represents a space of 0.70x0.70x4.99mm$^3$; therefore, the field of view is of 180x180x110mm$^3$. The diffusion parameters were set in 25 gradient directions with sensitizer b-value of 700 s/mm$^2$ and one reference image without sensitizer (B0). The images were acquired without DWI averaging.

2.4 Tracts extraction in Neonates

As a proof of implementation, in this section, we use the previously created template to map a limbic, some association and commissural fiber tracts in a neonate of 42 weeks conceptional age. Recall that these structures are undergoing the process of myelination at this
Figure 4: Results of the theoretical experiment using the proposed pipeline on synthetic data with no rotation induction.

age according to [28, 29, 30, 31]. In this conditions, structural visualization under diffusion MRI methods is not only hardened by factors such as size and neuronal hyper-connectivity, but also by the lack of natural barriers that restrict the water displacement which is provided by the myelin sheets in adult brains. The structures shown in Fig. 7 correspond to one of the subjects utilized to create the template.

3 Results

3.1 Synthetic data

With the synthetic material generated in Section 2, the analysis focuses on the behaviour of the center pixel, in which all the created signals converge (see Panel B in Figure 2). The eigenvalues and eigenvectors that describe the diffusion geometry are dependent on the accuracy of the overlays of concomitant diffusion patterns. The results of these experiments are shown in Figures 3 and 4. Recall that the transformations induced in the central voxel are also applied to the other voxels in the field of view; therefore, the outcomes of this exercise should be extrapolated to the whole image space.

All the references to columns in this paragraph belong to the Fig. 3. Column (a) contains the tensor of the reference DWI signal. Columns (b) and (c) hold tensors of the DWI signals that have been rotated 10° and 30° respectively, respect to the x-axis. Column (d) represents the tensor of the DWI signal that has been averaged using (a), (i) and (j) in the DWI domain without any prior rotation correction. Column (e) shows the same information as in (d), but all done in the tensor field. Column (k) and (l) hold the corrected tensors of Columns (i) and (j), respectively. Column (h) displays the tensor that has been averaged from the tensors in Columns (a), (k) and (l).

All the references to columns in this paragraph belong to the Fig. 4. Column (a) contains the tensor of the reference DWI signal. Column (i) and (j) hold tensors of the two additional DWI signals that have been randomly generated. Column (d) represents the tensor of the DWI signal that has been averaged using (a), (i) and (j) in the DWI domain without any prior rotation correction. Column (e) is the same as (d) but all done in the tensor field. Column (k) and (l) hold the corrected tensors of Columns (i) and (j), respectively. Column (h) displays the tensor that has been averaged from the tensors in Columns (a), (k) and (l).
Figure 5: Diffusion image enhancement in small animal data. Tractography of the corpus callosum (CC) using a single region of interest that fully covers the structure in coronal view.

For both Figures 3 and 4: Row (1) displays the dataset with ideal conditions (no noise), row (2) the one with $\sigma = 0.1$, and row (3) that with $\sigma = 0.2$. The provided Angle ($^\circ$) is the nearest angle (in degrees) of the principle eigenvector with respect to the x-axis. Abbreviations: FA (fractional anisotropy); PCS (principal component); $\sigma$ (variance of Rician noise). Also note that in sets marked with * the $\sigma$ is 0.5 lower in the reference signals of the noisy datasets (row (2) and (3)). The columns with bold entries correspond to definitive results and should be use to focus the comparisons.

In the experiments with synthetic data, the proposed method always aligned the additional acquisitions to the model dataset, thus improving the overlap between structures and consequently cleaning the images while retaining the essential information. This statement remains true even in the data affected by noise. Note also how all the factors that affect the tractography are favorably adjusted.

3.2 Small animal data

The dMRI studies depicted in Fig. 5 corresponds to only one animal scanned several times, replicating what it would happen in horizontal research.

The averaging is performed using the Acq 1 and Acq2. Note how the corpus callosum (CC) fiber are shown in blue, this is due to the position of the animal in the scanner. Recall that in humans, the coordinates are rotated 180° in the YZ plane; thus, fibers in the CC that connect the two brain hemisphere are usually shown in red.

Figure 6: Dynamic diffusion template for neonates

The tractography of the commissural and associating tracts. Using a single subject -on top- and adding one subject each time to end in a template of 5 subject at the bottom.
3.3 Neonatal data

The infant data has been processed with the tensor averaging method after a rigorous re-sampling process to enable the standard space and the registration as well. The Fig. 6 shows the progressive improvement with each newly added subject.

3.4 Tractography in neonatal datasets

With a clean template such as the one shown in Fig. 6, it is possible to map the tracts of a subject with highly compromised quality, as it is often the case in clinics and hospitals where the medical necessity and the comfort of the patient is prioritized over image clarity. Through non-linear registration in the fractional anisotropy domain and by applying the obtained deformation fields to the tracts in the template, the tracts in the subject appear respecting the anatomy, see Fig. 7.

4 Discussion

The Diffusion methods in the brain are meaningful if the extracted structures follow the neuronal trending that has been estimated through histology in post-mortem samples. The tractography is an unbeatable mechanism to elucidate the structures created by neuron connectivity and thus, a visualizing method of utmost relevance for our purposes and those of any study based in dMRI. Once, the tractography is found consistent with the previous knowledge of the structure, one can start analyzing the DAIs under the tracts or out of them to enlight contrast. The results section is presented with evidence of tractography and improvement in this domain due to the relevance of this visualization mechanism in dMRI.

The proof of concept of Section 2.4 consists of two stages. The first one is intended to demonstrate that set-up associated rotations can be dynamically corrected. In a second run, the same pipeline is used in a testing-set where no rotations are added; thus working solely with the random and unavoidable geometry modifiers introduced by noise. In both groups of experiments, ideal situations and two levels of noise are evaluated. With our method, the tractography, FA, principal components and angles are all kept within acceptable ranges of the ground truth. Tensor patterns are also closest to the original in (a), as it is evidenced if comparing columns (e), (f) and (h). Refer to Figures 3 and 4. Note also how the rotations do not greatly affect the diffusion geometry; the major contribution of our new pipeline consists in correcting the angle of the main principal components, therefore enabling the tractography in these datasets [32]. Also, note in Figure 2, Panel B, how the averaging of tensor fields that are rotated about each other results in shrunk tensors. In contrast, our method obtains acceptable orientations and tensor sizes in spite of noise in the signal. When these specifications are moved to real data, the tractography is better defined with each new intake.

Regarding the small animal data, rats and mice are preferably used for tracking pathologies associated with motor deficiencies. One big field of study is the ictus, which researchers induce in these animals. Cell swelling and apoptosis happen in the first 24 hours and diffusion normalizing processes happen along the week after the inducement. Also, consider that an adult rodent is used for these sort of experiments; thus, growing factors are not crucial. Neuron state and neuron connectivity changes, those are the ones that we need to capture. If the structures are aligned, as we proposed within our method, we do not only clean the images while averaging. Recall that as noise, any non-correlated data will be diminished. Analogously, all correlated data will be sustained. In this way neurodegenerative processes will become non-correlated information through acquisitions and thus will be manifested as disappearing structures while averaging. In a similar manner, proliferation processes will be non-correlated data along scanings, but this time, it will be displayed as appearing structures while averaging.

The above is a hypothesis and despite its veracity can be inferred from the simulations in Section 2-A, has not been demonstrated in the current work, overall because we do not have real data to support such as statements. What we have shown is that our method is more time-efficient that the machine averaging often used to produce better image quality. The message that we would like to transmit is stated as follows:

Using our tensor FA-based rotation strategy in separated acquisitions that spend m minutes would yield better image quality than doing one acquisition lasting the same m minutes. This is very convenient also regarding scanning setup, recall that the animals should not be anesthetized more than 2 hours for ethical reasons. Our strategy presents a way out to this limitation which is a major drawback when working with alive subjects at such as exigent spatial resolution. This claim remains true also for the neonates field where the patient is priority and the scanning times are fastened to avoid displacement artifacts.

The procedure that we are performing does not modify the diffusion pattern (the lamdas are the same), it just re-accommodate the orientation and displacement in case present. As the diffusion anisotropy indexes (such as FA, Aparent Diffusion Coefficiente, Mean Diffusivity and so on) are rotationally independent, and we keep the lamdas unmodified, our procedure does not modify these values. Additionally, we would like to emphasize the importance of the tractography because all our efforts are focused on generating a good one. Once the structure of interest is well located and even when the rotations do not affect the DAIs – because of the facts given above –, you can always run the DAIs analysis on the voxels overlapped by the extracted tractography in the original data.

The method exposed in this manuscript has been successfully tested in a controlled environment be-
Figure 7: Tractography in clinical datasets. Limbic, association and commissural structures (left, center and right respectively) by standard methods (top row), in the template (center row) and in the studied clinical subject (bottom row). Each structure is presented in stand alone fashion and overlapped with its respective FA map of the brain. Top and bottom rows show, graphically, the significance of the proposed method.

Therefore being tested on the animal and also on clinical data. The biological variability that authors try to diminish by increasing the sample size is not an issue here because the noise and the misalignments are not produced by any metabolic or physiological reason. We are dealing with setup-related factors that are difficult to overcome due to the high resolution used in the case of the animals and also to procedural disparities in the clinics. On the noise side, recall that making smaller voxels reduces the rate of spin recruitment while Brownian motion keeps the noise in constant levels. On the displacement side, note that we are trying to sharply locate the animal in our macro world when the scanning system is capturing the changes between 200 and 400 micrometers. As for the neonates, the diversity in the acquisition protocols and spatial resolutions is the reason for the lack of structural coherence among subjects.

In both sets of real data, the enhancement consists in better definition of structures and elimination of doubtful fibers. The better definition of paths is achieved when the diffusion information is highly correlated among acquisitions or subjects, not only reinforcing the correlated information but also weakening non-correlated one like noise. Another important aspect demonstrated in the procedure with synthetic data is the angle recovering of the tensor averaging method. The angle in which principal components of diffusion—the longest axis—coexists in neighboring voxels can create or eliminate fibers depending if this angle is smaller or bigger than 10°. The last statement applies if the fiber tracking is performed with the TensorLine algorithm which is the case of the current implementation.

5 Conclusions
Diffusion MRI is a powerful tool that has not yet been implemented in full extend at the clinics due to the long lasting sessions required to achieve a good image quality. Regarding the small animal field, dMRI opens a myriad of possibilities but the spatial resolution is too exigent, and the quality of the images ends by discouraging the realization. If carefully observed, in both fields of application the quality is a concern and in MRI, quality is a matter of time. Here, we have introduced a post-scanning method that makes the inter-acquisition time to become a valued asset for image enhancing purposes. The method has been thoroughly tested in synthetic toys and successfully translated to real case scenarios. With all compelling evidence exposed in this document, we confirm that time in dMRI can be more efficiently utilized in the tensor space than in the DWI domain.
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