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Abstract Composite components regularly experience dynamic loads in service. Despite this, it is still difficult to obtain accurate mechanical properties of composite materials under high strain rate conditions. In this study, a new application of the Image-Based Inertial Impact (IBII) test methodology was developed, to generate an accurate in-plane transverse and shear modulus dataset from unidirectional (UD) off-axis composite specimens. The obtained dataset was consistent across different sample configurations, where results from the UD45° off-axis specimens agreed well with the UD90° values. Validation of the shear modulus identification was also undertaken by comparing the results from the UD90° and UD45° specimens with a multi-directional (MD) configuration. Here, it was found that MD±45° specimen shear modulus values where marginally lower than that from the UD specimens, in accordance with the lower fibre volume fraction of the MD laminate. Low strain rate sensitivities in the \(0.5 - 2 \times 10^3 \text{s}^{-1}\) regime evidenced in this work suggest previously published data (often from split-Hopkinson bar tests) may include both a material and system i.e. testing apparatus response.
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1 Introduction

There are many examples of composite components being subjected to dynamic loads. In the aerospace industry, aircraft nose caps, wings and rear stabilisers can be impacted by a range of objects such as birds, hail or ice and runway debris. Design engineers regularly use a combination of experiments and finite element simulations in order to predict the response of these structures under impact conditions. The simulation’s ability to predict a realistic structural response hinges largely on the accuracy of the data used in the individual material models specified for the component. This is especially true for fibre reinforced polymer composite materials, where the resin dominant (i.e. transverse and shear) properties are generally considered rate sensitive [1].

One problem for simulation engineers utilising high strain rate material data is that there is significant scatter in published values. For example, in-plane transverse modulus strain rate sensitivities of Carbon Fibre Reinforced Polymer (CFRP) composites reported in literature are presented in Figure 1a. Here, up to 20% variation in the reported values can be seen at strain rates below \(10^2 \text{s}^{-1}\). However, beyond \(10^2 \text{s}^{-1}\) the scatter is anywhere between -20% and 40%. Scatter can also be seen in the reported shear modulus values from unidirectional (UD) samples, where at strain rates of \(10^3 \text{s}^{-1}\) UD45° specimen results vary up to 40% as shown in Figure 1b. Inconsistency was also found with the reported dynamic shear modulus from tests on multi-directional (MD) specimens, with one example reporting an increasing shear modulus with increasing strain rate [2] and another reporting practically no strain rate sensitivity [3] from ±45° configurations. Therefore, when the same testing method is used to
test similar materials in similar configurations at similar strain rates, different experimental campaigns yield conflicting results. Not all CFRP composites investigated utilised the same matrix system and therefore, some variation due to resin chemistry was expected. However, this alone does not account for the large scatter seen in Figure 1. Furthermore, transverse and shear moduli results in Figure 1 show a lack of data obtained at strain rates higher than a few hundred s$^{-1}$. This is problematic for defence industry applications such as projectile/ armour impact, where strain rates on the order of a few thousand s$^{-1}$ are developed [4].
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(a) Transverse modulus strain-rate sensitivity.

(b) Shear modulus strain-rate sensitivity.

Fig. 1: Percentage change in dynamic in-plane moduli relative to quasi-static values vs. strain rate for UD CFRP composites: (a) Transverse modulus from UD90$^\circ$ specimens and (b) shear modulus from UD45$^\circ$ and MD$\pm$45$^\circ$ specimens. Circular markers represent tensile and square markers represent compressive test results, while solid markers are from MD$\pm$45$^\circ$ specimens. Data obtained from composites with thermoset matrices.

Many of the published results used high-speed hydraulic testing machines, drop towers or split-Hopkinson bars to generate data. These devices have one thing in common: they require the assumption of quasi-static equilibrium in the specimen in order to infer stress. In the case of the split-Hopkinson bar, this assumption is required to estimate specimen stress from strain gauges remotely mounted on the input and output bars. Unfortunately, for low wave-speed, quasi-brittle materials such as composites, quasi-static equilibrium is difficult to achieve at strain rates over a few hundred s$^{-1}$ where inertial effects are significant [12, 13]. Short sample lengths are often used to reduce transient effects in split-Hopkinson bar tests [14]. However, quasi-static equilibrium is additionally difficult to achieve in split-Hopkinson tension bar experiments, which often require longer gauge length specimens that further delay equilibrium. Under these conditions it is difficult to obtain accurate quantitative modulus and failure stress data e.g. in [15].

Split-Hopkinson bar experiments also require the assumption of a 1D specimen loading in order to infer stress and calculate strain rate. This is one of the reasons why split-Hopkinson bar test configurations use long slender bars and well-machined, small diameter specimens: to reduce out of plane stresses [16]. During tests, radial friction is generated at the specimen/bar interfaces and within the specimen itself. Friction at the specimen/bar interface is generally reduced by applying grease at the specimen ends, however radial or out-of-plane stresses within the specimen are not evaluated with traditional methods and can be significant at high strain rates [17]. In more recent times, full-field imaging techniques have been integrated in split-Hopkinson bar experiments [5, 6, 18]. While this has improved strain measurement accuracy, inferring stress at high strain rates is still problematic because inertial effects are strong and the quasi-static equilibrium assumption is still required. Dispersion in the incident wave can induce multidimensional loading in the specimen and thus violate the 1D wave mechanics assumption [19]. Correction techniques such as that described in [20] can be used to account for wave dispersion, however these methods are still evolving [21]. Pulse shaping techniques that produce a ramped rather than a sharp rise in the incident pulse reduce dispersion [22], but ultimately limit achievable strain rates in tests.

Acknowledging that most dynamic data for CFRP composites were generated with the split-Hopkinson bar and that assumptions required for accurate results with the device can be violated with composites at high strain rates, scatter in the reported data is then expected. Ongoing requirements in pursuit of consistent high strain rate data for orthotropic composites have called for new experimental methods to be developed.
New techniques based on full-field measurements have emerged [14, 23], with a recent example being the Image-Based Inertial Impact (IBII) test described in [24–26]. The IBII test uses ultra-high speed imaging, full-field measurements and the Virtual Fields Method (VFM) to obtain material properties under dynamic loads by using the inertial response of the material as a kind of embedded load-cell. Because the technique does not need to assume quasi-static equilibrium in the specimen, it is ideal for testing the high strain rate properties of materials, including composites. In fact, because the test is purely inertial, quasi-static equilibrium is never reached. The IBII test has been used to obtain the transverse modulus and failure stress of a UD CFRP composite in [26] and the interlaminar modulus and failure stress in [25]. A proof of concept evaluation of a single UD45◦ composite specimen was conducted in [27], characterising transverse and shear moduli under a combined compression/shear state of stress. However, in that work experimental results were processed with smoothing parameters (see Section 3) based on the previous experimental campaign in [26]. Therefore, there is scope to extend the IBII test methodology to evaluate high strain rate modulus and failure stress properties of off-axis composites, using a range of specimen configurations and their respective optimised smoothing parameters.

This paper first describes the VFM theory used to identify the in-plane transverse and shear moduli from off-axis composites. Methods for the numerical implementation of the VFM equations then follow, and the kinematic field smoothing parameter optimisation procedure is outlined. Stress-strain curves and modulus values from UD90◦, UD45◦ and MD±45◦ specimens are compared and related back to differences observed in the kinematic fields. Finally, modulus values from this study are compared to results in literature, where differences resulting from test methodology and strain rate regime are discussed.

2 Theory

The Virtual Fields Method

The VFM uses the principle of virtual work to establish equilibrium equations relating the internal and external forces on a solid deformable body under load. The principle of virtual work can be used to describe equilibrium of a solid body with density ρ in the absence of body forces as:

\[-\int_V \sigma : \epsilon^* \, dV + \int_{SV} T : u^* \, dS = \int_V \rho \, a : u^* \, dV \]  

where \( \sigma \) is the stress tensor, \( T \) is the traction vector and \( a \) is the acceleration vector [28]. The virtual displacement vector is \( u^* \) and is related to the virtual strain tensor \( \epsilon^* \) through \( \epsilon^*_{ij} = \frac{1}{2}(u^*_{ij} + u^*_{ji}) \), \( i, j = 1, 2 \). This equation is valid for any continuous and piecewise-differentiable virtual displacement field. The first term in Equation 1 is the internal virtual work within the solid volume \( V \), the second term is the external virtual work over the volume surface \( \delta V \) and the third term is the acceleration virtual work over \( V \). Vector and tensor dot products are indicated by a full stop ‘.’ and a colon ‘:’, respectively. In this VFM application, we consider specimens impacted by a force \( F(t) \) depicted in Figure 2 with the assumptions listed below:

1. The specimen is in a state of 2D plane stress.
2. Kinematic fields are constant through the specimen thickness.
3. The specimen thickness is constant.
4. The specimen density is constant in both space and time.

Assumptions 1 – 3 are made because the full-field measurement technique used here measures surface displacements. Additionally, the assumption of constant density is not completely necessary, but is employed as significant density variations or shock conditions are not expected here. When necessary, the density can be updated based on the measured strains, e.g. in [29]. If we apply the aforementioned assumptions and neglect body forces, the principle of virtual work given in Equation 1 can be written in 2D as:

\[-\int_S \sigma : \epsilon^* \, dS + \int_S T : u^* \, dl = \rho \int_S a : u^* \, dS \]  

where all the terms were defined following Equation 1, but in 2D the integrals are applied over the specimen surface area \( S \) and the specimen perimeter \( l \). Lastly, the tensorial and vectorial fields are functions of both space and time, but the function notation has been omitted here for ease of writing the equations.

Two additional items are required to use Equation 2 for material property identification. The first is to select a set of virtual fields and the second is to define a constitutive model. Here, rigid body virtual fields (with zero virtual strains) were selected, which cancel the internal virtual work and relate the external virtual work to the acceleration virtual work. This results in equations that relate stress averages along the specimen width to surface acceleration averages. A linear elastic constitutive model is assumed and the modulus is identified by fitting the average stress-strain response. This approach therefore gives the modulus as a function of position over the test duration.
Constitutive model

Validation of the transverse modulus identification procedure utilising a linear elastic constitutive law for an impacted UD90° specimen like that shown in Figure 2a was outlined in [26]. Here, a linear elastic orthotropic constitutive model was selected as it is suitable for the early response of UD fibre composites. In the material coordinate system defined in Figure 2b, the constitutive law for the transverse component of the UD45° case takes the same form: \( \sigma_{22} = E_{22} \epsilon_{22} \). The only component expected to include any non-linearity is the shear term. However, this non-linearity is reduced with strain rate [8], so there should be an appreciable portion of the shear loading that is linear elastic. In both UD90° and UD45° cases, the constitutive law for the shear material response was obtained from the same linear elastic orthotropic constitutive law:

\[
\sigma_{12} = G_{12} \gamma_{12},
\]

where \( \gamma_{12} \) is the engineering shear strain equal to twice the tensorial shear strain \( 2 \epsilon_{12} \). Average stress and strain components obtained from IBII test specimens are used with these constitutive laws to reconstruct \( E_{22} \) and \( G_{12} \) moduli. The VFM equations used to determine the stress averages are derived next.

Virtual fields for modulus identification

Previous implementations of the IBII test utilised rigid body virtual fields to identify the in-plane transverse modulus from UD90° composite samples in [26] and the interlaminar modulus from through thickness samples in [25]. In this work, a similar approach was applied to UD45° and UD90° specimen configurations to obtain equations giving the average transverse and shear stress over the specimen surface.

Off-axis case: coordinate system rotation

For the off-axis case with the coordinate system orientation shown in Figure 2b, the global acceleration and strain fields can be rotated into material coordinates using the standard rotation matrices, given here with the abbreviations \( s = \text{sine} \) and \( c = \text{cosine} \):

\[
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
= \begin{bmatrix}
c \theta & s \theta \\
-s \theta & c \theta
\end{bmatrix}
\begin{bmatrix}
a_x \\
a_y
\end{bmatrix}
\]

(3)

\[
\begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\gamma_{12}
\end{bmatrix}
= \begin{bmatrix}
c^2 \theta & s^2 \theta & s \theta c \theta \\
-s^2 \theta & c^2 \theta & -s \theta c \theta \\
-2s \theta c \theta & 2s \theta c \theta & (c^2 \theta - s^2 \theta)
\end{bmatrix}
\begin{bmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\gamma_{xy}
\end{bmatrix}
\]

(4)

For this rigid body virtual field, the virtual strains are null and therefore the internal virtual work term in Equation 2 is cancelled. Figure 2b shows the stress tensor components acting on the angled slice, which is combined with the acceleration vector and virtual field in the principle of virtual work (Equation 2) resulting in the relationship:

\[
\int_L \sigma_{22} dL = \rho \int_S a_2 dS
\]

(6)
Full-field measurements allow the integrals on the right and left sides of Equation 6 to be approximated as discrete sums of the accelerations over \( S \) and the \( \sigma_{22} \) stresses over \( L \), respectively. Substituting the specimen geometry and rearranging Equation 6 then gives the transverse ‘stress gauge’ equation, provided that the grid of data points is regular in the 1-2 coordinate system:

\[
\sigma_{22}^L = \frac{\rho S \sigma_{2}^S}{L} \tag{7}
\]

where \( \sigma_{22}^L \) is the average normal stress on an angled slice \( L \) shown in Figure 2b. Additionally, \( \sigma_{2}^S \) is the surface average of the 2-axis acceleration over the trapezoidal area from the free edge to the section of interest \( L \). For the remainder of this paper, over-line notation represents the average component value over the region indicated by the superscript.

**Off-axis case: shear component**

Again, we consider the off-axis composite specimen in Figure 2b and apply a rigid body virtual field, this time describing a rigid translation along the material 1-axis:

\[
\begin{align*}
\frac{u_1^*}{1} = 1 & \quad \epsilon_{11}^* = 0 \\
\frac{u_2^*}{0} = 0 & \quad \epsilon_{22}^* = 0 \\
& \quad \epsilon_{12}^* = 0
\end{align*} \tag{8}
\]

Similar to the process used for the transverse component, the stress tensor, acceleration vector and virtual fields are incorporated in the principle of virtual work (Equation 2) leading to the relationship:

\[
\int_L \sigma_{12} \, dL = \rho \int_S a_1 \, dS \tag{9}
\]

The integrals in Equation 9 are again approximated as discrete sums over \( S \) to obtain the shear ‘stress gauge’ equation for an off-axis composite sample:

\[
\sigma_{12}^L = \frac{\rho S \sigma_{1}^S}{L} \tag{10}
\]

where \( \sigma_{12}^L \) is the average shear stress acting over an angled slice \( L \) shown in Figure 2b and \( \sigma_{1}^S \) is the average 1-axis acceleration over \( S \). Equation 10 can also be applied to slices orthogonal to the slice shown in Figure 2b to obtain the average shear stress.

**Transverse case: transverse and shear components**

The transverse case is just a ‘special’ case of the more general off-axis specimen considered previously. For the UD90° specimen shown in Figure 2a the rectangular surface area is given by \( S = L x_0 \). Substituting this into Equations 7 and 10 gives:

\[
\sigma_{22}^L = \rho x_0 \sigma_{2}^S \tag{11}
\]

\[
\sigma_{12}^L = \rho x_0 \sigma_{1}^S \tag{12}
\]

where \( \sigma_{22}^L \) and \( \sigma_{12}^L \) are the average normal and shear stresses on a vertical slice \( L \) as described in [24, 30].

**Modulus identification**

For both specimen cases, the transverse constitutive law given previously \( \sigma_{22} = E_{22} \epsilon_{22} \) was used to obtain \( E_{22} \) from the linear elastic part of the \( \sigma_{22}^L \) vs. \( \epsilon_{22}^L \) response. Similarly, the shear constitutive law \( \sigma_{12} = G_{12} \gamma_{12} \) gives \( G_{12} \) over the linear portion of the \( \sigma_{12}^L \) vs. \( \gamma_{12}^L \) curves. For the UD90° case, Equations 11 and 12 are valid for any transverse section of interest, so stress-strain curves can be plotted for any \( x_0 \) coordinate on the specimen shown on Figure 2a. This gives transverse and shear elastic moduli as a function of position along the specimen length. For the UD45° case, Equations 7 and 10 are applied to angled slices that do not intersect the impact or free edges of the specimen. This was done to omit additional forces at the impact edge and low signal-to-noise ratio data at the free edge. Therefore, transverse and shear moduli obtained from off-axis samples are given as a function of \( x_0 \) position over this domain.

In the next section, the experimental method used for testing off-axis composite samples and the numerical implementation of the off-axis stress gauge equations are described.

**3 Methodology**

**Quasi-static tests**

Quasi-static tensile test specimens were cut from laminates made from Hexply M21/35%/268/T7000GC UD pre-preg by Hexcel, France, consisting of M21 epoxy resin and T700GC carbon fibres. The laminates were made from 12 hand-layed plies, cured in an autoclave at the French aerospace laboratory (ONERA) in Lille. Appendix A gives the method and measurements used to calculate the laminate density of 1514 ± 20 kg.m⁻³.
UD45° tensile test specimens were cut from the UD0° laminates by orientating the laminate fibres at 45° to the specimen edges. Nominal specimen dimensions of 230 × 25 × 3 mm were achieved with a material cutting machine fitted with a diamond coated disc. Front and back surfaces of the specimens were lightly sanded using 500 grit sand paper, smoothing the peel-ply imprint so that the nominal specimen thickness was 3.14 mm. TML FRA-3-11 0°/45°/90° rosette strain gauges were adhered to the front and back faces of the tensile specimens and aluminium tabs were bonded to the specimen ends as shown in Figure 3a.

Tests were conducted on an Instron 5569 testing machine at 1 mm.min⁻¹, loading the specimens within the elastic range to 4000 N and then unloading them at the same rate. Here, the goal was to obtain modulus properties so the specimens were not loaded to failure. Strain signal conditioning was achieved with a Strainsmart 8000 series transducer with a quarter-bridge configuration and 2 volts excitation for each individual gauge. In order to maximise the signal to noise ratio for each gauge, the 0°/45°/90° rosette strain gauges were positioned with the first gauge aligned at 45° to the material coordinate system. After the tests, the three normal strains from the rosette were converted to material coordinate strain components. Force readings from the load cell and the specimen cross sectional area were used to form the global coordinate stress tensor, which was transformed into material coordinates using the standard stress rotation matrix. The constitutive models defined in Section 2 were used to obtain the transverse and shear moduli via linear fits to the stress-strain curves, with the component strains taken as the average of the front and back measurements. Because both transverse and shear moduli were obtained from the UD45° samples, UD0° tests were not performed. In total, three specimens were tested six times each. Specimens were removed from the grips and re-gripped between each test and after the first three tests, the specimen was rotated 180° i.e. upside-down. These practices were undertaken so that bias from gripping boundary conditions was minimised.

### Dynamic tests

#### IBII test specimens

UD90° and UD45° IBII test specimens were obtained by cutting rectangles from a UD0° laminate, with the long edge at 90° and 45° to the laminate fibres, respectively. The IBII specimens were cut from a different plate to the quasi-static specimens, of which the density was calculated as 1575 ± 17 kg.m⁻³ (see Appendix A). MD±45° specimens were manufactured from 12 ply 0°/90° laminates with a density of 1530 ± 41 kg.m⁻³. Samples were cut from the laminates, aligning the specimen’s long rectangular edge at 45° to the laminate fibres. Nominal dimensions of the IBII specimens were 70 × 43 × 3 mm and images of the finished UD90° and UD45° specimens are respectively shown in Figures 3b and 3c. Note that a MD±45° specimen image is not shown as they appear identical to the UD45° specimens. In the following sections of this paper, a naming convention is used to give results from a particular specimen type and number. For example, UD90°-S3 refers to UD90° specimen number three, UD45-S7 to UD45° specimen number seven and MD45-S1 is MD±45° specimen number one. After the specimen surfaces were lightly sanded, cleaned and dried, one specimen face was painted with a thin coat of white acrylic spray paint. A flat-bed printer was then used to print a regular grid of black squares over the specimen surface as shown in Figure 4a, where the distance between the black squares (i.e. the grid pitch) was 0.9 mm. More information on the grid printing procedure can be found in [31].

#### IBII test set-up

In this work, the gas gun apparatus described in [31] was used to generate the dynamic loading required for the IBII tests. Before tests were conducted, a projectile/sabot assembly was loaded into the gas gun barrel and the pressure vessel was pressurised to the desired firing pressure to achieve a nominal velocity of 40 m.s⁻¹. When the system was fired, a solenoid valve opens and the pressurised gas accelerated the projectile/sabot assembly down the gas gun barrel toward...
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Fig. 4: IBII test images showing the (a) specimen, wave guide and foam stand and the (b) camera, flash light and target trap.

the target assembly. The target assembly consisted of a specimen bonded to a 45 mm diameter, 50 mm long right angled aluminium cylinder called a ‘wave guide’. In IBII tests, the purpose of the wave guide is to 1) hold the specimen and 2) provide good contact with the projectile, allowing the input pulse to load the specimen. The specimen and wave guide rested on a ‘v-shaped’ foam stand as shown in Figure 4a and were encased by the target trap shown in Figure 4b.

Imaging system
Specimen surface deformations were recorded with a Shimadzu HPV-X ultra-high speed video camera, with a framing rate of 2 MHz. Given that the camera records 128 images, the total recording time for each test was 64 µs. The camera has a pixel array size of 400 × 250 pixels and was fitted with a Sigma 105 mm lens. The field of view encompassed the whole specimen, plus a 2 mm space at the free edge to ensure no data was lost because of the small amount of rigid body translation occurring during image capture. With the given imaging set-up and specimen grid pitch of 0.9 mm, the spatial frequency (often called sampling) recorded by the camera was 5 pixels per pitch. Table 1 gives a summary of the main imaging system and full-field measurement parameters. In addition, the flash light trigger time was selected so that the specimen was illuminated throughout the recorded portion of the test. Lastly, image distortions amplified by the presence of sharp edges (high image spatial frequencies) were reduced by using an optimal level of camera lens blur. Further details of the experimental set-up are given in [31]. Next, the full-field technique used to derive kinematic fields from the IBII tests is discussed.

Table 1: Imaging system and full-field measurement specifications.

| Camera             | Shimadzu HPV-X |
|--------------------|----------------|
| Pixel array size   | 400 × 250      |
| Sensor bit depth   | 10 bits        |
| Total frames       | 128            |
| Inter-frame time   | 0.5 µs         |
| Integration (shutter) time | 0.2 µs |
| Imaging distance   | 700 mm (approx.) |
| Lens               | Sigma 105mm 1:2.8 DG Macro |
| Grid Light         | Bowens Gemini 1000 Pro |
| Grid pitch         | 0.9 mm         |
| Grid sampling      | 5 pixels per pitch |
| Field of view      | 72 × 45 mm     |
| Full-field technique| Grid Method   |
| Analysis window    | Bi-triangular  |
| Window width       | 9 pixels       |
| Phase calc. step   | 1 pixel        |
| Disp. calc. method | Iterative [32] |
| Spatial smoothing  | Gaussian 25 × 25 pixels |
| Temporal smoothing | 3rd order poly, over 11 frames |

The Grid Method
The Grid Method was used to calculate full-field displacements from specimen deformation images recorded during the tests. A thorough explanation and review of the Grid Method is detailed in [32] and therefore, only a summary of the main steps used in this application is given. For this work, a Matlab code containing the Grid Method procedure made freely available in [32]
was used to calculate the displacement fields. The main steps in the Grid Method can be summarised as follows:

1. **Extract phase maps.** A windowed discrete Fourier transform is used to calculate phase maps from the specimen grid deformation images recorded by the camera.

2. **Phase difference maps.** Phase difference maps are calculated for each time step by subtracting the phase map from a reference undeformed grid (reference phase).

3. **Spatial phase unwrapping.** Phase difference values should lie in the range of \((-\pi, +\pi)\) however, integers of \(2\pi\) radians are added to phase jumps that occur outside this range. As described in [31], the Matlab code used to calculate phase maps in this work incorporates the phase unwrapping algorithm described in [32].

4. **Temporal phase unwrapping.** Integers of \(2\pi\) radians are added to the phase maps to remove distortions caused by phase differences outside the range of \((-\pi, +\pi)\) that may occur between frames. This can be due to both rigid body motion and deformation, meaning that temporal phase unwrapping is not necessarily uniform over the specimen.

5. **Displacement calculation.** The iterative displacement calculation procedure outlined in [32] was used to correct for errors resulting from large displacements and grid defects. Here, the initial guess for the displacement calculation is obtained from the grid pitch \(p\) and the phase difference \(\Delta \phi_i(t)\) maps using the equation:

\[ u_i(t) = \frac{p}{2\pi} \Delta \phi_i(t) , \quad i = x, y \quad (13) \]

**Strain and acceleration calculations**

When using the Grid Method to derive displacement fields from grid images, edge effects from the windowed discrete Fourier transform cause one grid pitch worth of data at the specimen edges to be erroneous [31]. ‘Padding’ techniques that replace corrupted edge data with extrapolated values resulted in improved material property identification when using the VFM and Digital Image Correlation (DIC) in [33]. Therefore, the edge data extrapolation method developed in [25] was applied here. In this approach, one grid pitch worth of \(u_e\) displacement data on the impact and free (vertical) edges was first removed. Linear fits to the values five pixels (one grid pitch) in from the cropped edges are then extrapolated to populate the lost data. This operation was also performed on the top and bottom (horizontal) edges of the specimen on the \(u_y\) displacement fields.

After the edge padding procedure, Gaussian spatial smoothing was applied to reduce the random error on the strain calculations resulting from camera noise. Third order polynomial temporal smoothing was also used to mitigate the effects of camera noise on the acceleration fields. In general, smoothing with increasing kernel sizes reduces the random error, but increases the systematic error as the measurand peak values are ‘smeared’. An optimised combination of spatial and temporal kernels was determined using an image deformation study (discussed at the end of this Section). Spatial and temporal smoothing was applied to the raw displacement fields prior to deriving the strain and acceleration maps, respectively. Following smoothing, the strain fields were obtained by first order spatial differentiation and the accelerations by second order temporal differentiation of the displacement fields.

These operations were performed using the centroid finite difference approach implemented in Matlab’s gradient function. Note that the experimental processing code can be accessed from the digital dataset link given in Section 8.

**Strain rate calculations**

IBII test strain rates are heterogeneous in space and time. Peak average strain rates give the upper limit of the strain rate range experienced by the material, reported here as the maximum value from all specimen slices over the loading duration of the test. In order to give an indication of an ‘effective’ strain rate we define a second strain rate quantity, which is the strain-weighted strain rate:

\[ \hat{\gamma} = \frac{\sum_{t=1}^{\text{Load.dur.}} \sum_{i=1}^{n \text{Meas. points}} |\epsilon_{22}|}{\sum_{i=1}^{n \text{Meas. points}}} \quad \text{and} \quad \hat{\gamma} = \frac{\sum_{t=1}^{\text{Load.dur.}} \sum_{i=1}^{n \text{Meas. points}} |\gamma_{12}|}{\sum_{i=1}^{n \text{Meas. points}}} \quad (14) \]

with the loading duration being the time for the compressive or shear loading pulse to traverse the specimen length. Smoothing kernel edge effects were removed from the calculation by cropping the strain and strain rate fields by \(S_k/2\) + one grid pitch from all edges, where \(S_k\) is the spatial smoothing kernel size in pixels.
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The average acceleration components over $S$, $\bar{a}^S_1$ and $\bar{a}^S_2$ used in the ‘stress gauge’ equations given in Section 2 were determined for each recorded frame in four steps outlined below:

1. Determine the linear equation of all angled slices in global coordinates, with one point for each pixel over the specimen height.
2. Retain all acceleration data within the bounds of the free edges and the corresponding slice, as depicted in Figure 5a.
3. Average all acceleration data that is retained within the bounds.
4. Repeat the procedure for all slices that do not intersect the impacted edge, as shown in Figure 5b, where the number of measurement points on the diagram has been reduced for clarity.

One of the drawbacks of this method is that it results in a ‘staircase’ approximation of surface averaged accelerations, as indicated by the red region in Figure 5b. However, this staircase approximation to the acceleration surface average was found to have minimal impact on the identification, as described in [30]. After the acceleration surface averages were calculated, the surface area $S$ was determined for each specimen slice using the equation $S = H(x_0 + 0.5L \cos \theta)$, where $H$ is the specimen height and recalling that $x_0$ is the distance from the free-edge to the top corner of the slice, $L$ is the slice length and $\theta$ is the off-axis angle of the specimen. Lastly, the slice length $L$ was calculated from the specimen geometry and the angle of the fibres using the trigonometric relationship $L = H \sin \theta$. After $\bar{a}^S_1$, $\bar{a}^S_2$ and $S$ were determined, $\bar{\sigma}^{22L}$ and $\bar{\tau}^{12L}$ were calculated using Equations 7 and 10. Strain values at the pixel centroids were interpolated to the angled slices using the Matlab function scatteredInterpolant, as shown in the schematic given in Figure 5c. $\bar{\gamma}^{22L}$ and $\bar{\gamma}^{12L}$ were then calculated by averaging the interpolated strains over $L$. After the stress and strain averages on the angled slices were obtained, the transverse and shear moduli were calculated as described in Section 2. Equation 10 was also used to obtain the average shear stress over slices orthogonal to the specimen fibres, shown as dashed grey lines in Figure 5b. Shear modulus values derived from the average stresses and strains along Slices 1 and Slices 2 are referred to as $G_{12,Sl.1}$ and $G_{12,Sl.2}$, respectively.

Measurement resolution

Displacement, strain and acceleration resolutions were calculated by processing 128 static grid images with the same procedure used for the dynamic tests and taking the standard deviation (SD) of each field value over all samples.
128 static images. Displacement resolution calculations were made using the raw displacement fields, whereas the strain and acceleration resolutions were calculated from smoothed fields. Table 2 lists the mean kinematic field resolutions for each specimen type, which were obtained from the average of the individual test values within the group.

Table 2: Mean raw displacement, smoothed strain and acceleration field component resolutions in global coordinates.

| Field Component | UD90° | UD45° | MD±45° |
|-----------------|-------|-------|--------|
| u_x (µm/pix)   | 2.36  | 2.61  | 2.50   |
| u_y             | 2.09  | 2.32  | 2.28   |
| ε_xx (µm.m⁻¹)  | 545   | 597   | 552    |
| ε_yy            | 487   | 534   | 545    |
| ε_xy            | 600   | 776   | 750    |
| a_x (×10^5 m.s⁻²) | 8.13  | 9.09  | 8.75   |
| a_y             | 7.21  | 8.08  | 7.94   |

Table 3: Finite element simulation parameters used for the image deformation procedure.

| Parameter | Value |
|-----------|-------|
| Element type | CPS4R with hourglass control |
| Specimen size | 70×44×4 mm |
| Element Size | 0.25×0.25 mm |
| Material model | Lamina, Elastic |
| Density | 1.57×10³ kg.m⁻³ |
| E₁₁ | 135 GPa [2] |
| E₂₂ | 8.0 GPa [2] |
| ν₁₂ | 0.32 [2] |
| G₁₂ | 4.0 GPa [2] |
| Time steps | 128 |
| Output step time | 0.5 µs |
| Solver time step | 0.8× critical time step |
| Beta damping | 1×10⁻⁸ |

Table 3: Finite element simulation parameters used for the image deformation procedure.

| Field Component | UD90° | UD45° | MD±45° |
|-----------------|-------|-------|--------|
| u_x (µm/pix)   | 2.36  | 2.61  | 2.50   |
| u_y             | 2.09  | 2.32  | 2.28   |
| ε_xx (µm.m⁻¹)  | 545   | 597   | 552    |
| ε_yy            | 487   | 534   | 545    |
| ε_xy            | 600   | 776   | 750    |
| a_x (×10^5 m.s⁻²) | 8.13  | 9.09  | 8.75   |
| a_y             | 7.21  | 8.08  | 7.94   |

4 Image deformation simulations

Previous work has shown that image deformation simulations are a useful tool for selecting optimal processing parameters for experiments based on full-field measurements [33–37]. In this work, image deformation procedures detailed in [24, 25, 31] were followed.

Image deformation procedure

The image deformation procedure began with a finite element simulation of a specimen impacted with an experimentally obtained loading pulse, similar to that in Figure 14. Table 3 lists the simulation parameters in which ‘reference’ modulus values were specified in the material model. Before the simulation results were used in the image deformation process, a convergence study was undertaken to determine optimal mesh size and damping values. Displacement fields from the finite element simulation were imposed on a set of analytically-defined synthetic grid images, having the same size and grid properties as the experimental grids. The synthetic grids were then processed with the previously explained procedures.

Systematic error effects on the modulus identification were first assessed by processing the synthetic grids overlaid with 30 copies of Gaussian white noise, simulating camera noise present in the experimental modulus identification. Here, the noise amplitude was determined from the SD of noise grey levels present in 128 static experimental grid images. Analysis of the static images showed that the grey level noise had an average SD of 0.72% of the dynamic range, which was comparable to previous analysis in [25]. The noisy grid images were then processed with a range of spatial and temporal smoothing kernel sizes. The total error between the modulus value calculated for each kernel combination relative to the reference modulus is

\[\text{Err}_{\text{tot}} = |\text{Err}_{\text{sys}}| + 2\text{Err}_{\text{rand}}\]

where \(\text{Err}_{\text{sys}}\) is the systematic error:

\[\text{Err}_{\text{sys}} = \frac{(Q_{i,\text{ID}} - Q_{i,\text{FE}})}{Q_{i,\text{FE}}}, \ i = 2, 6\]  

and \(Q_{i,\text{ID}}\) is the mean identified modulus over 30 noise copies and \(Q_{i,\text{FE}}\) is the reference modulus value specified in the finite element simulation material model. The random error is defined as the SD of the calculated modulus values over 30 noise copies, normalised by the reference modulus:

\[\text{Err}_{\text{rand}} = \frac{1}{Q_{i,\text{FE}}} \sqrt{\frac{\sum_{k=1}^{N} (Q_{i,\text{ID}}^k - Q_{i,\text{FE}}^k)^2}{N - 1}}\]

where \(N = 30\) total iterations and \(Q_{i,\text{ID}}^k\) is the modulus identified for the \(k^{th}\) iteration.
Image deformation results

For both specimen cases, the systematic error maps with and without noise were equivalent, indicating that the modulus identification was not influenced by noise. This result was expected given the linear elastic material model and therefore, the error maps presented here are for the noisy case. Figure 6a shows the systematic, random and total error on $E_{22}$ for the UD90° case, resulting from different spatial kernel $S_k$ and temporal kernel $T_k$ combinations. Here, the spatial and temporal kernels proportionately influence the total error, which was minimised to 0.02% with spatial and temporal kernels of 21 pixels and 15 frames, respectively. Therefore, this kernel combination ($S_k$=21 pixels, $T_k$=15 frames) was selected to process experimental results from the UD90° specimens.

For the UD45° case, Figures 6b, 6c and 6d show the error variation resulting from different kernel combinations used in the identification of $E_{22}$, $G_{12, s1}$ and $G_{12, s2}$, respectively. For a given temporal kernel size, the total error magnitude was more significantly influenced by increasing spatial kernel sizes in the UD45° case compared to the UD90° case. This may have been caused by the angled strain wave profile in the kinematic fields (shown in the next Section), resulting in a more distributed response over the ‘square’ smoothing kernel. In consideration of the total error plots for the off-axis case, it is clear that different kernel combinations are required to optimise each of the modulus components. Therefore, optimal smoothing was determined by selecting the temporal and spatial kernel combination that minimised the sum of the total errors from $E_{22}$, $G_{12, s1}$ and $G_{12, s2}$; which was minimised to 0.94% with spatial and temporal kernels of 11 pixels and 25 frames, respectively. Therefore, the optimised smoothing parameters determined here ($S_k$=11 pixels, $T_k$=25 frames) were used to process the UD45° case experimental data. It should be noted that for all cases, quite a large area in the plots produced low errors (dark blue zones). This was reassuring as it confirmed that the identification behaviour was rather stable over the range of smoothing kernel sizes assessed. However, without this study one could have ended up selecting harsher spatial smoothing leading to significantly larger errors, so this information is useful to make rational choices.

5 Experimental results

Quasi-static tests

Figure 7a shows the transverse stress vs. strain response from the quasi-static tensile test on UD45° Specimen 1. Here, the response was predominantly linear and the $E_{22}$ modulus values were obtained from linear fits to a transverse strain value of 2.0 mm.m$^{-1}$. Figure 7b shows the non-linear response from the shear stress vs. strain curve, where the non-linear onset strain was approximately 3.0 mm.m$^{-1}$. This result is similar to that reported in [38], who obtained a non-linear onset strain of 2.5 mm.m$^{-1}$ in similar tests on the same material in the MD±45° configuration.

Table 4 gives the mean transverse and shear moduli obtained from six tests on each specimen. Transverse modulus values were corrected to account for fibre strains by fitting the $\sigma_{22} - Q_{12}\epsilon_{11}$ vs. $\epsilon_{22}$ response to obtain $Q_{22}$ from which $E_{22}$ was calculated using: $E_{22} = Q_{22}(1-\nu_{12}\nu_{21})$. Here, $Q_{12}$ was obtained from the relationship $Q_{12} = \nu_{12}E_{22}/(1-\nu_{12}\nu_{21})$, with $\nu_{12} = 0.32$ and $\nu_{21} = 0.019$. For brevity, modulus values from each test and specimen (total of 18 tests) are not listed here, but are available in the digital dataset. Mean modulus values from the three specimens were averaged to give a final mean $E_{22}$ value of 8.30 GPa, obtained at a transverse strain rate of $6.86\times10^{-3}$ s$^{-1}$, as listed at the bottom of Table 4. The final mean $G_{12}$ value of 4.73 GPa obtained at an average shear strain rate of $1.1\times10^{-4}$ s$^{-1}$ was consistent with that in [2], which was obtained from MD±45° specimens made from the same material.

Dynamic kinematic fields

This section provides kinematic fields obtained from IBII tests on UD90°, UD45° and MD±45° specimens. Fields obtained from the UD90° specimens are presented first because in this case, the material coordinates are orthogonal to the loading pulse and therefore, it is easier to follow wave progression in the specimen.
Fig. 6: Systematic, random and total error plots (respectively $Err_{sys}$, $Err_{rnd}$ and $Err_{tot}$) resulting from different spatial $S_k$ and temporal $T_k$ kernel combinations: (a) $E_{22}$ from the UD90° case, together with (b) $E_{22}$, (c) $G_{12,Sl.1}$ and (d) $G_{12,Sl.2}$ from the UD45° case. The red cross gives the kernel combination that results in the lowest error for each error type.
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Fig. 7: (a) Transverse and (b) shear stress vs. strain obtained from the UD45\(^{\circ}\) quasi-static tensile test Specimen 1. The strain rate and modulus obtained from linear fits to the curves are also given.

Kinematic fields for the UD45\(^{\circ}\) and MD\(\pm\)45\(^{\circ}\) specimens are then presented and differences in the field evolutions are compared.

Kinematic fields: UD90\(^{\circ}\)

Figure 8 shows the \(u_2\) and \(u_1\) displacement fields at three time steps in the recorded loading history for UD90-S3. Evolution of the \(u_2\) wave front was mostly planar and aligned with the horizontal as shown in Figure 8a. Angled wave fronts can be seen in the \(u_4\) fields in Figure 8b, which resulted from a slight pitch misalignment between the projectile and the wave guide. This pitch misalignment generated a non-planar loading pulse, which induced non-symmetric \(u_1\) displacements across the specimen centre. Peak \(a_2\) and \(a_1\) values were on the order of \(5 - 7 \times 10^6\) m.s\(^{-2}\), as seen in Figures 8c and 8d. Both acceleration field wave fronts were mostly planar, with the \(a_1\) profile being slightly angled, again due to the misaligned impact conditions.

At 20 \(\mu s\) the \(\epsilon_{22}\) wave front had reached the approximate specimen centre as shown in Figure 9a, with peak values on the order of 20 mm.m\(^{-1}\) in compression. Previous testing on UD90\(^{\circ}\) specimens reported in [26] revealed low magnitude \(\epsilon_{11}\) strains due to the high stiffness in the fibre direction. Similar observations were made here and therefore, the UD90\(^{\circ}\) \(\epsilon_{11}\) fields are not shown, but are accessible from the digital dataset. A shear wave front can be seen in Figure 9b, confirming observations made in the displacement and acceleration fields. This shear deformation arose from the slight impact misalignment, and in the present case, inadvertently enriched the test. Peak shear strains were on the order of 5-10 mm.m\(^{-1}\) and given their magnitude, it was possible to obtain the shear modulus from the UD90\(^{\circ}\) specimens. Compressive strain rates on the order of \(2 \times 10^3\) s\(^{-1}\) were present in the \(\dot{\epsilon}_{22}\) fields shown in Figure 9c. Similar peak values were obtained for the \(\dot{\gamma}_{12}\) fields shown in Figure 9d.

Kinematic fields: UD45\(^{\circ}\)

The \(u_2\) and \(u_1\) displacement fields from UD45-S7 are given in Figure 10. As seen in Figure 10a, the \(u_2\) wave front was approximately planar at 15 and 20 \(\mu s\), and later developed a curved shape at 30 \(\mu s\). Conversely, the \(u_1\) wave front was angled in-line with the specimen fibres, as shown in Figure 10b. Similar peak \(u_2\) and \(u_1\) values were recorded, which was in contrast to the UD90-S3 \(u_2\) and \(u_1\) peak displacements that had dissimilar values. This result was expected because the 1-axis of the UD45\(^{\circ}\) specimens is closer to being axially-aligned with the loading pulse and therefore, displacements in this direction will be more significant compared to the UD90\(^{\circ}\) case. Fields for the \(u_2\) and \(u_1\) acceleration components are also shown in Figure 10, where peak values were on the order of \(5 - 10 \times 10^6\) m.s\(^{-2}\). An angled wave profile aligned with the off-axis fibres developed for the \(a_1\) field at 20 \(\mu s\), as shown in Figure 10d. Here, a tensile relief wave generated from the loading pulse can also be seen. Similar to the \(u_2\) fields, the \(u_2\) wave formation was initially planar, aligning itself with the fibres later in time.

Material coordinate strain and strain rate fields are given in Figure 11, where peak compressive \(\epsilon_{22}\) values around 10 mm.m\(^{-1}\) are shown in Figure 11a. Higher peak values around 20 mm.m\(^{-1}\) were obtained for the \(\gamma_{12}\) fields, which can be seen in Figure 11b. Angled wave profiles in the \(\dot{\epsilon}_{22}\) and \(\dot{\gamma}_{12}\) fields at 20 and 30 \(\mu s\) can be seen in Figures 11c and 11d, respectively. Peak strain
rates for both the $\dot{\epsilon}_{22}$ and $\dot{\gamma}_{12}$ fields were on the order of $2 \times 10^3$ s$^{-1}$. The peak strain and strain rate values obtained from UD45-S7 were on a similar order of magnitude to UD90-S3. This was expected because both samples were loaded with similar impact velocities. However, for the UD90$^\circ$ case the 2-axis response was stronger, as it was dominated by matrix compression. For the UD45$^\circ$ case, the shear response was dominant and therefore, the 2-axis response was slightly lower. This explains why higher peak shear strains and strain rates were obtained from UD45-S7 compared to UD90-S3. Although, UD90$^\circ$ samples impacted with a greater degree of projectile and wave guide misalignment will induce a strong shear response.

Kinematic fields: MD±45$^\circ$

For the MD±45$^\circ$ specimens, the identification procedure will focus on obtaining the shear modulus, so only the kinematic field maps that are required for this are given here and the remaining fields can be found in the digital dataset. Displacement and acceleration fields for MD45-S1 are given in Figure 12. As seen in Figure 12a, the $u_2$ field developed an angled wave front with an angle slightly greater than the $+45^\circ$ specimen fibres. This angled $u_2$ wave formation was in contrast to the UD45$^\circ$ specimen, which was more horizontal. Given the symmetry of the MD±45$^\circ$ specimen, similar $u_2$ and $u_1$ displacement field patterns were expected. The $a_2$ and $a_1$ fields in Figures 12c and 12d also show an angled wave front profile and have peak values around $5 \times 10^6$ s$^{-1}$.
Strain and strain rate fields for MD45-S1 are given in Figure 13. Similar to the UD45° specimens, the $\gamma_{12}$ field recorded peak values around 20 mm.m$^{-1}$. However, the field was ‘X-shaped’ as shown in Figure 13a, whereas the UD45° field was angled and aligned with the laminate fibres. The $\dot{\gamma}_{12}$ wave profile had a similar shape to the $\gamma_{12}$ field, as shown in Figure 13b. Here, peak $\dot{\gamma}_{12}$ values were on the order of $2 \times 10^3$ s$^{-1}$, which was similar to the UD45° case. In the following Section, the acceleration and strain fields shown here were used to construct average stress-strain curves and identify modulus values from UD90°, UD45° and MD±45° specimens.

**Dynamic modulus identification**

**Loading pulse**

The average force acting on the specimen impact edge in the 2-axis direction $F_{2L}$ was calculated from the specimen mass $m_s$ and the average acceleration over the specimen surface $\bar{a}_{2L}$ using the equation $F_{2L} = m_s \bar{a}_{2L}$. At the same time, the average stress acting on the impact edge in the 2-axis direction $\sigma_{22L}$ was obtained from Equation 11. $F_{2L}$ and $\sigma_{22L}$ are plotted against time for the IBII test on UD90-S3 in Figure 14, where peak compressive values were approximately 20 kN and 160 MPa, respectively. Multiple loading pulses were recorded due to wave reflections within the projectile, wave guide and specimen, as shown in Figure 14.
Modulus identification: UD90°
Stress-strain curves obtained from slices at various $x_0$ positions (distance from the specimen free edge) for UD90-S3 are given in Figure 15. Here, a linear loading in compression and unloading in tension was observed. All of the UD90° samples failed during testing, as the loading pulse reflected from the specimen free-edge generating a concentrated tensile stress region, which exceeded the fracture stress of the specimen. Because the focus of this work was to obtain elastic modulus properties, the post-failure non-linear response was removed from the stress-strain curves. Peak transverse stress and strain values over the compressive loading were approximately 100 - 150 MPa and 10 - 15 mm.m$^{-1}$, respectively.

Transverse modulus $E_{22}$ values were obtained by linearly fitting the compressive stress-strain curves from each slice. Figure 16 gives $E_{22}$ as a function of $x_0$ position from six UD90° specimens. Strain data on the edges of the sample is corrupted by smoothing edge effects and therefore, the average modulus for each sample was taken over the middle 50% of the sample length, as was done in [24, 26, 30]. Table 5 gives the mean transverse modulus value obtained from six tests as $E_{22} = 10.2$ GPa, with a COV of 1.52%, indicating excellent test-to-test repeatability. Similar to the quasi-static results, the IBII test $E_{22}$ values listed in Table 5 were corrected to account for fibre strains. However, for the IBII tests the correction was applied using finite element model (see Section 3) $\epsilon_{11}$ strains because of the
The quasi-static $E_{22}$ value of 8.30 GPa obtained in this work was used to determine the percentage difference to the quasi-static value (%Diff. to QS) of 22.3%.

Peak compressive average strain rates obtained during the loading portion of the test are also given in Table 5. From six tests, the mean peak average transverse strain rate was $2.41 \times 10^3$ s$^{-1}$ and the shear value was lower at $1.34 \times 10^3$ s$^{-1}$. This result was expected for the UD90$^\circ$ specimens, given the transverse fibre orientation with respect to the loading pulse. Table 5 also lists the effective strain rates, where the mean transverse value of $0.932 \times 10^3$ s$^{-1}$ was higher than the mean shear value of $0.421 \times 10^3$ s$^{-1}$. As the strain rate fields are heterogeneous in both space and time (see Section 5, Dynamic kinematic fields), the effective strain rates were lower than the peak average values.

Equation 12 was used to calculate the average shear stress over the specimen height $\sigma_{12}^{av}$ from the $a_1$ acceleration fields for the UD90$^\circ$ specimens. Figure 17 shows the stress-strain curves, which were mostly linear but lower in magnitude compared to the transverse response. Linear fits to the shear stress-strain curves were used to obtain shear modulus values from each vertical specimen slice, which are plotted against $x_0$ position for all specimens in Figure 18. Modulus values from the middle 50% of slices were averaged to calculate $G_{12}$ for each sample, as listed in Table 5. The mean $G_{12}$ value from all specimens was 5.51 GPa with a COV of 2.30%, again indicating good repeatability between
Fig. 12: Displacement and acceleration fields at 15, 20 and 30 µs for MD45-S1: (a) $u_2$, (b) $u_1$, (c) $a_2$ and (d) $a_1$.

samples. Using the quasi-static $G_{12}$ modulus value of 4.73 GPa, the %Diff. to QS value was 16.6%.

**Modulus identification: UD45°**

Average transverse stress-strain curves at selected $x_0$ distances from specimen UD45-S7 are given in Figure 19. Similarly to results from UD90-S3, the transverse response from UD45-S7 was linear with peak compressive stresses reaching around 60 MPa. Small oscillations in the transverse stress-strain curves can be seen in Figure 19, which resulted from the lower signal to noise ratio compared to the transverse response of the UD90° samples. Again, linear fits over the compressive loading portion of the stress-strain curves were used to calculate the transverse modulus $E_{22}$ for each slice. Red markers indicate the fitting regions for UD45-S7 in Figure 19.

For the UD45° case, the majority of (angled) slice data is located further away from the specimen’s impact and free edges and hence, less sensitive to spatial smoothing edge effects compared to the UD90° case. Therefore, data from all slices was used for the modulus identification from the off-axis samples. Transverse modulus against position results from all UD45° specimens are shown in Figure 20. Table 6 gives the mean transverse modulus obtained from seven UD45° tests as 9.91 GPa, with good consistency between samples denoted by the resulting COV of 3.36%. This $E_{22}$ result was 19.4% higher than the quasi-static reference value of 8.30 GPa listed in Table 4.
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Fig. 13: Strain and strain rate fields at 15, 20 and 30 µs for MD45-S1: (a) $\gamma_{12}$ and (d) $\dot{\gamma}_{12}$.

Table 5: The transverse modulus $E_{22}$ and shear modulus $G_{12}$ identified from six IBII tests on UD90° specimens, together with the mean, SD, COV, QS value and %Diff. to QS value. Peak average and effective transverse and shear strain rates are also listed.

| Specimen      | $E_{22}$ | $G_{12}$ | Max. $|\epsilon_{22}^{L}|$ | Max. $|\gamma_{12}^{L}|$ | $\dot{\epsilon}_{22}$ | $\dot{\gamma}_{12}$ |
|---------------|----------|----------|----------------|----------------|-------------------|-------------------|
|               | (GPa)    | (GPa)    | ($\times 10^3$ s$^{-1}$) | ($\times 10^3$ s$^{-1}$) | ($\times 10^3$ s$^{-1}$) | ($\times 10^3$ s$^{-1}$) |
| UD90-S1      | 9.97     | 5.65     | 1.18           | 1.38           | 0.467             | 0.466             |
| UD90-S2      | 10.3     | 5.52     | 1.18           | 1.46           | 0.473             | 0.555             |
| UD90-S3      | 10.0     | 5.34     | 2.93           | 1.51           | 1.18              | 0.465             |
| UD90-S4      | 10.1     | 5.58     | 3.03           | 1.18           | 1.16              | 0.390             |
| UD90-S5      | 10.3     | 5.38     | 3.19           | 1.03           | 1.15              | 0.277             |
| UD90-S6      | 10.3     | 5.61     | 2.92           | 1.45           | 1.17              | 0.375             |
| Mean         | 10.2     | 5.51     | 2.41           | 1.34           | 0.932             | 0.421             |
| SD           | 0.154    | 0.127    |                |                |                   |                   |
| COV (%)      | 1.52     | 2.30     |                |                |                   |                   |
| QS Value     | 8.30     | 4.73     |                |                |                   |                   |
| %Diff. to QS | 22.3     | 16.6     |                |                |                   |                   |

Fig. 14: Loading pulse history on the impact edge in the 2-axis direction: average force $F_{2L}$ and the average stress $\sigma_{22L}$ against time, obtained from the IBII test on UD90-S3.

UD45-S7 average shear stress-strain curves at selected $x_0$ positions from Slices 1 and Slices 2 are given in Figures 21a and 21b, respectively. Here, some distinct differences between the transverse and shear material behaviour can be seen. Initially, the material response over the loading portion of the curve was linear and then turned non-linear. This type of behaviour was expected, as the shear response of fibre composites is generally found to be non-linear, with the non-linearity being attributed to micro-damage formation and other mechanisms [38]. As seen in Figure 21a, the onset of non-linearity occurs between 10 - 15 mm.m$^{-1}$ and is consistent with the results obtained in [38], where non-linear onset occurred at approximately 5 mm.m$^{-1}$ at a strain rate of $5 \times 10^3$ s$^{-1}$. With increasing strain rate, the non-linear response is delayed [9] and this explains...
Fig. 15: Average transverse stress-strain curves at various $x_0$ positions obtained from UD90-S3. Linear fits to the compressive loading data (shown in red) were used to calculate $E_{22}$.

Fig. 16: $E_{22}$ as a function of $x_0$ position from the UD90° specimens, together with the mean $E_{22}$ value from six tests, the quasi-static reference value and ±10% of the quasi-static reference value.

Fig. 17: Average shear stress-strain curves at various $x_0$ positions obtained from UD90-S3. Linear fits to the loading data (shown in red) were used to calculate $G_{12}$.
Fig. 18: $G_{12}$ as a function of $x_0$ position for the UD90° specimens, the mean identified from six tests, the quasi-static reference value and $\pm 10\%$ of the quasi-static reference value.

Fig. 19: Average transverse stress-strain curves at the given $x_0$ positions obtained from the IBII test on UD45-S7. Linear fits to the compressive loading data (shown in red) were used to calculate $E_{22}$.

Fig. 20: $E_{22}$ as a function of $x_0$ position from seven UD45° specimens together with the mean, quasi-static and $\pm 10\%$ of the quasi-static reference value.
the extended linear response observed in this study. The unloading behaviour was also predominantly linear and appears to have a slightly reduced stiffness compared to the linear portion of the compressive loading. In addition, there was a residual strain after the specimen had unloaded (at zero average shear stress). The lower unloading modulus and residual strain may indicate that the material has undergone micro-damage during the loading. However, physical evidence of damage is required to validate this hypothesis.

Linear fits to the loading portion of the shear stress-strain curves were used to determine the shear modulus for each \( x_0 \) position on the specimen. Modulus fitting regions at various slices are shown as red markers in Figures 21a and 21b, with the first point starting at the zero stress condition. Several approaches are possible to determine the upper limit of the fitting range. In this work, a progressive chord modulus procedure was used. Starting at the lower limit strain, chord modulus values were made at progressively increasing strain values over the loading portion of the stress-strain curve, as shown in Figure 22. The transition from linear to non-linear behaviour was determined by the point at which the chord modulus dropped below the average, over the shear loading pulse (with the initial data excluded). Data in the initial stages of loading were corrupted by noise, so values in the range of 2× the shear strain noise floor were excluded from the average calculation. Sometimes the chord modulus fell below the mean before the transition because of noise present in the stress-strain curves, as seen in Figure 22. Therefore, the onset of non-linearity was taken as the last chord modulus value that fell below the average. Finally, the shear modulus was determined from a linear fit through all data points in the linear range. As seen in Figure 21a, the method used to determine the linear response fitting range was able to reasonably identify the onset of non-linearity in the stress-strain curves.

The average shear modulus as a function of \( x_0 \) position from Slices 1 and Slices 2 for the UD45° specimens is given in Figure 23a and 23b, respectively. Table 6 lists the mean \( G_{12} \) values as 5.56 GPa for Slices 1 and 5.31 GPa for Slices 2, calculated as the mean of seven test results. Good consistency between tests was obtained, evidenced by the low COV values of 2.52% and 3.58% for Slices 1 and Slices 2, respectively. Quasi-static \( G_{12} \) values from Table 4 were used to calculate shear strain rate sensitivities of 17.6% and 12.3% for Slices 1 and Slices 2, respectively. Strain rate data for the UD45° specimens are also listed in Table 6 where as expected, the shear strain rates were higher than the transverse values.

### Modulus identification: MD±45°

As an additional validation of the method used to identify \( G_{12} \) from UD45° specimens, shear moduli were obtained from MD±45° specimens. Average shear stress and strain components were obtained from the two angled slices (see Figure 5b). Shear stress-strain curves from MD45-S1 at selected \( x_0 \) positions from Slices 1 and 2 are shown in Figures 24a and 24b, respectively. Here, the response was similar to the UD45° specimens, however less residual strain was seen from the MD±45° curves, noticeable when comparing Figures 24a and 24b with Figures 21a with 21b.

The progressive chord modulus method was also used for the MD±45° \( G_{12} \) identification. Figures 25a and 25b give the average shear modulus identified as a function of \( x_0 \) position for Slices 1 and 2, respectively. Note that for Slices 2, \( x_0 = 0 \) at the specimen impact edge (see Figure 5b). Results from four IBII tests on MD±45° specimens are listed in Table 7, giving shear modulus values of \( G_{12,SL.1} = 5.06 \) GPa (COV = 5.65%) and \( G_{12,SL.2} = 5.11 \) GPa (COV = 6.24%). Strain rate data in Table 7 shows similar peak average values from Slices 1 and 2 of \( 1.84 \times 10^3 \) s\(^{-1} \) and \( 1.52 \times 10^3 \) s\(^{-1} \), respectively. As expected, the mean effective shear strain rate was lower, with a value of \( 1.04 \times 10^3 \) s\(^{-1} \).

### 6 Discussion

Transverse and shear moduli results from the different specimen configurations are now compared as a validation of the test methodology. The transverse stress gauge approach used to obtain the transverse modulus from UD45° specimens had previously been evaluated with a single UD45° CFRP specimen in [30]. This study extends the assessment to include a larger sample size and comparison to UD90° \( E_{22} \) values, of which the transverse stress gauge methodology had already been experimentally validated in [26]. Figure 26a plots \( E_{22} \) values from the UD45° and UD90° specimens, with the mean UD45° value being close to one SD away from the UD90° result. Given the consistent results between the two sample laminate configurations, the transverse stress gauge method used to obtain the transverse modulus from UD45° samples is considered experimentally validated.

Off-axis laminate configurations are typically used for shear modulus characterisation however, in this work UD90° sample values were also obtained. As shown in Figure 26b, the shear modulus from the UD90° specimens was within one SD of the UD45° result, when the two slice values are averaged. Therefore, the method of obtaining the shear modulus from UD90° samples was experimentally verified.
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Fig. 21: UD45-S7 average shear stress-strain curves at the given $x_0$ positions. Linear fits to the linear loading data (shown in red) were used to calculate $G_{12}$.

Table 6: Transverse modulus $E_{22}$ and shear modulus $G_{12}$ identified from seven UD45° specimens, together with the mean, SD, COV, QS value and %Diff. to QS value. Peak average and effective transverse and shear strain rates are also given.

| Specimen (#) | $E_{22}$ (GPa) | $G_{12,Sl.1}$ (GPa) | $G_{12,Sl.2}$ (GPa) | Peak $|\epsilon_{22}|_L$ ($\times 10^3$ s$^{-1}$) | Peak $|\gamma_{12}|_{Sl.1,L}$ ($\times 10^3$ s$^{-1}$) | Peak $|\gamma_{12}|_{Sl.2,L}$ ($\times 10^3$ s$^{-1}$) | $\dot{\epsilon}_{22}$ ($\times 10^3$ s$^{-1}$) | $\dot{\gamma}_{12}$ ($\times 10^3$ s$^{-1}$) |
|--------------|----------------|---------------------|---------------------|-------------------------------|--------------------------------|--------------------------------|-----------------|-----------------|
| UD45-1       | 10.6           | 5.54                | 5.08                | 0.513                         | 1.38                         | 0.926                         | 0.325           | 0.807           |
| UD45-2       | 9.59           | 5.45                | 5.18                | 0.585                         | 1.35                         | 0.882                         | 0.420           | 0.852           |
| UD45-3       | 9.69           | 5.66                | 5.37                | 0.824                         | 1.28                         | 0.989                         | 0.605           | 0.894           |
| UD45-4       | 10.2           | 5.62                | 5.59                | 0.814                         | 1.78                         | 1.53                          | 0.495           | 1.09            |
| UD45-5       | 9.77           | 5.80                | 5.49                | 0.968                         | 1.83                         | 1.30                          | 0.588           | 1.11            |
| UD45-6       | 9.60           | 5.42                | 5.13                | 0.952                         | 1.84                         | 1.17                          | 0.597           | 1.22            |
| UD45-7       | 10.1           | 5.44                | 5.34                | 0.819                         | 1.83                         | 1.16                          | 0.510           | 1.18            |
| Mean         | 9.91           | 5.56                | 5.31                | 0.782                         | 1.61                         | 1.14                          | 0.506           | 1.02            |
| SD           | 0.333          | 0.140               | 0.190               |                               |                               |                               |                 |                 |
| COV (%)      | 3.36           | 2.52                | 3.58                |                               |                               |                               |                 |                 |
| QS Value     | 8.30           | 4.73                | 4.73                |                               |                               |                               |                 |                 |
| %Diff. to QS | 19.4           | 17.6                | 12.3                |                               |                               |                               |                 |                 |
Table 7: Shear modulus \(G_{12}\) identified from four MD\(\pm45^\circ\) specimens, together with the mean, SD, COV, QS value and %Diff. to QS value. Peak average and effective shear strain rates are also listed.

| Specimen  | \(G_{12,\text{St.1}}\) | \(G_{12,\text{St.2}}\) | Peak \(\gamma_{12}^L\) | Peak \(\gamma_{12}^L\) | \(\gamma_{12}\) |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|
|           | (GPa)           | (GPa)           | (x 10^3 s^-1)  | (x 10^3 s^-1)  | (x 10^3 s^-1)  |
| MD45-1    | 5.46            | 5.51            | 1.78            | 1.62            | 0.953           |
| MD45-2    | 5.05            | 5.23            | 1.99            | 1.31            | 1.05            |
| MD45-3    | 4.81            | 4.83            | 1.63            | 1.56            | 1.07            |
| MD45-4    | 4.91            | 4.88            | 1.96            | 1.58            | 1.08            |
| Mean      | 5.06            | 5.11            | 1.84            | 1.52            | 1.04            |
| SD        | 0.286           | 0.319           |                 |                 |                 |
| COV (%)   | 5.65            | 6.24            |                 |                 |                 |
| QS Value  | 4.73            | 4.73            |                 |                 |                 |
| %Diff. to QS | 6.92          | 8.09            |                 |                 |                 |

Fig. 22: Progressive chord modulus against average shear strain for UD45-S7 calculated at \(x_0 = 12.0\) mm. The average value over the loading portion of the stress-strain curve is indicated by the dashed red line and the dashed black line gives the upper limit of the fit region.

Averaging values from Slices 1 and 2, the mean MD\(\pm45^\circ\) shear modulus was 6.5% lower than the UD45\(^\circ\) specimen result. The reduced MD\(\pm45^\circ\) modulus could be attributed to a lower fibre volume fraction caused by resin trapped at the ply interfaces during consolidation. This rationale was supported by the MD laminate’s reduced density value of 1530 kg.m\(^{-3}\), which was 2.9% lower than the UD laminate density of 1575 kg.m\(^{-3}\). Therefore, the lower MD\(\pm45^\circ\) shear modulus is consistent with the lower fibre volume fraction. Figure 26b shows a larger COV for the MD\(\pm45^\circ\) \(G_{12}\) values compared to the UD45\(^\circ\) and UD90\(^\circ\) specimens. This increased COV value was influenced by the higher \(G_{12}\) result from MD45-S1 (see Figures 25a and 25b). At this stage the reason for this outlier is unknown.

Results from this study are now compared to tests on the same material in [2]. In that study, quasi-static \(E_{22}\) values from two specimens obtained at a strain rate of \(9 \times 10^{-4}\) s\(^{-1}\) were averaged and are plotted in Figure 26a. This average value of 7.98 GPa was 3.9% lower than that determined in this study (8.30 GPa). In [2], strains were measured on one side of the specimen whereas in this study, strains from both sides were averaged to remove the influence of bending on the modulus calculation. Therefore, it is possible that bias due to specimen bending could be included in the material response. Another reason for the variation could be due to the reduced laminate density of the quasi-static specimens evaluated in this work, which was measured as 1514 kg.m\(^{-3}\). Following the quasi-static result, \(E_{22}\) rises to around 10.2 GPa at \(1.8 \times 10^{-3}\) s\(^{-1}\), which additionally corresponds to a change in test method from a standard test machine to a high-speed test machine. Thereafter, the results from [2] could be considered strain rate insensitive.

Transverse modulus values obtained from the UD90\(^\circ\) and UD45\(^\circ\) IBII tests are also plotted in Figure 26a. When combined with the quasi-static values, the IBII results show an increasing strain rate sensitivity, which conforms to the understanding that the matrix dominant properties of composites are generally considered strain rate sensitive [1]. The strain rate insensitivity in [2] is largely influenced by the increased \(E_{22}\) obtained when changing the test method. At this stage, it is difficult to directly compare the strain rate sensitivities, as intermediate strain rate data was not obtained in this work. However, intermediate strain rate tests on the same material using an ultrasonic rig similar to that in [39] are currently being obtained in a separate study.

Quasi-static \(G_{12}\) data obtained from standard test machine tests on three specimens in [2] were averaged and plotted in Figure 26b. Values obtained with a high-speed test machine at increasing strain rates are also
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![Fig. 23: $G_{12}$ against $x_0$ position from seven UD45° specimens.](image)

Given in Figure 26b. Increasing strain rate sensitivity is seen moving from a strain rate of $5 \times 10^{-4}$ s$^{-1}$ to around $1 \times 10^{-3}$ s$^{-1}$, which like the transverse modulus data corresponds to a test method change. Given the spread in values, it is difficult to compare the results in [2] with the quasi-static value obtained in this study. Similar elastic limit strains were used to determine modulus values in both studies and therefore, variation in the modulus values due to the fitting ranges was assumed to be negligible. Differences here may again be attributed to the use of single-sided strain measurements, or a different mechanical response from the MD configuration tested in [2]. At higher strain rates, a positive strain rate sensitivity was obtained to a value of $6.6$ GPa at $8.8 \times 10^{3}$ s$^{-1}$. IBII test results from all three specimen configurations are also shown in Figure 26b. When combined with the quasi-static data, results from this study also show a positive strain rate sensitivity, but at a lower rate compared to that in [2]. Again, it is difficult to assess the different strain rate sensitivities without intermediate data, however this will be available soon.

Positive $E_{22}$ strain rate sensitivities of 22.3% and 19.4% above quasi-static values were obtained for the UD90° and UD45° samples, respectively. IBII tests on UD90° CFRP composite specimens in [26] resulted in a $E_{22}$ value of 7.9 GPa with strain rates around $2 \times 10^{3}$ s$^{-1}$ (8% increase over the quasi static value). The same material was evaluated in the UD45° configuration in [30], where the same $E_{22} = 7.9$ GPa value was obtained. In [26, 30], the composites utilised a low-temperature out-of-autoclave epoxy matrix, which may have behaved differently to the autoclave cured matrix used in samples evaluated here. Therefore, $E_{22}$ values obtained in this work are reasonably consistent with the results from [26, 30].

Acknowledging differences in fibre and resin systems, transverse and shear moduli values obtained during this evaluation generally conform to published data from [10], where maximum strain rates were around a few hundred s$^{-1}$. At this ‘lower end’ of the high strain rate regime, inertial effects are lower and the quasi-static equilibrium assumption used in the split-Hopkinson bar test may be more admissible. Further,
Fig. 24: Average shear stress-strain curves at the given $x_0$ positions from the test on MD45-S1. Linear fits to the linear loading data (shown in red) were used to calculate $G_{12}$.

strains reported in [10] were obtained from ‘on-sample’ full-field measurements using the DIC technique, which may have produced more realistic results compared to traditional split-Hopkinson bar analysis [40]. As seen in Figures 1a and 1b, there was significant scatter in the published results, particularly at strain rates of $10^2$ s$^{-1}$ and above. In this strain rate regime, inertial effects are stronger and the quasi-static equilibrium assumption can be violated. Therefore, it is difficult to make meaningful comparison with split-Hopkinson bar data obtained at strain rates higher than a few hundred s$^{-1}$, because it is possible that inertial effects have influenced the result away from the ‘true’ material response.

7 Limitations and future work

Consideration of the test method limitations and their effect on the resulting modulus values is now given. Future research activities aiming to further understand the effects of these limitations and extend the universal nature of the technique are also discussed.

A key assumption of the IBII test method used here is that the kinematic fields are uniform through-thickness. The validity of this assumption was investigated in detail in [41] where a back-to-back imaging protocol was used. The results of this study showed that spurious out-of-plane loading due to projectile misalignment caused only a small bias on the elastic modulus identified when using the IBII method. When new alignment protocols were implemented (as was used in the present study) the bias on the modulus was almost completely suppressed. Given the linearity of the transverse response observed in all tests in this work, the impact of 3D effects on the results can be considered negligible.

In this evaluation, a non-linear shear response was obtained from the UD45° IBII tests. The range over which linear fits to the shear stress-strain curves were made influenced the shear modulus value. Because the linear limit strain varied in space and time, chord moduli were progressively fit to the shear stress-strain curves and the linear limit was determined when the value fell
below the average modulus from previous steps. This method was affected by noise induced oscillations in the shear response, which made the linear limit identification troublesome because the oscillations were often of similar magnitude to the non-linear onset strains. There is currently no efficient method to check every slice and time step to evaluate the linear elastic limit determined from the chord fitting method. Future work could therefore include image deformation studies, including a non-linear material model in the finite element simulations, which can be used to determine the linear fitting range for experimental results processing.

The shear modulus identification from UD90° specimens was obtained from shear stresses and strains, generated from a pitch angle misalignment between the projectile and the wave guide during the tests. Here, the pitch angle misalignment was not intentional, so the resulting shear stress and strain magnitudes were low. In the future, it should be possible to design the test to intentionally use this misalignment to more strongly activate the shear response. This could be achieved using an appropriate finite element model to predict the loading from a misaligned projectile. Optimised smoothing parameters for experimental results processing could then be determined from image deformation studies.

The focus of the present work was to develop a method to accurately obtain transverse and shear moduli from off-axis specimens with the IBII technique. The next step would be extend this method to obtain the dynamic failure stress under a combined tension/shear or compression/shear loading. Mechanical properties associated with failure often require a more localised approach, because the stress state at the exact point of failure is required. As a first step, the Linear Stress Gauge (LSG) approach described in [26] could be applied to off-axis specimens in global coordinates, using the free-edge boundary conditions to populate the stress tensor. The stress tensor can then be rotated into material coordinates to obtain the transverse and shear failure stresses. However, this is only valid when failure occurs at the specimen edges, where y-axis stresses are zero and the full stress tensor can be obtained.

Alternative methods are possible for instances where the failure does not occur at the specimen edge. One op-
Fig. 26: Comparison of the (a) transverse and (b) shear modulus results from this study with data from [2].

8 Conclusions

Results from this study have demonstrated that the IBII test methodology can accurately characterise the in-plane transverse and shear moduli of orthotropic composites in the $0.5 - 2 \times 10^3 \text{s}^{-1}$ strain rate regime. Three forms of experimental validation were achieved:

- Seven tests on UD45° specimens gave a mean transverse modulus value of $E_{22} = 9.91 \text{ GPa} \ (\text{COV} = 3.36\%)$, indicating good repeatability between specimens. This was similar to the mean UD90° result of $E_{22} = 10.2 \text{ GPa} \ (\text{COV} = 1.52\%)$. Therefore, the IBII technique is capable of generating consistent in-plane transverse modulus values from samples with different off-axis fibre angles.

- The shear modulus was also characterised during the UD90° specimen tests, where the mean $G_{12}$ value was 5.51 GPa (COV = 2.30%), again indicating good specimen-to-specimen variability. This result was consistent with the mean $G_{12}$ obtained from the UD45° samples of 5.44 GPa (average of Slices 1 and 2). Therefore, the IBII technique can derive accurate shear modulus values from single tests on relatively easy to manufacture UD90° specimens.

- Four tests were performed on MD±45° specimens, where the resulting shear modulus was 5.09 GPa (average of Slices 1 and 2). This was 6.5% lower than the UD45° value and consistent with the reduced fibre volume fraction of the MD laminate, as evidenced by its lower density.

In consideration of the consistent results and experimental validation in this study, the IBII technique represents a suitable test method to use in pursuit of high strain rate modulus property identification for composite materials. The results presented here and in previous IBII studies, suggest that this test is a suitable candidate for a new standard high strain rate test for modulus identification. Undoubtedly, as camera technology improves the efficacy of the IBII method will also improve.

Data provision

Data supporting this study are openly available and can be accessed from the University of Southampton repository here: http://dx.doi.org/10.5258/SOTON/xxxxx. The digital dataset contains the following:
1. Raw experimental images for the dynamics tests and static images used for the measurement resolution analysis.
2. Output from the data processing code for each sample tested including maps of all kinematic fields over the test duration.
3. Quasi-static test data.
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Appendix A: Density calculations

Density values were calculated from small samples cut from the same laminate that the IBII and quasi-static specimens were manufactured from. Surfaces of the density samples were first sanded to the same amount as the quasi-static and IBII test specimens. Each density sample mass was measured using a mass balance with a resolution of $1 \times 10^{-4}$ grams. Six measurements of each specimen dimension were taken with a digital calliper with a resolution of $\pm 0.005$ mm. The lower and upper geometric measurements were used to calculate the specimen’s (approximate) minimum and maximum volume. Maximum and minimum density values were calculated by dividing the specimen mass by the minimum and maximum volumes, respectively. Tables A1, A2 and A3 list the mean density value and standard deviation for each laminate.

Table A1: Measurements from five samples cut from the UD$_{0^\circ}$ laminate (Plate 1) used to calculate the density for the UD$_{90^\circ}$ and UD$_{45^\circ}$ IBII specimens.

| Specimen (#) | Length (mm) | Height (mm) | Thickness (mm) | Volume$_{\text{min}}$ ($\times 10^{-6}$ m$^3$) | Volume$_{\text{max}}$ ($\times 10^{-6}$ m$^3$) | Mass ($\times 10^{-3}$ kg) | $\rho_{\text{min}}$ (kg.m$^{-3}$) | $\rho_{\text{max}}$ (kg.m$^{-3}$) |
|--------------|-------------|-------------|---------------|-----------------------------------|---------------------------------|----------------|----------------|----------------|
| 1            | 23.83 ± 0.02| 18.15 ± 0.06| 3.05 ± 0.02   | 1.301                             | 1.331                           | 2.0732         | 1558           | 1593           |
| 2            | 18.07 ± 0.12| 19.18 ± 0.04| 3.06 ± 0.01   | 1.050                             | 1.075                           | 1.6682         | 1552           | 1589           |
| 3            | 23.84 ± 0.03| 23.83 ± 0.03| 3.05 ± 0.02   | 1.717                             | 1.750                           | 2.7239         | 1557           | 1586           |
| 4            | 23.84 ± 0.04| 23.83 ± 0.02| 3.05 ± 0.01   | 1.718                             | 1.738                           | 2.7352         | 1574           | 1592           |
| 5            | 23.82 ± 0.01| 17.95 ± 0.08| 3.05 ± 0.02   | 1.291                             | 1.316                           | 2.0550         | 1562           | 1592           |

Mean | 1575  
SD   | 17

Table A2: Measurements from four samples cut from the MD$_{0^\circ}/90^\circ$ laminate used to calculate the density for the MD$_{±45^\circ}$ IBII specimens.

| Specimen (#) | Length (mm) | Height (mm) | Thickness (mm) | Volume$_{\text{min}}$ ($\times 10^{-6}$ m$^3$) | Volume$_{\text{max}}$ ($\times 10^{-6}$ m$^3$) | Mass ($\times 10^{-3}$ kg) | $\rho_{\text{min}}$ (kg.m$^{-3}$) | $\rho_{\text{max}}$ (kg.m$^{-3}$) |
|--------------|-------------|-------------|---------------|-----------------------------------|---------------------------------|----------------|----------------|----------------|
| 1            | 31.14 ± 0.03| 12.29 ± 0.05| 3.07 ± 0.04   | 1.155                             | 1.199                           | 1.8038         | 1504           | 1561           |
| 2            | 35.27 ± 0.04| 10.34 ± 0.07| 3.10 ± 0.07   | 1.098                             | 1.167                           | 1.7265         | 1479           | 1573           |
| 3            | 35.48 ± 0.04| 11.56 ± 0.06| 3.10 ± 0.07   | 1.234                             | 1.308                           | 1.9446         | 1486           | 1576           |
| 4            | 30.88 ± 0.04| 28.14 ± 0.04| 3.09 ± 0.05   | 2.635                             | 2.738                           | 4.1094         | 1501           | 1560           |

Mean | 1530  
SD   | 41

Table A3: Measurements from five samples cut from the UD$_{0^\circ}$ laminate (Plate 2) from which the quasi-static specimen density was calculated.

| Specimen (#) | Length (mm) | Height (mm) | Thickness (mm) | Volume$_{\text{min}}$ ($\times 10^{-6}$ m$^3$) | Volume$_{\text{max}}$ ($\times 10^{-6}$ m$^3$) | Mass ($\times 10^{-3}$ kg) | $\rho_{\text{min}}$ (kg.m$^{-3}$) | $\rho_{\text{max}}$ (kg.m$^{-3}$) |
|--------------|-------------|-------------|---------------|-----------------------------------|---------------------------------|----------------|----------------|----------------|
| 1            | 28.55 ± 0.03| 10.26 ± 0.02| 3.14 ± 0.03   | 0.908                             | 0.929                           | 1.3925         | 1498           | 1534           |
| 2            | 26.99 ± 0.04| 9.33 ± 0.04  | 3.13 ± 0.02   | 0.778                             | 0.799                           | 1.1928         | 1493           | 1533           |
| 3            | 29.56 ± 0.03| 8.26 ± 0.04  | 3.13 ± 0.02   | 0.756                             | 0.773                           | 1.1532         | 1492           | 1526           |
| 4            | 25.29 ± 0.03| 13.01 ± 0.04 | 3.13 ± 0.03   | 1.015                             | 1.044                           | 1.5657         | 1499           | 1542           |
| 5            | 31.84 ± 0.09| 39.03 ± 0.04| 3.13 ± 0.02   | 3.852                             | 3.933                           | 5.8863         | 1497           | 1528           |

Mean | 1514  
SD   | 20