ABSTRACT

To mitigate the effects of undesired biases in models, several approaches propose to pre-process the input dataset to reduce the risks of discrimination by preventing the inference of sensitive attributes. Unfortunately, most of these pre-processing methods lead to the generation a new distribution that is very different from the original one, thus often leading to unrealistic data. As a side effect, this new data distribution implies that existing models need to be re-trained to be able to make accurate predictions. To address this issue, we propose a novel pre-processing method, that we coin as fair mapping, based on the transformation of the distribution of protected groups onto a chosen target one (the privileged distribution), with additional privacy constraints to prevent the inference of sensitive attributes. More precisely, we leverage on the recent works of the Wasserstein GAN framework to achieve the optimal transport of data points coupled with a discriminator enforcing the protection against attribute inference. Our proposed approach preserves the interpretability of data and can be used without any operational overhead (model re-training and hyper-parameters search). In addition, our approach can be specialized to model existing state-of-the-art approaches, thus proposing a unifying view on these methods. Finally, several experiments on real and synthetic datasets demonstrate that our approach is able to hide the sensitive attributes, while limiting the distortion of the data and improving the fairness on subsequent data analysis tasks.
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1 INTRODUCTION

In recent years, machine learning models have become ubiquitous, from their use on personal devices such as our phone to banking applications in which they are used for the assessment of applicants of a credit card [Baz19, WZLY20, BLY19], for summarizing the data into valuable information that helps in the retention of customers or for fraud detection [CS13]. Machine learning models are also deployed in health settings, in which they assist medical practitioners in the early detection of diseases or psychological disorders [ZMT18, TLD18].

These models usually require a significant amount of data to be trained. Unfortunately, the data on which they are trained often incorporate historical or social biases (i.e., data influenced by historically biased human decisions or social values) [PS20, SG19, MMS19]. This can lead to a form of representational harm (e.g., stereotype) towards a particular group of the population. Thus, if the machine learning model integrate this bias in its structure and is deployed in high stakes decision systems in which its predictions are put into effect [Dic16, DeB18, Ken19], this will only exacerbate its effect and could lead to discrimination.

To mitigate the impact of negative and undesired biases, several approaches for fairness enhancement consider pre-processing the dataset [ABG+21, KC12, CWV+17], by transforming it such that the underlying discrimination is removed. These researches often tackle the problem of indirect discrimination, that arises when the model makes decision by exploiting correlations between sensitive attributes (e.g., gender or religious beliefs [Hol05, Don07]) and the rest of the profile.

Unfortunately, these approaches are often designed only for datasets in which there are two groups to considered for discrimination, making it usable only for a single binary sensitive attribute. In addition, the transformed dataset is often obtained by modifying the distributions of each group, mapping them towards an intermediate one that introduce enough distortion to satisfy the fairness constraints or find a new representation of the data. The drawback is that such an intermediate distribution might be one that does not exist in the real world, and does not necessarily account for all existing correlations in the dataset.

For instance, consider a dataset that exhibits a strong correlation between the sensitive attribute ethnic origin, and the attribute education level and a low correlation between the degree obtained and ethnic origin. By merging distributions based on the sensitive attribute to enhance fairness, we might observe some discrepancies in which an individual in High-School end up with a Master or PhD degree. Such transformation could diminish the usability of the approach, as the difference in statistics could lead to misinterpretation when the dataset is used in subsequent analysis tasks (i.e., deciding for school resources’ allocation). Finally, those approaches relies on the sensitive attribute to guide the transformation process, as the model has to know the particular group membership of a given input data point before applying the transformation [FFM15].

In this paper, we propose an approach called Fair Mapping (FM) to address the above issues. Our approach is inspired from the AttGAN framework [HZK19] and leverages the Wasserstein Generative Adversarial Networks (WGAN) [ACB17] to perform the optimal transport (i.e., the one having the lowest cost in terms of modifications to transform a distribution into another one) of an input data distribution onto a chosen target one, to which we add privacy constraints to prevent the inference of the sensitive attribute. By transporting the input distributions (e.g., the distributions of the protected groups as defined by the values of the sensitive attributes) onto a target one (which we called the privileged group distribution), our approach preserves the realistic aspect of the dataset as the target distribution is known to exist. Moreover, the transformation does not require the knowledge of the sensitive attribute at test time and can also be used as a discrimination detection mechanism in which one could observe if a model prediction would change.
had a given individual been in another group, (as shown in [BYF20] and in situation testing [LRT11]). Finally, the optimal transport on a chosen target distribution has the additional benefit of introducing the minimal amount of modifications necessary to prevent the inference of sensitive attributes while not modifying members of the target group.

Our contributions can be summarized as follows:

- We introduce a preprocessing technique called Fair Mapping that solves the problem of indirect discrimination by preventing the inference of the sensitive attribute. In contrast to prior works that requires both the transformation of the privileged and protected groups [XYZW19, Yu21, ZKC21, CWV*17], our approach only transform the protected groups.
- By transforming the data onto a chosen distribution, our mapping preserves the realistic aspect of the resulting dataset, as the target distribution exists in practice and is known. Also, this dataset remains interpretable in the sense that it does not change the representation space. This means that our approach can be used in the context of discrimination discovery or for counterfactuals, as done previously in FlipTest [BYF20]. Similarly, if a model is already trained for a specific task on the original dataset, our approach does not require the re-training of the model, which removes the computational overhead of many preprocessing techniques.
- Once the model is trained, our approach does not require access to the sensitive attribute to apply the transformation, making it suitable for situations in which users do not want to disclose their group membership. In addition, Fair Mapping only introduces the necessary modifications for a data point to change its group membership if it does not belong to the target group, while members of that target group are unmodified. Furthermore, our approach can be seen as a generalised version of other state-of-the-art approaches that leverage the adversarial training to prevent the inference of the sensitive attribute.
- Finally, our experiments on synthetic and real world datasets demonstrate that Fair Mapping is able to prevent the inference of the group membership while reducing the discrimination as measured with standard fairness metrics such as the demographic parity and equalized odds.

The outline of the paper is as follows. First, in Section 2, we introduce the notations as well as the main fairness metrics used throughout this paper. Afterwards in Section 3, we review the related work on fairness-enhancement methods that are the most relevant to our work, before describing our approach Fair Mapping in Section 4. Then in Section 5, we demonstrate the generic aspect of the fair mapping framework by deriving other approaches from the literature as well as extending state-of-the-art approaches from it. Finally, we present our experimental setting as well as the obtained results in Section 6 before concluding in Section 7.

2 BACKGROUND

In this section, we introduce the notations as well as the fairness metrics used throughout the rest of this paper.

2.1 Notations

We consider a dataset \(R\) composed of \(N\) records, each described by \(d\) attributes. Each record \(r_i\) \((i \in \{1, \ldots, N\})\) corresponds to the profile of a particular individual and is composed of three types of attributes:

- **Sensitive attributes** \(S_j\) \((j \in \{1, \ldots, k\})\) are those through which discrimination may arise. They can either be **binary** or **multivalued**. In our context, we consider for instance the following attributes as sensitive ones: gender, ethnic origin and age.
- A binary **decision** attribute \(Y\), typically representing the prediction made by a machine learning model, which will be used in decision-making process (e.g., being accepted or rejected for a loan application).
- Other **non-discriminatory** attributes \(A\), which are used by the machine learning model to predict \(Y\) and can be correlated with any of the sensitive attributes \(S_j\) or their combinations.

As the dataset can be composed of several sensitive attributes, multiple groups can be identified leading to the notion of intersectional fairness [FIKP20]. Among these groups, we will consider the group with the highest advantage among all groups (e.g. the highest rate of positive decisions) as the privileged group (e.g., White-Male), which we coined as \(R_{\text{prior}}\). In contrast, the other groups defined by the combination of sensitive attributes will be considered as protected ones (e.g., White-Female, Black-Male and Black-Female) and denoted by \(R_{\text{pro}}\) . Slightly abusing the notation, we will transform the dataset by combining multiple sensitive attributes into a single one \(S\) that can take \(k\) different values. In this attribute, the privileged group will be associated with the sensitive value \(s_1\) and a datapoint \(r_i\) from such group will be denoted as \(r_{ij}\). All other values \(j \in \{2, \ldots, k\}\) will represent the protected groups.

To ease the reading of the paper, Table 1 summarizes the notations used throughout the paper.

2.2 Fairness metrics

In the fairness literature, there are mainly three families of fairness notions: individual fairness, group fairness and fairness through the prevention of inference of the sensitive attribute.

In a nutshell, individual fairness states that **similar** individuals should receive a **similar treatment**. This notion, also called fairness through awareness [DHP*12], requires the specification of a similarity measure between pairs of individuals. Various approaches have been proposed to define and select the similarity measure in different contexts [ZWS*13, YS20, RBFV20, XYS20]. The level of individual fairness of a particular machine learning model can be quantified using metrics such as the **consistency** [ZWS*13].

In contrast to individual fairness, group fairness relies more on the statistical properties of groups in the dataset [Bin20]. More precisely, group fairness is generally satisfied when a statistical measure is equalized across groups defined by the sensitive attributes and can generally be computed from the confusion matrix associated to a particular machine learning model. We refer the interested reader to the following survey [VR18] reviewing some of these metrics. Among them, the demographic parity DemoParity [BHJ*] and the equalized odds EqGap [HPS*16] are among the
Table 1: Summary of notations and symbols.

| Symbol | Definition |
|--------|------------|
| R      | Dataset |
| N      | Number of records (i.e., rows or individuals) of the dataset |
| d      | Number of attributes of the dataset |
| S_j    | j-th sensitive attribute |
| r_j^i  | i-th row of individual i of R, with sensitive attribute S_j |
| j ∈ {1,...,N} | Decision attribute |
| A      | Attributes that are neither sensitive of the decision one |
| R_{priv} | Subset of data from the privileged group |
| R_{prot} | Subset of data from the protected group |
| BER    | Balanced Error Rate |
| BER_{priv} | BER computed with the reconstructed privileged group and the protected group |
| BER_{prot} | BER computed with the original privileged group and the protected group |
| SAcc   | Sensitive attribute prediction Accuracy |
| DemoParity | Demographic Parity |
| EqGap  | Equalized Odds |
| P_{prot} | Proportion of individual in the protected group predicted as belonging to the privileged group |
| Fid    | Fidelity |
| Fid_{priv} | Fidelity computed with respect to the privileged group |
| AttGAN | Facial Attribute Editing by Only Changing What You Want [HZK*19] |
| WGAN   | Wasserstein generative adversarial networks [ACB17] |
| GANSan | Generative Adversarial Network Sanitization [ABG*21] |
| DIRM   | Disparate Impact Remover [FFM*15] |
| FM     | FairMapping (our approach) |
| FM2D   | FairMapping with 2 discriminators |
| C      | Classifier in FM outputting a vector of probabilities C(r^i) = (c^1, ..., c^i, ..., c^K) = \sum_{j=1}^{i} c^j |
| D      | Discriminator for the sensitive attribute in FM with similar C |
| D_{std} | Standard GAN discriminators, distinguishing real from generated data |
| G_{Enc} | Encoder of FM |
| G_{Dec} | Decoder of FM |
| λC     | Classification weight |
| λD     | Protection weight |
| λD_{std} | GAN weight |
| λ_g    | weight of the identity operation |

Most used ones:

\[ \text{DemoParity} = |P(\tilde{Y} | S = s_1) - P(\tilde{Y} | S = s_0)| \leq \epsilon \] (1)

\[ \text{EqGap} = Pr(\tilde{Y} = 1 | S = s_0, Y = y) - Pr(\tilde{Y} = 1 | S = s_1, Y = y) \leq \epsilon \] (2)

In which Y and Y are the original decision attribute and the prediction made by a classifier, and S is the sensitive attribute. The Demographic parity ensures that groups as defined by the sensitive attribute(s) (e.g., in Equation 1, groups are defined by the values S = s_0 and S = s_1) receive almost the same rate of positive (or negative) decisions, up to a tolerance threshold ϵ. As for the Equalized odds, the group fairness is achieved if the true positive rates (respectively the false positive rates) of groups does not differ by a difference greater than the threshold ϵ.

**Fairness through the prevention of the inference of the sensitive attribute** is another family of fairness notion introduced in [FFM*15, ZWS*13, ABG*21] that rely on the fact that discrimination arises due to the possibility of inferring the values of sensitive attributes. Unfortunately, removing sensitive attributes from the dataset is not enough as they might be correlated with other attributes. For instance, S could potentially be expressed as f(A, Y), for f a non-linear function. To prevent such inferential risk, this notion of fairness aims at modifying the original dataset such that the sensitive attribute is hidden by removing it as well as its correlations with other attributes.

To quantify the protection of the sensitive attribute, most approaches in this category rely on the accuracy of prediction of SAcc and the Balanced Error Rate (BER) [FFM*15, XYZW18].

\[
\text{BER}(f(A, Y), S) = \frac{1}{|S|} \sum_{i=1}^{S} P(f(A, Y) \neq s_i | S = s_i) \\
= \frac{1}{|S|} \sum_{i=1}^{S} \left( 1 - P(f(A, Y) = s_i | S = s_i) \right) \\
= 1 - \frac{1}{|S|} \sum_{i=1}^{S} P(f(A, Y) = s_i | S = s_i) \\
= 1 - \frac{1}{K} \sum_{i=1}^{K} P(f(A, Y) = s_i | S = s_i),
\]

In which S is the sensitive attribute, Y the decision one, A the rest of the attributes characterizing a record and K the number of sensitive groups. If f is a model that, for each data point r^i output its probability of belonging to the k different groups, f(r^i) = (p^1, ..., p^K), t being the correct group, we expect p^t = f(r^i)^t = P(f(r^i)^t) = s_i = 1. In this situation, the BER can be written as in Equation 4.

\[
\text{BER}(f(A, Y), S) = 1 - \frac{1}{K} \sum_{i=1}^{K} \frac{\sum_{j=1}^{S} e_{R[S=s_j]}(f(r^i)^j)}{||S = s_j||}.
\]

Where ||S = s_j|| define the size of the group with sensitive value S = s_j. More precisely, this generalized balanced error rate measures the error rate in predicting the sensitive attribute in each group before averaging those error rates for all groups. Its value ranges from 0 (i.e., perfect prediction as it is equivalent to an accuracy of 1) to 1 with being the optimal protection value, as it means that the predictor behave essentially as a random guess within each group (cf Appendix 10).

Ideally, the protection of the sensitive attribute requires maximizing the BER to its optimal value while minimizing the accuracy up to the proportion of the most present group in the dataset. Note that in the binary sensitive attribute scenario, achieving a BER of 1 (which correspond to an accuracy of 0) do not protect the sensitive information as the prediction could be simply reversed to achieve perfect prediction. In the multi-valued setting, the BER becomes...
harder to interpret, as the value of the $BER$ does not gives insight on the model behaviour in each group. Similarly, achieving the lowest accuracy in the multi-attribute setting does not necessarily means that the predictions correspond to some random guessing: the classifier could predict $s_2$ instead of $s_1$, $s_3$ instead of $s_2$ and $s_1$ instead of $s_3$. The predictions preserves some information about the group membership. Thus, both metrics are necessary to quantify the protection achieved by a particular approach. For instance, in Section 13.4, we show that a higher value of $BER$ does not necessarily means a lower accuracy $SAcc$ in the multi-valued setup. Later in Section 8, we also discuss the relationship between the group fairness and the fairness by the prevention of inference of the sensitive attribute.

With these fairness notions defined, in the next section we review the existing works in the literature that are the closest to ours.

3 RELATED WORK

There is a growing body of literature aiming at the detection of discrimination and the enhancement of fairness in machine learning models and decision-making processes. These approaches can be categorised into three main families: data pre-processing [AGB+21, KC12, CWV+17], model in-processing [KNRW18, KAAS12, ABD+18] and model post-processing [LRB+19]. The pre-processing algorithms transformed the input data by producing a modified version satisfying some fairness constraints or preventing the inference of the sensitive attribute, making the generated dataset useful for many subsequent data analysis tasks. In-processing techniques, also known as algorithms modification approaches, modify the learning process of the algorithm by introducing some fairness constraints that the algorithm has to satisfy during its training, in addition to other standard objectives such as accuracy. Such constraints are often introduced as a form of regularization of the original objective [KAAS12, BL17]. Finally, the post-processing approaches consist in modifying the standard learning algorithm output to reach the fairness requirements.

In this research, we will mainly discuss techniques related to the fairness pre-processing family, as our approach falls within the same category. More precisely, the related work section is divided into three parts, the first one discussing the related work on fairness pre-processing approaches as well as a few methods that are designed to handle multiple groups. The second part briefly reviews the Generative Adversarial Networks (GANs) and the attribute transfer approaches mostly used in the context of facial features editing, as our approach is inspired from those researches and relies on the same procedure to transport and transform a given datapoint onto a target group. The last part will introduce the related work on research focusing on the application of the optimal transport theory in the context of GANs as well as fairness.

We refer the interested reader to the following surveys [PS20, MMS+19, SG19, RDSDBD, VR18, JHDS+20] that propose a more in-depth review of fairness definitions, approaches, and metrics used in this burgeoning research field.

3.1 Fairness pre-processing approaches

To the best of our knowledge, there are three seminal works that proposed a pre-processing technique to enhance fairness: Data preprocessing [KC12], Learning Fair Representations (LFR) [ZWS+13] and Disparate Impact Remover (DIRM) [FFM+15].

Seminal works. In [KC12], the authors proposed the suppression and the massaging of the dataset as a pre-processing technique to reduce the discrimination in the input training dataset. The suppression consists in finding and removing attributes that are highly correlated with the sensitive one, while the massaging changes the label of some individuals based on a ranking obtained with a Naive Bayes classifier. The rank of each profile is computed based on the probability of a naive Bayes classifier to assign a positive decision to this particular profile. Unfortunately, the suppression can introduce a high level of distortion in the dataset and is highly dependent on the existing form of correlations, while the massaging does not necessarily prevent the inference of the sensitive attributes. Indeed, it is possible that more complex classifiers can still discriminate even tough the fairness constraints are met.

In LFR [ZWS+13], the authors learn a fair representation of the dataset by mapping each point of the dataset onto a set of prototypes. Each prototype has an equal probability of representing either the privileged group or the protected one. In addition, the mapping preserves the existing correlations with the decision attribute while maintaining enough information that enables the reconstruction of the original dataset. A careful choice of prototypes is required in this approach as they act as the representatives of the population and the approach relies on the distance between each profile and the set of prototypes. As a consequence, a set of prototypes closer to the privileged group will induce a lower quality of data reconstruction, as the approach will compensate for their proximity with the privileged population. In addition, a lower number of prototypes might improve the protection of the sensitive attribute but lower the reconstruction quality, while a larger number leads to a better reconstruction at the cost of the protection of the sensitive attribute.

Following the same direction, in [FFM+15] the authors propose a framework that builds the conditional distribution of each of the dataset attributes based on the sensitive attribute before translating them towards a median distribution. Unfortunately, this approach is a linear application that does not consider complex correlations that arises with the combinations of several attributes to infer the sensitive one. Moreover, as it requires the construction of the cumulative distribution function and cannot take into account categorical attributes.

Advanced approaches. More advanced techniques have also appeared in recent years. In [CWV+17], Calmon, Wei, Vinzamuri, Ramamurthy and Varshney have learned an optimal randomized mapping for removing group-based discrimination while limiting the distortion introduced at profiles and distributions levels to preserve utility. The definition of penalty weights for any non-acceptable transformation, makes the approach complex to define, as the relationship between attributes is often not fully understood. The overall approach is therefore difficult to use in practice, especially on a dataset with very large number of attribute-values combinations, which would imply the definition of large number of constraints making the problem infeasible. Furthermore, the meaning of each of the given penalties might also be difficult to grasp and there could be numerous non-acceptable transformations.
In [ABG+21], the authors proposed an approach called GANSan that, from a given input profile, produces a new one that still lives in the same representational space as the original one, from which the inference of the value of the sensitive attribute is prevented while also limiting the distance between the original and transformed profiles. This approach can successfully prevent the inference of the sensitive attributes in various scenarios, thus enhancing the fairness of a model learnt on this data. One of the strength of the approach is the ability to locally protect the user data, without having to rely on a centralized solution to protect the sensitive feature. Similarly to GANSan, our approach preserves the space of the original data while introducing a limited amount of modifications to hide the sensitive attribute. However, while GANSan leaves the choice of the intermediate distribution to the protection mechanism, our approach transport the data distribution onto a chosen target group, thus increasing its interpretability. Moreover, our framework does not require the sensitive attribute as input during its test phase, in contrast to GANSan.

Another preprocessing approach that preserves the space of original data is FairGan [XYZW18], which generates a new data distribution in order to protect the user sensitive information. FairGan+ [XYZW19] extends this framework with the introduction of a classifier during the training procedure, whose objective is to maximize the accuracy with respect to a chosen task. Both approaches differ from ours by the fact that they do not allow for a wide range of subsequent data analysis tasks but are rather used to build a fair classification mechanism (by training a classifier on the generated new distribution). As a consequence, they cannot be used to protect new input profiles locally on-the-fly. Similarly to GANSan, the intermediate distribution is chosen by the generation process.

Modification to the machine learning pipeline. As the data preprocessing approaches consist in the modification of the dataset to satisfy specific fairness constraints, it also encompasses preprocessing techniques that modifies a dataset as part of the machine learning training pipeline.

In FairPreprocessing [Yu21], the author presents an alternative version of the reweighting algorithm [KC12], assigning weights to different records in the dataset based on their respective group membership and class labels to learn a fairer machine learning model. This alternative can handle multiple attributes and also consider the group size when assigning weights in the dataset. Assuming that the dataset is composed of fair decisions, they also showed that a machine learning model exhibit unfairness due to the difference in class size (mostly minimizing the error on the most seen groups) and class labels (i.e., the model favours the conditional distribution of the decision that will appear most frequently). Similarly to the feature selection approach, this research focuses on building of a fairer machine learning, and thus does not necessarily prevent the inference of the sensitive attribute, as ours does.

The authors of [ZKC21] have proposed a lossless data debiasing technique that oversamples the underrepresented groups such that the discrepancy between the privileged distribution and the underrepresented one is bounded. The oversampling is carried out in the protected group by generating synthetic samples with either more positive outcomes if the proportion of positive decisions is higher in the privileged group or negative samples otherwise. As a consequence, only the proportion of the less represented group is augmented. This approach was also motivated by the fact that fairness enhancement techniques induce a loss of information, often trading off accuracy with fairness, and necessitate the fairness definition and metric to be hard-coded. This approach, even though it is theoretically justified and does not introduce modification of the original set, provides no guarantees with respect to the protection of the user sensitive information from undesirable inferences.

Handling multiple attributes. There also exist a few preprocessing approaches that are designed to handle multiple attributes. For instance, the framework defined in [CMJ+19] exploits the disentangled nature of representations obtained with variational autoencoders (VAEs) to produce a new representation of the input dataset in which the sensitive attributes are decorrelated between them as well as with respect to other attributes. Once generated, if one or more sensitive attributes are considered not suitable for a task, the user can remove their associated latent dimension with the guarantee that other dimensions do not include information about this attribute. Just as other approaches that are based on VAEs, this approach, even though it can handle many sensitive attributes, changes the representation of the dataset in contrast to ours that preserves the original dataset space.

In generating fair universal representation [KLHS19], the authors leverage the adversarial learning approach to generate new representations of the data that prevent the inference of multiple sensitive attributes. Their approach consists in an encoder limiting the amount of distortion up to a certain threshold $\tau$, while the adversary is trained on the encoder output to maximize its inference of the sensitive attributes. In addition, they have proven that if the encoder achieves statistical parity (or another fairness notion) in the prediction of the sensitive attribute, a classifier trained on the obtained representation to predict a different task would also achieve the same fairness property with respect to the sensitive attributes. As their approach relies on the limitation of the distortion up to a threshold $\tau$, the choice of this threshold is difficult to make as a standard user might not be able to interpret its value, as they could vary across different datasets. For instance, we expect that a high threshold would induce a perfect protection while minimizing the utility, while a very low bound might not be enough to prevent the sensitive inference. Thus, the value of $\tau$ plays an important role in the preservation of the original representational space. In particular, a large value would nearly produce outputs corresponding to a new representation of the dataset.

Privacy protection mechanisms. Preventing the inference of the sensitive attribute directly echoes some privacy researches. For instance, early work such as [Rug14] have shown that anonymization methods developed to achieve the $t$-closeness privacy model [LLV07] can be used as a preprocessing approach to control discrimination as there is a close relationship between $t$-closeness and group fairness. In a more recent work [BFG+21], the authors have proposed a dynamic sanitization mechanism whose objective is to prevent the inference of sensitive attributes from data collected through sensors devices while maintaining most of the data utility. From a set of pre-trained sanitizing models, the system dynamically selects the model achieving the desired trade-off between utility and privacy for each incoming batch of data and for each user, in contrast to having a single model for all. Similarly, [PKC19] have designed a procedure
based on adversarial training to learn a private encoding of images while allowing the prediction of desirable features. The focus here is that explicitly given sensitive information can be derived from several cues such as the background, the foreground, and several aspects of the image. The protection mechanism must account for such cues by training an encoder outputting a representation from which an adversary cannot infer the sensitive attribute. Another task classifier can also be used to augment the utility preserved.

Another research that leverages generative adversarial networks of generative models is [RPC19], which describes a mechanism to create a dataset preserving the original data space, while obtaining an optimal privacy protection in the context of location privacy. This mechanism minimizes the mutual information between the sensitive attribute and the prediction made on the decision attribute by a classifier, while respecting a bound on the utility of the dataset.

3.2 Transferring attributes using generative adversarial networks

Since their conception, Generative Adversarial Networks (GANs) [GPAM14] have been applied in a variety of contexts. The success of such an approach resides in their ability to model complex distributions (i.e., pictures or videos), which can be used for various purposes, such as sampling the distribution or translating the learned distribution into another. The main idea of GANs is to learn the distribution from which a set of data points have been sampled by using two different models with antagonist objectives. More precisely, the generator model aims at transforming a given random noise into a data point that follows the distribution to learn, while the discriminator model is used to assess the correctness of the transformation by quantifying the closeness of the transformed data point to the known samples of the distribution. From seminal works such as CycleGAN [ZPIE17], different approaches have emerged to learn to transfer an image attributes [ZHLM19]. In particular, several works have been proposed in the literature to transfer properties specific to one group onto others, such as sunglasses, haircut, eyes or colour on pictures that do not originally have one. We refer the reader to the surveys on GANs and facial attributes manipulation [ZGH+20, JLO21] for a more detailed analysis.

One notable work in this direction is AttGAN [HZK*19], whose objective is to learn the minimum amount of modifications needed to add a feature to an input image while retaining most of its original features unperturbed. For instance, it could correspond to a change in the hair colour of an individual in a picture while preserving the identity and pose of that individual. AttGAN is composed of several models, including an encoder, which produces a latent representation capturing most of the information about the features to edit or change, as well as a decoder, which produces the final image with the desired features edited. In addition, a classifier is used to verify whether the edition has taken place on the final image, thus ensuring that the feature predicted by the classifier corresponds to the desired value of the feature (e.g., the new hair color). In addition, a discriminator, which is trained to predict whether a given image is coming from the original distribution with no features edited or from the generator output, also ensures that the image produced containing the new edited features belong to the same distribution as the original data. The use of the discriminator is also justified by the fact that the edited image does not have any known ground truth to which the output of the decoder can be compared to. Thus, if no features are edited, the decoder should reproduce the original image through the reconstruction process. AttGAN claims that its feature editing procedure introduces the minimal amount of random information in the latent representation. Such property is appealing to our context, as our objective is to limit the amount of perturbations required to achieve the mapping, thus transferring the properties of a known distribution with a limited loss.

Our approach shares some similarities with AttGAN, since it transfers the properties of the privileged group onto the protected groups using similar models, in the sense that this transfer can be seen as an edit of some features of the protected group. Nonetheless, there are major differences that distinguish our approach from AttGAN. First, our objective is to prevent inference of the sensitive attribute. Thus, even though we “edit” some features of the protected group, we also prevent the sensitive attribute to be inferred. Second, our approach uses a single model for the encoder and decoder, which reduces the computational complexity of our approach by reducing the training time and the memory cost of training the classifier. Finally, while AttGAN edit features from any group to another (e.g., the protected group to the privileged group and vice-versa), our approach is only interested in the transformation of the protected group.

3.3 Optimal transport

There are several related works that have applied the optimal transport theory in the context of GANs. The pioneering work in this direction is the Wasserstein GANs (WGAN) [ACB17] in which the authors use the Earth Mover (EM) distance (also called Wasserstein-1 distance) to transport one distribution onto another. The EM distance can be defined as the minimum cost in terms of movements of probability mass of transforming a given distribution into another (hence the term optimal transport). However, the computation of this minimum is computationally expensive [Cut13, SDGP+15, ACB17] \(O(N^3\log N)\) complexity for a \(N\)-bins histogram [S08]). Thus, the authors have optimized an approximation of the EM and proved that the optimized version considered is sound. Such approximation requires that the function measuring the distance between the two given distributions is \(k\)-Lipschitz. The \(k\)-Lipschitz property enforce a limit on how fast the function \(f\) can change, and is defined in equation 5 for two values \(z_1\) and \(z_2\)

\[ | f(z_1) - f(z_2) | \leq K | z_1 - z_2 | \]  

(5)

More precisely, the problem that aim to solve WGAN is to find the minimum cost in terms of movements of probability mass of transforming a given distribution into another (hence the term optimal transport). However, the computation of this minimum is computationally expensive [Cut13, SDGP+15, ACB17] \(O(N^3\log N)\) complexity for a \(N\)-bins histogram [S08]). Thus, the authors have optimized an approximation of the EM and proved that the optimized version considered is sound. Such approximation requires that the function measuring the distance between the two given distributions is \(k\)-Lipschitz. The \(k\)-Lipschitz property enforce a limit on how fast the function \(f\) can change, and is defined in equation 5 for two values \(z_1\) and \(z_2\)

\[ | f(z_1) - f(z_2) | \leq K | z_1 - z_2 | \]  

(5)

More precisely, the problem that aims to solve WGAN is to find the infimum of Equation 6, which corresponds to estimate the joint distribution \(\gamma\) among the set of all possible joint distribution \(\Pi(p_x, p_0)\) that minimise the efforts (cost of transport \(\times\) transport distance) required to transform the distribution \(p_0\) into the real data distribution \(p_x\).

\[ \arg\min_{\theta} W(p_x, p_0) = \arg\min_{\theta} \inf_{\gamma \in \Pi(p_x, p_0)} \mathbb{E}_{(x, y) \sim \gamma} \left[ | x - y | \right] \]  

(6)
As the problem is intractable, the authors relied on the Kantorovich-Rubinstein duality [Edw11], which transforms Equation 6 into Equation 7.

\[
W(p_x, p_z) = \inf_{y \in \Pi(p_x, p_\theta)} \mathbb{E} \left[ \| x - y \|_2 \right] = \sup_{\|f\|_L \leq 1} \left[ \mathbb{E}_{x \sim p_x} [f(x)] - \mathbb{E}_{y \sim p_\theta} [f(y)] \right] \quad (7)
\]

Thus, solving the EM problem amounts to finding the supremum \( f \) under the Lipschitz constraints (\( \| f \|_L \leq 1 \)), which can be carried out by parametrising the function \( f \) as a neural network and ensuring through various mechanisms that \( f \) belongs to the set of Lipschitz functions. For instance, the original paper used the clipping of gradient of \( f \) to reach the Lipschitz constraints.

Since many other approaches have been developed to improve WGAN, either by improving on the Lipschitz constraint [GAA\textsuperscript{17}, LGS\textsuperscript{19}] or by changing the space of functions to consider when solving the original problem, thus avoiding the restrictive \( k \)-Lipschitz constraint [WHT\textsuperscript{18}].

Our approach is inspired from WGAN and its improvements. However, while the application of optimal transport minimizes the cost of moving one distribution onto another, it does not ensure the unpredictability of the sensitive attributes since the mapped data points could be located on a specific portion or modes of the target data space. In our approach, we address this issue by adding a constraint on the protection of the sensitive attribute.

In another work [GDBFL19], the authors have proposed a fairness repair scheme, which also relies on the optimal transport theory to protect the sensitive attribute. The approach prevents the inference of the sensitive attribute by translating the distributions onto their Wasserstein barycentre. Their approach, which is the closest work to ours, mainly differs by the choice of the target distribution. Indeed, their approach mapped the data onto an intermediate distribution, which ensures the minimal cost in terms of displacements, while ours transports the data onto a chosen target distribution.

Mapping the data into a known distribution ensures that the data corresponds to realistic datapoints, since the target distribution will be chosen to represent realistic data of a specific group. In addition, it makes the transformation more interpretable and thus easier to understand.

Another notable work that is also based on optimal transport and WGAN is FlipTest [BYF20]. The objective of this approach is to uncover subgroups discrimination by leveraging the optimal transport of each data point to their corresponding version in another group. In other words, for a given profile whose sensitive attribute is \( S = s_i \), the corresponding version of that profile in the group with sensitive attribute value \( S = s_j \) is identified for \( i \neq j \). Using such mapping, a classification mechanism exhibits discrimination if, for an individual, the outcome obtained using the original and the mapped version of the profile are different. FlipTest was focused exclusively on discrimination detection, and it is not clear how to adapt it easily to prevent the inference of sensitive attributes. In contrast, our objective is to achieve fairness by mapping each profile to a target group while hiding the sensitive attributes.

### 3.4 Relationship with causal fairness

As mentioned, our approach aims at improving the fairness by suppressing the information about the sensitive attribute in a dataset through a mapping of the data onto a known target distribution. The process onto the target distribution corresponds to the same process that can be used to generate counterfactuals, which corresponds to the profiles from one distribution map to their equivalent in a different distribution. As such, a connection can be made between our approach and techniques developed in the causal fairness literature.

More precisely, the causal fairness literature explores how to improve the fairness of machine learning models through causal graphs. One of the assumptions here is the existence of an underlying data structure explaining the generative process of the data, and the objective is to satisfy fairness metrics derived from the graph such as the total effect [XWY\textsuperscript{19}]. For instance, causal fairness aims to ensure that the predicted decision of an individual is invariant to its group membership. In other words, given an individual profile and its counterfactual version, a classifier is causally fair if the predicted decision with the original profile is equal to the predicted decision with the counterfactual. To achieve this property, some approaches rely on the training of the classifier on a causally fair dataset.

For example in [XWY\textsuperscript{19}], the causally fair dataset is obtained by the leveraging the CausalGANs [KSDV17] framework, which is a network of GANs that are built to mimic the given causal graph. This network of GANs enables the easier generation of counterfactuals by fixing the value of the sensitive attribute. Afterwards, the fairness constraints are enforced by using a second networks of GANs ensuring that the distribution of the decision attribute obtained with the original data is indistinguishable from the distribution obtained with the counterfactual data. In another more recent work, [KJS\textsuperscript{21}] leverages the Variational AutoEncoders framework to build the fair dataset by enforcing the fair generation of the decision distribution through minimization of the squared difference between the original decision distribution and the decision distribution of counterfactuals. Both approaches can also be used for counterfactual data generation.

While our approach also generates counterfactuals, our objectives are different from those in the causal fairness literature. In particular, since our objective is the protection of the sensitive attribute, our approach is not designed to handle causal fair metrics and objectives. In the following section, we describe our approach, Fair Mapping, which is inspired from the AttGan and FlipTest frameworks described above, with some additional features to increase the privacy and utility.

### 4 FAIR MAPPING

In this section, we introduce our preprocessing approach, called Fair Mapping, whose objective is to learn to transform any given input distribution of the dataset into a chosen target one. To be precise, our objective is to protect the sensitive attribute(s) by learning a mapping function that transforms the data point from any group (protected groups or the privileged one) into a version that belong to the target distribution, but from which it is difficult to infer the sensitive attribute(s). Once trained, we envision two potential use cases of the resulting mapping function.
• The mapping function can be used by a centralized data curator to provide the same treatment of a specific group to other individuals in the dataset, thus reducing the risk of differential treatment across groups.

• The user could apply locally the mapping function to sanitize his profile before publication, to ensure that the sensitive attributes are protected from attribute inference attack while also benefiting from the same treatment (privileges but also possibly disadvantages) as the privileged group. In this situation, the mapping function could be provided by an independent entity to users concerned about the misuse of their data or who fear that they might be subject to discrimination due to their group membership.

The objective of our approach differs from the fairness preprocessing techniques existing in the literature mentioned in Section 3 on several points. First, our approach has to map all datapoints to the chosen privileged distribution, ensuring that all groups benefit from the same treatment, in contrast to mapping the data onto an intermediate distribution close to the median one. As a consequence, the transformation preserves the realistic aspect of the data since the privileged distribution is one that exists in the real world, in contrast to the intermediate one that neither represents the protected groups nor the privileged one. Additionally, the mapping onto a known distribution provides a mean to validate the transformation process, by verifying that the data from the privileged distribution are not modified significantly through our mapping procedure. Finally, the transformed data points can also be used for discrimination detection by observing whether a given decision would change had an individual of the protected group been in the privileged distribution (as carried out in FlipTest [BYF20]).

4.1 Overview

As mentioned in the introduction, our objective is to learn a mapping function that can be applied to different groups of the dataset such that the amount of modifications introduced by the transformation is minimal, all transformed datapoints belong to the privileged distribution (thus, share the same privileges), and such that the sensitive attribute cannot be inferred. These objectives can respectively be translated into the following properties of identity, transformation and protection.

1. Identity property. Ideally, the transformation should not modify the profiles of users that already belong to privileged distribution \( R_{\text{prio}} \). In fact, as the objective is to map any given datapoint of the dataset onto the privileged distribution by finding its corresponding privileged version, the transformation of a datapoint \( r_i \) from the privileged distribution that yields the least amount of modification is the data \( r_i \) itself. Based on this observation, the identity property can be used to measure the quality of data mapping, for two main reasons. First, any optimal mapping that produces the least amount of modifications over the whole dataset will also produce the least amount of modifications in the mapping of the privileged group. Second, the converse of the previous assertion, which would be that the transformation with the least amount of modifications on the privileged group will also provide the least amount of modifications on the protected groups, is not necessarily true. This is due to the fact that the protected groups are not identical to the privileged one, as such, obtaining the least amount of modification on the privileged group will only give a general idea of the amount of modifications we can expect on the protected group (since both data shares the same structure), but not the exact value. Nevertheless, as the privileged version of a data point from a protected group that requires the least amount of modifications is not known a priori, it cannot be accessed to compute the quality of the mapping to ensure that we have obtained the best transformation possible. Thus, we have to rely on a surrogate to evaluate our transformation quality.

2. Transformation property. From the original data distribution perspective, a transformed data point should be predicted as part of the privileged group. In practice, this property means that any classifier trained on the original data to infer the sensitive attribute should predict that any transformed datapoint belongs to the privileged group distribution. As the identity property ensures that the privileged group is not modified, this property could be limited to the protected groups data \( R_{\text{prio}} \). Thus, any transformed data point from a protected group should be predicted as belonging to the target group distribution. If this property is achieved, models already trained on the original data for a specific task do not need to be retrained when using the transformed data. Indeed, as such models are trained on datasets that already contain the privileged distribution. Thus, by mapping all the data points onto the privileged distribution, we transform the data onto a distribution already seen by the trained models, thus requiring no further changes.

3. (Privacy) protection property. The sensitive attribute should be hidden. Assuming that there is more than one protected group, the mapping of those groups onto the privileged distribution should produce an output in which all protected groups are indistinguishable. In fact, mapping the protected distributions onto the privileged one is not enough to ensure the protection of the sensitive attribute. To illustrate this, consider the situation in which the privileged distribution corresponds to a bimodal Gaussian distribution (i.e., a Gaussian distribution with two peaks). A transformation that exclusively maps the first protected group only onto the first mode of privileged distribution mode while mapping the other protected groups onto the second mode privileged distribution would satisfy the transformation objective (as every single mode is part of the bimodal distribution), but a classifier would still able to build a decision frontier between both modes (cf. Figure 1).

Similarly, a transformation mechanism that maps all protected groups onto the first mode of the privileged distribution would ensure that all protected groups are indistinguishable from each other. However, they would still be distinguishable from the second mode of the privileged distribution, and thus distinguishable from the privileged distribution, which means that a classifier could also build a decision frontier between the transformed protected and the privileged distributions.
Our approach FM is inspired by AttGAN and leverages the WGAN to achieve our objectives. The building blocks of our approach are the transformation model $G_w$, the discriminator $D$, the critic $D_{std}$ and the classifier $C$. The use of the WGAN (instantiated in our framework with the two players game between $G_w$ and $D_{std}$) ensures that only the modification necessary for the transformation is introduced during the transformation of the protected data, as shown in Section 3.3.

Going further in the example described in the previous figures, consider a dataset composed of three sensitive classes, $s_1 = {\text{ceo}}$, $s_2 = {\text{nurse}}$ and $s_3 = {\text{student}}$, with individuals from each domain applying for a loan. To summarize, the objectives of FM in this scenario (Figure 3) is to train a model $G_w$ that can be used to transform datapoints from all classes onto the $\text{ceo}$ domain $R_{\text{ceo}}$. Let $G_w$ perform as the identity function for any data from $\text{ceo}$ domain, (2) the individuals from the $\text{nurse}$ and the $\text{student}$ groups benefit from the same advantages and (3) such that all group transformations are undistinguishable from each other. The high level overview of our approach FM consists in the following steps:

1. For each datapoint $r_i^f$ in any domain $t \in \{\text{ceo, student, nurse}\}$, generating the transformed version $r_i^t = G_w(r_i^f)$.
2. Achieving that $r_i^t = r_i^f$ if $t$ equals $\text{ceo}$ (i.e., identity property). 
3. Ensuring, if $t$ is not equal to $\text{ceo}$, that $r_i^t$ belongs to the $\text{ceo}$ domain using the classifier $C$ and the critic $D_{std}$, and that the transformation has been carried out with a low amount of modifications.
4. Verifying, with the discriminator $D$, that all of the model $G_w$ outputs are indistinguishable from each other.
5. Updating the models based on the previous observations.

Hereafter, we describe the models used in our approach as well as their respective training procedure. More precisely, we first focus on the training of the classifier $C$, which is executed before any other models, followed by the training of the discriminator $D$, the critic $D_{std}$ and finally the generator $G_w$. These three last models are trained in an alternate manner, similarly to the classical training of GANs.

4.2 Training procedure

Hereafter, we describe the models used in our approach as well as their respective training procedure. More precisely, we first focus on the training of the classifier $C$, which is executed before any other models, followed by the training of the discriminator $D$, the critic $D_{std}$ and finally the generator $G_w$. These three last models are trained in an alternate manner, similarly to the classical training of GANs.

4.2.1 Training of the classifier $C$. The training procedure of FM start with the training of classifier $C$ to predict the sensitive attribute. For each datapoint $r_i^f$ with sensitive attribute value of $s_t$, $C$ outputs the probabilities $c_i^t$, which is the probability that $r_i^f$ belongs to the sensitive group $S_t$.

Let this output vector be denoted by $C(r_i^f) = (c_i^t, \ldots, c_i^f, \ldots, c_i^s)$ such that $c_i^t = C(r_i^f)^t$ and $\sum_{t=1}^{S} c_i^t = 1$. $C$ is trained using the original data until convergence, with the objective of maximizing the accuracy of predicting the sensitive attribute. As such, $C$ is trained to minimize the loss of accuracy, which is defined as follows:

$$L_{\text{Classif}} = L_{\text{Acc}} = 1 - \frac{\sum_{t' \in S} C(r_i^{t'})}{\|R\|}.$$  

(8)
with \(|R|\) defining the size of the training dataset. Remark that since C is trained on the original data, its training procedure of C is independent of the transformation process and thus the other models. C can thus be trained a priori before its use in the transformation process.

4.2.2 Training of the critic \(D_{std}\) and the discriminator D. The critic \(D_{std}\) corresponds to the critic used for the training of WGAN. This model takes as input the original data from the privileged distribution as well as the transformed protected data, and outputs a value corresponding to a measure of the distance between them (Equation 9). Similarly to WGAN, the objective is to learn a critic model maximizing the computed distance between the privileged group and the transformed protected groups \(L_{D_{std}}\). Finding such critic ensures that the amount of modification introduced for the transformation of the protected data is minimal.

\[
L_{WGAN} = L_{D_{std}} = D_{std}(R_{prior}) - D_{std}(G_w(R_{prot}))
\]

\[
= \frac{\sum_{r_t \in R_{prior}} D_{std}(r_t)}{|R_{prior}|} - \frac{\sum_{r_t \in R_{prot}} D_{std}(G_w(r_t))}{|R_{prot}|}
\]

(9)

where \(|R_{prior}|\) and \(|R_{prot}|\) being respectively the size of the privileged and of the protected groups. Similarly to the classifier C, the discriminator D is trained to predict the sensitive attribute, with the exception that D infers the sensitive attribute based on the transformed protected data (obtained through the output of the model \(G_w\)) and the original privileged data. More precisely, D is trained to maximize the identification of each transformed protected group as well as the original privileged group. The loss function for training D is similar to that of C, which is the minimization of the accuracy loss \(L_{Acc}\) (Equation 10). D can also be trained with the objective of minimizing the \(L_{BERD}\) (Equation 11), which corresponds to the minimization of the prediction error in each group. We will refer to the discriminator loss as \(L_D : L_D = L_{AccD}\) or \(L_D = L_{BERD}\).

\[
L_{AccD} = 1 - \frac{\sum_{r_t \in R_{prior}} D(r_t)}{|R|} + \frac{\sum_{r_t \in R_{prot}} D(G_w(r_t))}{|R|}
\]

(10)

\[
L_{BERD} = 1 - \frac{1}{k} \left( \sum_{r_t \in R_{prior}} D(r_t) \right) + \sum_{j=2}^k \frac{\sum_{r_t \in R_{prot} | S = s_j} D(G_w(r_t))}{|S = s_j|}
\]

(11)

In case of multiple groups, we have also computed the mutual information (MI) between the prediction of the sensitive attribute \(S\) with \(D\) and its real value \(S\). The mutual information is introduced as a regularization of \(D\), to further enhance the correct prediction of multiple groups. The computation of the mutual information is carried out similarly as in [RPC19], with the objective of maximizing MI during the training of \(D\). An example of computation is presented in Appendix 11. In this situation, the loss function of the discriminator can be decomposed as follows \(L_D = L_{AccD} - \lambda_{D_{std}} \cdot MI\).

Note that the discriminator D and the critic \(D_{std}\) are composed of a set of parameters that are shared between both models, on top of which we added other parameters that are specific for each model task. This structure provides a beneficial relationship between both models. As a consequence, the training of both models \(D\) and \(D_{std}\) is carried out using the loss: \(L_{D,D_{std}} = L_D + \lambda_{D_{std}} \cdot L_{D_{std}}\), which correspond to the sum of the sensitive inference loss \(L_D\) and the loss of the WGAN \(L_{WGAN}\).

4.2.3 Training of the transformation model \(G_w\). Hereafter, we detail the training process of the transformation model \(G_w\) and how it achieves the identity, transformation, and protection properties.

Identity property. To ensure and control the identity mapping of members of the privileged group \(R_{prior}\), we rely on the minimization of the reconstruction loss \(L_{Recons}\). This loss, instantiated with the \(L_1\) norm (Equation 12), constrains the model \(G_w\) to learn the distribution of the privileged data.

\[
L_{Recons} = \sum_{r_t \in R_{prior}} |r_t - G_w(r_t)| / |R_{prior}|
\]

(12)

We have observed in our early experiments that without the reconstruction constraint, the model \(G_w\) is highly subject to the mode collapse phenomenon, in which the generative model focuses its learning on a single or few modes of the data distribution. For instance, this would correspond to the situation in which the model outputs the same identical profile regardless of the inputted one. Thus, the reconstruction constraint enhances the diversity of the transformation procedure by learning the privileged distribution while improving the ability of \(G_w\) to perform as the identity function for members of the privileged group.

Transformation property. Recall that the privileged group is associated with the sensitive attribute value \(s_1\). The model \(G_w\) has for main objective to transform a data point in such a way that it belongs to the privileged group. To realize this, the classifier C is used to ensure this property by outputting the probability of a datapoint \(r_t\) from the protected group to belong to the target group after its transformation, \(C(G_w(r_t))\). Therefore, \(G_w\) aims at maximizing the probability \(C(G_w(r_t))\) with the output of the classifier C being integrating within the training of \(G_w\) through the loss \(L_C\) to maximize:

\[
L_C = \sum_{r_t \in R_{prot}} C(G_w(r_t)) / |R_{prot}|
\]

(13)

Note that maximizing Equation 13 correspond to minimizing \(-L_C\).

The transformation is further improved through the use of the optimal transport, as explained with WGAN in Section 3.3. More precisely, WGAN ensures that only the modifications necessary for the transformation are introduced during the transformation. As such, \(G_w\) also minimizes the value function of WGAN (Equation 7, with \(f\) being \(D_{std}\) and \(p_g\) being \(G_w\), which corresponds to the minimization of Equation 9. As the first term of Equation 9, \(D_{std}(R_{prior})\), does not involve \(G_w\), its derivative with respect to \(G_w\) parameters will be equal to zero. Thus, we can only minimize the term \(-D_{std}(G_w(R_{prot}))\) with respect to the parameters of the model \(G_w\). As a consequence, the equation can be rewritten in the following way:

\[
L_{Gan} = -D_{std}(G_w(R_{prot})) = -\frac{\sum_{r_t \in R_{prot}} D_{std}(G_w(r_t))}{|R_{prot}|}
\]

(14)
The objective of this minimization objective is to have the critic considering the privileged data \( R_{\text{priv}} \) and the transformed protected \( G_w(R_{\text{prot}}) \) as equals.

**Protection property.** The (privacy) protection consists in the inability of inference of the sensitive attribute, from the privileged \( R_{\text{priv}} \) and the transformed protected data \( G_w(R_{\text{prot}}) \). This property is introduced in the optimization of \( G_w \) through the loss \( L_S \), which can be instantiated with the BER (minimization of Equation 15) or the accuracy (minimization of Equation 17) to maximize the protection level.

\[
L_S = \frac{k - 1}{k} - \frac{1}{k} \left( 1 - \frac{\sum r_i \in R_{\text{priv}} D(r_i)}{\| R_{\text{priv}} \|} \right) + \sum_{j=2}^{k} \left( 1 - \frac{\sum r_i' \in R_{\text{prot}} | S = s_j D(G_w(r_i'))}{\| S = s_j \|} \right)
\]

(15)

More precisely, when \( L_S \) is instantiated with the Ber it becomes:

\[
L_S = -\frac{1}{k} + \frac{1}{k} \left( \frac{\sum r_i \in R_{\text{priv}} D(r_i)}{\| R_{\text{priv}} \|} \right) + \frac{1}{k} \left( \sum_{j=2}^{k} \sum r_i' \in R_{\text{prot}} | S = s_j D(G_w(r_i')) \right).
\]

(16)

Similarly, when \( L_S \) is instantiated with the accuracy, it results in the following:

\[
L_S = -\frac{\sum r_i \in (R_{\text{priv}},G_w(R_{\text{prot}})) D(r_i)}{\| R_{\text{priv}} \|}.
\]

(17)

Global optimization of \( G_w \). Now that each component of the optimization of \( G_w \) have been defined, we can introduce the global loss function that the transforming model \( G_w \) has to minimize:

\[
L_{G_w} = \lambda_{\text{rec}} L_{\text{Recon}} - \lambda_C L_C + \lambda_{\text{gan}} L_{\text{Gan}} + \lambda_d L_d.
\]

(19)

In Equation 19, each term of the loss is weighted with a coefficient \( \lambda \). These coefficients are used to assign the relative importance of each term and are used to better fine tune the approach, depending on several factors such as the dataset considered, the number of groups, etc. The higher the value of the coefficient, the higher the importance of the property associated.

As our model \( G_w \) does not take the sensitive attribute as input, it can be used safely on any data point of the dataset to transport it towards the privileged distribution, with the insurance that the member of the privileged group will not be modified. As a consequence, a data practitioner only needs to identify some members of the privileged distribution to build the mapping function \( G_w \), and once the model is trained he can transform the rest of the dataset into the privileged distribution. This procedure can be applied even in situations where the access to the value of the sensitive attribute is difficult or impossible.

4.2.4 Convergence analysis. Let’s assume that at each training iteration for \( G_w \), we have access to the optimal discriminator \( D^* \) and the optimal critic \( D_{\text{std}}^* \).

The optimal discriminator \( D^* \) is able to differentiate every sensitive group (i.e., the privileged from the transformed protected groups, and the transformed protected groups from each other). The optimal critic \( D_{\text{std}}^* \) is the one that maximizes the loss \( L_{D_{\text{std}}} \) (i.e., the difference between \( D_{\text{std}}(R_{\text{priv}}) \) and \( D_{\text{std}}(R_{\text{prot}}) \)). These assumptions are realistic in the sense that both models are neural networks that can approximate any functions \([LLPS93]\), and since they are convex functions, there exists an optimal (minimum) point. For each training step, the generator \( G_w \) can be fixed while \( D_{\text{std}} \) and \( D \) are trained until they reach their respective optimal state. \( G_w \) minimize the loss function presented in equation 19. As we are dealing with the sum, the minimum of \( L_{G_w} \) is achieved only when \( L_{\text{Recon}}, -L_C, L_{\text{Gan}} \) and \( L_S \) reach their respective minimum values.

With the previous assumptions on \( D^* \) and \( D_{\text{std}}^* \):

*Identity. \( L_{\text{Recon}} \) is minimal if and only if \( G_w(r_j) = r_j \) \( \forall r_j \in R_{\text{priv}} \).\( G_w \) is thus forced to learn the correct representation of the privileged data distribution, ensuring that the approach can be safely applied to the dataset without the need to specify members of the privileged group. As \( L_{\text{Recon}} \) is a convex function, the minimum is reachable.*

*Transformation. As \( C \) outputs probabilities (between 0 and 1), the minimum possible value of \( -L_C \) is \(-1 \).\( L_C \) is maximum at 1. This minimum value is reached only if \( C(G_w(r_j)) = 1 \) \( \forall r_j \in R_{\text{prot}} \). Therefore, it becomes impossible to achieve an accuracy of 0 with a mutual information equal to 0.

The mutual information also enables the use of the accuracy in the loss function in case of a single binary sensitive attribute, as it is impossible to achieve an accuracy of 0 with a mutual information equal to 0.
models. The minimum value for this term is achievable, as \( L_C \) is convex. Nonetheless, achieving the optimal (minimum) value for this property does not ensure that the least amount of modifications is introduced with the transformation.

**Optimal transport.** As \( D^*_\text{std} \) is the optimal solution that maximizes \( L_{\text{std}} \) for any possible function \( G_w \) (equation 9), \( G_w \) can only minimize \( L_{\text{std}} \) by reaching the state \( R_{\text{prio}} = G_w(R_{\text{prot}}) \). At this state, \( G_w \) would correspond to the transport plan of \( R_{\text{prio}} \) to \( R_{\text{prio}} \) that requires the least amount of efforts or modifications in our case, as per the Kantorovich-Rubinstein Duality shown with WGAN (section 3.3).

**Protection.** Finally, let’s assume that \( L_S \) is instantiated with equation 16. For ease of writing, let’s pose \( \sum r'_j \in R_{\text{prio}} D(r'_j)^i ||R_{\text{prio}} ||^1 \) as \( D(R_{\text{prio}})^1 \) and \( \sum r'_j \in R_{\text{prio}} |S=s_j| D(G_w(r'_j))^j ||S=s_j||^1 \) as \( D(G_w(R_{\text{prio}} | S = s_j))^j \). \( L_S \) is therefore written as:

\[
L_S = \frac{-1}{k} + \frac{1}{k} \left( D(R_{\text{prio}})^1 + \sum_{j=2}^{k} D(G_w(R_{\text{prio}} | S = s_j))^j \right)
\]

\( L_S \) is minimal if the term \( D(R_{\text{prio}})^1 + \sum_{j=2}^{k} D(G_w(R_{\text{prio}} | S = s_j))^j \) is equal to 1 (recall that the BER is always positive, and the optimal value is achieved with the value \( k = 1 \)), thus having \( L_S = 0 \) this means either:

1. \( D(R_{\text{prio}})^1 = 1 \) and \( \sum_{j=2}^{k} D(G_w(R_{\text{prio}} | S = s_j))^j = 0 \)
2. \( D(R_{\text{prio}})^1 = 0 \) and \( \sum_{j=2}^{k} D(G_w(R_{\text{prio}} | S = s_j))^j = 0 \) with \( D(G_w(R_{\text{prio}} | S = s_j)) = 1 \)
3. \( D \) makes partial errors in each group such that the total sum of correct prediction equals 1: \( D(R_{\text{prio}})^1 = \zeta \) and \( \sum_{j=2}^{k} D(G_w(R_{\text{prio}} | S = s_j))^j = 1 - \zeta \).

As we assumed \( D = D^* \), the discriminator cannot make partial mistakes in predictions, thus \( D(R_{\text{prio}})^1 = D^*(R_{\text{prio}})^1 \) would always be equal to 1 (\( D^* \) is always able to distinguish members of the privileged group from the rest). Cases (2) and (3) are therefore not possible. \( G_w \) would therefore have to modify the data such that \( \sum_{j=2}^{k} D(G_w(R_{\text{prio}} | S = s_j))^j = 0 \).

This solution can be achieved with \( G_w \) changing the data such that either (a) \( D(G_w(R_{\text{prio}} | S = s_j))^j = 1 \) (meaning that \( D \) predict all student as nurses and all student as student), (b) \( D \) behave as a random classifier on the modified data, or (c) \( G_w \) modifies \( R_{\text{prio}} \) such that \( D \) predict all modified protected data as belonging to the privileged group.

In the first case, the mutual information is still maximal, as the joint probability between the original \( S \) and its predicted value still exists (by knowing the original value \( e.g. \text{student} \) we can determine the predicted value of the modified data \( e.g. \text{nurse} \)) even though the prediction error is maximal. The minimization of the mutual information introduced helps remove the joint distribution and ensures that only the only reachable solutions are (b) or (c) with the help of \( D_{\text{std}} \). The same demonstration holds for equation 17. As both equations are convex functions (\( L_S \) is convex), a minimum exists for the protection equation.

With this analysis, we can observe that the combination of our different objectives offers a plausible solution that is achievable. In other words, a minimum exists for \( L_{\text{std}} \), and is achievable, and the solution that minimizes \( L_{\text{std}} \) will satisfy our identity, transformation and protection properties (our properties does not hinder each other, but rather improve each other). This, assuming that we have access to the optimal \( D^* \) and \( D^*_{\text{std}} \) at each training step of \( G_w \).

5 EXTENSION OF STATE-OF-THE-ART APPROACHES

The structure of our approach FM closely resembles some of the known state of the art approaches. This resemblance is mainly handled through the hyper-parameters \( \lambda_{\text{rec}}, \lambda_{\text{c}}, \lambda_{\text{gan}}, \lambda_d \) that control our different objectives.

For instance, we will show how WGAN, AttGAN and GANSan can be obtained with our approach.

- **WGAN** is easily obtained by setting \( \lambda_{\text{rec}}, \lambda_{\text{c}} \) and \( \lambda_d \) to 0. This leaves only the gan transformation on which our approach is based on. Thus, \( L_{\text{G}_w} = \lambda_{\text{gan}} L_{\text{gan}} \).
- **AttGAN**, as described in 3.2, share similar characteristics to FM. We can modify our approach to obtain AttGAN by setting the reconstruction to all datapoints of the dataset, instead of only the target group, and maximising the prediction of \( S \) with \( D \) instead of minimising it as done in our setting. The obtained loss function would be similar to \( L_{\text{G}_w} = \lambda_{\text{rec}} L_{\text{recons}} + \lambda_{\text{c}} L_{\text{c}} + \lambda_{\text{gan}} L_{\text{gan}} + \lambda_d L_S \).
- **GANSan** is obtained by also setting the reconstruction constraint to the whole dataset instead of only the privileged group and ignoring the classification and the gan transformation constraint by setting the coefficient \( \lambda_{\text{c}} \) and \( \lambda_{\text{gan}} \) to zero. The original GANSan approach requires that the discriminator \( D \) predict \( S \) from the reconstructed data from the privileged group and the modified protected data, instead of predicting from the original privileged and modified protected data as in FM. However, we can approximate GANSan using the FM prediction methodology (training the discriminator with original data from the privileged group) and use the reconstructed data as well as the transformed protected data at test time.

As our approach objective is to preserve the data semantic meaning by imposing a constraint on the distribution on which the data will be mapped onto, we proposed some modifications of existing framework in order to achieve this semantic meaning preservation. We proposed GANSan - OM as the GANSan framework with the final distribution fixed. GANSan - OM is obtained from GANSan by only changing the discriminator and the reconstruction loss inputs. Thus, during the training procedure, the discriminator predict the sensitive attribute using the original privileged data and the modified protected group (as in equation 10 or 11), and the auto-encoder is trained only to reconstruct data from the privileged group: \( L_{\text{recons}} = L_1(R_{\text{prio}}, G_w(R_{\text{prio}})) \). Since we are maximising the protection against the original data from the privileged group, we expect the modified protected data to be as close as possible to the privileged group, thus maximising the transformation property. The same protocol can be applied to the approach DIRM, leading to its extended version dubbed as DIRM - OM.
In GANSan [ABG+21], the authors investigated the protection achieved if only a part of the dataset is transformed through their approach. In other words, they analysed the sensitive attribute protection in cases in which only a part of the dataset is transformed to protect the sensitive attribute, which would correspond to the situation in which some users decide to transform their data while others do not. They have observed empirically that in such cases, the sensitive attribute is protected as long as at least half of the data of the dataset (including both the sensitive and the privileged) is transformed. If the data points belonging to the protected or the privileged group are the only one transformed, the sensitive attribute cannot be protected.

Our approach GANSan-OM differs from their analysis by the fact that our protocol optimises the protection with respect to the original data of the privileged group, while in their, the protection is optimised for the intermediate distribution on which both the protected and the privileged group are mapped onto.

6 EXPERIMENTS
In this section, we describe the experimental setup we use to evaluate our approach. First, we will present the datasets used, followed by the state-of-the-art approaches to which we compare our approach. Afterwards, we will discuss the evaluation metrics, and we review the set of external classifiers used throughout our evaluation. Then, we will discuss methodology used for comparison and the transformation processes that can be carried out with Fair Mapping. Finally, we will review the different use cases in which our approach can be deployed.

We evaluate the approach on three datasets from the literature: Adult Census Income, German Credit and Lipton.

Adult Census Income is a dataset extracted from the US census database of 1994. It is composed of 45,222 individuals and 14 attributes which describe the social and economic status of each individual (e.g. Occupation, Income, Native Country, etc.). The task in the dataset is the prediction of the income level of individuals, whether the given individual would have an income greater than 50K. The sensitive attribute is the binary attribute sex, containing either Male or Female. For the multi-sensitive attribute case, we will also use the attribute Race with values Whites and Non-White in addition to the sex. Thus, we will obtain a single attribute named group which will contain the combination of each binary attribute (White, Male, Non-White, Female, etc.).

German Credit is a dataset available on the UCI repository. It contains the profiles of 1000 applicants to a credit loan, each profile being described by 21 attributes. Previous work [KC09] have found that using the age as the sensitive attribute by splitting its values at the threshold of 25 years (differentiating between old and young) yields the maximum discrimination based on Disparate Impact. In this dataset, the decision attribute is the quality of the customer with respect to their credit score (i.e., good or bad).

Lipton is a synthetic dataset created by Lipton, Chouldechova and Auley [LCM18] to investigate the impact of fairness in-processing algorithms. This dataset consists of three attributes: hair length and work experience and the decision attribute indicating if a given person should be hired. Both the hair length and work experience are correlated with the gender (the sensitive attribute), while the decision is only based on the work experience. This dataset is relevant to our study as it was used in [BYF20] to investigate the bias of this dataset by using an approximation of the optimal transport based on GANs.

Table 2 summarizes the composition of each dataset, as well as the proportions of different groups.

The performances of FM are evaluated in two steps: the comparison step and the fairness step. In these experiments, we considered that the decision attribute is not modified with our approach (we used the original dataset decision). We discuss the rationale behind the use of a modified decision in section 9.

6.1 State-of-the-art comparison
In the comparison step, we evaluate the performances obtained with our approach and compare them against those obtained with several approaches of the state of the art, namely WGAN [ACB17], AttGAN [HZK+19], GANSan [ABG+21] and DIRM [FFM+15]. We re-implemented these approaches (using the same procedure as in the original paper) in order to apply them in our context, except the DIRM which we took from the AIF360 framework [BDH+18]. These approaches have also been described in section 3. In addition to these approaches, we also compare the performances obtained with GANSan – OM.

For each of these approaches, we compute the metrics fidelity, classification, Balanced Error Rate and Accuracy. Each of these metrics echoed the different objective of FM described in section 4.

- fidelity (Fid) represents the closeness of the modified data to their original counterpart. It is obtained through equation 20, and the perfect fidelity (data are identical) has the value of 1.

\[
Fid = \frac{1}{||X||} (X - G_w(X))^2 = \frac{\sum_i e(X(f_i - G_w(r_i))^2}{||X||} 
\]

(20)

Throughout our analysis, we computed the Fid in three fashion: at the whole dataset level (\(X = R, Fid = Fid_{all}\)), only at the privileged group data (\(X = R_{priv}, Fid_{priv}\)), or only with the protected data (\(X = R_{prot}, Fid_{prot}\)).

- the classification or P at measures the proportion of transformed data of a given group that belongs to another group of the dataset, from the point of view of the original dataset. The proportion is given by a classifier trained on the original version of the dataset. In our experiments, we measure the proportions of individuals in the transformed dataset that have been predicted by external classifiers (described in the following paragraphs) to be in the privileged group. The
classification is driven by the equation 21

\[ Pc = P(f(G_w(X)) = s_1) = \frac{\sum_{r_i \in X} f(G_w(r_i)) = s_1}{\|X\|} \]  

(21)

Just as with \textit{Fid}, we consider that the classification is computed either for the whole dataset (\(X = R, Pc = P_{\text{all}}\)) or only for the protected group level (\(X = R_{\text{prot}}, Pc = P_{\text{prot}}\)).

- the Balanced Error Rate (BER) and Accuracy (SAcc) are external classifier performance measures that we apply to the prediction of the sensitive attribute. As FM both protects the sensitive attribute using the original privileged data (recall that the discriminator \(D\) is trained using the transformed protected and the original privileged data) and reconstructs the data from the privileged group, we can measure the protection of the sensitive attribute with respect to either the original privileged data or its reconstructed version. In the former case, we will append the subscript \(\text{og priv}\) (BER\text{og priv}), and the latter case will be identified with \(\text{rc priv}\) (BER\text{rc priv}).

6.1.1 Optimization and validation. The optimization of our hyperparameters was carried out using the ray-tune [LLN*18] optimization framework, with optuna [ASY*19] as the underlying algorithm. Each dataset is divided into a training and a validation set, and for each approach, we tested 100 combinations of different hyperparameters. Our experiments were carried out on a maximum of 6 CPUs and 2 GPU with 4 Go of memory. To simplify our hyperparameters search, we first find the model structure that maximizes the fidelity of the reconstructed data. Such structure will serve as the structure of all models involved in our experimentation, and will not change throughout our experiments. The model tuning will thus correspond to the search of the appropriate values of the \(\lambda_i\) parameters.

We train each approach to optimize their respective metrics:

- FM maximizes \(\text{Fid prior}\) for the identity, \(P_{\text{prot}}\) for the transformation and \(\text{BER og priv}\) for the protection (we also minimize \(\text{SAcc og priv}\) instead of \(\text{BER og priv}\)).
- WGAN only transforms the data onto the privileged group. Thus, we approach is trained only to maximize the transformation metric measured over all the dataset rows \(P_{\text{all}}\).
- GANSan protects the sensitive attribute by finding the minimum amount of perturbation to introduce in all the data-points of the dataset. Thus, GANSan maximizes the fidelity over all the dataset \(\text{Fid all}\) and the protection with the reconstructed privileged group and modified protected data \(\text{BER rc priv}\). For the multivalued sensitive attribute, we exploit the \(\text{BER}\) to extend the GANSan approach.
- AttGAN as described in section 3 mapped the privileged data to the protected group distribution, and the protected data onto the privileged distribution, while ensuring that the data mapped onto their original distribution are reconstructed. Thus, it maximizes \(\text{Fid all}\) and also maximizes the classification of transformed datapoints to different groups based on a random permutation of the sensitive attribute \(P_{\text{shuf}}\). We will only report the classification metric computed with respect to the target group \(P_{\text{all}}\) instead of the random permutation.

- DIRM does not particularly maximize any metric. The protection of the sensitive attribute is controlled with a single parameter \(\lambda\). As such, we decided to maximize the metric \(\text{Fid all}\) and the protection based on the reconstructed data \(\text{BER rc priv}\), since the approach modify all groups in the dataset. The approach is specifically designed to handle a single binary sensitive attribute. Thus, it can not be extended to the multivalued case.
- GANSan-OM correspond to GANSan applied in the context of FM, thus, it maximizes the reconstruction of the protected group \(\text{Fid prot}\) and the protection with the privileged group \(\text{BER rc priv}\).
- DIRM-OM is similar to GANSan-OM.

To achieve a fair comparison between all approaches, we rely on a set of external classifiers to compute the metrics to optimize, such as classification and protection. Indeed, most approaches we compare ourselves to have their own discriminator model adapted to their specific objective. Moreover, some approaches, such as the DIRM, do not include a discriminator to measure the protection of the sensitive attribute. We thus rely on the external classifiers to have a similar basis of comparison for all.

Once, each approach has optimized its respective set of metrics, we compute the Pareto front that exhibits the different trade-offs we can obtain between the different metrics (e.g., the cost on \(\text{Fid prior}\)) to provide better protection \(\text{BER og priv}\) and \(P_{\text{prot}}\) for FM, the cost on \(\text{Fid all}\) to achieve a higher \(\text{BER rc priv}\) for GANSan). As each approach has a different set of metrics, we provide a fair comparison by building a second Pareto front on top of the first one. The first Pareto front is specific to the approach set of metrics, while the second Pareto front displays the trade-offs obtained in the context of another approach. The underlying idea is that the best of all approaches should outperform others in every perspective, which translates into having the highest Pareto front (for all metrics we maximize).

For instance, to compare FM and GANSan, we optimize each approach with their respective set of metrics described above and build their respective Pareto front (i.e., \(\text{Fid prior, BER og priv, and Pprot}\) for FM; \(\text{Fid all, BER rc priv}\) for GANSan). This represents a situation where each approach is used regardless of the other. Afterwards, each GANSan model on its Pareto front is evaluated with the set of metrics of FM, thus enabling the building of a second Pareto front for GANSan representing its application in the FM perspective: for each trade-off on the GANSan Pareto front, we compute the metrics of FM (\(\text{Fid prior, BER og priv, and Pprot}\)), and we filter the results in order to build a new Pareto front based on the set of metrics of FM. Similarly, we evaluate FM with the set of metrics of GANSan and building another Pareto front for FM.

In the main part of our article, we will only present results with the FM perspective (which also correspond to the GANSan-OM and DIRM-OM perspective).

All of these approaches are compared to the baseline, which correspond to the original data without any modifications.

\textit{External classifiers.} The computation of some metrics rely on the prediction made by some classifiers. We compute those metrics with a set of classifiers dubbed as external classifiers, as they are independent to the frameworks of protection of the sensitive attribute.
For the state-of-the-art comparison, the set of external classifiers used is composed of Gradient Boosting Classifier (GBC) and Support Vector Machine (SVM). For each metric, we only report the best result obtained among all external classifiers, which corresponds to the worst value for the classification among all classifiers (the worst possible case); the lowest protection achievable (lowest \( BER \) and highest \( S\text{Acc} \)).

All classifiers were trained using the \textit{scikit-learn} Library\footnote{https://scikit-learn.org/stable/}. In Table 8, we report the set of hyperparameters used.

Despite the fact that we have tried a diverse set of classifiers, we acknowledged that there might still exist a classifier (or a set of hyperparameters that would lead to a classifier) with a higher predictive power for inferring the sensitive attribute from our transformation.

### 6.1.2 State of the art: Results

In this section, we will only present the results obtained when using transported data from the protected group and the reconstructed data from the privileged one. This usage correspond to one where the model \( G_w \) is used without the knowledge of the sensitive attribute, thus, we cannot identify the privileged group to decide whether we should apply the transformation process on the data. The identity property should ensure that the privileged group data are unmodified. However, as the models are not perfect, \( G_w \) would only be able to approximate the identity function, outputting data from the privileged distribution as close as possible to the original distribution. In section 13, we present the results obtained when the privileged data is known and kept unmodified while the protected group data are transformed. We propose an explanation to the significant difference observed between the use of the original privileged data and their reconstructed version to protect the sensitive attribute in section 15 We refer the reader to the table 2 for the optimal protection metrics values.

**Lipton results.** In Figure 4 we present the results obtained on the Lipton dataset. The dataset is balanced, and the optimal protection is achieved with a \( BER \) of 0.5, and with the accuracy of 0.5. As we can observe on the figure, the worst trade-offs between the protection \( BER_{\text{rec}} \) and the fidelity \( \text{Fid}_{\text{pri}} \) is achieved with WGAN, followed by \( \text{GANSan} = \text{OM} \). Nonetheless, WGAN achieve the perfect transformation \( P_{\text{prot}} \) in contrast to \( \text{GANSan} = \text{OM} \), which, as we could have expect, has a \( P_{\text{prot}} \) of at most 81%. While the lower protection results of \( \text{GANSan} = \text{OM} \) are somewhat unexpected, its performances on the classification can be explained by the reconstruction of the protected group, thus limiting the transformation towards the privileged group. We can ground this explanation by observing the results of \( \text{GANSan} \) and \( \text{DIRM} \), where there is no transformation towards the privileged group: \( P_{\text{prot}} \) is close to a random guess.

\textit{AttGAN} successfully transforms the data towards the privileged group, at a slight cost on the fidelity. However, its protection is not among the best achievable. \( \text{DIRM} \) and \( \text{DIRM = OM} \) achieve the highest protection among all approaches, but the lowest transformation. \( \text{DIRM = OM} \) behave similarly to \( \text{DIRM} \), even though they optimize different objectives. This can be explained by the fact that they rely on the same underlying procedure of building the median cumulative distribution function (and mapping the data towards such median), on top of which \( \text{DIRM = OM} \) replace the modified privileged data by its original counterparts. \( \text{GANSan} \) dominates all approaches for the highest level of fidelity (\( \text{GANSan} \) provides the highest \( BER_{\text{rec}} \) value for fidelity values \( \text{Fid}_{\text{pri}} \) above 0.998), but fails to transform the data toward the privileged distribution, leaving the data onto an uncontrolled median distribution.

Our approach \( \text{FM} \) provide the best trade-off on all metrics. The transformation \( P_{\text{prot}} \) is close to 1, while the protection is well above other approaches when considering the fidelity range of [0.995 – 0.998]. We can also observe that the mutual information is close to zero for most of the results on the Pareto front. We refer the reader to the table 2 for the optimal protection metrics values.

**German Credit results.** On German credit (Figure 5), the protected group only represents 10% of the dataset. As such, the \( BER \) of predicting the sensitive attribute is already close to 0.3 on the original data (the baseline), which makes the protection of the sensitive attribute harder. As a matter of fact, \( \text{DIRM} \), and \( \text{GANSan} \) which have some of the best performances on Lipton are not performing well above the baseline of \( BER_{\text{rec}} = 0.3 \). \textit{AttGAN} does not produce better results either. \( \text{WGAN} \) performs better than most approaches for the protection, but at a significant cost on the fidelity \( \text{Fid}_{\text{pri}} \)
Figure 5: Pareto fronts in the Fair Mapping perspective for approaches investigated on German Credit. The right column present all points on the fronts, while the right columns present the same results but on the range \([0.94 - 1]\), for a better visualization. Top to bottom: protection \(\text{BER}_{c_{\text{prot}}}\), protection \(\text{SACC}_{c_{\text{prot}}}\), accuracy of \(S\), \(\text{Pc}_{\text{prot}}\), mutual information \(\text{MI}_{c_{\text{prot}}}\). (the highest fidelity achievable with the approach is less than 0.8).

As we could expect from \(\text{WGAN}\) and \(\text{AttGAN}\) on the transformation properties, these approaches almost perfectly transform the data of the protected group such that they are predicted as part of the privileged distribution. \(\text{FM}\) outperforms all approaches on nearly all metrics, and for metrics where the approach is not the best, its results are close to the best achievable results. We can explain the results of \(\text{FM}\) with two factors: first the mutual information and secondly the mapping towards the privileged distribution. On one hand, minimizing the mutual information forces the approach to better protect the sensitive attribute, by further removing correlation due to the group size. On the other hands, mapping the protected group towards the privileged one offer the advantage of reducing the complexity of finding the ideal intermediate distribution that would protect the sensitive information, in addition to not modifying the largely present group in the dataset (since the privileged group is largely present in the dataset, the models only have to find the suitable modification of the protected groups). \(\text{GANSan-OM}\) enhances the protection but still fails to transform the data. \(\text{DIRM-OM}\) behave identically to \(\text{DIRM}\).

\textit{Adult Census results.} The results on Adult Census Income (Figure 6) show that the protection of the sensitive attribute can be difficult to achieve on complex distributions. In fact, simpler approaches such as \(\text{DIRM}\) and \(\text{DIRM-OM}\) do not provide a protection measured with either \(\text{BER}_{c_{\text{prot}}}\) or \(\text{SACC}_{c_{\text{prot}}}\), better than the baseline of 0.16 and 0.85 respectively. In some cases, those approaches modifications even worsen the protection. \(\text{GANSan-OM}\) also worsen the results. These observations suggest that the reconstruction of the protected group (recall that \(\text{GANSan-OM}\) has to protect the sensitive attribute by modifying only the protected data, while limiting the amount of modification introduce with the reconstruction of the protected group) hinder the quality of the protection, and prevent the appropriate modification of the data in order to protect the sensitive attribute.

\(\text{GANSan}\) and \(\text{AttGAN}\) achieve some of the highest fidelities, with \(\text{AttGAN}\) slightly improving the protection for the highest fidelity, and outperforming \(\text{GANSan}\) on the transformation. Our approach \(\text{FM}\) dominates all other approaches except \(\text{WGAN}\) by providing the highest protection for the highest level of fidelities. The maximum protection with \(\text{BER}\) (0.33) is almost the double of the value on the original dataset (0.16). At that point, the transformation \(\text{Pc}_{\text{prot}}\) is around 0.77. \(\text{WGAN}\) has the highest protection achievable among all approaches. This level of protection comes
with a significant cost on the fidelity. Nonetheless, WGAN is the only approach that has the perfect transformation ($P_{prot} =$ 0.662) for all results on its Pareto front.

$P_{prot} = 0.662$. Closely located to this point, the highest protection measured with the $SAcc_{priv}$ has a better transformation result but at a slight cost on the fidelity: $BER_{rec_{prot}} = 0.63$, $SAcc_{rec_{prot}} = 0.65$, $P_{prot} = 0.72$, $Fid_{prot} = 0.9930$. At these trade-offs, we relinquish a bit of the fidelity and protection for a significant improvement on the transformation quality of the protected group.

We can also explain our results by the fact that we used the model structure that maximizes the fidelity. As such, it might be possible to further improve the results by relaxing the fidelity and using another model not pre-optimized for this metric. However, this relaxation will increase the space of hyperparameters and might result in an increase of the training time.

**Divergences.** As FairMapping transports the protected data onto the privileged distribution, we measure the proximity between the transformed protected distribution and the known privileged group. We rely on the Sinkhorn divergence [Cut13] to compute the divergence between the original privileged group and the transformed protected data ($R_{prior} \sim G_w(R_{prot})$), between the reconstructed privileged group (obtained through $G_w$) and the transformed protected group ($G_w(R_{prior}) \sim G_w(R_{prot})$) and finally between the original protected data and their transformed version ($R_{prot} \sim G_w(R_{prot})$). The objective here is to obtain a smaller $R_{prior} \sim G_w(R_{prior})$ and $G_w(R_{prior}) \sim G_w(R_{prot})$ than $R_{prot} \sim G_w(R_{prot})$. Ideally, we wish to obtain the value of 0 for $R_{prior} \sim G_w(R_{prior})$ and $G_w(R_{prior}) \sim G_w(R_{prot})$.

We present in figures 8 20 (appendix 14) the computed divergences with respect to the fidelity on the privileged group $Fid_{prior}$ and in figure 21 the divergence with respect to the protection obtained with the same models on the Pareto fronts (4, 6, 5, 7).

![Figure 7: Pareto fronts in the Fair Mapping perspective for approaches investigated on Adult Census with 2 attributes. The right column present all points on the fronts, while the right columns present the same results but on the range [0.99 - 1], for a better visualization. DIRM and DIRM-OM are not represented since these approaches could not be adapted to the multiattribute case.](image)

**Adult Census with 2 sensitive attributes results.** We showcase the results of the protection of more than 2 groups on Adult census with 2 attributes combined as a single one. we dubbed this dataset as Adult2. Results are presented on Figure 7. Note that the best protection is achieved at a $BER$ value of $\frac{3}{4}$, a $SAcc$ of 0.6.

The protection with more than is single attribute is harder to achieve with all approaches. Only FairMapping is able to protect the sensitive attribute while improving the transformation of the protected group. We can observe that only WGAN and FM are able to provide a classification $P_{prot}$ greater than 0.5. Similarly, both approaches achieve a similar level of mutual information, significantly lower than the baseline. Just as observed on other datasets, GANSan – OM is unable to improve any metrics above the baseline.

The highest protection of FM measured with $BER_{rec_{prot}}$ is achieved at the value of 0.632. At that point, the $SAcc_{rec_{prot}}$ measured is 0.67, the fidelity is 0.9946 and the transformation has the value of $P_{prot} =$ 0.662.
We can observe on the divergences that the higher the protection, the lower the divergences value of \( G_w(R_{priv}) \sim G_w(R_{prot}) \) and the higher \( R_{prot} \sim G_w(R_{prot}) \). Our approach is able to achieve the lowest divergence results with higher protection values. We can also observe that the Sinkhorn divergence between the original protected data and its transformed version \( (R_{prot} \sim G_w(R_{prot})) \) decreases as the fidelity increases. Nevertheless, its values are still higher than the divergences computed with the privileged group \( (R_{priv} \sim G_w(R_{prot}) \) and \( G_w(R_{priv}) \sim G_w(R_{prot}) \)). This suggests that as the fidelity increases, our model in FM able to learn the structure of the data and output a dataset with less random values.

We can also observe that the intermediate distribution obtained with other preprocessing approaches (GANSan, AttGAN) are closer to the protected distribution, but far from the privileged one. These results are surprising, especially on the German credit dataset, where the privileged group is largely present. The models produce data in which one does not know what to expect as outcomes. With FairMapping, the transformed distribution is closer to the privileged group distribution. As a consequence, a classifier trained on the original data would easily consider the transformed datapoint obtained with FairMapping as belonging to the same decision frontier as the privileged group. It is also worth noting the protection property, notably the accuracy \( sac_{prot} \) can be used as a surrogate of the \( A-distance \) ([BDBCP06]) (the proxy–\( A-distance \) [ABV21]), which is a divergence metric between domains.

**FairMapping instances.** As mentioned in section 4, our approach can be instantiated with either the BER or the accuracy, each with and without the mutual information regularization. The results of the different instances are presented in Figure 9.

We can observe that the different instances of FM behave almost similarly on all dataset we have experimented with, the mutual information slightly improves the results where it is introduced: when the number of groups is greater than 2 \( (k > 2) \), we always add the mutual information regularization on the German dataset, we can observe that the mutual information regularization helps improve the BER (all FM that uses the MI are slightly better than those without). On Lipton, the dataset is balanced. The mutual information does not have a significant impact as observed on German. This suggests that in situation where the dataset is highly unbalanced, introducing the mutual information regularization would improve the quality of results.

### 6.2 Fairness evaluation

Once we computed the Pareto-front displaying the achievable trade-offs between the **identity**, the **protection** and the **classification**, we select the best trade-off on which we further compute the transformed dataset utility and other fairness metrics.

The best trade-off is obtained by selecting the set of points on the Pareto front that minimizes equation 22.

\[
\text{best} = \alpha \cdot (BER_{rc_{prot}} \cdot \frac{k-1}{k})^2 + \beta \cdot M^2 + \gamma \cdot (P_{prot} - 1)^2 + \delta \cdot (Fid_{proto} - 1)^2
\]

Equation 22 computes a distance between the performances of a model and the ideal results we would like to obtain, namely a protection \( BER_{rc_{prot}} \) equal to \( \frac{k-1}{k} \), a mutual information of 0, a classification \( P_{prot} \) of 1 and a the perfect fidelity of 1. We empirically set the values of coefficients \( (\alpha, \beta, \gamma, \delta) \) to respectively \( (1, 0, 0, 2, 1) \) when there are only two groups (the mutual information is less important), and to \( (1, 1, 0, 2, 1) \), when there are more than 2 groups in the dataset. The classification is the easiest to achieve, thus we lowered its importance relatively to other parameters of the equation.

With the model selected we extracted its training hyperparameters, and we evaluate the generalization capabilities of such model by conducting a cross-validation with 3 – folds, and average the metrics over the folds.

We evaluate the data utility and the fairness obtained.

**Dataset utility.** As our approach belongs to the fairness preprocessing family, it generates a transformed dataset that could be used for several subsequent analysis tasks. We quantify the utility preserved by our transformation by computing the amount of perturbations introduced into the categorical attributes \( Cat \), which, in our setup, is only computed on the privileged group \( (Cat = Cat_{prior}) \). In addition, we also computed the fidelity previously defined.

The accuracy \( Acc_y \) of external classifiers when trained to predict the decision attribute using the transformed dataset allows us to measure the amount of information preserved on a specific task.
Finally, we also compute a *diversity* metric introduced originally in [ABG+21].

\[
\text{Diversity} = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} \sqrt{\sum_{k=1}^{d} (r_{ik} - r_{jk})^2}}{N \times (N - 1) \times \sqrt{d}}
\]  

(23)

The objective of this metric is to measure the spread of the transformed data points. Thus, it facilitates the detection of “poor transformations” (e.g., all data points are mapped onto a single data point in a specific cluster of the target distribution, cf. Section 4.1). This diversity is computed on both the original and transformed datasets, with the difference between these two quantities indicating the loss of diversity incurred by the transformation. Indeed, a lower diversity of the transformed dataset corresponds to a decrease of the combinations of attributes-values.

**Fairness.** To quantify group fairness, we rely on the metrics described in Section 2, namely demographic parity *DemoParity* and EqGap. Recall that the demographic parity is satisfied if the difference of positive rates *PosRate* across groups is less than a threshold $\epsilon$. The EqGap with $y = 1$ (respectively $y = 0$) corresponds to the difference of true positive rates $TpRate$ (respectively false positive rates $FpRate$) across groups.

To compute the metrics on this step, we rely on a different set of external classifiers composed of Multi Layer Perceptron (MLP), Decision Tree (DT) and logistic regression (LR). These classifiers parameters are described in Table 8. Just as carried out at the comparison step, for the classification and the protection metrics, we report the best metric obtained among all external classifiers. We report only the MLP classifier results for the task accuracy ($\text{Acc}_y$) since it provides the best task accuracy among all external classifier on the original data.

At the fairness step, the use of a different set of classifiers than those at the comparison step is to ensure the independence of the metric computation to the optimization process, to ensure that the optimization procedure does not produce results that only best fit the known classifiers.

**Use cases.** We identify 3 use cases through which we can evaluate the fairness of our approach: the data publishing, fair classification and local sanitization. These use cases have been originally proposed by [ABG+21]. We will only present results for the data publishing and local sanitization use cases. Results for the fair classification are presented in appendix 18.

- **Data publishing.** In this scenario, the data is transformed for publishing or sharing purposes and can be used afterwards for a variety of subsequent analysis tasks. This scenario is motivated by the fact that the data curator (e.g., a statistical agency) might be interested in releasing a version of its data which could be used by interested parties for various data analysis objectives. In this scenario, a classifier is trained on the output of FM to predict a specific task, and the test set is also composed of only the dataset transformed with FM.

- **Local sanitization.** To detect whether a system makes a decision based on the sensitive attribute, one could compute the decision using the original data, and compare it to a decision obtained using our transformed profile, which is not correlated to the sensitive attribute. Similarly, an individual who does not trust a decision system and wish to maintain his sensitive attribute private, could rely on our approach to transform his data locally (e.g., on his smartphone) before releasing the transformed version of his data. The local sanitization scenario assumes the existence of a classifier trained on the original data (with the existing biases).

Our approach, in contrast to most of the prior works, also offer the advantage that an individual who had locally transformed his data would benefit from the same advantages as the privileged group, from the point of view of the classifier trained on the original data. This advantage is a direct consequence of our *transformation* property, in which we constrain the models to transform data points such that a trained classifier would predict them as part of the target group. Another benefit of our approach is that it does not require the classifier to be retrained from scratch on the transformed dataset, thus limiting the operational complexity (i.e., training time, hyperparameters selection, deployment of the best model, etc.) of fairness improvement.

In this scenario, we suppose that a classifier trained on the original unmodified data exists and cannot be modified. Thus, we test the prediction of the classifier using the data obtained with FM.

Table 3 provides an overview of the composition of the dataset for each of these use cases.

**Table 3: Use cases envisioned for the evaluation of Fair Mapping.** Each dataset is composed of either the original attributes or their transformed versions. *Transformed* refers to the transformed dataset, which corresponds to the case where only the protected group is transformed while the privileged group is kept original ($P.M$), and the case where the dataset is composed of the reconstructed privileged group and the transformed protected group data ($A.M$). For all use cases except the baseline, the results are computed using only the original decisions.

| Scenario          | Training set composition | Test set composition |
|-------------------|--------------------------|----------------------|
|                   | A            | Y            | A            | Y            |
| Baseline          | Original     | Original     | Original     | Original     |
| Data publishing   | Transformed  | Original     | Transformed  | Original     |
| Fair classification| Transformed  | Transformed  | Original     | Original     |
| Local sanitization| Original     | Transformed  | Original     | Original     |

6.2.1 **Fairness evaluation: Results.** We present in Table 4 the metrics for the trade-offs selected by the equation 22. On Table 5, we present the final results of the cross validation using the selected trade-offs hyperparameters. The standard deviations are available in section 17.

We can observe that, overall, our approach provides a protection that is around the double of the baseline. All metrics are reduced when carrying out the cross-validation, especially the classification $P_{pre}$. This observation suggests that the selected hyperparameters does not generalize very well the transformation property. We believe that a larger exploration of the hyperparameters space will produce models with better performances. Moreover, we can
Table 4: Performances on the selected trade-offs for which we will conduct the cross-validation and the fairness analysis

| Dataset          | Adult | Adult2 | German | Lipton |
|------------------|-------|--------|--------|--------|
| $Fid_{pr}p$      | 0.9945 | 0.9760 | 0.9454 | 0.9964 |
| $BER_{rcpr}$     | 0.3324 | 0.5991 | 0.4664 | 0.4834 |
| $SAcc_{rcpr}$    | 0.7506 | 0.6637 | 0.5165 | 0.7987 |
| $MI_{rcpr}$      | 0.0717 | 0.1001 | 0.0013 | 0.0005 |
| $Pc_{prot}$      | 0.7686 | 0.8534 | 0.9759 | 0.9206 |

Table 5: Cross validation protection results for all experimented datasets. We can observe that our approach produces stable results for most datasets, as measures with a different set of external classifiers. Refers to Table 9 for the standard deviations.

The baseline of the fidelity is obtained by measuring the distance between the original dataset and a random permutation of its columns.

| Dataset         | Adult | Adult2 | German | Lipton |
|-----------------|-------|--------|--------|--------|
| $BER_{orig}$    | 0.1395 | 0.2044 | 0.1657 | 0.1897 |
| $BER_{org}$     | 0.1395 | 0.1528 | 0.1382 | 0.2970 |
| $SAcc_{orig}$   | 0.8506 | 0.7672 | 0.7548 | 0.7234 |
| $MI_{orig}$     | 0.2607 | 0.1223 | 0.2941 | 0.2994 |
| $Pc_{priv}$     | 0.0947 | 0.0962 | 0.0950 | 0.0736 |
| $Fid_{priv}$    | 0.0528 | 0.1854 | 0.1800 | 0.1850 |

Table 6: Mean of diversity computed on all 4 datasets

| Whole dataset | Protected group | Privileged group |
|---------------|-----------------|------------------|
| Baseline      |Fairmapping      |Baseline          |Fairmapping      |
| Adult         |0.2755 0.2756    |0.2756 0.1422     |0.2622 0.1198    |
| Adult2        |0.2722 0.2771    |0.2771 0.2631     |0.2660 0.2588    |
| Lipton        |0.2474 0.1593    |0.2334 0.1622     |0.2756 0.1543    |
| German        |0.5040 0.4493    |0.4785 0.4304     |0.5056 0.4516    |

Figure 10: Categorical damage observed on datasets German Credit and Adult Census. Lipton does not have any categorical columns, thus, it is not represented here.

Figure 11: Accuracies achieved with the MLP classifier on the Data publishing scenario. The black vertical bar indicates the standard deviation across all computed folds. Org-Mapped indicates the results computed with the original privileged group and the transformed protected data, whereas Rec-Mapped uses the reconstructed privileged group and the transformed protected group data. The baseline is computed on the original unmodified dataset.

Dataset Publishing. In this scenario, our approach can achieve the accuracy presented in Figure 11. We can observe that FM significantly affect the prediction accuracy, especially on the Lipton dataset. On any other dataset, the accuracy remains stable and near the baseline. By looking at the prediction in each group (Figure 39), we can observe that the model makes nearly the same prediction rate as in the baseline. This suggests that our approach is still able to preserve the utility of the dataset in terms of task prediction.

Figure 12 presents the different measures of fairness obtained with our experiments, namely the DemoParity and EoCap. Note that the demographic parity requires the computation of the amount of decisions predicted as positives Pos.Rate. The equalized odds as of the categorical columns have a damage less than 13%, while the other half is located between 13% and 30%. In other words, 13 over 100 individuals from the privileged group would have a different value on the reconstructed data than on the original one. For Adult2, ensuring the identity appears to be highly difficult. This difficulty is also translated into the poorer diversity results of the privileged group on the same set.
With the use of the original privileged data, the difference in pre-
we can observe that the metrics computed within each group are
as the equality of opportunities require the computation of the
This is mainly due to the fact that the transformed protected group
are strongly biased, the correlation with the original decision are
line, but on the protected group, the accuracy significantly drops.
the group accuracy on the privileged data closely follows the base-
accuracies are completely different (Figure 41). We can observe that
accuracies of the privileged group to those in the data publishing scenario, for dataset that has a high
level of protection and transformation (Lipton and German). Interestingly, on Lipton, German and Adult datasets, even though the
accuracy is the same as in the data publishing scenario, the group
accuracies are completely different (Figure 41). We can observe that
the group accuracy on the privileged data closely follows the base-
line, but on the protected group, the accuracy significantly drops.
This is mainly due to the fact that the transformed protected group
closely resemble the target distribution, thus as the original decision
are strongly biased, the correlation with the original decision are
well as the equality of opportunities require the computation of the
ture positives rates $Tp.Rates$ and false positives rates $Fp.Rates$. In
Figure 12 we present the maximum difference between $Pos.Rate$, $Tp.Rate$ and $Fp.Rate$ across all groups. We can observe that FM is
able to reduce the metric gap in nearly all datasets, except Adult2. With the use of the original privileged data, the difference in pre-
dictions becomes more apparent. By looking at Figure 40 which
presents the metric computed in each group, we can have a deeper
understanding of our approach. On Lipton and German dataset,
we can observe that the metrics computed within each group are
reversed. The false positive rate becomes higher in the protected
group, while it becomes closer to zero in the privileged one.Thus, it
suggests that the approach has increased the amount of positive
decision attributed in the protected group, as we can observe with
the metric $Pos.Rate$. The decrease of $Pos.Rate$ in the privileged
group might be due to a poorer reconstruction of that group. With
these observations, we can conclude that FM has transferred the
properties of the privileged group onto the protected one. On Adult,
as the transformation is not high enough, the metric follows nearly
the same trend as in the baseline. Adult2 is highly unstable, as the
standard deviations are very large for each metric computed in the
different dataset groups.

**Local Sanitization.** We present in Figure 13 the local sanitization
scenario, where FM modifies the data before their usage on a clas-
sifier trained with the original data to predict the decision. We can
observe that the results on the local sanitization are quite similar
to those in the data publishing scenario, for dataset that has a high
level of protection and transformation (Lipton and German). Interestingly, on Lipton, German and Adult datasets, even though the
accuracy is the same as in the data publishing scenario, the group
accuracies are completely different (Figure 41). We can observe that
the group accuracy on the privileged data closely follows the base-
line, but on the protected group, the accuracy significantly drops.
This is mainly due to the fact that the transformed protected group
closely resemble the target distribution, thus as the original decision
are strongly biased, the correlation with the original decision are
removed. The classifier predict the transformed protected group as
if they are the privileged group. Recall that the classification $P_{prot}$
metric is greater than $70\%$ for these datasets.
As the predictions made with the transformed protected group
resemble those of the privileged one, the false positive rate of the
protected group will be higher. This is why we can observe the
results on figure 14 (which represent the difference of fairness
metrics computed within each group). By looking at the detailed
metrics within each group (Figure 42), we can confirm that the false
positive rate of the protected group has significantly increased,
while it has not changed for the privileged one. The demographic
parity as well as the equality of opportunity are both significantly
reduced on all dataset except Adult with 2 attributes.

These results suggest that our approach FM is able to appro-
priately transfer the property of the privileged group onto the
protected one, while preventing the sensitive attribute inference.
More experiments as well as a better and larger hyperparameters
exploration are necessary when dealing with multiple attributes, to
improve the quality of results as well as the stability across different
folds of the cross validation.

### 6.3 Execution times
We present in Table 7 the mean execution time for each approach
to complete one epoch (one loop over the entire training dataset)
of computation on the Lipton dataset. DIRM takes less than 10 seconds for the approach to complete, therefore it is not represented in the table. Our approach FM takes the longest time to complete, while GANSan is the fastest (excluding DIRM). The is due to the fact that our approach has the largest number of models involved in the computation. The execution time is improved by the fact that the classifier C can be trained independently of the core models of our approach (G_w, D and D_std).

In our experiments with the Adult Census dataset, found out that on a GPU with 4Go of memory, we can fit up to 3 different running instances of FM with some residual memory left, 4 instances of GANSan, GANSan - OM and WGAN, and 2 instances of AttGAN. As a consequence, the hyperparameters exploration can be a bit faster for FM.

### 7 CONCLUSION

In this paper, we proposed a novel approach Fair Mapping that transforms a given data point onto a chosen target distribution while preventing the possibility of inferring the sensitive attribute. In particular, our approach preserves the realistic aspect of the transformed dataset while providing the transformed data points with the same benefit as the privileged group from the point of view of a trained classifier. As a consequence, a classifier already trained does not need to be re-trained to use the transformed dataset, which is usually required with other pre-processing approaches. Nevertheless, our approach is not suitable for training a fair classifier since it usually required with other pre-processing approaches. Nevertheless, our approach is not suitable for training a fair classifier as we have demonstrated in our experiments. A future direction of research would consist in the verification of such property, as well as the ability to work on groups that were not seen during the training of models (i.e., Black-Female), but can be obtained by combining known sensitive values (i.e., Black-Male and White-Female).

#### 8 RELATIONSHIP BETWEEN THE GROUP FAIRNESS AND PREVENTION OF INFERENCE OF THE SENSITIVE ATTRIBUTE

In this section, we discuss the relationship between the group fairness and the prevention of inference of the sensitive attribute. For the demonstration, let’s assume that A, Y and S are independent. Thus:

\[
\begin{align*}
\text{DP} &= P(\hat{Y} = y | S = s) - P(\hat{Y} = y | S = s_j) < \epsilon \\
&= P(f(A) = y | S = s) - P(f(A) = y | S = s_j) < \epsilon \\
\forall (s_j, s_j) &\in S \\
\text{EO} &= P(\hat{Y} = y | S = s_j, Y = y) - P(\hat{Y} = y | S = s_j, Y = \bar{y}) < \epsilon \\
&= P(f(A) = y | S = s_j, Y = y) - P(f(A) = y | S = s_j, Y = \bar{y}) < \epsilon \\
\forall (s_j, s_j) &\in S
\end{align*}
\]

with \( y = 1 \).

The Independence assumption, allow us to write:

\[
\begin{align*}
\text{DP} &= P(f(A) = y | S = s) - P(f(A) = y | S = s_j) \\
&= P(f(A) = y) - P(f(A) = y) = 0 \\
\text{EO} &= P(f(A) = y | S = s, Y = y) - P(f(A) = y | S = s, Y = \bar{y}) \\
&= P(f(A) = y | Y = \bar{y}) - P(f(A) = y | Y = \bar{y}) = 0
\end{align*}
\]

Thus, if A, Y and S are independent, metrics such as the accuracy and the equalized odds would be satisfied. Fairness preprocessing approaches that works by preventing the inference of the sensitive attribute aim to achieve the independence between S and A (most of these approaches assume that \( \hat{Y} \) is independent to S) by removing the correlations between the sensitive attribute and the other variable. As a consequence, they should also improve the demographic parity and the equalized odds.

#### 9 TRANSFORMATION OF THE DATA DECISION ATTRIBUTE

Throughout this paper, we only considered the case where the decision attribute is not modified with our approach. Nonetheless, it is important to remark that our approach can also transform the decision attribute, further enhancing the overall fairness as the approach would find the most appropriate decision for each transformed individual on the privileged distribution. As a matter of fact, if the protected and the privileged distribution significantly differs in terms of decision rates due to any form of discrimination or favouritism, the approach would apply the same treatment to all
datapoints. Thus, leading to the correct decision had the individuals belonging to the privileged group on which data are mapped onto. Unfortunately, by transforming the decision attribute, we lose the groundtruth for the decision prediction, as the modified decision is an altered one, that might not correspond to any realistic record.

10 OPTIMAL BER VALUE FOR PREVENTING THE SENSITIVE ATTRIBUTE INFEERENCE

Suppose that a dataset is composed of k different sensitive groups, with \( P(S = s_x) \) the probability or proportion of each group, and \( \hat{S} \) the predicted sensitive attribute. The best protection is achieved when the classifier behaves as a random guess of each class. As such, we can consider the classifier as a random sampling of the sensitive attribute with replacement. Let’s consider that the proportion of each class \( s_x \) obtained through the prediction or sampling of the random classifier predict \( P(\hat{S} = s_x) \). As the probability of sampling successfully a member of class \( s_x \) driven with \( P(S = s_x) \), for each class \( s_x; x \in \{1, \ldots, k\} \), the law of large number state that \( P(\hat{S} = s_x) \) will become closer to \( P(S = s_x) \). Meaning that in the long run, the random classifier will predict each class \( s_x \) with probability \( P(S = s_x) \).

As we assumed the classifier behaving as a random guessing, the prediction of \( S \) is independent of the real value \( S \). No information on \( S \) can be obtained by observing \( \hat{S} \). Thus, \( P(\hat{S} = s_x \mid S = s_x) = P(\hat{S} = s_x) = P(S = s_x) \) as previously shown.

As a consequence, \( BER = 1 - \frac{1}{k} \sum_{i=1}^{k} P(\hat{S} = s_i \mid S = s_i) \) (cf. equation 3), becomes \( BER = 1 - \frac{1}{k} \sum_{i=1}^{k} P(S = s_i) = 1 - \frac{1}{k} (1 - \frac{k-1}{k}) \) = 

\[
1 - \frac{1}{k} + \frac{k-1}{k} \cdot BER = -\frac{1}{k} + \frac{k-1}{k} \left( \sum_{i=1}^{k} P(\hat{S} = s_i \mid S = s_i) \right).
\]

11 MUTUAL INFORMATION COMPUTATION

Given the sensitive attribute \( S \) with values \( s_i; i \in \{1, \ldots, k\} \), and its prediction \( \hat{S} \) made by a classifier \( f \), the computation of the mutual information between \( S \) and \( \hat{S} \) requires access to the joint distribution \( P(S, \hat{S}) \), and the marginals \( P(S) \) and \( P(\hat{S}) \). Since we are dealing with the discrete set \( S \), the joint distribution can be computed by counting the number of elements in each set \( (S = j \cap \hat{S} = j, i \in \{1, \ldots, k\} \), divided by the number of total elements \( |S| = k \cdot P(S = s_i \cap \hat{S} = s_j) = \frac{|S = s_i \cap \hat{S} = s_j|}{k} \). Similarly, the joint probability can be obtained through \( P(S = s_i \cap \hat{S} = s_j) = P(S = s_j \mid \hat{S} = s_j) \cdot P(S = s_j) \)

Assume that the predictor \( f \) outputs the probability of each datapoint to belong to each group \( s_i \). Thus, for each individual \( t \) (in a dataset \( R \) of \( N \) individuals) with data \( r_t, f \) outputs \( (p_t^1, \ldots, p_t^k) \), with \( p_t^i = f(r_t)^i \) the probability that \( r_t \) has the sensitive value of \( s_j \). The group predicted by \( f \) can be obtained by selecting the group with the highest probability (argmax). However, the argmax function is not differentiable.

The joint distribution for FM is computed by using the probabilities obtained through \( f(p_t^i) \), instead of counting the exact group obtained through \( f \). \( P(S = s_i \cap \hat{S} = s_j) \) is obtained with equation 25.

\[
P(S = s_i \cap \hat{S} = s_j) = P(\hat{S} = s_j \mid S = s_i) = \sum_{r_t \in R/S=s_i} f(r_t)^j \left( \frac{1}{|R/S=s_i|} \right) \cdot P(S = s_i)
\]

12 HYPERPARAMETERS FOR EXTERNAL CLASSIFIERS

In Table 8 we present the external classifiers and their respective hyperparameters.

Table 8: Hyperparameters used for all external classifiers. Parameters not mentioned are used with default values

| Classifier | Parameters | Value |
|------------|------------|-------|
| Gradient Boosting Classifier (GBC) | Estimators | 100 |
| | Learning rate | 0.1 |
| | Maximum depth | 3 |
| Multi-layer Perceptron Classifier (MLPC) | hidden layer sizes | 100 |
| | activation | relu |
| | solver | adam |
| Decision Tree (DTC) | Default parameters | None |
| | criterion | gini |
| | splitter | best |
| | max depth | None |

13 EXPERIMENT RESULTS WITH ORIGINAL PRIVILEGED DATA

In this section, we present the results of all approaches investigated in this paper when using the original data from the privileged group. These results are, for most approaches, obtained by replacing the reconstructed values of the privileged group by their original counterpart. We refer the reader to the Table 2 for the optimal protection metrics values.

13.1 Lipton results

On the Lipton dataset (Figure 15), we can observe that all approaches exhibit a similar behaviour as observed with the reconstructed privileged data. However, the protection achieved by all approaches are lower than the one achieved with the reconstructed privileged group. This observation is particularly true for GANSan — OM, where the model displays the highest protection among all approaches, even though the fidelity of the privileged group is lower. WGAN transforms the data such that it resemble the privileged group, but still fail to protect the sensitive attribute.
Figure 15: Pareto fronts in the *Fair Mapping* perspective for approaches investigated on Lipton. The right column present all points on the fronts, while the right columns present the same results but on the range $[0.99 - 1]$, for a better visualization. Top to bottom: protection $\text{BER}_{\text{app}}$, protection $\text{SAcc}_{\text{app}}$, accuracy of $S$, $P_{\text{prot}}$, mutual information $MI_{\text{app}}$.

13.2 German Credit results
On German credit (Figure 16), the use of the original privileged data only slightly improves the protection of the sensitive attribute. Only $FM$ and $\text{GANSan - OM}$ slightly improves the baseline result. All other approaches do not. the transformation is largely dominated by $\text{AttGAN}$, closely followed by $FM$. Unfortunately, $\text{DRM - OM}$ neither improves the protection nor the transformation ($P_{\text{prot}}$).

13.3 Adult Census results
On Adult Census (Figure 17), the protection of the sensitive attribute with the original data from the privileged group is nearly impossible for all approaches. No approaches successfully provide a protection better than the baseline as measured with either the $\text{BER}$ or the $\text{SAcc}$, even though some approaches such as $\text{WGAN}$ or $FM$ can successfully maximize the transformation metric $P_{\text{prot}}$. This suggests that a minimum level of modification in the privileged group is necessary to protect the sensitive attribute.

13.4 Adult2 Census with results
Just as observed with Adult on a single binary attribute, we can observe (Figure 18) that the protection of two attributes without the modification of the privileged group is highly difficult. Even though we observe that we can achieve a higher BER value, the accuracy is still higher than the baseline computed with the original data. The mutual information is still significantly higher than measured on the original data. No approaches provide an appropriate level.
of protection. This observation suggests that in case of multiple attribute, the BER can not be the used as the only protection measure, and certain amount of modification of the privileged data is required in order to improve the data protection.

13.5 FM instantiations

We present in Figure 19 the different instances of FM. We can observe that all of those approaches have an almost similar range of values. The figure also demonstrates the stability of our approach.

14 DIVERGENCES WITH ORIGINAL DATA

In Figure 20 we present the Sinkhorn divergences results with respect to the protection computed with the original privileged group $BER_{prior}$, while Figure 21 present the same results with respect to the fidelity of the privileged data.

15 AUTOENCODER FIDELITY AND PROTECTION

In this section, we discuss the difference of results between the protection obtained with the original privileged data (presented in section 6) and the reconstructed privileged data (section 13). From those results, we can observe that a minimum amount of modification of the privileged data is required in order to enhance the
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Figure 21: Divergences computed on German, Adult, Adult2 and Lipton. Each column represent a dataset while each row represent the divergence between the transformed protected data and respectively the original protected data ($R_{prot} \sim G_w(R_{prot})$), the reconstructed privileged group ($G_w(R_{priv}) \sim G_w(R_{prot})$), and the original privileged group ($R_{priv} \sim G_w(R_{prot})$). The divergences are represented with respect to the fidelity $Fid_{priv}$.

The AutoEncoder introduce some form of watermark within the reconstructed data that render it always distinguishable from their original values. As such, we cannot expect the transforming model to be able to transport the protected distribution unto the privileged one without such watermark. The ideal values to achieve are an accuracy of 0.5 and a BER of 0.5 for fidelity values different from 1.

Figure 22: Accuracy, BER and MI of classifiers trained to differentiate the original privileged group from their reconstructed version with a vanilla (no other constraint except the reconstruction) AutoEncoder.

The results are presented in Figure 22. We can observe that for dataset Lipton and German, unless the fidelity obtained is well above 0.999489 and 0.9907 respectively, the trained classifier have a BER lower than 0.4 and an accuracy greater than 0.64 and 0.77 respectively. In our results, achieving such fidelity values is highly difficult for any of the chosen approaches. On Lipton, the accuracy and the BER are well below 0.66 and above 0.36 respectively, for any fidelity values. This suggest that our transformation mechanism could transform the protected group into the privileged data such that protection measured reach similar values, which, unfortunately, is not exactly the case. On Adult on the other hand, the lowest accuracy is 0.7559 and the highest BER is 0.2440. The lowest fidelity is 0.9979 and the highest is 0.9981. In our results, the highest fidelity with our approach are 0.9967 and 0.9988 on Adult2 and Adult. As a consequence, we cannot expect the transformation to produce data indistinguishable from the original privileged distribution.

16 RESULTS ON OTHER APPROACHES PERSPECTIVE

In this section, we will observe the performances of different approaches through different perspectives.

16.1 Lipton results

Figure 23: Results on the perspective of WGAN (lipton dataset), which is the transformation of data such that they resemble the privileged group.

In the WGAN perspective (Figure 23) which is the transformation of data from the protected group, we can observe that nearly all approaches that have the privileged group as a chosen target distribution achieve a transformation performance above or nearly equal to 0.8. The exception is with DIRM – OM. As mentioned in section 6, this result might be a consequence of the underlying repair scheme (procedure) or procedure of the DIRM approach.

On the AttGAN perspective (Figure 24), as we expect from GANSan and DIRM the transformation results are the lowest. AttGAN dominates for higher fidelities values, but are equal to FM and WGAN for lower values.

GANSan and DIRM shares the same perspective (Figure 25). We can observe that GANSan provides the best trade-offs between protection and data reconstruction. FM has a lower fidelity as we could expect, since there are no reconstruction constraint on the
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protected group, which we only want to render similar to the privileged group distribution. Nonetheless, it is interesting to observe that by only constraining the model to reconstruct the privileged group, it has enough information to significantly reduce the error in the reconstruction of the protected data.

16.2 German Credit results

Just as observed with the Lipton dataset, the best results in the WGAN perspective (Figure 26) are achieved with WGAN, FM and AttGAN. All other approaches have performances close to 0.7. Surprisingly, GANSan outperforms DIRM–OM and GANSan–OM on the transformation metric.

On the AttGAN perspective (Figure 27) AttGAN and FM are the most dominant approaches.

FM dominates all approaches on the GANSan and DIRM perspective. GANSan slightly improves the fidelity with a little enhancement of the protection, while DIRM produces results close to the baseline. Even if the protection is slightly enhanced with GANSan, we can observe that the mutual information is still high. A notable observation is that GANSan and FM competes each other in this perspective. In fact, where FM fall short in terms of fidelity on all the dataset datapoints, GANSan slightly improves such fidelity. Both Pareto-fronts nearly forms a single continuous one.

16.3 Adult Census results

On the WGAN perspective (Figure 29), as observed on any other dataset, FM and WGAN are maximizing the transformation metric. Surprisingly, AttGAN does not have a performance better than 90%, even though it also has the objective of maximizing the transformation metric.

In the perspective of AttGAN in Figure 30, FM and AttGAN behave almost in a complementary fashion. AttGAN slightly dominates FM on higher fidelity values. Surprisingly, DIRM and DIRM-OM dominates GANSan-OM.

On the GANSan perspective (Figure 31), it is interesting to see that FM and AttGAN still behave in a complementary fashion. FM achieves the highest protection and fidelity tradeoffs, AttGAN provides the higher fidelity while WGAN has the highest protection.

16.4 Adult2 Census with results

On the WGAN perspective (Figure 32), we can observe that among all the trade-offs achievable on the FM Pareto-front, there is at least one trade-off for which the highest transformation $P_{prot}$ is almost equal to 1. For GANSan and GANSan-OM, the highest classification $P_{prot}$ among all trade-offs is less than 0.5, while it is close to 0.97 for WGAN. AttGAN can achieve the perfect score of 1.

In the perspective of AttGAN in Figure 33, we can observe that FM exhibits an important negative slope with the increase of $Fid_{all}$. It is impossible for all approaches to map the data onto the privileged distribution while ensuring that the data are perfectly reconstructed. We can also note that FM dominates AttGAN on fidelities lower than 0.989. AttGAN is better for higher fidelities. Both approaches seem to form a continuous front, as we have observed in some other cases.
Figure 26: Results on the perspective of WGAN (German dataset), which is the transformation of data such that they resemble the privileged group.

Figure 27: Results on the perspective of AttGAN (German dataset), which is the transformation of data such that they resemble the privileged group.

Figure 28: Results on the perspective of GANSan (German dataset), which is the transformation of data such that they resemble the privileged group.

On the GANSan perspective (Figure 34), we can observe almost the same performances as with the single sensitive attribute of GANSan.

FM can protect the sensitive information better than any other approach. The fidelity values obtained are close to the perfect one of $Fid_{all} = 1$ even though the reconstruction constraint is only applied on the privileged group. At the same time, GANSan, which reconstructs both groups achieves higher fidelities (at most 1.27% greater than the fidelities of FM), but lower protection. This suggests that enforcing the reconstruction constraint only on one group (the privileged group for instance) while ensuring the protection with the original data version of the reconstructed group (i.e. the original privileged group) provide a better structure for protecting sensitive information. It is important to observe that GANSan – OM failed to protect the sensitive attribute. Thus, to better protect the sensitive attribute, some degree of freedom (by not constraining the protected group) are necessary. FM provides both of these requirements. That’s why the protection is higher. At the same time, to avoid having the unconstrained group transformed into a completely random distribution, we guide the transformation by ensuring the mapping towards the privileged distribution.

17 STANDARD DEVIATION FAIRNESS RESULTS

This section presents the standard deviation results of the Table presented in the main section of our article. Table 9 presents the standard deviation of the fairness results, and Table 10 the standard deviation of the diversity.
Figure 29: Results on the perspective of WGAN (Adult dataset), which is the transformation of data such that they resemble the privileged group.

Figure 30: Results on the perspective of AttGAN (Adult dataset), which is the transformation of data such that they resemble the privileged group.

Figure 31: Results on the perspective of GANSan (Adult dataset), which is the transformation of data such that they resemble the privileged group.

18 FAIRNESS CLASSIFICATION USE CASE RESULTS

As presented in section 6.2, the fairness of our approach can be measure on the fair classification use case.

In this setup, the objective is to build a classification mechanism that is free from discrimination by using the transformed dataset to train a classifier, while testing the model with original (unmodified) data. The rationale of this scenario is to circumvent unusual or unethical issues that are the result of the modifications introduced by the transformation procedure (e.g., to prevent the inference of groups, the value of the attribute infraction, from a traffic ticket to a heinous crime), which would not be accepted in critical domains.

Table 9: Cross validation protection results for all experimented datasets. Standard deviation of fairness results presented in Table 5

| Metrics     | Adult | Adult2 | German | Lipton |
|-------------|-------|--------|--------|--------|
| BER          | 0.022 | 0.002  | 0.032  | 0.015  |
| BER          | 0.012 | 0.000  | 0.000  | 0.000  |
| 
| SAE         | 0.023 | 0.000  | 0.000  | 0.000  |
| SAE         | 0.011 | 0.000  | 0.000  | 0.000  |
| MI          | 0.048 | 0.000  | 0.000  | 0.000  |
| MI          | 0.000  | 0.000  | 0.000  | 0.000  |
| Pacc         | 0.000  | 0.000  | 0.000  | 0.000  |
| Pacc         | 0.000  | 0.000  | 0.000  | 0.000  |
| Fid         | 0.000  | 0.000  | 0.000  | 0.000  |
| Fid         | 0.000  | 0.000  | 0.000  | 0.000  |

Table 10: Standard deviation of the diversity

| Whole dataset | Protected group | Privileged group |
|---------------|-----------------|------------------|
| Adult2        | 0.0004          | 0.0045           |
| Adult         | 0.0002          | 0.0003           |
| Lipton        | 0.0046          | 0.0062           |
| German        | 0.0010          | 0.0003           |
such as predictive justice. Thus, by training the classifier on transformed data in which the sensitive attribute is hidden, it will learn to predict the decision without any information on the sensitive attribute. By using the original test set on the trained classifier, the practitioner avoids those risks of unethical outcomes.

In Figure 35, we showcase the accuracy achieved with the fair classification scenario. The fair classification accuracies are quite similar to those in the other scenario. This suggests that training a classifier on either the original or transformed and reconstructed dataset to predict the original decision using either the original or the transformed and reconstructed datasets will yield the same results. These datasets therefore share similar characteristics which allow a classifier to behave similarly in all cases. The group accuracy in Figure 36 also confirms our observation on the similarity of predictions.

Concerning the fairness results (Figure 37), they are not as significantly improved as observed in the other scenario. As a matter of
fact, we can observe in Figure 38 that the metrics on the transformed sets follows the same trend as the baseline.

19 METRICS COMPUTED WITHIN EACH GROUPS

In this section, we present the fairness and accuracies computed presented in the main article at the group level basis.

Figure 39 present the accuracy of the task decision at each group level for the scenario data publishing.

Figure 40 presents the fairness metrics computed in each group of the dataset

Figure 41 present the accuracy of the task decision at each group level for the scenario Local sanitization.

Figure 41 presents the fairness metrics computed in each group of the dataset.

20 LOWER DIMENSIONAL VISUALISATION OF DISTRIBUTIONS

In this appendix, we present some lower dimensional visualisation of our results.

In Figure 43 we present the lower dimensional plot of the original Lipton dataset, while 45 represent the lower dimensional of the transformed protected group and the reconstructed privileged data. Figure 44 present the same plot, but with the original privileged distribution. We can observe that the transformed protected distribution overlap the privileged distribution, which means that the transformation is successful.

On German Credit (Figure 46 and Figure 47) the transformation impact is less visible since the original protected distribution is not easily distinguishable from the privileged one. Nevertheless, we can observe a slight improvement in the location of the protected distribution, which is more embedded within the target distribution.

The results on the dataset Adult shows an improvement on the superposition of the transformed protected distribution onto the privileged one (figures 48, 49).
Figure 40: Accuracy of the task decision at each group level for the scenario data publishing.

Figure 41: Accuracy of the task decision at each group level for the scenario local sanitization.
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