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Statistical analysis of tensor-valued data has largely used the tensor-variate normal (TVN) distribution that may be inadequate for data arising from distributions with heavier or lighter tails. We study a general family of elliptically contoured (EC) tensor-variate distributions and derive its characterizations, moments, marginal and conditional distributions. We describe procedures for maximum likelihood estimation from data that are (1) uncorrelated draws from an EC distribution, (2) from a scale mixture of the TVN distribution, and (3) from an underlying but unknown EC distribution, for which we extend Tyler’s robust estimator. A detailed simulation study highlights the benefits of choosing an EC distribution over the TVN for heavier-tailed data. We develop tensor-variate classification rules using discriminant analysis and EC errors and show that they better predict cats and dogs from images in the Animal Faces-HQ dataset than the TVN-based rules. A novel tensor-on-tensor regression and tensor-variate analysis of variance (TANOVA) framework under EC errors is also demonstrated to better characterize gender, age and ethnic origin than the usual TVN-based TANOVA in the celebrated Labeled Faces of the Wild dataset.

1 INTRODUCTION

Elliptically contoured (EC) distributions [22, 23, 30, 38, 48, 56, 64] are a flexible class of symmetric vector-variate distributions that generalize the multivariate normal distribution distribution, and facilitate the modeling of data with heavy or light tails. Similarly, matrix-variate EC distributions [21, 28, 29] extends the matrix-variate normal distribution for the case where the tails are heavier or lighter. The emerging interest in tensor data analysis has led to alternatives to the TVN distribution that do not rely on least squares estimation and have more flexible tail weights. In particular, tensor-valued EC-valued distributions have been studied by [2, 6], where they were characterized and some of their fundamental properties were developed. More recently, [69, 73] studied parameter inference for the tensor-variate t distribution, which is an important member of the EC family with adaptive heavy tails.

In this article we provide a thorough study of the EC tensor-variate family. We explore fundamental properties and propose maximum likelihood estimation techniques that we then study and apply to real data in Section 2.
we review and study properties of EC tensor-variate distributions by characterizing them, their marginal and conditional distributions and moments. Inference is no longer as straightforward under EC errors, so Section 3 provides computationally practical methodology for parameter estimation under three different scenarios, specifically a reduced rank tensor-on-tensor regression (ToTR) and tensor-variate analysis of variance (TANOVA) framework with EC errors, and a robust Tyler estimator for when data arise from an underlying but unknown EC distribution. We evaluate performance of our algorithms in Section 4. Section 5 shows the value of our methodology in two real-data scenarios. First, we develop discriminant rules using EC tensor-variate distributions to compare the predictive performance of the TVN and the tensor-variate-C(TV-C) distributions in classifying cats and dogs from their images in the Animal Faces-HQ (AFHQ) database. In all cases, the flexible tensor-variate-C distribution with estimated degrees of freedom (DF) outperforms the TVN in terms of area under the receiver operating characteristic and precision-recall curves. Our second application demonstrates the ability of our ToTR and TANOVA methodology with EC errors to better characterize the Labeled Faces in the Wild (LFW) dataset in terms of age, ethnic origin and gender, than the TVN-based ToTR and TANOVA. We conclude this article with a discussion on our contributions in this paper and propose potential further generalizations. An appendix, with sections, theorems, proofs, equations and figures, provides additional technical and other details.

2 DEFINITIONS AND CHARACTERIZATIONS

2.1 Background and preliminaries

We define a tensor as a multi-dimensional array of numbers. This article uses \( X, \hat{X} \) and \( X \) to denote deterministic tensors, matrices and vectors, with bold-faced fonts for their random counterparts (e.g., \( \mathbf{X}, \mathbf{X} \) and \( \mathbf{X} \) denote random tensors, matrices and vectors). Further, we assume that \( X \in \mathbb{R}^{r \times r \times \cdots \times r} \) has \((i_1, i_2, \ldots, i_p)\)th element written as \( X(i_1, i_2, \ldots, i_p) \). Tensor reshapings [41] allow us to modify the structure of a tensor while preserving its elements. We can reshape \( X \) into a \((m_1) \times (\prod_{i=1,i \neq k}^p m_i)\)-matrix \( X_{(k)} \) using its \( k \)th mode matricization. The tensor \( X \) can also be reshaped, via its \( k \)th canonical matricization, into a \((\prod_{i=1}^k m_i) \times (\prod_{i=k+1}^p m_i)\)-matrix \( X_{(k)} \), and into a vector \( \text{vec}(X) \) of \( \prod_{i=1}^p m_i \) elements using vectorization – see (26), (27) and (28) in Section A.1 for formal definitions. The \( k \)th mode product between \( X \) and the \( n_k \times m_k \) matrix \( A_k \) multiplies \( A_k \) to the \( k \)th mode of \( X \), resulting in the tensor \( X \times_k A_k \in \mathbb{R}^{m_1 \times \cdots \times m_{k-1} \times m_k \times m_{k+1} \times \cdots \times m_p} \). Applying the \( k \)th mode product with respect to \( A_k \) to every mode of \( X \) results in the Tucker (TK) product \([X; A_1, \ldots, A_p] \in \mathbb{R}^{r \times r \times \cdots \times r} \) [40]. The inner product between two equal-sized tensors \( X \) and \( Y \) is defined as \( \langle \text{vec}(X) \rangle^T \langle \text{vec}(Y) \rangle \) and denoted as \( \langle X, Y \rangle \). If \( B \) is a \((p + q)\)-way tensor of size \( m_1 \times m_2 \times \cdots \times m_p \times h_1 \times h_2 \times \cdots \times h_q \), then the partial contraction [46] between \( B \) and \( X \) denoted as \( \langle X | B \rangle \) is a \( q \)-way tensor of size \( h_1 \times h_2 \times \cdots \times h_q \) with elements

\[
\langle X | B \rangle(j_1, \ldots, j_q) = \sum_{i_1, \ldots, i_p} X(i_1, \ldots, i_p) B(i_1, \ldots, i_p, j_1, \ldots, j_q).
\]

We refer to Section A.1 for the reshaping and product definitions encountered in this section.

A random tensor \( X \) is a tensor whose vectorized form \( \text{vec}(X) \) is a random vector. In many cases \( \text{Var} \{ \text{vec}(X) \} = \sigma^2 \otimes_{k=p} \Sigma_k \) for \( \Sigma_k \in \mathbb{R}^{m_k \times m_k} \), where \( \otimes \) denotes the Kronecker product of Equation (25). In these cases the squared Mahalanobis distance (with respect to the scale matrices \( \sigma^2 \Sigma_1, \ldots, \Sigma_p \)) of \( X \) from its expectation \( \mathbb{E}(X) = M \) is

\[
D^2_{\sigma^2 \Sigma}(X, M) = \frac{1}{\sigma^2} \langle X - M; [X - M; \Sigma_1^{-1}, \ldots, \Sigma_p^{-1}] \rangle.
\]

See [74] for other possible Kronecker structures.

A random vector \( X \) has a spherical distribution if its probability density function (PDF) is invariant to rotations: that is, for every \( \Gamma \in O(\mathbf{h}) \) = \{ \( H \in \mathbb{R}^{h \times h} : HH^T = I_h \} \), we have \( X \overset{d}{=} \Gamma X \), or equivalently \( \mathcal{L}(X) = \mathcal{L}(\Gamma X) \), with \( \overset{d}{=} \)
denoting distributional equality and $\mathcal{L}(X)$ denoting the law of $X$. This notion of sphericity can be extended to a random matrix $X$ if it is invariant to rotations of its rows and/or columns [21]. Also, a random tensor $X \in \mathbb{R}^{k_1 \times \ldots \times k_p}$ follows a tensor-valued spherical distribution if $\text{vec}(X)$ follows a vector-valued spherical distribution. Thus $\text{vec}(X) \sim \Gamma \text{vec}(\mathbf{y})$ for any $\Gamma \in O(\prod_{i=1}^{p} k_i)$, implying that the distribution of $X$ is invariant under the group of transformations $\mathcal{G} = \{ \phi_{\Gamma} : \Gamma \in O(\prod_{i=1}^{p} k_i) \}$, where $\phi_{\Gamma}(X) = \Gamma \text{vec}(X)$ is the matrix product of $\text{vec}(X)$ with the orthogonal matrix $\Gamma$. Since $\langle X, X \rangle$ is maximally invariant under $\mathcal{G}$ (cf. Example 2.11 of [20]), it follows that the PDF $f(\cdot)$ and characteristic function $\psi(\cdot)$ have the form

$$
\psi_{\mathbf{X}}(\mathbf{Z}) = \phi(\langle \mathbf{Z}, \mathbf{Z} \rangle), \quad f_{\mathbf{X}}(\mathbf{X}) = g(\langle \mathbf{X}, \mathbf{X} \rangle)
$$

for some functions $\phi$ and $g$, respectively called the characteristic generator and the probability density generator of $\mathbf{X}$. We write $X \sim S_{b, \ldots, b}(\langle \cdot \rangle)$ if $X$ has the characteristic function in (3). We define EC-distributed random tensors from spherical distributions through the TK product. In the following, we will define EC distributions that are nonsingular, and have positive definite scale matrices.

**Definition 1.** Suppose that $M \in \mathbb{R}^{k \times m \times m}$, and $Q_k \in \mathbb{R}^{m \times h_k}$ are matrices such that $Q_k Q_k^T = \Sigma_k$ is positive definite for all $k = 1, \ldots, p$. Then if

$$
Y \overset{d}{=} M + [X; Q_1, \ldots, Q_p],
$$

(4)

for some $X \sim S_{b, \ldots, b}(\langle \cdot \rangle)$, we say that $Y$ has an EC distribution with mean $M$, scale matrices $\Sigma_1, \Sigma_2, \ldots, \Sigma_p$, and characteristic generator $\phi$, written as $Y \sim EC_m(M, \Sigma_1, \Sigma_2, \ldots, \Sigma_p, \phi)$, where $m = (m_1, m_2, \ldots, m_p)^T$.

For the remainder of this article we will use $m = (m_1, \ldots, m_p)$, $m = \prod_{i=1}^{p} m_i$, $m = \frac{m}{m_k}$, $\Sigma = \otimes_{i=p}^{1} \Sigma_i, \Sigma_{-k} = \otimes_{i=p, i \neq k} \Sigma_i$. For $\phi(x) = \exp(-x/2)$, $Y$ follows the TVN distribution $\mathcal{N}_m(M, \Sigma_1, \ldots, \Sigma_p)$ with PDF

$$
f_{\mathbf{Y}}(\mathbf{Y}) = \left[ 2\pi \left( \prod_{k=p}^{1} \Sigma_k \right)^{-\frac{1}{2}} \right] \exp \left( -\frac{1}{2} D_2(X, M) \right).
$$

(5)

Scale mixtures of TVN are an important sub-family of EC distributions, and are defined as

$$
\mathcal{L}(\mathbf{Y}|Z = z) = \mathcal{N}_m(M, z^{-1} \Sigma_1, \Sigma_2, \ldots, \Sigma_p)
$$

(6)

for some non-negative random variable $Z$, which needs to be multiplied to any one $\Sigma_k$, so we choose $\Sigma_1$ to be this $\Sigma_k$. This distribution is the tensor-variate extension [6] of the vector-variate case studied in Andrews and Mallows [5], Chu [13], Yao [76] and the matrix-valued case investigated in Gupta and Nagar [28], Gupta and Varga [29]. A commonly-used mixing distribution in (6), for the vector-variate case, uses $Z \sim \text{Gamma}(a/2, b/2)$: doing so in the tensor-variate case yields the PDF

$$
f_{\mathbf{Y}}(\mathbf{Y}) = \left[ \pi b \left( \prod_{k=p}^{1} \Sigma_k \right)^{-\frac{1}{2}} \frac{1}{\Gamma((m + a)/2)} \right] \left( 1 + \frac{D_2(X, M)}{b} \right)^{-\frac{m+a}{2}}
$$

(7)

that corresponds to the TV-$t$ distribution with $v$ degrees of freedom when $a = b = v$, the tensor-variate Cauchy distribution when additionally $v = 1$, and a tensor-variate Pearson Type VII distribution (cf. Page 450 of [60]) with parameter $q$ when $a = m$ and $b = q$. Recall in Equation (7) that $D_2(X, M)$ denotes the squared Mahalanobis distance of Equation (2).

We now derive some useful properties of the EC tensor-variate distributions.
2.2 Characterizing the EC family of TV distributions

Defining EC distributions in terms of (4) allows us to extend results from the spherical family of distributions to its EC counterpart. For instance, from (3) and (4), we can write the characteristic function of \( \mathbf{y} \) in terms of its characteristic generator \( \varphi \) as

\[
\psi_\mathbf{y}(\mathbf{z}) = \exp(i \langle \mathbf{z}, \mathbf{M} \rangle) \varphi(\langle \mathbf{z}, [\Sigma_1, \Sigma_2, \ldots, \Sigma_p] \rangle).
\]

(8)

See (30) for a detailed derivation of (8).

Similarly, if \( \mathbf{x} \sim \mathcal{S}_{h_1, h_2, \ldots, h_p}(\varphi) \) has the PDF in (3), then the transformation induced in (4) has Jacobian determinant \( |\bigotimes_{k=p}^1 \Sigma_k|^{-1/2} \), so that if \( \mathbf{y} \) possesses a density, it must be of the form

\[
f_\mathbf{y}(\mathbf{y}) = \left| \bigotimes_{k=p}^1 \Sigma_k \right|^{-1/2} g(D^2_\mathbf{y}(\mathbf{y}, \mathbf{M})),
\]

where \( D^2(\cdot) \) is the squared Mahalanobis distance of (2). Table 1 defines some EC distributions through their density generators \( g(\cdot) \) (see [7, 25] for additional specifications).

Table 1. Some common EC distributions, defined using (9) with their corresponding probability density generators \( g(\cdot) \), given up to their constant of proportionality.

| Distribution       | Additional parameters | \( g(\chi) \)               |
|--------------------|-----------------------|-----------------------------|
| Normal             | –                     | \( \exp(-\chi/2) \)         |
| Student’s-t        | \( q > 0 \)           | \( (1 + q^{-1}x)^{-q(m+1)/2} \) |
| Pearson Type VII   | \( q > 0 \)           | \( (1 + x/q)^{-m} \)         |
| Kotz Type          | \( q > 0 \)           | \( x^{m-1} \exp(-qx) \)     |
| Logistic           | –                     | \( \exp(-x)/(1 + \exp(-x))^2 \) |
| Power exponential  | \( q > 0 \)           | \( \exp(-x^2/2) \)          |

The following theorem allows us to express EC tensor-variate distributions in terms of vector-variate EC distributions that have been studied extensively in the literature.

**Theorem 2.** With the reshappings of (26), (27) and (28), and for all \( k = 1, 2, \ldots, p \), the following statements are equivalent, with \( n_k = \prod_{i=1}^k m_i \):

1. \( \mathbf{y} \sim \mathcal{E}_{C_k}(\mathbf{M}, \Sigma_1, \Sigma_2, \ldots, \Sigma_p, \varphi) \).
2. \( \mathbf{y}_{(k)} \sim \mathcal{E}_{C_k, m_k}(\mathbf{M}_{(k)}, \Sigma_k, \Sigma_{-k}, \varphi) \).
3. \( \mathbf{y}_{<k> \sim} \mathcal{E}_{C_{<k>}}(\mathcal{M}_{<k>}, \bigotimes_{i=k}^1 \Sigma_i, \bigotimes_{i=p}^{k+1} \Sigma_i, \varphi) \).
4. \( \text{vec}(\mathbf{y}) \sim \mathcal{E}_{C_{m}}(\text{vec}(\mathbf{M}), \Sigma, \varphi) \).

**Proof.** See Section B.1. \( \square \)

Spherical distributions derive their name from the observation that if \( \mathbf{x} \sim \mathcal{S}_{h_1, h_2, \ldots, h_p}(\varphi) \), then \( \mathbf{x} = R \mathbf{u} \), where the magnitude \( R = \| \mathbf{x} \| \) is independent of \( \mathbf{u} \), and \( \text{vec}(\mathbf{u}) \) is uniformly distributed on the surface of the \( \prod_{i=1}^p h_k \)-dimensional unit sphere [10, 39, 64]. Based on the characteristic function (3) and the independence of \( R \) and \( \mathbf{u} \), \( \psi_\mathbf{x}(\mathbf{z}) = \mathbb{E}\{\psi_\mathbf{u}(R\mathbf{z})\} \). Furthermore, since \( \mathbf{u} \) is also spherically distributed, the characteristic generator of \( \mathbf{x} \) can be written, in terms of the characteristic generator of \( \mathbf{u} \), as

\[
\varphi(\mathbf{u}) = \mathbb{E}\{\varphi_\mathbf{u}(R^2\mathbf{u})\}.
\]

(10)
The distribution of $R$ determines the distribution of $\mathbf{X}$. For instance, if $R^2 \sim \chi^2_h$ where $h = \prod_{k=1}^p h_k$, then $\phi(u) = \exp(-u/2)$ and $\mathbf{X}$ follows a TVN distribution. Further, if $\mathbf{Y} \sim EC_m(0, \sigma^2 \Sigma_1, \ldots, \Sigma_p, \varphi)$ as in (4) and $\mathbf{X} = R^T \mathbf{U}$ as above, then $Z = \mathbf{Y} / ||\mathbf{Y}||$ does not depend on $R$, meaning that the distribution of $Z$ does not depend on the original EC distribution of $\mathbf{Y}$. The distribution of $Z = \text{vec}(Z)$ is called the elliptical angular distribution [51, 75], and is denoted as $Z \sim AC_m(\Sigma)$, with PDF
\[
 f_Z(z) = \frac{\Gamma(m/2)}{2^{m/2} \pi^{m/2}} |\Sigma|^{-1/2} (z^T \Sigma^{-1} z)^{-m/2}.
\]
The above PDF does not depend on $\sigma^2$. In Section 3.5, we derive a robust tensor-variate Tyler estimator that exploits the fact that $Z$ is the same for any EC distribution.

### 2.3 Marginal and conditional distributions

Our next theorem shows that the TK product of an EC-distributed random tensor is also EC-distributed.

**Theorem 3.** Let $\mathbf{Y} \sim EC_m(M, \Sigma_1, \ldots, \Sigma_p, \varphi)$, $n = [n_1, \ldots, n_p]$ and $A_k \in \mathbb{R}^{n_k \times m_k}$, $\forall k = 1, \ldots, p$. Then
\[
 [([\mathbf{Y}; A_1, \ldots, A_p]) \sim EC([M; A_1, \ldots, A_p], A_1 \Sigma_1 A_1^T, \ldots, A_p \Sigma_p A_p^T, \varphi).]
\]

**Proof.** See Section B.2. $\square$

As a corollary, the marginal distributions follow from Theorem 3 for appropriate choices of $A_1, \ldots, A_p$, as detailed in Section A.2. We now derive conditional distributions for tensor-variate EC random tensors.

**Theorem 4.** Suppose that $\mathbf{Y} \sim EC_m(M, \Sigma_1, \ldots, \Sigma_p, \varphi)$, where $m = n_1 + \ldots + n_p > 1$ for some $n_1, \ldots, n_p \in \mathbb{N}$, and $\Sigma_p$ is a $2 \times 2$ block matrix with $(i, j)$th block $\Sigma_{ij} \in \mathbb{R}^{n_i \times n_j}$. Partition $\mathbf{Y}$ and $M$ over the $p$th mode with subtensors $\mathbf{Y}_1, M_1 \in \mathbb{R}^{m_1 \times \ldots \times m_{p-1} \times n_1}$ and $\mathbf{Y}_2, M_2 \in \mathbb{R}^{m_2 \times \ldots \times m_p \times n_p}$. Then
\[
 \mathbf{Y}_1 | (\mathbf{Y}_2 = \mathbf{y}_2) \sim EC_m(M_{1(1)}(2), \Sigma_1, \ldots, \Sigma_{p-1}, \Sigma_{p,11}, \varphi_q(y_2)),
\]

where $M_{1(1)}(2) = M_1 + (\mathbf{y}_2 - \mathbf{M}_2) \times_p (\Sigma_{p,12} \Sigma_{p,12}^{-1})$, $\Sigma_2 = \Sigma_{p,11}$, $\varphi_q(y_2)(u) = \mathbb{E} [R_{y_2, y_2}(u) | \mathbf{y}_2 = \mathbf{y}_2]$, $R_{y_2, y_2} = D_{\Sigma_2}^T (\mathbf{Y}_1, M_1)$, $m_1 = [m_1, \ldots, m_{p-1}, n_1]$, and $\Sigma_{p,12} = \Sigma_{p,11} - \Sigma_{p,12} \Sigma_{p,22}^{-1} \Sigma_{p,22}$.

**Proof.** See Section B.3. $\square$

The characteristic generator $\varphi_q(y_2)$ in Theorem 4 is a conditional moment, just like in the more general case of (10). Although Theorem 4 applies only for the conditional distribution that results from partitioning the last mode of the random tensor, we can find conditional distributions of any subtensor by applying Theorem 4 multiple times, as demonstrated in Section A.4.

### 2.4 Moments

The moments of EC tensor-variate distributions are found by differentiating (8). We provide the first four moments in Theorem 5 and then use them in Corollary 6 to find moments of other special forms.

**Theorem 5.** Suppose $\mathbf{Y} \sim EC_m(M, \Sigma_1, \ldots, \Sigma_p, \varphi)$, and let $i = (i_1, \ldots, i_p)^T$, $j = (j_1, \ldots, j_p)^T$, $k = (k_1, \ldots, k_p)^T$ and $l = (l_1, \ldots, l_p)^T$ be sets of indices such that $i_q, j_q, k_q, l_q \in \{1, \ldots, m_q\}$ for $q = 1, \ldots, p$. Further, denote $\mathbf{Y}((i_1, \ldots, i_p) = \mathbf{Y}_i$, $M((i_1, \ldots, i_p) = m_i$ and $\sigma_{ij} = \prod_{q=1}^p \Sigma_q(i_q, j_q)$. Then
\[
\begin{align*}
(1) \quad & \mathbb{E}(Y_i) = m_i, \\
(2) \quad & \mathbb{E}(Y_i Y_j) = m_i m_j - 2 \varphi(0) \sigma_{ij}, \\
(3) \quad & \mathbb{E}(Y_i Y_j Y_k) = m_i m_j m_k - 2 \varphi(0) (m_i \sigma_{kj} + m_j \sigma_{ik} + m_k \sigma_{ij}).
\end{align*}
\]
Suppose that we observe independent identically distributed realizations of the TVN distribution, and show how these estimation algorithms can extend the ToTR framework of [46] to the case where the algorithms for finding MLEs from independent identically distributed realizations of a scale TVN mixture distribution. Next, we provide expectation conditional maximization (ECM) [17, 55] and ECM Either (ECME) [43] algorithms. This section derives MLEs from EC tensor-variate distributed data under four different scenarios. We first derive these estimators from uncorrelated draws that have common and joint EC tensor-variate distributions. This allows us to derive several moments of EC tensor-variate distributions. A few derivations follow.

\[ \mathbb{E}(Y_i Y_j Y_k Y_l) = m_1 m_2 m_3 m_4 + 4\phi''(0) \left( \sigma_{kl} \sigma_{ij} + \sigma_{ij} \sigma_{kl} + \sigma_{il} \sigma_{jk} - 2\phi'(0) \left( m_1 m_2 \sigma_{ij} + m_2 m_3 \sigma_{il} + m_3 m_4 \sigma_{jk} \right) \right). \]

Here, the \( k \)th statement of the theorem requires \( \phi^{(k)}(0) < \infty \), for \( k = 1, 2, 3, 4 \).

**Proof.** See Section B.4.

Theorem 5 allows us to derive several moments of EC tensor-variate distributions. A few derivations follow.

**Corollary 6.** Let \( \mathcal{Y} \sim EC_m(\mathcal{M}, \Sigma_1, \Sigma_2, \ldots, \Sigma_p, \varphi) \), where \( \varphi''(0) < \infty \). Further, let \( A_k \) and \( B_k \) be \( n_k \times m_k \) and \( h_k \times m_k \) matrices for \( k = 1, 2, \ldots, p \), and define \( D(A)(X) = \langle X, [[X; A_1, A_2, \ldots, A_p]] \rangle \) whenever each \( A_k \) is a square matrix. Then,

1. \( \mathbb{E}(\mathcal{Y}) = \mathcal{M} \).
2. \( \text{Var}(\text{vec}(\mathcal{Y})) = -2\phi'(0) \sum_{k=1}^{p} \Sigma_k \).
3. If \( n_k = m_k \) for all \( k = 1, 2, \ldots, p \), then
   \[ \mathbb{E}\{D(A)(\mathcal{Y})\} = D(A)(\mathcal{M}) - 2\phi'(0) \left[ \prod_{k=1}^{p} \text{tr}(\Sigma_k A_k^\top) \right]. \]
4. If \( \mathcal{V} \) is of size \( n_1 \times n_2 \times \ldots \times n_p \), then
   \[ \mathbb{E}(\langle \mathcal{V}, [[\mathcal{Y}; A_1, \ldots, A_p]] \rangle, \mathcal{Y}) = \langle \mathcal{V}, [[\mathcal{M}; A_1, \ldots, A_p]] \rangle M - 2\phi'(0) \left[ \prod_{k=1}^{p} \text{tr}(\Sigma_k A_k^\top) \right]. \]
5. If \( n_k = m_k \) for all \( k = 1, 2, \ldots, p \), then
   \[ \mathbb{E}\{D(A)(\mathcal{Y})D(B)(\mathcal{Y})\} = 4\phi''(0) \left[ \prod_{k=1}^{p} \text{tr}(A_k \Sigma_k B_k \Sigma_k) \right] + \left[ \prod_{k=1}^{p} \text{tr}(A_k \Sigma_k B_k \Sigma_k) \right]. \]

**Proof.** See Section B.5.

From Parts 3 and 6 of Corollary 6, for \( \mathcal{Y} \) specified as in Definition 1, \( \mathbb{E}\{D(A)(\mathcal{Y}, \mathcal{M})\} = -2\phi'(0) \times m_1 \) and \( \text{Var}(D(A)(\mathcal{Y}, \mathcal{M})) = 4 \times [\phi''(0) \times (m_1^2 + 2m_1) - (\phi'(0) \times m_1^2)]. \)

### 3 Maximum Likelihood Estimation

This section derives MLEs from EC tensor-variate distributed data under four different scenarios. We first derive these estimators from uncorrelated draws that have common and joint EC tensor-variate distributions. This procedure depends on identifiable MLEs from the TVN distribution, and so we also describe how to obtain such estimates. Next, we provide expectation conditional maximization (ECM) [17, 55] and ECM Either (ECME) [43] algorithms for finding MLEs from independent identically distributed realizations of a scale TVN mixture distribution, and show how these estimation algorithms can extend the ToTR framework of [46] to the case where the error distribution is a scale mixture of TVNs. Finally, we derive a robust estimation algorithm for the scale matrices in the spirit of Tyler’s estimation [70–72] for unknown EC distributions.

### 3.1 Estimation in the TVN model

Suppose that we observe independent identically distributed realizations \( \mathcal{Y}_1, \mathcal{Y}_2, \ldots, \mathcal{Y}_p \) from the \( \mathcal{N}_m(0, \varphi \Sigma_1, \Sigma_2, \ldots, \Sigma_p) \) distribution. We assume without loss of generality here that the mean is zero because its estimate is...
the sample mean and is separable from the scale estimation process. The loglikelihood is
\[ \ell(\theta) = -\frac{n}{2} \log |\sigma^2 \Sigma| - \frac{1}{2\sigma^2} \sum_{i=1}^{n} D_{ik}(Y_i, 0). \] (12)
The scale matrices \( \Sigma_1, \Sigma_2, \ldots, \Sigma_p \) are not identifiable since \( \Sigma_k \otimes (a\Sigma_k) = (a\Sigma_k) \otimes \Sigma_l \) for any \( a \in \mathbb{R} \). Moreover, each \( \tilde{\Sigma}_k \) has no closed-form solution but depends on the other \( \tilde{\Sigma}_k \)'s as \( \tilde{\Sigma}_k = \Sigma_k/(nm_k\sigma^2) \), where \( \Sigma_k = \sum_{i=1}^{n} Y_{ik}(\Sigma_{-k}^{-1} Y_{ik}') \), with \( \Sigma_{-k} \) as defined in the paragraph following Definition 1. The existing methodology [18, 19, 63, 67] accounts for the indeterminacy of the \( \tilde{\Sigma}_k \)'s by scaling each \( \tilde{\Sigma}_k \) such that the trace, determinant or (1, 1)th element is unity. Instead, we use the ADJUST procedure of Glanz and Carvalho [27] to optimize the loglikelihood with respect to \( \Sigma_k \) under the constraint \( \Sigma_k(1, 1) = 1 \). The ADJUST procedure simply solves the constrained optimization problem
\[ \text{ADJUST}(n, \sigma^2, S) = \arg \max_{\Sigma(1,1)=1} \left\{ \frac{n}{2} \log |\Sigma^{-1}| - \frac{1}{2\sigma^2} \text{tr}(\Sigma^{-1}S) \right\}. \] (13)
The exact procedure in our case is outlined in greater detail in Section B.7. From our estimation procedure therefore, we obtain the estimator \( \hat{\Sigma}_k = \text{ADJUST}(nm_k, \sigma^2, \Sigma_k) \), with \( \sigma^2 \) inexpensively estimated after obtaining \( \hat{\Sigma}_k \), as \( \hat{\sigma}^2 = \text{tr}(\Sigma_{-k}^{-1})/(nm) \). These minor modifications to the MLE algorithm of Akdemir and Gupta [2], Hoff [32], Manceur and Dutilleul [50], Ohlson et al. [57] will be used in the following sections.

3.2 Estimation from uncorrelated EC data
Consider the \((m_1 \times m_2 \times \cdots \times m_p \times n)\)-sized EC-distributed tensor
\[ \mathbf{Y} \sim EC_{[m,n]}(M_n, \sigma^2 \Sigma_1, \Sigma_2, \ldots, \Sigma_p, I_n, \phi), \] (14)
where \( \Sigma_k \) is constrained to have \( \Sigma_k(1, 1) = 1 \) for all \( k = 1, 2, \ldots, p \), and \( \sigma^2 \) captures the overall proportionality of \( \Sigma \), while \( M_n \) contains \( n \) copies of the \( m_1 \times m_2 \times \cdots \times m_p \) tensor \( M \) (that is, \( M_n \times_{p+1} e_i^T = M \) for all \( i = 1, 2, \ldots, n \), where \( e_i^T \in \mathbb{R}^n \) is a unit basis vector with 1 as the \( i \)th element and 0 elsewhere). In the next theorem, we first show that the \( n \) sub-tensors \( \mathbf{Y}_1, \mathbf{Y}_2, \ldots, \mathbf{Y}_n \) of \( \mathbf{Y} \) (where \( \mathbf{Y}_i = \mathbf{Y} \times_{p+1} e_i^T \)) are uncorrelated and identically distributed. We then show how to obtain MLEs from such a sample, in a tensor-variate extension of the theorem of Anderson et al. [4].

**Theorem 7.** Let \( \mathbf{Y}_1, \mathbf{Y}_2, \ldots, \mathbf{Y}_n \) jointly follow the distribution in (14). Then, we have
1. \( \mathbf{Y}_1, \mathbf{Y}_2, \ldots, \mathbf{Y}_n \) are identically distributed as \( EC_{m_n}(M_n, \sigma^2 \Sigma_1, \Sigma_2, \ldots, \Sigma_p, \phi) \), and are mutually uncorrelated, since \( \forall i \neq j, \mathbb{E} \left( \text{vec}(\mathbf{Y}_i - M_n) \text{vec}(\mathbf{Y}_j - M_n)^T \right) = 0 \).
2. Suppose that the density generator \( g(\cdot) \) of \( \mathbf{Y} \) is such that \( h(d) = d^{nm/2}g(d) \) has a finite positive maximum \( d_g \). Also, let \( (\hat{\sigma}^2, \hat{\Sigma}_1, \hat{\Sigma}_2, \ldots, \hat{\Sigma}_p) \) be the TVN MLEs described in Section 3.1. Then the MLE for \((\sigma^2, \Sigma_1, \Sigma_2, \ldots, \Sigma_p)\) is \((\hat{d}_g, \hat{\sigma}^2, \hat{\Sigma}_1, \hat{\Sigma}_2, \ldots, \hat{\Sigma}_p)\).

**Proof.** See Section B.6.

It follows that \( d_g = mn \) in the TVN case, \( d_g = nmb/a \) when \( g(\cdot) \) is of the form (7), \( d_g = (mn/s)^{1/s} \) in the power exponential case, and \( d_g \) is the solution to \( mn/(2d) = \tanh (d/2) \) in the logistic case [22, 25].

3.3 Estimation from TVN scale mixture realizations
Suppose that we observe \( n \) independent identically distributed realizations \( \mathbf{Y}_1, \mathbf{Y}_2, \ldots, \mathbf{Y}_n \) from the scale mixture distribution of (6). The complete-data loglikelihood is
\[ \ell_c(\theta) = -\frac{n}{2} \log |\sigma^2 \Sigma| - \frac{1}{2\sigma^2} \sum_{i=1}^{n} z_i D_{ik}(Y_i, M) \] (15)
where $\theta_2 = (\sigma^2, (\text{vec } \Sigma_1)^T, (\text{vec } \Sigma_2)^T, \ldots, (\text{vec } \Sigma_p)^T)^T$ and $\theta = ((\text{vec } M)^T, \theta_1^T)^T$. We now use $\ell_t$ to propose an EM algorithm with the following expectation (E) and conditional maximization (CM) steps:

**E-step:** Here, we obtain the conditional expectation of (15), given the observed data and evaluated at the $t$th parameter iteration $\theta^{(t)}$, to get

$$Q(\theta; \theta^{(t)}) = -\frac{n}{2} \log |\sigma^2 \Sigma| - \frac{1}{2\sigma^2} \sum_{i=1}^n z_i^{(t)} D_{\mathbb{Z}_i}^2 (Y_i, M),$$

where $z_i^{(t)} = \mathbb{E}(Z_i | Y_i = ; Y_i; \theta^{(t)})$. This conditional expectation depends on the distribution of $Z_i$. Whenever $Z_i \sim \text{Gamma}(a/2, b/2)$, $Y_i$ has PDF given by (7) and then $z_i^{(t)} = (m+a)/(D_{\mathbb{Z}_i}^2 (Y_i, M)^{t} + b)$.

**CM-steps:** The CM steps maximize (16), but with respect to subsets of parameters. The first CM block maximizes (16) with respect to $M$ and is obtained from its total differential of $M$ as

$$\partial Q(M) = (\sigma^2)^{-1} \partial M \cdot [S; \Sigma_1^{-1}, \Sigma_2^{-1}, \ldots, \Sigma_p^{-1}])],$$

where $S = \sum_{i=1}^n z_i^{(t)} (M \sum_{i=1}^n z_i^{(t)}$). Hence, $\partial Q(M) = 0$ implies $S = 0$, or $\hat{M}^{(t+1)} = (\sum_{i=1}^n z_i^{(t)} Y_i)/(\sum_{i=1}^n z_i^{(t)})$. Setting $M = \hat{M}^{(t+1)}$ in (16) profiling out $M$ and yields the TVN loglikelihood (12), but with $Y_i = \sum_{i=1}^n z_i^{(t)} (Y_i - \hat{M}^{(t+1)})$ instead of $Y_i$. Hence, the next $(p+1)$ CM block (corresponding to $\sigma^2, \Sigma_1, \Sigma_2, \ldots, \Sigma_p$) are obtained similarly as for the TVN model of Section 3.1. Specifically, $\hat{X}_k = \text{ADJUST}(nm, k, \sigma^2, \Sigma_k)$, followed by $\hat{\sigma}^2 = \text{tr}(S_k \Sigma_k^{-1})/(nm)$, where $S_k = \sum_{i=1}^n Y_i \Sigma_k^{-1} Y_i$. We initialize the algorithm by running the TVN model of Section 3.1 for a few iterations (taken to be ten in all the experiments and applications in this paper). The resulting ECM algorithm is summarized in the following steps:

1. **Initialization:** Set initial values and $t = 0$.
2. **E-step:** Find $z_i^{(t)} = \mathbb{E}(Z_i | Y_i = ; Y_i; \theta^{(t)})$ for $i = 1, \ldots, n$.
3. **CM-Step 1:** Find $\hat{M}^{(t+1)} = (\sum_{i=1}^n z_i^{(t)} Y_i)/(\sum_{i=1}^n z_i^{(t)}$).
4. **CM-Step 2:** For each $k = 1, 2, \ldots, p$, estimate $\hat{X}_k$.
5. **CM-Step 3:** Estimate $\hat{\sigma}^2$.
6. **Iterate or stop:** Return to the E-step and set $t \leftarrow t + 1$, or stop if convergence is met.

**Alternative EM approaches for estimating $\sigma^2$:** The above algorithm is an ECM algorithm, since it estimates $\sigma^2$ once for each iteration. A faster alternative is to estimate $\sigma^2$ right after each $\hat{X}_k$, making our algorithm an AECM algorithm [54]. An even faster alternative estimates $\sigma^2$ directly from the loglikelihood $\ell(\sigma^2) = -mn \log(\sigma^2)/2 + \sum_{i=1}^n \alpha_i \log g(D_{\mathbb{Z}_i}^2 (Y_i, M)^{t})/\sigma^2)$ making the algorithm an ECME algorithm [43]. Our experiments showed our ECME algorithm to be considerably more computationally efficient for heavy-tailed EC distributions.

In some settings, such as when we need to estimate the degrees of freedom parameter in the $t$ distribution, the mixing random variable $Z$ in (6) has extra parameters that show up in the last term of (15), and may be estimated in additional CM steps [44, 53]. These extra parameters can also be optimized directly from the loglikelihood as an Either step [43]. For the TV-$t$ distribution with an unknown degrees of freedom $v$ (the PDF of the TV-$t$ distribution is provided in (7) whenever $a = b = v$), we estimate $v$ as the solution to

$$0 = 1 + \frac{1}{n} \sum_{j=1}^n \left[ \log z_j^{(k+1)} (v) - z_j^{(k+1)} (v) \right] - \psi \left( \frac{v}{2} \right) + \psi \left( \frac{v + m}{2} \right) - \log \left( \frac{n + m}{2} \right)$$

(17)
at each iteration, where $\hat{z}_{ij}^{(k+1)}(\nu) = \frac{\nu^v}{\nu^v + m} e^{\nu^v + m} Y^{(t)}_{ij} M_{ij}^{(t)}$, and $\psi$ is the digamma function. We thus extend the vector-variate results of Liu and Rubin [44] to the tensor-variate case.

3.4 ToTR with scale TVN mixture errors

We extend the algorithm in Section 3.3 to when $Y_i, \ldots, Y_n$ are independent realizations of the ToTR model

$$Y_i = (X_i | B) + E_i, \quad i = 1, 2, \ldots, n,$$

where $X_i$ is the $i$th tensor-variate regression covariate, $E_i$ is the $i$th regression random error following the scale mixture distribution of (6) for $M = 0$, $B$ is the tensor-variate regression coefficient, and $\langle \cdot | \cdot \rangle$ denotes partial contraction as per (1). We assume that $X_i \in \mathbb{R}^{h_1 \times h_2 \times \cdots \times h_l}$ and $Y_i \in \mathbb{R}^{m_1 \times m_2 \times \cdots \times m_R}$, which means that $B \in \mathbb{R}^{h_1 \times h_2 \times \cdots \times h_l \times m_1 \times m_2 \times \cdots \times m_R}$. ToTR was proposed by Hoff [33] under TVN errors and outer matrix product (OP) factorization of $B$, by Lock [47] under canonical polyadic or CANDECOMP/PARAFAC (CP) [11, 31, 79] factorization of $B$, by [24] under the TK factorization, and by Liu et al. [45] under the TT format [58] that is the tensor-ring (TR) format [78] when one of the TR ranks is set to 1. The CP, TR, TK and OP factorizations on $B$ allow for substantial parameter reduction without affecting prediction or discrimination ability of the regression model. For more recent developments in ToTR see [49, 62]. The more general case of ToTR can be found under the CP, OP, TR and TK formats and TVN errors in Llosa-Vite and Maitra [46], and here we extend those results to the case where the errors follow a scale mixture of TVN distribution.

Maximum Likelihood Estimation. Following the same steps as in Section 3.3, the E-step is performed by calculating the expected complete loglikelihood

$$Q(\theta; \theta^{(t)}) = -\frac{n}{2} \log |\Sigma| - \frac{1}{2\sigma^2} \sum_{i=1}^{n} D_2^c(Y_{wi}, \langle X_{wi}^{(t)} | B \rangle)$$

with $\theta = (B, \sigma^2, \Sigma)$, and $(Y_{wi}^{(t)}, X_{wi}^{(t)}) = (\sqrt{z_i^{(t)}} Y_i, \sqrt{z_i^{(t)}} X_i)$ for $z_i^{(t)} = \mathbb{E}(Z_i | Y_i; \theta^{(t)})$. For $Z_i \sim Gamma(a/2, b/2)$, we have $z_i^{(t)} = \frac{\sigma^2}{D_2^c(Y_{wi}, \langle X_{wi}^{(t)} | B \rangle)^{1/2}}$.

The CM-steps are performed by sequentially optimizing (19) with respect to the parameter factors involved in $\theta$. This equation is identical to the loglikelihood for the ToTR model under TVN errors (see Eqn. (16) of [46]), and so the CM-steps are performed in one iteration of their block-relaxation algorithm, but with $\{(Y_{wi}^{(t)}, X_{wi}^{(t)}), i = 1, 2, \ldots, n \}$ as the responses and covariates. A block-relaxation algorithm [16] partitions the parameter space into multiple blocks, and sequentially optimizes each block while fixing the remaining blocks. This approach is very general as it works for any of the low-rank formats studied in Llosa-Vite and Maitra [46].

EM algorithm: The ECM algorithm iterates the E- and CM-steps until convergence. The low-rank structure of $B$ will typically lead to a multi-modal loglikelihood, and hence our EM algorithms will converge to a local maxima. Multi-modal objective functions are ubiquitous across most optimization algorithms that solve low-rank tensor-regression models, and tensor decompositions. We determine convergence based on the relative difference in $|B| + |\Sigma|^2$. We initialize $\Sigma_1, \ldots, \Sigma_p$ by fitting the to the least-squares residuals, the TVN algorithm of Section 3.1 for a few iterations (10 in our experiments). The ECM algorithm for maximum likelihood estimation is summarized as follows:

1. **Initialization**: Set initial values and $t = 0$.
2. **E-Step**: Find $\hat{z}_{i}^{(t)} := \mathbb{E}(Z_i | Y_i = Y_i; \theta^{(t)})$ and $(Y_{wi}^{(t)}, X_{wi}^{(t)}) \forall i = 1, 2, \ldots, n$.
3. **CM-Step**: Perform one iteration of the respective ToTR algorithm of Llosa-Vite and Maitra [46], but with $\{(Y_{wi}^{(t)}, X_{wi}^{(t)}), i = 1, 2, \ldots, n \}$ as the responses and covariates.
4. **Iterate or stop**: Return to the E-step and set $t \leftarrow t + 1$, or stop if convergence is met.
Section 5.1 shows that the proposed ToTR framework with EC errors outperforms ToTR with TVN errors in terms of classification performance on color bitmap images of cats and dogs from the AFHQ database.

3.5 Robust tensor-variate Tyler’s estimator

While we proposed several methods for maximum likelihood estimation, they all require the form of the underlying EC distribution to be known. In this section, we derive constrained MLEs that are robust to the type of EC distribution in the spirit of Tyler’s estimator [66, 70–72]. Consider $Y_i \sim EC_m(0, \sigma^2 \Sigma_1, \Sigma_2, \ldots, \Sigma_p, \varphi)$ for $i = 1, 2, \ldots, n$. As described in Section 2.2, if we let $Z_i = Y_i/\|Y_i\|$ for all $i = 1, 2, \ldots, n$, then vec$(Z_i) \sim AC_m(\Sigma)$, and does not depend on the underlying type of EC distribution. Using this result along with the PDF in (11) means that, regardless of $\varphi$, we can write the loglikelihood for $\Sigma_1, \Sigma_2, \ldots, \Sigma_p$ as

$$
\ell(\Sigma_1, \Sigma_2, \ldots, \Sigma_p) = -\frac{n}{2} \log \left( \prod_{k=p}^{1} \Sigma_k \right) - \frac{m}{2} \sum_{i=1}^{n} \log D_k^2(Z_i, 0). 
$$

We now optimize the loglikelihood function in (20) using a block-relaxation algorithm [16]. In this context, each block corresponds to $\Sigma_k$ under the constraint $\Sigma_k(1, 1) = 1$ for all $k = 1, 2, \ldots, p$, and is derived in the following theorem.

**Theorem 8.** For a fixed value of $\Sigma_{-k}$ and for $S_{ik} = Y_{i(k)} \Sigma_{-k}^{-1} Y_{i(k)}^\top$, a fixed-point algorithm for the maximum likelihood estimation of $\Sigma_k$ updates $\Sigma_{k,(t)}$, under the constraint that $\Sigma_k(1, 1) = 1$, to

$$
\Sigma_{k,(t+1)} = \text{ADJUST}\left( n/m_k, 1, \frac{\sum_{i=1}^{n} S_{ik}}{\text{tr}(\Sigma_{k,(t)}^{-1} S_{ik})} \right).
$$

**Proof.** See Section B.7. □

3.5.1 Estimation algorithm. For each $k$, the fixed-point iteration algorithm of Theorem 8 depends on $\Sigma_{-k}$ only through $S_{ik}$. Obtaining $S_{ik}$ for all $i = 1, 2, \ldots, n$ and for any $k = 1, 2, \ldots, p$ has $O(nmm)$ computational complexity (where $m_M = \max(m_1, m_2, \ldots, m_p)$) while one iteration of (21) is usually considerably cheaper with a complexity of at most $O(m_M^3)$. Therefore, in most cases we suggest performing $n_t$ iterations of (21) before going from $\Sigma_k$ to $\Sigma_{k+1}$. While all values of $n_t$ will eventually converge, we set $n_t = 12$ based on numerical experiments. The final estimation algorithm is:

1. **Initialization:** Fit the TVN model of Section 3.1.
2. For $k = 1, 2, \ldots, p$
   (a) Obtain $S_{ik}$ from Theorem 8 $\forall i = 1, \ldots, n$
   (b) Update $\Sigma_{k,(t+1)}$ as per (21) for $n_t$ iterations.
3. **Iterate or stop:** Stop if converged, or return to Step 2.

3.5.2 Robust estimation of the location parameter. When $M$ is also unknown, Tyler [71] and Maronna [52] proposed for the vector-variate case the fixed-point iteration algorithm that we extend to the tensor-variate case as

$$
\hat{M}_{(t+1)} = \frac{\sum_{i=1}^{n} X_i D_{\Sigma}^{-1}(X_i, \hat{M}_{(t)})}{\sum_{i=1}^{n} D_{\Sigma}^{-1}(X_i, \hat{M}_{(t)})}.
$$

Tyler [71] was unable to show the joint existence of $\Sigma$ and $M$ due to discontinuities in the objective function, and so we do not integrate this result into our estimation algorithm. However, it can be easily integrated to estimate $M$ at each iteration and then used to center the data before estimating $\Sigma_1, \Sigma_2, \ldots, \Sigma_p$. Although to our
knowledge, no theoretical guarantees exist for this approach even in the vector-variate case, we have found this algorithm to converge and produce stable estimates (see Figures 1 and 2).

3.6 Summary of algorithms presented in this section

In this section we presented five different algorithms for maximum likelihood estimation under various assumptions on the data. In Table 2 we compare these algorithms across the five different settings under which they are applicable.

| Table 2. Settings of the five algorithms we presented in this section |
|---------------------------------------------------------------|
| setting | section | 3.1 | 3.2 | 3.3 | 3.4 | 3.5 |
|------------------------|--------|-----|-----|-----|-----|-----|
| independent sample | ✓ | ✓ | ✓ | ✓ | ✓ |
| non-Gaussian tails | ✓ | ✓ | ✓ | ✓ | ✓ |
| unknown tail weight | ✓ | ✓ | ✓ | ✓ | ✓ |
| covariates/low-rank mean | ✓ | ✓ | ✓ | ✓ | ✓ |
| undefined EC distribution | ✓ | ✓ | ✓ | ✓ | ✓ |

First, recall that the algorithm of Section 3.2 is for an uncorrelated (but dependent) sample of any EC distribution with finite PDF, and that it is obtained from fitting the TVN model (which assumes independent Gaussian data) of Section 3.1 and scaling \( \hat{\sigma}^2 \). Hence, the algorithm of Section 3.2 trades the benefit of more flexible tail assumptions at the cost of dependence between the sample data. In Table 2, a benefit is named adaptive tail weights, which refers to the case where the algorithm adapts to the appropriate tail weight observed in the data. The algorithms of Sections 3.3 and 3.4 have the TV-\( t \) distribution as a special case, which adapts to the observed tail weights through the estimated degrees of freedom parameter \( \nu \). The algorithm of Section 3.5 also has adaptive tails, since it works for any EC distribution, which does not need to be specified. While the algorithms of Sections 3.3 and 3.4 have the same error assumptions, they differ in the mean structure. Indeed, the development of Section 3.4 allows for covariates in the mean structure, and a low-rank regression parameter. When \( X = 1 \), both algorithms learn from an independent and identically distributed sample, with the difference that the methods in Section 3.4 learns a low-rank tensor mean. If additionally \( n = 1 \), then the algorithm of Section 3.4 is decomposing a tensor under EC errors.

In the previous paragraph, we highlighted some differences between the algorithms in the previous sections, but they all share similarities, as they are all iterative algorithms that assume uncorrelated data. Moreover, if \( Z_i \in \mathbb{R}^{m_1 \times m_2 \times \cdots \times m_p} \) for \( i = 1, 2, \ldots, n \), then all the algorithms are dominated by the operation \( Z_i(k) \Sigma^{-1} Z_i(k) ^\top \), which after computing for all \( (i, k) \), has a computational cost of \( O(nm \Sigma_m^p m_k) \). This is the same complexity of the TVN algorithm that we improve upon by improved modeling in this paper.

4 PERFORMANCE EVALUATIONS

This section evaluates performance of the maximum likelihood estimation procedures proposed in Section 3 by fitting them to realizations \( Y \) from the TVN and from gamma scale TVN mixture (GSM) distributions. We study the \( EC_m(M; \sigma^2 \Sigma_1, \ldots, \Sigma_6) \) distribution with PDF as in (7) for \((a, b) = (3, 15)\). This implies that \( \text{Var} \{ \text{vec}(Y) \} = 15 \sigma^2 \Sigma \), and hence we compare it against the \( N_m(M; 15 \sigma^2 \Sigma_1, \ldots, \Sigma_6) \) TVN distribution, with both sets of parameters chosen to be of comparable overall variability. We assume that \( i = 1, 2, \ldots, n = 100 \) and \( m = (m_1, m_2, m_3, m_4, m_5, m_6) = (7, 9, 3, 23, 7, 3) \), and compare the performance of different estimation algorithms at varying signal-to-noise ratios by keeping \( M \) fixed and setting \( \sigma \in \{2, 6, 10\} \).

For \( k = 1, 2, \ldots, 6 \) we generated \( \Sigma_k \) from the \( W_{m_k}(100 m_k, I_{m_k}) \) Wishart distribution before constraining its condition numbers to be at most 50 and scaling each entry by its \((1, 1)\)th element. The tensor-valued \( M \) was chosen
such that when rearranged in a 3-way tensor of size $(7 \times 9 \times 3) \times (23 \times 7) \times 3$, it corresponds to the three RGB channel images of the $189 \times 161$ true color image of the Lion Capital of Ashoka, shown in the top left display of Figure 1, and that is publicly available at https://upload.wikimedia.org/wikipedia/ur/1/19/Emblem_of_India_1947-1950.png. Figure 1 (top right) displays simulated realizations at each setting: as expected, increasing $\sigma^2$ produces noisier images. Figure 1 (bottom block) displays TVN-, GSM- and robust-estimated $\hat{M}$s, estimators obtained using the algorithm described in Sections 3.1, 3.3, and 3.5 respectively. For Tyler’s robust estimator we used the location estimation procedure of Section 3.5.2. For all cases, estimation performance worsens with increasing $\sigma$. For TVN-simulated data, there is little difference in the quality of $\hat{M}$ obtained by the three methods. But for heavy-tailed GSM-simulated data, the GSM or robust $\hat{M}$s recover $M$ better than the TVN-estimated $\hat{M}$.

Our illustration in Figure 1 was only on one realization per setting, so we performed a larger study under a similar framework. We generated TVN and GSM data for $\sigma = 2, 6, 10$, and 100 different realizations of $(\Sigma_1, \Sigma_2, \ldots, \Sigma_6)$, each drawn as before. Figure 2 displays the relative Frobenius norms of the difference between the true $(M, \Sigma_1, \Sigma_2, \ldots, \Sigma_6)$ and the estimated $(\hat{M}, \hat{\Sigma}_1, \hat{\Sigma}_2, \ldots, \hat{\Sigma}_6)$ parameters, obtained under the GSM, TVN and Tyler models, and for 100 independent samples realized under GSM and TVN assumptions. Specifically, the relative Frobenius normed difference is $R_d = \frac{||\theta - \hat{\theta}_{TVN}||}{||\theta - \hat{\theta}||}$, where $\theta$ generically denotes the parameter being compared, $\hat{\theta}_{TVN}$ corresponds to the estimated parameter under the TVN model and $\hat{\theta}$ is the the parameter estimate obtained under the assumed GSM or Tyler model. Therefore, values larger than unity indicate better performance of the GSM (or Tyler) estimator over that obtained under TVN assumptions. The converse holds for values below unity. Our display in Figure 2 is grouped by parameters of similar dimensionality, with the first graphic displaying results for $M$ and $\Sigma_4 \in \mathbb{R}^{23 \times 23}$, the second for $\Sigma_1, \Sigma_5 \in \mathbb{R}^{7 \times 7}$ and $\Sigma_2 \in \mathbb{R}^{9 \times 9}$, and the third display of values of the $3 \times 3$ matrices $\Sigma_3$ and $\Sigma_6$. For TVN-simulated data, there is not much to choose from between the TVN-assumed estimates and those obtained using GSM or Tyler estimators. On the other hand, for GSM-simulated data and the higher-dimensional parameters $M$ and $\Sigma_4$, the robust GSM and Tyler models...
Fig. 2. Relative Frobenius norms of the differences in parameters (generically denoted by \( \theta \)) for \( \sigma \in \{ 2, 6, 10 \} \), TVN- and GSM-simulated data, and estimates obtained under Tyler’s robust and GSM model assumptions. Each plot is obtained over 100 realizations from the GSM and TVN models with different values of \( \Sigma \), themselves independent Wishart realizations. All points are concentrated around 1 for TVN-simulated data, indicating that the GSM and Tyler estimates perform at least as well as the TVN model when the data is TVN-simulated. For the higher dimensional parameters \( \Sigma_1 \) and \( \Sigma_2 \in \mathbb{R}^{23 \times 23} \) and for GSM-simulated data, nearly all points are above 1, indicating that the GSM and Tyler models outperform the TVN model in this scenario. The same pattern holds for medium-sized parameters \( \Sigma_1, \Sigma_2 \in \mathbb{R}^{7 \times 7} \), and to a lesser extent to smaller \( 3 \times 3 \) matrices \( \Sigma_3 \) and \( \Sigma_6 \). In conclusion, the GSM and Tyler models perform at least as well as the TVN model for TVN-simulated data. Moreover, the GSM and Tyler models outperform the TVN model for GSM-simulated data, and their relative performance increase with larger covariance matrices. Finally, we note that both plots show similar performance, and this is expected since both are robust estimators for heavy-tailed data.

outperform the TVN model, since nearly all values exceed unity. The performance of the TVN model is still worse for \( \Sigma_1, \Sigma_2, \Sigma_5 \) when compared to the GSM and Tyler models, since \( R_d \) is then mostly above 1. However, for smaller \( 3 \times 3 \) covariance matrices (\( \Sigma_3 \) and \( \Sigma_6 \)), the TVN model performs more like the GSM and Tyler models. In conclusion, the GSM and Tyler fits perform similarly to the TVN model for TVN-simulated data, but the GSM and Tyler models outperform the TVN model when the data are GSM-simulated, and their improvements relative to the TVN increase with larger covariance matrices. Our simulations show the importance of considering an EC distribution that is more general than the TVN for heavier-tailed data. It also shows the benefit of using Tyler’s robust estimator when the exact EC distribution is unknown.

5 APPLICATION TO IMAGE LEARNING

We apply our EC tensor-variate estimation methodology to two learning applications involving images. The first application is in the context of improved prediction of an image class using tensor-variate discriminant analysis and classification while the second application characterizes the distinctiveness of face images in terms of gender, age and ethnic origin. In each case, we demonstrate that the EC distribution with heavier tails (here, the TV-t distribution) has better results than its TVN counterpart.

5.1 Discriminant analysis for image classification

In this section, we provide a general linear (LDA) and quadratic (QDA) discriminant analysis framework for the classification of tensor-valued data, in a similar manner as done for vector- [3] and matrix-variate [68] data.
We also illustrate how our maximum likelihood estimation methods of Section 3 are incorporated into the LDA and QDA frameworks, and the benefit of using a more general EC tensor-variate distribution than the TVN in predicting images of dogs or cats in a two-class digital image classification problem. The development of linear and quadratic discriminant analysis is not a key contribution of this article, so we refer to Section C.1 for details. However, we note that when compared to traditional discriminant analysis, our covariance matrices are invertible with a much smaller sample size because their Kronecker structure. The methods in Section 3 are used to estimate the parameters in each class population. Our framework can extend other discriminant analysis methods that considered the normal distribution [39].

The Animal Faces-HQ (AFHQ) dataset [12] has 15,000 512×512 digital photographs of wild and domestic felines and canines. In this paper, we use our developed methodology to classify the 5,653 cat and 5,239 dog images from the AFHQ dataset, of which 500 images of each animal are test datasets [12]. Figure 3a shows images of six randomly selected dogs and cats from the database. Despite the attempts at alignment, the images have dissimilar lighting conditions and viewing angles, so we serially applied the Radon [61] and 2D discrete wavelet transforms (DWT) [14] to the images in each of the RGB channels and extracted the low-frequency (LL) components [35, 36], yielding a $22 \times 22 \times 3$ array of features for each training and test image. Figure 6a displays the sequentially applied Radon and DWT transforms that correspond to the cat and dog images of Figure 3a. The processing extracts the local and directional features in the images, with the Radon transform improving the low-frequency components [35] that are then extracted by the wavelet transform [36].

We use QDA and LDA to build discriminant rules from these transformed array data, by modeling each population of transformed images via the TV-t distribution with unknown degrees of freedom, and for comparison, also the TVN distribution. In particular, we fit

$$Y_i = \langle x_i | B \rangle + \mathcal{E}_i, \quad \mathcal{E}_i \sim t_{22,22,3}(v; 0, \Sigma_1, \Sigma_2, \Sigma_3),$$  \hspace{1cm} (22)

where $Y_i \in \mathbb{R}^{22 \times 22 \times 3}$ is the $i$th transformed image and $x_i$ is $[0, 1]'$ or $[1, 0]'$ depending on whether $Y_i$ is a transformed image of a cat or a dog. The tensor-variate errors $\mathcal{E}_i$ are set to follow a TV-t distribution with unknown ($v$) degrees of freedom, which corresponds to the GSM distribution of (7) for $a = b = v$. Based on our model (22), the densities $f_{\text{cat}}$ and $f_{\text{dog}}$ involved in the classification rule of (38) correspond to the EC distributions $t_{22,22,3}(v_{\text{cat}}; B_{\text{cat}}, \Sigma_1, \Sigma_2, \Sigma_3)$ and $t_{22,22,3}(v_{\text{dog}}; B_{\text{dog}}, \Sigma_1, \Sigma_2, \Sigma_3)$, where $B_{\text{cat}} = B \times_1 [1, 0]$ and $B_{\text{dog}} = B \times_1 [0, 1]$ are the mean parameters of the transformed cat and dog image populations. Similarly for QDA, we estimate $f_{\text{cat}}$ from $t_{22,22,3}(v_{\text{cat}}; B_{\text{cat}}, \Sigma_1, \Sigma_2, \Sigma_3)$ and $f_{\text{dog}}$ from $t_{22,22,3}(v_{\text{dog}}; B_{\text{dog}}, \Sigma_1, \Sigma_2, \Sigma_3)$ using the ToTR methodology of (22) with $x_i \equiv 1$ always.

These models (one for LDA and two for QDA) were fit to the training set images of 5153 cats and 4739 dog images using the ECM-algorithm of Section 3.4. The degrees of freedom $v$ were estimated using the either step of (17) to be $v = 3.33$ for the LDA case, and $v_{\text{cat}} = 3.05$ and $v_{\text{dog}} = 3.51$ for the QDA case. We specified $\Sigma_1$ and $\Sigma_2$ to be AR(1) correlation matrices to capture spatial context in the transformed images, and $\Sigma_3$ to have an equicorrelation structure to denote correlation between the three RGB channels. This autocorrelation was estimated to be 0.94 for the LDA case and the same for the cat transformed images but marginally lower (0.93) for the dogs in the QDA fits. We also imposed low-rank CP formats on $B$, with ranks chosen from among five candidates using cross validation (CV) on the training data, and both misclassification rate and area under the curves (AUC) as our CV decision criteria. For comparison, we also performed QDA and LDA under the TVN model.

The classification rule of (38) for a transformed image $Y$ is specified in terms of the loglikelihood ratio (LLR) $\log(f_{\text{cat}}(Y)) - \log(f_{\text{dog}}(Y)) + \log(\eta_1 / \eta_2)$. A large LLR value indicates high posterior probability that $Y$ is a cat image, with small LLR values conversely indicating high posterior probability that $Y$ is the image of a dog. A zero value indicates complete uncertainty in the classification. In our application, we set $\eta_1 = \eta_2 = 0.5$. We obtained posterior logit-probabilities for the 500 cat and 500 dog images in the test set, and used them to
Fig. 3. (a) Sample dog and cat images from the AFHQ dataset, and (b) Precision-recall (PR) and receiver operating characteristic (ROC) curves for the tensor-variate-$t$ (TV-$t$) model and the TVN model, and across both LDA and QDA classification frameworks. The TV-$t$ model corresponds to higher curves, and hence it outperforms the TVN model in terms of ROC and PR.

calculate the precision-recall (PR) curves [15] and the receiver operating characteristic (ROC) curves [8, 9] of Figure 3b. We observe that for both LDA and QDA, PR curves are higher with the TV-$t$ than with the TVN models, indicating higher precision at all possible recall values using the TV-$t$ model than with the TVN model. In the QDA PR curves, the TVN model sometimes has higher precision than the TV-$t$ model. However, this happens for thresholds with recall values of less than 0.2, which are not practical since they lead false negatives (that is, cat images being classified as dog images) to be four times more numerous than true positives (correctly classified cat images). Similarly, in all cases the ROC curve is higher for the TV-$t$ model than for the TVN model. Higher ROC curves mean that all possible false positive rates have higher sensitivity (true positive rate) for the TV-$t$ than for the TVN case. Further, the degree of freedom parameter $\nu$ was estimated to be below 3.6 in all cases, meaning that our tensor-variate data are quite heavy-tailed. This explains the better classification performance of TV-$t$ relative to TVN distribution in this real-data example, since the TV-$t$ can better accommodate the heavier tails of the transformed image data. We finish this section noting that our Figure 3b uses the specific training/test split provided by the data authors. In Figure 6b we display ROC and PR curves corresponding to multiple combinations.
of training/test sets, resulting in a smoother curve than that of 3b, since it is discretized at 10,000 points instead of 1,000. In Section C.2 we provide more details on the derivation of this Figure.

5.2 Distinguishing facial characteristics

The LFW database is commonly used in the development and testing of facial recognition methods [34], and consists of over 13,000 250 \times 250 color images. Each image has the labeled attributes of ethnic origin, age group and gender [1, 42]. We use our ToTR methodology of Section 3.4 to distinguish the visual characteristics of different attributes. Specifically, we perform a 3-way tensor-variate analysis of variance (TANOVA) model to distinguish faces across the three factors of gender (male or female), continent of ethnic origin (African, European or Asian, as specified in the database), and cohort (child, youth, middle-aged or senior). Of the more than 13,000 images in the LFW database, we use the 605 images with unambiguous genders, age group and ethnic origin, and with at most 33 images for each factor combination that were selected and made available by Llosa-Vite and Maitra [46]. The authors also cropped the images to a central region of size 151 \times 151 each, and logit-transformed them to match the statespace of the normal distribution. In this application, we evaluate whether using a TV-t distribution for the errors can improve model fit.

We fit the 3-way TANOVA model with TV-t errors:

$$Y_{ijkl} = \langle X_{ijk} | B \rangle + \varepsilon_{ijkl}, \quad \varepsilon_{ijkl} \sim t_{m_i}(\nu; 0, \sigma^2 \Sigma_1, \Sigma_2, \Sigma_3).$$

Table 3 displays the BICs across the six (two error distributions across three formats) assumptions. The chosen CP rank was 70, with 19,175 unconstrained parameters in B, or a 98.4% dimension reduction relative to the unconstrained B that contains more than 1.2 million parameters. The TT rank was chosen to be g = (1, 2, 4, 8, 4, 2), which resulted in a total of 8,450 unconstrained parameters in B, or a 99% dimension reduction relative to the unconstrained B. Table 3 displays the BICs across the six (two error distributions across three B formats) assumptions.

Table 3. BICs for different fits, with smaller values indicating better model fit. The TV-t fits in this table and this paper have a selected degrees of freedom parameter \(\nu\) of 2.01, which in all cases outperformed their TVN counterparts.
From Table 3, we observe that the TV-$t$ distribution always outperforms its TVN counterpart, which indicates the benefit of considering a model for the heavy tails. Moreover, within the TVN or TV-$t$ models, the CP and TT formats always outperform the model with unconstrained $B$, with the CP always performing better than the TT. This shows the benefit of using a low-rank format that allows massive parameter reductions while also preserving model accuracy. Importantly in the context of this paper, we find that the TV-$t$ distributions with constrained or unconstrained $B$ outperform all the TVN models, including the TT and CP formats. Our findings show that performing parameter reduction through the CP or TT low-rank formats should be accompanied with the more appropriate model for the tail weights. Indeed, the best performance is achieved when the low-rank format is used in combination with the heavy-tailed TV-$t$ distribution.

Figures 4a and 4b display the estimated $\hat{B}$ for the TV-$t$ ($v = 2.01$) and TVN models. In both cases, the CP format preserves vital visual characteristics regarding ethnic origin, gender, and age group. However, the TVN-formatted $B$ results in more exaggerated facial expressions, while the fits under the TV-$t$ model are sometimes noisier, but more accurately reflect the diversity of facial characteristics in each sub-group. Therefore, we contend that the TV-$t$ model not only provides a quantitatively better fit to the TANOVA model, but also more accurately displays the heterogeneity in the dataset.

6 DISCUSSION

In this article, we introduced, defined, characterized and studied in detail the family of spherical and EC tensor-variate distributions that generalize the well-studied TVN distributions. We derived characteristic functions, PDFs, exact distributions of linear reshapings, and linear transformations, derived the moments of different orders as well as of special forms. These properties arise not only from the vectorized elliptical form of the random tensor, but also from its intrinsic tensor-variate structure, which in many cases makes estimation and inference possible. We provided algorithms for maximum likelihood estimation under different assumptions on the observed EC data. First, we suggested a modification to the maximum likelihood estimation algorithm for TVN data that makes its parameter estimates identifiable. We then used this algorithm to propose a maximum likelihood estimation algorithm for uncorrelated EC tensor-valued observations. We also derived EM algorithm variants for maximum likelihood estimation under independent identically distributed draws from a scale mixture of the TVN distribution, and a novel, robust and constrained Tyler-type algorithm for maximum likelihood estimation when the underlying EC tensor-variate distribution is unknown. We further proposed a ToTR framework with EC errors that extends the work of Llosa-Vite and Maitra [46] to the case where the tensor-response regression has EC tensor-variate distributed errors under various low-rank format assumptions on the regression coefficient. We studied the performance of our estimation algorithms through a simulation experiment on 6-way tensor-valued data that showed the limitations of the TVN distribution when the data have heavier tails than can be modeled by the TVN. Indeed, we demonstrated that fitting a GSM or Tyler robust estimating model to such data results in improved performance when the data are not Gaussian. Further, we provided methodology that allows us to use our maximum likelihood methodology to perform LDA and QDA on tensor-data classification and discrimination, and applied it to predict images of cats or dogs in the AFHQ dataset. We demonstrated that the AFHQ data is quite heavy-tailed, resulting in better performance for the TV-$t$ model relative to the TVN model in terms of ROC and PR curves. Finally, we used our ToTR methodology to perform a 3-way TANOVA of facial images from the LFW database. We demonstrated that the database is exceptionally heavy-tailed (with a selected degree of freedom of $v=2.01$), since the TV-$t$ models outperform their TVN counterparts in all scenarios.

Two co-editors-in-chief (co-EICs) have asked whether our methodology, and its use in discriminant analysis or TANOVA, has advantages over nonlinear deep learning methods, especially in the context of the applications of Section 5. We agree that deep learning is a competitor in a predictive classification framework, however, our methodology provides more natural interpretation in discriminant analysis. Moreover, our EC tensor-variate
Fig. 4. Estimated CP-factorized $\mathcal{B}$ under a 3-way factor ANOVA of the LFW dataset and the (a) TV-$t$ distribution and (b) TVN distribution. The results are compressed mean images across 24 factors of age group, gender and ethnic-origin, while providing more than 98% parameter reduction.
distributions can potentially enhance deep neural networks, by incorporating a more sophisticated likelihood function that incorporates spatial context between the image pixels, and that can be used as a loss function while training and choosing a neural network. For instance, as pointed out by a co-EIC, there are many methods that use multivariate Gaussian scoring for the match between data and model, and others use multivariate Gaussians in variational methods in the form of variational autoencoders. Our development in this paper provides an additional option by allowing for the use of EC tensor-variate distributions in place of these multivariate or tensor-variate Gaussians. In the context of the application in Section 5.1, our generalized model-based discriminant methodology has smaller compute demands than neural networks. Also, deep learning generally requires substantial amounts of training data. For the LFW dataset of Section 5.2, we have factor combinations that are also severely imbalanced in size, with one factor combination having around 2000 replications, and some others having only a handful of images. Further, although not presented in this article, we can more directly develop inference tools for our methodology that, as in [46], can be easily interpreted. These benefits are not immediate with deep learning methodology. Finally, selecting the right deep learning model requires knowledge of the loss function and training method, and calls for considerable skill and expertise. In contrast, our setup allows for an objective tool (BIC) for choosing the correct model.

There are several other possible extensions and generalizations of our work. For instance, we can define spherical distributions in multiple ways. The class of distributions \( \mathcal{F}_k = \{ \mathbf{X} : \mathbf{X} \in \{ X_{i_1}, \ldots, X_{i_k}, I_{m_1}, \ldots, I_{m_p} \} \}, I_j \in \mathcal{O}(m_j) \forall j \in \{ 1, \ldots, k \} \) is such that \( \mathcal{F}_k \subseteq \mathcal{F}_{k-1} \subseteq \cdots \subseteq \mathcal{F}_1 \), where \( \mathcal{F}_k \) is the family we defined in this article. All these families have Kronecker-separable covariance structures if the family of EC random tensors is defined using the Tucker product, as in (4). The Kronecker-separable structure makes it practical for us to explore the parameter space of the ultra-high dimensional covariance matrix. However, other types of variance structures can also be considered. We have studied in detail the family of tensor-variate elliptical distributions that are extensions of symmetric distributions. Another possible avenue of work is to extend the TVN distribution to skewed distributions and study their properties, similar to [26, 77]. Finally, the sampling distributions of \( B \) in our ToTR with EC errors are unknown, and may be of interest in applications where hypothesis and significance assessment are important. Thus, we see that though we have developed theory and estimation methodology for EC tensor-variate distributions, there remain a number of extensions and generalizations worthy of investigation.
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As in Section 2.1, we assume $X$ is a $p$-way tensor of size $m_1 \times m_2 \times \ldots \times m_p$ and $e^m_i \in \mathbb{R}^m$ is a unit-basis vector with 1 as the $i$th element and 0 elsewhere. The vector outer product of a set of vectors $(z_1, z_2, \ldots, z_p)$, where $z_j \in \mathbb{R}^{m_j}$ for all $j = 1, 2, \ldots, p$, is written as $\otimes_{j=1}^p z_j$ and results in a $p$-way tensor of size $n_1 \times n_2 \times \ldots \times n_p$ such that $(\otimes_{j=1}^p z_j)(i_1, i_2, \ldots, i_p) = \prod_{j=1}^p z_j(i_j)$. This product is useful for expressing $X$ as

$$\sum_{i_1=1}^{m_1} \ldots \sum_{i_p=1}^{m_p} X(i_1, i_2, \ldots, i_p) (\otimes_{q=1}^p e^m_{i_q}),$$

(24)
and the Tucker product between $X$ and $A_1, A_2, \ldots, A_p$ as
\[
[X; A_1, A_2, \ldots, A_p] = \sum_{i_1, \ldots, i_p} X(i_1, i_2, \ldots, i_p)(\bigotimes_{q=1}^p A_q(:, i_q)),
\]
where $A_q(:, i_q)$ is the $i_q$th column of $A_q$. The Kronecker product $\otimes$ between two matrices $A$ and $B$, where $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$, results in the following block matrix
\[
A \otimes B = \begin{bmatrix}
A(1, 1)B & \cdots & A(1, m)B \\
\vdots & \ddots & \vdots \\
A(n, 1)B & \cdots & A(n, m)B
\end{bmatrix}.
\]

Tensor reshapings are obtained by manipulating the vector outer product. We define the vectorization, $k$th mode matricization and $k$th canonical matricization of $X$ respectively for any $k = 1, 2, \ldots, p$ as
\[
\vec{X} = \sum_{i_1=1}^{m_1} \cdots \sum_{i_p=1}^{m_p} X(i_1, i_2, \ldots, i_p)(\bigotimes_{q=p}^m e_{i_q}^{m_q}),
\]
\[
X_{(k)} = \sum_{i_1=1}^{m_1} \cdots \sum_{i_p=1}^{m_p} X(i_1, i_2, \ldots, i_p) e_{i_k}^{m_k} (\bigotimes_{q=p,q\neq k}^m e_{i_q}^{m_q})^\top,
\]
\[
X_{\lessdot k} = \sum_{i_1=1}^{m_1} \cdots \sum_{i_p=1}^{m_p} X(i_1, i_2, \ldots, i_p) (\bigotimes_{q=p}^m e_{i_q}^{m_q}) (\bigotimes_{q=p}^m e_{i_q}^{m_q})^\top.
\]

### A.2 Marginal distributions

The marginal distributions follow from Theorem 3, by choosing $A_1, A_2, \ldots, A_p$ appropriately. As an example, consider the 3-way random tensor $Y \sim EC_{m_1, m_2, m_3} (M, \Sigma_1, \Sigma_2, \Sigma_3, \varphi)$, which will be split into eight sub-tensors as
\[
Y_{ijk} = [[Y; A_{i1}, A_{i2}, A_{i3}]], \quad M_{ijk} = [[M; A_{i1}, A_{i2}, A_{i3}]],
\]
where $A_{ij} = [l_{ij}; 0]$ and $A_{2l} = [0; l_{2l}-n_{2l}]$ are block matrices of size $n_l \times m_l$ and $(m_l-n_l) \times m_l$ respectively, and $n_l < m_l$ for all $l = 1, 2, 3$ and $i, j, k = 1, 2$ (here $I_h$ denotes an $h \times h$ identity matrix and $0$ is a matrix of zeroes). Figure 5 displays $Y$ along one of its eight sub-tensors $Y_{111}$. Using Theorem 3 and (29), we obtain its marginal distribution as
\[
Y_{111} \sim EC_{n_1, n_2, n_3} (M_{111}, A_{111} \Sigma_1 A_{111}^\top, A_{121} \Sigma_2 A_{121}^\top, A_{131} \Sigma_3 A_{131}^\top, \varphi),
\]
where $A_{1k} \Sigma_k A_{1k}^\top$ is a sub-matrix corresponding to the first $n_k$ columns and rows of $\Sigma_k$. 

![Fig. 5. A random third order tensor $Y$ along with one of its subtensors $Y_{111}$.](image-url)
A.3 Derivation of Equation (8)

From the definition of characteristic function, and the property that \( \langle \mathcal{A}, [\mathcal{B}; C_1, C_2, \ldots, C_p] \rangle = \langle [\mathcal{A}; C_1', C_2', \ldots, C_p'], \mathcal{B} \rangle \), we have that

\[
\psi_Y(Z) = E(\exp(i\langle Z, M \rangle)) = \exp(i\langle Z, M + [\mathcal{A}; Q_1, Q_2, \ldots, Q_p] \rangle) \quad \text{(per Equation (4))}
\]

\[
= \exp(i\langle Z, M \rangle)E(\exp(i\langle X, [\mathcal{A}; Q_1', Q_2', \ldots, Q_p'] \rangle)) \quad \text{(upon rearranging)}
\]

\[
= \exp(i\langle Z, M \rangle)\psi_X ([\mathcal{A}; Q_1', Q_2', \ldots, Q_p']) \quad \text{(from the definition of } \psi_X \text{)}
\]

\[
= \exp(i\langle Z, M \rangle)\varphi (\langle [\mathcal{A}; Q_1', Q_2', \ldots, Q_p'], [\mathcal{A}; Q_1', Q_2', \ldots, Q_p'] \rangle) \quad \text{(from Equation (3))}
\]

\[
= \exp(i\langle Z, M \rangle)\varphi (\langle Z, [\mathcal{A}; \Sigma_1, \Sigma_2, \ldots, \Sigma_p] \rangle) \quad \text{(since } Q_k' = \Sigma_k \text{)}.
\]

A.4 Conditional distributions along multiple modes

Here we demonstrate how to find the conditional distribution along multiple modes. As an example, consider the subtensor \( Y_{111} \) of \( Y \sim \mathcal{E}C_{r_1, r_2, m_1} (M, \Sigma_1, \Sigma_2, \Sigma_3, \varphi) \), both shown in Figure 5 and let

\[
\Sigma_i = \begin{bmatrix} \Sigma_{i,11} & \Sigma_{i,12} \\ \Sigma_{i,21} & \Sigma_{i,22} \end{bmatrix}, \quad \Sigma_{i,11} \in \mathbb{R}^{n_i \times n_i},
\]

and \( \Sigma_{i,11} = \Sigma_{i,12} \Sigma_{22}^{-1} \Sigma_{12} \) for \( i = 1, 2, 3 \). Then

\[
\mathcal{L}(Y_{111} | Y_{111} = Y_{111}) = \mathcal{E}C_{r_1, r_2, m_1} (M_{111}|_{Y_{111}}, \Sigma_{111}, \Sigma_{22}, \varphi_{111}),
\]

where the event \( Y_{111} = Y_{111} \) means that \( Y_{112} = Y_{112}, Y_{121} = Y_{121}, Y_{122} = Y_{122}, Y_{211} = Y_{211}, Y_{212} = Y_{212}, Y_{221} = Y_{221}, \) and \( Y_{222} = Y_{222}. \)

\[
M_{111} = \{ ([Y_{222} - M_{222}); \Sigma_{12}^{-1}, \Sigma_{22}^{-1}, \Sigma_{12}^{-1}, \Sigma_{22}^{-1}, \Sigma_{12}^{-1}, \Sigma_{22}^{-1}] \}
\]

\[
+ \{ (Y_{212} - M_{212}) \Sigma_{12}^{-1}, \Sigma_{22}^{-1}, \Sigma_{12}^{-1}, \Sigma_{22}^{-1}, \Sigma_{12}^{-1}, \Sigma_{22}^{-1}, \Sigma_{12}^{-1}, \Sigma_{22}^{-1}) \}
\]

\[
\varphi_{111}(u) = E \left( \left( \begin{array}{c} \mathcal{L}(Y_{111} | Y_{111} = Y_{111}) \end{array} \right) \right) \text{ with } R_{111}^2 = D_{111}^2 (\Sigma_{111} \otimes \Sigma_{111} \otimes \Sigma_{111} \otimes \Sigma_{111} \otimes \Sigma_{111} \otimes \Sigma_{111}), \quad (M_{111}, \Sigma_{111}), \text{ If } \varphi(u) = \exp(-u/2), \text{ then the conditional distribution of } R_{111}^2 \text{ given } Y_{111} = Y_{111} \text{ is } \chi_{n_1, n_2, n_3} \text{ and } \varphi_{111}(u) = \exp(-u/2).
\]

B PROOFS OF THEOREMS AND COROLLARIES IN SECTIONS 2 AND 3

B.1 Proof of Theorem 2

\textbf{Proof.} From the invariance of the Mahalanobis distance under tensor reshapings, \( Y, Y_{(k)}, Y_{<k>} \) and \( \text{vec}(Y) \) all have the same characteristic function, equivalently written for each case, as

\[
\psi_Y(Z) = \exp(i\langle Z, M \rangle)\varphi (\langle Z; [\Sigma_1, \Sigma_2, \ldots, \Sigma_p] \rangle)
\]

\[
= \exp(i\langle Z, M_{(k)} \rangle)\varphi (\langle Z_{(k)}; [\Sigma_k, \Sigma_{-k}] \rangle)
\]

\[
= \exp(i\langle Z_{<k>}, M_{<k>} \rangle)\varphi (\langle Z_{<k>}; [\Sigma_{<k>}; \Theta_{q=1}^k \Sigma_q, \Theta_{q=k+1}^p \Sigma_q] \rangle)
\]

\[
= \exp(i\langle \text{vec}(Z), \text{vec}(M) \rangle)\varphi (\langle \text{vec}(Z); [\Sigma_{\text{vec}}] \rangle).
\]
B.2 Proof of Theorem 3

Proof. The characteristic function of \([\mathbf{Y}; A_i, \ldots, A_p]\) can be expressed in terms of the characteristic function of \(\mathbf{Y}\) as \(\psi_{\mathbf{Y}}(\mathbf{Z}; A_1, \ldots, A_p)\), and using (8) yields

\[
\psi_{\mathbf{Y}}(\mathbf{Z}; A_1, \ldots, A_p) = \exp(i\langle Z, [M; A_1, \ldots, A_p]\rangle)\varphi(\langle Z, [\Sigma_1 A_1 \ldots, A_p \Sigma_1 A_1 \ldots, A_p]\rangle).
\]

The rest of Part 1 of the proof follows from Corollary 5 in [10] and Part 1 of Theorem 2, after noticing that

\[
\Box
\]

B.3 Proof of Theorem 4

Proof. From Part 4 of Theorem 2, we can write the distribution of \(\text{vec}(\mathbf{Y})\) as

\[
\text{vec}(\mathbf{Y}) = [\text{vec}(\mathbf{Y}_1) \quad \text{vec}(\mathbf{Y}_2)] \sim EC_{m_p \times (n_1+n_2)} \left( \begin{bmatrix} \text{vec}(\mathbf{M}_1) \\ \text{vec}(\mathbf{M}_2) \end{bmatrix} ; \begin{bmatrix} \Sigma_{11} \otimes \Sigma_{-p} & \Sigma_{12} \otimes \Sigma_{-p} \\ \Sigma_{21} \otimes \Sigma_{-p} & \Sigma_{22} \otimes \Sigma_{-p} \end{bmatrix}, \varphi \right).
\]

The remainder of the proof follows from Corollary 5 in [10] and Part 1 of Theorem 2, after noticing that \(\text{vec}(\mathbf{M}(1)_{(21)}) = \text{vec}(\mathbf{M}) + (\Sigma_{12} \otimes \Sigma_{-p}) (\Sigma_{22} \otimes \Sigma_{-p})^{-1} (\text{vec}(\mathbf{Y}_2) - \text{vec}(\mathbf{M}_2))\), and \(\Sigma_{p_{(11)}} \otimes \Sigma_{-p} = (\Sigma_{11} \otimes \Sigma_{-p}) - (\Sigma_{12} \otimes \Sigma_{-p}) (\Sigma_{22} \otimes \Sigma_{-p})^{-1} (\Sigma_{21} \otimes \Sigma_{-p})\). □

B.4 Proof of Theorem 5

The characteristic function of \(\mathbf{Y}\) in (8) is \(\psi_{\mathbf{Y}}(\mathbf{Z}) = \exp(ih(\mathbf{Z}))\varphi(g(\mathbf{Z}))\), where \(h(\mathbf{Z}) = \langle \mathbf{Z}, \mathbf{M} \rangle\) and \(g(\mathbf{Z}) = \langle \mathbf{Z}, \Sigma_1, \ldots, \Sigma_p \rangle\). Denote \(\mathbf{Z}_i = \mathbf{Z}(i_1, \ldots, i_p)\), the first derivative of \(h(\mathbf{Z})\) as \(\partial h(\mathbf{Z})/\partial \mathbf{Z}_i = m_i\), the first derivative of \(g(\mathbf{Z})\) as \(g_i = \partial g(\mathbf{Z})/\partial \mathbf{Z}_i\), and the second derivative of \(g(\mathbf{Z})\) as \(g_{ij} = \partial^2 g(\mathbf{Z})/\partial \mathbf{Z}_i \partial \mathbf{Z}_j = 2\sigma_{ij}\). All higher order derivatives are zero. Then

1. The first moment is obtained from \(E(Y_i) = i^{-1} \frac{\partial \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i}(0)\), where

\[
\frac{\partial \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i}(0) = \exp(ih(\mathbf{Z}))(g_i \varphi'(g(\mathbf{Z}))) + m_i \varphi(g(\mathbf{Z})).
\]

2. The second moment uses \(E(Y_i Y_j) = i^{-2} \frac{\partial^2 \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i \partial \mathbf{Z}_j}(0)\), where \(\frac{\partial^2 \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i \partial \mathbf{Z}_j}(\mathbf{Z})\) is

\[
\exp(ih(\mathbf{Z})) \left[ \varphi''(g(\mathbf{Z}))(g_i g_j) + \varphi'(g(\mathbf{Z}))(g_{ij} + ig_i m_j + ig_j m_i) + \varphi(g(\mathbf{Z}))(i^2 m_i m_j) \right].
\]

3. The third moment is obtained using \(E(Y_i Y_j Y_k) = i^{-3} \frac{\partial^3 \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i \partial \mathbf{Z}_j \partial \mathbf{Z}_k}(0)\), where \(\frac{\partial^3 \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i \partial \mathbf{Z}_j \partial \mathbf{Z}_k}(\mathbf{Z})\) is

\[
\exp(ih(\mathbf{Z})) \left[ \varphi'''(g(\mathbf{Z}))(g_i g_j g_k) + \varphi(g(\mathbf{Z}))(i^3 m_i m_j m_k) + \varphi''(g(\mathbf{Z}))(g_{ijk} g_i + g_{ik} g_j + g_{j i} g_k + ig_{ij} g_k m_i + ig_{jk} g_m j + ig_{k j} g_m k) + \varphi'(g(\mathbf{Z}))(i g_{ijk} m_k + i g_{j k} m_i + i g_{i j} m_k + i^2 m_j m_k g_i + i^2 m_i m_k g_j + i^2 m_i m_j g_k) \right].
\]

4. We get the fourth moment from \(E(Y_i Y_j Y_k Y_l) = i^{-4} \frac{\partial^4 \psi_{\mathbf{Y}}}{\partial \mathbf{Z}_i \partial \mathbf{Z}_j \partial \mathbf{Z}_k \partial \mathbf{Z}_l}(0)\), where, upon ignoring terms involving the first derivative of \(g(\cdot)\) because they are proportional to elements in \(\mathbf{Z}\) that will be set to 0,
Proof of Corollary 6

**Proof.** In these proofs, LHS and RHS refer to the left and right hand sides of an expression.

1. The proof follows directly from Part 1 of Theorem 5.
2. Let $X \sim EC_{m_1, \ldots, m_p}(0, \Sigma_1, \Sigma_2, \ldots, \Sigma_p, \varphi)$. Then, $\text{Var}(\text{vec}(Y)) = \text{Var}(\text{vec}(X))$, and from Part 2 of Theorem 5 and (26), we have

   $$\text{Var}(\text{vec}(X)) = \sum_{i_1, \ldots, i_p, j_1 \ldots, j_p} \mathbb{E}[X(i)X(j)] (\bigotimes_{q=p}^{1} e_{iq}^{m_q})(\bigotimes_{q=p}^{1} e_{jq}^{m_q})' = -2\varphi'(0) \bigotimes_{q=p}^{1} \Sigma_q.$$ 

   The following moment follows from Parts 1 and 2 of this theorem, and is used in Parts 3 and 4.

   $$\mathbb{E}[(\text{vec}(Y)(\text{vec}(Y)')] = (\text{vec}(M)(\text{vec}(M)'] - 2\varphi'(0))(\bigotimes_{k=p}^{1} \Sigma_k).$$ (31)

3. We can write the LHS as $\text{tr} \{ (\bigotimes_{k=p}^{1} A_k) \mathbb{E}[(\text{vec}(Y)(\text{vec}(Y)')] \}$. The result follows from (31) after using $\text{tr}(\bigotimes_{k=p}^{1} A_k) = \prod_k \text{tr}(A_k)$.

4. The vectorization of the LHS can be expressed as $\mathbb{E}[(\text{vec}(Y)(\text{vec}(Y)'] (\bigotimes_{k=p}^{1} A_k)(\text{vec}(V))$. Using (31) results in

   $$\langle V, [M; A_1, A_2, \ldots, A_p] \rangle \text{vec}(M) - 2\varphi'(0) \text{vec}[V; \Sigma_1 A_1', \ldots, \Sigma_p A_p'] \].$$

   We have proved that the vectorizations of the LHS and the RHS are the same, and since they are tensors of the same size, they must be the same.

5. Let $X \sim SC_{m_1, m_2, \ldots, m_p}(\varphi)$, and then the first and third moments of $X$ are zero, and using $Y = X + \mathcal{M}$, the LHS can be expressed as

   $$\langle M, [M; A_1, A_2, \ldots, A_p] \rangle M + \mathbb{E}(\langle X, [X; A_1, \ldots, A_p] \rangle) + \mathbb{E}(\langle M, [X; A_1, \ldots, A_p] \rangle X) + \mathbb{E}(\langle M, [X; A_1', \ldots, A_p'] \rangle X).$$

   The statement of this part of the theorem follows from Parts 3 and 4.

6. If $X \sim S_{m_1, m_2, \ldots, m_p}(\varphi)$ and $(C_k, D_k) = (2^{1/2} A_k \Sigma_k^{1/2}, \Sigma_k^{1/2} B_k \Sigma_k^{1/2})$ for all $k = 1, 2, \ldots, p$, where $(.)^{1/2}$ is the symmetric square root, then the LHS can be written as

   $$\sum_{i,j,k,l} \mathbb{E}(X_i X_j X_k X_l)(c_{ijkl}),$$ (32)

   ACM Trans. Probab. Mach. Learn.
where $X_i = X(i_1, i_2, \ldots, i_p)$ and $c_{ij} = \prod_{q=1}^p C_q(i_q, j_q)$. Using Part 4 of Theorem 5, we know that $E(X_i X_k X_l) = 4\phi''(0)(1_k1_l1_j + 1_j1_k1_i + 1_i1_l1_k)$, where $1_k = 1$ only if $i_k = j_k$ for all $k = 1, \ldots, p$, and it is 0 otherwise. From these, we can write (32) based on

$$\sum_j (c_{i1}d_{jj} + c_{ij}d_{ij} + c_{jj}d_{ii}) = \prod_{k=1}^p \left[ \text{tr}(C_k) \text{tr}(D_k) \right] + \prod_{k=1}^p \text{tr}(C_k D_k) + \prod_{k=1}^p \text{tr}(C_k D_k^T).$$

The statement follows after replacing $(C_k, D_k)$ with their original expressions.

\[\square\]

B.6 Proof of Theorem 7

**Proof.** We prove the two parts of the theorem in turn:

1. For any $i = 1, 2, \ldots, n$, the distribution of each $Y_i$ is obtained from Theorem 3 with $Y_i = Y \times e_i e_i^T$. They are uncorrelated using Part 2 of Theorem 5 because whenever $i_{p+1} \neq j_{p+1}$,

$$E \left[ (Y - M)(i_1, i_2, \ldots, i_{p+1}) \right] = 0.$$

2. We have from Part 3 of our Theorem 2 that $Y_{<p>} \sim EC_{m,n}(M_{<p>}, \sigma^2 \Sigma L_n, \varphi)$, where the $m \times n$ matrix $M_{<p>} = [\text{vec}(M) \ldots \text{vec}(M)]$. Therefore, from Theorem 1 of [4] we have that the maximum likelihood estimator of $\text{vec}(M)$ is $\text{vec}(\tilde{M})$, and that of $\sigma^2 I_n \otimes \left[ \bigotimes_{k=p}^1 \Sigma_k \right]$ is $(nm/d) \sigma^2 I_n \otimes \left[ \bigotimes_{k=p}^1 \Sigma_k \right]$. This means that in our case, the maximum likelihood estimator of the covariance matrix is the same as in the TVN case but up to a constant of proportionality, and since the scale matrices $\Sigma_k$ are proportionally constrained as $\Sigma_k(1, 1) = 1$ for all $k = 1, 2, \ldots, p$, it follows that the maximum likelihood estimator of $\Sigma_k$ is $\tilde{\Sigma}_k$, and the proportionality constant $nm/d_k$ is absorbed by $\sigma^2$.

\[\square\]

B.7 Proof of Theorem 8

As described in Section 3, the ADJUST procedure [27] solves the constrained optimization problem of Equation (13). For $S \in \mathbb{R}^{n \times m}$, denote $S_{-1,-1}$ is the submatrix $S$ after excluding the first row and column, and $S_{1,-1}$ is the first row after excluding the first entry. Then the ADJUST procedure ADJUST($n, \sigma^2, S$) is as follows

1. Let $\eta = S_{1,1}/(n\sigma^2)$.
2. Scale the whole matrix: $S \leftarrow S/S_{1,1}$
3. $S_{-1,-1} \leftarrow \eta S_{-1,-1} + (1 - \eta) S_{1,-1} S_{1,-1}^T$.

After having described the ADJUST procedure, we can now prove Theorem 8.

**Proof.** First, let $Z_{ik} = S_{ik}/|Y_i|^2$. Then the loglikelihood in (20) can be written in terms of $\Sigma_k$ only as

$$\ell(\Sigma_k) = \frac{nm-k}{2} \log |\Sigma_k^{-1}| - \frac{m}{2} \sum_{i=1}^n \log \text{tr}(\Sigma_k^{-1}Z_{ik}),$$

and has matrix derivative

$$\frac{\partial \ell}{\partial \Sigma_k^{-1}} = \frac{nm-k}{2} \Sigma_k - \frac{m}{2} \sum_{i=1}^n \frac{S_{ik}}{\text{tr}(\Sigma_k^{-1}S_{ik})}.$$
where the equality follows because $S_{ik}/\text{tr}(\Sigma_{k}^{-1}S_{ik}) = Z_{ik}/\text{tr}(\Sigma_{k}^{-1}Z_{ik})$. Setting (34) to 0 leads to the following fixed-point iterative procedure for obtaining $\Sigma_{k}$:

$$
\hat{\Sigma}_{k}^{(i+1)} = \frac{m_k}{n} \sum_{i=1}^{n} \frac{S_{ik}}{\text{tr}(\hat{\Sigma}_{k}^{(i)}S_{ik})}.
$$

However, we are interested in the constrained optimization under $\Sigma_{k}(1, 1) = 1$. To do this, we write the equality constraint function $g$ and its matrix derivative as

$$
g(\Sigma_{k}) = e_{m_{1}}^{m_{k}}\Sigma_{k}e_{i}^{m_{k}} - 1, \quad \frac{\partial g}{\partial \Sigma_{k}} = -\sigma \sigma' \tag{36}
$$

where $\sigma$ is the first column of $\Sigma_{k}$ and $e_{i}^{m_{k}} \in \mathbb{R}^{m_{k}}$ has 1 at position 1 and zero everywhere else. Our equality constraint function is zero only if $\Sigma_{k}(1, 1) = 1$. With $\ell(\cdot)$ and $g(\cdot)$ as in (33) and (36) we write the Lagrange multiplier as $L(\Sigma_{k}, \lambda) = \ell(\Sigma_{k}) - \frac{\lambda}{2} g(\Sigma_{k})$, and its derivative with respect to $\Sigma_{k}$ follows directly from (34) and (36). Based on this derivative, the constrained optimization must satisfy

$$
\frac{nm_{k} - m}{2} \Sigma_{k} - \frac{m}{2} \sum_{i=1}^{n} \frac{S_{ik}}{\text{tr}(\Sigma_{k}^{-1}S_{ik})} + \lambda \sigma \sigma' = 0. \tag{37}
$$

In (34) and (36), we ignored the symmetric structure of $\Sigma_{k}$ when taking derivatives because it is simpler and leads to the same root in (37). This equation is of the form of Equation (B.1) in Glanz and Carvalho [27], and therefore we know that it is satisfied for (21).

C ADDITIONAL DETAILS FOR SECTION 5

C.1 Linear and quadratic tensor-variate classification

Consider $G$ tensor-valued populations $\pi_{1}, \pi_{2}, \ldots, \pi_{G}$. A Bayes-optimal rule that minimizes the total probability of misclassification assigns an observed tensor $X$ to group $\pi_{i}$ if $i^* = \arg\max_{i=1,\ldots,G} \eta_{i}f_{i}(X)$, where $f_{i}(X)$ is the PDF of $\pi_{i}$ evaluated at $X$, and $\eta_{i}$ is the prior probability that a member of $\pi_{i}$ gets correctly classified [3, 68].

We first briefly visit the two-class problem. Here, we consider two tensor-valued populations $\pi_{1}$ and $\pi_{2}$. For $i, j = 1, 2$ let $\eta_{i}$ be the prior probability that a member of $\pi_{i}$ gets correctly classified to $\pi_{i}$, and also let $\mathbb{P}(i|j)$ be the probability that a member of $\pi_{j}$ gets misclassified to $\pi_{i}$ ($i \neq j$). The total probability of misclassification (TPM) in this case is $\mathbb{P}(2|1)\eta_{1} + \mathbb{P}(1|2)\eta_{2}$. Now, suppose we are interested in classifying one tensor-valued observation $X$ to $\pi_{1}$ or $\pi_{2}$. In this case, a Bayes-optimal rule that minimizes the TPM assigns $X$ to $\pi_{1}$ if $\eta_{1}f_{1}(X) \geq \eta_{2}f_{2}(X)$, where $f_{i}(X)$ is the PDF of group $\pi_{i}$ evaluated at $X$ [3, 68].

The extension of this rule to the case where there are $G$ groups $\pi_{1}, \pi_{2}, \ldots, \pi_{G}$ assigns $X$ to $\pi_{i}$ if

$$
i^* = \arg\max_{i=1,\ldots,G} \eta_{i}f_{i}(X),
$$

where $f_{i}$ and $\eta_{i}$ correspond to the PDF and prior probability that a member of $\pi_{i}$ gets correctly classified, respectively.

Suppose that $\pi_{i}$ has the $\mathcal{E}G_{m}(\mathcal{M}_{i}, \Sigma_{i,1}, \ldots, \Sigma_{i,3}, \phi)$ distribution with PDF (9). Then an observation $Y$ is assigned to $\pi_{1}$ over $\pi_{2}$ if

$$
\eta_{1}|\Sigma_{1}|^{-1/2}g(D_{\Sigma_{1}}^{2}(Y, \mathcal{M}_{1})) \geq \eta_{2}|\Sigma_{2}|^{-1/2}g(D_{\Sigma_{2}}^{2}(Y, \mathcal{M}_{2})), \tag{38}
$$

where $\Sigma_{i} = \bigotimes_{k=p}^{1} \Sigma_{i,k}$. This rule is greatly simplified for the TVN case where $g(u) = \pi^{-m/2} \exp(-u/2)$ as

$$
\log\left(\frac{\eta_{1}^{2}}{\eta_{2}^{2}}\right) - \log\left(\frac{|\Sigma_{1}|}{|\Sigma_{2}|}\right) - D_{\Sigma_{1}}^{2}(Y, \mathcal{M}_{1}) + D_{\Sigma_{2}}^{2}(Y, \mathcal{M}_{2}) > 0. \tag{39}
$$
(39) is a quadratic discrimination analysis (QDA) classification rule, with the usual reduction to linear discriminant analysis (LDA) for homogeneous covariance structures in the case of GSM distributions with PDF as in (7).

The parameters involved in (38) can be estimated from a training dataset using the methodology of Section 3. Moreover, our ToTR methodology of Section 3.4 allows us to estimate the mean parameters $\mu_1$ and $\mu_2$ under low-rank formats, thereby facilitating substantial parameter reduction in many imaging applications. Maximum likelihood estimates under the homogeneity of variance can be obtained by fitting the TANOVA model

$$Y_i = \langle x_i | B \rangle + \epsilon_i, \quad \epsilon_i \sim \mathcal{EC}_m(0, \sigma^2 \Sigma_1, \ldots, \Sigma_p, \varphi),$$

(40)

where $x_i = [0, 1]'$ or $x_i = [1, 0]'$ accordingly as whether $Y_i \in \pi_1$ or $Y_i \in \pi_2$. With population-specific covariances, we estimate the parameters in (38) by fitting separate EC models to the training data from each group using the methods of Section 3. For the ToTR under low-rank format case, fitting models to separate groups can be thought as the special case of (40) when $x_i$ is the scalar 1. We now illustrate our methodology on images from the AFHQ database.
C.2 Details on the classification of cats and dogs

In section 5.1 we display the sequentially applied Radon and DWT transforms of the cat and dog images displayed in Figure 3a. These transformed figures are displayed in Figure 6a and are examples of the $Y$s that are used in the calculation of the decision rule and in the prediction.

While the ROC and PR curves of Figure 3b demonstrate an improved classification for the TV-$t$ distribution when compared to the TVN, it is on the specific set of training (500 cats and 500 dogs) and test (5153 cats and 4739 dogs) data provided by the data authors. To demonstrate that the results hold for other combinations, we recreated the settings that generated Figure 3b under ten different training/test data combinations. We combined the training/test sets, and for each of the 10 combinations we chose 500 cats and 500 dogs at random without replacement for training, and used the remaining for testing. For each of these training/testing combinations we performed classification the same way it was described in Section 5.1, and used the classification scores to display the PR and ROC curves in Figure 6b. This figure is similar to Figure 6b, but is smoother, since it is discretized at 10,000 values instead of 1,000. The similarity of the two figures indicates that all the training/testing data combinations that we chose at random behave similarly to those used to generate Figure 3b.
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