Finite element simulation of hot nanoindentation in vacuum
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Abstract
A finite element model is developed to investigate technical issues associated with hot nanoindentation measurements in vacuum, e.g. thermal expansion-induced drift and temperature variations at the contact region between the cold indenter tip and hot specimen. With heat conduction properly accounted for, the model is able to reasonably reproduce experimental indentation measurements on fused silica and copper—two materials with significantly different thermal and mechanical properties—at several temperatures. Temperature and loading rate effects on thermal drift are established using this model and an analytical expression for predicting thermal drift is numerically calibrated. The model also captures details of the indentation process that are not directly accessible experimentally, and reaffirms the need for operational refinements in order to acquire high temperature indentation data of high quality, especially in a vacuum environment. Such information can guide experiments aimed at understanding thermally-activated phenomena in materials.
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Introduction

Nanoindentation at elevated temperatures has been attracting growing interest in recent years, not only as a means to measure the mechanical properties (e.g., modulus and hardness) of small structures at practical service temperatures [1–9], but also because it is capable of probing high temperature deformation mechanisms on the nanoscale [10–21]. As the indentation depth normally ranges only from dozens to hundreds of nanometers, the material volume probed by nanoindentation is very small. As a result, internal dynamic events such as dislocation motion [22–24], shear banding [25,26], and phase transformation [27–29] can result in evident discontinuities on the measured load $P$-displacement $h$ curve. At high temperatures, however, the capability of extracting mechanical properties or inferring atomic scale structural changes under stress from the $P$-$h$ curve is affected by thermal drift.

It is a major technical challenge to identify the origin and extent of thermal drift for a specific high-temperature nanoindentation apparatus and experiment, and to further control or minimize its effect during high temperature nanoindentation. There are several thermally-related factors that could cause drift, including thermal effects on electric systems, fluctuation of temperature in the specimen, heat convection from the heating source and specimen to the environment, and heat conduction between the specimen and the indenter tip when the two are brought into contact. Among these factors, heat conduction tends to trigger the most displacement drift for high temperature nanoindentation in a vacuum environment, as it leads to rapid development of temperature gradients and thermal strain that superimposes onto the true response of the specimen. In other words, the “indentation displacement” measured by the transducer is in general different from the actual indentation depth at the indenter tip, and the difference between them is the change in the height of the tip assembly caused by the thermal strain (as well as inevitable mechanical strain).

Thermal drift is commonly revealed by the net displacement under fixed load for a brief period (several seconds), either at a small fixed pre-load (e.g., 2 µN) or during unloading when the load is held at a small fraction (e.g., 20%) of the peak load [11]. The average preload drift rate is rather small, i.e., 0.1-0.25 nm/s, and is almost independent of the temperature and only very weakly dependent upon materials properties such as the thermal conductivity and hardness of the specimen. On the contrary, the unload drift rate is many times larger, and increases considerably with temperature, the thermal conductivity of the specimen, and the contact area (which is inversely proportional to specimen hardness); for example, it increases from about 0.2 nm/s at room temperature to 1.7 nm/s at 773 K for
fused silica, and for copper, which has a much higher thermal conductivity, it can reach as high as about 37 nm/s at 590 K [11].

Considering the extremely high thermal conductivity, ~2400 W/mK [30], of the diamond indenter tip, it has been proposed that the tip can rapidly achieve thermal equilibrium with the specimen upon contact and therefore the tip itself does not contribute substantially to the observed drift [10,11]. Instead, the rest of the tip assembly experiences much more gradual temperature rise and more significant expansion, due to its relatively lower thermal conductivity and larger dimensions. Trenkle et al. [11] proposed a one-dimensional heat flow model where a cold semi-infinite shaft comes into contact with a hot semi-infinite specimen at time $t = 0$, and derived an equation for the thermal drift as a function of time in terms of the thermal properties of the specimen and shaft. The model is able to capture some general trends observed experimentally, i.e., an increase in thermal drift with temperature, contact area, and the thermal conductivity of the specimen, although its predictions do not exactly match the measured drift rate due to its static nature and the simplified geometry used. Everitt et al. [31] considered the same static heat conduction problem, but incorporated the axisymmetric, three-dimensional geometry of the tip assembly and sample, with the tip positioned at 1 µm indentation depth. With the bottom of the specimen and the top of the tip holder held at a fixed high and low temperature, respectively, they solved for the temperature evolution of the two after contact by the finite element method. This model confirmed that the specimen temperature and thermal conductivity significantly affect the temperature distribution in the system (and therefore the overall thermal drift). However, both of the models described above only considered thermal conduction between two still objects, and did not address the mechanical and dynamic aspects of hot indentation.

Here, we carry out a finite element analysis of the hot nanoindentation process, which allows us to monitor the temperature evolution and the deformation behavior of the system during indentations conducted in a vacuum. We perform indentation simulations on specimens with different thermal conductivities, and at several temperatures ranging from room temperature up to 673 K and at several loading rates as well. At each temperature and loading condition, we compare the actual vs. apparent tip penetration depth, and thereby assess the thermal drift over the entire indentation process. The simulation results are compared with prior experimental measurements [11], and provide insights regarding the use of high temperature nanoindentation experiments to study thermally-activated materials phenomena and temperature-dependent materials properties.
Finite element model

Our model indentation system is shown schematically in Fig. 1(a). The tip assembly consists of a macor shaft and a diamond indenter tip that are joined together by a layer of titanium-based brazing alloy. The arrangement and dimension of each of these components are set to simulate the nanoindenter platform from Hysitron Inc. (Minneapolis, MN), which our group has used extensively to perform hot nanoindentation experiments on a variety of materials [10–12,16,18,19,21,24,25]. As a result, we are able to compare our simulation results later with some load-displacement ($P$-$h$) curves and thermal drifts measured by this specific indenter. We specifically model the case of vacuum indentation, where there is no convective atmosphere.

The indenter assembly shaft is 8 mm in height, which is about 133 times the total height of the diamond tip and brazing layer, and therefore even slight temperature excursion and thermal strain in the shaft can cause substantial elongation. Connected to the shaft by a brazing layer is an axisymmetric conical indenter of semi-apical angle 70.3º, which yields a projected area equivalent to that of the Berkovich tip [32,33]. The indenter tip is taken to be blunt, with a radius of 200 nm. The overall height of the tip is 20 µm, while the thickness of the specimen is 40 µm.

The high temperature indentation process is simulated using the commercial finite element software ABAQUS/Standard. All parts in the model are meshed with axisymmetric 4-node bilinear elements CAX4T that allow for coupled temperature-displacement analysis. The element sizes are extremely small, e.g., as small as 0.05 nm, near the contact, and gradually increase to about 120 µm far away from the contact. A close-up of the mesh in the shaft, tip and specimen is shown in Fig. 1(b). Overall, the entire tip assembly is modeled with about 17800 elements and the specimen with about 8700 elements.

Table 1 summarizes the mechanical and thermal properties of all materials used in this work, including the elastic modulus, Poisson’s ratio, yield stress, thermal conductivity, density, thermal expansion coefficient, and specific heat capacity. The macor shaft and titanium-based braze are assumed to deform only elastically during the entire indentation process, as the stress level in them is very low due to their large cross-sectional areas. We assume that the diamond tip also only deforms elastically during indentation, but we take into account the linear temperature dependence of its elastic modulus.

Indentation simulations are performed on both fused silica and pure copper; as copper is much softer and more thermally conductive than fused silica, a different thermal response is anticipated. The mechanical properties of the
fused silica and copper are described by an elastic plus power-law work hardening relationship, which in one-dimensional form reads:

\[
\sigma = \begin{cases} 
E \varepsilon & (0 \leq \varepsilon \leq \varepsilon_y) \\
\sigma_y + F (\varepsilon - \varepsilon_y)^n & (\varepsilon_y < \varepsilon)
\end{cases}
\]

where \( \sigma \) is stress, \( \sigma_y \) is the yield stress, \( E \) is elastic modulus, \( \varepsilon \) is strain, \( F \) is the strength coefficient, and \( n \) is the work hardening exponent. The elastic modulus and yield stress of both materials as a function of temperature, as listed in Table 1, are deduced from prior high temperature nanoindentation measurements (a Tabor factor of 1.5 for fused silica [36] and 3.0 for copper [37] are used respectively to determine the yield stress). Fused silica is taken to be elastic-perfectly plastic (\( F=0 \)) [34], while copper undergoes work hardening beyond yield (its temperature-dependent \( F \) and \( n \) values are obtained from prior tensile tests and are given in Table 1) [35]. We also use temperature-dependent thermal conductivities for both materials. Rate-dependent and creep behaviors are explicitly neglected in this study, which is reasonable for the range of rates, temperatures and stresses we focus on.

The interaction between the indenter tip and the top surface of the specimen is defined as a “hard” contact (when the two surfaces are separate, there is no pressure; when they are in contact, any pressure can be transferred between them) in the normal direction, while frictionless sliding is allowed in the tangential direction. Heat can only be transferred across the contact by conduction, and the contact thermal conductance is assumed infinite when the two surfaces are in contact. Contact conditions are enforced between the top of the specimen (master surface) and the bottom of the tip (slave surface) by surface-to-surface discretization with finite sliding, which takes into account the local shape of both surfaces near contact and thus provides relatively reliable stress solutions.

In our model, heat transfer takes place solely by conduction, which is reasonable for indentations conducted in vacuum as done experimentally in Ref. [11]. The bottom of the specimen is held at a fixed set temperature throughout the indentation process. Prior to applying any load, a thermal equilibration step is carried out so that the temperature in the entire specimen reaches the set temperature. The entire tip assembly including the shaft, braze, and tip, assumes an initial temperature of 293 K, and the temperature at the top of the shaft is kept at 293 K during indentation. The bottom of the specimen is constrained in the loading direction, while uniform compressive stress is applied at the top of the shaft to simulate the indentation process. In order to compare with prior experimental results [11], the same loading function is used as shown in Fig. 2. The maximum load \( P_{\text{max}} \) we use is 9.5 mN for fused silica.
and 3.0 mN for copper. We conduct a thermal-mechanical analysis of the entire indentation process at several load ramping rates, including 1, 4, and 8 mN/s, and at multiple temperatures up to 673 K.

Comparison to Experiments

The number of published experimental works that conform to the conditions of the present simulations is relatively small (especially due to our focus on vacuum indentation), and so we first examine the ability of the model to reproduce the key experimental signatures. Later, we turn to details revealed by the model which are not accessible directly by experiments.

We first run an indentation simulation on fused silica at 593 K with a loading rate of 4 mN/s, and compare the simulations with prior experimental results [11] acquired in vacuum under the same loading conditions in Fig. 3. The displacements from simulations reported in Fig. 3 are those at the top of the shaft, as the displacements from experiments are measured by a transducer located above the tip assembly. Fig. 3(a) shows the load-displacement curves from simulation and experiment as solid and dashed lines, respectively. The tip assembly expands during preload holding, so as is done in experimental reporting, the displacement at the end of preload segment is assigned a value of zero. The simulation and experimental results in Fig. 3(a) generally agree with each other very well. The unload drift (the net displacement accumulated during the unload holding) from Fig. 3(a) is further plotted as a function of the holding time in Fig. 3(b), where simulation results are plotted as the solid line while experimental data are plotted as open squares. The simulation results yield a linear slope of 1.25 nm/s, which is the average drift rate and agrees with that of the experimental data. Thus the model is capable of capturing the rate of heat conduction in experiments; as the load is held constant during this period, the elastic strain in the entire tip assembly remains constant and therefore the change in shaft dimension is solely due to thermal expansion.

We further run simulations on fused silica at 593 K but at different loading rates of 1 and 8 mN/s, and present the results in Fig. 3(b) as a dotted line and a dashed line, respectively. The total unload drift for a 10 s hold is 8.8 nm at loading rate of 1 mN/s, 12.5 nm at 4 mN/s, and 12.9 nm at 8 mN/s; thermal drift is significantly smaller at 1 mN/s than at 4 or 8 mN/s. This is because there is already sufficient time for heat transfer at the slow loading/unloading rate of 1 mN/s prior to the unload holding. Therefore the loading rate can affect the unload drift and drift rate during indentation on fused silica at 593 K.
We next consider additional indentation simulations at several different specimen temperatures using a loading rate of 4 mN/s. The average unload drift rates $\dot{U}$ determined from these simulations are plotted as a function of set temperature for fused silica and copper in Fig. 4(a) and 4(b), respectively. They are largely in line with available experimental results [11], which are included in Fig. 4 as hollow data points. At each temperature above ambient temperature, $\dot{U}$ for copper is over a dozen times larger than $\dot{U}$ for fused silica. For both fused silica and copper, $\dot{U}$ increases with specimen temperature. Higher specimen temperature leads to a steeper temperature gradient and faster heat conduction across the contact, and consequently greater thermal expansion of the shaft. The drift rate seems to follow a nearly linear dependence on the temperature, and a simple linear fit yields a slope of $d\dot{U}/dT = 0.0043$ nm/s·K for fused silica and 0.1198 nm/s·K for copper. The difference in the $d\dot{U}/dT$ values between fused silica and copper reflects their drastically different thermal conductivity, and possibly their very different hardness values as well, since hardness affects the contact area available for heat exchange between tip and sample. This will be discussed in more detail later in the discussion section.

**Unmeasured Details**

With confirmation that the present model can reproduce the experimentally-measured output of hot indentation experiments on copper and fused silica, we now provide a more detailed view of effects that contribute to the measured results, but which are not themselves directly observed in the published experiments. We begin with a detailed examination of the displacement history during an indentation.

During indentation experiments, the displacement measured by the transducer is that at the top of the tip assembly. The displacement at the indenter tip, which is the true indentation depth, is not known and cannot be easily deduced when the tip assembly not only undergoes elastic deformation but also experiences nonuniform thermal expansion. This problem for high temperature nanoindentation might be mitigated by performing indentation tests at very high rates, so that there is little time for heat conduction to occur. However, even so, the discrepancy between the measured displacement and the actual indentation depth might not be able to be completely eliminated. Also, more often than not low loading rates are desired, particularly when the properties of materials under investigation are rate-dependent. Finite element modeling of the kind done here can shed light on this issue, as it can keep track of the tip displacement throughout the indentation process.
We now compare the displacement at the top of the shaft, $U_{\text{shaft}}$, to that at the bottom of the indenter tip, $U_{\text{tip}}$, during indentation at three different loading rates, 1, 4, and 8 mN/s. As rate and temperature effects are coupled in this problem, we further study the rate effect at two different temperatures, 473 and 673 K. The load-displacement curves from these simulations are assembled in Fig. 5(a) and (c) for fused silica and in Fig. 5(b) and (d) for copper. In these figures, $P-U_{\text{shaft}}$ curves are plotted as lines while $P-U_{\text{tip}}$ curves are plotted as open symbols; downward displacement is deemed positive and upward negative. For each material and at each temperature, the $P-U_{\text{tip}}$ curves from the three different rates completely overlap each other. This is expected since $U_{\text{tip}}$ is the true indentation depth and is determined by the applied load, because in this study the material properties are assumed to be independent of rate. In contrast, the behavior of $U_{\text{shaft}}$ is much more complex and exhibits rate dependence as will be discussed below.

During indentation the tip assembly also experiences compressive elastic strain, which is proportional to the applied load. The elastic mechanical strain in the shaft is very small (e.g., it is only about $1.6 \times 10^{-7}$ at a load of 9.5 mN in the absence of thermal effects, and corresponds to a shrinkage of about 1.3 nm in shaft height). In contrast, the compressive strain in the indenter tip is much larger in magnitude (although diamond is much harder than macor), due to the much smaller cross-sectional area in this region. For example, in a mechanical calculation with no thermal effects, at a load of 9.5 mN the elastic strain ranges from $4.4 \times 10^{-5}$ at the top of the diamond tip to $9.5 \times 10^{-3}$ at its bottom; the height of the diamond tip decreases by 12.3 nm. Such compressive strain alone could cause an increase in the downward displacement at the shaft top. Therefore when thermal expansion is trivial, as is the case for indenting fused silica at 473 K, $U_{\text{shaft}}$ would be larger than $U_{\text{tip}}$ due to this mechanical effect, as shown in Fig. 5(a). The difference between them is about 11 nm at the peak load for the 8 mN/s case, and is comparable to the decrease in the height of the diamond tip discussed above. This purely mechanical effect would superimpose upon the normal machine compliance, which is routinely accounted for in experimental studies through calibration.

At lower loading rates or higher specimen temperatures, the shaft experiences greater thermal expansion, which drives the shaft top to move up more with respect to its bottom under load control. Therefore $U_{\text{shaft}}$, the net downward displacement of the shaft top, becomes smaller and the $P-U_{\text{shaft}}$ curves shift to the left in Fig. 5. For example, as shown in Fig. 5(c), as we decrease the loading rate to 1 mN/s and increase the temperature from 473 to 673 K when indenting fused silica, $U_{\text{shaft}}$ is now no longer larger than $U_{\text{tip}}$ and becomes much smaller than $U_{\text{tip}}$ during unloading. When the specimen is copper (which has a much larger thermal conductivity than fused silica),
$U_{\text{shaft}}$ is always much smaller than $U_{\text{tip}}$ due to significant thermal expansion, as shown in Fig. 5(b) and (d). At 673 K, the shaft has expanded so much that eventually $U_{\text{shaft}}$ becomes negative, i.e., the final position of the top of the shaft at the end of unloading is much higher than its initial position prior to loading. The rate dependence of $U_{\text{shaft}}$ shown here also calls for caution when nanoindentation is used to probe the rate effects of materials at high temperatures.

Consistent with prior observations made in connection with Fig. 3(b), loading rate dependency of the total unload drift measured during unload holding is also found in copper, and to a much more significant degree. In the case of copper at 673 K, which exhibits the largest unload drift in this study, the maximum difference in unload drift is about 100 nm across the range of studied rates (unload drift is 378 nm at loading rate of 1 mN/s and 471 nm at 8 mN/s). The contact time between tip and specimen is longer as loading rate decreases, so the temperature rise in the shaft prior to unload holding is more developed. The corresponding $U_{\text{shaft}}$ curves due to loading rate are also in line with this drift dependency. $U_{\text{shaft}}$ becomes smaller as loading rate decreases and in the case of copper at 1 mN/s and 673 K, the slope of the loading curve near the peak load is no longer even positive, and the unloading curve unphysically crosses the loading curve.

The drastic differences between the thermal responses when indenting fused silica and copper can be more easily appreciated by comparing the temperature distribution in the system. Fig. 6 shows the transient temperature along the axisymmetric axis (i.e., at $x = 0$) as a function of $y$, the distance in the loading direction, when indenting fused silica and copper at 673 K with a rate of 4 mN/s. The temperature distributions at four instants are shown: (1) at the end of preload holding, (2) at the peak load, (3) at the beginning of unload holding, and (4) at the end of unload holding. The temperature in the tip assembly is shown in Fig. 6(a) and (b) for the case of indenting fused silica and copper, respectively, and the horizontal axis in these figures is the distance above the bottom of the tip. In both cases, the tip assembly experiences similar histories of temperature change. During the preload period the tip end achieves thermal equilibrium with specimen and maintains equilibrium during the entire indentation process. This observation is in line with prior arguments that the near-contact region of a diamond tip should be able to attain equilibrium with a heated sample, especially since the preload hold in this study is one hour—equal to the thermal equilibration time reported experimentally [10] and used as a standard for preheat equilibration of the system in other subsequent studies [1,7,13,16,25].

After the indentation begins in earnest, the temperature in the shaft, behind the diamond tip, continues to rise during loading, unloading and unload holding. For example, the temperature at a point 500 µm above the tip end
rises by about 1 K for the case of fused silica but much more than 20 K for the case of copper by the end of unload holding. For all four times shown in Fig. 6, temperature decreases with distance along the shaft, and eventually converge to 293 K at the top of the shaft (not shown in Fig. 6(a) and (b)). Since the temperature rise in the shaft is directly responsible for the drift displacement (and specifically, the temperature increase during unload holding accounts for the experimentally measured unload drift), these differences explain the drift results seen earlier in Fig. 4. We will discuss this in greater length in the section that follows.

**Discussion**

The above simulation results represent an important validation of proposals in the literature regarding drift and other thermal issues in hot nanoindentation, especially as regards the special case of indentation in vacuum. As discussed in detail in the experimental paper of Trenkle et al. [11], vacuum removes a major conduit of heat transfer between tip and sample, namely convective transport through the surrounding medium. As a result, the tip only experiences heating through a small conductive contact with the specimen, and this leads to various negative results anticipated by Trenkle et al. [11].

Specifically, the differences between actual and apparent indentation depth arise from thermal expansion of the tip assembly. There is little drift before the indentation begins, because the whole tip assembly becomes thermally stable during 1 hour of preload at 2 µN. However, upon indentation the contact area rises rapidly, as does heat transfer into the tip and concomitant thermal expansion. Drift during unload holding is especially problematic because of the large contact area of the residual impression. Trenkle et al. [11] described the thermal drift \( U \) as a function of holding time, temperature, materials properties, and contact area, based upon which we can write the average drift rate \( \dot{U} \) during unload holding from \( t = 0 \) to \( t_0 \) here:

\[
\dot{U} = B \cdot \frac{\alpha_{shaft}}{\sqrt{D_{shaft}}} \cdot \frac{1}{\sqrt{t_0}} \cdot \left[ T_{specimen} - T_{shaft}^{t=0} \right]
\]

where \( \alpha_{shaft} \) is the thermal expansion coefficient of the shaft. The thermal diffusivity \( D = k / (\rho C_p) \), with \( k \) being the thermal conductivity, \( \rho \) the density, and \( C_p \) the specific heat capacity. \( A_{shaft} \) is the cross-sectional area of the shaft. \( A_c \) is the contact area and is determined from \( A_c = 24.5h^2 \), where \( h \) is the true indentation depth (i.e., \( h=U_{tip} \)). This equation was originally derived [11] based on sudden one-dimensional thermal contact between two semi-infinite
bodies at different temperatures, and here we have replaced the original constant $\frac{2}{\sqrt{\pi}}$ with a scaling parameter $B$ to account for the geometric and mechanical complications of the true indentation contact problem.

Equation (2) captures the linear dependence of the average drift rate $\dot{U}$ on $T_{\text{specimen}}$. With $T_{\text{shaft}}(t = 0) = 293$ K and $t_0 = 10$ s, we fit the data in Fig. 4 that plots $\dot{U}$ as a function of $T_{\text{specimen}}$ to Equation (2), and obtain $B = 2.94$ for fused silica and $B = 4.27$ for copper respectively; these fitting results are plotted as solid lines in Fig. 4. These lines appear slightly non-linear because the contact area $A_c$ in Equation (2) is not a constant but rather is dependent upon temperature as a result of the temperature-dependent mechanical properties used in the model. The fitted values for the constant $B$ for the two materials are reasonably close together, and in fact it may be convenient to use a single value of $B$ that reasonably represents both. Best fitting of both data sets together yields $B = 3.38$, which as shown in Fig. 4 with dotted lines slightly overestimates the drift in fused silica, and slightly underestimates it in copper. In any event, the fitted values of $B$ are significantly higher than the constant emerging from the model of Trenkle et al., $B = \frac{2}{\sqrt{\pi}}$ [11], the predictions of which are also included in Fig. 4 as dashed lines; the difference is about a factor of three, which is a reflection of the added dimensions for heat transfer in the 3D model, and the superposition of heat flow along them. Equation (2) also explicitly shows that $\dot{U}$ increases with $\alpha_{\text{shaft}}$, $D_{\text{shaft}}$, $D_{\text{specimen}}$, and $A_c$, but decreases with larger $A_{\text{shaft}}$ and longer holding time $t_0$.

As $\sqrt{A_{\text{shaft}}/(D_{\text{specimen}}A_c)}$ is on the order of $10^6$ s$^{-1/2}$ m$^{-1}$ and $10^5$ s$^{-1/2}$ m$^{-1}$ when the specimen is fused silica and copper, respectively, it is several orders of magnitude higher than $1/\sqrt{D_{\text{shaft}}}$ which is only about 1168 s$^{-1/2}$ m$^{-1}$. Therefore to a reasonable approximation, Equation (2) may be simplified as:

$$\dot{U} = B \cdot \frac{\alpha_{\text{shaft}} D_{\text{specimen}}}{\sqrt{A_c A_{\text{shaft}} t_0}} \cdot \left[ T_{\text{specimen}} - T_{\text{shaft}}(t = 0) \right]$$

(3)

Since $\sqrt{D_{\text{Cu}}/D_{\text{SiO}_2}} \approx 10.8$ and for the unload holding conditions, $h_{\text{Cu}}/h_{\text{SiO}_2} \approx 1.8$, we obtain $(h_{\text{Cu}}\sqrt{D_{\text{Cu}}})/(h_{\text{SiO}_2} \sqrt{D_{\text{SiO}_2}}) \approx 19.9$. This value is consistent with the ratio (which is $\sim 21.7$) between the average unload drift rates of copper and fused silica in all the present simulations at elevated temperatures (see Fig. 4).

It is very encouraging that the present, more sophisticated FEM model can reproduce the same trends noted by Trenkle et al. [11] both in their experimental data and in their simple analytical heat transfer analysis. Our
conclusions therefore echo those of Trenkle et al., namely that exaggerated drift is a problem endemic to hot indentation if there is any scope for heat transfer into colder components in the load train. This is particularly so in a vacuum environment, where thermal equilibrium between tip assembly and specimen is difficult to establish. Trenkle et al. [11] proposed the use of a shaft material with very low or zero thermal expansion coefficient to reduce this effect, and showed significant improvements with such a tip assembly.

It is also of concern that in a vacuum indentation experiment the specimen temperature near the contact zone can be significantly different than the nominal setpoint. Because of the heat transfer from the hot specimen to the cold tip, the temperature in the specimen near contact is lower than the set point temperature desired. Fig. 6(c) and (d) show the temperature distribution in fused silica and copper at $x = 0$ beneath the contact when the set temperature is 673 K and the loading rate is 4 mN/s, and the horizontal axis is the distance below the initial top surface of the specimen. Since the actual specimen top surface is lower than its initial position during indentation, the data in Fig. 6(c) and (d) do not start at zero distance except for the curves representing the temperature at the end of preload. The specimen top already experiences temperature drop at the end of preload, and the drop is particularly pronounced in fused silica. At the peak load, the temperature at contact is only about 300 K in fused silica and is about 620 K in copper; even at distances as far as 2 µm below contact, the temperature is only about 540 K in fused silica and 650 K in copper.

To reveal the size of the affected zone, we further plot in Fig. 7(a) and (b) contours of temperature at the peak load in fused silica and copper, respectively. What is important to remember in this context is that Fig. 7 show only a cross-section of the full volume of interest in the test. When the temperature is volume-averaged over the plastic zone, the effect of near-contact cooling can be more properly assessed. As a first simple approach, we take the plastic zone as the hemispherical region within a radius of 1.9 times the contact half-length [46–48]. The plastic zone radius is about 1.4 µm for fused silica and 1.9 µm for copper. We compare the average plastic zone temperature with the setpoint temperature in Fig. 8.

The difference between the “true” plastic zone temperature and the setpoint is actually subtle in the case of copper, owing to the high thermal conductivity of the sample and its ability to “back-fill” heat lost to the tip. In the case of copper and high conductivity materials like it, we conclude that although there may be regions locally cooled near the contact, the true test temperature, when averaged over the plastic zone, can be considered close to the corresponding set temperature, with an error bar of order ~5 %.
In the case of a low conductivity material like fused silica the opposite situation seems to develop. Although the amount of drift resulting from heat transfer into the tip is lower (cf. Fig. 4), the low sample conductivity leads to significant thermal gradients in the sample near the contact (Figs. 6-8). For example, when the set temperature is 673 K, the calculated average temperature over the plastic zone is 402 K for fused silica (about 270 K difference). Fig. 8 suggests that over the range of test temperatures examined here, the error on the true test temperature is about -40 % for fused silica. It is hoped that in future work the present model could be used to design a test paradigm in which some indentations are used to first heat the shaft sufficiently that a subsequent indentation may accurately sample the intended sample temperature.

Other authors have proposed separate heating systems for tip and sample [13,20,49–51] and this approach should be given special attention for indentation in vacuum as a means of overcoming the exaggerated drift rates of Equation (2). In a gas atmosphere the experiments of Trenkle et al. [11] offer significant evidence that the tip is more evenly heated by its mere proximity to the hot sample, owing to increased convective transport of heat between sample and tip. A detailed numerical analysis including such effects remains to be conducted; this represents a key direction for future finite element modeling. The fact that such a model can faithfully reproduce results from a vacuum environment is regarded as an important first step towards eventually addressing such complex situations.

Conclusions

We have investigated high temperature nanoindentation testing using a finite element model with consideration of heat transfer, which offers insights on complexities that generally cannot be measured in experiments, including drift and the true penetration depth, and temperature gradients in the tip assembly and in the sample near the contact zone. The model is specifically relevant only to indentation in a vacuum, and the salient conclusions are listed below:

1. The proposed model is able to reproduce all of the available experimental observations on vacuum hot nanoindentation for two very different materials (copper and fused silica). The agreement with experiment is good in terms of load-displacement curves, thermal drift kinetics and temperature dependence. Heat conduction into the cold tip assembly from the hot specimen is the major factor inducing thermal drift for hot nanoindentation in a vacuum environment.
2. Under vacuum, the only heat transfer from sample to tip occurs via the mechanical contact point, and this leads to two undesirable effects. First, this causes exaggerated thermal drift that is a complex function of the test history, because the contact area changes as the sample is plastically deformed. We are able to track and analyze this complex drift for the first time with the proposed model. In a simplified setting, as during a constant-load holding period, the drift is more predictable, and here we use the modeling results to successfully calibrate the simple one-dimensional model of Trenkle et al. [11] to this situation. Second, heat transfer between the cold tip and hot specimen causes undesired specimen cooling near the contact region. This increases the error bar on the test temperature, only somewhat for a high conductivity material like copper (~5%), but by a large amount (~40%) in a low conductivity material like fused silica.

3. Our study supports proposals in the literature for improved high-temperature nanoindentation testing, including, e.g., separate tip heating or operation in a gas atmosphere for thermal equilibrium between tip and specimen, and the use of a tip assembly with very low or zero thermal expansion coefficient to suppress artificial drift displacements.

Most of the materials phenomena that are studied by nanoindentation, including plasticity, phase transformation, shear localization, etc., are thermally activated phenomena. The use of high-temperature nanomechanical testing is therefore expected to rise in the coming years. The use of combined thermal and mechanical models such as the one proposed here can help to better deconvolve thermal and mechanical effects, to analyze and interpret experimental signals, and to design test paradigms appropriate to a given test material.
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FIG. 1 (Color online) (a) Schematics of the nanoindentation system including the specimen, indenter tip and the shaft that are joined together by braze alloy, as well as their dimensions. (b) Close-up views of the fine mesh near the contact region and the geometry of the indenter tip.
FIG. 2 Load function used in this study. The loading history includes a preload holding at 2 $\mu$N for 3600 s and a unload holding at 20% of the peak load for 10 s.
FIG. 3 (a) Comparison between the load-displacement curves obtained from experimental and modeled indentation on fused silica at a set temperature of 593 K using a loading rate of 4 mN/s. Displacements from modeling are those at the top of the shaft. (b) Thermal drift as a function of time extracted from (a), as well as additional results from modeled indentation at 1 mN/s and 8 mN/s.
FIG. 4 Thermal drift rate as a function of specimen temperature from FEM (filled symbols) and experiments (open symbols) at a rate of 4 mN/s for (a) fused silica and (b) copper. The lines in each figure are the predictions of Equation (2) with different values of constant $B$. 
FIG. 5 Load – displacement curves at three different rates from FEM for the case of (a) fused silica at a set temperature of 473 K, (b) copper at a set temperature of 473 K, (c) fused silica at a set temperature of 673 K and (d) copper at a set temperature of 673 K.
FIG. 6 (Color online) Temperature distribution along the axisymmetric axis (i.e., $x = 0$ above and below the center of contact) in both the tip assembly (the three different colored zones represent the tip, braze and shaft respectively) and the specimen at a set temperature of 673 K. The loading rate used is 4 mN/s in all cases.
FIG. 7 (Color online) Contour plots of temperature in (a) fused silica at the peak load of 9.5 mN and (b) copper at the peak load of 3 mN right beneath and around contact. The initial specimen temperature is set to be at 673 K for both, and both indentations are carried out at a rate of 4 mN/s.
FIG. 8 Comparison between average plastic zone temperature at the peak load with the set temperature for fused silica and copper; all data points are acquired at a loading rate of 4 mN/s
### TABLE 1 Materials properties used in this study.

| Materials       | Macor (Shaft) | Titanium (Braze) | Diamond (Tip) | Fused silica (Specimen 1) | Pure copper (Specimen 2) |
|-----------------|---------------|------------------|---------------|---------------------------|--------------------------|
| Elastic modulus (GPa) | 66.9 [38]     | 115 [39]         | 1140[1-1.03×10^4(T-293)][41] | 75.93-3.94e^1(T-273)/[136,23] | 129.42-5.34×10^2T [11] |
| Poisson's ratio | 0.29 [38]     | 0.33 [39]        | 0.07 [42]     | 0.17 [43]                  | 0.33 [44]                |
| Yield stress (GPa) | X             | X                | X             | [9.25-2.81×10^3(T-273)]/1.5 [11] | [1.03-9.53×10^4(T-273)]/3 [11] |
| Thermal conductivity (W/mK) | 1.46 [38]     | 20 [40]          | 2400 [30]     | 0.97+1.26×10^3T [43] | 420.71-6.89×10^2T [45] |
| Density (g/cm³) | 2.52 [38]     | 4.50 [40]        | 3.51[42]      | 2.2 [43]                   | 8.96 [42]                |
| Thermal expansion coefficient (1/K) | 9.3×10^-6 [38] | 8.4×10^-6 [40] | 1.2×10^-6 [42] | 5.5×10^-7 [43] | 16.5×10^-6 [42] |
| Specific heat capacity (J/kgK) | 790 [38]      | 523[40]          | 509 [42]      | 772 [43]                   | 385 [42]                |
| F value (MPa)  | X             | X                | X             | 0                          | 1139.15-1.31T [35] |
| n value        | X             | X                | X             | X                         | 0.62-2.21×10^4 T [35] |
