Top-DB-Net: Top DropBlock for Activation Enhancement in Person Re-Identification
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Abstract—Person Re-Identification is a challenging task that aims to retrieve all instances of a query image across a system of non-overlapping cameras. Due to the various extreme changes of view, it is common that local regions that could be used to match people are suppressed, which leads to a scenario where approaches have to evaluate the similarity of images based on less informative regions. In this work, we introduce the Top-DB-Net, a method based on Top DropBlock that pushes the network to learn to focus on the scene foreground, with special emphasis on the most task-relevant regions and, at the same time, encodes low informative regions to provide high discriminability. The Top-DB-Net is composed of three streams: (i) a global stream encodes rich image information from a backbone, (ii) the Top DropBlock stream encourages the backbone to encode low informative regions with high discriminative features, and (iii) a regularization stream helps to deal with the noise created by the dropping process of the second stream, when testing the first two streams are used. Vast experiments on three challenging datasets show the capabilities of our approach against state-of-the-art methods. Qualitative results demonstrate that our method exhibits better activation maps focusing on reliable parts of the input images. The source code is available at: https://github.com/RQuispeC/top-dropblock.

I. INTRODUCTION

Person Re-Identification (ReID) aims to match all the instances of the same person across a system of non-overlapping cameras. This is a challenging task due to extreme viewpoint changes and occlusions. It has various applications in surveillance systems and it has gained a lot of popularity in the context of computer vision, where new scenarios of this task have been developed recently [1]–[3].

Numerous approaches have been proposed using person-related information, such as pose and body parts [4]–[8]. However, ReID datasets only provide ID labels. Thus, these methods rely on other datasets proposed for related tasks during the training. This dependency introduces further errors in predictions and motivates the creation of general methods that do not learn from outer information.

In this paper, we introduce the Top DropBlock Network (Top-DB-Net) for the ReID problem. Top-DB-Net is designed to further push networks to focus on task-relevant regions and encode low informative regions with discriminative features.

Our method is based on three streams consisting of (i) a classic global stream as most of the state-of-the-art methods [4]–[10], (ii) a second stream drops most activated horizontal stripes of feature tensors to enhance activation in task-discriminative regions and improve encoding of low informative regions, and (iii) a third stream regularizes the second stream avoiding that noise generated by dropping features degrades the final results.

As a result of our proposed method, we can observe in Figure 1 that the activation maps [11] generated by our baseline, focus both on body parts and background, whereas Top-DB-Net focus consistently on the body with stronger activation to discriminative regions.

Fig. 1: Comparison of activation maps generated by the proposed method and a baseline [9]. The first column shows the input images, the second and fourth columns present the activation maps that overlap the input images, and the third and fifth columns show a mask generated by thresholding the activation maps.

Contrasting our Top-DB-Net with BDB Network [9], there are three differences: (i) instead of dropping random features, our method drops only features with top (the largest) activations, which stimulates the network to maintain performance using only features with inferior discriminative power (the lowest

1We use the terms remove and drop interchangeably to indicate that a tensor region has been zeroed out.
Our drop mask

Our work follows the concept of attention in their pipeline. Thus, their approaches expect networks to learn to focus on discriminative regions and encode those parts. However, assuming that the availability of consistent discriminative regions may introduce errors, since occlusions are a major problem in the context of ReID due to drastic view changes.

The discriminative regions that can be used to match two people may not be available in all instances, such that the approaches require to maintain performance without relying on the availability of high discriminability regions or, in other words, being able to encode richer information from less discriminative regions. In this sense, we propose a method that aims to simulate this scenario by dropping top activated (most discriminative) regions and reinforcing the network to perform ReID with only less discriminative regions available.

To further improve ReID performance, literature have proposed re-ranking [23], [31] and augmentation [32], [33] approaches. The former methods can improve ReID results by a huge margin, which makes it unfair to compare pipelines using them against pipelines not using them. Therefore, since various state-of-the-art methods report results with and without re-ranking, our comparison to them is made separately for these two scenarios.

III. PROPOSED METHOD

This section describes our Top DropBlock Network (Top-DB-Net) for addressing the ReID problem. We first introduce our baseline based on BDB Network [9]. Then, we present...
each of the three streams of our Top-DB-Net and the loss functions used to train our model. The combination of these streams leads to improvements in the final performance and activation maps.

A. Baseline

We decided to use BDB Network [9] as the baseline for our proposal because of its similarity with our approach. BDB Network uses ResNet-50 [34] as backbone as in many ReID works, however, a slight variation is made by removing the last pooling layer. Thus, a larger feature map is obtained, more specifically, with a size of $2048 \times 24 \times 8$.

On top of the backbone, two streams are used. The first stream, also known as global stream, appends a global average pooling layer to obtain a 2048-dimensional feature vector. Then, a $1 \times 1$ convolution layer is used to further reduce the dimensions. The second stream, named as Batch DropBlock, randomly removes regions on training batches. We denote this dropping module as Batch DropBlock. Then a global maximum pooling layer is appended by creating a 2048-dimensional feature vector. A maximum pooling helps to dismiss the effect of dropped regions. Finally, a fully connected layer is used to reduce the feature vector to 1024 dimensions.

Batch DropBlock is defined to remove a region of a pre-established size based on a ratio of input images. Since BDB Network [9] reports the best results in regions with a third of height and the same width as the feature map, our Top DropBlock is defined specifically for the same scenario, this is, removing horizontal stripes.

B. Top-DB-Net

Our proposed network shares the same backbone as the baseline. Global, Top DropBlock and regularizer streams (Figure 3) are then appended. Global streams aim to extract general features directly from the backbone, following various previous approaches [4], [9], [10]. The Top DropBlock stream appends two BottleNeck layers [34] to the backbone stream and removes horizontal stripes from the most activated regions in order to push the network to maintain discriminability with less relevant data.

Given a training batch of $n$ images, the most activated (the most informative) stripes are defined for each image independently: the backbone outputs $n$ feature maps $F$ of size $c \times h \times w$, where $c$, $h$ and $w$ indicates channels, height and width respectively. We transform $F$ into an activation map $A$ based on the definition proposed by Zagoruyko et al. [11]:

$$A = \sum_{i=1}^{c} |F_i|^p$$  \hspace{1cm} (1)

where $F_i$ represents every tensor slide of size $h \times w$. Assuming that $p > 1$ by definition [11], we will see that $p$ value is not relevant to our approach.

Based on $A$, we define the relevance $R$ of each stripe $r_j$ as the average of the values on row $j$:

$$r_j = \frac{\sum_{k=1}^{w} A_{j,k}}{w}$$  \hspace{1cm} (2)
Finally, we can zero out rows with the largest \( r_j \) values. We denote this module as Top DropBlock. For the dropping process, we create a binary mask TDM, named Top Drop Mask, of size \( c \times h \times w \) for every feature map \( F \) and apply the dot product between TDM and \( G \), where \( G \) is a tensor with the same size as \( F \), which is the result of applying two BottleNeck layers [34] on \( F \):

\[
\text{TDM}_{i,j,k} = \begin{cases} 
0, & \text{if } r_j \in \text{the largest values} \\
1, & \text{otherwise}
\end{cases}
\]

such that \( 1 \leq i \leq c \) and \( 1 \leq k \leq w \).

It is worth mentioning that, from Equations 1 to 2, \( r_j \) can be expressed as:

\[
\sum_{i=1}^{c} \sum_{k=1}^{w} |F^{p}_{i,j,k}| + 1
\]

Thus, the value of \( p \) is not relevant because \( |x|^p \leq |x|^{p+1} \) for every \( p > 1 \) and we use \( r_j \) specifically for ranking.

Due to the \(|.|\) function in the \( r_j \) definition, the most relevant stripes represent areas in \( F \) with values besides zero, both positives and negatives. We can consider those to hold more discriminative information. By removing them, we push the network to learn to distinguish between samples with less available information, thus enhancing its capabilities to encode low discriminative regions. However, if the dropped regions are too large, Top DropBlock can create noise in \( G \) due to false positives generated by removing regions that represent unique regions between different ID inputs.

To alleviate this problem, we propose a regularizer stream that will help maintain performance based on the multi-task principle [12]. This stream is only used in the training. It appends a global average pooling layer to \( G \) and is then trained for ReID. Thus, it encourages \( G \) to keep the information relevant to the ReID.

The loss function used for the three streams is the cross entropy loss with the label smoothing regularizer [35] and triplet loss with hard positive-negative mining [36]. During the testing process, the output of global and Top DropBlock streams are concatenated.

IV. EXPERIMENTAL RESULTS

This section describes and discusses the main aspects related to implementation details, validation protocols and experimental results. An ablation study is carried out to analyze the effects of the Regularization and Top DropBlock streams on the Top-DB-Net. Then, we compare the results to our baseline and discuss the effects of our dropping top activation during the learning process. Finally, we compare our method to state-of-the-art approaches.

A. Implementation Details

All our experiments were conducted on a single Tesla v100 GPU. Due to this, we updated two items in the baseline code:

\footnote{We used author’s [9] original source code available at https://github.com/daizuo PMID-batch-DropBlock-network}

(i) we trained it with batch size of 64, instead of 128, and (ii) we reduced the learning rate by a factor of 0.5 × because of the “linear scaling rule” [37] to minimize the effects of training with smaller batch size.

During the training step, input images are resized to \( 384 \times 128 \) pixels and augmented by random horizontal flip, random zooming and random input erasing [38]. As mentioned previously, our Top DropBlock stream removes horizontal stripes, thus width dropping ratio is 1. Following our baseline configuration, we use a height drop ratio of 0.3. During the testing step, no drop is applied.

Top-DBD-Net follows the same training setup than our baseline, based on Adam Optimizer [39] and a linear warm-up [37] in the first 50 epochs with initial value of \( 1 \times 3 \), then decayed to \( 1 - e^4 \) and \( 1 - 2^5 \) after 200 and 300 epochs, respectively. The training routine takes 400 epochs. Due to the randomness of the drop masks used in our baseline and the methods used for data augmentation, we performed each experiment 5 times and reported the mean and standard deviation. This will allow for a fairer comparison between our method, baseline and ablation pipelines.

To combine cross entropy loss with label smoothing regularizer [35] and triplet loss with hard positive-negative mining [36], we used the neck method [10].

![Fig. 4: Activation maps for Top-DB-Net in two images at different epochs. The number below the images indicates the epoch.](image)

B. Datasets

We evaluate our framework on three widely used datasets. DukeMTMC-ReID dataset [24], [25] has hand-drawn bounding boxes with various backgrounds of outdoor scenes. Market1501 dataset [22] aims to simulate a more real-world scenario and was generated through the Deformable Part Model (DPM) [40]. CUHK03 dataset [13] exhibits recurrently missing body parts, occlusions and misalignment; we tested its two versions: detected (CUHK03 (D)) and labeled (CUHK03 (L)).

For training and testing, we follow the standard train/test split proposed by the dataset authors [13], [24], [25], [40].
In the case of CUHK03, we use the new partition [23] of 767/700, which makes this dataset more challenging. Results for each dataset are based on mean Average Precision (mAP) and Cumulative Matching Curve (CMC), more specifically, rank-1.

C. Ablation Study

We evaluate the effects of Top DropBlock and Regularization streams. Furthermore, we discuss the effects of Top DropBlock during the learning process and compare it to our baseline.

1) Influence of the Top DropBlock Stream: In this section, we aim to analyze the effect of our Top DropBlock stream. We train Top-DB-Net by removing the DropBlock stream and maintaining the global and regularization streams using the two Bottleneck layers. We refer to this version as no-drop Top-DB-Net. During testing, we concatenate the output of global and regularization branches because both streams are trained with the same loss function. Results for this comparison are shown in Table I.

In all datasets, we can see that removing the Top DropBlock stream decreases performance, which is also true for the standard deviation. On the Market1501 [22] and DukeMTMC-ReID [24], [25] datasets, the difference is usually less than 1% for mAP and rank-1. However, on the CUHK03 [13], [23] dataset, we can observe significant differences: performance decreases 4.7% in mAP and 5.6% in rank-1 on CUHK03(L) and decreases 4.8% in mAP and 5.4% in rank-1 on CUHK03(D).

The difference in effects between datasets may be related to the fact that CUHK03 is a more challenging benchmark. This same pattern is repeated when analyzing the effect of our Regularization stream and baseline.

These results are expected because the global and regularization streams follow the same optimization logic: push the backbone to encode relevant ReID information from the input images. On the other hand, when we use our Top DropBlock stream, we further encourage the backbone to recognize relevant regions and learn to describe less informative regions with richer features.

2) Influence of the Regularization Stream: In this section, our goal is to show that the regularization stream, in fact, helps to deal with the noise generated by the dropping step. For this purpose, we train a version of the Top-DB-Net without this stream, named no-reg Top-DB-Net and compare it to the proposed Top-DB-Net. We can see in Table I a clear difference when using the regularization stream.

Using our regularization stream, we observe improvements of 1.9% and 1% for mAP and rank-1, respectively, on Market1501 dataset [22]. DukeMTMC-ReID [24], [25] also shows improvements of 2.4% for mAP and 1.4% for rank-1. Similar to previous ablation analysis, the most substantial changes are for CUHK03 [13], [23]: we can observe improvements of 4.8% for rank-1 and 4% for mAP on CUHK03(L), and 3.8% for rank-1 and mAP on CUHK03(D).

3) Random DropBlock vs Top DropBlock: Results in Table I show that our Top-DB-Net is better than our baseline in almost all metrics. The only metric with similar performance is mAP for DukeMTMC-ReID. The biggest differences are again on CUHK03 [13], [23] dataset, with up to 4.7% improvement for rank-1 and 3.2% for mAP when using our Top-DB-Net. To further understand the difference in performance, we explore activation maps and their relation with the core of our method and the baseline: DropBlocks. Figure 5 shows the differences between the two dropping methods.

In Figure 6, we compare the evolution of rank-3 at different epochs for our Top-DB-Net and baseline. We also show the evolution of the activation maps. This example shows that our Top DropBlock improves the dispersion of activation maps in the foreground and the feature extraction from images. At 120th epoch, the activations of the query are similarly spread over the upper body and feet, both in the baseline and our method. However, we can see that, in the gallery, our method is better spread across the lower body, causing Top-DB-Net to incorrectly obtain rank-1/2, confusing a person who shares pants similar to the query. At 240th epoch, we can see that
Fig. 6: Comparison of activation and rank-3 evolution. The top and bottom sets show images for our baseline and our proposed method, respectively. We can see that using Top DropBlock, instead of Random DropBlock, makes the activations more spread out over the person, which helps to create a better feature representation. Correct results are highlighted in green, whereas incorrect results are highlighted in red.

the baseline activations for the query have barely changed. Moreover, because it focuses only on the upper-body and feet, it is confused with images of a person with a similar upper body, but wearing a squirt with similar color instead of pants. On the contrary, our Top-DB-Net changed its activations for the query between 120th and 240th epochs, and also focuses on the lower body.

For this specific example, this is because our Top DropBlock removes the upper body regions and pushes the backbone to learn from the lower body since the 120th epoch, which helps to correctly match rank-1/2/3. It is also possible to notice that, because our Top DropBlock pushes the network to describe low informative regions with rich features, at 240th epoch, our network has better features to describe lower body regions, so it fixes rank-1/2 errors of 120th epoch. Finally, at 400th epoch, the baseline has still changed very little the distribution of its activations and still focuses only on the upper body and feet. It is able to obtain correct rank-2. On the other hand, our method still focuses on the entire body, retrieves the same correct baseline rank-2 and offers more similarity\(^3\) to two images that show a strong viewpoint change and occlusions. This shows the improvement of the feature discriminability between 240th and 400th epochs.

Activation plots are useful for the interpretability of networks. In our case, our plots are generated following Equation 1. This equation is also used to define our Top DropBlock and Top Drop masks. This shows that the same tool used for interpretability can also be applied during the learning process to enhance discriminability (Table 1). In addition to quantitative improvements, we observe a clear improvement in the quality of regions where backbone is concentrated. As shown in Figures 4 and 6, there is a consistent and significant activation improvement between 120th and 240th epochs, when they start to focus on broader body parts. From 240th to 400th epochs, we can see that the activations become more stable and well spread out in the foreground, but with an enhanced discriminability. We use the activation definition of Zagoruyko et al. [11] because it adjusts to our network pipeline and drop objective. However, there is a previous work for ReID [45] that uses CAM [49], an activation definition that introduces weights for each channel to enhance the scope of network activation. Previous literature and our findings suggest that methods used

\(^3\)Shortest Euclidean distance between features from query and gallery images.
for interpretability may be useful to improve ReID and network activation in general.

D. State-of-the-Art Comparison

Our method focuses on ReID using information extracted only from input images. Thus, in our comparison to the state-of-the-art, we consider methods in a similar way, for instance, Zhu et al. [50] used the camera ID and Wang et al. [51] used the image time-stamp during training. This extra information may bias the models to learn the mapping between the camera and views or the time needed for a person to move from different viewpoints, instead of extracting reliable information from images, so that they are not included in our comparison. Table II shows a comparison between our method and state-of-the-art approaches. We compare the results separately when using re-ranking [23].

Our results are among the top-6 results for both mAP and rank-1 on Market1501. We have a similar performance for rank-1 on DukeMTMC-ReID, however, for mAP, we achieved results comparable to state-of-the-art methods, such as OSNet [27], CAMA [45] and IANet [29]. We obtained the second best rank-1 on CUHK03(L), third best mAP on both versions of CUHK03 and fourth best rank-1 on CUHK03(D). When using re-ranking, our method achieved state-of-the-art results on CUHK03(L) and fourth best rank-1 on CUHK03(D) in both mAP and rank-1, as well as best results for rank-1 on DukeMTMC-ReID, second best mAP on DukeMTMC-ReID and second best on Market1501 in both mAP and rank-1.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we introduced Top-DB-Net, a network for the person re-identification problem based on Top DropBlock. Top-DB-Net encourages the network to improve its performance by learning to generate rich encoding based on low informative regions. It consists of three streams: a global stream that follows standard feature encoding for the backbone, the Top DropBlock that pushes the network to maintain its performance while using less discriminative regions by dropping most activated parts of the feature map, and a regularization stream that helps to deal with the noise created by the dropping process.

Extensive experiments conducted on three widely datasets demonstrated the power of our method to achieve competitive results and its capability to generate better activation maps than competing methods. Moreover, our results suggest that methods proposed for interpretability of activation maps can help during training in ReID.

As directions for future work, we expect to extend the definition of Top DropBlock to various dropping ratios, instead of only horizontal stripes. Furthermore, we intend to encode higher level features (for instance, gender) and analyze their impact on the ReID task.
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