ENTIRE LARGE SOLUTIONS FOR SEMILINEAR ELLIPTIC EQUATIONS
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Abstract. We analyze the semilinear elliptic equation $\Delta u = \rho(x)f(u)$, $u > 0$ in $\mathbb{R}^D$ ($D \geq 3$), with a particular emphasis put on the qualitative study of entire large solutions, that is, solutions $u$ such that $\lim_{|x| \to +\infty} u(x) = +\infty$. Assuming that $f$ satisfies the Keller-Osserman growth assumption and that $\rho$ decays at infinity in a suitable sense, we prove the existence of entire large solutions. We then discuss the more delicate questions of asymptotic behavior at infinity, uniqueness and symmetry of solutions.
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1. Introduction

We investigate the semilinear elliptic equation

\[ \Delta u = \rho(x)f(u), \quad u > 0 \text{ in } \mathbb{R}^D \ (D \geq 3), \]

where \( \rho, f \) are positive quantities, satisfying general growth assumptions to be specified in the following. The above equation appears naturally in a number of interesting contexts which we recall now.

The link between semilinear elliptic equations and conformal geometry has been known for a long time (see e.g. the seminal work of H. Yamabe [25], as well as the lecture notes of E. Hebey [12]): when \( f(u) = u^{D+2} \), the solvability of (1.1) is equivalent to the existence of a conformal metric on the Euclidean space \( \mathbb{R}^D \), with prescribed scalar curvature \( K = -\rho \). Up to a dilation, the corresponding conformal factor is the quantity \( \varphi = u^{\frac{4}{D-2}} \).

For the study of this equation, see e.g. W.-M. Ni [18], Y. Li and W.-M. Ni [16], and K.-S. Cheng and W.-M. Ni [4].

It is also known that properties of random systems of branching particles are related to semilinear elliptic equations of the form (1.1), when \( f(u) = u^p, \ 1 < p \leq 2 \). See the pioneering work [7] of E.B. Dynkin, as well as the review paper of J.F. Le Gall [15]. When \( \rho \) is bounded, the parabolic version of (1.1) is the log-Laplace equation of a measure-valued branching process \( (X_t) \), known as a catalytic super-Brownian motion. Several properties of \( (X_t) \) can be derived from the study of (1.1). For example, the process has compact global support (that is, the closure of the union of the supports of all measures \( X_t, t \geq 0 \) is almost surely compact) if and only if (1.1) fails to be solvable. See J. Engl"andler and R. G. Pinsky [9] and Y.-X. Ren [21].

From the PDE perspective, the classification of solutions to (1.1) (in particular, questions of existence, uniqueness, radial symmetry, and asymptotic behavior at infinity) is of interest, also because it can provide information, such as \textit{a priori} estimates on solutions to the same equation, posed in an arbitrary proper domain of Euclidean space. See the seminal paper of J.B. Keller [13] and the introduction of A. Olofsson in [19] for the case \( \rho \equiv 1 \), as well as S. Taliaferro’s work [23, 24] and the references therein, for more general situations.

Finally, from the point of view of exponential asymptotics, \textit{entire large solutions} (ELS, for short), that is, solutions such that

\[ \lim_{|x| \to +\infty} u(x) = +\infty, \]

provide an interesting example where the function \( u \) is no better in general than the Borel sum of a factorially divergent series, while the inverse mapping \( r = r(u) \) of a radial ELS \( u = u(r) \) turns out to be, at least in some cases, the sum of a convergent but \textit{abstract} asymptotic expansion. To illustrate this, consider the case where \( \rho(x) = |x|^{2-2D} \) and \( f(u) = u(\ln u)^4 \). If \( u = u(r) \) is a radial ELS, then \( v(t) = u(r) \) with \( t = r^{2-D} \) solves the
autonomous ODE
\[ v'' = \frac{1}{(D-2)^2} f(v) \]
and blows up at \( t = 0 \). A formal calculation leads to the asymptotic expansion
\[ v \sim e^{1/t} \sum a_k t^k, \]
where the coefficients \( a_k \) exhibit factorial divergence. It can be proved that the above series is Borel summable. Furthermore, if \( \tilde{v} \) denotes its Borel sum, \( v - \tilde{v} \) is exponentially small. Instead, if one tries to expand \( t \) as a function of \( v \), one recovers a convergent power series in the unknown \( z = (\ln v)^{-1} \).

A remarkable fact is that such a convergent asymptotic expansion can be obtained for any nonlinearity \( f \) satisfying the Keller-Osserman growth condition (see (KO) below). Each term in the expansion is “abstract” i.e. computed in terms of iterated antiderivatives of \( f \). See the work [5] by O. Costin and one of the authors for a similar situation.

Now, let us turn to the structural assumptions made on the data \( f \) and \( \rho \).

• First, we restrict our attention to the case where \( \rho, f > 0 \): it is well known that the analysis of the PDE (1.1) is radically different under different sign assumptions on the data and we shall not elaborate on this restriction, apart from saying that, for some of our results, it suffices to assume that \( f \) is positive only at infinity, in the following sense (due to H. Brezis, see [3]):

\[ \exists a \in \mathbb{R}^+ \text{ s.t. } f(a) > 0 \text{ and } f(t) \geq 0 \text{ for } t > a, \quad (P_f) \]

and that \( \rho \) can vanish only in the following sense (due to A.V. Lair, see [14]):

\[ \rho \geq 0 \text{ and for all } x_0 \in \mathbb{R}^D \text{ such that } \rho(x_0) = 0, \text{ there exists a bounded domain } \Omega \subset \mathbb{R}^D \text{ containing } x_0 \text{ such that } \rho|_{\partial \Omega} > 0. \quad (P_\rho) \]

• Next, we assume that \( f \) is superlinear in the sense that

\[ \int_{r^+}^{+\infty} \frac{ds}{\sqrt{F(s)}} < +\infty, \quad (KO) \]

where \( F(s) = \int_0^s f(t)dt \). This assumption, first introduced by J.B. Keller [13] and R. Osserman [20], is structural: take for example the simpler case where \( \rho \equiv 1 \). If \( f \geq 0 \) satisfies \( (KO) \), then (1.1) has no nontrivial solution (see [5, 13, 20]). In turn, if \( f \geq 0 \) fails to fulfill \( (KO) \), problem (1.1) has infinitely many (radial, entire large) solutions (see [13, 20]). Furthermore, at least in the specific case where \( f(u) = u^q \) for certain values of \( q \in (0, 1] \) (and so, again, \( (KO) \) fails), the equation also admits nonradial ELS (see [1, 23]). So, at present, \( (KO) \) seems to be a necessary assumption in order to classify all solutions to the equation.
Whenever the Keller-Osserman condition (KO) holds, it is natural to request that \( \rho \) decays fast at infinity, in the sense that there exists a solution to
\[
\begin{aligned}
\begin{cases}
-\Delta U = \rho(x) & \text{in } \mathbb{R}^D, \; D \geq 3, \\
\lim_{|x| \to +\infty} U(x) = 0.
\end{cases}
\end{aligned}
\]

Using the results of Appendix A in H. Brezis, S. Kamin [2], the solvability of (1.2) is equivalent to
\[
\lim_{|x| \to +\infty} \int_{\mathbb{R}^D} |x - y|^{2-D} \rho(y) \, dy = 0. \quad (H_\rho)
\]

When \( \rho \) is radial, this simplifies to
\[
\int_0^{+\infty} r \rho(r) \, dr < +\infty.
\]

As we shall see, assumptions (KO) and \( (H_\rho) \) turn out to be sufficient for the existence of an ELS to (1.1) (see also D. Ye and F. Zhou [26, 27], for a proof under the additional assumption that \( f \) is increasing).

In fact, if e.g. \( f(u) = u^p, \; p > 1 \), and \( \rho \) is radial, \( (H_\rho) \) is also necessary for the existence of an ELS as shown in [14, 23].

Finally, to avoid technicalities, we assume that \( f \) and \( \rho \) are \( C^1 \) regular, and that \( f(0) = 0 \).

2. MAIN RESULTS

We are now in a position to state our main results. We begin with the existence theory.

**Theorem 2.1.** (Existence of bounded and large solutions) Assume that \( f \not\equiv 0 \) is a \( C^1 \) function such that \( f(0) = 0, \; f(t) > 0 \) for \( t > 0 \), and (KO) holds. Assume that \( \rho > 0 \) is a \( C^1 \) function satisfying \( (H_\rho) \). Then, for every \( \beta \in (0, +\infty] \), there exists a minimal solution to (1.1) such that
\[
\lim_{|x| \to +\infty} u(x) = \beta. \quad (2.1)
\]

In the above theorem, we used the following definition.

**Definition 2.2.** For every \( \beta \in (0, +\infty] \), \( u \) is the minimal solution of (1.1) satisfying \( (2.1) \), if for any supersolution \( \varpi > 0 \) of (1.1) such that
\[
\liminf_{|x| \to +\infty} \varpi(x) \geq \beta,
\]
we have
\[
0 < u \leq \varpi \quad \text{in } \mathbb{R}^D.
\]

**Remark 2.3.** Theorem 2.1 remains valid under the weaker sign assumption \( (P_\rho) \) on \( \rho \). Also, under the weaker sign condition \( (P_f) \) on \( f \), Theorem 2.1 remains valid for all \( \beta \in [a, +\infty] \) where the constant \( a \) is defined in \( (P_f) \).
Remark 2.4. The existence of bounded solutions has been investigated by many authors. See in particular [26], where nonlinearities failing the (KO) condition are also considered. In the same paper, the authors construct large solutions (i.e. solutions satisfying (2.1) with $\beta = +\infty$) under the (KO) condition and under the additional assumptions that $\rho$ is positive everywhere, and that $f$ is nonnegative and nondecreasing. By Theorem 2.1 and Remark 2.3, the positivity assumptions can be relaxed, while the monotonicity assumption can be simply removed. In fact, we believe (and give evidence later on) that (KO) is the good assumption to classify all solutions to our semilinear problem, without assuming that $f$ is nondecreasing. In addition, the existence of a minimal solution satisfying (2.1) (in particular the existence of a minimal ELS) is new.

Our next observation is that all bounded solutions to (1.1) must have a limit at infinity.

Theorem 2.5. (Any bounded solution has a limit) Make the same assumptions as in Theorem 2.1. Let $u$ be a bounded solution of (1.1). Then, (2.1) holds for some $\beta \in (0, +\infty)$.

Remark 2.6. The above theorem is essentially known: see in particular [26] for the case where $f$ is nondecreasing.

Under some mild (but technical) assumptions on $\rho$ and $f$ a similar result holds for unbounded solutions. More precisely we have:

Theorem 2.7. (Any unbounded solution is an ELS) Make the same assumptions as in Theorem 2.1. Assume in addition that

(i) there exist $c \in (0, 1)$ and $\alpha > 2$ such that

\begin{equation}
|\rho(x)| \leq \frac{1}{c} |x|^{-\alpha} \quad \text{for all } |x| > 1;
\end{equation}

(ii) there exists $M > 0$ such that the mapping $u \mapsto f(u)/u$ is nondecreasing in $I = [M, +\infty)$ and there exists $C > 0$ such that

\begin{equation}
\frac{f(u)}{u} \leq \frac{C}{\Phi^2(u)} \quad \text{for all } u \in I,
\end{equation}

where

\begin{equation}
\Phi(u) = \int_u^{+\infty} \frac{dt}{\sqrt{F(t) - F(u)}}.
\end{equation}

Let $u$ be an unbounded solution of (1.1). Then, (2.1) holds for $\beta = +\infty$.

Remark 2.8. (i) Since $f$ satisfies (KO) it is easily seen that $\Phi$ is well defined. Furthermore, since $f$ is increasing in $I$, $\Phi$ is decreasing and bijective in $I$ (see Lemma 4.2 below).

(ii) Conditions (2.2) and (2.3) are motivated by the results in [3] and [4]. Inequality (2.3) is satisfied by nonlinearities $f$ with either power type or exponential growth. Indeed if $f(u) \approx u^p$, $p > 1$, then $\Phi(u) \approx u^{(1-p)/2}$ and if $f(u) \approx e^u$ then $\Phi(u) \approx e^{-u/2}$, so in both cases (2.3) holds.
Next, we point out that for a fixed $\beta \in (0, +\infty]$ there may be many solutions of (1.1) that satisfy (2.1). In particular, there is in general no maximal ELS:

**Remark 2.9.** Assume that $\rho > 0$ is a $C^1$ function satisfying $(H_\rho)$. Assume that $f$ is a $C^1$ function, satisfying $(P_f)$ and $(KO)$. Assume in addition that $f$ vanishes infinitely many times near infinity, i.e. there exists a sequence $\{t_k\} \subset \mathbb{R}^+$ such that $f(t_k) = 0$ for all $k \geq 1$ and $\lim_{k \to +\infty} t_k = +\infty$. Then, (1.1) has infinitely many ELS but no maximal ELS.

Indeed, let $f_k(t) = f(t + t_k)$, $t \geq 0$, $k \geq 1$. Then, by Remark 2.3, there exists an ELS $v_k > 0$ of $\Delta v_k = \rho(x)f_k(v_k)$ in $\mathbb{R}^D$. Set $u_k = v_k + t_k$. Then, $u_k$ is an ELS of (1.1) and $u_k \geq t_k$. Since $\{t_k\}$ is unbounded, infinitely many $u_k$’s are distinct, and if there existed a maximal ELS of (1.1), say $V$, then we would have $V \geq u_k \geq t_k$. Letting $k \to +\infty$ this yields a contradiction.

**Example 2.10.** The nonlinearity $f(u) = u^2(1 + \cos u)$ satisfies all the requested assumptions (see the work [6] by S. Dumont, V. Radulescu and two of the authors for the validity of the Keller-Osserman condition $(KO)$ in this specific case).

In contrast to the above result, when $f$ is nondecreasing and $\beta < +\infty$, it easily follows from the maximum principle that the solution to (1.1)-(2.1) is unique. Does this remain true for ELS?

We deal first with the case where $\rho(x) = |x|^{-\alpha}$ for large $|x|$.

**Theorem 2.11.** Make the same assumptions as in Theorem 2.1. Suppose also that for some $\alpha > 2$,

$$(2.5) \quad \rho(x) = |x|^{-\alpha} \text{ for } |x| \geq 1.$$

Then, given two ELS $u_1, u_2$, there holds

$$\lim_{|x| \to +\infty} [u_1(x) - u_2(x)] = 0.$$  

As an immediate corollary, we find:

**Corollary 2.12.** Make the same assumptions as in Theorem 2.1. Suppose also that $f$ is nondecreasing and that $(2.5)$ holds for some $\alpha > 2$. Then, there exists exactly one ELS to (1.1).

Applying the moving-plane procedure as in [17] for the case $\beta < +\infty$ and as in [23] for the case $\beta = +\infty$, we also have immediately:

**Corollary 2.13.** Fix $\beta \in (0, +\infty]$. Make the same assumptions as in Theorem 2.1. Suppose also that $f$ is nondecreasing on some interval $[M, \beta)$, and that $\rho$ is a radially decreasing function such that $(2.5)$ holds for some $\alpha > 2$. Then, every solution to (1.1)-(2.1) is radial.

**Remark 2.14.** It would be interesting to know whether Corollary 2.13 remains true for oscillating nonlinearities such as the one in Example 2.10.
Next, we are able to extend the previous results to the case where $\rho$ is a perturbation of the model case $\rho(x) = |x|^{-\alpha}$, $\alpha = 2D - 2$.

**Theorem 2.15.** Make the same assumptions as in Theorem 2.1. Suppose also that there exists a constant $C > 0$ such that

$$\rho(x) = |x|^{2-2D}(1 + \sigma(|x|)), \quad \text{where} \quad \left| \frac{d\sigma}{dr}(|x|) \right| \leq C|x|^{1-D} \quad \text{for} \ |x| \geq 1.$$ (2.6)

Then, given two ELS $u_1, u_2$, there holds

$$\lim_{|x| \to +\infty} [u_1(x) - u_2(x)] = 0.$$

These are our best results without making any assumption on the nonlinearity $f$, set aside the structural Keller-Osserman condition (KO). In the next set of results, we investigate the question of uniqueness for more general potentials $\rho(x)$ under an extra convexity assumption on the nonlinearity $f$. We begin with the case where $\rho$ is radial.

**Theorem 2.16.** Make the same assumptions as in Theorem 2.1. Assume in addition that

(i) $f$ is nondecreasing,
(ii) $\sqrt{F}$ is convex on $[M, +\infty)$ for some $M > 0$,
(iii) $\rho$ is radially symmetric, and
(iv) $r^{2-D} \rho(r)$ is nondecreasing on $[R, +\infty)$, for some $R > 0$.

Then there exists a unique ELS of (1.1).

It is possible to extend the previous result to nonradial $\rho$, provided some extra information on the mean curvature of its level sets is available.

**Theorem 2.17.** Make the same assumptions as in Theorem 2.1. Assume in addition that

(i) $f$ is nondecreasing;
(ii) $\sqrt{F}$ is convex on $[M, +\infty)$ for some $M > 0$;
(iii) $\lim_{|x| \to +\infty} \rho(x) = 0$;
(iv) $\sqrt{\rho}$ is superharmonic in $\mathbb{R}^D \setminus B_R$ for some $R > 0$;
(v) $\rho \in C^{D+1}(\mathbb{R}^D)$ and for a sequence of regular values $\rho_n \to 0^+$,

$$2(D-1)H_n \geq \frac{\|\nabla \rho\|}{\rho} \quad \text{on} \ |\rho = \rho_n|,$$ (2.7)

where $H_n$ denotes the mean curvature of the level set $[\rho = \rho_n]$ (with the usual sign convention that $H_n \geq 0$ whenever $[\rho > \rho_n]$ is convex).

Then, there exists a unique ELS of (1.1).

**Remark 2.18.** (i) Since $\rho \in C^{D+1}$, it follows from the Morse-Sard lemma that almost all values of $\rho$ are regular and that the corresponding level sets are smooth enough to define their mean curvature. Since $\rho(x) \to 0$ as $|x| \to +\infty$, the level sets are compact, nested, and their union covers $\mathbb{R}^D$. 
(ii) When $\rho$ is radial, (2.7) reduces to 
$$\frac{d}{dr}(r^{2D-2}\rho(r)) \geq 0 \quad \text{for} \quad r = r_n \to +\infty.$$ 

Example 2.19. Let us try to understand conditions (iv) and (v) in Theorem 2.17 on a simple example: when the level sets of $\rho$ are ellipsoids. Fix $\alpha > 2$ and $a \in (0, 1)$. For $x = (x_1, x') \in \mathbb{R}^{D-1} \times \mathbb{R}$, let
$$v(x) = \left(\frac{x_1}{a}\right)^2 + |x'|^2 \quad \text{and} \quad \rho(x) = v(x)^{-\alpha/2}.$$ 
Then, $\rho$ and $v$ share the same level sets and by a direct computation, (2.7) holds if and only if
$$\alpha \leq a^2(2D - 2),$$
while (iv) holds if and only if
$$(\alpha + 2) \leq a^2(2D - 2).$$ 
Under the latter condition, our theorem applies, that is, if $D \geq 4$ and the ellipsoid is not too flat, then uniqueness holds.

The remaining part of the paper is organized as follows. In the next section we are concerned with the existence of solutions to (1.1), namely we prove Theorem 2.1. In Section 4 we prove Theorem 2.5 and Theorem 2.7 regarding the behavior at infinity of solutions to (1.1). In Section 5 we study the uniqueness of ELS to (1.1) and prove Theorems 2.11, 2.15, 2.16 and 2.17. For the reader’s convenience we recalled the most important results used in the proofs in Appendix C.

### 3. Existence of solutions

In this section, we prove Theorem 2.1. The first step consists in constructing a subsolution:

**Proposition 3.1.** Assume that $f$ is a $C^1$ function, satisfying $(P_f)$ and $(KO)$, and such that $f(0) = 0$. Assume that $\rho \geq 0$ is a $C^1$ function with superlinear decay in the sense of $(H_\rho)$. Then, for any $\beta \in (0, +\infty]$, there exists a function $w_\beta \in C^2(\mathbb{R}^D)$ such that

$$\begin{cases} 
\Delta w_\beta \geq \rho(x)f(w_\beta) \quad &\text{in} \quad \mathbb{R}^D, \\
\lim_{|x| \to +\infty} w_\beta(x) = \beta. 
\end{cases}$$

Moreover, $0 < w_\beta < \beta$, the family $\{w_\beta\}_{\beta \in (0, +\infty]}$ is increasing in $\beta$, and $\lim_{\beta \to +\infty} w_\beta(x) = w_\infty(x)$, for all $x \in \mathbb{R}^D$.

**Proof.** Let $\tilde{f} \in C^1(0, +\infty)$ be an increasing function such that
$$\begin{align*}
\tilde{f} &\geq f, \\
\tilde{f}(0) &= 0, \\
\tilde{f}(0) &> 0 \quad \text{in} \quad (0, +\infty).
\end{align*}$$
Since $f$ satisfies $(KO)$, so does $\tilde{f}$. Next by [14, Lemma 1] (see also [27]) we have

$$\int_{+\infty}^{+\infty} \frac{1}{\tilde{f}(s)} ds < +\infty.$$
Further, using $\bar{f}(0) = 0$ and (3.2), we derive that for all $0 < \beta \leq +\infty$ the mapping
\[(0, \beta) \ni t \mapsto \int_t^\beta \frac{ds}{\bar{f}(s)} \in (0, +\infty)\]
is bijective. Therefore, for any $\beta \in (0, +\infty]$, there is a unique
\[w_\beta : \mathbb{R}^D \to (0, \beta)\]
such that
\[(3.3) \int_{w_\beta(x)}^{\beta} \frac{ds}{\bar{f}(s)} = U(x) \quad \text{for all } x \in \mathbb{R}^D,\]
where $U$ is given by (1.2). Clearly, $w_\beta$ is increasing with respect to $\beta$ and $\lim_{\beta \to +\infty} w_\beta(x) = w_\infty(x)$ for all $x \in \mathbb{R}^D$. Now,
\[\nabla U(x) = -\frac{1}{f(w_\beta(x))} \nabla w_\beta(x) \quad \text{in } \mathbb{R}^D\]
and
\[\rho = -\Delta U = \frac{1}{f(w_\beta)} \Delta w_\beta - \frac{f'(w_\beta)}{f^2(w_\beta)} |\nabla w_\beta|^2 \leq \frac{1}{f(w_\beta)} \Delta w_\beta \quad \text{in } \mathbb{R}^D.\]
Hence, $w_\beta$ satisfies (3.1). $\square$

3.1. **Proof of Theorem 2.1 and Remark 2.3.** Let us start with the simpler case $\beta < +\infty$ (and $\beta \geq a$ if $f$ satisfies only $(P_f)$). Observe that the functions $u_0 = w_\beta$ given by Proposition 3.1 and $\overline{u} = \beta$ are respectively a sub and a supersolution to the problem
\[\begin{cases}
\Delta u = \rho(x)f(u) & \text{in } B_R, \\
u = w_\beta & \text{on } \partial B_R,
\end{cases}\]
where $R > 0$. By Proposition A.1, the above problem has a minimal solution $u_R$ relative to $w_\beta$. In particular,
\[w_\beta \leq u_R \leq \beta.\]
By standard elliptic regularity, a sequence $\{u_{R_n}\}$ converges in $C^2_{\text{loc}}(\mathbb{R}^D)$ to a solution $u_\beta$ of (1.1) that satisfies (2.1). It remains to prove that $u_\beta$ is minimal. By Proposition A.1, it suffices to prove that any supersolution $\overline{u}$ of (1.1)-(2.1) verifies $\overline{u} \geq w_\beta$. From the proof of Proposition 3.1 there exists an increasing function $\overline{f} \geq f$ such that
\[(3.4) \quad \Delta w_\beta \geq \rho(x)\overline{f}(w_\beta) \quad \text{in } \mathbb{R}^D,\]
while clearly $\overline{u}$ satisfies the reverse inequality. Since $\overline{f}$ is increasing, it follows from the maximum principle that $\overline{u} \geq w_\beta$, as desired.
Now, let us turn to the remaining case $\beta = +\infty$. For any $R > 0$, $w = w_\infty$ and $\overline{w} = \|w_\infty\|_{L^\infty(B_R)}$ are respectively a sub and a supersolution to the problem
\[
\begin{cases}
\Delta u = \rho(x)f(u) & \text{in } B_R, \\
u = w_\infty & \text{on } \partial B_R.
\end{cases}
\]
By Proposition A.1, the above problem has a minimal solution $u_R$ relative to $w_\infty$, and for all $R > R' > 0$,
\[
w_\infty \leq u_R \leq u_{R'} \quad \text{in } B_R.
\]
Let us prove that the family $\{u_R : R \geq 1\}$ is uniformly bounded on compact sets of $\mathbb{R}^D$. To do so, it suffices to prove that given $x \in \mathbb{R}^D$, $\{u_R : R \geq 1\}$ remains bounded in some neighborhood of $x$. If $\rho(x) > 0$, there exists $r = r_x > 0$ such that $m_r = \inf_{B(x,r)} \rho > 0$. By Theorem 1.3 in [6], there exists $U_r$, the minimal solution (relative to $w_\infty$) to the problem
\[
\begin{cases}
\Delta U_r = m_r f(U_r) & \text{in } B(0,r), \\
U_r = +\infty & \text{on } \partial B(0,r).
\end{cases}
\]
By Proposition A.1, $u_R(y) \leq U_r(y - x)$ for $y \in B(x,r)$ and $R \geq r$. In particular, $\{u_R\}$ remains uniformly bounded in the ball $B(x,r/2)$. Assume now that $\rho(x) = 0$. By the assumption $(P_\rho)$, there exists a bounded domain $\Omega$ containing $x$ such that $\rho|_{\partial \Omega} > 0$. Using again the barrier given by (3.6) at every point of $\partial \Omega$, we deduce that $\{u_R\}$ remains uniformly bounded by some constant $K$ in a neighborhood of $\partial \Omega$. By the assumption $(P_f)$, there exists $a \geq 0$ such that $f(t) \geq 0$ for $t \geq a$. In particular, for any $R \geq 1$, $u_R$ is subharmonic in $\Omega \cap \{u_R > a\}$. It follows from the maximum principle that $u_R \leq \max\{a, K\}$ in $\Omega$. So the family $\{u_R : R \geq 1\}$ is uniformly bounded on compact sets of $\mathbb{R}^D$ and satisfies (3.5). By elliptic regularity, as $R \to +\infty$, $u_R$ converges in $C^2_{\text{loc}}(\mathbb{R}^D)$ to a solution $u_\infty$ of (1.1) such that $\hat{u}_\infty \geq w_\infty$. It follows that $u_\infty$ is an ELS. To show the minimality of $u_\infty$, take a supersolution $\overline{u}$ such that $\lim_{|x| \to +\infty} \overline{u}(x) = +\infty$. From (3.3) and the maximum principle, we infer that $\overline{u} \geq w_\beta$ for all $\beta < +\infty$. Letting $\beta \to +\infty$, we deduce that $\overline{u} \geq w_\infty$. By Proposition A.1, it easily follows that $\overline{u} \geq u_\infty$, as desired.

**Remark 3.2.** If $f$ is nondecreasing we can simply work with $f$ instead of $\overline{f}$ in the definition of $w_\infty$ given in Proposition 3.1. In this case, from (3.3) and the fact that any ELS $u$ of (1.1) satisfies $u \geq w_\infty$ we find the following implicit lower bound on the growth of $u$ at infinity
\[
\int_{u(x)}^{+\infty} ds \frac{df(s)}{ds} \leq U(x) \quad \text{for all } x \in \mathbb{R}^D,
\]
where $U$ is the solution to (1.2).
4. All solutions have a limit at infinity

In this section, we prove Theorems 2.5 and 2.7. We begin with the case of bounded solutions.

4.1. Proof of Theorem 2.5 Let $u$ be a bounded solution of (1.1). By Lemma B.1, the unique solution to (1.2) is given by

$$U(x) = c_D \int_{\mathbb{R}^D} |x - y|^{2-D} \rho(y) \, dy,$$

where $c_D|x|^{2-D}$ is the fundamental solution of the Laplace operator. Since $u$ is bounded and $f$ is continuous, the function $V$ defined for all $x \in \mathbb{R}^D$ by

$$V(x) = c_D \int_{\mathbb{R}^D} |x - y|^{2-D} \rho(y) f(u(y)) \, dy,$$

satisfies

$$|V| \leq C U \quad \text{in } \mathbb{R}^D,$$

for some constant $C > 0$. Since $\lim_{|x| \to +\infty} U(x) = 0$, it follows from Lemma B.1 (applied to $h = \rho|f(u) + \|f(u)\|_{L^\infty(\mathbb{R}^D)}|$) that $V$ solves

$$\begin{cases}
-\Delta V = \rho(x)f(u) & \text{in } \mathbb{R}^D, \\
\lim_{|x| \to +\infty} V(x) = 0.
\end{cases}$$

Hence, $u + V$ is a bounded harmonic function in $\mathbb{R}^D$. By Liouville’s theorem, $u + V$ must be equal to a constant $\beta$. Since $u > 0$, we derive $\beta \geq 0$. For $r > 0$, let

$$\overline{u}(r) = \int_{\partial B_r(0)} u \, d\sigma.$$ 

Since $u$ is subharmonic, it follows that $\overline{u}$ is a nondecreasing function of $r$. This implies that $\beta > 0$, as requested. □

Next, we deal with unbounded solutions to (1.1). Before proving Theorem 2.7, we need two auxiliary results.

Lemma 4.1. Make the same assumptions as in Theorem 2.4. Suppose in addition that $\rho$ is radial and nonincreasing. Then, for any function $u$ such that

$$\Delta u \geq \rho(|x|) f(u) \quad \text{in } \mathbb{R}^D,$$

there exists a radial function $\overline{u}$ solving (1.1) and such that $u \leq \overline{u}$ in $\mathbb{R}^D$. 

Proof. Let $u$ satisfy the above differential inequality. We fix $R > 0$ and let $N = N(u, R) \geq 1$ be such that $\max_{B_R} u < N$. By Proposition A.1, for all $n \geq N$, there exists a minimal solution $u^n_R$ relative to $u$ of the problem

$$\begin{cases}
\Delta u^n_R = \rho(|x|) f(u^n_R) & \text{in } B_R, \\
u^n_R = n & \text{on } \partial B_R,
\end{cases}$$

such that $u \leq u^n_R < n$ in $B_R$. Since $r \mapsto \rho(r)$ is nonincreasing, the Gidas-Ni-Nirenberg symmetry result (Theorem 1’ in [10]) implies that $u^n_R$ is radially
symmetric. Let \( m_R = \inf_{B_R} \rho > 0 \) and \( U = U_R \) be the minimal solution to relative to \( u \) of
\[
\begin{aligned}
\Delta U &= m_R f(U) \quad \text{in } B_R, \\
U &= +\infty \quad \text{on } \partial B_R,
\end{aligned}
\]
Applying Proposition A.1, we have
\[
(4.1) \quad u \leq u_R^n \leq U_R \quad \text{in } B_R.
\]
Applying further Proposition A.1, we find
\[
(4.2) \quad u_R^n \leq u_{R + 1}^n, \quad u_{R + 1}^n \leq u_R^n \quad \text{in } B_R, \quad \text{for all } n \geq N.
\]
Hence, the family \( \{ u_R^n : n \geq 1, R \geq 1 \} \) is monotone in \( n \) and in \( R \) and uniformly bounded on compact sets of \( \mathbb{R}^D \). By elliptic regularity, letting \( n \to +\infty \) and then \( R \to +\infty \), we deduce that \( u_R^n \) converges to a radial function \( \bar{u} \) solving (1.1) and such that \( \bar{u} \geq u \).

**Lemma 4.2.** Make the same assumptions as in Theorem 2.1 and suppose that \( u \mapsto - f(u)/u \) is increasing in \( I = [M, +\infty) \). Then, the function \( \Phi \) defined by (2.4) is decreasing in \( I \) and \( \lim_{u \to +\infty} \Phi = 0 \). In particular, there exist \( \varepsilon > 0 \) such that \( \Phi : I \to (0, \varepsilon) \) is invertible.

**Proof.** Let us first note that \( f \) is increasing in \( I \) and consider the change of variable \( s = F(t) \). Then \( t = F^{-1}(s) \) and
\[
\Phi(u) = \int_{F(u)}^{+\infty} \frac{(F^{-1})'(s)}{\sqrt{s - F(u)}} ds = \int_0^{+\infty} \frac{ds}{\sqrt{s f(F^{-1}(s + F(u)))}}.
\]
Thus \( \Phi \) is decreasing in \( I \) and by monotone convergence, we have \( \lim_{u \to +\infty} \Phi(u) = 0 \). \qed

4.2. **Proof of Theorem 2.7** Let \( u \) be an unbounded solution of (1.1). From (2.2) we can find \( c \in (0, 1) \) and a positive nonincreasing function \( \bar{\rho} \) such that \( \rho(x) \geq \bar{\rho}(|x|) \) in \( \mathbb{R}^D \) and \( \bar{\rho}(r) = cr^{-\alpha} \) for \( r \geq 1 \). We next apply Lemma 4.1 (for \( \bar{\rho} \) instead of \( \rho \)) to deduce the existence of \( v = v(|x|) \) such that \( u \leq v(|x|) \) in \( \mathbb{R}^D \) and
\[
v'' + \frac{D - 1}{r} v' = \bar{\rho}(r) f(v), \quad r \geq 0.
\]
This implies that \( r^{D-1} v' \) and \( v \) are nondecreasing. Since \( u \) is unbounded it follows that \( v(r) \to +\infty \) as \( r \to +\infty \). Also we have
\[
(4.3) \quad cr^{-\alpha} f(v) \leq v'' + \frac{D - 1}{r} v' \quad \text{for all } r \geq 1.
\]
We next multiply with \( rv' \) in (4.3) and integrate over \( [r, s] \), where \( 1 \leq r \leq s \leq 2r \). We obtain
\[
c \int_r^s t^{1-\alpha} f(v) v' dt \leq \frac{s}{2} v^2(s) + \frac{2D - 3}{2} \int_r^s v^2(t) dt.
\]
and so
\[
(4.4) \quad \tilde{c}s^{1-\alpha}[F(v(s)) - F(v(r))] \leq \frac{s}{2}v'^2(s) + \frac{2D - 3}{2} \int_r^s v'^2(t)dt, 
\]
for all \( r \leq s \leq 2r \). Using the fact that \( t \mapsto t^{D-1}v'(t) \) is nondecreasing we have
\[
\int_r^s v'^2(t)dt \leq [s^{D-1}v'(s)]^2 \int_r^s t^{2-2D}dt \leq C(D)sv'^2(s),
\]
for all \( 1 \leq r \leq s \leq 2r \). This last estimate combined with (4.4) yields
\[
s^{-\alpha}[F(v(s)) - F(v(r))] \leq Cv'^2(s),
\]
for all \( 1 \leq r \leq s \leq 2r \). Therefore
\[
\frac{cs^{-\alpha/2}}{\sqrt{F(v(s)) - F(v(r))}} \leq \frac{v'(s)}{F(v(s)) - F(v(r))},
\]
for all \( 1 \leq r \leq s \leq 2r \). Integrating over \([r, 2r]\) we find
\[
cr^{1-\alpha/2} \leq \int_{v(r)}^{v(2r)} \frac{dt}{\sqrt{F(t) - F(v(r))}} \leq \Phi(v(r)) \quad \text{for all } r \geq 1.
\]
So, for \( r \) large enough, we may use Lemma 4.2 and apply \( \Phi^{-1} \) inverse to the above inequality. It follows that
\[
(4.5) \quad u(x) \leq v(r) \leq \Gamma(r) := \Phi^{-1}(cr^{1-\alpha/2}) \quad \text{for all } x \in \partial B_r.
\]
Let us note that \( u \) satisfies \( \Delta u = a(x)u \) in \( \mathbb{R}^D \) where
\[
a(x) = \rho(x)\frac{f(u)}{u}.
\]
Using now (4.5) together with (2.2) and (2.3) we find
\[
a(x) \leq cr^{-\alpha}\frac{f(\Gamma(r))}{\Gamma(r)} \leq \frac{C}{r^2},
\]
for all \( r > 1 \) large and \( x \in \partial B_r \). We next make use of Harnack’s inequality [11, Theorem 8.2] to derive the existence of \( C > 0 \) independent of \( u \) such that for all \( r > 1 \) large we have
\[
\sup_{\partial B_r} u \leq C \inf_{\partial B_r} u.
\]
Since \( u \) is subharmonic and unbounded it follows that \( u(x) \to +\infty \) as \( |x| \to +\infty \). This finishes the proof of Theorem 2.7. \( \square \)
5. Uniqueness

5.1. Proof of Theorem 2.11

Let $u$ be a radial ELS of (1.1). We set

$$v(t) = u(|x|), \quad \text{where } t = |x|^{1 - \frac{\alpha}{2}}. \quad (5.1)$$

Then, $v$ solves

$$\begin{cases}
\frac{d^2 v}{dt^2} + \frac{K}{t} \frac{dv}{dt} = \frac{4}{(\alpha - 2)^2} f(v(t)), & \text{for } t \in (0, 1], \\
\lim_{t \to 0^+} v(t) = +\infty,
\end{cases} \quad (5.2)$$

where $K := \frac{\alpha - 2D + 2}{\alpha - 2} \in (-\infty, 1)$. Note that $u = u(r)$ is a strictly increasing function of $r = |x|$. In particular, the mapping $v = v(t)$ is invertible. Let $t = t(v)$ denote its inverse mapping and let

$$V = -\frac{dv}{dt}(t(v)),$$

seen as a new function of the variable $v$. Up to replacing $f$ by $\frac{(\alpha - 2)^2}{4} f$, (5.2) is equivalent to

$$\begin{cases}
V \frac{dV}{dv} - \frac{K}{t} V = f(v), & \text{for } v \in [a, +\infty), \\
t(v) = \int_v^{+\infty} ds \frac{V(s)}{V},
\end{cases} \quad (5.3)$$

where $a = u(1)$.

**Step 1.** The mapping $v \mapsto (t^K V)(v)$ is increasing. Indeed,

$$\frac{d}{dv} [t^K V] = -K t^{K-1} + t^K \frac{dV}{dv} = t^K \left[ \frac{dV}{dv} - \frac{K}{t} \right] = t^K \frac{f(v)}{V} > 0.$$

**Step 2.** Reduction to the radial case. Take two positive, radially symmetric and decreasing functions $\rho_1, \rho_2$ and $R > 0$ large such that

$$\rho_1(x) = \rho_2(x) = \rho(x) = |x|^{-\alpha} \quad \text{for } |x| > R$$

and $\rho_2 \leq \rho \leq \rho_1$ in $\mathbb{R}^D$. Rescaling the space variable if necessary, we may always assume that $R = 1$. Now let $u_1$ be the minimal ELS to

$$\Delta u = \rho_1(x) f(u), \quad u > 0 \quad \text{in } \mathbb{R}^D (D \geq 3),$$

given by Theorem 2.1. Let $u_2$ be any ELS of (1.1). We want to prove that

$$\lim_{|x| \to +\infty} [u_2(x) - u_1(x)] = 0.$$
Step 3. $V_1 \geq V_2$ and $t_1 \leq t_2$ for $v$ sufficiently large.

Since $u_1 \leq u_2$, their inverse mappings satisfy $r_2 \leq r_1$, which implies $t_1 \leq t_2$. Let us prove that $V_2 \leq V_1$ for large $v$. We argue by contraction, assuming there exists $\{u_k\} \to +\infty$ such that $V_1(u_k) < V_2(u_k)$. Since $t_1 \leq t_2$ and $dt/dv = -1/V$, there exists another sequence $\{\tilde{u}_k\} \to +\infty$ such that $V_2(\tilde{u}_k) \leq V_1(\tilde{u}_k)$. So, $V_1 - V_2$ changes sign infinitely many times. By the intermediate value theorem, $V_1 - V_2$ vanishes infinitely many times. By the mean value theorem, we obtain at last an unbounded sequence $\{w_n\}$ such that

$$\frac{d(V_1 - V_2)}{du}(w_n) = 0 \quad \text{and} \quad \text{sign}(V_1(w_n) - V_2(w_n)) = (-1)^n.$$

Using (5.3), we have

$$0 = \frac{d(V_1 - V_2)}{du}(w_n) = \left(\frac{K}{t_1} - \frac{K}{t_2}\right)(w_n) - f(w_n) \left(\frac{1}{V_1} - \frac{1}{V_2}\right)(w_n).$$

The first term in the right-hand side has the sign of $K$, while the second term has the sign of $(-1)^n$, which is a contradiction.

At this stage, we need to distinguish the cases $K < 0$ and $K \in [0,1)$. We begin with the latter.

Step 4a. Assume $K \in [0,1)$. There exists a constant $C > 0$ such that

$$0 \leq t_1^K V_1 - t_2^K V_2 \leq C \quad \text{for large } v.$$

Let

$$h = t_1^K V_1 - t_2^K V_2.$$

Then, using Step 3,

$$\frac{dh}{dv} = f(v) \left[\frac{t_1^K}{V_1} - \frac{t_2^K}{V_2}\right] \leq 0.$$

It follows that $h$ is bounded above and has constant sign for large $v$. Assume by contradiction that $h(v) < 0$ for large $v$. Then, $t_1^K V_1 < t_2^K V_2$, that is,

$$-\frac{d}{dv} \left[\frac{t_2^{1-K}}{1-K}\right] < -\frac{d}{dv} \left[\frac{t_1^{1-K}}{1-K}\right].$$

Integrating between $v$ and $+\infty$ yields

$$t_2^{1-K} < t_1^{1-K},$$

contradicting $t_1 \leq t_2$, since $K < 1$.

Step 5a. If $K \in [0,1)$, there holds

$$0 \leq u_2 - u_1 \leq C t_2^{1-K}(u_2).$$

Since

$$\int_{v_1}^{+\infty} \frac{ds}{t_1^K V_1} = \frac{t_1^{1-K}}{1-K} = \int_{v_2}^{+\infty} \frac{ds}{t_2^K V_2},$$
we have, using Step 1 on the one hand and Step 4a on the other,
\[
\frac{v_2 - v_1}{t^1_K(v_2)V_1(v_2)} \leq \int_{v_1}^{v_2} ds = \int_{v_1}^{v_2} \frac{h(s)}{(t^1_KV_1)(t^2_KV_2)} ds \\
\leq \frac{\|h\|_{\infty}}{t^1_K(v_2)V_1(v_2)} \int_{v_1}^{v_2} ds \leq \frac{v_2 - v_1}{t^1_K(v_2)V_1(v_2)}.
\]
And so,
\[
0 \leq v_2(t) - v_1(t) \leq \|h\|_{\infty} \frac{t^1_K(v_2(t))}{1 - K} \to 0 \text{ as } t \to 0^+.
\]
Eq. (5.4) follows, which completes the proof of Theorem 2.11 in the case \( K \geq 0 \).

We turn to the case \( K < 0 \). Let \( w = V_1^2 - V_2^2 \geq 0 \) and consider the function \( E \), defined for \( \lambda \in [0, 1] \) by
\[
E(\lambda) = (-K) \frac{\sqrt{2(V_1^2 - \lambda w)}}{\sqrt{2(V_1^2 - \lambda w)}} = -\frac{KW}{T},
\]
where \( W = \sqrt{2(V_1^2 - \lambda w)} \) and \( T = \int_{v}^{+\infty} \frac{ds}{W} \).

**Step 4b.** Assume \( K < 0 \). For \( \lambda \in [0, 1] \),
\[
\frac{dE}{d\lambda} = K \left[ \frac{w}{WT} + \frac{W}{T^2} \int_{v}^{+\infty} \frac{w}{W^3} ds \right]
\]
and \( E \) is concave.

With
\[
\frac{dW}{d\lambda} = -\frac{w}{W} \quad \text{and} \quad \frac{dT}{d\lambda} = \int_{v}^{+\infty} \frac{w}{W^3} ds,
\]
we obtain easily the expression of the first derivative of \( E \). The second derivative of \( E \) is given by
\[
\frac{d^2E}{d\lambda^2} = K \left[ \frac{w^2}{W^3T} + \frac{3W}{T^2} \int_{v}^{+\infty} \frac{w^2}{W^5} ds \right] - K \left[ \frac{2w}{WT^2} \int_{v}^{+\infty} \frac{w}{W^3} ds + \frac{2W}{T^3} \left( \int_{v}^{+\infty} \frac{w}{W^3} ds \right)^2 \right].
\]
By the Cauchy-Schwarz inequality, we have
\[
\left( \int_{v}^{+\infty} \frac{w}{W^3} ds \right)^2 \leq \left( \int_{v}^{+\infty} \frac{ds}{W} \right) \left( \int_{v}^{+\infty} \frac{w^2}{W^5} ds \right) = T \int_{v}^{+\infty} \frac{w^2}{W^5} ds.
\]
Hence, the second term in the right-hand side of (5.5) is smaller than
\[
-K \left[ \frac{2w}{WT^2} \left( \int_{v}^{+\infty} \frac{w^2}{W^5} ds \right)^{\frac{1}{2}} + \frac{2W}{T^2} \int_{v}^{+\infty} \frac{w^2}{W^5} ds \right].
\]
Plugging in (5.5), we obtain
\[ \frac{d^2 E}{d\lambda^2} \leq K \left[ \frac{w}{W^{\frac{1}{2}}T^{\frac{1}{2}}} - \frac{W^\frac{1}{2}}{T} \left( \int_{v}^{+\infty} \frac{w^2}{W^3} ds \right)^{\frac{1}{2}} \right]^2 \leq 0. \]

**Step 5b.** If \( K < 0 \), there holds
\[ 0 \leq w_2 - u_1 \leq C \, t_2(u_2), \]
where \( C \) is a positive constant.

By (5.3), we have
\[ 0 = \frac{d}{dv} (V_1^2 - V_2^2) - 2K \left( \frac{V_1}{t_1} - \frac{V_2}{t_2} \right) = \frac{dw}{dv} + E(0) - E(1). \]

Therefore,
\[ \frac{dw}{dv} = E(1) - E(0) \leq \frac{dE}{d\lambda}(0). \]

By Step 4b and (5.7), we deduce that
\[ \frac{dw}{dv} - K \frac{w}{V_1 t_1} \leq K \frac{V_1}{t_1^2} \int_{v}^{+\infty} \frac{w}{V_1^3} ds \leq 0. \]

Let \( q = \frac{w}{V_1} \). The derivative of \( q \) is given by
\[ \frac{dq}{dv} = \frac{1}{V_1} \left( \frac{dw}{dv} - \frac{dV_1}{dv} \frac{w}{V_1} \right). \]

Since \( V_1 \) verifies (5.3), we have
\[ \frac{dq}{dv} = \frac{1}{V_1} \left( \frac{dw}{dv} - K \frac{w}{V_1 t_1} \right) - \frac{w}{V_1^2} f(v). \]

Eqs. (5.8)-(5.9) imply
\[ \frac{dq}{dv} + q \frac{f}{V_1^2} \leq 0. \]

Integrating the above inequality,
\[ q(v) \leq Ce^{-\int_{v_0}^{v} \frac{f}{V_1^2} ds}. \]

Observe, using (5.3), that the function \( v \to \frac{V_1^2}{2} - F(v) \) is decreasing. So, up to replacing \( F \) by \( \tilde{F}(v) = F(v) - F(v_0) + \frac{V_1^2(v_0)}{2} \), we have \( V_1 \leq \sqrt{2\tilde{F}} \) for \( v \geq v_0 \). Thus,
\[ q(v) \leq \frac{C}{\sqrt{\tilde{F}}}. \]

Finally we proceed as in Step 5a. Since
\[ \int_{v_2}^{+\infty} \frac{ds}{V_1} = \int_{v_1}^{+\infty} \frac{ds}{V_2}, \]
we have
\[ \frac{v_2 - v_1}{\sqrt{F(v_2)}} \leq \int_{v_1}^{v_2} ds \leq \int_{v_2}^{+\infty} q ds \leq c q(v_2) \int_{v_2}^{+\infty} ds \leq \frac{c t_2}{\sqrt{F(v_2)}}. \]
Now (5.6) follows and this finishes the proof of Theorem 2.11.

\[ \square \]

5.2. Proof of Theorem 2.15. As in the proof of Theorem 2.11, we may restrict ourselves to the radial case. Further, given a radial ELS \( u \) to (1.1) we make the change of variable \( t = |x|^{2-D}, \ v(t) = u(|x|) \). Then, \( v \) solves

\[ \begin{align*}
\frac{d^2 v}{dt^2} = \tilde{\rho}(t) f(v(t)), & \quad \text{for } t \in (0,1], \\
\lim_{t \to 0^+} v(t) = +\infty,
\end{align*} \tag{5.12} \]

where
\[ \tilde{\rho}(t) = \frac{1}{(D-2)^2 r^{2D-2}} \rho(r), \quad t = r^{2-D}. \]

Letting, as in the proof of Theorem 2.11 \( t = t(v) \) denote the inverse map of \( v = v(t) \), and letting \( V = -\frac{dv}{dt}(t(v)) \), we arrive at the system

\[ \begin{align*}
V \frac{dV}{dv} = \tilde{\rho}(t(v)) f(v), & \quad \text{for } v \in [a, +\infty), \\
t(v) = \int_{v}^{+\infty} \frac{ds}{V(s)},
\end{align*} \tag{5.13} \]

where \( a = u(1) \). Now take two radial ELS to (1.1) \( u_i, i = 1, 2 \) and let \( t_i, V_i \) denote the new unknowns associated to \( u_i \).

**Step 1.** \( V = V_i \) satisfies

\[ \lim_{v \to +\infty} \frac{V^2(v)}{F(v)} = \frac{2}{(D-2)^2}. \tag{5.14} \]

Indeed, by (5.12) and L’Hôpital’s rule, we have

\[ \lim_{t \to 0^+} \frac{\left(\frac{dv}{dt}\right)^2}{(D-2)^2 F(v)} = \lim_{t \to 0^+} \frac{2 \tilde{\rho}(t) f(v)}{(D-2)^2 f(v)} = 1, \]

where we used assumption (2.6).

**Step 2.** There exists a constant \( C > 0 \) such that

\[ \sqrt{F(v)} |V_1(v) - V_2(v)| \leq C \left[ \int_{v_0}^{v} f(w) \left( \int_{w}^{+\infty} \frac{|V_1 - V_2|}{F} ds \right) dw + 1 \right]. \tag{5.15} \]

To see this, take a large constant \( v_0 > 0 \) (to be fixed later on) and integrate (5.13) between \( v_0 \) and \( v \):

\[ \frac{1}{2} (V_1^2 - V_2^2) = \int_{v_0}^{v} f(w) \left[ \tilde{\rho}(t_1(w)) - \tilde{\rho}(t_2(w)) \right] dw + c, \]
where \( c = \frac{1}{2}(V_1^2 - V_2^2)(v_0) \). Assumption (2.6) implies that \( \tilde{\rho} \) is Lipschitz continuous. Using this fact in the right-hand side of the above equation, and (5.14) in the left-hand side, we deduce that

\[
\sqrt{F(v)|V_1(v) - V_2(v)|} \leq C \left( \int_{t_0}^{v} |f(w)| |t_1 - t_2| \, dw + 1 \right).
\]

Using the definition of \( t_i \) and (5.14) again, we derive (5.15).

**Step 3.** The following integral is convergent

\[
\int_{t_0}^{+\infty} \frac{|V_1 - V_2|}{F} \left( \int_{t_0}^{w \wedge s} f(w) \, dw \right) \, ds.
\]

Indeed, by (5.14) and (KO), the integral

\[
\int_{w}^{+\infty} \frac{|V_1 - V_2|}{F} \, ds
\]

is convergent. Thus, so is the double integral

\[
\int_{t_0}^{v} f(w) \left( \int_{t_0}^{w \wedge s} \frac{|V_1 - V_2|}{F} \, ds \right) \, dw.
\]

By Fubini’s theorem, the integral in (5.16) is also convergent.

**Step 4.** There exists two constants \( C, U_0 > 0 \) such that for all \( U \geq U_0 \), and all \( v \in (v_0, U) \), we have

\[
\sqrt{F(v)|V_1(v) - V_2(v)|} \leq C \left( \int_{t_0}^{U} |V_1 - V_2| \, ds + 1 \right).
\]

By (5.15) and Fubini’s theorem,

\[
\sqrt{F(v)|V_1(v) - V_2(v)|} \leq C \left[ \int_{t_0}^{+\infty} \frac{|V_1 - V_2|}{F} \left( \int_{t_0}^{w \wedge s} f(w) \, dw \right) \, ds + 1 \right].
\]

Also, by Step 3, there exists \( U_0 > 0 \) sufficiently large such that for all \( U \geq U_0 \),

\[
\int_{t_0}^{+\infty} \frac{|V_1 - V_2|}{F} \left( \int_{t_0}^{w \wedge s} f(w) \, dw \right) \, ds \leq 2 \int_{t_0}^{U} \frac{|V_1 - V_2|}{F} \left( \int_{t_0}^{w \wedge s} f(w) \, dw \right) \, ds.
\]

Using this fact in (5.17) we find

\[
\sqrt{F(v)|V_1(v) - V_2(v)|} \leq C \left[ \int_{t_0}^{U} \frac{|V_1 - V_2|}{F} \left( \int_{t_0}^{w \wedge s} f(w) \, dw \right) \, ds + 1 \right]
\]

\[
\leq C \left( \int_{t_0}^{U} |V_1 - V_2| \, ds + 1 \right).
\]

**Step 5.** There exists a constant \( C > 0 \) such that

\[
(5.18) \quad \sqrt{F(v)|V_1(v) - V_2(v)|} \leq C.
\]
Fix \( \varepsilon > 0 \) and choose \( v_0 > 0 \) large enough such that
\[
\int_{v_0}^{+\infty} \frac{ds}{\sqrt{F}} < \varepsilon.
\]
By Step 4,
\[
\sqrt{F(v)}|V_1(v) - V_2(v)| \leq C \left( \left\| (V_1 - V_2) \sqrt{F} \right\|_{L^\infty(v_0, U)} \int_{v_0}^{U} \frac{ds}{\sqrt{F}} + 1 \right)
\leq C \varepsilon \left\| (V_1 - V_2) \sqrt{F} \right\|_{L^\infty(v_0, U)} + C.
\]
This being true for all \( v \in (v_0, U) \), we deduce that
\[
(1 - C \varepsilon) \left\| (V_1 - V_2) \sqrt{F} \right\|_{L^\infty(v_0, U)} \leq C
\]
By taking \( \varepsilon < 1/(2C) \) and letting \( U \to +\infty \), we obtain (5.18).

**Step 6.** End of proof. For fixed \( t > 0 \), let \( v_1 = v_1(t) \) and \( v_2 = v_2(t) \). By (5.13) we have the identity
\[
(5.19)
\]
Assume without losing any generality that \( v_1 \leq v_2 \). We infer from (5.19) that
\[
\int_{v_1}^{v_2} \frac{ds}{V_1(s)} = \int_{v_2}^{+\infty} \left( \frac{1}{V_2(s)} - \frac{1}{V_1(s)} \right) ds.
\]
Using (5.14) and (5.18), we find
\[
(5.20)
\]
This yields \( v_2(t) - v_1(t) = o(1) \) as \( t \to 0^+ \), as desired. \( \square \)

5.3. **Proof of Theorem 2.17** Let \( \tilde{u} \) be the minimal ELS solution of (1.1) and let \( u \) be any ELS solution of (1.1). By our assumptions we can find a sequence of smooth domains \( \{\Omega_k\} \) such that
- \( \Omega_k \subset \subset \Omega_{k+1} \) for all \( k \geq 1 \);
- \( \tilde{u} \geq M \) in \( \mathbb{R}^D \setminus \Omega_1 \) where \( M > 0 \) is the constant from (ii);
- \( \rho \) is constant on each \( \partial \Omega_k \) and \( \sqrt{\rho} \) is superharmonic in \( \mathbb{R}^D \setminus \Omega_1 \);
- for each \( k \geq 1 \) the mean curvature \( H_k \) of \( \partial \Omega_k \) satisfies
\[
(5.21)
\]
For all \( k \geq 2 \) consider the problem
\[
(5.22)
\]
Then $u$ is a supersolution of (5.22) while for any $\beta < \inf_{\partial \Omega_k} \tilde{u}$ we have that $w_\beta$ defined by (3.1) is a subsolution of (5.22). Hence (5.22) has a smooth solution $u_k$ satisfying

$$w_\beta \leq u_k \leq u \quad \text{in } \Omega_k \setminus \Omega_1 \quad \text{for all } k \geq 2.$$ 

Furthermore, taking a subsequence if necessary, we can pass to the limit as $k \to +\infty$ in (5.22) to derive that $u_\infty := \lim_{k \to +\infty} u_k$ satisfies

$$\Delta u_\infty = \rho(x) f(u_\infty) \quad \text{in } \mathbb{R}^D \setminus \Omega_1,$$

$$u_\infty(x) \to +\infty \quad \text{as } |x| \to +\infty,$$

$$u_\infty \leq u \quad \text{in } \mathbb{R}^D \setminus \Omega_1,$$

$$u_\infty = u \quad \text{on } \partial \Omega_1.$$

We shall next divide our proof into three steps.

**Step 1.** There exists a positive constant $C > 0$ such that

$$\frac{\|\nabla u_\infty\|^2}{\rho(x)} - 2(F(u_\infty) + C) \leq 0 \quad \text{in } \mathbb{R}^D \setminus \Omega_1.$$

We first apply Theorem C.1. in Appendix C for $u = u_k$ on $\Omega = \Omega_k \setminus \Omega_1$. Thus, the function

$$P_k := \frac{\|\nabla u_k\|^2}{\rho(x)} - 2F(u_k)$$

achieves its maximum either on $\partial \Omega_1$ or at critical points of $u_k$. By elliptic regularity, $\{u_k\}$ is uniformly bounded in $C^1(\Omega_2 \setminus \Omega_1)$, so there exists a positive constant $C > 0$ which is independent of $k$ such that

$$\|P_k\|_{L^\infty(\partial \Omega_1)} \leq 2C.$$

It follows that

$$\frac{\|\nabla u_k\|^2}{\rho(x)} - 2(F(u_k) + C) \leq 0 \quad \text{in } \Omega_k \setminus \Omega_1,$$

for all $k \geq 2$. Passing to the limit with $k \to +\infty$ in the above estimate we obtain (5.24).

**Step 2.** $u = u_\infty$ on $\mathbb{R}^D \setminus \Omega_1$.

We already know (see (5.23)) that $u_\infty \leq u$ in $\mathbb{R}^D \setminus \Omega_1$. For the converse inequality let $C > 0$ be the constant from (5.24) and set

$$v = \int_u^{+\infty} \frac{dt}{\sqrt{2(F(t) + C)}}, \quad v_\infty = \int_{u_\infty}^{+\infty} \frac{dt}{\sqrt{2(F(t) + C)}}.$$

Then $w := v - v_\infty$ satisfies

$$-\Delta w = \left\{ \frac{f(u)}{\sqrt{2(F(u) + C)}} - \frac{f(u_\infty)}{\sqrt{2(F(u_\infty) + C)}} \right\} (\rho(x) - \|\nabla v_\infty\|^2)$$

$$+ \frac{f(u)}{\sqrt{2(F(u) + C)}} (\|\nabla v_\infty\|^2 - \|\nabla v\|^2) \quad \text{in } \mathbb{R}^D \setminus \Omega_1.$$
Since $\sqrt{F}$ is convex on $[M, +\infty)$ it easily follows that $\frac{f}{\sqrt{2(F+\xi)}}$ is increasing on $[M, +\infty)$. Also by (5.24), we have

$$
\rho(x) - |\nabla v_\infty|^2 = \rho(x) - \frac{|\nabla u_\infty|^2}{2(F(u_\infty) + \xi)}
$$

$$
= -\frac{\rho(x)}{2(F(u_\infty) + \xi)} \left\{ \frac{|\nabla u_\infty|}{\rho(x)} - 2(F(u_\infty) + \xi) \right\}
$$

$$
\geq 0 \quad \text{in } \mathbb{R}^D \setminus \Omega_1.
$$

Thus, from (5.25) we deduce

$$
-\Delta w \geq \frac{f(u_\infty)}{\sqrt{2(F(u) + \xi)}} (|\nabla v_\infty|^2 - |\nabla v|^2) \quad \text{in } \mathbb{R}^D \setminus \Omega_1.
$$

Let now

$$
b(x) := \frac{f(u_\infty)}{\sqrt{2(F(u) + \xi)}} \nabla (v_\infty + v).
$$

Then $w$ satisfies

$$
\begin{cases}
-\Delta w + b(x)w \geq 0 & \text{in } \mathbb{R}^D \setminus \Omega_1, \\
w(x) \to 0 & \text{as } |x| \to \infty, \\
w = 0 & \text{on } \partial \Omega_1.
\end{cases}
$$

By the maximum principle we derive $w \geq 0$ in $\mathbb{R}^D \setminus \Omega_1$ so $u \leq u_\infty$ in $\mathbb{R}^D \setminus \Omega_1$, which finally yields $u \equiv u_\infty$ in $\mathbb{R}^D \setminus \Omega_1$.

**Step 3.** There exists a unique ELS of (1.1).

Let $\tilde{u}$ be the minimal ELS solution of (1.1) and let $u$ be any ELS solution of (1.1). Also denote by $\tilde{u}_k$ and $u_k$ the solutions of (5.22) corresponding to $\tilde{u}$ and $u$ respectively. Then, for all $k \geq 2$, $w_k := u_k - \tilde{u}_k$ satisfies

$$
\begin{cases}
\Delta w_k = \rho(x)[f(u_k) - f(\tilde{u}_k)] \geq 0 & \text{in } \Omega_k \setminus \Omega_1, \\
w_k = u_k - \tilde{u}_k \geq 0 & \text{on } \partial \Omega_1, \\
w_k = 0 & \text{on } \partial \Omega_k.
\end{cases}
$$

By the maximum principle it follows that

$$
w_k \leq \sup_{\partial \Omega_1} (u - \tilde{u}) \quad \text{in } \Omega_k \setminus \Omega_1,
$$

and the equality is achieved for some $\xi_k \in \partial \Omega_1$. Passing to the limit with $k \to +\infty$ we find that $w_\infty = u_\infty - \tilde{u}_\infty$ satisfies

$$
w_\infty \leq \sup_{\partial \Omega_1} (u - \tilde{u}) \quad \text{in } \mathbb{R}^D \setminus \Omega_1,
$$

and the equality holds at some point $\xi \in \partial \Omega_1$. Since $w_\infty$ is subharmonic in $\Omega_1$, the above inequality also holds in $\Omega_1$. By the strong maximum principle we deduce $w_\infty \equiv w_\infty(\xi) = c \geq 0$. Thus $u \equiv \tilde{u} + c$ and using the fact that both $u$ and $\tilde{u}$ are ELS to (1.1) we find $c = 0$, that is, $u \equiv \tilde{u}$. This finishes our proof. \(\square\)
5.4. **Proof of Theorem 2.16.** Let $u_\infty$ be the minimal ELS of (1.1). Since $\rho$ is radial, so is $u_\infty$. Thus, $u_\infty$ satisfies
\[(r^{D-1}u'_\infty)' = r^{D-1}\rho(r)f(u_\infty) \quad \text{for all } r \geq 0.\]
We multiply by $2r^{D-1}u'_\infty$ and integrate over $[R, r]$. We find
\[r^{2D-2}(u'_\infty)^2(r) - R^{2D-2}(u'_\infty)^2(R) = 2 \int_R^r t^{2D-2}\rho(t)f(u_\infty)(u'_\infty)dt \leq 2r^{2D-2}\rho(r)F(u_\infty).\]
Hence, letting $C_R = R^{2D-2}(u'_\infty)^2(R)$,
\[\frac{(u'_\infty)^2}{\rho} \leq 2F(u_\infty) + \frac{C_R}{r^{2D-2}} \leq 2(F(u_\infty) + C).\]
That is, (5.24) holds in $\mathbb{R}^D \setminus B_R$. Let now $u$ be an arbitrary ELS of (1.1) and proceed as in Step 2 of Theorem 2.17. □

**Appendix A. Minimality Principle**

Basic to our analysis is the following result, the proof of which is a straightforward generalization of that in [6, Section 2].

**Proposition A.1.** (Minimality Principle) Let $\Omega$ be a smooth and bounded domain of $\mathbb{R}^D$, $f \in C^1(\mathbb{R})$, $\rho \in C^1(\Omega)$ and $g \in C(\partial \Omega)$. Assume there exists $\underline{u}, \overline{u} \in C^2(\bar{\Omega})$ such that $\underline{u} \leq \overline{u}$ in $\Omega$ and
\[
\begin{align*}
\Delta \underline{u} &\geq \rho(x)f(\underline{u}) \quad \text{(resp. } \Delta \overline{u} \leq \rho(x)f(\overline{u})) \quad \text{in } \Omega, \\
\underline{u} &\leq g \quad \text{(resp. } \overline{u} \geq g) \quad \text{on } \partial \Omega.
\end{align*}
\]
Then, there exists a unique solution $u \in C^2(\bar{\Omega})$ to
\[
\begin{align*}
\Delta u &\geq \rho(x)f(u) \quad \text{in } \Omega, \\
u &\leq g \quad \text{on } \partial \Omega,
\end{align*}
\]
such that $\underline{u} \leq u$ and $u|_\omega \leq \overline{u}$ for any open subset $\omega$ of $\Omega$ and any function $\overline{v} \in C^2(\bar{\omega})$ satisfying
\[
\begin{align*}
\Delta \overline{v} &\leq \rho(x)f(\overline{v}) \quad \text{in } \omega, \\
\overline{v} &\geq u \quad \text{in } \omega, \\
\overline{v} &\geq u \quad \text{on } \partial \omega.
\end{align*}
\]
We call $u$ the minimal solution to (A.2) relative to $\underline{u}$.

**Appendix B. On Poisson’s equation**

We collect here some basic results on Poisson’s equation, the proof of which can be found in Appendix A of [2].

**Lemma B.1.** (see [2]) Let $D \geq 3$, let $c_D|x|^{2-D}$ be the fundamental solution of the Laplace operator, and let $h \in L^\infty_{\text{loc}}(\mathbb{R}^D)$, $h \geq 0$ a.e. There exists a bounded solution to
\[
-\Delta U = h \quad \text{in } \mathbb{R}^D
\]
if and only if $u_\ast := c_D|\mathbf{x}|^{2-D} \ast h \in L^\infty(\mathbb{R}^D)$. Furthermore, $u_\ast$ is the minimal positive solution to (B.1).

**Lemma B.2.** (see [2]) Make the same assumptions as above. Then,

\[ \liminf_{|\mathbf{x}| \to +\infty} u_\ast(\mathbf{x}) = \lim_{R \to +\infty} \int_{\partial B_R(0)} u_\ast \, d\sigma = 0. \]

### Appendix C. Maximum values for functionals related to nonlinear Dirichlet problems

The main result in this section is a reformulation of [22, Theorems 1-2] which applies to our setting. For the reader’s convenience we have included here a complete proof.

**Theorem C.1.** Let $\Omega \subset \mathbb{R}^D$ be a bounded domain with $C^3$ boundary and $u \in C^2(\overline{\Omega})$ be such that

\[
\begin{aligned}
\Delta u &= \rho(x)f(u) \quad \text{in } \Omega, \\
u &= c \geq 0 \quad \text{on } \partial\Omega,
\end{aligned}
\]

where

(i) $f \in C^1[0, \infty)$, $f \geq 0$;
(ii) $\rho > 0$, $\rho \in C^2(\overline{\Omega})$, $\rho|_{\partial\Omega}$ is constant, and $\sqrt{\rho}$ is superharmonic in $\Omega$;

Consider the functional

\[ P = \frac{|
abla u|^2}{\rho(x)} - 2F(u), \]

and let $x_0$ be a maximum point of $P$. Then, either $x_0$ is a critical point of $u$ or $x_0 \in \partial\Omega$ and

\[ 2(D-1)H < \frac{|
abla \rho|}{\rho} \text{ at } x_0, \]

where $H$ is the mean curvature of $\partial\Omega$ computed at $x_0$.

**Proof.** We perform the proof along two steps.

**Step 1.** $P$ achieves its maximum either at a critical point of $u$ or at a point on the boundary $\partial\Omega$.

It suffices to show that

\[ \Delta P + L \cdot \nabla P \geq 0 \quad \text{in } \Omega_0, \]

for some smooth vector field $L$ defined in $\Omega_0 := \{ x \in \Omega : \nabla u(x) \neq 0 \}$.

Remark that for any $1 \leq j \leq D$ we have

\[ P_j = \frac{2}{\rho} \sum_{i=1}^D u_i u_{ij} - \frac{|
abla u|^2 \rho_j}{\rho^2} - 2f(u)u_j. \]
So,
\[
\Delta P = \frac{2}{\rho} \sum_{i,j=1}^{D} u_{ij}^2 + \frac{2}{\rho} \sum_{i,j=1}^{D} u_i u_{ijj} - \frac{4}{\rho^2} \sum_{i,j=1}^{D} u_i u_{ij} \rho_j - \frac{\nabla u^2 \Delta \rho}{\rho^2} + \frac{2|\nabla u^2| |\nabla \rho|^2}{\rho^3} - 2f'(u)|\nabla u|^2 - 2f(u) \Delta u.
\]
(C.3)

Let \( Q = (Q_1, Q_2, \ldots, Q_D) \), where
\[
-Q_j := \frac{2}{\rho} \sum_{i=1}^{D} u_i u_{ij} + \frac{|\nabla u|^2}{\rho^2} \rho_j + 2f(u) u_j, \quad 1 \leq j \leq D.
\]
From (C.2) we have
\[
\frac{4}{\rho^2} \left( \sum_{i=1}^{D} u_i u_{ij} \right)^2 = -P_j Q_j + \left( \frac{|\nabla u|^2}{\rho^2} \rho_j + 2f(u) u_j \right)^2.
\]
By the Cauchy-Schwarz inequality the above relation yields
\[
\frac{4|\nabla u|^2}{\rho^2} \sum_{i=1}^{D} u_{ij}^2 \geq -P_j Q_j + \frac{|\nabla u|^4}{\rho^4} \rho_j^2 + 4 \frac{|\nabla u^2 f(u)}{\rho^2} \rho_j u_j + 4f^2(u) u_j^2,
\]
and so
\[
\frac{2}{\rho} \sum_{i,j=1}^{D} u_{ij}^2 \geq \sum_{j=1}^{D} \frac{-Q_j \rho}{2|\nabla u|^2} P_j + \frac{|\nabla u|^2 |\nabla \rho|^2}{2\rho^3} + \frac{2f(u)}{\rho} \nabla u \cdot \nabla \rho + 2f^2(u) \rho.
\]
Using this last estimate in (C.3) we find
\[
\Delta P + T \cdot \nabla P \geq |\nabla u|^2 \left( \frac{|\nabla \rho|^2}{2\rho^3} - \frac{\Delta \rho}{\rho^2} \right) + \frac{2|\nabla u|^2 |\nabla \rho|^2}{\rho^3} - 2f'(u)|\nabla u|^2
\]
(C.4)
\[
+ \frac{2}{\rho} \sum_{i,j=1}^{D} u_i u_{ij} - \frac{4}{\rho^2} \sum_{i,j=1}^{D} u_i u_{ij} \rho_j + \frac{2f(u)}{\rho} \nabla u \cdot \nabla \rho,
\]
where \( T = \frac{\rho}{2|\nabla u|^2} Q \). Since \( \Delta u = \rho(x) f(u) \), by differentiation we have
\[
\frac{2}{\rho} \sum_{i,j=1}^{D} u_i u_{ij} = \frac{2f(u)}{\rho} \nabla u \cdot \nabla \rho + 2f'(u)|\nabla u|^2.
\]
Also from (C.2) we have
\[
\frac{4}{\rho^2} \sum_{i,j=1}^{D} u_i u_{ij} \rho_j = \frac{2}{\rho} \sum_{j=1}^{D} P_j \rho_j + \frac{2|\nabla u|^2 |\nabla \rho|^2}{\rho^3} + \frac{4f(u)}{\rho} \nabla u \cdot \nabla \rho.
\]
Let now \( L = T + \frac{2}{\rho} \nabla \rho \). Combining (C.4)-(C.6) we obtain
\[
\Delta P + L \cdot \nabla P \geq \frac{2|\nabla u|^2}{\rho \sqrt{\rho}} (-\Delta \sqrt{\rho}) \geq 0 \quad \text{in } \Omega_0.
\]
Step 2. If $P$ achieves its maximum at $x_0 \in \partial \Omega$, then (C.1) holds.

Since $\rho$ is constant on $\partial \Omega$ and $\rho \geq \rho|_{\partial \Omega}$, the outer unit normal $n$ to $\partial \Omega$ is given by $n = -\nabla \rho/|\nabla \rho|$ and

$$\frac{\partial \rho}{\partial n} = -|\nabla \rho| \quad \text{on } \partial \Omega.$$

Since $u$ is constant on $\partial \Omega$, $|\frac{\partial u}{\partial n}| = |\nabla u|$ on $\partial \Omega$ and so

(C.7) \quad \frac{\partial P}{\partial n} = \frac{\partial u}{\partial n} \left(2 \frac{\partial^2 u}{\rho \partial n^2} - 2f(u)\right) + \frac{|\frac{\partial u}{\partial n}|^2 |\nabla \rho|}{\rho^2} \quad \text{on } \partial \Omega.

On the other hand, since $u$ is constant on $\partial \Omega$, we have

$$\rho f(u) = \Delta u = \frac{\partial^2 u}{\partial n^2} + (D - 1)H \frac{\partial u}{\partial n},$$

that is,

$$2 \frac{\partial^2 u}{\rho \partial n^2} = 2f(u) - 2(D - 1)H \frac{\partial u}{\partial n \rho} \quad \text{on } \partial \Omega.$$

Using this last equality in (C.7), we find

$$\frac{\partial P}{\partial n} = \frac{|\frac{\partial u}{\partial n}|^2}{\rho} \left(2(D - 1)H - \frac{|\nabla \rho|}{\rho}\right) = -\frac{|\nabla u|^2}{\rho} \left(2(D - 1)H - \frac{|\nabla \rho|}{\rho}\right) \quad \text{at } x_0.$$

The Hopf maximum principle then implies (C.1).
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