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Model-based analysis and optimization of the mapping of cortical sources in the spontaneous scalp EEG
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The mapping of brain sources into the scalp electroencephalogram (EEG) depends on volume conduction properties of the head and on an electrode montage involving a reference. Mathematically, this source mapping (SM) is fully determined by an observation function (OF) matrix. This paper analyses the OF-matrix for a generation model for the desynchronized spontaneous EEG. The model involves a four-shell spherical volume conductor containing dipolar sources that are mutually uncorrelated so as to reflect the desynchronized EEG. The reference is optimized in order to minimize the impact in the SM of the sources located distant from the electrodes. The resulting reference is called the localized reference (LR). The OF-matrix is analyzed in terms of the relative power contribution of the sources and the cross-channel correlation coefficient for five existing references as well as for the LR. It is found that the Hjorth Laplacian reference is a fair approximation of the LR, and thus is close to optimum for practical intents and purposes. The other references have a significantly poorer performance. Furthermore, the OF-matrix is analyzed for limits to the spatial resolution for the EEG. These are estimated to be around 2 cm.
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1. Introduction

The scalp electroencephalogram (EEG) is a record of fluctuations of electrical activity in the brain recorded from the surface of the scalp. The records are based on the ability of neurons to generate current flows in surrounding biological tissues. The tissues are called the volume conductor (VC). The current flows across the VC produce potential changes that can be detected from the surface of the scalp [1].

Essential requirements for a significant potential change on the scalp are spatial organization and synchrony of neurons [2]. In this work, we restrict ourselves to neuronal populations located in small columnar cortical volumes, called cortical macrocolumns [3].
Within the macrocolumns, neurons are highly correlated in their discharging time and have similar orientations.

At a distance, each macrocolumn can be approximated by an equivalent source of a signal. At each place on the scalp, the electrical potential is a linear mixture of all the source signals. The mixture depends on the location on the scalp relative to the sources and on the VC [4].

The EEG recording procedure requires an electrode montage which involves an electrode array and a reference [1]. The reference defines how the reference potential is obtained. It can be a potential at one of the electrodes or a linear combination of the potentials at several electrodes. Any EEG channel is recorded as a difference between the potential at the recording electrode and the reference potential. This way of mapping the potentials into the EEG channels is called the referencing procedure. This procedure is not invertible in the sense that it is impossible to reconstruct the potentials at each of the electrodes. However, it is possible to re-reference the EEG, i.e., to switch from one reference to another and vice versa (the re-referencing procedure).

The properties of the VC and the choice of the reference together determine the mapping of the cortical sources into the EEG channels (i.e., the source mapping (SM)). Whereas the contribution of the VC is fixed, the reference can be selected. For instance, a human expert may re-reference the EEG while inspecting it visually for a “better” representation of the brain activity.

Numerous clinical applications require accurate estimates of electrical activities of distinct cortical areas. Therefore, a reference that provides such estimates is essential. It should be noted, however, that for the related but different problem of source localization the reference is of a minor importance [5].

Although the importance of the SM is generally known, it remains under-exposed, and is underestimated or even neglected in numerous studies. The SM is essential for visual inspection as well as for quantitative EEG analysis, and has to be considered in order to avoid misinterpretations of EEGs. For instance, the choice of the reference affects the EEG by spatial filtering and dispersion of the source signals across the EEG channels [6], and therefore may significantly influence results of EEG analysis.

It is difficult to determine the SM for the head of a person since the activities and locations of all the sources are unknown and cannot be measured. Nevertheless, available physiological knowledge allows building models which can support objective analysis of the SM. The SM was partly investigated in a few papers. Nunez et al. [6] and Srinivasan et al. [7] investigated the SM in terms of the coherence function of the EEG channels, computed for different references. They used a three-shell spherical head model containing radial sources in the inner sphere. The effects of different references on the coherence function were discussed in terms of simulations with artificial EEGs. The main conclusion was that the choice of the reference introduces unique spatial filtering of source activity.

It was found that the Laplace operator of the scalp potential reflects the radial current density across the skull, and thus can be associated with primary activities originating within local areas under the electrodes. Based on this foundation, Hjorth proposed a reference which provides a finite central difference approximation of the scalp Laplacian [8]. Later, many other approximations of the surface Laplacian were proposed. Most of them are based on spline interpolations of recorded scalp potentials. Although these approximations are, in general, more accurate than the Hjorth Laplacian reference (HR), they depend on the choice of a spline function, and require a priori knowledge on head geometry, exact electrode locations and sophisticated computations [7,9,10]. Furthermore, since the spline-based
interpolations depend on stochastic properties of the potentials, the references corresponding to the interpolations are time-variant.

The main goal of this paper is to analyze the SM for existing references, and to optimize the reference so as to minimize the impact in the SM of the sources located distant from the electrodes. We analyse the SM for the references that are independent of scalp potentials and, thus, are fully determined for a given VC and an electrode montage.

We introduce a time-invariant generation model for the desynchronized spontaneous EEG. This model is used to analyze and to optimize the reference. The model consists of three parts: (1) sources, (2) volume conductor and (3) electrode montage. The first two parts model the head and the third part models the EEG recording procedure; see figure 1. The sources are uncorrelated, thus mimicking the desynchronized spontaneous EEG. They are associated with cortical macrocolumns and modeled by dipoles which have orientations [3]. The montage involves 19 basic electrodes of the standard 10–20 electrode system, two mastoid electrodes, and one of the six references: ideal silent, common electrode, common digitally linked mastoids, common average, HR and the novel LR. The ideal silent reference is not physically realizable but included for comparison. We proceed as follows.

Firstly, we mathematically formalize the SM in the form of the observation function (OF) matrix, which defines the contribution of each source in each EEG channel. The OF-matrix can be explained as a product of the forward matrix and the reference matrix, corresponding to the VC and the reference respectively.

Secondly, we optimize the reference using the OF-matrix for the model. The reference is optimized to minimize the impact in the SM of the sources located distant from the electrodes. This optimisation leads to a new reference which we call the localized reference (LR). The LR provides “focused” estimates of the activities under the electrodes and separates these activities in different EEG channels.

Thirdly, we analyze the OF-matrix in order to assess the performance of different references for estimation of activity of the sources located close to the electrodes. The performance measures used for the analysis are the relative power contribution (RPC) of sources having different distances from the electrode, and the cross-channel correlation coefficient (CCC). Both measures are computed from the OF-matrix and are independent of the stochastic properties of the sources. The results are presented for the existing references as well as for the LR. It is found that the LR can be regarded as a refinement of the HR (up to 15–20% better performance), and that both of them have significantly better performance

![Figure 1. A block diagram for the generation model for the desynchronized spontaneous EEG.](image-url)
compared to the other references. We conclude that the LR is a fair alternative to the HR for recording of local cortical activities in different EEG channels especially when a head model is available. We note, however, that the HR is found to be close to the LR, and thus is close to optimum for practical intents and purposes.

Finally, we show that model errors (e.g. fluctuations of the VC properties) can cause significant errors in the EEG channels. The errors in the EEG channels depend heavily on the density of the electrode array, and are substantial for arrays with more than 140 electrodes, or equivalently, for inter-electrode distances below about 2 cm.

2. Generation model for the desynchronized spontaneous EEG

2.1 Volume conduction part

The volume conduction part of the model is based on the classical spherical head model introduced by Rush and Driscoll [11]. Our modification consists of four concentric spherical layers corresponding to the brain, dura, skull and skin. Each layer $i$ is defined by its outer radius $R_i = \{80, 82, 87, 92\}$ mm and conductivity $\sigma_i \in \{0.33, 1.0, 0.0042, 0.33\}$ S/m. These values are taken from other studies and correspond to the head of an average adult [7,12]. Recently, other values were reported for the conductivity of the skull, see e.g. [13] and references therein. However, the results show no critical dependence on $\sigma_i$ and therefore we prefer to use the classical values.

The four-shell spherical VC is an approximation (within 10–20%) of more complex and more realistic models such as an ellipsoidal shell model [14] and a finite-element model [15]. For our purpose, this accuracy is sufficient since we study general phenomena rather than, e.g. the exact source location in a particular head.

2.2 Source part

The human cortex consists of roughly $10^{10}$ neuronal cells having multiple synaptic connections each of which may serve as a source of electrical field. To model this complex system, we reduce the amount of functionally relevant units. The cortex is modeled as a set of cortical macrocolumns which are small cortical volumes containing many neurons. At a distance, each macrocolumn may be regarded as a single source of electrical field, which can be approximated by an equivalent electrical dipole [3]. Each dipole has a fixed location in the cortical layer, a fixed orientation and a variable strength, which defines the force of the field.

This strength is modulated by a white noise signal with $\mu = 0$ and $\sigma^2 = 1$. For different dipoles, the noise signals are mutually uncorrelated. Hence, the dipoles can be regarded as generators of the desynchronized EEG. This is an important type of EEG which was simulated earlier using similar models [3,6,7]. In many practical situations, EEGs can be approximated as desynchronized even if the sources are weakly correlated [16].

The dipoles are oriented radially with respect to the spheres of the VC, which corresponds to preferred orientations of the macrocolumns. Moreover, the dipoles are uniformly distributed in a segment of the surface of a concentric sphere having 78 mm radius. This segment is constrained in polar coordinates by a maximal zenith angle of $105^\circ$ (with respect to the location $C_z$) that corresponds to the approximate location of the cortex. Based on physiological properties of the cortex, the upper bound of the total number of dipoles is estimated at $\sim 10^4$, which is the number of macrocolumns [3]. However, we will justify
in section 5.3 that this number can be reduced to $10^3$ without significant performance changes for the model.

2.3 Recording montage

For the majority of clinical applications, the electrode array is limited to the standard 10–20 system having a typical interelectrode distance about 5 cm [17]. Since this system is most widely used in clinical practice, it is utilized for the model. For practical purposes, the reference electrodes A1 and A2 are replaced by two mastoid reference electrodes M1 and M2.

We analyze and compare the results for the ideal silent reference, four existing conventional references, and the novel LR. The existing references are: common single mastoid electrode, common digitally linked mastoids, common average and the HR. They are generally accepted and widely used in clinical practice for visual inspection as well as for quantitative EEG analysis [1,6].

3. Mathematical description and performance measures

3.1 OF-matrix

The EEG channels are recorded as differences between electrode and reference potentials. These potentials are induced by brain sources. Let $M$, $L$ and $K$ be the total numbers of sources, electrodes and EEG channels respectively. The corresponding signals are denoted by vectors $\vec{s} = [s_m]$ of size $1 \times M$, $\vec{p} = [p_l]$ of size $1 \times L$ and $\vec{c} = [c_k]$ of size $1 \times K$.

The mapping of the source signals through the scalp potentials into the EEG channels (i.e. the SM) is determined by the system:

$$\begin{align*}
\vec{p} &= \vec{s}W; \\
\vec{c} &= \vec{p}R,
\end{align*}$$

where the matrices $W = [w_{ml}]$ of size $M \times L$ and $R = [r_{lk}]$ of size $L \times K$ determine, respectively, the mapping of the source signals into the scalp potentials, and the mapping of the scalp potentials into the EEG channels. Hence, the matrices $W$ and $R$ characterize the VC and referencing effects respectively. The matrix $W$ is called the forward matrix and $R$ is called the reference matrix.

The equations of system (1) can be combined as

$$\vec{c} = \vec{s}WR = \vec{s}Z,$$

where $Z = [z_{mk}]$ is the OF-matrix of size $M \times K$. Each element $z_{mk}$ defines the contribution of a source $m$ into a channel $k$. The SM described by (2) is schematically shown in figure 2a. The signals $\vec{s}$ of $M$ sources are mapped by the forward matrix $W$ into the $L$ scalp potentials $\vec{p}$ which are mapped by the reference matrix $R$ into the $K$ channels $\vec{c}$.

For the given locations of the sources and electrodes, $W$ is fully determined by the VC and can be computed by solving the forward problem [14,18]. The matrix $R$ depends on the choice of the reference, but it cannot be chosen arbitrarily. It must have certain properties to correspond to a physically realizable reference. For instance, $R$ is singular and
Thus, it cannot be inverted. This is a fundamental limitation which reflects the fact that the potentials are relative quantities, and that at most \( L - 1 \) independent channels can be obtained from \( L \) electrodes.

The SM can be modified by a transformation of the channels \( \tilde{c} \), called the re-referencing procedure. This procedure is linear and thus can be characterized by a re-reference matrix. In figure 2b, a block diagram for the re-referencing procedure is shown, where \( K \) recorded signals \( \tilde{c} \) are transformed into \( K_T \) signals \( \tilde{c}_T \) by a re-reference matrix \( T \) of size \( K \times K_T \). We denote the overall OF-matrix as \( Z_T = WRT = ZT \). Contrary to \( R \), there are no constraints on \( T \) and it can be chosen arbitrarily.

It should be noted that \( R \) is typically non-square since some of the electrode signals are used as a reference. In this case, the number of electrodes \( L \) is larger than the number of channels \( K \). For simplicity, we assume \( R \) to be square with \( K = L \), unless otherwise indicated. This assumption does not affect the results since one can ignore irrelevant channels.

### 3.2 Performance measures

Let us now introduce the performance measures used for the analysis of the OF-matrix and for comparisons of the references.

#### 3.2.1 Relative power contribution (RPC)

An important property of the SM is the “fusion” of the brain source signals in the EEG channels. This property determines the extent to which the sources can be resolved from the EEG, i.e. the extent to which they can be separated in different EEG channels. To assess this fusion, we use a performance measure called the RPC which describes the power contribution of local sources relative to the total power.
contribution of all the sources for an electrode. This power-based performance measure is used, since the source part of the model consists of stationary mutually uncorrelated noise sources. In terms of the OF-matrix $Z$, the RPC for a channel $k$ can be expressed as:

$$\text{RPC}_k(r) = \frac{\sum_{m \in \Theta(d_{mk} < r) \sum_{m=1}^{M} z_{mk}^2}{\sum_{m=1}^{M} z_{mk}^2}}.$$  

where $d_{mk}$ is the maximum Euclidian distance between the dipoles and the orthogonal projection of the electrode onto the surface of the sphere where the dipoles are located, and $\Theta(d_{mk} < r)$ is a set of the dipoles located closer to the projection than the maximum distance $r$.

### Cross-channel correlation coefficient (CCC)

Interdependencies of the EEG channels recorded close to different cortical areas are often associated with functional connections of these areas. However, these interdependencies can be greatly affected by the SM. This effect is analyzed in terms of the CCC. The CCC is relevant for the model because the model is linear, frequency independent, and has no time delays. Furthermore, the CCC is widely used for quantitative bivariate analysis of EEG channels [8,19].

The correlation coefficient of two random variables $X$ and $Y$ measures the degree of linear interdependency between them. It is defined as the covariance of the variables normalized by the square root of the product of their individual variances: $\rho = \text{cov}(X, Y)/\sqrt{\text{var}(X)\text{var}(Y)}$. It has range $[-1, 1]$ and vanishes for independent variables. For the model, the CCC for any pair of EEG channels $k$ and $l$ is fully determined by the OF-matrix $Z$ according to the following formula:

$$\text{CCC}(k, l) = \frac{\sum_{i=1}^{M} z_{ki}z_{li}}{\sqrt{\sum_{i=1}^{M} z_{ki}^2 \sum_{i=1}^{M} z_{li}^2}}.$$  

It should be noted that the performance measures defined by (3) and (4) are deterministic and depend only on $Z$. This property makes the performance measures as well as the results independent of stochastic properties of the sources and thereby simplifies analysis of the SM.

### Localized reference

As described in section 3, the SM can be modified by the choice of the reference. We may optimize the reference to minimize the impact of distant sources in each of the channels. Thus, a matrix $R$ has to be found that minimizes this impact. The reference associated with $R$ is called the LR, since it provides estimates of the activities generated in the neighborhood of the electrodes. The LR has optimal performance for the model.

We will proceed as follows. First, we will derive the LR in the form of a matrix $R$, for a special case of the model with sources located exactly below the electrodes. Then, we will show that the LR has essentially the same matrix $R$, for arbitrary source configurations. Finally, we will adapt the LR for re-referencing of EEGs recorded with common references and, thereby, make the LR practical.
To this end, let us initially consider a hypothetical situation where there are only $M = L$ sources, denoted $\tilde{s}_r$, located exactly below the $L$ electrodes. Here, $W$ reduces to a square matrix $W$, of size $L \times L$. Let us assume that $R$ is square of size $L \times L$. Furthermore, we initially neglect the constraints for physically realizable references, i.e. we permit arbitrary matrices $R$. In this case, equation (2) becomes

$$\tilde{c} = \tilde{s}_x W_x R_x.$$  \hspace{1cm} (5)

Since the number of channels is equal to the number of sources one would ideally require that $\tilde{c} = \tilde{s}_x$, i.e. that each EEG channel is a recording of the signal of the source located below the electrode, and that the activity of the other ($L - 1$) sources is completely rejected. Using this requirement with equation (5) it follows that we should take

$$R_x = W_x^{-1},$$  \hspace{1cm} (6)

where $W_x^{-1}$ is the inverse of the forward matrix $W_x$. In general, if $L$ is sufficiently small, then the columns and rows of $W_x$ are linearly independent, the matrix has full rank $L$, and can be inverted. Thus, an ideal solution $R_x$ can be obtained by (6).

We next justify that $R_x$ optimized for the matrix $W_x$ of size $L \times L$ is also essentially optimum for a matrix $W$ of size $M \times L$, $M > L$. As before, we denote the sources located directly below the electrodes as $\tilde{s}_x$. All the other sources are denoted $\tilde{s}_s$. Now equation (2) becomes

$$\tilde{c} = (\tilde{s}_x W_x + \tilde{s}_s W_s) R_x,$$  \hspace{1cm} (7)

where $W_x$ and $W_s$ are the forward matrices for $\tilde{s}_x$ and $\tilde{s}_s$ respectively. This equation cannot be solved for the required $\tilde{c} = \tilde{s}_x$ since it is underdetermined. However, we may require $\tilde{c}$ to be as close to $\tilde{s}_x$ as possible in the Euclidian sense. Using (7), this requirement can be written as: $\|\tilde{s}_x (W_x - R_x^{-1}) + \tilde{s}_s W_s\| \rightarrow \text{min}$. Since $\tilde{s}_x$ and $\tilde{s}_s$ are independent, the most we can do is to minimize the term $\tilde{s}_x (W_x - R_x^{-1})$. In this case, $R = W_x^{-1}$, which is exactly the same matrix as in (6). Thus, the LR in the form of $R_x$ is essentially optimum for the model with an arbitrary configuration of uncorrelated sources.

The matrix $R_x$ has a full rank and thus it does not correspond to a physically realizable reference. In practice, the recordings are usually made with a common reference (see [6] for details about common references). Let us now modify the LR for re-referencing of EEGs recorded with a common electrode reference determined by $R$. To this end, we consider the special case of the model (5) with an additional reference electrode, e.g. the M1. In this case, (5) becomes $\tilde{c} = \tilde{s}_x W_x' R_x$, where the matrix $W_x'$ determines the mapping of $M$ sources $\tilde{s}_x$, into $L = M + 1$ scalp potentials. The reference electrode is used for the reference potential. Hence, $R_x$ is of size $L \times M$ and $Z = W_x' R_x$ is square of size $M \times M$. The LR can be computed in the form of a re-reference matrix $T_x = Z^{-1}$. For small $L$, the OF-matrix $Z$ is non-singular and can be inverted. The re-reference matrix $T_x$, applied to the channels referenced by the matrix $R_x$ provides exactly the same SM as the matrix $R_x$ applied to the potentials. For the sake of simplicity we will use $R_x$ for comparison with other references in section 5.

Another simple modification $R'_x$ can be made in order to make the LR completely independent of a common reference. The matrix $R'_x$ can be obtained by subtraction of the mean of each column from each element in the column of $R_x$: $r'_{il} = r_{il} - (1/L) \sum_r r_{rl}$, where $r_{il} \in R_x$, $r'_{il} \in R'_x$, and $i \in \{1, \ldots, L\}, \, l \in \{1, \ldots, L\}$. Clearly, $R'_x$ suppresses the common
component in the EEG channels including the common reference potential. Although $R_0$ is not optimized, it has an effect which in terms of the performance measures is close to $R_x$.

5. Analysis of the OF

5.1 Matrix representations of the references

Any reference can be represented by the matrix $R$. In figure 3a, the matrices are schematically shown for different references. These matrices correspond to the 19 basic electrodes of the 10–20 electrode system and the reference electrodes M1 and M2.

Figure 3. (a) Schematic representation of the square reference matrices. The matrix elements are shown in gray scale: the white color corresponds to 1 and the black to −1. The matrix $R_x$ is normalized to its maximum absolute value. Note, that the majority of matrix elements (light-gray color) for $R_a$ and $R_e$ have small, but different from zero values, whereas the light-gray color elements for the other matrices are zero; (b) The matrices $R_h$ and $R_x$ corresponding to the HR and the LR shown in 3-D space for the basic 19 electrodes of the standard 10–20 system. A larger number of neighbors of the recording electrodes have negative values in $R_x$ compared to $R_e$. 

Mapping of cortical sources
5.1.1 Ideal silent reference and common references. We refer to detailed descriptions of the ideal silent reference and all the common references in [1,6]. Using these descriptions the matrices for these references can easily be constructed; see figure 3a.

5.1.2 Hjorth laplacian reference (HR). The matrix \( R_h \) for the HR contains ones on its main diagonal. The elements of \( R_h \) corresponding to the nearest neighbors of the electrodes are equal to \(-1/n_l\), where \( n_l \) is the total number of the nearest neighbors. All the other matrix elements are equal to zero. For the \( Fz \) and \( Pz \) electrodes, extra virtual neighbors are constructed as the equally weighted averages of \( Fp1 \), \( Fp2 \), and \( O1 \), \( O2 \) pairs as described by Hjorth [8]. Similar to the other realizable references, \( R_h \) is singular.

5.1.3 Localized reference (LR). The matrix \( R_{l} \) corresponding to the LR is found to be similar to \( R_h \). It contains the largest values on its main diagonal, and the nearest neighbors have the largest negative values. However, the values for non-nearest neighbor elements are negative as well. Furthermore, the elements for distant electrodes are positive with magnitudes in the range of 3–5% of the maximal value in \( R_h \).

The matrices \( R_h \) and \( R_{l} \) are compared in figure 3b (in this figure, \( M1 \) and \( M2 \) are excluded from the montage for illustration purposes). Although they are derived using fundamentally different approaches, i.e. the minimization of the impact of the distant sources in the SM (\( R_h \)) and the estimation of the radial current density through the skull (\( R_{l} \)), they are quite similar. Since the LR is optimized for the model, it can be seen as a refinement of the HR.

5.2 OF and limits to spatial resolution

Matrix representation of the SM enables us to assess limits to the spatial resolution for the EEG. Such an assessment is difficult to accomplish by other methods.

Assuming that the scalp potentials can be measured precisely, the error in the EEG channels is fully determined by small deviations of the mapping of the source signals into the scalp potentials. These deviations include small fluctuations of VC properties caused by, e.g., muscle contractions, blood flow, or changes of the temperature.

As explained in section 3.1, the VC is associated with the forward matrix \( W \). Let us estimate how sensitive the potentials are to small perturbations of \( W \). For simplicity, let us consider the situation with the sources located exactly under the electrodes, described by (5). Let the ideal potentials be \( \tilde{p} = \tilde{s}_iW_i \), and the measured potentials be \( \tilde{p}_m = \tilde{s}_i(W_i + E) \), where \( E \) is some small perturbation of \( W_i \). Taking the difference we can write: \( \tilde{p}_m - \tilde{p} = \tilde{s}_iE = \tilde{p}W^{-1}_iE \), and hence, \( ||\tilde{p}_m - \tilde{p}|| = ||\tilde{p}W^{-1}_iE|| \leq ||\tilde{p}|| ||W^{-1}_i|| ||E|| \), which is equivalent to \( ||\tilde{p}_m - \tilde{p}||/||\tilde{p}|| \leq ||W^{-1}_i|| ||E||/||W_i|| \). Finally, we can write:

\[
||\tilde{p}_m - \tilde{p}||/||\tilde{p}|| \leq k(W_i) ||E||/||W_i||, \tag{8}
\]

where \( k(W_i) = ||W^{-1}_i||/||W_i|| \) is the condition number of the forward matrix \( W_i \). For \( l_2 \)-norm, it can be shown that \( k(W_i) = \sigma_{max}(W_i)/\sigma_{min}(W_i) \), where \( \sigma_{max}(W_i) \) and \( \sigma_{min}(W_i) \) are the largest and smallest singular values [20].

Thus, the relative error in the potentials \( e(\tilde{p}) = ||\tilde{p}_m - \tilde{p}||/||\tilde{p}|| \) is bounded by \( k \) times the relative error in the forward matrix \( e(W_i) = ||E||/||W_i|| \). Furthermore, in the absence of measurement noise \( e(\tilde{p}) = e(\tilde{c}) = ||\tilde{c}_m - \tilde{c}||/||\tilde{c}|| \).
The condition number \( k \) is shown in figure 4 for seven different electrode arrays. The electrodes are located on the surface of the scalp exactly above the sources uniformly distributed in the cortical layer. Each array is characterized by a number of electrodes \( L \in \{8, 51, 104, 144, 212, 259, 314\} \) and a corresponding surface interelectrode distance \( d(L) \in \{9.1, 3.6, 2.5, 2.2, 1.8, 1.6, 1.5\} \) cm. The condition number for the corresponding matrices \( W(x) \) is \( k(W(x)) \in \{1.8, 8.6, 28.1, 53.2, 118.8, 188.4, 303.9\} \). For the basic 19 electrodes of the standard 10-20 electrode system, \( k = 2.8 \). It can be seen from figure 4 that \( k \) increases rapidly with \( L \), thus the error \( e(\tilde{c}) \) becomes substantial for larger \( L \).

Figure 4 can be associated with limits to the spatial resolution for the scalp EEG. As an example, let us assume that the largest relative error acceptable for the EEG channels is \( e(\tilde{c}) = 0.5 \). We assume that the perturbations of the VC are small and lead to the relative error \( e(W(x)) = 0.01 \). Then, the limiting value of \( k \) can be estimated at 50. It corresponds to an electrode array with about 140 electrodes, with an interelectrode distance of about 2 cm. Hence, distances down to 2 cm can be resolved from the EEG.

An impact of measurement noise can be analyzed similarly. It can also be shown that \( e(C) \) increases rapidly with \( L \). This is consistent with our conclusion that EEG channels for dense electrode arrays may have substantial errors.

### 5.3 Impact of the number of sources

The amount of macrocolumns in the human cortex can be estimated to be about \( 10^4 \). Nevertheless, the model is only a crude approximation of the EEG recording procedure, and therefore the number of the equivalent dipoles may be reduced without significant changes of the model accuracy. This simplifies the model, and makes it easier to utilize.

The sensitivity of the model to the number of dipoles is analyzed in terms of the performance measures RPC and CCC defined by (3) and (4) respectively. By way of illustration the ideal silent reference is used. Results for the other references are similar.

In figure 5 the RPC is shown for the ideal silent reference and for three different arrays of dipoles denoted as \( D_1, D_2 \) and \( D_3 \) the arrays have respectively 104, 1052 and 10,852 uniformly distributed dipoles with corresponding densities 0.22, 2.19, and
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**Figure 4.** Condition number \( k(W(x)) \) is plotted vs. the total number of electrodes \( L \).
22.55 dipoles/cm². It can be seen from figure 5 that $D_1$ provides inaccurate approximation of $D_3$ in terms of the RPC. However, $D_2$ and $D_3$ provide quite similar results. The difference between them is below the assumed accuracy of the model (10–20%). The same three configurations of the model are analyzed in terms of the CCC. No significant differences are found across the arrays. We conclude that for the performance measures the number of dipoles in the model can be reduced to those of $D_2$ without significant changes in the performance. Therefore, $D_2$ is utilized for the model.

5.4 OF and comparison of the references

The OF-matrix determines the SM during recording of the EEG. The OF-matrix is analyzed in terms of the RPC and the CCC defined by (3) and (4) respectively. The source part of the model involves 1052 radial dipoles located in the cortical layer as described in section 2.2. The montage involves the 19 basic electrodes (M1 and M2 were removed after the referencing procedure).

5.4.1 Relative power contribution (RPC). In figure 6, the RPC is plotted for different radiiuses of the local area $r$ and for all the references. The RPC is computed at the electrode positions $C_z$ and $P_8$. These positions are in the middle and on the border of the electrode array respectively, and thus correspond to the two extremes.

The results suggest that less than 10–20% of the total power contribution originates from a local area of 5 mm radius (the size of a typical electrode cup). It can be seen from figure 6 that the LR has the best localization performance compared to the other references, i.e. the RPC curve is steepest. At 50 mm (the typical interelectrode distance for the standard 10–20 system) the RPC for the LR has approximately 95% of its maximum value, which is larger than approximately the 90% for the HR, and much larger than for all the other
The LR also provides the most similar RPC curves for both of the electrodes $C_z$ and $P_8$, which means that the performance of the LR is less dependent on boundary effects.

### 5.4.2 Cross-channel correlation coefficient (CCC)

Figure 7 shows the dependence of the CCC on the interelectrode distances. The CCC is computed for all the pairs of the electrodes and plotted in the figure in dots.

Figure 7 is first described for the ideal silent reference, and then the effects of all the references are compared. The figure for the silent reference describes the effect of the VC only.

The channels corresponding to closely spaced electrodes may have a substantial CCC due to adjacent sources. Less expected is substantial negative CCC for distantly located electrodes. This can be explained by the anti-symmetric property of the dipole-field. The field induced by a dipolar source at a neighboring electrode is also induced, with a reversed sign and damped amplitude, at diametrically opposite electrodes. Thus, electrodes pick up similar potentials of different polarity, and therefore the corresponding EEG channels are linearly interdependent and have substantial negative CCC. The electrodes separated by intermediate distances of about 100 mm are least affected by the VC. The dipoles located under one of such electrodes are oriented nearly perpendicular to those under the other. Hence, the electrode potentials are practically independent and have a small CCC.

It can be seen from figure 7 that the common electrode reference is characterized by a large deviation of the CCC. This can be explained by dependence of the CCC on the distances.
of the electrodes from the reference electrode. The common digitally linked mastoids reference is a considerable refinement of the common electrode since it provides smaller deviation of the CCC, and better approaches the ideal silent reference. The common average reference is the nearest approximation of the ideal silent reference. However, the common average reference can be expected to provide results similar to the ideal silent reference only when the number of electrodes is large and is not recommended for the 10–20 system. This result follows from the fact that the surface integral of potential over a closed surface with internal current sources is zero; a large number of surface electrodes approximates this surface integral better [21].

The ideal silent reference as well as all the common references provides inaccurate approximations of the signals induced by the sources located under the electrodes. The HR and the LR are different in this respect. Both are characterized by small CCCs for distant electrodes. The LR provides less dispersion of CCCs than the HR and is almost ideal for the electrodes located further than two interelectrode distances from each other (about 100 mm).

6. Discussion

The SM, i.e. the mapping of brain source signals into EEG channels, seems under-exposed and may cause misinterpretations of the EEG. This paper analyzes the SM using its matrix form representation for a generation model for the desynchronized spontaneous EEG and for
five references commonly used in hospitals. The results show that the HR is the most suitable among the studied existing references for estimation of the localized cortical activity.

A novel reference is developed using a model-based optimization of the SM. This reference minimizes the activities of the cortical areas distant from the electrodes, thereby providing “focused” estimates of the activities under the electrodes. Therefore, this reference is called the LR. Given the model, the LR has a better performance compared to the existing references, and is the most similar to the HR.

Given the model, the LR is an optimum estimator of local cortical activity. However, the difference with the HR is moderate compared to the overall accuracy of the model. Hence, for the head of a given person, it is unlikely that the LR optimized with the parameters of an average head has remarkably better performance than the HR. Therefore, the HR seems a good choice for estimation of cortical activities when the parameters of a head are a priori unknown.

The LR, however, can be tuned to a particular head using a (more realistic) model with measured parameters. The LR seems particularly suitable for combined EEG-MRI studies because MRI scans can be used for realistic models [22]. It is important to note that since the LR is an optimum estimator of cortical activity, it can be used in theoretical studies for comparison purposes. For instance, it would be interesting to compare the performance of the LR with surface Laplacians that are also model dependent and have slightly better performance than the HR [9,10].

The LR is proposed for an estimation of the activities of the local cortical areas. A possible application is an assessment of the statistical relationship between signals generated at different brain sites that can be used to characterize functional connectivity of the brain [23]. For this application, even small gains in crosstalk reduction in the SM may be important.

The LR involves the entire electrode array. It can be easily adapted for unusual arrays which may be inappropriate for the HR (the HR requires equidistantly spaced neighboring electrodes).

The LR involves all the recording electrodes from the array. This property may promote dispersion of prominent artifacts or noise in a single channel across all the channels. In fact, the absolute values of the elements in the reference matrix $\mathbf{R}$ can be associated with “weights” of each of the electrode signal in the channel signals, i.e. $\mathbf{R}$, directly characterizes the dispersion effect (see also figure 3). For the LR, this dispersion can be better understood through comparison to the HR. The HR suppresses the common component of the electrode potentials and disperses the activity among the nearest neighbor electrodes. The LR has a similar effect, but it does not reduce the common component completely, affects more neighbors, and has some minor dispersion effect on all the electrodes. For instance, 50/60 Hz noise may be substantially reduced by the LR if it contributes (approximately) equally to all the electrodes, but a movement artifact of a single recording electrode will be dispersed mainly through the nearest neighbors and much less through the other electrodes.

The LR is optimized for the model with mutually uncorrelated sources, thus for the desynchronized EEG. The performance of the LR may decrease for other types of the EEG, e.g. recordings of pathological brain discharges during generalized epileptic seizures. In this case, the LR may provide inaccurate estimation of the activity of the local areas. For such recordings, the performance can be improved only through optimization of the reference for a particular correlation pattern. In other words the LR is essentially optimum for the case when a priori knowledge about head geometry is available, but not about the sources.

The volume conduction part of the model uses classical conductivity values described in [11]. However, recent publications suggest that the brain-to-skull conductivity ratio
is significantly smaller than the classical one [13]. We compare model performances for the classical and for the recently found conductivity values in terms of the CCC and the RPC measures. The results show that the difference is at most 5% for the RPC and even smaller for the CCC. Thus, we conclude that the model does not depend critically on the conductivity values and that the results obtained for the classical values can be used as a fair approximation for the other values.

The analysis of the SM is done for the standard 10–20 electrode system since this system is considered sufficient for most clinical cases and is widely used in hospitals. Although the SM depends on the number of electrodes, the analysis for larger electrode arrays reveals qualitatively similar results and thus the main conclusions remain the same as for the 10–20 system.

The matrix representation of the SM allows us to assess limits to the spatial resolution for the EEG. The resolution is found to depend on the condition number of the forward matrix. Small deviations in the VC caused by physiological processes in the head are effectively amplified by the condition number. A crude estimate is that distances down to 2 cm can be resolved from the EEG. This corresponds to arrays of about 140 electrodes. This estimate is consistent with other estimates [24,25] obtained experimentally.
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