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Abstract
We study the dynamics of the following porous medium equation with strong absorption
\[ \partial_t u = \Delta u^m - |x|^\sigma u^q, \]
posed for \((t, x) \in (0, \infty) \times \mathbb{R}^N\), with \(m > 1, q \in (0, 1)\) and \(\sigma > 2(1-q)/(m-1)\).
Considering the Cauchy problem with non-negative initial condition \(u_0 \in L^\infty(\mathbb{R}^N)\), instantaneous shrinking and localization of supports for the solution \(u(t)\) at any \(t > 0\) are established. With the help of this property, existence and uniqueness of a non-negative compactly supported and radially symmetric forward self-similar solution with algebraic decay in time are proven. Finally, it is shown that finite time extinction does not occur for a wide class of initial conditions and this unique self-similar solution is the pattern for large time behavior of these general solutions.
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1 Introduction and main results
The degenerate diffusion equation
\[ \partial_t u - \Delta u^m + |x|^\sigma u^q = 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N, \] (1.1)
features, in the range of exponents

\[ m > 1, \quad q \in (0, 1), \quad \frac{2(1-q)}{m-1} < \sigma < \infty, \]  

(1.2)
a competition between the nonlinear diffusion in the form of a porous medium equation and a strong absorption weighted with a spatially inhomogeneous coefficient having at least at a formal level different effects at points \( x \in \mathbb{R}^N \) with \( |x| \) small and with \( |x| \) large.

Understanding the implications of this competition between the two terms on the dynamics of Eq. (1.1) is the goal of the present paper.

It has been shown since long that the effects of the competition between the nonlinear diffusion and the absorption terms on the qualitative properties of solutions to the spatially homogeneous absorption-diffusion equation

\[ \partial_t u - \Delta u^m + u^q = 0, \quad m > 1, \]  

(1.3)
depend strongly on the absorption exponent \( q > 0 \). Indeed, if \( q > m \) the influence of the absorption terms on the large time behavior of solutions to Eq. (1.3) is limited and either the porous medium equation dominates as \( t \to \infty \) for \( q \geq m + 2/N \), or there is a balance between the two terms leading to new asymptotic profiles in the form of very singular self-similar solutions, in the range \( m < q < m + 2/N \), as it was established in a number of previous works [21–26, 29], some of them being devoted to the construction of the self-similar profiles and others to the proof of the convergence of general solutions to Eq. (1.3) towards these profiles as \( t \to \infty \).

The situation becomes more complex as the absorption exponent \( q > 0 \) gets smaller, for the absorption starts to dominate in the dynamics of the equation. The range \( 1 < q < m \) has been addressed also in a number of works either for Eq. (1.3) in a bounded domain [3] or in the whole space in relation to the existence of unbounded self-similar solutions with a specific growth at infinity [27] or non-uniqueness of solutions by constructing a wave coming from infinity [4]. All these phenomena, which do not show up in the range \( q > m \), are due to the strong influence of the absorption term for \( q \in (1, m) \), but probably the most striking effect is seen on the large time behavior of solutions to Eq. (1.3). This asymptotic behavior is described in dimension \( N = 1 \) by Chaves and Vázquez [5], where it is proved that for compactly supported non-negative initial conditions, the support of solutions remains localized in a large ball \( B(0, R) \) and the asymptotic pattern is given by a combination between a flat solution of the form \( K \cdot t^{-1/(q-1)} \) with \( K > 0 \) explicit (which comes only from the differential equation obtained by neglecting completely the diffusion) and a boundary layer in the form of a localized self-similar solution which approximates the behavior near the moving interface. This is an example of asymptotic simplification induced by the dominating absorption. The critical case \( q = m \) has been addressed in [6].

Entering the range \( q \in (0, 1) \) is going one step forward towards a very strong absorption effect. Two new phenomena occur with respect to the solutions to Eq. (1.3) for \( 0 < q < 1 \):

• on the one hand, finite time extinction of (non-negative bounded) solutions occurs, that is, there exists \( T \in (0, \infty) \) such that \( u(t) \neq 0 \) for \( t \in (0, T) \) but \( u(T) \equiv 0 \). This is obviously a consequence of the strong absorption, as it stems from the ordinary differential equation \( \partial_t u = u^q \) obtained by neglecting the diffusion;

• on the other hand, instantaneous shrinking and localization of supports of solutions to Eq. (1.3) with bounded initial condition \( u_0 \) such that \( u_0(x) \to 0 \) as \( |x| \to \infty \) take place, as shown by Kalashnikov [19], Evans & Knerr [7] and Abdullaev [1]. This means that for
any non-negative initial condition \( u_0 \in L^\infty(\mathbb{R}^N) \) such that \( u_0(x) \to 0 \) as \( |x| \to \infty \) and \( \tau > 0 \), there is \( R(\tau) > 0 \) such that \( \text{supp} \ u(t) \subseteq B(0, R(\tau)) \) for all \( t \geq \tau \). This is in general a striking phenomenon due to the strength of the absorption term, which involves a very quick loss of mass of the solution.

A description of the extinction rates and behavior near the extinction time of the solutions to Eq. (1.3) seems to be only available when \( m + q = 2 \) in [10], revealing a quite unusual case of asymptotic simplification, and seems to be a very complicated problem if \( m + q \neq 2 \).

It was then noticed in [8, 9] that the behavior near the interface depends on the sign of \( m \) and \( q \), a combination that appears to be critical for Eq. (1.3), although a better understanding of its dynamics is still lacking.

The case of spatially dependent strong absorption is much less studied in the literature due to its difficulty when dealing with a variable (and unbounded) coefficient. We mention here Belaud’s work [2] which is closely related to our study, where finite time extinction of solutions to Eq. (1.1) (but posed on a bounded domain) is proved, provided \( \sigma < 2(1-q)/(m-1) \), that is, exactly the complementary case to the present work. Although we consider Eq. (1.1) posed in \( \mathbb{R}^N \), our analysis strongly suggests that the range of \( \sigma \in (0, 2(1-q)/(m-1)) \) considered in [2] is sharp with respect to the extinction phenomenon. We end this presentation by referring to a series of very recent papers by two of the authors [15, 17, 18] concerning Eq. (1.1) with strong inhomogeneous source terms instead of strong absorption, where self-similar solutions are classified by employing dynamical systems techniques and where the sign of \( m + q - 2 \) on the one hand and the position of \( \sigma \) with respect to \( 2(1-q)/(m-1) \) on the other hand, are highly critical.

Main results. We consider the Cauchy problem for Eq. (1.1) with non-negative and bounded initial condition

\[
u(0) = u_0 \in L^\infty_+(\mathbb{R}^N) := \{ z \in L^\infty(\mathbb{R}) : z(x) \geq 0 \ \text{a.e. in} \ \mathbb{R}^N \}. \tag{1.4}\]

Let us stress here that this is a wider class of initial data than the one considered in the standard \( L^1 \)-theory for the porous medium equation, and we shall see that the strength of the absorption effect allows us to handle such data. Throughout this paper, we consider weak solutions to Eq. (1.1), the rigorous definition being given at the beginning of Section 2 below. Our first result states the well-posedness of the Cauchy problem (1.1), (1.4) together with a property that justifies the extension of the theory to bounded but not necessarily integrable solutions. We mention here that the next result is valid for any \( \sigma > 0 \), not only in the range of exponents (1.2) which introduces a restriction in \( \sigma \) needed in the other main results.

**Theorem 1.1** (Well-posedness and instantaneous shrinking). For any \( m > 1 \), \( q \in (0, 1) \) and \( \sigma > 0 \), there is a unique non-negative weak solution to the Cauchy problem (1.1), (1.4) which satisfies

\[
\|u(t)\|_\infty \leq \|u_0\|_\infty, \quad t \geq 0. \tag{1.5}\]

In addition, it enjoys the properties of instantaneous shrinking and localization of the support; that is, for any \( t > 0 \), \( u(t) \) has compact support and, given \( \tau > 0 \), there exists \( R = R(\tau) > 0 \), depending on \( u_0 \) and \( \tau \) but not on \( t \in [\tau, \infty) \), such that

\[
\text{supp} \ u(t) \subseteq B(0, R(\tau)), \quad \text{for any} \ t \geq \tau.
\]

Also, the following comparison principle holds true: given \( u_{0,i} \in L^\infty_+(\mathbb{R}^N) \), \( i = 1, 2 \), such that \( u_{0,1} \leq u_{0,2} \) in \( \mathbb{R}^N \), the corresponding non-negative weak solutions \( u_1 \) and \( u_2 \) to (1.1), (1.2) satisfy \( u_1 \leq u_2 \) in \( (0, \infty) \times \mathbb{R}^N \).
The main issue to be dealt with in Theorem 1.1 is that the initial condition is only locally integrable on $\mathbb{R}^N$, so that the usual properties of the porous medium equation in $L^1(\mathbb{R}^N)$ cannot be used. Nevertheless, the well-posedness in $L^1_{\text{loc}}(\mathbb{R}^N)$ of the porous medium equation with spatially homogeneous nonlinear absorption is established in \cite{11,13,31}, while a spatially dependent nonlinear absorption vanishing in a neighborhood of $x = 0$ is studied in \cite{12}. As we shall see in the proof given in Section 2 the $L^\infty$-functional framework we are using here allows us to use simpler tools with respect to the above mentioned works.

We also discover that, even if starting with an initial condition which is only bounded, the unique weak solution to the Cauchy problem (1.1), (1.4) becomes immediately compactly supported. This phenomenon of instantaneous shrinking of supports has been noticed in a number of equations involving a strong absorption effect but only for initial conditions either converging to zero in some sense as $|x| \to \infty$ or having suitable integrability properties. Thus, in our case an improvement on the class of initial data allowing for instantaneous shrinking of supports is achieved: indeed, mere boundedness of $u_0$ is enough for this property of localization to hold true. As we will notice from the proof, this fact is due to the influence of the weight $|x|^\sigma$ with $\sigma > 0$: in the spatially homogeneous case $\sigma = 0$ of Eq. (1.1), this is not true and one needs to ask that $u_0(x) \to 0$ as $|x| \to \infty$, as shown in \cite{1,7}. Since Theorem 1.1 consists of two different results (well-posedness and shrinking and localization of supports), its proof will be split into two parts which are to be found in Section 2 and Section 3 respectively.

Having settled the well-posedness of the Cauchy problem (1.1), (1.4) we move forward to studying more specialized properties of its solutions. One of the specific features of nonlinear diffusion equations is the availability of a class of special solutions, in self-similar form, which are natural candidates for the large time behavior of wider classes of (more) general solutions. Regarding Eq. (1.1), we look for radially symmetric non-negative self-similar solutions in forward form, with algebraic time decay but without finite time extinction, that is

$$u(t, x) = t^{-\alpha} f(|x|^\beta), \quad (t, x) \in (0, \infty) \times \mathbb{R}^N. \tag{1.6}$$

Inserting the ansatz (1.6) into Eq. (1.1) and letting $\xi = |x|^\beta$, we get that the self-similarity exponents are given by

$$\alpha = \frac{\sigma + 2}{\sigma(m-1) + 2(q-1)} > 0, \quad \beta = \frac{m-q}{\sigma(m-1) + 2(q-1)} > 0 \tag{1.7}$$

as $m$, $q$ and $\sigma$ satisfy (1.2), while the profile $f$ solves the ordinary differential equation

$$(f^m)'(\xi) + \frac{N-1}{\xi}(f^m)'(\xi) + \alpha f(\xi) - \beta \xi f'(\xi) - \xi^\sigma f^q(\xi) = 0, \tag{1.8}$$

with initial conditions

$$f(0) = a, \quad f'(0) = 0, \tag{1.9}$$

for some parameter $a > 0$, assuming a priori that $f$ does not feature a singularity at zero. With this notation, we are now in a position to state our second theorem.

**Theorem 1.2** (Existence and uniqueness of self-similar solutions). There exists a unique compactly supported non-negative self-similar solution in the form (1.6) to Eq. (1.1)

$$U(t, x) = t^{-\alpha} f^*(|x|^\beta), \quad (t, x) \in (0, \infty) \times \mathbb{R}^N,$$

with $f^*$ solution to the Cauchy problem (1.8) - (1.9) for some $a^* = f^*(0) > 0$.
The proof of Theorem 1.2 is based on a combination of several techniques related to the local behavior of the solutions to the Cauchy problem (1.8)-(1.9) near $\xi = 0$ and also near the interface point $\xi = \xi_0(a) \in (0, \infty)$ (if any): it involves a shooting method for solutions to differential equations, some dynamical system techniques and the scaling and sliding technique in order to show the monotonicity of solutions with respect to the shooting parameter $a = f(0) \in (0, \infty)$ and then the uniqueness of the solution with compact support among them. All this program is developed in detail in the longest Section 4 of the paper. Let us stress here that, together with the proof, we provide the precise local behavior of the profile $f^*$ when $\xi \to 0$ and near the interface point, and the vanishing of $f^*$ at the interface turns out to depend strongly on whether $m + q \geq 2$ or $m + q < 2$.

Making use of the previous results, it is now rather straightforward to establish the local behavior of a wide class of solutions to the Cauchy problem (1.1), (1.4).

Theorem 1.3 (Large time behavior of bounded solutions). Let $u$ be the solution to the Cauchy problem (1.1), (1.4) and assume that there is $\delta > 0$ and $r > 0$ such that $u_0(x) \geq \delta$ for a.a. $x \in B(0, r)$. Then the behavior as $t \to \infty$ of $u(t)$ is given by the unique self-similar solution $U(t)$, in the sense that

$$\lim_{t \to \infty} t^\alpha \|u(t) - U(t)\|_\infty = 0.$$ (1.10)

The outcome of Theorem 1.3 fails to be true without the positivity assumption on $u_0$ in a small neighborhood of the origin. Indeed, the availability of a stationary solution of the form $A|x|^{(\sigma+2)/(m-q)}$, together with the comparison principle, entails that, at least for some initial conditions $u_0$ as in (1.4), the solution to the Cauchy problem (1.1), (1.4) satisfies $u(t, 0) = 0$ for any $t > 0$. This is made precise in Proposition 5.1 at the end of Section 5.

Let us point out here an interesting outcome of our analysis: finite time extinction does not occur for solutions to the Cauchy problem (1.1), (1.4) as in the statement of Theorem 1.3 and in the range of exponents (1.2). We have thus shown evidence of a rather unexpected case of an equation enjoying instantaneous shrinking of supports but without finite time extinction. This behavior is due to the effect of the variation with respect to the space variable of the weight $|x|^\sigma$: indeed, on the one hand, for $|x|$ sufficiently large the absorption is very strong, leading to a very quick loss of mass and a shrinking and localization of the support. On the other hand, if there is enough mass in a small neighborhood of the origin, at those points $|x|^\sigma$ is very small and the absorption is quite weak, allowing (together with the slow diffusion) thus some mass to “survive” at any time $t > 0$ and preventing finite time extinction. The proof of Theorem 1.3 is performed in Section 5.

2 Well-posedness

This section is devoted to the proof of the well-posedness in $L^\infty_+(\mathbb{R}^N)$ of the initial value problem

$$\partial_t u - \Delta u^m + |x|^\sigma u^q = 0 \quad \text{in} \quad (0, \infty) \times \mathbb{R}^N,$$

$$u(0) = u_0 \quad \text{in} \quad \mathbb{R}^N,$$

when the parameters $(m, q, \sigma)$ satisfy

$$m \geq 1, \quad q > 0, \quad \sigma > 0,$$
and \( u_0 \in L_+^\infty(\mathbb{R}^N) \). Let us stress here that we do not need the further restriction on \( \sigma \) given in \([1.2]\). We first state the definition of weak solutions.

**Definition 2.1.** A non-negative weak solution to \([2.1]\) is a function

\[
\begin{align*}
&u \in L_+^\infty((0, \infty) \times \mathbb{R}^N) \quad (2.2a) \\
&u^m \in L^2((0, T), H_{loc}^1(\mathbb{R}^N)) \quad (2.2b) \\
&\int_0^T \int_{\mathbb{R}^N} \left[ (u_0 - u) \partial_t \xi + \nabla u^m \cdot \nabla \xi + |x|^\sigma u^q \xi \right] dxds = 0 \quad (2.2c)
\end{align*}
\]

for all \( \xi \in C^1((0, T) \times \mathbb{R}^N) \).

Once settled the notion of solution to work with, we can prove the well-posedness of the Cauchy problem \([1.1] \), \([1.4]\).

**Proof of Theorem 1.1** Uniqueness and comparison principle. Consider \( u_{0,i} \in L_+^\infty(\mathbb{R}^N), i = 1,2 \), and denote the corresponding non-negative weak solution to \([2.1]\) by \( u_i \). Setting \( v_i := u_i^m, i = 1,2 \), we proceed as in the proof of \([28, \text{Theorem, Eq. (15)}] \) to show that, for all \( T > 0 \) and non-negative \( \vartheta \in C^\infty_c((0, T) \times \mathbb{R}^N) \),

\[
\int_0^T \int_{\mathbb{R}^N} \left\{ \left[ (u_{0,1} - u_{0,2})_+ - (u_1 - u_2)_+ \right] \partial_t \vartheta + \text{sign}_+(v_1 - v_2) \nabla (v_1 - v_2) \cdot \nabla \vartheta \right\} dxds \\
+ \int_0^T \int_{\mathbb{R}^N} \text{sign}_+(u_1 - u_2)(u_1^q - u_2^q) \vartheta dxds \leq 0.
\]

Owing to the monotonicity of \( z \mapsto z^\sigma \) and the non-negativity of \( \vartheta \), we readily deduce from the above inequality that

\[
\int_0^T \int_{\mathbb{R}^N} \left\{ \left[ (u_{0,1} - u_{0,2})_+ - (u_1 - u_2)_+ \right] \partial_t \vartheta + \nabla (v_1 - v_2)_+ \cdot \nabla \vartheta \right\} dxds \leq 0,
\]

and a further integration by parts leads us to

\[
\int_0^T \int_{\mathbb{R}^N} \left\{ \left[ (u_{0,1} - u_{0,2})_+ - (u_1 - u_2)_+ \right] \partial_t \vartheta - (v_1 - v_2)_+ \Delta \vartheta \right\} dxds \leq 0. \quad (2.3)
\]

Now, pick \( T > 0, k > N \), and a non-negative function \( \xi \in C^\infty_c([0, T)) \). Setting \( \varrho_k(x) := (1 + |x|^2)^{-k/2}, x \in \mathbb{R}^N \), we observe that

\[
|\nabla \varrho_k(x)| \leq k \varrho_k(x), \quad |\Delta \varrho_k(x)| \leq k(k + 2 + N) \varrho_k(x), \quad x \in \mathbb{R}^N, \quad (2.4)
\]

while a standard approximation argument allows us to take \( \vartheta = \xi \varrho_k \) in \([2.3]\), thereby obtaining

\[
\int_0^T \partial_t \xi \int_{\mathbb{R}^N} \left[ (u_{0,1} - u_{0,2})_+ - (u_1 - u_2)_+ \right] \varrho_k dxds \leq \int_0^T \xi \int_{\mathbb{R}^N} (v_1 - v_2)_+ \Delta \varrho_k dxds \\
\leq k(k + 2 + N) \int_0^T \xi \int_{\mathbb{R}^N} (v_1 - v_2)_+ \varrho_k dxds.
\]
We next choose appropriate approximations \( \xi \in C_c^\infty([0, T]) \) of \( 1_{(0, t)} \), \( t \in (0, T) \), and finally find

\[
\int_{\mathbb{R}^N} (u_1 - u_2)_+(t) \varrho_k \, dx \leq \int_{\mathbb{R}^N} (u_{0,1} - u_{0,2})_+ \varrho_k \, dx \\
+ k(k + 2 + N) \int_0^t \int_{\mathbb{R}^N} (v_1 - v_2)_+ \varrho_k \, dx \, ds.
\]

Introducing

\[
M(T) := \sup_{s \in [0, T]} \{ \|u_1(s)\|_\infty + \|u_2(s)\|_\infty \},
\]

which is finite according to Definition 2.1, we note that

\[
(v_1 - v_2)_+ = (u_1^m - u_2^m)_+ \leq m \max \{u_1^{m-1}, u_2^{m-1}\}(u_1 - u_2)_+ \leq mM(T)^{m-1}(u_1 - u_2)_+
\]

in \( (0, T) \times \mathbb{R}^N \), since \( m \geq 1 \). Consequently,

\[
\int_{\mathbb{R}^N} (u_1 - u_2)_+(t) \varrho_k \, dx \leq \int_{\mathbb{R}^N} (u_{0,1} - u_{0,2})_+ \varrho_k \, dx \\
+ mk(k + 2 + N)M(T)^{m-1} \int_0^t \int_{\mathbb{R}^N} (u_1 - u_2)_+(s) \varrho_k \, dx \, ds.
\]

Gronwall’s lemma then gives

\[
\int_{\mathbb{R}^N} (u_1 - u_2)_+(t) \varrho_k \, dx \leq e^{mk(k+2+N)M(T)^{m-1}t} \int_{\mathbb{R}^N} (u_{0,1} - u_{0,2})_+ \varrho_k \, dx, \quad t \in [0, T],
\]

from which both uniqueness and comparison principle follow.

**Proof of Theorem 1.1: Existence.** The existence proof we sketch below has some common features with previous results in literature dealing with initial conditions in \( L^1_{loc}(\mathbb{R}^N) \) (such as \([11,13,31]\)), but the \( L^\infty \)-functional framework allows us to use simpler tools, in particular integrable test functions instead of general compactly supported ones. Given \( u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), the existence of a non-negative finite energy solution

\[
u \in L^\infty((0, \infty), L^1(\mathbb{R}^N)) \cap L^\infty((0, \infty) \times \mathbb{R}^N) \cap L^{m+q}((0, \infty) \times \mathbb{R}^N, |x|^q \, dx \, dt)
\]

\[
\nabla u^m \in L^2((0, \infty) \times \mathbb{R}^N, \mathbb{R}^N)
\]

to (2.1), satisfying the properties listed in Definition 2.1 as well as (1.5) is established by a standard variational approach based upon the solvability of the implicit time scheme

\[
v_{n+1}^{1/m} - \tau \Delta v_{n+1} + \tau |x|^q v_{n+1}^{q/m} = v_n^{1/m} \quad \text{in} \ \mathbb{R}^N, \quad n \geq 0,
\]

with \( v_0 := u_0^m \) and \( \tau > 0 \), which is guaranteed by the direct method of the calculus of variations applied to the energy functional

\[
\int_{\mathbb{R}^N} \left( \frac{m}{m+1} v^{(m+1)/m} + \frac{\tau}{2} |\nabla v|^2 + \frac{m \tau}{m+q} |x|^q v^{(m+q)/m} - v_n^{1/m} v \right) \, dx.
\]

The uniqueness of such a solution is then a consequence of the already proven uniqueness of weak solutions to (2.1).
Consider now \( u_0 \in L^\infty_+(\mathbb{R}^N) \) and define

\[
u_{0,j} := u_0 \mathbf{1}_{B(0,j)}, \quad j \geq 1.
\]

Then

\[
u_{0,j} \in L^1(\mathbb{R}^N) \cap L^\infty_+(\mathbb{R}^N) \quad \text{with} \quad \nu_{0,j} \leq \nu_{0,j+1}, \quad j \geq 1,
\]

and we denote the finite energy solution to (2.1) with initial condition \( \nu_{0,j} \) by \( \nu_j \). Owing to (1.5), (2.5), and the comparison principle,

\[
0 \leq \nu_j(t,x) \leq \nu_{j+1}(t,x) \leq M := \|u_0\|_\infty, \quad (t,x) \in [0,\infty) \times \mathbb{R}^N,
\]

so that the function

\[
u(t,x) := \sup_{j \geq 1} \{ \nu_j(t,x) \} = \lim_{j \to \infty} \nu_j(t,x), \quad (t,x) \in [0,\infty) \times \mathbb{R}^N,
\]

is well-defined and satisfies (1.3). We are left with checking that \( \nu \) is a weak solution to (2.1). As in the uniqueness proof, pick \( k > N \) and recall that \( \varrho_k(x) = (1 + |x|^2)^{-k/2}, \quad x \in \mathbb{R}^N \). It follows from (2.1), (2.4), and (2.6) that

\[
\begin{align*}
\frac{1}{m+1} \frac{d}{dt} \int_{\mathbb{R}^N} u_j^{m+1} \varrho_k \, dx + \int_{\mathbb{R}^N} |x|^{\sigma} u_j^{m+q} \varrho_k \, dx & = - \int_{\mathbb{R}^N} \nabla (u_j^m \varrho_k) \cdot \nabla u_j^m \, dx \\
& = - \int_{\mathbb{R}^N} |\nabla u_j^m|^2 \varrho_k \, dx - \int_{\mathbb{R}^N} u_j^m \nabla u_j^m \cdot \nabla \varrho_k \, dx \\
& = - \int_{\mathbb{R}^N} |\nabla u_j^m|^2 \varrho_k \, dx + \frac{1}{2} \int_{\mathbb{R}^N} u_j^{2m} \Delta \varrho_k \, dx \\
& \leq - \int_{\mathbb{R}^N} |\nabla u_j^m|^2 \varrho_k \, dx + \frac{k(k+2+N)}{2} \int_{\mathbb{R}^N} u_j^{2m} \varrho_k \, dx \\
& \leq - \int_{\mathbb{R}^N} |\nabla u_j^m|^2 \varrho_k \, dx + \frac{k(k+2+N)M^{m-1}}{2} \int_{\mathbb{R}^N} u_j^{m+1} \varrho_k \, dx.
\end{align*}
\]

Consequently, for all \( T > 0 \), there is a positive constant \( c_1(T) \) depending only on \( N, m, k, \) and \( M \) such that

\[
\int_0^T \int_{\mathbb{R}^N} |\nabla u_j^m|^2 \varrho_k \, dx \, dt + \int_0^T \int_{\mathbb{R}^N} |x|^{\sigma} u_j^{m+q} \varrho_k \, dx \, dt \leq c_1(T).
\]

On the one hand, it readily follows from (2.7), (2.8), and a lower semicontinuity argument that \( \sqrt{\varrho_k} \nabla u^m \) belongs to \( L^2((0,T) \times \mathbb{R}^N) \) for all \( T > 0 \). Thus, \( \nu \) satisfies (2.2b). On the other hand, we proceed as in [11,13,31] to check that \( \nu \) satisfies the weak formulation (2.2c) of (2.1) and complete the proof. 

## 3 Instantaneous shrinking and localization of supports

This section is devoted to the second statement in Theorem 1.1 concerning the instantaneous shrinking and localization of support for bounded, non-negative solutions to Eq. (1.1).
Proof of Theorem 1.1: instantaneous shrinking and localization of supports. We argue as in [7, Section 4] and [20, Section 2]. Set

$$Lw := \partial_t w - \Delta w^m + |x|^q w^q$$

and introduce the one-variable functions

$$Y_R(x) := \begin{cases} A(R)(x_1 - 2R)^{2m/(m-q)}, & x = (x_1, x') \in (R, \infty) \times \mathbb{R}^{N-1}, \\ A(R)^{m/(m-q)}|x_1 - 2R|^{2m/(m-q)}, & \end{cases}$$

and

$$Z_R(t) = [B(R)(T - t)]^{m/(1-q)}, \quad t \in (0, T),$$

with $T > 0$ arbitrary, $R > 0$, $A(R) > 0$ and $B(R) > 0$ to be determined later. Introducing

$$W_R(t, x) := [Y_R(x) + Z_R(t)]^{1/m}, \quad (t, x) \in [0, T] \times [R, \infty) \times \mathbb{R}^{N-1},$$

our aim is to find $R$, $A(R)$ and $B(R)$ to guarantee that

$$LW_R \geq 0 \text{ in } (0, T) \times (R, \infty) \times \mathbb{R}^{N-1}, \quad W_R(0) \geq \|u_0\|_{\infty} \geq u_0 \text{ in } (R, \infty) \times \mathbb{R}^{N-1}. \quad (3.1)$$

The latter is obviously fulfilled when

$$W_R(0, x) \geq Z_R(0)^{1/m} = B(R)^{1/(1-q)}T^{1/(1-q)} \geq \|u_0\|_{\infty},$$

which leads to a first condition on $B(R)$, namely

$$B(R) \geq \frac{1}{T}\|u_0\|_{\infty}^{1-q}. \quad (3.2)$$

We next verify the first condition in (3.1). To this end, we notice that, since $m \geq 1$,

$$[Y_R(x) + Z_R(t)]^{(m-1)/m} \geq Z_R(t)^{(m-1)/m} = [B(R)(T - t)]^{(m-1)/(1-q)},$$

hence

$$\partial_t W_R(t, x) = -\frac{B(R)^{m/(1-q)}}{1-q} \frac{(T - t)^{(m+q-1)/(1-q)}}{[Y_R(x) + Z_R(t)]^{(m-1)/m}} \geq -\frac{B(R)^{1/(1-q)}}{1-q} (T - t)^{q/(1-q)}. \quad (3.3)$$

Moreover,

$$\Delta W_R^m = \Delta (Y_R(x) + Z_R(t)) = \partial_{x_1}^2 Y_R(x) = \frac{2m(m + q)}{(m - q)^2} A(R)^{m/(m-q)}|x_1 - 2R|^{2q/(m-q)}. \quad (3.4)$$
We then infer from (3.3) and (3.4) that, for $t \in (0, T)$ and $x \in (R, \infty) \times \mathbb{R}^{N-1}$,

$$\mathcal{L}W_R \geq |x|^r \left[ A(R)^{m/(m-q)}|x_1 - 2R|^{2m/(m-q)} + B(R)^{m/(1-q)}(T - t)^{m/(1-q)} \right]^{q/m}$$

$$- \frac{B(R)^{1/(1-q)}}{1-q} (T - t)^{q/(1-q)} - \frac{2m(m + q)}{(m - q)^2} A(R)^{m/(m-q)} |x_1 - 2R|^{2q/(m-q)}$$

$$\geq \frac{x^q}{2} B(R)^{q/(1-q)} (T - t)^{q/(1-q)} - \frac{B(R)^{1/(1-q)}}{1-q} (T - t)^{q/(1-q)}$$

$$+ \frac{x^q}{2} A(R)^{q/(m-q)} |x_1 - 2R|^{2q/(m-q)}$$

$$- \frac{2m(m + q)}{(m - q)^2} A(R)^{m/(m-q)} |x_1 - 2R|^{2q/(m-q)}$$

$$\geq \frac{(T - t)^{q/(1-q)}}{2} B(R)^{q/(1-q)} \left[ R^q - \frac{2}{1-q} B(R) \right]$$

$$+ \frac{|x_1 - 2R|^{2q/(m-q)}}{2} A(R)^{q/(m-q)} \left[ R^q - \frac{4m(m + q)}{(m - q)^2} A(R) \right] \geq 0,$$

if the following conditions are satisfied

$$A(R) \leq \frac{(m - q)^2}{4m(m + q)} R^r, \quad B(R) \leq \frac{1 - q}{2} R^r.$$  \hfill (3.5)

Finally, the comparison on the parabolic lateral boundary $x \in \{R\} \times \mathbb{R}^{N-1}$ and $t \in [0, T]$ gives, together with (1.5),

$$W_R(t, x) \geq Y_R(x)^{1/m} = A(R)^{1/(m-q)} R^{2/(m-q)} \geq \|u_0\|\infty \geq u(t, x),$$

provided

$$A(R) R^2 \geq \|u_0\|_{\infty}^{m-q}. \hfill (3.6)$$

Choosing thus

$$A(R) = \frac{(m - q)^2}{4m(m + q)} R^r, \quad B(R) = \frac{1 - q}{2} R^r$$

and

$$R \geq R(T) := \max \left\{ \left[ \frac{2\|u_0\|_{\infty}^{1-q}}{(1-q)T} \right]^{1/\sigma}, \left[ \frac{4m(m + q)}{(m - q)^2} \|u_0\|_{\infty}^{m-q} \right]^{1/(\sigma + 2)} \right\},$$

we find that conditions (3.2), (3.5) and (3.6) are satisfied and thus $W_R$ is a supersolution to Eq. (1.1) in $(0, T) \times (R, \infty) \times \mathbb{R}^{N-1}$. The comparison principle entails then that

$$W_R(t, x) \geq u(t, x), \quad (t, x) \in [0, T] \times [R, \infty) \times \mathbb{R}^{N-1}.$$  \hfill (4.4)

In particular, if $R \geq R(T)$ and $x \in \{2R\} \times \mathbb{R}^{N-1}$ we find that $u(T, x) \leq W_R(T, x) = 0$, so that

$$u(T) \equiv 0,$$

in $(2R(T), \infty) \times \mathbb{R}^{N-1}$.

Due to the rotational invariance of Eq. (1.1), we have thus actually proved that $u(T) = 0$ in $\mathbb{R}^N \setminus B(0, 2R(T))$. Since $T$ is arbitrary and $R(T)$ decreases with $T > 0$, it follows that $u$ is compactly supported for positive times and, given $\tau > 0$, its support remains localized in a fixed ball $B(0, 2R(\tau))$ for any $t \in (\tau, \infty)$. \hfill $\Box$
4 Existence and uniqueness of a self-similar solution

Let us turn now our attention to non-negative self-similar solutions to Eq. (1.11), that is, non-negative solutions in the form $F(m) + \alpha$ with exponents $\alpha$ and $m$ given by (1.7) and profile $f \geq 0$ solving the Cauchy problem (1.8)-(1.9). This rather long section is devoted to the properties of such profiles, proving that there exists a single one having an interface at a finite point. To fix the notation, by letting $F = f^m$ we can write the Cauchy problem (1.8)-(1.9) in the following equivalent (but semilinear) form

$$F''(\xi) + \frac{N - 1}{\xi} F'(\xi) + \alpha(F^{1/m}(\xi)) - \beta\xi(F^{1/m})'(\xi) - \xi^\alpha F^{q/m}(\xi) = 0,$$

with initial condition

$$F(0) = a^m > 0, \quad F'(0) = 0.$$

We begin our study of self-similar solutions with some basic properties of solutions to the Cauchy problem (1.8)-(1.9). This rather long section is devoted to the inclusion here, noticeably, the rather tedious but important local expansion of a solution to the Cauchy problem (1.8)-(1.9) as $\xi \to 0$. Let $a \in (0, \infty)$. The Cauchy-Lipschitz theorem applied to the semilinear equivalent form (4.1) implies that the Cauchy problem (1.8)-(1.9) has a unique positive solution $F(\cdot; a) \in C^2([0, \xi_{\text{max}}(a)])$, defined in a maximal interval $[0, \xi_{\text{max}}(a)]$, with the following alternative: either $\xi_{\text{max}}(a) = \infty$ or

$$\xi_{\text{max}}(a) < \infty \quad \text{and} \quad \lim_{\xi \to \xi_{\text{max}}(a)^{\pm}} \left[ F(\xi; a) + \frac{1}{F(\xi; a)} \right] = \infty.$$

We also set $f(\cdot; a) := F^{1/m}(\cdot; a)$ and define

$$\xi_0(a) := \inf\{\xi \in (0, \xi_{\text{max}}(a)) : F(\xi; a) = 0\} \in (0, \xi_{\text{max}}(a)),$$

so that $F(\xi; a) > 0$ for any $\xi \in [0, \xi_0(a))$. Moreover, since $\sigma > 0$, we deduce from Eq. (4.1) that

$$F''(0; a) = -\frac{\alpha a}{N} < 0, \quad a \in (0, \infty),$$

and we can thus introduce the first zero of the derivative of $F(\cdot; a)$ (if any) and set

$$\xi_1(a) := \sup\{\xi \in (0, \xi_0(a)) : F'(\cdot; a) < 0 \text{ on } (0, \xi)\} > 0.$$

Lemma 4.1. Let $a > 0$. If $\xi_1(a) \in (0, \xi_0(a))$, then $F(\cdot; a)$ has a local strict minimum at $\xi = \xi_1(a)$ and

$$\xi_1^-(a) \geq \alpha f^{1-q}(\xi_1(a); a).$$

Proof. Since $\xi_1(a) < \xi_0(a)$ and $F'(\xi; a) < 0 = F'(\xi_1(a); a)$ for any $\xi \in (0, \xi_1(a))$ (the latter follows from the definition (4.3) of $\xi_1(a)$), we conclude that $F''(\xi_1(a); a) \geq 0$, and we infer by evaluating Eq. (4.1) at $\xi = \xi_1(a)$ that

$$0 \leq F''(\xi_1(a); a) = f q(\xi_1(a); a) \left[ \xi_1^-(a) - \alpha f^{1-q}(\xi_1(a); a) \right].$$
Either $\xi^*_1(a) > a f^{1,q}(\xi_1(a);a)$ and thus $F'(\cdot; a) > 0$ in a right neighborhood of $\xi_1(a)$, which gives that $\xi_1(a)$ is a strict local minimum for $F(\cdot; a)$. Or $\xi^*_1(a) = a f^{1,q}(\xi_1(a);a)$ and thus $F''(\xi_1(a);a) = 0$. Differentiating one more time Eq. (4.1) with respect to $\xi$ and evaluating the resulting equation at $\xi = \xi_1(a)$, we get

\[
F''(\xi_1(a); a) = -\frac{N - 1}{\xi_1(a)} F''(\xi_1(a); a) + \frac{N - 1}{\xi_1(a)^2} F'(\xi_1(a); a)
+ (\beta - \alpha)f'(\xi_1(a); a) + \beta \xi_1(a) f''(\xi_1(a); a)
+ q \xi_1' a f''(\xi_1(a); a) f'(\xi_1(a); a) + \sigma \xi_1''(a) f''(\xi_1(a); a).
\]

Noticing that

\[
f'(\xi_1(a); a) = \frac{1}{m} F^{(1-m)/m}(\xi_1(a); a) F'(\xi_1(a); a) = 0
\]
and

\[
f''(\xi_1(a); a) = \frac{1}{m} F^{(1-m)/m}(\xi_1(a); a) F''(\xi_1(a); a)
+ \frac{1 - m}{m^2} F^{(1-2m)/m}(\xi_1(a); a) |F'(\xi_1(a); a)|^2 = 0,
\]
we readily conclude that

\[
F''(\xi_1(a); a) = \sigma \xi_1''(a) f''(\xi_1(a); a) > 0.
\]

Consequently, $F''(\cdot; a) > 0$ in a right neighborhood of $\xi_1(a)$ and $F'(\cdot; a)$ also shares this property. It thus follows that $\xi_1(a)$ is a strict local minimum also in this case. \qed

We move now to the study of the local behavior of solutions $f(\cdot; a)$ in a small right neighborhood $\xi \in (0, \delta)$ of the origin. This is rather technical, but it will become a decisive argument in the proof of the uniqueness of the self-similar profile, in the same way as such a local asymptotic expansion has been used in previous works \cite{14,16}. The difficulty comes from the fact that the influence of the weight $|x|^\sigma$ in this expansion might come at very high order terms. The idea is then to prove that the local expansion of $f(\cdot; a)$ as $\xi \to 0$ fully coincides with the one of the solution to the porous medium equation without any source, up to the (high) order where the influence of $|x|^\sigma$ appears, and give a precise form of the first coefficient where this influence is seen. To this end, let $a \in (0, \infty)$. Arguing as for (4.1)-(4.2), there exists a unique positive solution $\Phi_a \in C^\infty([0, \xi_\infty(a)])$ of the Cauchy problem

\[
\Phi_a''(\xi) + \frac{N - 1}{\xi} \Phi_a'(\xi) + \alpha \phi_a(\xi) - \beta \xi \phi_a'(\xi) = 0, \quad (4.5)
\]
with initial condition and notation

\[
\Phi_a(0) = a^m, \quad \Phi_a'(0) = 0, \quad \phi_a := \Phi_a^{1/m}, \quad (4.6)
\]
defined on a maximal interval $[0, \xi_\infty(a))$. Introducing the rescaled function

\[
\chi(\xi) := a \phi_1(a^{-(m-1)/2}\xi), \quad \xi \in [0, a^{(m-1)/2}\xi_\infty(1))
\]
we readily notice that $\chi$ also solves the Cauchy problem (4.5)-(4.6). We infer from the well-posedness of (4.5)-(4.6) that $\xi_\infty(a) = a^{(m-1)/2}\xi_\infty(1)$ and

\[
\phi_a(\xi) = a \phi_1(a^{-(m-1)/2}\xi), \quad \Phi_a(\xi) = a^m \Phi_1(a^{-(m-1)/2}\xi), \quad \xi \in [0, \xi_\infty(a)). \quad (4.7)
\]
Since \( \Phi_1 \in C^\infty([0, \xi_\infty(1)]) \) with \( \Phi_1(0) = 1 \), the same holds true for \( \phi_1 = \Phi_1^{1/m} \), thus we can write, as \( \xi \to 0 \), the Taylor expansions
\[
\phi_1(\xi) = \sum_{j=0}^{k} \omega_j \xi^j + o(\xi^k), \quad \Phi_1(\xi) = \sum_{j=0}^{k} \Omega_j \xi^j + o(\xi^k)
\]
for any \( k \in \mathbb{N} \), with
\[
\omega_j := \frac{1}{j!} \phi_1^{(j)}(0), \quad \Omega_j := \frac{1}{j!} \Phi_1^{(j)}(0).
\]
Note that \( \omega_1 = \Omega_1 = 0 \) by (4.6) while (4.5) and (4.6) ensure that
\[
\omega_2 = -\frac{\alpha}{2mN}, \quad \Omega_2 = -\frac{\alpha}{2N}.
\]
We then find by straightforward calculations that, for \( k \geq 2 \) and as \( \xi \to 0 \), the expansions (4.8) up to orders \( k + 2 \) and \( k \) give
\[
\Phi_1'(\xi) = \sum_{j=1}^{k+2} j \Omega_j \xi^{j-1} + o(\xi^{k+1}),
\]
\[
\Phi_1''(\xi) = \sum_{j=0}^{k} (j + 2)(j + 1) \Omega_{j+2} \xi^j + o(\xi^k),
\]
\[
\frac{\Phi_1'(\xi)}{\xi} = \sum_{j=0}^{k} (j + 2) \Omega_{j+2} \xi^j + o(\xi^k),
\]
\[
\xi \phi_1'(\xi) = \sum_{j=1}^{k} j \omega_j \xi^j + o(\xi^k)
\]
We deduce from gathering the expansions in (4.10) and inserting them into Eq. (4.5) that
\[
(j + 2)(j + 1) \Omega_{j+2} + (N - 1)(j + 2) \Omega_{j+2} + \alpha \omega_j - \beta j \omega_j = 0,
\]
for any \( 1 \leq j \leq k \), leading to
\[
\Omega_{j+2} = \frac{j \beta - \alpha}{(j + 2)(N + j)} \omega_j,
\]
valid for \( 1 \leq j \leq k \). But (4.11) is also valid for \( j = 0 \) by (4.9). Thus (4.11) is valid for any integer \( j \geq 0 \). We are now in a position to state our first lemma about the local expansion as \( \xi \to 0 \) of the functions \( F(\cdot; a) \) and \( f(\cdot; a) \).

**Lemma 4.2.** Let \( a > 0 \) and \( F(\cdot; a) \), respectively \( f(\cdot; a) \), be the solutions to the Cauchy problems (4.1)–(4.2), respectively (1.8)–(1.9). Let \( \Phi_a \) be the solution to the Cauchy problem (4.5)–(4.6) and \( \phi_a = \Phi_a^{1/m} \). Then, for any integer \( k \) such that \( 2 \leq k < 2 + \sigma \), we have
\[
F(\xi; a) - \Phi_a(\xi) = o(\xi^k), \quad f(\xi; a) - \phi_a(\xi) = o(\xi^k), \quad \text{as} \; \xi \to 0.
\]

**Proof.** We drop in the sequel for simplicity the explicit dependence on \( a \) from the notation of \( F \) and \( f \), understanding that \( a > 0 \) is fixed. Let us define \( E = F - \Phi_a \) and observe that Eq. (4.11) ensures that:
• if $\sigma \notin \mathbb{N}$, then $F \in C^{2+k_0, \sigma-k_0}([0, \xi_\infty(a))]$, where $k_0 \in \mathbb{N}$ is the integer part of $\sigma$, and we have the following expansion as $\xi \to 0$

$$F(\xi) = \sum_{j=0}^{k_0+2} B_j \xi^j + o(\xi^{k_0+2}), \quad B_0 = a^m, \ B_1 = 0, \ B_2 = -\frac{\alpha a}{2N}, \quad (4.13)$$

and respectively

$$f(\xi) = \sum_{j=0}^{k_0+2} b_j \xi^j + o(\xi^{k_0+2}) \quad \text{as } \xi \to 0. \quad (4.14)$$

• if $\sigma \in \mathbb{N}$, then $F \in C^\infty([0, \xi_\infty(a))]$ and, setting $k_0 = \sigma - 1$, we get

$$F(\xi) = \sum_{j=0}^{k_0+3} B_j \xi^j + o(\xi^{k_0+3}), \quad B_0 = a^m, \ B_1 = 0, \ B_2 = -\frac{\alpha a}{2N}, \quad (4.15)$$

and respectively

$$f(\xi) = \sum_{j=0}^{k_0+3} b_j \xi^j + o(\xi^{k_0+3}) \quad \text{as } \xi \to 0. \quad (4.16)$$

In both cases, we deduce from (4.9), (4.13), and (4.15) that $E(\xi) = o(\xi^2)$, $E'(\xi) = o(\xi)$ as $\xi \to 0$. We can now go on with an argument by induction and assume that $E'(\xi) = o(\xi^{k-1})$ for some integer $k \in [2, \sigma)$ and thus, also $E(\xi) = o(\xi^k)$ as $\xi \to 0$. We infer from (4.1) and (4.11) that

$$E''(\xi) + \frac{N-1}{\xi} E'(\xi) = -\alpha (F^{1/m}(\xi) - \Phi_a^{1/m}(\xi))$$

$$+ \beta \xi (F^{1/m} - \Phi_a^{1/m})'(\xi) + \xi^\sigma F^{q/m}(\xi). \quad (4.17)$$

We then analyze one by one the orders of the terms in the right hand side of (4.17), employing the induction hypothesis. We have

$$F^{1/m}(\xi) - \Phi_a^{1/m}(\xi) = (E + \Phi_a)^{1/m}(\xi) - \Phi_a^{1/m}(\xi)$$

$$= \Phi_a^{1/m}(\xi) \left[ \left( 1 + \frac{E}{\Phi_a} \right)^{1/m} (\xi) - 1 \right]$$

$$= \Phi_a^{1/m}(\xi) \left[ \frac{E(\xi)}{m\Phi_a(\xi)} + o(E(\xi)) \right] = o(\xi^k),$$
and also

\[ \xi (F^{1/m} - \Phi_a^{1/m})'(\xi) = \xi \left\{ \Phi_a^{1/m}(\xi) \left[ \left( 1 + \frac{E}{\Phi_a} \right)^{1/m} - 1 \right] \right\}' \]

\[ = \xi \phi_a'(\xi) \left[ \left( 1 + \frac{E}{\Phi_a} \right)^{1/m} - 1 \right] \]

\[ + \frac{1}{m} \xi \phi_a(\xi) \left( 1 + \frac{E}{\Phi_a} \right)^{(1-m)/m} \left[ \frac{E'(\xi)}{\Phi_a(\xi)} - \frac{E(\xi) \Phi_a'(\xi)}{\Phi_a(\xi)^2} \right] \]

\[ = \xi \phi_a'(\xi) \left[ \frac{E(\xi)}{m \Phi_a(\xi)} + o(E(\xi)) \right] \]

\[ + \frac{\xi \phi_a(\xi)}{m \Phi_a(\xi)^2} \left( 1 + \frac{E(\xi)}{\Phi_a(\xi)} \right)^{(1-m)/m} \left( \phi_a E' - \Phi_a'E(\xi) \right) \]

\[ = \xi \left[ -\frac{aa}{N} \xi + o(\xi) \right] \left[ \frac{E(\xi)}{m \Phi_a(\xi)} + o(E(\xi)) \right] \]

\[ + \frac{\xi \phi_a(\xi)}{m \Phi_a(\xi)^2} \left( 1 + \frac{E(\xi)}{\Phi_a(\xi)} \right)^{(1-m)/m} \left[ (a^m + o(\xi)) E'(\xi) + \left( \frac{aa}{N} \xi + o(\xi) \right) E(\xi) \right] \]

\[ = \xi^2 E(\xi) + o(\xi^2 E(\xi)) + \frac{\xi}{ma^{2m-1}} \left[ a^m E'(\xi) + \frac{aa}{N} \xi E(\xi) + o(\xi^k) \right] \]

\[ = o(\xi^k). \]

Since \( k < \sigma \), we also have

\[ \xi^{\sigma} F^{q/m}(\xi) = o(\xi^k), \]

and we infer from (4.17) and the previous estimates that

\[ E''(\xi) + \frac{N-1}{\xi} E'(\xi) = o(\xi^k), \]

or equivalently

\[ \frac{d}{d\xi} \left[ \xi^{N-1} E'(\xi) \right] = o(\xi^{N+k-1}), \]

which by integration leads to \( E'(\xi) = o(\xi^{k+1}) \) and thus \( E(\xi) = o(\xi^{k+2}) \) as \( \xi \to 0 \). Thus the induction argument is complete, proving that

\[ E(\xi) = o(\xi^k), \quad \text{for any } k \in \mathbb{N}, \ 2 \leq k < 2 + \sigma, \]

which is equivalent to the first equality in (4.12). Next, as \( \xi \to 0 \) we also have

\[ (f - \phi_a)(\xi) = F^{1/m}(\xi) - \Phi_a^{1/m}(\xi) = (\Phi_a + E)^{1/m}(\xi) - \Phi_a^{1/m}(\xi) \]

\[ = \Phi_a(\xi) \left[ \left( 1 + \frac{E(\xi)}{\Phi_a(\xi)} \right)^{1/m} - 1 \right] \]

\[ = \Phi_a(\xi) \left[ \frac{E(\xi)}{m \Phi_a(\xi)} + o(E(\xi)) \right] = o(\xi^k), \]

for any integer \( k \) such that \( 2 \leq k < 2 + \sigma \) and the proof is complete. \( \square \)
In particular, recalling the Taylor expansions as $\xi \to 0$ of $F(\xi)$ and $f(\xi)$ introduced in (4.13) and (4.15), respectively (4.14) and (4.16), we readily infer from (4.7), (4.8), and Lemma 4.2 that

$$B_j = a^{n-j(m-1)/2}\Omega_j, \quad b_j = a^{1-j(m-1)/2}\omega_j, \quad 2 \leq j \leq k_0 + 2,$$

(4.18)

where $k_0$ is the largest integer strictly below $\sigma$ and $\Omega_j$, $\omega_j$ are the coefficients introduced in the expansions in (4.8). Notice that all these coefficients do not depend on $\sigma$. We now proceed with the calculation of the next order of the expansion near $\xi = 0$, where the influence of $\sigma$ comes into play.

**Lemma 4.3.** Let $k_0$ be the largest integer strictly below $\sigma$. Then, as $\xi \to 0$,

$$F(\xi; a) = \sum_{j=0}^{k_0+2} B_j \xi^j + \frac{a^q}{(\sigma + 2)(\sigma + N)} \xi^{\sigma+2} + o(\xi^{\sigma+2}),$$

(4.19)

if $\sigma \not\in \mathbb{N}$ and $k_0$ is the integer part of $\sigma$, or

$$F(\xi; a) = \sum_{j=0}^{k_0+3} B_j \xi^j + \frac{a^q}{(\sigma + 2)(\sigma + N)} \xi^{\sigma+2} + o(\xi^{\sigma+2}),$$

(4.20)

if $\sigma \in \mathbb{N}$ and $k_0 = \sigma - 1$.

**Proof.** We introduce

$$H(\xi; a) := \xi^{N-1}F'(\xi; a) - \beta \xi^N f(\xi; a), \quad \xi \in [0, \xi_\infty(a)).$$

(4.21)

Dropping again the explicit dependence on $a > 0$ in order to simplify the notation and differentiating with respect to $\xi$, we infer from (4.1) that

$$H'(\xi) = \xi^{N-1} \left[ F''(\xi) + \frac{N-1}{\xi} F'(\xi) - \beta \xi f'(\xi) \right] - \beta N \xi^{N-1} f(\xi)$$

$$= - (\alpha + N \beta) \xi^{N-1} f(\xi) + \xi^{\sigma+N-1} f^q(\xi).$$

(4.22)

We now split the analysis according to whether $\sigma > 0$ is an integer or not.

**Case 1.** $\sigma \not\in \mathbb{N}$. We deduce from (4.14) and (4.22) that

$$H'(\xi) = - (\alpha + N \beta) \sum_{j=0}^{k_0+2} b_j \xi^{N+j-1} + o(\xi^{N+k_0+1}) + \xi^{N+\sigma-1} (b_0 + b_2 \xi^2 + o(\xi^2))^q$$

$$= - (\alpha + N \beta) \sum_{j=0}^{k_0+2} b_j \xi^{N+j-1} + o(\xi^{N+k_0+1}) + b_0^q \xi^{N+\sigma-1} \left[ 1 + \frac{b_2}{b_0} \xi^2 + o(\xi^2) \right]^q$$

$$= - (\alpha + N \beta) \sum_{j=0}^{k_0+2} b_j \xi^{N+j-1} + o(\xi^{N+k_0+1}) + b_0^q \xi^{N+\sigma-1} + o(\xi^{N+\sigma})$$

$$= - (\alpha + N \beta) \sum_{j=0}^{k_0} b_j \xi^{N+j-1} + b_0^q \xi^{N+\sigma-1} + o(\xi^{N+\sigma-1})$$

$$= - (\alpha + N \beta) \sum_{j=0}^{k_0} b_j \xi^{N+j-1} + b_0^q \xi^{N+\sigma-1} + o(\xi^{N+\sigma-1})$$
and we further get by integration that

$$H(\xi) = -(\alpha + N\beta) \sum_{j=0}^{k_0} \frac{b_j}{N + j} \xi^{N+j} + \frac{b_0^q}{N + \sigma} \xi^{N+\sigma} + o(\xi^{N+\sigma}).$$

Recalling the definition of $H(\xi)$, we obtain

$$\xi^{N-1} F'(\xi) = \beta \xi^N f(\xi) - (\alpha + N\beta) \sum_{j=0}^{k_0} \frac{b_j}{N + j} \xi^{N+j} + \frac{b_0^q}{N + \sigma} \xi^{N+\sigma} + o(\xi^{N+\sigma})$$

or equivalently, thanks to (4.14),

$$F'(\xi) = \sum_{j=0}^{k_0} \left( \beta - \frac{\alpha + N\beta}{N + j} \right) b_j \xi^{j+1} + \frac{b_0^q}{N + \sigma} \xi^{\sigma+1} + o(\xi^{\sigma+1}),$$

which leads to (4.19) by one more step of integration and taking into account the relations between the coefficients $B_j, b_j, \Omega_j$ and $\omega_j$ obtained by gathering (4.11) and (4.18).

**Case 2.** $\sigma \in \mathbb{N}$. We proceed in a similar manner as in Case 1 and infer from (4.16) and (4.22) that

$$H'(\xi) = -(\alpha + N\beta) \sum_{j=0}^{k_0+1} b_j \xi^{N+j-1} + o(\xi^{N+k_0+2}) + b_0^q \xi^{k_0+N} \left[ 1 + \frac{b_0 b_0^q - 1}{q} \xi^2 + o(\xi^2) \right]$$

or equivalently, that

$$H'(\xi) = -(\alpha + N\beta) \sum_{j=0}^{k_0+1} b_j \xi^{N+j-1} + b_0^q \xi^{k_0+N} + o(\xi^{k_0+N}),$$

hence by integrating with respect to $\xi$ and separating $F'(\xi)$ from the definition of $H(\xi)$, we obtain

$$F'(\xi) = \sum_{j=0}^{k_0+1} \frac{j^\beta - \alpha}{N + j} b_j \xi^{j+1} + \frac{b_0^q}{N + k_0 + 1} \xi^{k_0+2} + o(\xi^{k_0+2}).$$

We get (4.20) by integrating once more with respect to $\xi$, using the relations between the coefficients $B_j, b_j, \Omega_j$ and $\omega_j$ obtained by gathering (4.11) and (4.18) and recalling that $\sigma = k_0 + 1$ in this case.

We are now ready to proceed to the proof of existence of a self-similar solution to Eq. (1.1).  

### 4.2 Existence of a self-similar solution

Recalling the definitions (4.3) and (4.4) of $\xi_0(a)$ and $\xi_1(a)$, we introduce the following three sets

$$\mathcal{A} := \{ a > 0 : \xi_0(a) < \infty \text{ and } (f^m)'(\xi; a) < 0, \text{ for } \xi \in (0, \xi_0(a)) \}$$

$$\mathcal{C} := \{ a > 0 : \xi_1(a) < \xi_0(a) \}$$

$$\mathcal{B} := (0, \infty) \setminus (\mathcal{A} \cup \mathcal{C}).$$

We prove first that the sets $\mathcal{A}$ and $\mathcal{C}$ are both non-empty and open. To this end, let us introduce $g(\cdot; a)$ defined by the following rescaling

$$f(\xi; a) = ag(a^\gamma \xi; a), \quad \eta = a^\gamma \xi,$$  \hspace{1cm} (4.23)
where $\gamma$ will be fixed later. We obtain by plugging the rescaling \[(4.23)\] into \[(4.1)\] that $g(\cdot; a)$ solves the ordinary differential equation
\[
(g^m)'(\eta) + \frac{N-1}{\eta}(g^m)'(\eta) + a^{1-m-2\gamma}(\alpha g(\eta) - \beta \eta g'(\eta))
\]
\[
- a^{q-m-\gamma(\sigma+2)} \eta^\sigma g^q(\eta) = 0,
\]
with initial conditions
\[
g(0) = 1, \quad g'(0) = 0.
\]
Here and in the sequel we drop the explicit dependence on $a > 0$ from the notation $g(\cdot; a)$ for simplicity.

**Lemma 4.4.** The set $A$ is open. Moreover, there exists $a_* > 0$ such that $(0, a_*) \subseteq A$.

**Proof.** We choose $\gamma = -(m-1)/2$ in \[(4.23)\] and we note that
\[
q - m - \gamma(\sigma + 2) = \frac{\sigma(m-1) + 2(q-1)}{2} > 0
\]
in our range of exponents \[(1.2)\], so that Eq. \[(4.24)\] reduces in the limit $a \to 0$ to
\[
(h^m)'(\eta) + \frac{N-1}{\eta}(h^m)'(\eta) + \alpha h(\eta) - \beta \eta h'(\eta) = 0,
\]
\[
h(0) = 1, \quad h'(0) = 0.
\]
We claim that there exists $\eta_0 \in (0, \infty)$ such that
\[
h(\eta_0) = 0 \quad \text{and} \quad (h^m)'(\eta_0) < 0.
\]
To prove the claim, we argue as in the proof of \cite[Theorem 2]{30}. Set
\[
\eta_0 := \inf\{\eta > 0 : h(\eta) = 0\} > 0, \quad \eta_1 := \inf\{\eta \in (0, \eta_0) : (h^m)'(\eta) = 0\},
\]
the latter being well defined and positive due to $(h^m)''(0) = -\alpha/N < 0$.

Assume first for contradiction that $\eta_1 < \eta_0$. Then $(h^m)''(\eta_1) \geq 0$, while \[(4.25)\] evaluated at $\eta = \eta_1$ gives $(h^m)''(\eta_1) = -\alpha h(\eta_1) < 0$ and a contradiction. Therefore, $\eta_1 = \eta_0$.

Assume now for contradiction that $\eta_0 = \infty$ and thus $(h^m)'(\eta) < 0$ and $h'(\eta) < 0$ for any $\eta > 0$. It follows from Eq. \[(4.25)\] that
\[
\frac{d}{d\eta} \left[ \eta^{N-1}(h^m)'(\eta) + \frac{\alpha}{N} \eta^N h(\eta) \right] = \eta^{N-1} \left[ \beta \eta h'(\eta) - \alpha h(\eta) \right] + \alpha \eta^{N-1} h(\eta) + \frac{\alpha}{N} \eta^N h'(\eta)
\]
\[
= \left( \beta + \frac{\alpha}{N} \right) \eta^N h'(\eta) < 0,
\]
which after integration gives
\[
\eta^{N-1}(h^m)'(\eta) + \frac{\alpha}{N} \eta^N h(\eta) \leq \left( \beta + \frac{\alpha}{N} \right) \int_0^\eta \tau^N h'(\tau) d\tau
\]
\[
\leq -\delta := \left( \beta + \frac{\alpha}{N} \right) \int_0^1 \tau^N h'(\tau) d\tau,
\]
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provided \( \eta > 1 \), since \( h'(\eta) < 0 \) for any \( \eta > 0 \). We further infer that
\[
(h^m)'(\eta) + \frac{\alpha}{N} \eta h(\eta) + \delta \eta^{1-N} \leq 0, \quad \eta \geq 1. \tag{4.26}
\]
We next apply Young’s inequality
\[
\left( \frac{\alpha}{N} \eta h(\eta) \right)^{(N-1)/N} (\delta \eta^{1-N})^{1/N} \leq \frac{\alpha}{N} \eta h(\eta) + \delta \eta^{1-N},
\]
to deduce from (4.26) that
\[
\left( \frac{\alpha}{N} \right)^{(N-1)/N} \delta^{1/N} h^{(N-1)/N}(\eta) \leq -(h^m)'(\eta) = -mh^{m-1}h'(\eta),
\]
or equivalently
\[
h^{(N(m-2)+1)/N}(\eta)h'(\eta) + \left( \frac{\alpha}{N} \right)^{(N-1)/N} \frac{\delta^{1/N}}{m} \leq 0,
\]
for any \( \eta \geq 1 \). Consequently, since \( m + 1/N > 1 \), there exists \( c_1 > 0 \) such that
\[
\left( h^{(N(m-1)+1)/N}(\eta) \right)' \leq -c_1, \quad \eta \geq 1,
\]
which gives after integration that
\[
h^{(N(m-1)+1)/N}(\eta) \leq h^{(N(m-1)+1)/N}(1) - c_1 (\eta - 1),
\]
leading to a contradiction with the positivity of \( h \) for \( \eta > 1 \) large enough. Therefore \( \eta_0 < \infty \). We are left only to show that \( (h^m)'(\eta_0) < 0 \). To this end, we notice that Eq. (4.24) implies
\[
\frac{d}{d\eta} \left[ \eta^{N-1}(h^m)'(\eta) \right] = -\eta^{N-1} \left[ \alpha h(\eta) - \beta \eta h'(\eta) \right] < 0,
\]
for any \( \eta \in (0, \eta_0) \). Therefore,
\[
\eta^{N-1}(h^m)'(\eta) < \left( \frac{\eta_0}{2} \right)^{N-1} (h^m)' \left( \frac{\eta_0}{2} \right) < 0, \quad \eta \in \left( \frac{\eta_0}{2}, \eta_0 \right),
\]
and passing to the limit as \( \eta \to \eta_0 \) from the left, we infer that
\[
\eta_0^{N-1}(h^m)'(\eta_0) < 0,
\]
as claimed. Standard continuity arguments in (4.24) with respect to the parameter \( a > 0 \) end up the proof. \( \square \)

We now characterize in a similar manner the set \( C \).

**Lemma 4.5.** The set \( C \) is open. Moreover, there exists \( a^* > 0 \) such that \( (a^*, \infty) \subseteq C \).

**Proof.** We now choose \( \gamma = (q - m)/(\sigma + 2) \) in (4.23) and we observe that
\[
1 - m - 2\gamma = -\frac{\sigma(m - 1) + 2(q - 1)}{\sigma + 2} < 0
\]
in our range of exponents \((1, 2]\). Thus, in the limit \(a \to \infty\), Eq. (4.24) reduces to

\[
(l^m)'(\eta) + \frac{N - 1}{\eta} l^{m-1}(\eta) - \eta^q l^q(\eta) = 0,
\]

\(l(0) = 1, \quad l'(0) = 0\)

which has a unique positive solution \(l^m \in C^2([0, \eta_\infty])\) defined on a maximal existence interval \([0, \eta_\infty)\) with the alternative: either \(\eta_\infty = \infty\) or

\[
\eta_\infty < \infty \quad \text{and} \quad \lim_{\eta \to \eta_\infty} \left( l(\eta) + \frac{1}{l(\eta)} \right) = \infty.
\]

Assume for contradiction that

\[
\eta_0 := \inf \{ \eta \in (0, \eta_\infty) : l(\eta) = 0 \} < \eta_\infty,
\]

so that \(l'(\eta_0) \leq 0\). We readily notice from (4.27) that

\[
\frac{d}{d\eta} (\eta^{N-1}(l^m)'(\eta)) = \eta^{N+\sigma-1} l^q(\eta) > 0, \quad \eta \in (0, \eta_0),
\]

and thus

\[
\eta^{N-1}(l^m)'(\eta) > 0, \quad \eta \in (0, \eta_0),
\]

and a contradiction. Consequently, \(\eta_0 = \eta_\infty\) and we infer from (4.28) after integration that

\[
0 < \eta^{N-1}(l^m)'(\eta) = \int_0^\eta \eta_s^{N+\sigma-1} l^q(\eta_s) \, d\eta_s, \quad \eta \in (0, \eta_\infty).
\]

In particular, the function \(l\) is increasing on \((0, \eta_\infty)\) and this property implies that

\[
\eta^{N-1}(l^m)'(\eta) \leq \eta^q(\eta) \int_0^\eta \eta_s^{N+\sigma-1} \, d\eta_s = \frac{\eta^{N+\sigma}}{N+\sigma} \eta^q(\eta), \quad \eta \in (0, \eta_\infty).
\]

Owing to the positivity of both \(l\) and \(\eta\) on \([0, \eta_\infty)\), we further obtain

\[
(l^{m-q})'(\eta) \leq \frac{m-q}{m} \frac{\eta^{q+1}}{N+\sigma}, \quad \eta \in (0, \eta_\infty).
\]

Integrating once more and recalling that \(l\) is increasing on \((0, \eta_\infty)\), we conclude that

\[
1 \leq l^{m-q}(\eta) \leq 1 + \frac{m-q}{m} \frac{\eta^{q+2}}{(\sigma+2)(N+\sigma)}, \quad \eta \in (0, \eta_\infty),
\]

a property which discards the possible finiteness of \(\eta_\infty\) according to the alternative above. Consequently, the function \(l\) is increasing on \((0, \infty)\) and it has a strict minimum at \(\eta = 0\). Coming back to the solution \(g(\cdot; a)\) to Eq. (4.24), since \(l'(1) > 0\), there exists \(a^* > 0\) such that

\[
\max_{[0,1]} |g(\cdot; a) - l| \leq \frac{1}{2} \quad \text{and} \quad |g'(1; a) - l'(1)| \leq \frac{l'(1)}{2}, \quad \text{for any } a \in (a^*, \infty);
\]

that is, recalling that \(l \geq 1\) on \([0, 1]\), \(g(\eta; a) \geq 1/2\) for \(\eta \in [0, 1]\) and \(g'(1; a) \geq l'(1)/2 > 0\). Since we already know that \((g^m(\cdot); a)'(\eta)\) is negative in a right neighborhood of \(\eta = 0\), there is at least one positive local strict minimum to \(g(\cdot; a)\) in \([0, 1]\) and thus \(a \in C\) for any \(a \in (a^*, \infty)\). A continuity argument gives that \(C\) is open. □
We infer from Lemmas 4.4 and 4.5 that the complementary set $\mathcal{B}$ is non-empty and closed. We then characterize the elements of the set $\mathcal{B}$ as follows.

**Lemma 4.6.** Let $a \in \mathcal{B}$. Then $\xi_0(a) < \infty$ and $(f^m)'(\xi_0(a)) = 0$.

**Proof.** Assume for contradiction that $\xi_0(a) = \infty$. Then, since $a \not\in \mathcal{C}$, it follows from Lemma 4.1 that $\xi_1(a) = \infty$ and that $f(\cdot; a)$ is decreasing on $(0, \infty)$ and positive, thus $0 < f(\xi; a) < a$ for any $\xi > 0$. Consequently, recalling (1.6),

$$(t, x) \mapsto (1 + t)^{-\alpha} f(|x|(1 + t)^\beta; a)$$

is a weak solution to (1.1) with a non-negative and bounded initial condition and its support at any time is the whole space $\mathbb{R}^N$. But this contradicts the instantaneous shrinking of the supports of solutions proved in Theorem 1.1. Thus, $\xi_0(a) < \infty$ and, since $f^m$ is decreasing on $(0, \xi_0(a))$ and $a \not\in \mathcal{A}$, we conclude that $(f^m)'(\xi_0(a)) = 0$. □

Summarizing the outcome of the analysis performed so far, elements in the set $\mathcal{B}$ correspond to self-similar profiles having an interface at $\xi = \xi_0(a) < \infty$ giving rise to a self-similar solution to Eq. (1.1), thus completing the existence part of Theorem 1.2.

### 4.3 Interface behavior when $a \in \mathcal{B}$

Once proved that there are elements in the set $\mathcal{B}$ and that they are compactly supported with a smooth contact at the edge of the support $\xi_0(a) \in (0, \infty)$, we establish now the local behavior of profiles $f(\cdot; a)$ for $a \in \mathcal{B}$ as $\xi \to \xi_0(a)$. We start with a general upper bound. As before, we drop the explicit dependence on $a$ from the notation.

**Lemma 4.7.** Assume that $a \in \mathcal{B}$ and $f = f(\cdot; a)$. Then

$$|f^{m-q}(\xi)| \leq 2^{N-1}\xi_0^q(\xi_0 - \xi), \quad \xi \in \left(\frac{\xi_0}{2}, \xi_0\right).$$

Moreover, there exist $C_1 > 0$ and $C_2 > 0$ depending only on $m$, $N$, $q$, $\sigma$ and $\xi_0$ such that the following upper bounds for $f$ hold true:

$$f(\xi) \leq C_1(\xi_0 - \xi)^{2/(m-q)}, \quad \xi \in \left(\frac{\xi_0}{2}, \xi_0\right),$$

and

$$f(\xi) \leq C_2(\xi_0 - \xi)^{1/(1-q)}, \quad \xi \in \left(\frac{\xi_0}{2}, \xi_0\right).$$

Notice that (4.30) is a better upper bound than (4.31) if and only if $m + q < 2$.

**Proof.** Recalling the definition (4.21) of $H(\xi)$ and (4.22), we have for $\xi \in (0, \xi_0)$

$$H'(\xi) = \xi^{N+\sigma-1}f^q(\xi) - (\alpha + N\beta)\xi^{N-1}f(\xi) \leq \xi^{N+\sigma-1}f(\xi).$$

Integrating this inequality over $(\xi, \xi_0)$ and taking into account that $f(\xi_0) = 0$ and $F'(\xi_0) = 0$, we obtain

$$-\xi^{N-1}F'(\xi) + \beta N f(\xi) \leq \int_{\xi}^{\xi_0} \eta^{N+\sigma-1}f^q(\eta) \, d\eta.$$
Using the fact that $f$ is decreasing since $a \in \mathcal{B}$ (see Lemma 4.6) and the definition of $F$ we further find

\[
m\xi^{-1} f^{m-1}(\xi)|f'(\xi)| + \beta \xi^N f(\xi) \leq f^q(\xi) \int_\xi^{\xi_0} \eta^{N+\sigma-1} \, d\eta \\
\leq f^q(\xi) \xi_0^{N+\sigma-1}(\xi_0 - \xi),
\]

thus, taking into account the positivity of $f(\xi)$ for $\xi \in (0, \xi_0)$, we get

\[
m\xi^{-1} f^{m-1-q}(\xi)|f'(\xi)| + \beta \xi^N f^{1-q}(\xi) \leq \xi_0^{N+\sigma-1}(\xi_0 - \xi),
\]

for any $\xi \in (0, \xi_0)$. Consider now $\xi \in (\xi_0/2, \xi_0)$. On the one hand, using the first term in the left-hand side of (4.32), we infer that

\[
\frac{m}{m-q} \left(\frac{\xi_0}{2}\right)^{N-1} |(f^{m-q})'(\xi)| \leq \xi_0^{N+\sigma-1}(\xi_0 - \xi),
\]

and (4.29) follows readily from (4.33). Recalling that $f' < 0$ on $(0, \xi_0)$ and integrating (4.33) over $(\xi, \xi_0)$ give

\[
f^{m-q}(\xi) \leq \frac{2^{N-2}(m-q)}{m} \xi_0^\sigma (\xi_0 - \xi)^2,
\]

and we have shown (4.30). On the other hand, using the second term in the left-hand side of (4.32), we obtain, for $\xi \in (\xi_0/2, \xi_0)$,

\[
\beta \xi_0^N f^{1-q}(\xi) \leq 2^N \xi_0^{N+\sigma-1}(\xi_0 - \xi),
\]

from which the last upper bound (4.31) follows. 

The next two technical results establish properties of the derivatives of some powers of $f(\cdot; a)$ with $a \in \mathcal{B}$ near the interface point and will be very useful in establishing the precise local behavior as $\xi \to \xi_0$.

**Lemma 4.8.** Let $a \in \mathcal{B}$. Then

\[
\limsup_{\xi \to \xi_0} \left( f^{(m-q)/2} \right)'(\xi; a) > -\infty.
\]

*Proof.* We argue by contradiction and assume that the limit in the statement of Lemma 4.8 is equal to $-\infty$. Let $R > C_1^{(m-q)/2}$, where $C_1 > 0$ is the constant in the upper bound (4.30). It follows from the definition of the limit that there exists $\xi_R \in (\xi_0/2, \xi_0)$ such that

\[
\left( f^{(m-q)/2} \right)'(\xi) \leq -R, \quad \xi \in (\xi_R, \xi_0).
\]

Taking $\xi \in (\xi_R, \xi_0)$ and integrating over $(\xi, \xi_0)$ easily leads to

\[
f(\xi) \geq R^{2/(m-q)} (\xi_0 - \xi)^{2/(m-q)} \geq C_1 (\xi_0 - \xi)^{2/(m-q)},
\]

which contradicts (4.30). 

**Lemma 4.9.** Let $a \in \mathcal{B}$ and assume that $m + q > 2$. Then

\[
\limsup_{\xi \to \xi_0} \left( f^{m-1} \right)'(\xi; a) = 0.
\]
Proof. We argue by contradiction and assume that there exist \( \epsilon > 0 \) and \( \xi_0 \in (\xi_0/2, \xi_0) \) such that

\[
(f^{m-1})'(\xi) \leq -\epsilon, \quad \xi \in (\xi_0, \xi_0).
\]

Integrating this inequality over \((\xi, \xi_0)\) (for \( \xi \in (\xi_0, \xi_0) \)) gives

\[
f^{m-1}(\xi) \geq \epsilon(\xi_0 - \xi), \quad \xi \in (\xi_0, \xi_0). \tag{4.34}
\]

We thus deduce from (4.31) and (4.34) that

\[
\epsilon \leq \frac{f^{m-1}(\xi)}{\xi_0 - \xi} \leq c_2^{m-1}(\xi_0 - \xi)^{(m+q-2)/(1-q)}, \quad \xi \in (\xi_0, \xi_0),
\]

which leads to a contradiction if we pass to the limit as \( \xi \to \xi_0 \), taking into account that \( m + q - 2 > 0 \).

We are now ready to complete the local analysis near the interface point by computing the precise behavior of \( f(\xi; a) \) as \( \xi \to \xi_0(a) \) when \( a \in B \). To this end, we will employ “surgically” a phase space technique in order to identify the profiles solving (1.8) with orbits entering some specific critical points of a quadratic, autonomous dynamical system. We will make a strong use of Lemmas 4.8 and 4.9 to select the right critical point. The analysis will be split into two cases, according to the sign of \( m + q - 2 \), and we start with the range \( m + q \in (1, 2] \).

**Proposition 4.10.** Let \( a \in B \) and assume that \( m + q \leq 2 \). Then, introducing

\[
K_1 := \left( \frac{m - q}{\sqrt{2m(m + q)}} \right)^{2/(m-q)}
\]

and

\[
K_2(z) := \left( \sqrt{1 + \frac{\beta^2 z^2}{2m(m + q)}} - \frac{\beta z}{\sqrt{2m(m + q)}} \right)^{2/(m-q)},
\]

the behavior of \( f(\xi; a) \) as \( \xi \to \xi_0(a) \) is given by (with \( \xi_0 = \xi_0(a) \))

\[
f(\xi; a) = K_1 \xi_0^{\sigma/(m-q)} (\xi_0 - \xi)^{2/(m-q)} + o( (\xi_0 - \xi)^{2/(m-q)} )
\]

when \( m + q \in (1, 2) \) and

\[
f(\xi; a) = K_1 \xi_0^{\sigma/(m-q)} K_2 \left( \xi_0^{(2^2)/(2)} \right) (\xi_0 - \xi)^{2/(m-q)} + o( (\xi_0 - \xi)^{2/(m-q)} )
\]

when \( m + q = 2 \).

**Proof.** Consider \( a \in B \). Setting \( f = f(\cdot; a) \), we introduce the following change of unknown functions

\[
\begin{align*}
X(\xi) &:= \sqrt{m} \xi^{-(\sigma+2)/2} f^{(m-q)/2}(\xi), \\
Y(\xi) &:= \sqrt{m} \xi^{-\sigma/2} f^{(m-q-2)/2}(\xi) f'(\xi), \\
Z(\xi) &:= \frac{\alpha}{\sqrt{m}} \xi^{(2-\sigma)/2} f^{(2-m-q)/2}(\xi),
\end{align*}
\]

(4.35)
as well as a new independent variable \( \eta \) via the integral representation

\[
\eta(\xi) := \frac{1}{\sqrt{m}} \int_0^\xi f(q_m)^{\sigma/2}(\xi_s)\xi_s^{\sigma/2} \, d\xi_s, \quad \xi \in [0, \xi_0].
\] (4.36)

Since \( f \) is positive in \([0, \xi_0]\) as \( a \in B \) and

\[
f(q_m)^{\sigma/2}(\xi_s) \geq \frac{C^{(q_m)^{\sigma/2}}}{\xi_0 - \xi_s}, \quad \xi_s \in (0, \xi_0),
\]

by (4.39), we see that \( \eta \) is a diffeomorphism from \([0, \xi_0]\) onto \([0, \infty)\). Also, due to the definition of \( Y \),

\[
f'(\xi) = \frac{1}{\sqrt{m}} \xi^{\sigma/2} f(q + 2 - m) Y(\xi),
\]

\[
f''(\xi) = \frac{\sigma}{2\sqrt{m}} \xi^{(\sigma-2)/2} f(q + 2 - m) Y(\xi) + \frac{1}{\sqrt{m}} \xi^{\sigma/2} f(q + 2 - m) Y'(\xi)
\]

\[
+ \frac{q + 2 - m}{2\sqrt{m}} \xi^{\sigma/2} f(q + 2 - m) f'(\xi) Y(\xi)
\]

\[
= \frac{\sigma}{2\sqrt{m}} \xi^{(\sigma-2)/2} f(q + 2 - m) Y(\xi) + \frac{1}{\sqrt{m}} \xi^{\sigma/2} f(q + 2 - m) Y'(\xi)
\]

\[
+ \frac{q + 2 - m}{2m} \xi^{\sigma/2} f(q + 1 - m) Y^2(\xi).
\] (4.37)

Replacing the derivatives obtained in (4.37) into Eq. (4.1) and changing at the end to

\[
(X, Y, Z) := (X \circ \eta, Y \circ \eta, Z \circ \eta)
\] (4.38)

leads, after technical but straightforward calculations, to the following autonomous dynamical system

\[
\begin{align*}
\dot{X} &= X \left[ \frac{m - q}{2} Y - \frac{\sigma + 2}{2} X \right] \\
\dot{Y} &= -\frac{m + q}{2} Y^2 - \left( \frac{N - 1 + \sigma}{2} \right) XY - XZ + \frac{\beta}{\alpha} YZ + 1 \\
\dot{Z} &= Z \left[ \frac{2 - m - q}{2} Y + \frac{2 - \sigma}{2} X \right],
\end{align*}
\] (4.39)

for \( \eta \in (0, \infty) \), where the dot denotes the derivative taken with respect to the variable \( \eta \) introduced in (4.36). Observe that, due to this change of variable, the behavior of \( f(\xi) \) as \( \xi \to \xi_0 \) is encoded in that of \( (X, Y, Z)(\eta) \) as \( \eta \to \infty \).

Now, since \( a \in B \), the profile \( f \) is positive and decreasing in \((0, \xi_0)\) which implies, along with Lemma 4.3, 4.34, and 4.38 that

\[
Y < 0 \quad \text{in} \quad (0, \infty), \quad \limsup_{\eta \to \infty} Y(\eta) > -\infty
\] (4.40)

and

\[
X > 0, \quad Z > 0 \quad \text{in} \quad (0, \infty).
\] (4.41)

Moreover, the condition \( m + q \leq 2 \) guarantees that \( \sigma > 2 \) and we infer from (4.35), 4.38, 4.39, 4.40, and 4.41 that

\[
\dot{X} \leq 0, \quad \dot{Z} \leq 0 \quad \text{in} \quad (0, \infty),
\] (4.42)
with
\[
\lim_{\eta \to \infty} X(\eta) = 0, \quad \lim_{\eta \to \infty} Z(\eta) = Z_*,
\]
where \(Z_* := 0\) when \(m + q < 2\) and \(Z_* := \frac{\alpha \sigma^{(2-\sigma)/2}}{\sqrt{m}}\) when \(m + q = 2\).

We next exploit the analysis performed so far to identify the behavior of \(Y(\eta)\) as \(\eta \to \infty\).

We begin with the behavior of \(Y\) along unbounded sequences of its critical points and claim that, if \((\eta_j)_{j \geq 1}\) is a non-decreasing sequence satisfying
\[
\dot{Y}(\eta_j) = 0, \quad j \geq 1, \quad \lim_{j \to \infty} \eta_j = \infty, \tag{4.44a}
\]
then
\[
\lim_{j \to \infty} Y(\eta_j) = Y_* := \frac{1}{m + q} \left( \frac{\beta}{\alpha} Z_* - \sqrt{\frac{\beta^2}{\alpha^2} Z_*^2 + 2(m + q)} \right) < 0. \tag{4.44b}
\]

Indeed, let \((\eta_j)_{j \geq 1}\) is a non-decreasing sequence satisfying (4.44a). In particular, \(\dot{Y}(\eta_j) = 0\) for all \(j \geq 1\), which gives, together with (4.39),
\[
\frac{m + q}{2} Y^2(\eta_j) = 1 - \left( N - 1 + \frac{\sigma}{2} \right) X(\eta_j) Y(\eta_j) - X(\eta_j) Z(\eta_j) + \frac{\beta}{\alpha} Y(\eta_j) Z(\eta_j), \quad j \geq 1. \tag{4.45}
\]

Owing to (4.41), (4.42), (4.45) and Young’s inequality,
\[
\frac{m + q}{2} Y^2(\eta_j) \leq 1 + \frac{m + q}{4} Y^2(\eta_j) + \frac{[\sigma + 2(N - 1)]^2}{4(m + q)} X^2(1), \quad j \geq 1.
\]

Therefore, \((Y(\eta_j))_{j \geq 1}\) is bounded and we may take the limit \(j \to \infty\) in (4.45) and use (4.43) to obtain that
\[
\lim_{j \to \infty} \left[ \frac{m + q}{2} Y^2(\eta_j) - 1 - \frac{\beta}{\alpha} Z_* Y(\eta_j) \right] = 0.
\]

Since \(Y\) ranges in \((-\infty, 0)\) by (4.40), we readily conclude that (4.44b) holds true, and the proof of the claim is complete.

Now, either there is \(\eta_\infty\) such that \(\dot{Y}(\eta) \neq 0\) for \(\eta \geq \eta_\infty\). Then \(Y\) is monotone on \((\eta_\infty, \infty)\) and, since (4.40) excludes that it diverges to \(-\infty\) as \(\eta \to \infty\), there is \(Y_\infty \in (-\infty, 0]\) such that
\[
\lim_{\eta \to \infty} Y(\eta) = Y_\infty, \quad \int_{\eta_\infty}^{\infty} |\dot{Y}(\eta)| \, d\eta = |Y_\infty - Y(\eta_\infty)| < \infty. \tag{4.46}
\]

We now infer from (4.39), (4.43), and (4.46) that
\[
\lim_{\eta \to \infty} \dot{Y}(\eta) = -\frac{m + q}{2} Y_\infty^2 + \frac{\beta}{\alpha} Y_\infty Z_* + 1 = 0;
\]
that is,
\[
Y_\infty = \lim_{\eta \to \infty} Y(\eta) = Y_*, \tag{4.47}
\]

Or there is a non-decreasing sequence \((\eta_j)_{j \geq 1}\) satisfying (4.44a) and, according to the claim (4.44), this sequence also satisfies (4.44b); that is,
\[
\lim_{j \to \infty} Y(\eta_j) = Y_. \tag{4.48}
\]
We now define two unbounded and non-decreasing sequences \((\mu_j)_{j \geq 1}\) and \((\nu_j)_{j \geq 1}\) as follows:

\[
Y(\mu_j) := \max_{[\eta_j, \eta_{j+1}]} \{Y\}, \quad Y(\nu_j) := \min_{[\eta_j, \eta_{j+1}]} \{Y\}, \quad j \geq 1,
\]

and set

\[
\mathcal{M} := \{ j \geq 1 : \mu_j \in (\eta_j, \eta_{j+1}) \}, \quad \mathcal{N} := \{ j \geq 1 : \mu_j \in (\eta_j, \eta_{j+1}) \}.
\]

Either \(\mathcal{M}\) is finite and we infer from (4.48) that

\[
\limsup_{\eta \to \infty} Y(\eta) \leq Y_*.
\] (4.49)

Or \(\mathcal{M}\) is infinite and there is an infinite sequence \((j_k)_{k \geq 1}\) such that \(\dot{Y}(\mu_{j_k}) = 0\) for all \(k \geq 1\).

Since \((\mu_{j_k})_{k \geq 1}\) is an increasing sequence satisfying (4.44a), we infer from the claim (4.44) that \((Y(\mu_{j_k}))_{k \geq 1}\) converges to \(Y_*\) as \(k \to \infty\) and conclude that (4.49) holds true in that case as well. A similar discussion built upon the set \(\mathcal{N}\) leads us to

\[
\liminf_{\eta \to \infty} Y(\eta) \geq Y_*.
\] (4.50)

Owing to (4.49) and (4.50), we have established that

\[
\lim_{\eta \to \infty} Y(\eta) = Y_*
\]

which gives, together with (4.35) and (4.38),

\[
\lim_{\xi \to \xi_0} \left( f^{(m-q)/2}(\xi) \right)'(\xi) = \frac{m-q}{2\sqrt{m}} Y_* \xi^\sigma/2.
\]

Hence, after integration over \((\xi, \xi_0)\),

\[
\lim_{\xi \to \xi_0} f^{(m-q)/2}(\xi) = -\frac{m-q}{2\sqrt{m}} Y_* \xi^\sigma/2(\xi_0 - \xi),
\]

and we complete the proof by expressing \(Y_*\) in terms of \(Z_*\) according to the range of \(m + q\), see (4.43) and (4.44b). \(\Box\)

We next turn to the complementary case \(m + q > 2\) and again use a phase space technique, but with a different dynamical system adapted to this range of exponents.

**Proposition 4.11.** Let \(a \in \mathcal{B}\) and assume that \(m + q \geq 2\). Then (with \(\xi_0 = \xi_0(a)\))

\[
f(\xi; a) = K_3 \xi_0^{(\sigma-1)/(1-q)}(\xi_0 - \xi)^{1/(1-q)} + o\left((\xi_0 - \xi)^{1/(1-q)}\right), \quad \text{as} \ \xi \to \xi_0,
\]

where

\[
K_3 := \left(\frac{1-q}{\beta}\right)^{1/(1-q)}.
\]

**Proof.** We introduce a change of unknown functions following [15, 17] by setting

\[
\mathcal{X}(\xi) := \frac{m}{\alpha} \xi^{-2} f^{m-1}(\xi),
\]

\[
\mathcal{Y}(\xi) := \frac{m}{\alpha} \xi^{-1} f^{m-2}(\xi) f'(\xi),
\]

\[
\mathcal{Z}(\xi) := \frac{m}{\alpha^{\sigma-2}} f^{m+q-2}(\xi),
\] (4.51)
together with a new independent variable
\[ \eta(\xi) := \frac{\alpha}{m} \int_0^\xi \frac{\xi_*}{f^{m-1}(\xi_*)} d\xi_*, \quad \xi \in [0, \xi_0). \] (4.52)

On the one hand, arguing as in the proof of Proposition 4.10, we get
\[
\begin{align*}
f'(\xi) &= \frac{\alpha}{m} \xi f^{2-m}(\xi) Y(\xi), \\
f''(\xi) &= \frac{\alpha}{m} f^{2-m}(\xi) Y(\xi) + \frac{\alpha}{m} \xi f^{2-m}(\xi) Y(\xi) + \frac{\alpha(2-m)}{m} \xi f^{1-m}(\xi) f'(\xi) Y(\xi) \\
&= \frac{\alpha}{m} f^{2-m}(\xi) Y(\xi) + \frac{\alpha}{m} \xi f^{2-m}(\xi) Y(\xi) + \frac{\alpha^2(2-m)}{m^2} \xi^2 f^{3-2m}(\xi) Y^2(\xi).
\end{align*}
\] (4.53)

Replacing the derivatives obtained in (4.53) into Eq. (4.1) and changing at the end to
\[ (X, Y, Z) := (X \circ \eta, Y \circ \eta, Z \circ \eta) \] (4.54)
leads, after technical but straightforward calculations, to the following autonomous dynamical system
\[
\begin{align*}
\dot{X} &= X[(m-1)Y-2X] \\
\dot{Y} &= -Y^2 + \frac{\beta}{\alpha} Y - X - NXY + Z \\
\dot{Z} &= Z[(m+q-2)Y + (\sigma-2)X],
\end{align*}
\] (4.55)
where the derivatives marked by the dot in the left hand side are taken with respect to the variable \( \eta \) introduced in (4.52).

On the other hand, since \( a \in B \), the function \( f \) maps a left neighborhood \((\xi_0 - \delta, \xi_0)\) of \( \xi_0 \) on \((0,1)\) and it follows from (4.31) and the property \( m-1 > 1-q \) that
\[
\frac{\xi_*}{f^{m-1}(\xi_*)} \geq \frac{\xi_*}{f^{1-q}(\xi_*)} \geq C_2 q^{\frac{1}{2}} \frac{\xi_*}{\xi_0 - \xi_*}, \quad \xi_* \in (\xi_0 - \delta, \xi_0),
\]
so that \( \eta \) is a diffeomorphism from \([0, \xi_0)\) onto \([0, \infty)\). We shall then study the behavior of \((X, Y, Z)(\eta)\) as \( \eta \to \infty \).

As a preliminary observation, we note that the property \( a \in B \), (4.51) and Lemma 4.9 entail that
\[
X \geq 0, \quad Y \leq 0, \quad Z \geq 0,
\] (4.56)
and
\[
\lim_{\eta \to \infty} X(\eta) = 0, \quad \limsup_{\eta \to \infty} Y(\eta) = 0, \quad \lim_{\eta \to \infty} Z(\eta) = 0.
\] (4.57)

Owing to (4.56) and (4.57), we next argue as in the proof of Proposition 4.10 to identify the behavior of \( Y(\eta) \) as \( \eta \to \infty \) and conclude that
\[
\lim_{\eta \to \infty} Y(\eta) = 0.
\] (4.58)

Recalling (4.51) and (4.54), we readily infer from (4.58) that
\[
\lim_{\xi \to \xi_0} \left( f^{m-1} \right)'(\xi) = 0.
\] (4.59)
Now, recalling the definition (4.21) of \(H\), we deduce from (4.59) that
\[
-H(\xi) = \beta \xi^N f(\xi) \left(1 - \frac{m}{m - 1} \frac{(f^m)'(\xi)}{\xi}\right) \sim \beta \xi_0^N f(\xi), \quad \text{as} \ \xi \to \xi_0. \tag{4.60}
\]
Also, since \(a \in B\) and \(q \in (0, 1)\), it follows from the formula (4.22) for \(H'\) and (4.59) that
\[
H'(\xi) = \xi^{\sigma+N-1} f^q(\xi) \left(1 - (\alpha + N\beta)\xi^{-\sigma} f^{1-q}(\xi)\right) \sim \xi_0^{\sigma+N-1} f^q(\xi), \quad \text{as} \ \xi \to \xi_0.
\]
Consequently,
\[
\lim_{\xi \to \xi_0} \frac{H'(\xi)}{(-H)\beta(\xi)} = \frac{1}{\beta q} \xi_0^{\sigma+N(1-q)-1};
\]
that is,
\[
\lim_{\xi \to \xi_0} \left[(-H)^{1-q}'(\xi)\right] = -\frac{(1 - q)}{\beta q} \xi_0^{\sigma+N(1-q)-1}.
\]
Since \(H(\xi_0) = 0\), we obtain, after integration over \((\xi, \xi_0)\),
\[
(-H)^{1-q}(\xi) \sim \frac{(1 - q)}{\beta q} \xi_0^{\sigma+N(1-q)-1}(\xi_0 - \xi), \quad \text{as} \ \xi \to \xi_0.
\]
Owing to (4.60), we end up with
\[
\beta \xi_0^N f(\xi) \sim \beta K_0 \xi_0^{(\sigma+N(1-q)-1)/(1-q)}(\xi_0 - \xi)^{1/(1-q)}, \quad \text{as} \ \xi \to \xi_0,
\]
and the proof of Proposition 4.11 is complete. \(\Box\)

With all these preparations, we are now in a position to prove the uniqueness of the self-similar solution and thus complete the proof of Theorem 1.2.

### 4.4 Uniqueness of the self-similar profile

We begin with a general monotonicity property of the profiles \(f(\cdot; a)\) with respect to the parameter \(a > 0\). Recalling the definitions of \(\xi_0(a)\) and \(\xi_1(a)\) introduced in (4.3) and (4.4), respectively, we have the following ordering property.

**Lemma 4.12.** Let \(0 < a_1 < a_2 < \infty\). Then \(f(\xi; a_1) < f(\xi; a_2)\) for any \(\xi \in [0, \xi_1(a_1)]\). In other words, two solutions \(f(\cdot; a_1)\) and \(f(\cdot; a_2)\) to the Cauchy problem (4.1)–(4.2) remain ordered at least as long as the one with smaller initial value is decreasing and positive.

**Proof.** Set \(F_i := F(\cdot; a_i) = (f^m)(\cdot; a_i)\) for \(i = 1, 2\) and consider \(X \in (0, \xi_1(a_1))\). Since \(a_1 < a_2\), it follows that \(F_1 < F_2\) in a right neighborhood of \(\xi = 0\) and we define
\[
\xi_\ast := \inf\{\xi \in (0, X) : F_1(\xi) = F_2(\xi)\} > 0.
\]
Thus \(F_1(\xi) < F_2(\xi)\) for \(\xi \in [0, \xi_\ast)\). Assume for contradiction that \(\xi_\ast < X\), so that \(F_1(\xi_\ast) = F_2(\xi_\ast)\). We argue as in [10,32] and define, for \(\lambda \in [0, 1]\), the rescaling
\[
G_\lambda(\xi) = \lambda^{-2m/(m-1)} F_1(\lambda \xi), \quad \xi \in [0, X].
\]
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By straightforward calculations, $G_\lambda$ is a solution to the ordinary differential equation
\begin{align}
G''_\lambda(\xi) + \frac{N-1}{\xi} G'_\lambda(\xi) + \alpha(G^{1/m}_\lambda(\xi)) - \beta \xi (\sigma/(m-1) + 2(q-1)/(m-1)) G'^{q/m}_\lambda(\xi) = 0,
\end{align}
with initial condition
\begin{align}
G_\lambda(0) = \lambda^{-2m/(m-1)} a_1, \quad G'_\lambda(0) = 0.
\end{align}
Let us first remark that, if $0 < \lambda < \lambda' \leq 1$, then the monotonicity of $F_1$ on $[0, X]$ guarantees that
\begin{align}
F_1(\lambda' \xi) < F_1(\lambda \xi), \quad \xi \in [0, X],
\end{align}
which implies
\begin{align}
G_\lambda(\xi) = \lambda^{-2m/(m-1)} F_1(\lambda \xi) > (\lambda')^{-2m/(m-1)} F_1(\lambda' \xi) \\
> (\lambda')^{-2m/(m-1)} F_1(\lambda' \xi) = G_{\lambda'}(\xi),
\end{align}
whence
\begin{align}
F_1 \leq G_{\lambda'} < G_\lambda, \quad \text{in } [0, X], \quad 0 < \lambda < \lambda' \leq 1,
\end{align}
and
\begin{align}
\lim \min_{\lambda \to 0} G_\lambda = \lim_{\lambda \to 0} G_\lambda(X) = \lim_{\lambda \to 0} \lambda^{-2m/(m-1)} F_1(\lambda X) \\
\geq F_1 \left( \frac{X}{2} \right) \lim_{\lambda \to 0} \lambda^{-2m/(m-1)} = \infty.
\end{align}
We can thus define
\begin{align}
\lambda_0 := \sup \{ \lambda \in (0, 1) : F_2(\xi) < G_\lambda(\xi), \xi \in [0, \xi_*] \}
\end{align}
and readily infer from (4.63) and the fact that $F_1(\xi) < F_2(\xi)$ for $\xi \in (0, \xi_*)$ that $\lambda_0 \in (0, 1)$. This gives in particular that $F_2(\xi) \leq G_{\lambda_0}(\xi)$ for any $\xi \in [0, \xi_*]$ and that there exists some $\eta \in [0, \xi_*]$ such that $F_2(\eta) = G_{\lambda_0}(\eta)$ (otherwise, $G_{\lambda_0} - F_2 > 0$ on the compact set $[0, \xi_*]$, which contradicts the optimality of $\lambda_0$ in (4.64)). Assume first that $\eta = \xi_*$. Then we readily get a contradiction from
\begin{align}
G_{\lambda_0}(\eta) = G_{\lambda_0}(\xi_*) = \lambda_0^{-2m/(m-1)} F_1(\lambda_0 \xi_*) > F_1(\xi_*) = F_2(\xi_*) = F_2(\eta).
\end{align}
Assume next that $\eta \in (0, \xi_*)$. Then the function $G_{\lambda_0} - F_2$ on $[0, \xi_*]$ has a minimum point at $\eta \in (0, \xi_*)$ and thus
\begin{align}
G_{\lambda_0}(\eta) = F_2(\eta), \quad G_{\lambda_0}'(\eta) = F_2'(\eta), \quad G_{\lambda_0}''(\eta) \geq F_2''(\eta).
\end{align}
We then deduce from the equations (4.61) and (4.62) solved by $F_2$ and $G_{\lambda_0}$, respectively, and from (4.65) that
\begin{align}
0 = F''_2(\eta) + \frac{N-1}{\eta} F'_2(\eta) + \alpha F^{1/m}_2(\eta) - \beta \eta (F^{1/m}_2)'(\eta) - \eta^q F'^{q/m}_2(\eta) \\
\leq G''_{\lambda_0}(\eta) + \frac{N-1}{\eta} G'_{\lambda_0}(\eta) + \alpha G^{1/m}_{\lambda_0}(\eta) - \beta \eta (G^{1/m}_{\lambda_0})'(\eta) - \eta^q G'^{q/m}_{\lambda_0}(\eta) \\
= \eta^q \left[ \lambda_0^{\sigma+2(q-1)/(m-1)} - 1 \right] G'^{q/m}_{\lambda_0}(\eta) < 0,
\end{align}
since $\eta \neq 0$, $G_{\lambda_0}(\eta) > 0$, $\lambda_0 \in (0, 1)$ and $\sigma(m-1) + 2(q-1) > 0$ in our range of exponents (1.2). We thus reach again a contradiction.

We are thus left with $\eta = 0$, which gives

$$G_{\lambda_0}(0) = F_2(0), \quad G_{\lambda_0}(\xi) > F_2(\xi), \quad \xi \in (0, \xi_*].$$

(4.66)

It readily follows from the equality at $\xi = 0$ in (4.66) that

$$a_2^m = a_1^m \lambda_0^{-2m/(m-1)} \quad \text{or equivalently} \quad a_2 = a_1 \lambda_0^{-2/(m-1)}.$$  

(4.67)

We then argue as in [16, Section 5] by using the expansions for $\xi$ small obtained in Section 4.1 to reach a contradiction. The proof is now split into two cases.

**Case 1.** $\sigma \notin \mathbb{N}$. We recall that, as $\xi \to 0$, (4.18) and (4.19) imply that

$$F_1(\xi) = \sum_{j=0}^{k_0+2} a_i^{m-j(m-1)/2} \Omega_j \xi^j + \frac{a_i^q \lambda_0^{-\sigma/2}}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + o(\xi^{\sigma+2}),$$

for $i = 1, 2$ and where $k_0$ is the integer part of $\sigma$. We then infer from (4.67) and the previous expansion applied to $F_1$ that

$$G_{\lambda_0}(\xi) = \lambda_0^{-2m/(m-1)} \left[ \sum_{j=0}^{k_0+2} a_i^{m-j(m-1)/2} \lambda_0^j \Omega_j \xi^j + \frac{a_i^q \lambda_0^{-\sigma/2}}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + o(\xi^{\sigma+2}) \right]$$

$$= \sum_{j=0}^{k_0+2} a_i^{m-j(m-1)/2} \lambda_0^{j-\sigma/(m-1)} \Omega_j \xi^j + \frac{a_i^q \lambda_0^{-\sigma/2}}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + o(\xi^{\sigma+2})$$

$$= \sum_{j=0}^{k_0+2} a_i^{m-j(m-1)/2} \Omega_j \xi^j + \frac{a_i^q \lambda_0^{-\sigma/2}}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + o(\xi^{\sigma+2})$$

$$= F_2(\xi) - \frac{a_i^q}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + \frac{a_i^q \lambda_0^{-\sigma/2}}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + o(\xi^{\sigma+2})$$

$$= F_2(\xi) + \frac{a_i^q}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} \left[ \lambda_0^{-\sigma/(m-1) - 1} \right] + o(\xi^{\sigma+2}).$$

Since $\lambda_0 \in (0, 1)$ and $\sigma(m-1) + 2(q-1) > 0$ by (1.2), we conclude that $G_{\lambda_0}(\xi) < F_2(\xi)$ in a right neighborhood of $\xi = 0$, which is a contradiction to (4.66).

**Case 2.** $\sigma \in \mathbb{N}$. We recall that, as $\xi \to 0$, (4.18) and (4.20) imply that

$$F_1(\xi) = \sum_{j=0}^{k_0+3} a_i^{m-j(m-1)/2} \Omega_j \xi^j + \frac{a_i^q}{(\sigma+N)(\sigma+2)} \xi^{\sigma+2} + o(\xi^{\sigma+2}),$$

for $i = 1, 2$ and where $k_0 = \sigma - 1$, and we proceed as in Case 1 to obtain a similar contradiction to (4.66).

We have thus reached a contradiction with our initial assumption $\xi_* < X$. It thus follows that $\xi_* = X$ and $F_1(\xi) < F_2(\xi)$ for $\xi \in [0, X)$. The proof is ended by noticing that $X$ has been chosen arbitrarily in $(0, \xi_1(a_1))$. \(\square\)
We are now in a position to complete the proof of the uniqueness part of Theorem 1.2 by specializing our analysis for elements \( a \in \mathcal{B} \).

**Proof of Theorem 1.2: Uniqueness.** Assume for contradiction that there are \( a_1, a_2 \in \mathcal{B} \) such that \( a_1 < a_2 \). Since we know from Lemma 4.10 that \( \xi_1(a) = \xi_0(a) \) and \( f'(\cdot; a) < 0 \) on \( (0, \xi_0(a)) \) for \( a \in \mathcal{B} \), we infer from Lemma 4.12 that \( F_1(\xi) < F_2(\xi) \) for any \( \xi \in [0, \xi_0(a_1)) \). In particular, \( \xi_0(a_2) \geq \xi_0(a_1) \) and, since \( F_1(\xi) = 0 < F_2(\xi) \) for \( \xi \in [\xi_0(a_1), \xi_0(a_2)) \), we conclude that

\[
F_1(\xi) < F_2(\xi), \quad \xi \in [0, \xi_0(a_2)).
\]

As in the proof of Lemma 4.12 we set

\[
G_\lambda(\xi) := \lambda^{-2m/(m-1)} F_1(\lambda \xi), \quad (\xi, \lambda) \in [0, \xi_0(a_2)] \times (0, 1],
\]

and define

\[
\lambda_0 := \sup \{ \lambda \in (0, 1] : F_2(\xi) < G_\lambda(\xi), \xi \in [0, \xi_0(a_2)] \} \in (0, 1),
\]

(4.68)

the existence of \( \lambda_0 \) being guaranteed by the property

\[
\lim_{\lambda \to 0} \min_{[0, \xi_0(a_2)]} G_\lambda = \lim_{\lambda \to 0} G_\lambda(\xi_0(a_2)) = \lim_{\lambda \to 0} \lambda^{-2m/(m-1)} F_1(\lambda \xi_0(a_2)) \geq F_1 \left( \frac{\xi_0(a_1)}{2} \right) \lim_{\lambda \to 0} \lambda^{-2m/(m-1)} = \infty.
\]

According to the definition (4.68) of \( \lambda_0 \), there is \( \eta \in [0, \xi_0(a_2)] \) such that \( F_2(\eta) = G_{\lambda_0}(\eta) \) and \( F_2 \leq G_{\lambda_0} \) on \([0, \xi_0(a_2)]\). Arguing as in the proof of Lemma 4.12 discards that \( \eta \) lies in \([0, \xi_0(a_2)]\) and we end up with \( \eta = \xi_0(a_2) \); that is,

\[
F_2(\xi_0(a_2)) = G_{\lambda_0}(\xi_0(a_2)) = 0, \quad 0 < F_2(\xi) < G_{\lambda_0}(\xi), \quad \xi \in [0, \xi_0(a_2)).
\]

(4.69)

First of all, we readily infer from the equality of the supports in (4.69) that

\[
\xi_0(a_1) = \lambda_0 \xi_0(a_2).
\]

(4.70)

We now split the end of the analysis into three cases according to the range of \( m + q - 2 \), taking into account that the local behavior at the interface is different in each case.

**Case 1.** \( m + q < 2 \). We recall that in this case Proposition 4.10 gives

\[
F_i(\xi) = K_i^m \xi_0^{m\sigma/(m-q)} (a_i)(\xi_0(a_i) - \xi)^{2m/(m-q)} + o((\xi_0(a_i) - \xi)^{2m/(m-q)})
\]

as \( \xi \to \xi_0(a_i), i = 1, 2 \). Using (4.70), we compute the expansion of \( G_{\lambda_0}(\xi) \) as \( \xi \to \xi_0(a_2) \) and find

\[
G_{\lambda_0}(\xi) = \lambda_0^{-2m/(m-1)} K_1^m \xi_0^{m\sigma/(m-q)} (\xi_0(a_1) - \lambda_0 \xi)^{2m/(m-q)}
+ o((\xi_0(a_1) - \lambda_0 \xi)^{2m/(m-q)})
= \lambda_0^{-2m/(m-1)} K_1^m (\lambda_0 \xi_0(a_2))^{m\sigma/(m-q)} (\xi_0(a_2) - \xi)^{2m/(m-q)}
+ o((\xi_0(a_2) - \xi)^{2m/(m-q)})
= \lambda_0^{-m[(m-1)+2q-1]/(m-1)(m-q)} K_1^m (\xi_0(a_2) - \xi)^{2m/(m-q)}
+ o((\xi_0(a_2) - \xi)^{2m/(m-q)})
= \lambda_0^{-m[(m-1)+2q-1]/(m-1)(m-q)} F_2(\xi) + o((\xi_0(a_2) - \xi)^{2m/(m-q)}).
\]
Since \( \lambda_0 \in (0, 1) \) and \( \sigma(m - 1) + 2(q - 1) > 0 \) in our range of exponents (1.2), we easily infer from the above formula that \( G_{\lambda_0}(\xi) < F_2(\xi) \) in a left neighborhood of their common edge of the support \( \xi_0(a_2) \), in contradiction with (1.69).

**Case 2.** \( m + q = 2 \). We first recall that, in that peculiar case, Proposition 4.10 gives

\[
F_i(\xi) = K_i^{m} \xi^{\sigma/(m-q)} K_2^m (\xi_0(2-\sigma)/2) (\xi_0(a_1) - \lambda_0 \xi)^{2m/(m-q)}
\]

as \( \xi \to \xi_0(a_1), i = 1, 2 \). Using (1.70), we compute the expansion of \( G_{\lambda_0}(\xi) \) as \( \xi \to \xi_0(a_2) \) and obtain

\[
G_{\lambda_0}(\xi) = \lambda_0^{-2m/(m-1)} K_1^{m} \xi^{\sigma/(m-q)} (a_1)
\]

\[
\times K_2^m \left( \xi_0(2-\sigma)/2 (a_1) \right) (\xi_0(a_1) - \lambda_0 \xi)^{2m/(m-q)}
\]

\[
+ o \left( (\xi_0(a_1) - \lambda_0 \xi)^{2m/(m-q)} \right)
\]

\[
= \lambda_0^{-2m/(m-1)} K_1^{m} (\lambda_0 \xi_0(a_2))^{m/(m-q)}
\]

\[
\times K_2^m \left( (\lambda_0 \xi_0(a_2)) (2-\sigma)/2 \right) (\xi_0(a_2) - \xi)^{2m/(m-q)}
\]

\[
+ o \left( (\xi_0(a_2) - \xi)^{2m/(m-q)} \right)
\]

\[
= \lambda_0^{m[(m-1)+2(q-1)]/(m-1)(m-q)} K_1^{m} \xi^{\sigma/(m-q)} (a_2)
\]

\[
\times K_2^m \left( (\lambda_0 \xi_0(a_2)) (2-\sigma)/2 \right) (\xi_0(a_2) - \xi)^{2m/(m-q)}
\]

\[
+ o \left( (\xi_0(a_2) - \xi)^{2m/(m-q)} \right)
\]

Introducing

\[
\kappa(z) := \frac{1 + \sqrt{1 + \kappa_0} z}{1 + \sqrt{1 + \kappa_0} z^2}, \quad z \geq 0, \quad \kappa_0 := \frac{2m(m+q) \xi_0^{2-\sigma}(a_2)}{\beta^2},
\]

the expansion of \( G_{\lambda_0}(\xi) \) as \( \xi \to \xi_0(a_2) \) reads

\[
G_{\lambda_0}(\xi) = \lambda_0^{m[(m-1)+2(q-1)]/(m-1)(m-q)} K_1^{m} \xi^{\sigma/(m-q)} \left( \lambda_0^{(2-\sigma)/2} \right) (\xi_0(a_2))^2/2
\]

\[
F_2(\xi) + o \left( (\xi_0(a_2) - \xi)^{2m/(m-q)} \right).
\]

(4.71)

Now, \( \kappa(0) = 0, \kappa(1) = 1, \) and

\[
\kappa'(z) = \frac{(1 + \sqrt{1 + \kappa_0})(1 + \sqrt{1 + \kappa_0} z^2)}{\sqrt{1 + \kappa_0} z^2 (1 + \sqrt{1 + \kappa_0} z^2)^2} > 0.
\]

Consequently, since \( \sigma > 2 \) by (1.2) and the property \( m + q = 2 \), we have \( \lambda_0^{(2-\sigma)/2} < 1 \) and thus \( \kappa \left( \lambda_0^{(2-\sigma)/2} \right) < 1 \) as well. Using once more (1.2), we end up with

\[
\lambda_0^{m[(m-1)+2(q-1)]/(m-1)(m-q)} K_1^{m} \xi^{\sigma/(m-q)} \left( \lambda_0^{(2-\sigma)/2} \right) < 1,
\]
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which, together with (4.71), contradicts (4.69).

**Case 3.** $m + q > 2$. In this case, by Proposition 4.11

\[
F_i(\xi) = K_3^m(m, q, \sigma)\xi^{m(\sigma - 1)/(1 - q)}(a_i) (a_i) - \xi^{m/(1 - q)} + o(\xi(a_i) - \xi)^{m/(1 - q)}
\]
as $\xi \to \xi_0(a_i), i = 1, 2$. Using (4.70), we compute the expansion of $G_{\lambda_0}(\xi)$ as $\xi \to \xi_0(a_2)$ and find

\[
G_{\lambda_0}(\xi) = \lambda_0^{-2m/(m - 1)} K_3^m(m, q, \sigma)\xi^{m(\sigma - 1)/(1 - q)}(a_i) (a_i) = - \lambda_0 \xi^{m/(1 - q)} + o(\xi(a_i) - \xi)^{m/(1 - q)}
\]
\[
= \lambda_0^{-2m/(m - 1)} K_3^m(m, q, \sigma) \lambda_0 (a_2)^{m(\sigma - 1)/(1 - q)} \lambda_0 (a_2) - \xi^{m/(1 - q)} + o(\xi(a_2) - \xi)^{m/(1 - q)}
\]
\[
= \lambda_0^{m(\sigma(m - 1) + 2q - 1)/(m - 1)(q - 1)} K_3^m(m, q, \sigma) \xi^{m(m - 1)/(1 - q)} (a_2) (a_2) - \xi^{m/(1 - q)} + o(\xi(a_2) - \xi)^{m/(1 - q)}
\]
\[
= \lambda_0^{-2m/(m - 1)} K_3^m(m, q, \sigma) \xi^{m(\sigma - 1)/(1 - q)} (a_2) (a_2) - \xi^{m/(1 - q)} + o(\xi(a_2) - \xi)^{m/(1 - q)}.
\]

Since $\lambda_0 \in (0, 1)$ and $\sigma(m - 1) + 2q - 1 > 0$ in our range of exponents (1.2), we again deduce that $G_{\lambda_0}(\xi) < F_{\lambda_0}(\xi)$ in a left neighborhood of $\xi_0(a_2)$, in contradiction with (4.69).

These contradictions show that the set $B$ can have at most one element $a > 0$ and the proof is complete. \[\square\]

### 5 Large time behavior of solutions

This section is devoted to the behavior as $t \to \infty$ of weak solutions to Eq. (1.1), completing the proof of Theorem 1.3, which is now rather short. In order to fix the notation, let $f^* = f(\cdot; a^*)$ be the unique self-similar profile according to Theorem 1.2 with $a^* = f^*(0)$ and let $\xi_0^* = \xi_0(a^*)$ be the edge of the support of $f^*$.

**Proof of Theorem 1.3** Let $u_0 \in L^\infty_{\text{loc}}(\mathbb{R}^N)$ with the property that there exists $\delta > 0$ and $r > 0$ such that $u_0(x) \geq \delta$ for $x \in B(0, r)$. We first pick $\tau_{\infty} > 1$ such that

\[
r^{-\alpha} \tau_{\infty}^\beta > \xi_0^* = \xi_0(a^*), \quad \tau_{\infty}^\beta > a^*.
\]

Then, for $x \in B(0, r)$, we have

\[
\tau_{\infty}^{-\alpha} f^* \left( |x| \tau_{\infty}^\beta \right) < \tau_{\infty}^{-\alpha} a^* < \delta \leq u_0(x),
\]

while, for $x \in \mathbb{R}^N \setminus B(0, r)$, one has $|x| \tau_{\infty}^\beta > \xi_0^*$ and thus

\[
\tau_{\infty}^{-\alpha} f^* \left( |x| \tau_{\infty}^\beta \right) = 0 \leq u_0(x).
\]

The comparison principle then entails that

\[
u(t, x) \geq (\tau_{\infty} + t)^{-\alpha} f^* \left( |x| (\tau_{\infty} + t)^\beta \right), \quad (t, x) \in [0, \infty) \times \mathbb{R}^N.
\]

(5.1)

Next, according to Theorem 1.1 $u(1)$ is compactly supported in $B(0, R)$ for some $R > 0$. We then pick $\tau_0 \in (0, 1)$ such that

\[
\tau_0^{-\alpha} f^* \left( a^* / 2 \right) \geq \|u_0\infty, \quad R \tau_0^\beta \leq \frac{a^*}{2}.
\]
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Then, for \( x \in B(0, R) \), the monotonicity of \( f^* \) and Theorem 1.1 imply that
\[
u(1, x) \leq \|u(1)\|_\infty \leq \|u_0\|_\infty \leq \tau_0^{-\alpha} f^* \left( \frac{a^*}{2} \right) \leq \tau_0^{-\alpha} f^*(R\tau_0^\beta) \leq \tau_0^{-\alpha} f^*(|x|\tau_0^\beta),
\]
while, for \( x \in \mathbb{R}^N \setminus B(0, R) \), we have
\[
\tau_0^{-\alpha} f^*(|x|\tau_0^\beta) \geq 0 = u(1, x).
\]
Applying again the comparison principle gives
\[
u(t + 1, x) \leq (\tau_0 + t)^{-\alpha} f^*(|x|(\tau_0 + t)^\beta), \quad (t, x) \in [0, \infty) \times \mathbb{R}^N. \tag{5.2}
\]
We next introduce the self-similar variables
\[
u(t, x) = t^{-\alpha} v(s, y), \quad s = \ln t, \quad y = xt^\beta \tag{5.3}
\]
for \( (t, x) \in [1, \infty) \times \mathbb{R}^N \). We infer from (5.1) and (5.2) that
\[
\left( \frac{1 + \alpha}{1 + \alpha e^{-s}} \right) f^* \left( \left| y \right| (1 + \alpha e^{-s})^\beta \right) \leq v(s, y) \leq \left( \frac{1}{1 + (\tau_0 - 1)e^{-s}} \right) f^* \left( \left| y \right| (\tau_0 - 1 + t)^\beta \right).
\]
It then follows from the uniform continuity of \( f^* \) that
\[
\lim_{s \to \infty} \|v(s) - f^*\|_\infty = 0,
\]
and the proof ends by undoing the self-similar change of variable (5.3) to obtain (1.10).

As announced in the Introduction, we close the paper with a short result showing that the positivity in a neighborhood of \( x = 0 \) is essential for Theorem 1.3 to hold true.

**Proposition 5.1.** The function
\[
U(x) = A|x|^{(\sigma+2)/(m-q)}, \quad A = \left[ \frac{(m-q)^2}{m(\sigma+2)|m(\sigma+N) - q(N-2)|} \right]^{1/(m-q)} \tag{5.4}
\]
is an explicit but unbounded stationary solution to Eq. (1.1) with \( U(0) = 0 \). Moreover, if \( u \) is the solution to the Cauchy problem (1.1), (1.4) and if \( u_0(x) \leq U(x) \) for any \( x \in \mathbb{R}^N \), then
\[
u(t, 0) = 0 \quad \text{for any } t > 0.
\]
Proof. Let \( x \in \mathbb{R}^N \). A direct calculation gives on the one hand that
\[
\Delta U^m(x) = A^m\frac{m(\sigma + 2)[m(\sigma + N) - q(N - 2)]}{(m - q)^2}|x|^{m(\sigma + 2) - 2(m - q)/(m - q)}, \tag{5.5}
\]
and on the other hand that
\[
|x|^q U^q(x) = A^q|x|^{q(\sigma + 2) + \sigma(m - q)/(m - q)}. \tag{5.6}
\]
Since
\[
m(\sigma + 2) - 2(m - q) = q(\sigma + 2) + \sigma(m - q) = \sigma m + 2q
\]
and taking into account the expression of \( A \) in (5.4), we readily infer from (5.5) and (5.6) that
\[
\frac{\partial_t U - \Delta U^m + |x|^q U^q}{\sigma m + 2q} = 0 \quad \text{in} \quad (0, \infty) \times \mathbb{R}^N. \tag{5.7}
\]
Consider now an initial condition \( u_0 \in L^\infty_2(\mathbb{R}^N) \) such that \( u_0 \leq U \) in \( \mathbb{R}^N \) and let \( u \) be the corresponding solution to (1.1), (1.4) given by Definition 2.1. Introducing \( R_0 := (\|u_0\|_\infty/A)^{(m-q)/(\sigma+2)} \), it readily follows from (1.1), (1.4), (5.7) and the choice of \( R_0 \) that \( u \) and \( U \) are weak solutions to (1.1) in \( (0, \infty) \times B(0, R_0) \) such that
\[
u_0(x) \leq U(x), \quad x \in B(0, R_0)
\]
and
\[
u(t, x) \leq \|u_0\|_\infty = U(x), \quad (t, x) \in (0, \infty) \times \partial B(0, R_0).
\]
We are then in a position to apply the comparison principle and conclude that \( u(t, x) \leq U(x) \) for \( (t, x) \in [0, \infty) \times \bar{B}(0, R_0) \). In particular, \( 0 \leq u(t, 0) \leq U(0) = 0 \) for \( t \geq 0 \) and the proof is complete. \( \square \)
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