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Abstract. A partition is a subdivision of a set into disjoint subsets called parts. Partitions are instrumental in tasks such as classification, pattern recognition and network analysis. In the past, a wide spectrum of similarity measures for pairs of partitions \( \mathcal{P} = \{ P_1, \ldots, P_{|\mathcal{P}|} \} \) and \( \mathcal{P}' = \{ P_1', \ldots, P_{|\mathcal{P}'|}' \} \) of the same set \( V \) have been proposed. Such a measure for the overall similarity of \( \mathcal{P} \) and \( \mathcal{P}' \), however, does not provide specifics on how \( \mathcal{P} \) and \( \mathcal{P}' \) correspond, e.g. when the union of two parts in \( \mathcal{P} \) is similar to that of three parts in \( \mathcal{P}' \).

In this paper, we think of a good correspondence between \( \mathcal{P} \) and \( \mathcal{P}' \) as a pair \((S, S')\) with \( S \subseteq \mathcal{P} \) and \( S' \subseteq \mathcal{P}' \) such that the symmetric difference between the union of the parts in \( S \) and the union of the parts in \( S' \) has low cardinality (low total weight if the elements of \( V \) are weighted). It turns out that such an objective function is essentially one for subsets \( S \) of \( \mathcal{P} \) only, and that it makes sense to call the objective function’s value for \( S \) the fragmentation of \( S \) w. r. t. \( \mathcal{P}' \) or the weight of the cut \((S, \mathcal{P} \setminus S)\) w. r. t. \( \mathcal{P}' \).

Thus, we can derive a hierarchy of the \(|\mathcal{P} - 1|\) best correspondences from a minimal cut basis of \( \mathcal{P} \), i.e. \(|\mathcal{P} - 1|\) minimal non-crossing \( P_s - P_t \) cuts of \( \mathcal{P} \). Since our objective function is symmetric and submodular, we can compute a minimal \( P_s - P_t \) cut in time \( \mathcal{O}(|V|) + |\mathcal{P}|^4|\mathcal{P}'| \) for all \( P_s \neq P_t \in \mathcal{P} \). To reduce the running time for typical inputs, we present a branch-and-bound algorithm for finding minimal \( P_s - P_t \) cuts, which is feasible up to \(|\mathcal{P}|, |\mathcal{P}'| \approx 1000 \) when the entire cut basis is to be computed. The number of elements in \( V \) is practically irrelevant.

Finally, we use correspondences to gain insight into a parallel community detection algorithm that is non-deterministic due to race conditions and that has an optional refinement phase. It turns out that the race conditions frequently entail unions or break-ups of communities, while the refinement leaves most communities intact.
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1 Introduction

“One of the most basic abilities of living creatures involves the grouping of similar objects ...” [1]. Objective and quantitative methods to help humans with
the task of grouping objects in a meaningful way are the subject of cluster analysis [4], e.g. when organisms are to be grouped according to their genetic similarities, when a classification is to be learned, when the pixels/voxels of an image are to be grouped such that the groups correspond to real-world objects or when communities in a social network are to be detected. Usually, the parts are non-overlapping and form a partition of data points into parts/clusters/groups/classes/cells/regions/communities.

This paper is about a new approach for comparing two partitions \( P = \{P_1, \ldots, P_{|P|}\} \) and \( P' = \{P'_1, \ldots, P'_{|P'|}\} \) of the same set. In contrast to similarity measures for partitions that yield a single number [16,27], we provide specifics on how \( P \) and \( P' \) correspond to each other.

More specifically, a good correspondence is a pair \((S, S')\) with \( S \subseteq P \), \( S' \subseteq P' \) and a low value of

\[
\phi_{P,P'}(S, S') := |U_S \Delta U_{S'}|,
\]

where \( U_S \) denotes the union of all sets in \( S \), \( \Delta \) denotes the symmetric difference, and \( |\cdot| \) denotes cardinality [total weight] if the elements of \( V \) are unweighted [weighted]. Thus, minimizing \( \phi_{P,P'}(\cdot, \cdot) \) amounts to finding similarities between \( P \) and \( P' \) modulo unions of parts.

If \( P \) and \( P' \) are partitions of sets that are different but have a large intersection, \( W \), it may be appropriate to turn \( P \) and \( P' \) into the two related partitions \( \{P_1 \cap W, \ldots, P_{|P|} \cap W\} \) and \( \{P'_1 \cap W, \ldots, P'_{|P'|} \cap W\} \). If \( W \) is large enough, the correspondences between the two new partitions will still reveal specifics on similarities between \( P \) and \( P' \).

Correspondences in image segmentation. For the sake of graphic power we turn to applications in which \( P \) and \( P' \) are segmentations, i.e. partitions of a set of pixels/voxels into regions (actual use of correspondences in this paper will be in community detection, see Section 5.3).

We assume that \( P \) and \( P' \) are based on the same image or, if they are based on different images, that the latter have the same resolution and picture the same scene. Ideally, a region corresponds to a real-world object, but finding such regions is hindered by noise, under-segmentation, over-segmentation or occlusion. Scenarios in which it makes sense to compare \( P \) and \( P' \) using correspondences can be as follows.

1. \( P \) is the result of a segmentation algorithm and \( P' \) describes ground truth, e.g. if \( P \) is a segmented satellite image and if \( P' \) describes land use that has been determined in the field by experts. Here, the aim of a comparison might be to identify areas where \( P \) suffers from over-segmentation (unions of regions of \( P \) that correspond well to single regions of \( P' \)), from under-segmentation (single regions of \( P \) that correspond well to unions of regions of \( P' \)) or more intricate combinations of over-segmentation and under-segmentations, i.e. good correspondences \((S, S')\) with \(|S|, |S'| > 1\). There may also be areas in which there are no good correspondences, i.e. where the segmentation algorithm fails completely.
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2. $\mathcal{P}$ and $\mathcal{P}'$ describe ground truth at different times. Sticking to land use, a good correspondence $(S, S')$ with $|S|, |S'| > 1$ may indicate crop rotation.

3. $\mathcal{P}$ and $\mathcal{P}'$ are results of different segmentation algorithms applied to the same image, and/or the two segmentations are based on different physical measurements, e.g., channels in Satellite Imagery or CT vs. MRI in medical imaging. Then, a good correspondence $(S, S')$ provides strong evidence that the feature described by $S$ is not an artifact. For an example of correspondences between different segmentations see Figure 1.

**Contributions.** Our first contribution is to show that minimizing $\phi_{\mathcal{P},\mathcal{P}'}(S, S')$ in Equation (1.1) under the restriction $\emptyset \neq S \subseteq \mathcal{P}$ essentially amounts to minimizing a function that does not depend on $S'$ anymore. In particular, it turns out that

$$\phi_{\mathcal{P},\mathcal{P}'}(S) := \min_{S' \subseteq \mathcal{P}'} \phi_{\mathcal{P},\mathcal{P}'}(S, S') \tag{1.2}$$

$$= \sum_{P' \in P'} |P'| \text{peak}(\frac{|U_S \cap P'|}{|P'|}), \quad \text{where} \tag{1.3}$$

$$\text{peak}(x) = \begin{cases} x, & \text{if } x \leq 1/2, \\ 1 - x, & \text{if } x > 1/2. \end{cases} \tag{1.4}$$

The value $\phi_{\mathcal{P},\mathcal{P}'}(S)$ can be seen as the **fragmentation of $S$ w.r.t. $\mathcal{P}'$** or as the **weight of the cut $(S, \mathcal{P} \setminus S)$ w.r.t. $\mathcal{P}'$**. An optimal partner $S'$ of $S$, see Equation (1.2), then is
Thus, we reduce the problem of finding good correspondences \((S, S')\) to the problem of finding \(\emptyset \neq S \subseteq \mathcal{P}\) that give rise to small cuts \((S, \mathcal{P} \setminus S)\). It turns out that \(\phi_{\mathcal{P}, \mathcal{P}'}(\cdot)\) is a symmetric submodular function, see Section 3.1.

Using results from symmetric submodular minimization, our second contribution consists in deriving an asymptotic time and space complexity for minimizing fragmentation under the constraint that \(S\) is nontrivial. Specifically, we show that \(\emptyset \neq S \subseteq \mathcal{P}\) minimizing \(\phi_{\mathcal{P}, \mathcal{P}'}(\cdot)\) can be found in time \(O(|V| + |\mathcal{P}| + |\mathcal{P}'|)\), where \(V\) is the ground set of \(\mathcal{P}\) and \(\mathcal{P}'\). This is done in Sections 3.2 and 3.3.

To make the detection of good correspondences practical, our third contribution is an efficient method to compute a basis of minimal \(P_s-P_t\) cuts of \(\mathcal{P}\) w.r.t. \(\mathcal{P}'\). This cut basis gives rise to the \(|\mathcal{P}| - 1\) best correspondences via Equations (1.2) and (1.5). We first show that finding such a basis requires \(|\mathcal{P}| - 1\) computations of certain minimal \(P_s-P_t\) cuts. We then present a branch-and-bound algorithm to compute a minimal \(P_s-P_t\) cut for any pair \(P_s \neq P_t\), see Section 4.2. We test the performance of our algorithm in Section 5.2. As an example, computing the \(|\mathcal{P}| - 1\) best correspondences between two partitions with 100 parts each takes only 11 seconds, even if the best correspondence is well hidden and involves large \(S, S'\).

Our fourth contribution is to the field of community detection. Typically, a community is a densely connected set of nodes with sparse connections to the rest of the network (for surveys on methods to find communities see [19, 5]). In Section 5.3 we use correspondences to gain insight into the behavior of a community detection algorithm [3] and an extension thereof [22]. Specifically, we compare two effects on the resulting partitions: (i) the effect of race conditions that occur during the parallel execution of the algorithm and (ii) the effect of an optional refinement phase. It turns out that the overall quality of the correspondences due to these effects is on the same order, that the race conditions lead to many unions and break-ups of communities, but that the refinement phase leaves most communities intact.

2 Examples of correspondences and cuts

2.1 Correspondences

Figure 2 depicts two partitions of a set \(V\) with 31 elements. Specifically, we have a partition \(\mathcal{P} = \{P_1, \ldots, P_6\}\) on top and a partition \(\mathcal{P}' = \{P_1', \ldots, P_5'\}\) at the bottom. The elements of \(V\) are represented by symbols indicating membership to the parts of \(\mathcal{P}\). The four nontrivial subsets of \(\mathcal{P}\) with minimum fragmentation (value is 2) are the subsets \(\{P_1, P_2\}\) and \(\{P_5, P_6\}\), as well as the complements of these subsets. The best partners (see Equation (1.5)) of the former two subsets are the subsets \(\{P_1',\}\) and \(\{P_5', P_6'\}\), giving rise to the correspondences \((\{P_1, P_2\}, \{P_1'\})\) and \((\{P_5, P_6\}, \{P_5', P_6'\})\), respectively (dissimilarity is 2 in both cases). The best partner of \(\{P_4\}\) is \(\{P_4'\}\).
If we reverse the roles of $\mathcal{P}$ and $\mathcal{P}'$ (see Figure 3), the counterparts of the best nontrivial correspondences from before are the new best nontrivial correspondences, e.g., ($\{P'_1\}, \{P_1, P_3\}$) and ($\{P'_4, P'_5\}, \{P_5, P_6\}$). The counterpart of the correspondence ($\{P_1\}, \{P'_3\}$), however, is gone. Indeed, the best partner of $S' = \{P'_3\}$ is not $\{P_4\}$ but $\emptyset$. In particular, $|P'_3 \triangle \emptyset| = 4 < 5 = |P'_3 \triangle P_4|$. Hence, we should be aware that reversing the roles of $\mathcal{P}$ and $\mathcal{P}'$ cannot always be compensated by swapping $S$ and $S'$ in a correspondence.

2.2 Basis of minimal $P_s$-$P_t$ cuts

The $|\mathcal{P}| - 1$ best correspondences that we calculate in this paper can be derived from a basis of minimal $P_s$-$P_t$ cuts. Specifically, a minimal $P_s$-$P_t$ cut $(S, \mathcal{P} \setminus S)$ from the basis gives rise to the correspondence $(S, S')$, where $S'$ is determined by Equation (1.5).

Such a basis of minimal $P_s$-$P_t$ cuts, in turn, can be represented by an edge-weighted tree called Gomory-Hu tree [10]. For an exact definition of Gomory-Hu trees and proof of the statements below see Definition 5 and Proposition 5. For examples of Gomory-Hu trees see Figures 4a,c. A Gomory-Hu tree is a very concise representation of all minimal $P_s$-$P_t$ cuts and, in conjunction with Equation (1.5), gives rise to the entire hierarchy of the $|\mathcal{P}| - 1$ best correspondences.
The nodes of a Gomory-Hu tree $T_{\mathcal{P}|\mathcal{P'}}$ represent the parts of $\mathcal{P}$ (see Figures 4a,c), and the edges of $T_{\mathcal{P}|\mathcal{P'}}$ represent minimal $\mathcal{P}_s$-$\mathcal{P}_t$ cuts in the following way. Removal of an edge $\{\mathcal{P}_s, \mathcal{P}_t\}$ from $T_{\mathcal{P}|\mathcal{P'}}$ results in two subtrees, one spanning a subset $\mathcal{S}$ of $\mathcal{P}$, and the other spanning $\mathcal{P} \setminus \mathcal{S}$. This defines the $\mathcal{P}_s$-$\mathcal{P}_t$ cut $(\mathcal{S}, \mathcal{P} \setminus \mathcal{S})$ that is always a minimal $\mathcal{P}_s$-$\mathcal{P}_t$ cut. As an example, removal of the edge between ▲ and □ in Figure 4a gives rise to the cut that separates the triangles from the other shapes. This cut is a minimal ▲-□ cut.

The edge weights of $T_{\mathcal{P}|\mathcal{P'}}$ are such that for any $\mathcal{P}_s \neq \mathcal{P}_t \in \mathcal{P}$, not necessarily connected by an edge of $T_{\mathcal{P}|\mathcal{P'}}$, we have that (i) an edge on the unique path from $\mathcal{P}_s$ to $\mathcal{P}_t$ with minimal weight $w$ gives rise to a minimal $\mathcal{P}_s$-$\mathcal{P}_t$ cut, and (ii) the weight of this cut is $w$. As an example, a minimal $\mathcal{P}_1$-$\mathcal{P}_4$ cut of $\mathcal{P}$, as shown in Figure 2, is given by the edge between ▲ and □ in Figure 4a, and the weight of this cut is 2.

The Gomory-Hu tree of the $|\mathcal{P}| - 1 = 5$ best cuts of $\mathcal{P}$ is shown in Figure 4a. A dendrogram of the hierarchical decomposition of $\mathcal{P}$, as determined by the five best cuts, is shown in Figure 4b. Figures 4c,d are the corresponding figures for $\mathcal{P}'$ instead of $\mathcal{P}$.

3 Finding an optimal correspondence

3.1 Correspondences from fragmentation minimization

Recall that the union of the parts in some $\mathcal{S} \subseteq \mathcal{P}$ is denoted by $\cup_{\mathcal{S}}$. We want to minimize $\phi_{\mathcal{P},\mathcal{P}'}(\mathcal{S}, \mathcal{S'}) = |\cup_{\mathcal{S}} \cup_{\mathcal{S'}}|$, where $\mathcal{S} \subseteq \mathcal{P}$ and $\mathcal{S'} \subseteq \mathcal{P'}$.

The solutions $(\mathcal{S}, \mathcal{S'})$ with $\mathcal{S} \in \{\emptyset, \mathcal{P}\} \land \mathcal{S'} \in \{\emptyset, \mathcal{P}'\}$, however, are not useful and should be excluded. We first exclude even more solutions, but we will make up for this below when we exchange the roles of $\mathcal{P}$ and $\mathcal{P'}$. 

---

Fig. 4. $\mathcal{P}$ and $\mathcal{P}'$ are as in Figures 2 and 3. (a) Gomory-Hu tree of best cuts of $\mathcal{P}$ w.r.t. $\mathcal{P}'$ and (b) hierarchical decomposition of $\mathcal{P}$. (c) Gomory-Hu tree of best cuts of $\mathcal{P}'$ w.r.t. $\mathcal{P}$ and (d) hierarchical decomposition of $\mathcal{P}'$. 

---
Definition 1 (Eligible pair $(S, S')$, optimal pair $(S, S')$). A pair $(S, S')$ with $S \notin \{\emptyset, P\}$ is called eligible for $\phi_{\mathcal{P}, \mathcal{P}'}(\cdot, \cdot)$. An eligible pair $(S, S')$ is called optimal for $\phi_{\mathcal{P}, \mathcal{P}'}(\cdot, \cdot)$ if $\phi_{\mathcal{P}, \mathcal{P}'}(S, S')$ is minimal w. r. t. all eligible pairs.

Exchanging the roles of $\mathcal{P}$ and $\mathcal{P}'$ (compare Figures 2 and 3) yields a different optimization problem since eligibility is not symmetric. Now, among all useful pairs, i.e., pairs $(S, S')$ with $S \notin \{\emptyset, \mathcal{P}\} \vee S' \notin \{\emptyset, \mathcal{P}'\}$, a pair $(S, S')$ minimizes $|U_S \triangle U_{S'}|$ if and only if $(S, S')$ is an optimal pair for $\phi_{\mathcal{P}, \mathcal{P}'}(\cdot, \cdot)$ or $(S', S)$ is an optimal pair for $\phi_{\mathcal{P}', \mathcal{P}}(\cdot, \cdot)$. The following results on $\phi_{\mathcal{P}, \mathcal{P}'}(S, S')$ yield corresponding results on $\phi_{\mathcal{P}', \mathcal{P}}(S', S)$.

Proposition 1 (From $\phi_{\mathcal{P}, \mathcal{P}'}(\cdot, \cdot)$ to $\phi_{\mathcal{P}', \mathcal{P}}(\cdot, \cdot)$). An optimal pair $(S, S')$ of $\phi_{\mathcal{P}, \mathcal{P}'}(\cdot, \cdot)$ can be found by first finding $\emptyset \neq S \subseteq \mathcal{P}$ that minimizes

$$\phi_{\mathcal{P}, \mathcal{P}'}(S) := \sum_{P' \in \mathcal{P}'} |P'| \text{peak}(\frac{|U_S \cap P'|}{|P'|}), \quad \text{where}$$

(3.1)

$$\text{peak}(x) := \begin{cases} x, & \text{if } x \leq 1/2 \\ 1 - x, & \text{if } x > 1/2 \end{cases}$$

(3.2)

and then setting

$$S' := \{P' \in \mathcal{P}' : |U_S \cap P'| > \frac{|P'|}{2}\}.$$  

(3.3)

Proof: Starting with Equation (3.1), we get

$$\phi_{\mathcal{P}, \mathcal{P}'}(S, S') = |U_S \setminus U_{S'}| + |U_{S'} \setminus U_S|$$

(3.4)

$$= |U_S \cap (V \setminus U_{S'})| + \sum_{P' \in S'} |P' \setminus U_S|$$

(3.5)

$$= \sum_{P' \notin S'} |U_S \cap P'| + \sum_{P' \in S'} (|P'| - |U_S \cap P'|).$$

(3.6)

By choosing $S'$ as in Equation (3.3), we minimize the contribution (damage) of each $P' \in \mathcal{P}'$ to the right hand side of Equation (3.6), and thus minimize $\phi_{\mathcal{P}, \mathcal{P}'}(S, \cdot)$. Insertion of $S'$ from Equation (3.3) then yields

$$\min_{S' \subseteq \mathcal{P}'} \phi_{\mathcal{P}, \mathcal{P}'}(S, S') = \sum_{P' \in \mathcal{P}'} \min\{|U_S \cap P'|, |P'| - |U_S \cap P'|\}$$

(3.7)

$$= \sum_{P' \in \mathcal{P}'} |P'| \min\{|U_S \cap P'|, 1 - \frac{|U_S \cap P'|}{|P'|}\}$$

(3.8)

$$= \sum_{P' \in \mathcal{P}'} |P'| \text{peak}(|U_S \cap P'|).$$

(3.9)

□
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Recall that we refer to $\phi_{P,P'}(S)$ as the fragmentation of $S$ w. r. t. $P'$ or the weight of the cut $(S,P \setminus S)$ w. r. t. $P'$.

The function $\text{peak}(\cdot)$ in Equation (3.2), called (classification) error in [26], is an example of a generator as defined in [21]; a function $f : [0,1] \to \mathbb{R}$ is a generator if it is concave and $f(0) = f(1) = 0$ (hence $f(\cdot)$ is also subadditive). In addition, $\text{peak}(\cdot)$ is symmetric, i.e. $\text{peak}(p) = \text{peak}(1-p)$ for all $p \in [0,1]$. Other examples of symmetric generators are the binary entropy function $H(\cdot)$ [20,26,21] and the Gini impurity measure $G(\cdot)$ [20,21]. We could have chosen $H(\cdot)$, $G(\cdot)$ or any other nontrivial symmetric generator (computable in constant time) instead of $\text{peak}(\cdot)$. The minimization of Equation (3.1) would then have the same asymptotic time complexity (see Section 3.3). We choose $\text{peak}(\cdot)$ because it is in line with minimizing $|U_S \triangle U_{S'}|$.

### 3.2 Fragmentation minimization and submodularity

**Definition 2 (Symmetric, submodular, modular).** Let $P$ be a set. A function $\phi : 2^P \to \mathbb{R}$ is called symmetric if $\phi(S) = \phi(P \setminus S)$ for all $S \subseteq P$. Furthermore, $\phi(\cdot)$ is called submodular if

$$\phi_{P,P'}(S_1 \cup S_2) \leq \phi_{P,P'}(S_1) + \phi_{P,P'}(S_2) - \phi_{P,P'}(S_1 \cap S_2) \quad \forall S_1, S_2 \subseteq P.$$ 

If $\phi(\cdot)$ fulfills the above with "=" instead of "≤", then $\phi(\cdot)$ is called modular.

**Proposition 2.** $\phi_{P,P'}(\cdot)$ in Equation (3.1) is symmetric and submodular.

**Proof:** The symmetry of $\phi_{P,P'}(\cdot)$ follows from that of $\text{peak}(\cdot)$. Sums and multiples of submodular functions are submodular [20]. Thus, to show that $\phi_{P,P'}(\cdot)$ is submodular, it suffices to show that $\phi_i(S) := \text{peak}(\frac{|U_S \cap P'|}{|P'|})$ in Equation (3.1) is submodular for all $i$.

Indeed, the $\phi_i(\cdot)$ are of the form $c(m(\cdot))$, where $c(\cdot)$ is concave and $m(\cdot)$ is non-negative modular. Any function of this form is submodular [24,22].

### 3.3 Asymptotic running time for finding an optimal pair

In order to efficiently compute the terms $|U_S \cap P'|$ in Equations (3.1) and (3.3), we first compute the columns of the contingency table of $P$ and $P'$, i.e. the table (matrix) whose entry at $(i,j)$ equals $|P_i \cap P'_j|$. We refer to these columns as distributions over $P$.

**Definition 3 (Distributions $d_{P'}[\cdot]$).** Let $P' \in \mathcal{P}$ w. r. t. $P$ is the vector $d_{P'}[\cdot]$ of length $|P|$ defined by

$$d_{P'}[i] := |P_i \cap P'| \quad \text{for } 1 \leq i \leq |P|.$$ 

**Proposition 3.** Calculation of all distributions can be done in time $O(|P||P'| + |V|)$ and with space $O(|P||P'|)$. Furthermore, given all distributions and $S \subseteq P$, the determination of $S'$, as defined in Equation (3.3), and the evaluation of $\phi_{P,P'}(S)$, as defined in Equation (3.1), can both be done in time $O(|P||P'|)$ and with space $O(|P'|)$.
Proof: We first show that all distributions $d_P(\cdot)$ can be computed in time $O(|P||P'| + V|)$. Indeed, the first summand is due to initializing all $d_P(\cdot)$ to zero vectors, and the second summand is due to updating the distributions, which can be done in one traversal of $V$ (deciding on membership of any $v \in V$ to a part in $\mathcal{P}$ and $\mathcal{P}'$ takes constant time). The asymptotic space requirement for calculating all distributions equals that for storing the distributions, i.e. $O(|P||P'|)$.

Using the distributions we can compute, for any given $S \subseteq \mathcal{P}$, the values of all $|S \cap \mathcal{P}'|$, $\mathcal{P}' \in \mathcal{P}'$, in time $O(|P||P'|)$ (due to $|S \cap \mathcal{P}'| = \sum_{i : \mathcal{P}_i \in S} d_P(\cdot)|i|)$. The space requirement for this step is $O(|P||P'|)$). Based on the values of $|S \cap \mathcal{P}'|$, the determination of $S'$ via Equation (3.6) as well as the evaluation of $\phi_{\mathcal{P}, \mathcal{P}'}(S, S')$ via Equation (3.6), takes time and space $O(|P'|)$.

Recall that $\phi_{\mathcal{P}, \mathcal{P}'}(S, S')$ in Equation (3.6) equals $\phi_{\mathcal{P}, \mathcal{P}'}(S)$ in Equation (3.1). Thus, given the distributions and some $S \subseteq \mathcal{P}$, the total time and space requirements for evaluating $\phi_{\mathcal{P}, \mathcal{P}'}(S)$ are $O(|P||P'|)$ and $O(|P'|)$, respectively.

In the proofs of Propositions 4 and 5 we refer to Algorithm OPTIMAL-SET from [17], where a symmetric submodular function $f(\cdot)$ is minimized by building the set minimizing $f(\cdot)$ from scratch. OPTIMAL-SET consists of $O(|P|^3)$ evaluations of $\phi_{\mathcal{P}, \mathcal{P}'}(\cdot)$, see Theorem 3 in [17].

**Proposition 4.** Finding an optimal pair $(S, S')$ takes time $O(V) + |P|^3|P'|$ and space $O(|P||P'|) + O(|P|^2)$.

Proof: Due to Proposition 2 of this paper, Theorem 3 in [17] which uses OPTIMAL-SET) and Proposition 3 of this paper, the asymptotic running time for minimizing Equation (3.1) with the constraint $S \notin \{\emptyset, \mathcal{P}\}$ amounts to $O(V) + |P|^3|P||P'| = O(V) + |P|^3|P'|$. The space requirement in [17] is $O(|P|^2)$ (needed to store the candidate subsets in Algorithm OPTIMAL-SET).

4 Minimal $P_s$-$P_t$ cuts

We are not only interested in the best correspondence between $\mathcal{P}$ and $\mathcal{P}'$, but in a larger set of good correspondences. Proposition 4 says that finding good correspondences basically amounts to finding small cuts of $\mathcal{P}$ w. r. t. $\mathcal{P}'$. A natural basis of small cuts is formed by the minimal $P_s$-$P_t$ cuts defined in the following subsection.

4.1 Basis of minimal $P_s$-$P_t$ cuts

**Definition 4 ((Minimal) $P_s$-$P_t$ cut $(S_s, S_t)$, weight $\lambda_{s,t}$).** Let $P_s \neq P_t \in \mathcal{P}$. Any pair $(S_s, S_t)$ with $P_s \in S_s$, $P_t \in S_t$, and $S_t = \mathcal{P} \setminus S_s$ is called a $P_s$-$P_t$ cut of $\mathcal{P}$. A $P_s$-$P_t$ cut $(S_s, S_t)$ is minimal if $\phi_{\mathcal{P}, \mathcal{P}'}(S_s)$, and thus $\phi_{\mathcal{P}, \mathcal{P}'}(S_t)$, is minimal w. r. t. all $P_s$-$P_t$ cuts. Finally, for any $s \neq t \in \{1, \ldots, |\mathcal{P}|\}$ we set

$$\lambda_{s,t} := \min\{\phi_{\mathcal{P}, \mathcal{P}'}(S_s) : (S_s, \mathcal{P} \setminus S_s) \text{ is a } P_s-P_t \text{ cut}\}. \quad (4.1)$$
We are interested in minimal $P_s^t$ cuts for all $s \neq t \in \{1, \ldots, |\mathcal{P}|\}$. Analogous to graphs, such a set of minimal cuts can be represented by a Gomory-Hu tree [10].

**Definition 5 (Gomory-Hu tree)**

Let $T_{\mathcal{P} | \mathcal{P}'} = (V_T, E_T, \omega_\phi)$ be an edge weighted tree with vertex set $V_T = \{1, \ldots, |\mathcal{P}|\}$, edge set $E_T$ and a function $\omega_\phi: E_T \mapsto \mathbb{R}_{\geq 0}$ such that for all $s \neq t \in V_T$

\[
\lambda_{s, t} = \min\{\omega_\phi(e) : e \in \Pi_{s, t}\},
\]

where $\Pi_{s, t}$ is the set of edges forming the unique path from $s$ to $t$ on $T_{\mathcal{P} | \mathcal{P}'}$.

**Proposition 5.** There exists at least one Gomory-Hu tree $T_{\mathcal{P} | \mathcal{P}'}$, and such a Gomory-Hu tree can be computed in $\mathcal{O}(|V| + |\mathcal{P}|^3|\mathcal{P}'|)$.

**Proof:** As shown in [8], the existence of $T_{\mathcal{P} | \mathcal{P}'}$ follows from $\phi_{\mathcal{P} | \mathcal{P}'}(\cdot)$ being symmetric and submodular. A Gomory-Hu tree $T_{\mathcal{P} | \mathcal{P}'}$ can be built by computing $|\mathcal{P}|-1$ minimal $P_s^t$ cuts, and this is also what determines the asymptotic running time for building a Gomory-Hu tree [9]. To compute a minimal $P_s^t$ cut we may again use Algorithm OPTIMAL-SET [17]. The only difference is that we require $s$ in the set and $t$ to be in the complement of the set. This does not change the asymptotic running time of OPTIMAL-SET.

Recall that the asymptotic running times of Propositions 3 and 4 are based on the use of OPTIMAL-SET. Thus, considering that we need to compute the distributions $d_{\mathcal{P}'}[i], 1 \leq i \leq |\mathcal{P}|$, only once, it follows that we can compute $T_{\mathcal{P} | \mathcal{P}'}$ in $\mathcal{O}(|V| + (|\mathcal{P}|-1)(|\mathcal{P}|^3|\mathcal{P}'|)) = \mathcal{O}(|V| + |\mathcal{P}|^5|\mathcal{P}'|)$.

A Gomory-Hu tree $T_{\mathcal{P} | \mathcal{P}'}$ gives rise to a hierarchical partition of $\mathcal{P}$ if edges from $T_{\mathcal{P} | \mathcal{P}'}$ are removed in ascending order of $\omega_\phi(\cdot)$. For examples of dendrograms depicting such hierarchical partitions see Figure 4.d.

### 4.2 Finding minimal $P_s^t$ cuts by branch-and-bound

Using OPTIMAL-SET, the computation of one minimal $P_s^t$ cut takes time $\mathcal{O}(|V| + |\mathcal{P}|^4|\mathcal{P}'|)$, see Proposition 4. This is problematic for high $|\mathcal{P}|$. The following branch-and-bound algorithm for finding a minimal $P_s^t$ cut turns out to be practical, although we cannot give guarantees on its running time.

Let $P_s \neq P_t \in \mathcal{P}$. The idea behind our algorithm to find a minimal $P_s^t$ cut $(S_s, S_t)$ is to first set $S_s := \{P_s\}$, $S_t := \{P_t\}$ and then let $S_s$ and $S_t$ compete for the remaining parts in $\mathcal{P}$ until $S_s \cup S_t = \mathcal{P}$. We assure that $S_s \cap S_t = \emptyset$ at all times. To curtail the exponentially growing number of possibilities that arise when assigning new parts, i.e., parts in $\mathcal{P} \setminus (S_s \cup S_t)$, to either $S_s$ or $S_t$, we need a bound $b(S_s \cup S_t)$ on how low $\phi_{\mathcal{P} | \mathcal{P}'}(S)$ can possibly get for $S$ with $S_s \subseteq S$ and $S \cap S_t = \emptyset$. Proposition 6 below guarantees that the bound defined next is admissible.

**Definition 6.** Let $S_s, S_t \subseteq \mathcal{P}$ with $P_s \in S_s$, $P_t \in S_t$ and $S_s \cap S_t = \emptyset$. We set

\[
b(S_s, S_t) := \sum_{P' \in \mathcal{P}'} \min\{|U_{S_s} \cap P'|, |U_{S_t} \cap P'|\}.
\]
Proposition 6. Let \( S_s, S_t \subseteq P \) with \( P_s \in S_s, P_t \in S_t \) and \( S_s \cap S_t = \emptyset \). Furthermore, let \( S \supseteq S_s, S \cap S_t = \emptyset \). Then, \( b(S_s, S_t) \leq \phi_{P, P'}(S) \).

Proof:

\[
\phi_{P, P'}(S) = \sum_{P' \in P'} |P'| \text{peak}(\frac{|U_S \cap P'|}{|P'|})
= \sum_{P' \in P'} |P'| \min\{|U_S \cap P'|, \frac{|U_{P' \setminus S} \cap P'|}{|P'|}\}
\geq b(S_s, S_t).
\]

We still have to make decisions on

1. the choice of the next part \( P \) from \( P \setminus (S_s \cup S_t) \) that we use to extend either \( S_s \) or \( S_t \) and
2. whether we assign \( P \) to \( S_s \) or \( S_t \).

Our strategy for item 2., above is to assign \( P \) to \( S_s \) or \( S_t \) according to the (optimistic) prospect \( b(S_s, S_t) \), i.e. \( P \) is assigned such that the new value \( b(S_s, S_t) \) is minimal. We prefer minimizing \( b(S_s, S_t) \) over minimizing \( \phi_{P, P'}(S_s) \) and/or \( \phi_{P, P'}(S_t) \) because the latter two numbers can both be high although the prospect for finding a good cut of \( P \) is still good. Due to the symmetry of \( \phi_{P, P'}(\cdot) \), however, the objectives of minimizing \( b(S_s, S_t) \), \( \phi_{P, P'}(S_s) \) and \( \phi_{P, P'}(S_t) \) will have converged by the time when \( S_s \) and \( S_t \) are fully grown, i.e. \( S_s \cup S_t = P \).

Our strategy for item 1., i.e. the choice of \( P \), aims at shifting the backtracking phases of our branch-and-bound algorithm to scenarios in which \( S_s \) and \( S_t \) are already large and where chances are that we are close to a new minimum of \( \phi_{P, P'}(\cdot) \). To this end, we pick \( P \) from \( P \setminus (S_s \cup S_t) \) such that the alternative between putting \( P \) into \( S_s \) or into \( S_t \) matters the most in terms of \( b(\cdot, \cdot) \).

Formally,

\[
P = \text{argmax}_{P \in P \setminus (S_s \cup S_t)} |b(S_s \cup \{P\}, S_t) - b(S_s, S_t \cup \{P\})| \quad (4.6)
\]

Algorithm 1 summarizes the way in which we extend a pair \((S_s, S_t)\).

Algorithm greedy\((S_s, S_t, \text{bestSoFar})\) terminates prematurely, i.e. with \( S_s \cup S_t \neq P \), if there is no chance to find \( S \) with \( \phi_{P, P'}(S) < \text{bestSoFar} \). In particular, greedy\((\{P_s\}, \{P_t\}, \text{bestSoFar})\) does not end prematurely, i.e. it delivers a \( P_s-P_t \) cut \((S, \emptyset)\) of \( S \).

Algorithm 2 calls greedy\((S_s, S_t, \text{bestSoFar})\) to extend \((S_s, S_t)\) and in later calls of greedy\((S_s, S_t, \text{bestSoFar})\) we always have \((S_s \supseteq \{P_s\} \lor S_t \supseteq \{P_t\}) \land S_s \cap S_t = \emptyset \).
Algorithm 1 Algorithm greedy($S_s, S_t, bestSoFar$) for extending a pair ($S_s, S_t$) with $S_s \cap S_t = \emptyset$ towards a pair $(S, P \setminus S)$ with $S \supseteq S_s$ and $S \cap S_t = \emptyset$ as long as there is a chance that $\phi_{P, P'}(S) < bestSoFar$.

1: while $(S_s \cup S_t \neq P) \land b((S_s, S_t) < bestSoFar)$ do
2:   Find $P \in P \setminus (S_s \cup S_t)$ that fulfills Equation (4.6).
3:   if $b(S_s \cup \{P\}, S_t) < b(S_s, S_t \cup \{P\})$ then
4:     $S_s \leftarrow S_s \cup \{P\}$
5:   else
6:     $S_t \leftarrow S_t \cup \{P\}$
7: end if
8: end while

Algorithm 2 Branch-and-bound algorithm for finding a minimal $P_s$-$P_t$ cut.

1: $S_s \leftarrow \{P_s\}$, $S_t \leftarrow \{P_t\}$
2: bestSoFar $\leftarrow \infty$
3: do
4:   greedy($S_s, S_t, bestSoFar$) $\triangleright$ i.e. we have found a $P_s$-$P_t$ cut
5:   if $b(S_s, S_t) < bestSoFar$ then
6:     $S \leftarrow S_s$
7:     bestSoFar $\leftarrow b(S_s, S_t)$
8:     end if
9: end do
10: $i \leftarrow 0$ $\triangleright$ Beginning of undo
11: do
12:   if $\hat{P}_{|S_s \cup S_t| - 2-i} \in S_s$ then
13:     $S_s \leftarrow S_s \setminus \hat{P}_{|S_s \cup S_t| - 2-i}$
14:   else
15:     $S_t \leftarrow S_t \setminus \hat{P}_{|S_s \cup S_t| - 2-i}$ $\triangleright$ i.e. $\hat{P}_{|S_s \cup S_t| - 2-i} \in S_t$
16:     end if
17:   $i \leftarrow i + 1$
18:   while $(S_s, S_t) \neq (\{P_s\}, \{P_t\}) \land \text{dejaVu}(A(S_s, S_t))$ $\triangleright$ End of undo
19:   if $(S_s, S_t) \neq (\{P_s\}, \{P_t\})$ then
20:     $(S_s, S_t) \leftarrow A(S_s, S_t)$
21:   end if
22: end while
23: while $(S_s, S_t) \neq (\{P_s\}, \{P_t\})$
24: return $(S, P \setminus S)$

1) whether greedy(·, ·, ·) needs to be invoked again and, if so,

2a) which of the most recent assignments of parts (to $S_s$ or $S_t$) should be undone in a backtracking step and

2b) which alternative line for searching a minimal $P_s$-$P_t$ cut is taken after backtracking, i.e. what is the input of greedy(·, ·, ·) when it is called the next time.
The answer to 1) is “as long as \( S_s \supseteq \{ P_s \} \) or \( S_t \supseteq \{ P_t \} \)”. In other words, we stop when \((S_s, S_t)\) has shrunk to its initialization (\(\{P_s\}, \{P_t\}\)) (see lines 3 and 23 of Algorithm 2). The following notation and definition will make it easier to answer the remaining questions.

**Notation 4.1** W.l.o.g. the parts in \( S_s \cup S_t \setminus \{ P_s, P_t \} \) are denoted by \( \hat{P}_1, \ldots, \hat{P}_{|S_s \cup S_t| - 2} \), and the indices reflect the order in which the parts were added to \( S_s \setminus \{ P_s \} \) or \( S_t \setminus \{ P_t \} \) (the larger an index, the later the part was added).

**Definition 7 (Alternative A(\(S_s, S_t\)) to (\(S_s, S_t\)).**

If \( \hat{P}_{|S_s \cup S_t| - 2} \) is contained in \( S_s \), the alternative to \((S_s, S_t)\) is \((S_s \setminus \{ \hat{P}_{|S_s \cup S_t| - 2} \}, \hat{P}_{|S_s \cup S_t| - 2}) \).

If \( \hat{P}_{|S_s \cup S_t| - 2} \) is contained in \( S_t \), the alternative to \((S_s, S_t)\) is \((\hat{P}_{|S_s \cup S_t| - 2}, S_t \setminus \{ \hat{P}_{|S_s \cup S_t| - 2} \}) \).

The answer to 2a) now is “Undo the assignment of \( \hat{P}_{|S_s \cup S_t| - 2} \). Keep undoing the latest assignments until some \( \hat{P}_{|S_s \cup S_t| - i} \), \( i \geq 1 \), is reached such that greedy(\(\cdot, \cdot\)) has not yet been called with the first two arguments given by \( A(S_s, S_t) \).” In the pseudocode of Algorithm 2 a boolean function called \( \text{dejaVu}(\cdot, \cdot) \) is used to express whether \( A(S_s, S_t) \) has entered the call of greedy(\(\cdot, \cdot\)) before, see line 19 of Algorithm 2. This line guarantees termination of our branch-and-bound algorithm. The answer to 2b) then is “call greedy(\(\cdot, \cdot\)) with \( A(S_s, S_t) \) and the current value of bestSoFar” (see lines 21 and 4 of Algorithm 2).

We conclude this section with two implementation details.

- We implement the boolean function \( \text{dejaVu}(\cdot, \cdot) \) as a boolean vector called \( \text{doneWith}[\cdot] \). The two arguments \( S_s, S_t \) of \( \text{dejaVu}(\cdot, \cdot) \) correspond to a single index \( i \) of \( \text{doneWith} \). Specifically, \( i \) is the cardinality of \( S_s \cup S_t \setminus \{ P_s, P_t \} \) or, equivalently, the highest index, \( |S_s \cup S_t| - 2 \), in Notation 4.1. The vector \( \text{doneWith} \) has length \(|\mathcal{P}|-2\), and its entries are initialized to false. Anytime greedy(\(\cdot, \cdot\)) is called with \((S_s, S_t) = A(S_s, S_t)\) for some \( S_s, S_t \subset \mathcal{P} \), \( \text{doneWith}[i] \) is set to true. Furthermore, if backtracking goes back behind an index \( j \), \( \text{doneWith}[j] \) is set to false.

- For efficient updates of \( b(S_s, S_t) \) in Algorithm 2, i.e. when \( S_s \) or \( S_t \) grows or shrinks by one part, we use distributions as in Section 3.3 — this time the rows of the contingency table of \( \mathcal{P} \) and \( \mathcal{P}' \). Specifically, let \( P \in \mathcal{P} \). Then \( d_{P}[\cdot] \) is a vector of length \(|\mathcal{P}'|\) defined by \( d_{P}[j] := |P \cap P'_{j}| \) for \( 1 \leq j \leq |\mathcal{P}'| \). We define \( d_{S_s} := \sum_{P \in S_s} d_{P} \). Now, adding or removing a part \( P \) from \( S_s \) corresponds to the command \( d_{S_s} \leftarrow d_{S_s} + d_{P} \) and \( d_{S_s} \leftarrow d_{S_s} - d_{P} \), respectively. By carrying along \( d_{S_s} \) and \( d_{S_t} \), we can compute the bounds \( b(\cdot, \cdot) \) as follows.

\[
b(S_s, S_t) = \sum_{j=1}^{|\mathcal{P}'|} \min\{d_{S_s}[j], d_{S_t}[j]\}.
\]
Such an implementation is also advantageous for parallel processing.

5 Experiments

The purpose of the experiments of Section 5.2 is to test the limits of the branch-and-bound algorithm described in Section 4.2. In Section 5.3 we use correspondences to gain insight into the behavior of a community detection algorithm and an extension thereof.

5.1 Settings and implementation

All computations were done on a workstation with two 8-core Intel(R) Xeon(R) E5-2680 processors at 2.7 GHz. Our C++ code was compiled with GCC 4.7.1, and we use Python 3.4.1.

We integrated our code into NetworKit, an open-source network analysis tool suite [23], because NetworKit provides (i) a C++ class for partitions, (ii) implementations of the community detection algorithm which we want to study and (iii) a Python frontend which allows us to conveniently include runs of community detection algorithms into our tests. The C++ sources will be made publicly available after paper acceptance.

5.2 Running times of branch-and-bound algorithm

The idea behind the experiments of this section is to see how well our branch-and-bound algorithm can cope with situations in which large subsets $S$ and $S'$ have to be formed to minimize $\phi_{P,P'}(\cdot,\cdot)$.

To this end we first generate a partition $P = \{P_1, P_2, \ldots, P_{2k}\}$ of a set $V$ where all parts have the same size. Second, we randomly select $S \subset P$ with $|S| = k$. Third, we generate $P' = \{P'_1, P'_2, \ldots, P'_{2k}\}$ with empty parts and randomly select $S' \subset P'$ with $|S'| = k$. Finally, we fill the parts of $P'$ as follows. The elements in $S \setminus S'$ are distributed evenly but otherwise randomly over the parts in $S' \setminus P' \setminus S'$. Thus, $(S, S')$ is a perfect but well-hidden correspondence with large $S, S'$, and the distribution of $V$ over $P'$ is random otherwise. For a small example see Figure 5.

In our experiments we choose $2k \in \{10, 20, 50, 100, 200, 400, 800, 1000\}$ and $|V| = 10^7$. We then calculate the best $2k - 1$ correspondences via a Gomory-Hu tree of minimal $P_\ast P_t$ cuts of $P$ w.r.t. $P'$. We use Gusfield’s algorithm for the computation of the Gomory-Hu tree [11, 19]. The running times for calculating the best $2k - 1$ correspondences are given in Figure 6. A moderate increase in running time to about $2k = 100$ is followed by a steep increase, which is expected for a branch-and-bound algorithm. In the experiments described in the next section, we observe very similar dependencies of the running time on the number of parts, not only qualitatively but also in terms of absolute running times.

The size of $V$ is not a problem since it enters the running time only as a linear add-on (when the distributions are computed). Generally, our branch-and-bound
Fig. 5. Partitions $\mathcal{P}$ and $\mathcal{P}'$ are such that $S = (\{P_1, P_2, P_5\}, \{P'_2, P'_3, P'_4\})$ is a perfect correspondence between $\mathcal{P}$ and $\mathcal{P}'$.

Fig. 6. Running times for calculating the $2k - 1$ best correspondences. (a) $2k = 10$ to $2k = 200$. (b) $2k = 10$ to $2k = 1000$.

algorithm can deal with partitions $\mathcal{P}$ and $\mathcal{P}'$ of very large data sets as long as the number of parts in $\mathcal{P}$ and $\mathcal{P}'$ is bounded by about 1000. As we have observed in additional experiments, the influence of $|\mathcal{P}'|$ on the running time is only linear. This makes sense since $|\mathcal{P}'|$ equals the length of the distributions, and $\mathcal{P}'$ affects our branch-and-bound algorithm only via the distributions.

Finding correspondences may become easier in applications where domain knowledge can be used to steer the branch-and-bound algorithm. In image segmentation, for example, one can use color, shape, and connectivity to improve the choice of the next region during the extension of $S_s$ and $S_t$ in line 2 of Algorithm.

15
### Table 5.1. Complex networks used for comparing partitions.

| Graph ID | Name               | #vertices | #edges     | Network Type                       |
|----------|--------------------|-----------|------------|------------------------------------|
| 1        | p2p-Gnutella       | 6,405     | 29,215     | filesharing network                |
| 2        | PGPgiantcompo      | 10,680    | 24,316     | network of PGP users               |
| 3        | email-EuALL        | 16,805    | 60,260     | network of connections via email   |
| 4        | as-22July06        | 22,963    | 48,436     | autonomous systems in the internet |
| 5        | soc-Slashdot0902   | 28,559    | 379,445    | news network                       |
| 6        | loc-brightkite_10edges | 56,739   | 212,945    | location-based friendship network  |
| 7        | loc-gowalla_10edges | 196,591   | 950,327    | location-based friendship network  |
| 8        | coAuthorsCiteseer  | 227,320   | 814,134    | citation network                   |
| 9        | wiki-Talk          | 232,314   | 1,458,806  | user interactions through edits    |
| 10       | citationCiteseer   | 288,495   | 1,136,647  | citation network                   |
| 11       | coAuthorsDBLP      | 299,067   | 977,676    | citation network                   |
| 12       | web-Google         | 356,648   | 2,063,324  | hyperlink network of web pages     |
| 13       | coPapersCiteseer   | 441,102   | 16,036,720 | citation network                   |
| 14       | coPapersDBLP       | 540,486   | 15,245,729 | citation network                   |
| 15       | as-skitter         | 554,930   | 5,797,663  | network of internet service providers |

#### 5.3 Behavior of a parallel implementation of the Louvain method for community detection in networks: insight through correspondences

In the field of community detection in networks one thinks of communities as densely connected sets of nodes with sparse connections to the rest of the network. Their detection has received significant attention in basic research and applications. For surveys see [19,5]. Here, we consider only non-overlapping communities that form partitions. One of the most popular methods in community detection is the method that we describe next.

The Louvain method (LM). LM is a locally greedy, bottom-up multilevel algorithm [3] that forms communities of network nodes. On each level, it assigns (i.e. moves) nodes to communities (parts) in an iterative way that maximizes the objective function modularity [7] (not to be confused with Definition 2). The communities found on a level are contracted into single nodes, giving rise to the graph on the next level. The communities of the coarsest graph are then successively expanded to the next finer level until, on the finest level, we have the final result.

In [22] a shared-memory parallelization of LM, called PLM, is provided: among other things, node moves are evaluated and performed in parallel instead of sequentially. We denote the single-thread (sequential) version of PLM by SLM. Moreover, PLM and thus SLM have been extended by an optional refinement phase: after each expansion nodes are again moved for modularity gain. SLM with refinement is denoted by SLMR.

**Questions on behavior of PLM, SLM and SLMR.** PLM is not deterministic due to race conditions during the parallel execution of the method. Let $P$ be the
partition returned by one run of PLM, and let $P'$ be the partition returned by another run of PLM. We want to know whether the transition from $P$ to $P'$ is best described as (a) communities merely exchanging elements with each other, but otherwise remaining as they are or (b) involving unions and break-ups of communities. An analogous question arises when $P$ and $P'$ are from SLM and SLMR, respectively.

**Approach.** As input for PLM, SLM, and SLMR we choose a collection of 15 diverse and widely used complex networks from two popular archives [HI4]. These networks are listed and described in Table 5.1. For each network and each comparison, i.e. one run of PLM vs. another run of PLM or SLM vs. SLMR, we get a pair of partitions $P$ and $P'$.

We first want to get an idea of the overall dissimilarity of the correspondences between $P$ and $P'$. To this end we add up the $\phi_{P,P'}(\cdot,\cdot)$ values of the $|P|-1$ best correspondences (those that are given by the fundamental cuts of the Gomory-Hu tree) and divide this sum by the total number of vertices in the graph.

We then tackle the question about the occurrence of unions and break-ups of communities through computing pairs $(|S|, |S'|)$: one pair for each of the $|P|-1$ best correspondences $(S, S')$, see Figure 8. We distinguish between pairs in $M_{\text{eq}} := \{(n, n') : n = n' \in \mathbb{N}\}$ and the remaining pairs in $M_{\text{neq}} := \mathbb{N} \times \mathbb{N} \setminus M_{\text{eq}}$. Let $\phi_{\text{eq}}$ [\phi_{\text{neq}}$ denote the sum over all $\phi_{P,P'}(\cdot,\cdot)$ values (overall dissimilarity) of correspondences with pairs in $M_{\text{eq}}$ [$M_{\text{neq}}$]. We define the imbalance of the correspondences between $P$ and $P'$ as $\frac{\phi_{\text{neq}}}{\phi_{\text{eq}}+\phi_{\text{neq}}}$. Thus, a low [high] imbalance indicates that the communities tend to remain intact [unions and break-ups of communities are frequent].

**Results.** Figure 7 shows that the overall dissimilarity of the correspondences between different runs of PLM, i.e. the median of overall dissimilarity from 10
Fig. 8. A data point \((n, n')\) indicates that there are correspondences between partitions \(P\) and \(P'\), where \(n\) communities of \(P\) correspond to \(n'\) communities of \(P'\). The number at a data point \((n, n')\) indicates the number of correspondences \((\mathcal{S}, \mathcal{S}')\) with \(|\mathcal{S}|, |\mathcal{S}'| = (n, n')\). PLM, SLM and SLMR are applied to the graph web-Google, see Table 5.1.

(a) Pairs from different runs of PLM. The pairs not shown are (37,36) and (94,94) with one occurrence each. (b) Pairs from SLM vs. SLMR. The pairs not shown are (61,61), (66,66), (69,69) and (77,77) with one occurrence each.

experiments with two runs each, is on the same order as the overall dissimilarity of the correspondences between SLM and SLMR.

Figure 7b shows the imbalances. For the comparison PLM vs. PLM, the imbalances are again medians over 10 experiments with two runs each. We see that, despite comparable overall dissimilarity of the correspondences, the imbalances from different runs of PLM are much higher than those from SLM vs. SLMR. In the latter comparison, correspondences from graphs with IDs 2, 4, 5, 12 and 15 have imbalance exactly zero, i.e. all correspondences are between the same number of communities.

The comparison PLM vs. PLM is characterized by high imbalances with no exception. Even for the graph web-Google (with ID 12), where the overall dissimilarity of the correspondences is very small in both comparisons, i.e. 0.0033 in PLM vs. PLM and 0.0065 in SLM vs. SLMR, the latter dissimilarity being about twice the former, the correspondences in the comparison SLM vs. SLMR are definitely much more balanced. See Figures 7b and 8.

To summarize, the imbalances we gathered indicate that the race conditions during PLM disrupt the communities in a more fundamental way (frequent unions or break-ups of communities) than the refinement phase. The latter deserves its name in that it leaves most communities intact. Yet, the impact of the race conditions is comparable to the impact of the refinement if impact is measured by \(\phi_{P, P'}(\cdot, \cdot)\): communities do unite and break up due to race conditions, but primarily those communities that are not distinct in the first place.
6 Related work

Similarity measures for partitions. Wagner and Wagner [27] provide a comprehensive collection of similarity measures for partitions \( \mathcal{P} = \{P_1, \ldots, P_{|\mathcal{P}|}\} \) and \( \mathcal{P}' = \{P'_1, \ldots, P'_{|\mathcal{P}'|}\} \) of the same set \( V \). They can all be derived from the contingency table of \( \mathcal{P} \) and \( \mathcal{P}' \). The correspondences introduced in this paper can also be derived from the contingency table. Wagner and Wagner group the similarity measures into three groups:

1. Measures based on considering all unordered pairs (two-element subsets) \( \{v, w\} \) of \( V \) and counting the 4 cases arising from the distinction as to whether \( v \) and \( w \) belong to same part or to different parts of \( \mathcal{P} \) and the analogous distinction with \( \mathcal{P}' \) instead of \( \mathcal{P} \). Examples of such measures are the Rand index [18] and the adjusted Rand index [12].

2. Measures that involve a sum over maximum \( P_i, P'_j \) overlaps, where the sum is over the \( P_i \), the maximum is over the \( P'_j \), and the overlaps are defined in various ways. One example is the \( F \)-measure [13,6]. Typically, these measures yield different results if the roles of \( \mathcal{P} \) and \( \mathcal{P}' \) are exchanged. Fragmentation defined in this paper, see Equations (1.3) and (1.4), has similar properties in that it (i) involves a sum over the \( P'_j \), (ii) aggregates \( P_i, P'_j \) overlaps over certain \( P_i \) in a nonlinear way, and (iii) may vary if the roles of \( \mathcal{P} \) and \( \mathcal{P}' \) are exchanged.

3. Measures that involve mutual information, e.g. Normalized Mutual Information [25]. Here, the common ground with our approach to defining fragmentation and thus correspondences is that we can replace the function peak(\( \cdot \)), see Equations (1.3) and (1.4), by the binary entropy function without altering the nature of our optimization problem (see also the next paragraph and Section 3.1).

Impurity measures. The fragmentation of \( S \subseteq \mathcal{P} \) w.r.t. \( \mathcal{P}' \), i.e. \( \phi_{\mathcal{P}, \mathcal{P}'}(S) \) in the form of Equations (1.3) and (1.4), indicates how well the parts of \( \mathcal{P}' \) fit into \( U_S \) or \( V \setminus U_S \). Impurity measures, as defined in [26,21], seem to be based on a similar idea. Using our setting and notation, Simovici et al. [21] define the impurity of a subset \( L \) of the ground set \( V \) relative to \( \mathcal{P} \) and generated by peak(\( \cdot \)) as

\[
\text{IMP}_P^\text{peak}(L) = |L| \sum_{P' \in \mathcal{P}'} \text{peak}(\frac{|L \cap P'|}{|L|}).
\]  

We can turn \( \text{IMP}_P^\text{peak}(U_S) \) into \( \phi_{\mathcal{P}, \mathcal{P}'}(S) \) by (i) pulling \( U_S \) under the sum (mathematically correct) and (ii) exchanging the roles of \( U_S \) and \( \mathcal{P}' \) under the sum (mathematically incorrect). For us it is important to have the roles as they are in \( \phi_{\mathcal{P}, \mathcal{P}'}(S) \) because this is what makes \( \phi_{\mathcal{P}, \mathcal{P}'}(\cdot) \) a submodular and symmetric function. These properties, in turn, make it possible to find the best nontrivial \( S \) in polynomial time.

Despite this mismatch between \( \text{IMP}_P^\text{peak}(\cdot) \) and \( \phi_{\mathcal{P}, \mathcal{P}'}(\cdot) \), studying \( \text{IMP}_P^\text{peak}(\cdot) \) helped to develop the intuition behind our approach.
The main properties of IMPpeakP′(·) and related measures, as formulated and proven in [21], are preserved if peak(·) is replaced by another generator, as defined in [21], i.e., another concave and additive function \( f : [0,1] \rightarrow \mathbb{R} \) with \( f(0) = f(1) = 0 \). Likewise, if we replace peak(·) in Equation (1.3) by another generator, we will arrive at similar definitions of fragmentation and correspondences. This also does not change the kind and asymptotic complexity of the optimization problems posed by our approach. Examples of generators are the binary entropy function and the Gini impurity measure [20, 21].

7 Conclusions and outlook

Correspondences and associated dissimilarities provide insight into multiple ways in which two partitions can be similar and are an instrument to detect, represent and quantify consensus between partitions. Very often, it is not clear in a certain application whether two or more parts “belong together” or should be single parts. Then, correspondences allow us to compare two partitions modulo such ambiguities.

Since “good” correspondences between two partitions \( \mathcal{P} \) and \( \mathcal{P}' \) are basically small cuts of \( \mathcal{P} \) w.r.t. \( \mathcal{P}' \), a hierarchy of the \(|\mathcal{P}|-1\) best correspondences arises from a minimal basis of non-crossing \( \mathcal{P}_s-\mathcal{P}_t \) cuts of \( \mathcal{P} \) w.r.t. \( \mathcal{P}' \). In particular, a hierarchy of the \(|\mathcal{P}|-1\) best correspondences can readily be derived from a Gomory-Hu tree, the computation of which requires the determination of only \(|\mathcal{P}|-1\) minimal \( \mathcal{P}_s-\mathcal{P}_t \) cuts. Our branch-and-bound algorithm makes it feasible to compute these cuts even for \(|\mathcal{P}| \) and \(|\mathcal{P}'| \) around 1000. The number of elements in \( V \) can be neglected. Within the branch-and-bound algorithm, the most crucial feature is the choice of the next candidates for extension of either \( \mathcal{S}_s \) or \( \mathcal{S}_t \), as specified in Equation (4.6). The choice of the next candidates may also involve application-specific criteria such as color or shape in image segmentation. Such additional information may help our branch-and-bound algorithm to stay in the lane, and is expected to accelerate it.

The \(|\mathcal{P}|-1\) best correspondences between \( \mathcal{P} \) and \( \mathcal{P}' \) give rise to consensus partitions (clusterings) of \( \mathcal{P} \) and \( \mathcal{P}' \) (consensus modulo unions of parts). Indeed, any correspondence \((\mathcal{S},\mathcal{S}')\) with \( \phi_{\mathcal{P},\mathcal{P}'}(\mathcal{S},\mathcal{S}') = 0 \) is such that each \( \mathcal{P}' \in \mathcal{P}' \) is fully contained in \( \mathcal{S} \) or in \( \mathcal{P} \setminus \mathcal{S} \). Thus, removing the edges of the Gomory-Hu tree with weight zero yields the finest partition that is a coarsening of \( \mathcal{P} \) and \( \mathcal{P}' \). In case of PLM vs. PLM [SLM vs. SLMR] on the network web-Google, the number of clusters in this “largest common denominator of \( \mathcal{P} \) and \( \mathcal{P}' \)” is 54% [32%] of the number of clusters from PLM [SLM]. If we consider all correspondences \((\mathcal{S},\mathcal{S}')\) whose quality \( \frac{|U_{S} \cap U_{S}'|}{|U_{S} \cup U_{S}'|} \) exceeds 0.99, the percentage rises to 96% [68%]. Thus, the exact consensus already contains a considerable amount of clusters, and a very good consensus contains the majority of clusters. More generally, the \(|\mathcal{P}|-1\) best correspondences give rise to a hierarchy of consensus partitions parameterized by quality. Consensus partitions with more parts can also be obtained by generating finer partitions in the first place.
Despite the symmetry of $\phi_{P, P'}(S, S') = |U_S \triangle U_{S'}|$, finding the $|P| - 1$ best correspondences between $P$ and $P'$ is not the same as finding the $|P'| - 1$ best correspondences between $P'$ and $P$, even if $|P| = |P'|$. Interestingly, the time complexity for finding the $|P| - 1$ best correspondences between $P$ and $P'$, i.e. $O(|V| + |P|^5|P'|)$, depends only linearly on $|P'|$. This linear dependence goes back to using distributions, where each part $P$ of $P$ gives rise to a distribution of $P$ w.r.t. $P'$, analogous to Definition 3. In the future we would like to find out whether we can use distributions w.r.t. $P'$ and $P$ to speed up the computation of correspondences.
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