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In recent years, the scale of networks has substantially evolved due to the rapid development of infrastructures in real networks. Under the circumstances, intrusion detection systems (IDSs) have become the crucial tool to detect cyberattacks, malicious actions, and anomaly behaviors that threaten the credibility and integrity of information services in networks. Feature selection technologies are commonly applied in various intrusion detection algorithms owing to the potential of improving performance and speeding up decision-making. However, existing feature selection-based intrusion detection methods still suffer from high computational complexity or the lack of robustness. To mitigate these challenges, we propose a novel ensemble feature selection-based deep neural network (EFS-DNN) to detect attacks in networks with high-volume traffic data. In particular, we leverage light gradient boosting machine (LightGBM) as the base selector in the ensemble feature selection module to enhance the robustness of the selected optimal subset. Besides, we utilize a deep neural network with batch normalization and embedding technique as the classifier to improve the expressiveness. We conduct extensive experiments on three public datasets to demonstrate the superiority of the EFS-DNN compared with baselines.

1. Introduction

Owing to the rapid growth of network scale and the development of network infrastructure, the traffic flow in cyberspace is increasing at an alarming rate in recent years. Under the circumstance, cybersecurity issues have been paid much more attention in various networks, such as wireless networks [1–3], the Internet of things [4–6], and vehicle networks [7, 8]. To detect cyberattacks, intrusion detection system (IDS) [9–16] has become a common tool due to its serviceability and extendibility. However, the huge amount of information flow has posed a great challenge to the efficacy and efficiency of the traditional intrusion detection systems. How to handle the cyberattacks in networks with amounts of traffic flow is urgent needs to be solved.

To the best of our knowledge, the mainstream solutions on handling the high-volume data traffic in networks fall into three categories: (1) designing dedicated hardwares [17], (2) applying big data techniques [18], and (3) leveraging feature selection methods [10, 11, 19]. The first approach aims to design specialized hardwares to efficiently detect cyberattacks in real networks by reducing the time consumption in pattern matching. However, this is expensive to deploy and inflexible to extend in real networks. The second method utilizes big data techniques, such as Spark, to effectively handle large-scale network traffic data. Although a high volume of traffic flow is stored in distributed file systems, the approach inevitably sacrifices the real-time requirement in decision-making. The third approach applies feature selection before decision-making. These technologies usually drop redundant features to accelerate the decision-making phase and achieve robustness. Compared with hardware-based and big data-based methods, this can be applied to more scenarios due to the pluggability. Thus, in this study, we follow the third approach to enhance the performance of the model and speed up the decision-making on networks with large-scale traffic.

Feature selection is defined as the process of extracting the inputs from the original dataset to enhance the expressiveness of the particular classifier. In fact, feature selection techniques are leveraged in various regions because of the capability of eliminating redundant features, reducing
computational complexity, and alleviating the curse of dimensionality. The feature selection is roughly divided into three paradigms, i.e., wrapper, filter, and embedded.

The wrapper-based algorithms [10, 20, 21] apply a classifier to evaluate the performance of the selected subsets. The performance of the classifier indicates the quality of the feature combinations. In the wrapper-based models, the process of optimal feature combination search is combined with the training of the model. Although the procedure may yield a promising intrusion detection performance, the computational complexity in training will be high.

The filter-based feature selection approaches [1, 9, 22, 23] decouple the subset extraction and the training of the classification models. In other words, these methods select proper feature combinations in preprocessing phase and then leverage the selected features to train the classifiers. Compared with wrapper-based approaches, this is more computationally efficient. However, due to the irrelevance between the feature selection and the training process, these methods generally choose the suboptimal subset.

The embedded-based approaches can be identified as the incorporation of filter-based and wrapper-based methods. In particular, the weights or the importance scores of features are learned by the classifier while training. Existing embedded-based algorithms include decision tree-based methods, which utilize information gain to indicate the importance of features and penalty-based methods, e.g., Lasso. Although these methods are efficient, they cannot be flexibly deployed due to the integration between the optimization and the feature selection.

Based on the discussion above, the filter-based feature selection technique is efficient in handling a large amount of traffic data compared with the other two methods, whereas robustness cannot be ensured. To overcome the challenge, recent works [24] apply ensemble feature selection to generate the optimal subset to improve the effectiveness and expressiveness. Ensemble feature selection is developed on the principle of ensemble learning. This is derived from the empirical results that the combination of multiple feature selectors generally yields better performance compared with the single selector. Owing to the capability of mitigating the volatility, ensemble feature selection has the potential of enhancing the robustness of filter-based feature selection algorithms.

In this study, we propose an ensemble feature selection-based deep neural network (EFS-DNN) to efficiently and effectively detect attacks in networks with high-volume traffic data. In particular, we propose a novel filter-based ensemble feature selection algorithm to improve the robustness of the selected subsets. We leverage light gradient boosting machine (LightGBM [25]), an ensemble algorithm of the decision tree, as the base selector to choose the optimal subset according to information gain. Afterward, we utilize a deep neural network (DNN) classifier with batch normalization and embedding technique to detect anomaly traffic on networks. Compared with the shallow classifiers, DNN captures the latent relations among features to provide a better expressiveness. The contribution of this study is summarized as follows:

(1) We propose a novel ensemble feature selection-based deep neural network (EFS-DNN) to efficiently detect intrusions in networks with a large amount of traffic flow by combining filter-based ensemble feature selection technique and deep neural network.

(2) We proposed a filter-based ensemble feature selection method to achieve robustness and decrease the variance. To further enhance the performance of feature selection, we leverage LightGBM as the base selector to extract the optimal subset.

(3) We conduct extensive experiments to evaluate the performance of EFS-DNN on three public datasets. Experimental results demonstrate that the model outperforms all baselines on binary-class classification and five-class classification tasks.

The study is organized as follows. Section 2 summarizes the related work about the feature selection-based and deep learning-based intrusion detection system. Section 3 demonstrates the structure of the proposed EFS-DNN model. In Section 4, we compare the EFS-DNN against state-of-the-art models in three public datasets. Finally, we conclude the paper and indicate the future research direction in Section 5.

2. Related Work

An intrusion detection system is used to detect anomaly traffic in networks. In recent year, owing to the capability to handle cyberattacks, an intrusion detection system has become the hottest research point in network security. Reference [26] proposes an ensemble learning strategy to adaptively choose the base classifiers, including SVM, KNN, and decision tree. EID3 [27] is the early attempt to effectively detect and defend attacks with unseen types in the real network based on ID3. MARK-ELM [28] combines multiple kernel boosting and the multiple classification reduced kernel ELM to detect multiple attack types with consistent results. HAST-IDS [29] aims to cast off the explicit feature engineering and proposes a hierarchical learning strategy where the convolutional neural network is leveraged to learn low-level spatial features and LSTM to capture high-level temporal features. KitNet [30] proposes an ensemble autoencoder algorithm to detect anomaly traffic flow in networks without supervision, making sure the IDS can be deployed in various real-world networks. SwiftIDS [12] proposes a parallel intrusion detection mechanism by analyzing traffic flow arriving in various time windows. The light gradient boosting machine (LightGBM) is leveraged as the classifier to handle massive traffic data. H2ID [31] presents a two-stage hierarchical hybrid intrusion detection algorithm by incorporating multimodel deep autoencoder and soft-output classifiers to detect attacks in IoT and preserve privacy. WIDMoDS [32] aims to customize multiple intrusion detection models for the property of networks. The model proposes a classifier selection strategy based on data classifier applicable indicators and utilizes weight voting to automatically customize the behavior of intrusion detection models. XGBoost-DNN [33] proposes an ensemble algorithm of different deep neural networks to...
achieve the robustness of intrusion detection. Then, an extra XGBoost is integrated to achieve higher accuracy. Although these methods generally achieve promising performance, they cannot be performed on large-scale networks, which contain a high volume of data traffic.

To mitigate the issue, various feature selection-based intrusion detection systems have been proposed to handle the large traffic flow and improve the robustness by dropping irrelevant and redundant features. PSO-KNN [20] proposes a network intrusion detection system by applying binary particle swarm optimization (PSO) to generate feature subsets and leveraging K-NN algorithm to perform classification. Chi-SVM [34] utilizes the chi-square feature selection technique to reduce dimensionality and then applies multi-class SVM to classify different attacks. Based on the design, the model efficiently and accurately performs the intrusion detection. PIO-IDS [10] proposes a wrapper-based feature selection algorithm that leverages pigeon-inspired optimizer (PIO) to select the optimal subset. To further improve the model performance, they propose an algorithm to binary the continuous pigeon-inspired optimizer. SMOTE-CFS [19] employs imbalance correction and feature selection techniques to improve the data quality in intrusion detection. Besides, an ensemble learning strategy is further proposed to improve detection performance. CFS-BA [21] proposes a heuristic algorithm to reduce dimensionality and choose the optimal subset on the basis of the correlation between attributes. Then, the subset is fed into an ensemble model, and the results are merged by voting strategy. These models generate selected feature subsets from the original dataset by applying wrapper-based algorithms. However, the computational complexity will be the bottleneck, since the quality of the selected features is evaluated by the performance of the classifier.

To reduce the time consumption, various filter-based feature selection algorithms have been proposed. LSSVM-IDS [9] proposes a feature selection algorithm based on mutual information to automatically select the optimal features to capture the linear and nonlinear dependence. Then, they perform least-squares support vector machine-based IDS to make the prediction. Reference [22] combines mutual information-based feature selection technique and machine learning algorithms to develop a hybrid intrusion detection model. In particular, they propose a voting algorithm with information gain to filter the original dataset. NDAE [35] proposes the nonsymmetric deep autoencoder layer to perform automatic feature engineering in an unsupervised approach. The learned feature hidden vectors are fed into a random forest model for classification. DBN-SVM [18] proposes a distributed approach for intrusion detection in large-scale networks based on Spark. The model is built on the combination of deep belief network that performs deep feature extraction and multilayer ensemble support vector machines to effectively detect anomaly behaviors. WFEU-FFDNN [1] combines the feature selection algorithm and deep learning. In particular, the extra tree-based feature selection unit is used to generate the reduced optimal feature vector, and the feed-forward deep neural network serves as the classifier to identify the malicious actions. AE-IDS [23] selects the optimal features based on random forest with information gain and AP cluster feature grouping algorithm to split multiple feature subsets. Then, the model leverages autoencoder to learn latent feature vector and the result is used in the decision-making phase. DL-SVM [36] employs Apache Spark as the data processing tool to efficiently detect intrusions in massive network traffic data and uses a stacked autoencoder network to generate latent features. Afterward, the extracted feature vectors are fed into multiple classifiers to perform decision-making. These filter-based methods choose the optimal subset through preprocessing, and then, the result is fed into the classifier to perform decision-making. Although these methods achieve computational efficiency, the selected feature combination suffers from volatility.

To overcome the issue of filter-based feature selection, SVM-IDS [24] leverages mutual information-based ensemble feature selection method to select the optimal feature combination of relevant and nonredundant features, as well as adopts SVM as the classifier to identify the category of traffic flow. However, owing to the usage of the shallow model (SVM), the classifier cannot capture the latent relationship between features.

Table 1 summarizes the surveyed paper and categorizes them according to the type of feature selectors and classifiers. Notice that EFS-DNN fills the gap of the combination of ensemble feature selection and deep neural network. To further enhance the robustness of intrusion detection and achieve the real-time requirement in networks, the proposed EFS-DNN adopts LightGBM-based ensemble feature selection to efficiently select the optimal subset and leverages the powerful deep neural network to learn the latent information from the selected features.

3. Methodology

The proposed EFS-DNN consists of two modules, i.e., ensemble feature selection module and DNN-based intrusion detection classifier. We leverage LightGBM as the base feature selector to perform ensemble feature selection and utilize a deep neural network with batch normalization and embedding technique as the classifier to perform intrusion detection. The overview structure of EFS-DNN is shown in Figure 1. The training procedure of EFS-DNN is demonstrated in Algorithm 1. For completeness, we present the acronyms employed following in Table 2.

3.1. Ensemble Feature Selection. Feature selection plays a vital role in machine learning tasks due to the capacity of alleviating the curse of dimensionality and improving robustness. In the intrusion detection domain, the filter-based feature selection technique is the mainstream, which decouples the process of feature selection and the training of the classifier. Although the strategy indeed saves time consumption in decision-making, the feature selection procedure is generally volatile. To overcome the weakness, we propose an ensemble feature selection algorithm to ensure the robustness of the selected optimal subset. We
Table 1: Summary of the surveyed paper. We categorize these models according to the types of feature selector and classifier.

| Methods           | Feature selector | Classifier               |
|-------------------|------------------|--------------------------|
|                   | Single           | Ensemble                 | Shallow (single or ensemble) | Deep |
| [26]              |                  |                          | ✓                         |
| EID3 [27]         |                  |                          | ✓                         |
| MARK-ELM [28]     |                  |                          | ✓                         |
| HAST-IDS [29]     |                  |                          | ✓                         |
| KitNet [30]       |                  |                          | ✓                         |
| SwiftIDS [12]     |                  |                          | ✓                         |
| H2ID [31]         |                  |                          | ✓                         |
| WIDMoDS [32]      |                  |                          | ✓                         |
| XGBoost-DNN [33]  |                  |                          | ✓                         |
| PSO-KNN [20]      | ✓                |                          | ✓                         |
| Chi-SVM [34]      | ✓                |                          | ✓                         |
| PIO-IDS [10]      | ✓                |                          | ✓                         |
| SMOTE-CFS [19]    | ✓                |                          | ✓                         |
| CFS-BA [21]       | ✓                |                          | ✓                         |
| LSSVM-IDS [9]     | ✓                |                          | ✓                         |
| [22]              |                  |                          | ✓                         |
| NDAE [35]         | ✓                |                          | ✓                         |
| DBN-SVM [18]      | ✓                |                          | ✓                         |
| WFEU-FFDNN [1]    | ✓                |                          | ✓                         |
| AE-IDS [23]       | ✓                |                          | ✓                         |
| DL-SVM [36]       |                  |                          | ✓                         |
| SVM-IDS [24]      | ✓                |                          | ✓                         |
| EFS-DNN           |                  |                          | ✓                         |

Figure 1: LightGBM-based ensemble feature selection. The feature selection algorithm consists of five steps, i.e., sample subsets, train selectors, get rankings, aggregate, and forward search.

Table 2: Acronyms employed in the paper.

| Acronym | Description                      |
|---------|----------------------------------|
| IDS     | Intrusion detection system       |
| DNN     | Deep neural network              |
| BN      | Batch normalization              |
| FC      | Fully connected layer            |
| LightGBM| Light gradient boosting machine   |
| GBDT    | Gradient boosting decision tree  |
| TPR     | True-positive rate               |
| FPR     | False-positive rate              |
| DoS     | Denial of service                |
| R2L     | Remote to local                  |
| U2R     | User to root                     |
utilize LightGBM as the base selector and accumulate feature importance derived from each LightGBM to generate the final feature importance.

3.2. LightGBM. LightGBM is an gradient boosting decision tree (GBDT) algorithm, which is applied in various fields. Given a training set \( \{(x_i, y_i)\}_{i=1}^{n} \), \( x_i \) is the attributes of sample \( i \) and \( y_i \) denotes the target on \( x_i \). LightGBM aims to divide all samples into categories guided by information gain. The loss function for classification is cross-entropy, as follows:

\[
L = -\frac{1}{n} \sum_{i=1}^{n} L_i = -\frac{1}{n} \sum_{i=1}^{n} -y_i \log(p_i),
\]

where \( n \) is the number of samples, \( m \) is the number of categories, \( y_i \) and \( p_i \) indicate ground truth and the predicted probability, respectively.

Besides, the optimization goal of each decision tree in the LightGBM is to minimize the following loss function \( L(y, f(x)) \):

\[
f_t(x) = \arg\min_{f_t} L(t) = \arg\min_{f_t} L(y, \hat{y}_{t-1} + f_t(x)) + \Omega(f_t),
\]

where \( t \) is the iteration number and \( \hat{y}_{t-1} \) is the predicted label in \( t-1 \)th iteration. To overcome the overfitting, we introduce L2 regularization, denoted as \( \Omega(f_t) \).

Note that LightGBM is the ensemble of decision trees, which implies that the feature importance is evaluated according to information gain. Actually, in the training process of LightGBM, we can measure the feature importance by counting the split number of features in each decision tree, as shown below:

\[
\text{Imp}_f = \sum_{i=1}^{n} \text{Imp}_{f,i},
\]

where \( \text{Imp}_{f,i} \) is the feature importance for feature \( f \) in decision tree \( i \), \( n \) is the number of decision trees, and \( \text{Imp}_f \) denotes the accumulated feature importance on feature \( f \) for the LightGBM.

3.3. Feature Selection Framework. Figure 1 illustrates the framework of the proposed LightGBM-based ensemble feature selection algorithm. The framework consists of five steps, i.e., sampling subsets, training base selectors, getting rankings, aggregating rankings, and performing forward search. We will explain these steps in detail as follows.

Firstly, we perform bootstrapping on the original dataset multiple times at a certain sampling ratio to generate subsets, which contain different samples and data distribution. Then, we train base selectors (i.e., LightGBMs) on each sampled subset. Owing to the diversity inherent in different subsets, the training result varies across different base selectors. Therefore, the feature importance derived from each base selector will also be different. In other words, the ranking of feature importance will vary across every base selector. Afterward, we accumulate the feature importance derived from each base selector to obtain the final feature importance. Finally, we apply forward search to select the optimal feature combination.

In the procedure of forward search, we first sort the feature importance in descending order to ensure that the most significant feature is posed in the first position. The sort procedure is necessary since the final feature importance is unordered, which deter the following operations. Then, we accumulate the feature importance from the first one (the most important one) to the last one (the most trivial one). When the accumulated value is greater than a predefined threshold, the forward search process stops. At the time, we combine these features as the optimal subset.

Note that the proposed ensemble feature selection algorithm shares some similarities with bootstrapping-based feature selection techniques, such as the well-known random forest. Compared with these methods, the main difference in the proposed algorithm is the expressiveness of the base selector. In random forest, the feature importance is derived from a single decision tree. In the proposed algorithm, the feature importance is the accumulation of the results from all decision trees in LightGBM, leading to a better generalization and robustness. These properties also ensure that the proposed algorithm can converge faster than random forest.

From the perspective of ensemble learning, when the number of base selectors is large enough, the gap between these two algorithms might be close. However, in the real scenarios, e.g., high-speed networks [12], we should limit the number of base selectors to achieve the trade-off between efficiency and accuracy. In these conditions, the proposed algorithm can achieve better performance with a small number of base selectors.

3.4. Intrusion Detection Classifier. In this section, we present the structure of the proposed DNN classifier. We utilize batch normalization to rescale the range of inputs, improving the robustness of training. Besides, we leverage the embedding technique instead of one-hot encoding to map categorical features to dense vectors, avoiding the sparsity brought by the one hot. The structure of the DNN classifier is illustrated in Figure 2. Empirically, we set the number of layers as 3.

3.5. Batch Normalization. Batch normalization is a universal technique in training neural networks. The technique works since it rescales the inputs in a batch to the learnable scale, which indeed facilitates the procedure of stochastic gradient descend. When all inputs are independent identically distributed in a given scale, the model can converge to the optimal point easily. In batch normalization, we apply Z score to process the input data. Z score normalization rescales the inputs in the normal distribution, as follows:

\[
X' = \alpha \times \frac{X - E(X)}{\sqrt{\text{Std}(X)} + \epsilon} + \beta,
\]

where \( E(X) \) and \( \text{Std}(X) \) are the expectation and standard deviation of \( X \), and \( \alpha, \beta, \epsilon \) are three learnable parameters, which controls the scale and the shift.
3.6. Embedding. In this study, the embedding technique is used to map the representation of categorical features from high-dimensional vector space to low-dimensional vector space. The intuitive preprocessing of categorical features is to encode them into one-hot space. However, the simple approach will lead to the high sparsity of the feature space, especially when the number of values is large. Besides, in the one-hot space, we cannot identify the similarity among values since the distance between all value pairs is the same. Thus, we apply embedding to project the representation in one-hot space into dense vector space. In particular, the more similar the values in semantic space, the closer the distance between them in dense feature space.

3.7. Deep Neural Network. After the optimal subset is selected, we leverage deep neural network (DNN) to perform classification on the subset. Compared with shallow models, such as SVM and KNN, deep neural network learns the latent hidden state among features. The training of DNN is composed of two phases, namely forward propagation and back propagation. In the classification task, the model classifies the category of inputs and computes the loss value through predefined loss function in forward propagation. Afterward, in back propagation, we use the optimizer to update the parameters in the model by applying stochastic gradient descend to reduce the loss value.

The DNN model consists of three layers, i.e., input layer, hidden layer, and output layer. The number of neurons in the input layer is the same as that for input features. The hidden layer consists of multiple layers, where the neuron number in each layer is generally different. The outputs of the previous layer are projected to a novel vector space by applying the nonlinear transformation, as follows:

$$x_{i+1} = \text{ReLU} \left( X_i \cdot W_i + b_i \right),$$  \hspace{1cm} (5)

where the subscript indicates the layer index, $W$ is the parametric weight matrix, $b$ is the bias, and ReLU introduces the nonlinear transformation.

The number of neurons in the output layer depends on the number of categories. In binary-class classification task, the number of neuron in the output layer is 2; in five-class task, the neuron number is 5. The activation function in the final layer is Softmax ($\cdot$), which maps the results of the output layer into probability. After that, we use the Adam optimizer [37] to update the parameters in the model to narrow the gap between the ground truth and the predicted value. The cross-entropy loss is defined as follows:

$$L = -\frac{1}{n} \sum_{i=1}^{n} y_i \cdot \log(\hat{y}_i),$$  \hspace{1cm} (6)

where the $n$ is the number of instances, $y_i$ is the ground truth, and $\hat{y}_i$ is the predicted value.

4. Training

Algorithm 1 demonstrates the steps involved in the training procedure of the proposed EFS-DNN classifier for network intrusion detection. Firstly, we perform min-max normalization on the original dataset to rescale all values to a given range. The preprocessing phase will facilitate the following feature selection and the training of intrusion detection classifier. Then, we leverage the LightGBM-based ensemble feature selection algorithm to compute feature importance scores and select the optimal subset based on that. Note that the feature selection threshold is a hyper-parameter, controlling the number of the selected features. After that, we construct the intrusion detection classifier based on deep neural network with batch normalization and embedding technique. Finally, we utilize the Adam to optimize the parameters in the defined intrusion detection classifier by minimizing the cross-entropy loss between the ground truth and the predicted value.

5. Experiments

5.1. Datasets. We use three public benchmark datasets to evaluate the performance of the proposed EFS-DNN model,
shown in Tables 3 and 4. Note that the data distribution and the attack types are different across these three datasets.

**KDD 99** [38] is collected from the simulated US Air Force LAN, which consists of 9-week network connection traffic data. The original training set of KDD 99 contains \(\approx 5,000,000\) pieces of labeled samples with 41 features. The label on each instance is either “Normal” or “Attack,” where the “Attack” is further divided into four attack types, i.e., DoS, probe, R2L, and U2R. We use KDD 99-10% without redundant instances as the dataset, which contains \(\approx 140,000\) examples.

**NSL-KDD** [39] improves the KDD 99 by solving the inherent problems in KDD 99, e.g., redundancy and data imbalance. The attack types in NSL-KDD are the same as those in KDD 99, whereas the data distribution is different. The NSL-KDD dataset is composed of \(\approx 120,000\) labeled samples.

**UNSW-NB15** [40] is a model dataset generated by the IXIA PerfectStorm tool. Compared with KDD 99 and NSL-KDD, UNSW-NB15 contains more modern attack types (9 types) and more user behaviors. The attributes on the dataset are categorized into five classes, i.e., basic features, flow features, content features, time features, and additional generated features.

5.2. Evaluation Metrics. We use accuracy, TPR, FPR, and F1 score as the indicators to evaluate the performance of all baselines in the paper. The accuracy is used to evaluate the overall correctness of the intrusion detection on both normal traffic flow and anomaly traffic flow. TPR and FPR measure the performance of classification on malware traffic detection and normal traffic detection, respectively. F1 score is the harmonic mean of precision and recall, which tests the overall performance of the intrusion detection models. TP is the number of instances correctly classified as positive, TN is the number of instances correctly classified as negative, FP is the number of instances incorrectly classified as positive, and FN is the number of instances incorrectly classified as negative.

| Attack type | KDD 99 | NSL-KDD |
|-------------|--------|---------|
| Normal      | 87832  | 67343   |
| DoS         | 54572  | 45927   |
| Probe       | 2131   | 11656   |
| U2R         | 999    | 995     |
| R2L         | 52     | 52      |

Table 3: Statistics of KDD 99 and NSL-KDD.
Table 4: Statistics of UNSW-NB15.

| Attack type | Train Size | Distribution (%) | Test Size | Distribution (%) |
|-------------|------------|------------------|-----------|------------------|
| Normal      | 56000      | 31.94            | 37000     | 44.94            |
| Generic     | 40000      | 22.81            | 18871     | 22.92            |
| Exploits    | 33393      | 19.04            | 11132     | 13.52            |
| Fuzzers     | 18184      | 10.37            | 6062      | 7.36             |
| DoS         | 12264      | 6.99             | 4089      | 4.97             |
| Reconnaissance | 10491     | 5.98             | 3496      | 4.25             |
| Analysis    | 2000       | 1.14             | 677       | 0.82             |
| Backdoor    | 1746       | 1.00             | 583       | 0.71             |
| Shellcode   | 1133       | 0.65             | 378       | 0.46             |
| Worms       | 130        | 0.07             | 44        | 0.05             |

5.3. Comparison Experiments. In this section, we compare the proposed EFS-DNN against existing intrusion detection models on three public datasets. We conduct binary-class classification on these three datasets to evaluate the superiority of EFS-DNN on detecting anomaly traffic in networks. Then, we conduct five-class classification on KDD 99 dataset to demonstrate the capability of detecting certain types of attacks of the proposed model. For fair comparison, we report the average score over 10 random seeds.

Table 5 shows the performance of EFS-DNN against various baselines on KDD 99 in terms of accuracy, TPR, and FPR. The EFS-DNN outperforms all baselines even though they use more features to predict the category of the instances. The observation demonstrates that by applying ensemble feature selection and deep neural network, the proposed EFS-DNN obtains performance gain and drops redundant features. Compared with SVM-IDS, an ensemble feature selection-based model, EFS-DNN selects fewer features and achieves better accuracy. This is because EFS-DNN leverages the powerful LightGBM as the base selector and utilizes the expressive deep neural network as the classifier, whereas SVM-IDS ensembles three information gain-based algorithms to select features and uses SVM, a shallow model, as the classifier.

Table 6 shows the experimental results for binary-class classification task on UNSW-NB15. The results presented show that the EFS-DNN outperforms baselines in all indicators but TPR. Note that EFS-DNN achieves the highest F1 score and the lowest FPR compared with other baselines. This suggests that the model effectively detects modern attacks in the low alarm rate, showing the potential of deployment in real networks.

5.4. Hyper-Parameter Sensitivity. In this section, we evaluate the impact of the ensemble feature selection module in the EFS-DNN. Figure 3 illustrates the accuracy of EFS-DNN on three public datasets with different feature selection thresholds. The color of the lines indicates the feature.
Table 7: Binary-class classification performance on UNSW-NB15 in terms of TPR (%), FPR (%), Acc (%), and F1 score (%). EFS-DNN outperforms all baselines when the number of selected features is 21.

| Method                          | TPR  | FPR  | Acc  | F1 score | # Features |
|---------------------------------|------|------|------|----------|------------|
| Rule-based [43]                 | 88.91| 12.52| 88.28| 87.01    | 13         |
| GWO [11]                        | 93.80| 20.95| 85.68| 85.48    | 20         |
| PSO and GWO [11]               | 80.83| 23.27| 78.58| 77.25    | 12         |
| FFA and GWO [11]               | 94.15| 24.13| 83.99| 83.93    | 15         |
| FFDNN [1]                      | n/a  | n/a  | 87.10| n/a      | 21         |
| EFS-DNN                        | 87.54| 12.46| 88.34| 88.14    | 15         |

Table 8: Five-class classification results on KDD 99 in terms of Acc (%). EFS-DNN outperforms all baselines.

| Method                          | Normal | DoS   | Probe | R2L   | U2R   |
|---------------------------------|--------|-------|-------|-------|-------|
| Flexible neural tree [44]       | 99.19  | 98.75 | 98.39 | 99.09 | 99.70 |
| Radial SVM [45]                 | n/a    | 98.94 | 97.11 | 97.78 | 97.80 |
| IPSO-RBF [46]                   | n/a    | 93.95 | 95.80 | 96.02 | 95.20 |
| LSSVM-IDS + FMIFS [9]           | 99.79  | 99.86 | 99.91 | 99.92 | 99.97 |
| KNN + PSO [20]                  | 99.57  | 99.91 | 94.41 | 99.73 | 99.77 |
| SVM-IDS [24]                    | 98.95  | 98.99 | 95.36 | 98.76 | 99.01 |
| EFS-DNN                         | 99.82  | 99.96 | 99.95 | 99.90 | 99.97 |

Table 9: Five-class classification results in terms of TPR (%) and FPR (%) on KDD 99 dataset.

| Method                          | DoS   | Probe | R2L   | U2R   |
|---------------------------------|-------|-------|-------|-------|
| ID3 [27]                        | 99.90 | 0.03  | 99.70 | 0.55  | 93.50 | 0.98  | 49.10 | 0.15 |
| MARK-LEM [28]                   | 99.96 | 0.02  | 97.30 | 0.03  | 94.94 | 0.05  | 62.87 | 0.01 |
| HAST-IDS [29]                   | 99.10 | 0.02  | 83.35 | 0.01  | 74.19 | 0.02  | 64.25 | 0.02 |
| SwiftIDS [12]                   | 99.96 | 0.02  | 98.20 | 0.00  | 89.40 | 0.01  | 57.10 | 0.01 |
| EFS-DNN                         | 99.97 | 0.02  | 98.79 | 0.00  | 98.84 | 0.09  | 66.67 | 0.01 |

Figure 3: Continued.
Figure 3: Binary-class classification performance of EFS-DNN in terms of accuracy on three benchmark datasets under different feature selection thresholds and different sample ratios. (a) KDD 99. (b) NSL-KDD. (c) UNSW-NB15.
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selection threshold. For these three datasets, the EFS-DNN obtains the trade-off between the accuracy and the number of selected features when the threshold is 0.8. Besides, we note that the sample ratio of the base selector is crucial for the performance of EFS-DNN. The best sample ratio is 0.6 for KDD 99 and NSL-KDD and 0.8 for UNSW-NB15.

Figures 3(a) and 3(b) illustrate the binary-class classification results in terms of accuracy on KDD 99 and NSL-KDD under different feature selection thresholds. Note that when the sample ratio in feature selection is set 1.0, the model fails to achieve the best results. The observation proves the feasibility of the generalization of the ensemble principle in the filter-based feature selection technique. Figure 3(c) shows the experimental results on UNSW-NB15 in terms of accuracy. Compared with KDD 99 and NSL-KDD, UNSW-NB15 contains more types of attacks and more features. When the feature selection threshold is 0.6 or 0.7, the EFS-DNN achieves the best performance with the 1.0 sample ratio. When the threshold is 0.8 or 0.9, the best performance appears when the sample ratio is 0.8. This is because when the number of selected features is too small, they cannot express the complicated attributes of traffic flow.

To evaluate the influence of ensemble feature selection on multi-class tasks, we conduct five-class classification task on NSL-KDD with four indicators, i.e., accuracy, TPR, FPR, and F1 score. The reason why we do not choose KDD 99 is the imbalanced data distribution. Figure 4 shows the experimental results of EFS-DNN under different feature selection thresholds. From Figure 4(a), we observe that the accuracy of the model on normal, DoS, and probe increases with the raise of threshold, whereas the accuracy on R2L and U2R remains at a high level. The reason is as follows: (1) more features provide more useful information to identify the types of traffic data, and (2) the accuracy fails to indicate the performance of models when the data distribution is imbalanced. Figures 4(b) and 4(c) illustrate the performance of the EFS-DNN on TPR and FPR. Unlike accuracy, we observe a clear performance gain on all traffic types with the increase in the number of selected features. When the threshold is set at 0.8, the model achieves a desirable performance. At the threshold, the low FPR denotes the low power dissipation and the high TPR indicates the high accuracy of intrusion detection. Figure 4(d) shows the experimental results on NSL-KDD in terms of F1 score. The metric is used to evaluate the overall performance of the model. As we discussed before, the model achieves the best trade-off between the performance and the number of selected features when the threshold is 0.8.

6. Conclusion

An intrusion detection system aims to detect potential attacks in networks. With the development of network scale, existing methods cannot satisfy the real-time requirement owing to the large volume of traffic flow in networks. Some researchers leverage feature selection technologies to mitigate the issue by reducing the time consumption in the decision-making phase. However, these feature selection-based methods still suffer from the lack of robustness or the high computational complexity. To overcome the challenges, in this study, we propose a novel ensemble feature selection-based intrusion detection system algorithm named EFS-DNN to efficiently detect the anomaly behaviors in the networks. The proposed EFS-DNN consists of two modules, i.e., ensemble feature selector and classifier. The ensemble feature selection algorithm leverages LightGBM as the base selector to improve the robustness of the selected subset. The classifier applies a deep neural network to capture the latent
relations among the selected features to enhance the efficacy. We conduct extensive experiments on three public datasets, i.e., KDD 99, NSL-KDD, and UNSW-NB15, to evaluate the performance of the EFS-DNN in terms of accuracy, TPR, FPR, and F1 score. The experimental results show that the ensemble feature selection technique has the capability of improving the stability and robustness of the selected feature combination.

The limitations of the study are as follows: (1) we only utilize LightGBM as the base selector, ignoring the other feature selection techniques, and (2) we apply deep learning to perform intrusion detection, which lacks explainability. Therefore, in the future, we will attempt to study the potential of heterogeneous ensemble feature selection in intrusion detection systems to further improve expressiveness and leverage XAI techniques [47, 48] to improve the interpretability and explainability of the IDS algorithms.
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The data and material are available at https://github.com/Dece-brove/EFS-DNN.git.
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