Automatic Segmentation and Classification of Heart Sounds Using Modified Empirical Wavelet Transform and Power Features
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Abstract: A system for the automatic classification of cardiac sounds can be of great help for doctors in the diagnosis of cardiac diseases. Generally speaking, the main stages of such systems are (i) the pre-processing of the heart sound signal, (ii) the segmentation of the cardiac cycles, (iii) feature extraction and (iv) classification. In this paper, we propose methods for each of these stages. The modified empirical wavelet transform (EWT) and the normalized Shannon average energy are used in pre-processing and automatic segmentation to identify the systolic and diastolic intervals in a heart sound recording; then, six power characteristics are extracted (three for the systole and three for the diastole)—the motivation behind using power features is to achieve a low computational cost to facilitate eventual real-time implementations. Finally, different models of machine learning (support vector machine (SVM), k-nearest neighbor (KNN), random forest and multilayer perceptron) are used to determine the classifier with the best performance. The automatic segmentation method was tested with the heart sounds from the Pascal Challenge database. The results indicated an error (computed as the sum of the differences between manual segmentation labels from the database and the segmentation labels obtained by the proposed algorithm) of 843,440.8 for dataset A and 17,074.1 for dataset B, which are better values than those reported with the state-of-the-art methods.

For automatic classification, 805 sample recordings from different databases were used. The best accuracy result was 99.26% using the KNN classifier, with a specificity of 100% and a sensitivity of 98.57%. These results compare favorably with similar works using the state-of-the-art methods.
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1. Introduction

According to the World Health Organization, cardiovascular diseases are among the leading causes of death worldwide [1]. An updated report from the American Heart Association on heart disease statistics showed that 31% of deaths worldwide are related to heart disease (17.7 million each year), with the highest rate of mortality in rural areas [1,2]. Typically, people who live in rural areas have limited access to primary care programs for the prevention and early detection of heart conditions [2]. Further exacerbating this situation, medical specialists and equipment, such as cardiologists and echocardiography, are often non-existent in such areas [3]. In this environment, non-specialized medical personnel still have to rely on cardiac auscultation, defined as the listening to and interpretation of cardiac sounds using a stethoscope [4], as the primary method for the screening of heart diseases. However, the effectiveness of auscultation is highly dependent on the skill of the medical practitioner, which in recent years has been discovered to be in decline [5–7].
The heart sounds heard by doctors through the stethoscope are due to the noise generated by the opening and closing of the heart valves. A normal heart sound is composed of the S1 sound (generated by the closing of the atrioventricular valve), the S2 sound (generated by the closing of the semilunar valve), the systole (ranging between S1 and S2) and diastole (with a range including S2 and S1 of the next cycle) [4]. In the case of abnormal heart sounds, murmurs usually occur in the systolic or diastolic interval [8]. Different types of heart sound anomalies have been defined, such as aortic stenosis, aortic regurgitation, mitral stenosis, mitral regurgitation and ventricular defect [8]. However, identifying one of these particular conditions from auscultation alone is a very demanding task.

To help with this issue, the development of a system that performs the automatic and reliable classification of normal and abnormal heart sounds is highly desirable. Additionally, this system could have a positive impact in rural areas that do not have specialized personnel and equipment. Generally speaking, a system for the automatic classification of heart sounds is composed of four main stages: a stage of pre-processing, which allows the attenuation of unwanted signals such as external noise or breathing sounds; a segmentation stage, which helps to identify the S1 and S2 sounds in a recording; a stage which is used to extract classification features from segmented cardiac cycles; and a classification stage based on machine learning to decide to which class the signal belongs.

Different methods have been proposed in the state-of-the-art approaches to create an intelligent system that allows for discrimination between normal and abnormal heart sounds. Below is a list of several works related to the pre-processing, segmentation, feature extraction and classification of these signals.

In [9], the envelope of the cardiac signal was calculated from the normalized average Shannon energy (NASE), specifying a threshold to identify the candidate peaks for S1 and S2; then, several criteria were used for the selection of definitive peaks for S1 and S2.

The method used in [10] calculates the Shannon energy of the local spectrum calculated by the S-transform for each sample of the heart sound signal. Finally, the authors extracted features based on the singular value decomposition (SVD) of the matrix S to distinguish between S1 and S2.

The decomposition and reconstruction of cardiac signals with fifth-level discrete wavelets using the frequency bands of the approximation coefficient a4 (0 to 69 Hz) and the detail coefficients d3 (138 to 275 Hz), d4 (69 to 138 Hz) and d5 (34 to 69 Hz) have been used as an alternative to extract normal heart sounds and facilitate the identification of S1 and S2 [11].

In several studies, the decomposition wavelet has been used to reduce signal noise and hidden Markov models (HMM) to segment the signal, considering each segment (i.e., S1, systole, S2 and diastole) as a state [12]. One of the most frequently used segmentation algorithms in the state-of-the-art models was proposed in [13]; this algorithm is based on logistic regression and hidden semi-Markov models and uses electrocardiographic signals (ECG) as a reference to make the annotations of the four segments of a heart cycle (S1, S2, systole and diastole). However, this method fails when the cardiac signal has significant murmurs that are longer than normal heart cycles and there is an irregular sinus rhythm. In [14], the authors present the performance of the algorithm by testing it with different databases of heart sounds and describe the limitations mentioned above.

In [15] a fourth-level, sixth-order Daubechies filter was used on the sound signal. The authors removed all the details at each level and reconstructed the signal using the approximation coefficients. Finally, they used the spectrogram to extract the signal below 195 Hz. In [16], a Butterworth band pass filter with an order of two and cutoff frequencies from 25 to 400 Hz was applied to the signal. The spikes were removed from the signal using a spike removal algorithm, as presented by Schmidt [17]. Subsequently, the authors used a homomorphic filter to extract the envelope of the cardiac signal.

In [18], a fifth-order Chebyshev type I low-pass filter with cut-off frequencies of 100 Hz and 882 Hz was applied. Then, the Shannon envelope of the normalized signal was computed. Similarly, in [19], the authors used a sixth-order Butterworth bandpass filter with cutoff frequencies of 25 Hz and 900 Hz and then extracted the signal envelope using Shannon’s average energy.
In general, although all the methods listed above propose different types of filters in their preprocessing stage, they are not yet sufficiently efficient to attenuate unwanted signals (external noise, murmurs) and amplify S1 and S2 sounds; therefore, the segmentation algorithm can easily make errors in the identification of each cardiac cycle. On the other hand, several segmentation algorithms use fixed amplitude thresholds to detect S1 and S2 sounds, but these can fail when these sounds have a low amplitude that does not exceed the stipulated threshold, as well as when some unwanted noise exceeds the threshold. Table 1 summarizes different processing methods proposed in the literature along with their year of publication.

| Author | Dataset | Method |
|--------|---------|--------|
| [9]    | 37 recordings of heart sounds | Normalized Average Shannon Energy |
| [10]   | 80 recording of heart sounds | S-transform and Shannon Energy |
| [11]   | 77 recording of heart sounds | Wavelet decomposition and reconstruction (normalized average Shannon energy (NASE)) |
| [12]   | Physionet [20] and Pascal [21] | Hidden Markov model (HMM) |
| [13]   | Physionet database [20] | Logistic regression and hidden semi-Markov model (HSMM) |
| [15]   | Wavelet Decomposition and Spectrogram |
| [16]   | Pascal database [21] | Butterworth band pass filter with order 2 and Homomorphic filter |
| [18]   | Chebyshev type I low-pass filter and Shannon envelope |
| [19]   | Band-pass Butterworth sixth-order filter and Shannon envelope |
| [22]   | Physionet database [20] | HSMM–convolutional neural network (CNN) |
| [23]   | Pascal database [21] | Discrete wavelet transform and Hilbert transformation |
| [24]   | Physionet [20] and Pascal [21] | Adaptive sojourn time HSMM |

The Physionet and Pascal databases are the most widely used databases for the analysis of heart sounds. Physionet is composed of eight data sets and contains 3153 recordings in total, of which 2488 recordings are labelled as normal and 665 recordings are labelled as abnormal, presenting an imbalance in the data set [20]. The Pascal database is composed of two data sets and contains the following categories: normal (351 recordings), murmur (129 recordings), extra heart sound (65 recordings) and artifact (40 recordings). Unlike Physionet, the manual segmentation of a group of heart sound recordings is specified in this database [21].

On the other hand, different techniques for the extraction of characteristics and machine learning models have been proposed for the automatic classification of heart sounds in order to obtain good accuracy, specificity and sensitivity in the results. Many researchers have worked with features in the time and frequency domain, as well as perceptual-based features. Table 2 shows the results obtained from various authors, specifying the number of cardiac cycles used for the experiment, the segmentation and feature extraction methods and the machine learning (classifier) model.

In [25], 19 Mel-frequency cepstral coefficients (MFCCs) and 24 discrete wavelet transform (DWT) features were extracted from a cardiac cycle. These features were used as inputs to a Support Vector Machine (SVM) model to classify normal and abnormal heart sounds, obtaining an accuracy of 97%.
Table 2. Summary of the state-of-the-art approaches. N: normal, A: abnormal, T: total, NN: does not specify the data, F: features, A: accuracy, E: specificity, S: sensibility, DWT: discrete wavelet transform, LPC: linear prediction coefficients, SVM: support vector machine, KNN: K-nearest neighbor, RF: random forest, LB: LogitBoost, CSS: cost-sensitive classification, DNN: dense neural network, ANN: artificial neural network.

| Author | Number of Heart Cycles | Segmentation | Feature Extraction (Number of Features) | Classifier | Results |
| --- | --- | --- | --- | --- | --- |
| [25] | N:200; A:800 | Manually | MFCC + DWT (43 F) | SVM | A: 97% |
| [26] | N: 2488; A: 665 | Not applicable | Statistical domain, Frequency domain and MFCC (27 F) | XgBoost | S: 94.5%; E: 91.3%; A: 92.9% |
| [27] | N: 155; A: 133 | Manually | LPC and MFCC coefficients (80 F) | SVM; KNN | A: 94.6%; E: 98.6%; S: 89.4% |
| [28] | N: 2488; A: 665 | Manually | 1D – Convolutional neural network (CNN) | DNN | S: 91.5%; E: 71.6%; A: 87.5% |
| [29] | N: 320; A: 141 | Not applicable | Long short-term memory (LSTM) | DNN | A: 80.8% |
| [30] | N: 399; A: 399 | [13] | Time, time-frequency and perceptual domain. (90 F) | ANN | S: 90.1%; E: 93.1% |
| [31] | N: 669; A: 722 | [13] | MFSC and CNN | DNN | A: 93.7% |
| [32] | [13] | Time and frequency domain, wavelet and statistics (29 F) | RF + LB + CSS | S: 79.6%; E: 80.6% |
| [33] | Hilbert transformation | Statistical properties, Heart rate (53 F) | Logic rules | S: 91.3%; E: 77% |
| [34] | N: 2488; A: 665 | CWT | SVM, KNN | A: 86% |
| [35] | [13] | Time features and MFCC (13 F) | SVM | S: 91.8%; E: 82%; A: 97% |
| [36] | [13] | Sparse coding and time domain features (25 F) | SVM | S: 84.3%; E: 77.2%; A: 80.7% |
| [37] | [13] | Time domain, frequency domain and entropy (40 F) | BP Neural networks | S: 68.3%; E: 94%; A: 88.5% |
| [38] | N: 115; A: 287 | Manually | Curve fitting, MFCC (25 F) | KNN | A: 92% |
| | N: 386; A: 103 | | | | A: 81% |
| | N: 7; A: 22 | | | | A: 98% |
| [39] | N: 40; A: 80 | Manually | DWT (50 F) | KNN, Fuzzy C-Means | A: 86.67% |
| [40] | N: 336; A: 171 | DWT and Shannon energy | Spectrogram and tensor decomposition (100 F) | SVM | A: 83% |
| | N: 2575; A: 665 | | | | A: 88% |

In [26], the authors extracted a total of 27 features: 13 MFCC features, 10 statistical features and four frequency features. In that work, they used an XgBoost algorithm, obtaining an accuracy of 92.9%. In [27], six linear prediction coefficients (LPC) and 14 MFCCs were extracted for each segment of a cardiac cycle (S1, S2, systole and diastole). These features became the input to three classifiers...
(SVM, KNN and random forest), obtaining an accuracy of 94.6%. In [30], a total of 90 features were extracted in the time domain, time–frequency and perceptual dimensions. These were used as the input to a two-layer feed forward neural network, achieving 90.1% sensitivity and 93.1% specificity in the validation process, using samples that present high sound quality. In [31], deep convolutional neural networks and MFCCs were used for the recognition of normal and abnormal heart sounds, achieving an overall accuracy of 84.15%.

The experiments in [26,28,32–37,40] were performed with the Physionet database [20]. In [32], features were extracted in time, frequency, wavelet and statistics, obtaining a total of 29 features. In the classification stage, a nested set of ensemble algorithms consisting of random forest (RF), LogitBoost (LB) and cost-sensitive classification (CSS) were used, obtaining an overall accuracy of a 80.1%, specificity of 80.6% and sensibility of 79.6%.

Tables 1 and 2 show different methods used for automatic segmentation and classification of heart sounds, respectively. However, the techniques used in segmentation tend to fail when the sound signal contains murmurs or external noise with amplitude peaks equal or greater than the peaks of the S1 or S2 sounds. As for automatic classification, it tends to require very complex feature extraction and classification models that limit its use in real-time applications due to their high computational cost. Therefore, this article proposes methods to combat these limitations.

This article proposes a robust algorithm that allows the automatic segmentation of normal and abnormal phonocardiogram (PCG) signals, identifying the systolic and diastolic intervals of a recording even in the presence of high-amplitude murmurs. The proposed method uses the modified empirical wavelet transform and normalized average Shannon energy. Additionally, an analysis and classification procedure is proposed to discriminate between normal and abnormal heart sounds, using as a model input the signal power extracted from several sub-segments of the systole and diastole. A total of four classifiers were tested: support vector machine (SVM), K-nearest neighbor (KNN), random forest and multilayer perceptron (MLP).

The rest of this document is organized as follows: Section 2 presents the proposed method for the automatic segmentation of heart sounds; Section 3 presents the proposed method for the feature extraction and classification of segmented heart sounds; Section 4 presents the results for the segmentation and classification of heart sounds compared with the state of the art; and finally, Section 5 presents the discussions and conclusions of the work.

2. Proposed Method for Automatic Segmentation of Heart Sounds

In this method, the algorithm proposed in [41], called empirical wavelet transform (EWT), is studied as a reference in the preprocessing stage of the cardiac signal. The EWT allows the extraction of different components of a signal when designing an appropriate filter bank. The theory of the EWT algorithm is described in detail in [41]. This method has given better results than empirical mode decomposition (EMD), since the latter decomposes the signal in many ways that are difficult to interpret or do not give relevant information [41].

The EWT algorithm has been used as a signal filtering stage in different applications, such as in the processing of voice and movement signals for the classification of Parkinson’s disease severity [42], detection of mechanical failures from vibration signals [43] and in the analysis of geomagnetic signals for the detection of seismic activity [44]. However, this technique demands a high computational cost, since the model can decompose the signal into many components according to the criteria and then chooses the optimal component, and is therefore a non-viable method for a real-time system. Therefore, many researchers have sought ways to apply improvements to the method in order to obtain the desired components in a more effective way, as described in [42–44].

In our case, we need to improve the EWT algorithm to extract the S1 and S2 components of the cardiac signal, while attenuating the murmurs or external noises that are present in the original signal. To achieve this, we consider that the frequency range of the S1 and S2 sounds is between 20–200 Hz [45]; therefore, we decided to modify the edge selection method that determines the number of components.
Figure 1 shows the block diagram for the proposed segmentation system. Initially, all the signals taken from the databases are decimated to a sampling frequency of 4 kHz and amplitude-normalized using Equation (1), where $X(n)$ and $N$ denote the original signal and the length in samples of the signal.

$$X_{Norm}(n) = \frac{X(n)}{\text{Max}_{n=1}^{N}[X(n)]} \quad (1)$$

The first stage of the system decomposes the signal into different frequency bands using the modified EWT (mEWT) method. To achieve this, the first step is to identify the maximum value of the Fast Fourier Transform (FFT) of the signal, which is in the range of 20 Hz to 150 Hz. After identifying which frequency belongs to the maximum value, this is taken as the center frequency for a filter with a bandwidth of 40 Hz; that is, if the center frequency is 70 Hz, a bandwidth between 50–90 Hz is established using the EWT method. Thus, we reduce the computational cost by not computing many filters for many different frequency bands and efficiently eliminate unwanted noise.

In Figure 2, a heart sound and its respective FFT are shown. In this example, the maximum amplitude is approximately 60 Hz; therefore, the frequency band is 40–80 Hz, as seen in the green segment (see Figure 2B). Figure 2 also shows four components in order to illustrate the shape of the signal in different frequency ranges, using the adaptive filters of the EWT method. For this example, the low-frequency segment is defined between 1–40 Hz (blue segment, Figure 2C); in the segment from 80 Hz to 350 Hz, some kind of murmur is expected (red segment, Figure 2E); and in the segment of 350 Hz and above, it is expected that high-frequency noises that intervene in the recording can be observed (cyan segment, Figure 2F). It can be seen that in the segment of 40–80 Hz (green segment, Figure 2D), the S1 and S2 sounds have a considerable amplitude that can facilitate their identification.
of 350 Hz and above, it is expected that high-frequency noises that intervene in the recording can be observed (cyan segment, Figure 2f). It can be seen that in the segment of 40–80 Hz (green segment, Figure 2d), the S1 and S2 sounds have a considerable amplitude that can facilitate their identification.

Figure 2. Decomposition of heart sound using EWT. (A) Heart sound recording; (B) FFT of heart sound with the frequency bands determined; (C) EWT components defined between 1–40 Hz. (D) EWT components defined between 40–80 Hz. (E) EWT components defined between 80–350 Hz. (F) EWT components defined at 350 Hz and above.

A main stage in automatic segmentation is the detection of the envelope of the S1 and S2 segments. Various techniques have been attempted in the literature, such as the absolute value of the signal, quadratic energy, Shannon entropy, Shannon energy and Hilbert transform, among others [46]. In [46], the authors make a comparison of different methods used to calculate the envelope of the PCG signal, with the Shannon energy being the most effective for identifying the S1 and S2 peaks. In [9–11], this method is used, obtaining good results in the identification of S1 and S2 segments. The Shannon energy equation is defined as

\[ E = -x(i)^2 \log(x(i)^2) \]  

where \( x(i) \) represents the samples of the signal and \( E \) is Shannon’s energy.

When calculating the quadratic value of a sample, large oscillations can be generated; the amplitude of the sample increases when the absolute value of the original amplitude is greater than 1 and decreases...
otherwise. Therefore, it is convenient to use normalized energy, as in the case of the normalized average Shannon energy (NASE) [47], defined as follows:

\[ En = \frac{E - \mu}{\sigma} \]  

(3)

where \( \mu \) is the average value of energy \( E \) of the signal, \( \sigma \) is the standard deviation of energy \( E \) of the signal and \( En \) is the normalized average Shannon Energy.

After calculating the NASE in the HS signal decomposed by the EWT—that is, that signal that has the S1 and S2 sounds—the negative values are equaled to zero and the signal is normalized. In Figure 3B, the result of an NASE signal of a heart sound recording can be observed.

Analyzing the NASE signal, we will proceed to identify the edges of each lobe of the signal; this helps to determine the beginning and the end of the sound S1 or S2. The limits obtained from each lobe are shown in Figure 3C. A problem commonly occurs when there are lobes that are very close to each other; in this case, the lobe that has less energy is eliminated. This process is repeated three times. Lobes of short duration and low amplitude are also eliminated.

Subsequently, the peaks in each lobe are calculated as shown in Figure 3D. Unwanted peaks are removed using the following steps:
1. Calculate the average of the intervals between peak (i) and peak (i + 1).
2. Eliminate the peaks that belong to an interval less than 0.25 * on average.
3. Eliminate the peaks that belong to an interval less than 0.3 * on average.
4. Eliminate the peaks that belong to an interval less than 0.4 * on average.
5. Eliminate the peaks that belong to an interval less than 0.55 * on average.

There are cases in which the sound of S1 or S2 has a low amplitude and short duration, as seen in Figure 4A. Generally, the methods presented in the state-of-the-art approaches fail in this case. Taking into account the fact that the duration of the cardiac cycle is approximately 0.8 s and the diastolic interval is approximately 0.6 s [48], a condition is established in which the interval between each peak is evaluated, and if in most cases the interval is greater than 650 milliseconds, it can be said that there is a sound (S1 or S2) in that interval. Then, each interval is normalized as shown in Figure 4C. Subsequently, all the previous stages are performed to find sound S1 or S2.

Figure 4. Segmentation of heart sounds with S1 of low amplitude and short duration. (A) NASE of heart sound; (B) Identification of peaks; (C) Heart sound with normalized intervals; (D) Identification of S1 sounds.

To identify the S1 and S2 sounds in a recording, it is enough to know that the systolic interval is located between S1 and S2, while than the diastolic is located between S2 and S1 of the next cycle. In addition, it is known that the systolic interval is always shorter than the diastolic [48]. With these criteria, it is easy to identify which are the sounds S1 and S2, systole and diastole.
3. Proposed Method for Automatic Classification of Heart Sounds

3.1. Feature Extraction

After the stages of noise reduction (pre-processing) and segmentation, we proceed to the feature extraction in the cardiac cycle. In this stage, the features of the signals that facilitate the classification process are extracted. Many signal processing techniques have been tested in the literature (see Table 2); however, many require a high computational cost for extraction and also extract many features, requiring in turn a complex classification model. Health professionals use different attributes of heart murmurs to achieve their discrimination, the most common of which are their location, duration, pitch and shape [49]. These attributes are related to the different types of murmurs shown in Figure 5 [50].

![Figure 5. Types of murmurs according to their location.](image)

Taking as a reference the analysis carried out on the representation of the different types of murmurs shown in Figure 5, we propose the division of the systolic and diastolic interval into three segments and calculate the signal power in each segment, obtaining a total of six characteristics (three in the systole and three in the diastole; see Figure 6). In this way, we try to emulate the attributes (location, duration, pitch and shape) that doctors use to aurally detect some type of heart murmur.

![Figure 6. Distribution of power features for a normal heart sound.](image)

The power of a signal is defined as the amount of energy consumed in a time interval. This calculation is widely used to characterize a signal [51]. In the discrete domain, the power of a signal is given by

\[
P = \frac{1}{2N+1} \sum_{n=-N}^{N} |x(n)|^2
\]  

(4)
The signal is called the power signal when \(0 < P < \infty\). Figure 6 shows the distribution of the power features.

With this method, it is possible to establish criteria to advance the classification of types of murmurs. For example, if the value of the power \(P_1\) of the systole is greater than the \(P_2\) and \(P_3\) powers, it can be assumed that the type of abnormality is protosystolic.

In this work, this study is not carried out since not all the samples used in the experiment are labeled with the corresponding type of abnormality. Therefore, it is decided to work only on the classification of normal and abnormal sounds and leave the identification of specific anomalies for future work when a suitable training database is available.

3.2. Classification

In this stage, four machine learning models were used to compare their precision, specificity and sensitivity. The models are the support vector machine (SVM), K-nearest neighbors (KNN), random forests (RF) and multilayer perceptron (MLP). These models are selected because they have been widely used in the state-of-the-art approaches (see Table 2) and have given good classification results. The different models used in this work are described below.

- SVM: This classification method, developed by Vladimir Vapnik and his team (Lee et al. 2002), is one of the most used in pattern recognition and binary classification problems, such as for discriminating between normal and abnormal heart sounds. This model is based on constructing a hyperplane that allows the separation of the data into two classes [52].
- KNN: The K-nearest neighbor classifier computes the distance between the data that we want to classify and labeled training data, selecting the nearest neighbors. Based on the neighbor’s category, it is determined to which class the test data belongs [53]. The Euclidean distance is commonly used to determine nearby neighbors for the test data. This model is also suitable for binary classification.
- RF: Random forest is a combination of tree-structured classifiers, where each tree depends on the values of a random vector. To classify an input vector, each tree that belongs to the forest gives a “vote” for classification. Subsequently, the model determines the classification according to the highest number of votes. Random forest is very efficient when used for binary classification on a large number of samples, guaranteeing good specificity and sensitivity in the results. However, it is confusing in terms of its interpretation compared to decision trees [54].
- MLP: The multilayer perceptron (MLP) is a direct-feed artificial neural network and is the most widely used neural network classifier. The MLP has an input layer that takes the characteristics/patterns of the training data, a hidden layer and an output layer with one node per class. The inverse propagation algorithm is used to calculate the weights transported by the network connections. The number of nodes in the hidden layer is determined experimentally [55].

The well-known tool for data mining and machine learning Weka (Knowledge Environment of Waikato University) was used to construct classification models [56]. The power characteristics were used as inputs for the three classifiers (SVM, KNN, RF and MLP). A cross validation of 10 folds was used to evaluate the performance of each classifier.

4. Results

4.1. Results of Automatic Segmentation of Heart Sounds

The heart sound database can be downloaded from the Pascal Classifying Heart Sounds Challenge website [24]. Data have been gathered from two sources: (A) samples acquired through a smartphone using the iStethoscope app and (B) samples acquired in a hospital setting using a DigiScope electronic stethoscope. The database contains the following categories: normal, murmur, extra heart sound and artifact. Table 3 presents in detail the number of recordings and cardiac cycles for the two datasets.
Table 3. Database of heart sounds: Pascal Challenge. HS: heart sound.

| Dataset A | Number of Recordings | Dataset B | Number of Recordings |
|-----------|----------------------|-----------|----------------------|
| Normal    | 31                   | Normal    | 200                  |
| Murmur    | 34                   | Normal noisy | 120                |
| Extra HS  | 19                   | Murmur    | 95                   |
| Artifact  | 40                   | Extra systole | 46                 |

In [24], the results of manual segmentation carried out by experts are presented that serve to evaluate the performance of the segmentation algorithms. The objective of this challenge is to calculate the number of cardiac cycles and identify the S1 and S2 sounds of a recording. Tables 4 and 5 show the results obtained using dataset A and B respectively, where the evaluation metric is the error that exists between manual segmentation labels provided by the database and those obtained by the proposed method; that is, the difference between the samples corresponding to the S1 and S2 sounds with those detected by the segmentation algorithm. In [24], a spreadsheet is presented to evaluate the error of each sound.

Table 4. Results of segmentation for dataset A. (HB: heartbeat).

| HS (File Name) | HB | Average Error | HS (File Name) | HB | Average Error |
|---------------|----|---------------|---------------|----|---------------|
| 201101070538  | 11.5| 15,792.91     | 201103101140  | 9  | 58,920.83     |
| 201111511127  | 10 | 177,625.15    | 201103140135  | 9.5| 24,891.94     |
| 2011201152    | 9.5| 159,024.94    | 201103170121  | 10 | 343.15        |
| 20112021230   | 11.5| 17,384.91     | 201104122156  | 11.5| 173,664.78    |
| 201120270940  | 8.5 | 159,194.17    | 201106151236  | 9.5 | 56,598.00     |

Table 5. Results of segmentation for dataset B.

| HS (File Name) | HB | Average Error | HS (File Name) | HB | Average Error |
|---------------|----|---------------|---------------|----|---------------|
| 103_1305031931979_B | 12.5| 35.04 | 147_1306523973811_A | 4 | 226.5         |
| 103_1305031931979_D2 | 10 | 33.05 | 148_1306768801551_D2 | 8 | 31.75         |
| 106_130676721273_B1 | 4 | 14.62 | 151_1306779785624_D | 4.5 | 2543.77 |
| 106_130676721273_C2 | 3 | 12.16 | 154_1306935608852_B1 | 4.5 | 2096.66 |
| 106_130676721273_D1 | 3.5 | 109.00 | 159_1307018640315_B1 | 6 | 19.33         |
| 106_130676721273_D2 | 7.5 | 1613.4 | 159_1307018640315_B2 | 3 | 28.66         |
| 107_1305654946865_C1 | 7.5 | 1524.6 | 167_1307111318050_A | 13 | 58.96         |
| 126_1306777102824_B | 8.5 | 2260.82 | 167_1307111318050_C | 3 | 26.5          |
| 126_1306777102824_C | 5.5 | 42.72 | 172_1307971284351_B1 | 3.5 | 12.14         |
| 133_1306759619127_A | 4 | 32.75 | 175_1307987962616_B1 | 2.5 | 10.00         |
| 134_1306428161797_C2 | 2.5 | 4.6 | 175_1307987962616_D | 7 | 36.71         |
| 137_1306764999211_C | 15 | 1615.5 | 179_1307990076841_B | 16.5 | 51.45         |
| 140_1306519735121_B | 11 | 45.86 | 181_1308052613891_D | 3 | 19.5          |
| 146_1306778707532_B | 18 | 2115.97 | 184_1308073010307_D | 26.5 | 57.60         |
| 146_1306778707532_D3 | 3 | 8.33 | 190_1308076920011_D | 3.5 | 2386.14 |

Table 6, the results of the total errors shown in [17–21] and the proposed method for datasets A and B are shown. Taking into account that the results presented in [19–21] were the best for the Pascal Challenge. Our method obtained a total error of 843,440.8 for dataset A and 17,074.1 for dataset B. These results are the best compared to the state-of-the-art approaches.
Table 6. Results general of segmentation.

| Method  | Dataset A      | Dataset B      |
|---------|----------------|----------------|
| [19]    | 4,219,736.5    | 72,242.8       |
| [20]    | 3,394,378.8    | 75,569.8       |
| [21]    | 1,243,640.7    | 76,444.4       |
| [18]    | 873,577.9      | 29,269.6       |
| [17]    | 47,804.4       |                |
| Proposed| 843,440.8      | 17,074.1       |

This algorithm was also tested with recordings obtained from Physionet, specifically those signals in which the method in [13] failed, as described in [14]. Figure 7 presents the result of the segmentation in recordings a031, a0112, a0284 and a0352 using the proposed method. In [14] (Figure 4, page 14 of that article), the result of segmentation with these same signals is presented using the method in [13] based on logistic regression and HSMM, with this being one of the most used algorithms in the state of the art. As shown in Figure 7, the proposed algorithm correctly detects the S1 and S2 sounds in each of the recordings.

![Figure 7. Cont.](image-url)
4.2. Results of Automatic Classification of Heart Sounds

Accuracy, specificity and sensitivity are the metrics used to evaluate the performance of each classifier. These values were calculated from Equations (5)–(7), respectively, where the values TP (true positive), TN (true negative), FP (false positive) and FN (false negative) are taken from a confusion matrix [57].

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100
\]

\[
\text{Specificity} = \frac{TN}{FP + TN} \times 100
\]

\[
\text{Sensitivity} = \frac{TP}{FN + TP} \times 100
\]

This work makes the comparison of models [25–27] with the proposed method, since they used characteristics in the domains of time, time–frequency and perceptual domains and techniques used for audio recognition—specifically, the voice. Therefore, different techniques were implemented to extract the characteristics that the authors used in their works. Tables 7–9 describe in detail the characteristics used in [25–27], respectively. Regarding the classification stage, in [27], the SVM, KNN and random forest algorithms were used; in [25], deep neural networks and SVM were used, with latter showing the best performance; and in [26], the best performance was obtained using the XgBoost algorithm.
Table 7. Features used in [25].

| Domain       | Features                                           |
|--------------|----------------------------------------------------|
| Perceptual   | 19 Mel-frequency cepstral coefficient (MFCC)       |
| Time-frequency | 24 DWT features                                   |
| Perceptual + Time-frequency | 19 MFCC and 24 DWT features           |

Table 8. Features used in [26].

| Domain       | Features                                                      |
|--------------|---------------------------------------------------------------|
| Statistical  | Mean value, median value, standard deviation, mean absolute deviation, quartile 25, quartile 75, iqr, skewness, kurtosis, coefficient of variation |
| Frequency    | Entropy, dominant frequency value, dominant frequency magnitude, dominant frequency ratio |
| Perceptual   | 13 MFCC                                                       |

Table 9. Features used in [27].

| Method       | Features                                                       |
|--------------|----------------------------------------------------------------|
| Linear prediction coefficients (LPC) | 6 LPC per segment (S1, S2, systole and diastole) |
| MFCC         | 14 MFCC per segment (S1, S2, systole and diastole)             |
| LPC + MFCC   | 6 LPC + 14 MFCC per segment (S1, S2, systole and diastole)     |

In the case of the model in [28], 1D and 2D convolutional neural networks (CNN) were used. In the 1D-CNN model, the authors performed the normalization of 1000 samples for each cardiac signal in order to use it as the input to the model. For the 2D-CNN model, they extracted 12 MFCC features in each 30 ms frame, obtaining a $96 \times 12$ feature matrix. Table 10 shows the configurations of the 1D-CNN and 2D-CNN model.

Table 10. Summary of 1D-CNN and 2D-CNN model configurations in [28].

| Layer | 1D-CNN Model | 2D-CNN Model |
|-------|--------------|--------------|
| Input | 1000 x 1     | Input        |
| Conv (kernel = 6; strides = 1) | 1000 x 8     | Conv (kernel = 4; strides = 1) |
| Batch-Norm | 1000 x 8    | Batch-Norm   |
| Activation Function (ReLU) | 1000 x 8     | Activation Function (ReLU)   |
| MaxPool (kernel = 2; strides = 2) | 500 x 8      | MaxPool (kernel = 2; strides = 2) |
| Conv (kernel = 6; strides = 1) | 500 x 8      | Conv (kernel = 4; strides = 1) |
| Dropout (0.4) | 500 x 8     | Dropout (0.5) |
| Activation Func. (ReLU) | 500 x 8      | Activation Func. (ReLU)    |
| MaxPool (kernel = 2; strides = 2) | 250 x 8      | MaxPool (kernel = 2; strides = 2) |
| Conv (kernel = 6; strides = 1) | 250 x 8      | Conv (kernel = 4; strides = 1) |
| Dropout (0.4) | 250 x 8     | Dropout (0.5) |
| Activation Func. (ReLU) | 250 x 8      | Activation Func. (ReLU) |
| MaxPool (kernel = 2; strides = 2) | 125 x 8      | MaxPool (kernel = 2; strides = 2) |
| Flatten | 1000        | Flatten      |
| Dense   | 512         | Dense        |
| Dropout (0.4) | 512         | Dropout (0.4) |
| SoftMax | 2           | SoftMax      |

Finally, in the model in [29], the authors used 12.5 s of each recording of heart sounds, making a total of 50,000 samples. Then, they applied a decimation with a factor of eight twice until they obtained a total of 782 samples in each recording. This model used recurrent neural networks, specifically long short-term memory (LSTM). Table 11 shows the model configuration.

Table 11. Shows the model configuration.
Table 11. Summary of LSTM model configurations in [29].

| Layer         | Output Shape |
|---------------|--------------|
| Input         | 782 × 1      |
| LSTM          | 782 × 64     |
| Dropout (0.35)| 782 × 64     |
| LSTM          | 1 × 32       |
| Dropout (0.35)| 1 × 32       |
| Dense         | 2            |
| SoftMax       | 2            |

A total of 805 heart sounds (415 normal and 390 abnormal) from six databases were selected:

- Samples taken from PhysioNet/Computing in Cardiology Challenge 2016 [20].
- Pascal challenge database [21].
- Database of the University of Michigan [58].
- Database of the University of Washington [59].
- Thinklabs database (digital stethoscope) [60].
- 3M database (digital stethoscope) [61].

In the models in [25–27], segmentation was performed manually for the identification of the cardiac cycle, S1 and S2 sounds and systolic and diastolic intervals, unlike the proposed method that uses the automatic segmentation method described in Section 2. In the case of the models proposed in [28], normalization was applied to 1000 samples in each cardiac cycle and the MFCC features were calculated. Furthermore, for the model in [29], the decimation process was carried out in each recording, until a total of 782 samples were obtained in each signal.

Table 12 shows the comparison of the accuracy results between the methods in [25–27] and the proposed method using the different ML models. Tables 13–15 show the results of specificity, sensitivity and the area under the receiver operating characteristic curve (AUC), respectively. Table 16 presents the comparison of the results obtained with the proposed method using the KNN classifier and the models proposed in [28,29].

Table 12. Results of accuracy between the methods in [25–27] and the proposed method.

| Feature Extraction       | SVM   | KNN   | RF    | MLP   |
|--------------------------|-------|-------|-------|-------|
| [25]: MFCC               | 74.65%| 85.96%| 87.20%| 85.83%|
| [25]: DWT                | 86.95%| 88.19%| 92.17%| 90.31%|
| [25]: MFCC + DWT         | 90.68%| 91.18%| 91.42%| 91.55%|
| [26]: Statistical, frequency and perceptual | 84.47%| 93.66%| 93.66%| 92.54%|
| [27]: LPC                | 88.19%| 92.91%| 92.91%| 94.16%|
| [27]: MFCC               | 94.90%| 94.65%| 96.52%| 96.52%|
| [27]: LPC + MFCC         | 96.27%| 95.52%| 95.27%| 97.26%|
| Proposed Method: EWT + Power | 92.42%| 99.25%| 99.00%| 98.63%|

Our method obtained an accuracy of 99.25%, a specificity of 100%, a sensitivity of 98.57% and an AUC of 91.81% using the KNN classifier, which was the best result obtained. Furthermore, with all other classifiers tested, our method ranks at or close to the top, suggesting that the proposed segmentation and feature extraction algorithms are indeed useful, irrespective of the classification model applied on their output.

Finally, Table 17 presents the confusion matrix for each classification model using as inputs the characteristics extracted in the proposed method. It can be seen that, in all cases, a good performance was obtained in the detection of normal heart sounds, taking into account the fact that a 10-fold cross validation was applied.
Table 13. Results of specificity between the methods in [25–27] and the proposed.

| Feature Extraction          | Classifier | SVM  | KNN  | RF   | MLP  |
|-----------------------------|------------|------|------|------|------|
| [25]: MFCC                  |            | 76.92% | 86.92% | 87.94% | 82.82% |
| [25]: DWT                   |            | 85.38% | 83.84% | 91.79% | 88.46% |
| [25]: MFCC + DWT            |            | 90.76% | 90.00% | 90.00% | 91.53% |
| [26]: Statistical, frequency and perceptual | | 86.06% | 95.90% | 95.18% | 94.69% |
| [27]: LPC                   |            | 91.54% | 96.63% | 91.31% | 94.31% |
| [27]: MFCC                  |            | 94.85% | 96.76% | 95.47% | 97.13% |
| [27]: LPC + MFCC            |            | 97.61% | 98.09% | 94.22% | 97.91% |
| Proposed Method: EWT + Power |          | 100.00% | 100.00% | 99.22% | 100.00% |

Table 14. Results of sensibility between the methods [25–27] and the proposed.

| Feature Extraction          | Classifier | SVM  | KNN  | RF   | MLP  |
|-----------------------------|------------|------|------|------|------|
| [25]: MFCC                  |            | 72.53% | 85.06% | 86.50% | 88.67% |
| [25]: DWT                   |            | 88.43% | 92.28% | 92.53% | 92.04% |
| [25]: MFCC + DWT            |            | 90.60% | 92.28% | 92.77% | 91.56% |
| [26]: Statistical, frequency and perceptual | | 83.84% | 91.28% | 92.05% | 90.25% |
| [27]: LPC                   |            | 85.55% | 89.95% | 94.52% | 94.01% |
| [27]: MFCC                  |            | 94.85% | 96.76% | 95.47% | 97.13% |
| [27]: LPC + MFCC            |            | 97.61% | 98.09% | 94.22% | 97.91% |
| Proposed Method: EWT + Power |          | 87.18% | 98.57% | 98.80% | 97.41% |

Table 15. Results of AUC between the methods [25–27] and the proposed.

| Feature Extraction          | Classifier | SVM  | KNN  | RF   | MLP  |
|-----------------------------|------------|------|------|------|------|
| [25]: MFCC                  |            | 74.73% | 86.55% | 95.26% | 93.05% |
| [25]: DWT                   |            | 86.91% | 87.58% | 97.94% | 95.09% |
| [25]: MFCC + DWT            |            | 90.69% | 91.91% | 98.20% | 96.22% |
| [26]: Statistical, frequency and perceptual | | 84.45% | 94.10% | 98.13% | 97.66% |
| [27]: LPC                   |            | 88.05% | 92.19% | 97.95% | 97.81% |
| [27]: MFCC                  |            | 94.90% | 94.63% | 99.53% | 99.37% |
| [27]: LPC + MFCC            |            | 96.22% | 95.17% | 99.46% | 99.60% |
| Proposed Method: EWT + Power |          | 92.10% | 91.81% | 99.62% | 98.75% |

Table 16. Comparison of results between the methods in [28,29] and the proposed method.

| Method                          | Accuracy | Specificity | Sensibility | AUC    |
|---------------------------------|----------|-------------|-------------|--------|
| [28]: 1D-CNN                   | 91.80%   | 85.43%      | 97.34%      | 91.39% |
| [28]: 2D-CNN and MFCC          | 86.83%   | 80.52%      | 93.19%      | 86.86% |
| [29]: LSTM                      | 54.42%   | 100%        | 0%          | 50%    |
| Proposed Method: EWT + Power + KNN | 99.25%  | 100%        | 98.57%      | 91.81% |

Table 17. Confusion matrix of proposed method.

| Machine Learning | Confusion Matrix | Normal | Abnormal |
|------------------|------------------|--------|----------|
| SVM              | Normal           | 415    | 0        |
|                  | Abnormal         | 61     | 329      |
| KNN              | Normal           | 415    | 0        |
|                  | Abnormal         | 6      | 384      |
| Random Forest    | Normal           | 412    | 5        |
|                  | Abnormal         | 5      | 385      |
| ANN              | Normal           | 415    | 0        |
|                  | Abnormal         | 11     | 379      |
5. Discussions and Conclusions

An algorithm for the automatic segmentation of heart sounds based on EWT and NASE was implemented, obtaining good results in the identification cardiac cycles and their segments (i.e., S1, systole, S2 and diastole) in a recording. The algorithm was tested with two datasets of heart sounds proposed in the Pascal Challenge [21]; the metric used in the challenge consists of the sum of the differences between manual segmentation labels provided in the datasets and the segmentation labels obtained with the automatic segmentation in each recording [21]. The results of the proposed methods compared favorably to methods in the current literature that used the same dataset. The error for dataset A was 843,440.8 and for dataset B was 17,074.1. Additionally, tests were performed with recordings from the Physionet database, obtaining good segmentation performance.

With the help of this system, we can analyze and extract characteristics for each heart cycle segment for the development of a complete system for the automatic classification of heart sounds.

On the other hand, several combinations of features and classifiers have been presented to identify normal and abnormal sounds. The proposed method of feature extraction is based on power values in the systolic and diastolic intervals. Subsequently, four classification models were used: SVM, KNN, random forest and MLP. In addition, the characteristics proposed in [25–27] were extracted and the results compared with the proposed method. Similarly, models based on deep learning, such as those used in [28,29], were also implemented and compared with the proposed method.

A classification experiment was carried out using samples obtained from different databases downloaded from the Internet. The best results were obtained with the signal power values calculated in the systole and diastole; the classifier with the best results in accuracy and specificity was KNN with values of 99.25% and 100%, respectively, while the random forest classifier obtained the best result of sensitivity and AUC, with values of 98.8% and 99.62%, respectively.

These results compare favorably with those presented in the state-of-the-art approaches [25–29] (see Tables 12–16); additionally, our experiment used a greater number of testing samples compared to previous works, therefore giving more statistical weight to the results, plus a low computational cost for feature extraction and a small number of characteristics for the classification stage, and the tests were performed together with the proposed automatic segmentation algorithm. In general, the resulting metrics for the classification test are at or close to the top marks in Tables 12–16, for every tested classification model. This can be seen as a strong indication that the proposed segmentation and feature extraction methods are indeed useful irrespective of the classification model that is then applied. This method could potentially be implemented in real-time and guarantees a rapid response with low computational cost.

The main limitation that exists in the proposed method is when the recording of the cardiac signal has ambient noises with a high amplitude, since these noises can be contained in different frequency bands. Therefore, automatic segmentation can identify false positives in the systolic or diastolic interval. Similarly, the power features can vary when the signal has these types of noise and the classifier could in turn be confused regarding whether a heart murmur is present, with the detected murmur actually being an ambient noise.

We are in the construction stage of our own database of heart sounds, with a broad and standardized set of recordings taking into account variables such as the age, sex, height and weight of patients and the diagnostic of the abnormal sound type in collaboration with a cardiologist. Additionally, generative adversarial network models are being developed for the generation of synthetic heart sounds (normal and types of abnormalities), since it is difficult to acquire many samples of a specific type of abnormality. By using this future database, we hope to improve the performance of the classification system and advance the classification of specific types of abnormalities and the automatic segmentation of heart sounds. In the long term, we hope to build a complete real-time automatic system based on the Cloud for the classification of heart sounds that is suitable for telemedicine applications.
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