Ode to Legendre: Geometric and thermodynamic implications on curved statistical manifolds
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The recent link discovered between generalized Legendre transforms and curved (i.e. non-Euclidean) statistical manifolds suggests a fundamental reason behind the ubiquity of Rényi’s divergence and entropy in a wide range of physical phenomena. However, these early findings still provide little intuition on the nature of this relationship and its implications for physical systems. Here we shed new light on the Legendre transform by revealing the consequences of its deformation via symplectic geometry, complexification, and stochastic thermodynamics. These findings reveal a novel common framework that leads to a principled and unified understanding of physical systems that are not well-described by classic information-theoretic quantities.

I. INTRODUCTION

The Legendre transform plays a key — albeit perhaps not always transparent — role in many areas of mathematical physics. Specifically, it allows to identify dual coordinates and potentials that yield theories in terms of more convenient variables, being instrumental in the study of diverse problems in physics ranging from relativistic field theory to condensed matter physics. Applications of the transform have their roots on classical physics — in analytical mechanics serving as a link between its Lagrangian and Hamiltonian formulations, and in thermodynamics bridging intensive and extensive variables. These notions have led to more general frameworks which, in turn, gave rise to the development of symplectic topology [1].

Far from being a mere relic, the Legendre transform still plays an important role in contemporary physics. It is used in classical field theory where the index of pairs of components becomes continuous. Furthermore, in quantum field theory it relates the generator of connected Green functions to the quantum effective action — i.e. the generator of one-particle irreducible Green functions. The relevance of the Legendre transform has lead to generalizations in the context of perturbative quantum field theories [2, 3]. Hence, the transform continues to be at the core of important developments in current research.

The Legendre transform also plays a fundamental role in information geometry, where it mediates the relationship between primal and dual coordinates within the non-Riemannian geometry induced by dually-flat statistical manifolds [4]. These primal and dual coordinates establish orthogonality in these geometries, and correspond to alternative representations of physical systems based either on control parameters or expectation values of observables [5]. Interestingly, recent work has revealed how a generalized Legendre transform naturally arises in curved (i.e. non-Euclidean) statistical manifolds, which are directly linked with Rényi’s divergence and entropy [6, 7]. These findings suggest the existence of a fundamental reason that could explain why Rényi entropy and divergence naturally appears in a range of physical phenomena of interest. In effect, recent applications of Rényi to physics includes quantum systems [8, 9], strongly coupled or entangled systems [10–12], phase transitions [13–15], and multifractal thermodynamics [16, 17], among others. However, these early findings on the link between the generalized Legendre transforms and curved geometries still provide little intuition on the nature of this relationship, and its meaning and implications for physical systems in general.

The goal of this article is to shed new light on the generalized Legendre transform by developing its geometric and thermodynamic implications. For this purpose, we introduce the notion of link functions as a mean to characterize deformations in the Legendre transform, which in turn lead to generalizations of the Bregman divergence that are naturally associated with curved statistical manifolds. By building on these tools, our contribution focuses on two domains: geometrical aspects related to phase-space flow and manifold complexification, and thermodynamic aspects related to statistical mechanics. Take together, these results lead to a larger, unified picture that extend standard geometric and thermodynamic relationships associated with classic information-theoretic quantities such as Shannon’s entropy.

In the domain of geometry, our results establish a new perspective of the generalized Legendre transform by
studying its induced symplectic form and flow. In particular, we show how the symplectic structure induced by link functions related to the Rényi divergence leads to a modification of what is understood as a ‘canonical pair,’ which in turn leads to a deeper insight into the corresponding maximum entropy distributions. Furthermore, our results bring new insights to the relationship between the Kullback-Leiver divergence (related to the Shannon entropy), α-divergence (related to ‘Tsallis’ entropy), and the Rényi divergence via manifold complexification and Kalher manifolds. The complex geometry yields new conditions on the possible values of the manifold curvature, which are closely related to holomorphic polarization.

Additionally, our results show that the generalized Legendre transform naturally describes the thermodynamics of systems that obey non-linear constraints at the macroscopic level — i.e., at the level of probability distributions that reflect equilibrium conditions. The generalized Legendre structure on the macroscopic levels is found to play the same role relating thermodynamic quantities such as energy, temperature, and volume on such systems as the ordinary Legendre structure does on systems under linear constraints. Furthermore, our results show that systems under non-linear constraints also satisfy a number of standard thermodynamic results, as long as these are properly re-framed in terms of the Rényi entropy. In particular, these systems still minimize free energy, obey the second law of thermodynamics, and even satisfy a detailed fluctuation theorem at a stochastic level.

The rest of the paper is structured as follows. First, Section II provides a brief overview on the standard interpretation of the Legendre transform in mathematical physics. Then, Section III explores how the transform naturally arises in information geometry, and presents the intimate relationship that exists between a generalized Legendre transform and the curvature of statistical manifolds. Building on these foundations, Section IV investigates the consequences of generalized Legendre transforms on the symplectic structure and flows, and on the complexification of statistical manifolds. Then, Section V develops how generalized Legendre transforms lead to descriptions of the thermodynamics of systems under non-linear constraints. Finally, Section VI summarises our mains conclusions.

II. PRELIMINARIES

The Legendre transform is, at its core, an exploration of the properties of convex functions. Despite of its importance, the transform is unfortunately typically introduced as an obscure algebraic ‘trick,’ with nothing that can explain why it plays such an important role in many quite different areas of physics. For completion this section presents a basic standard interpretations of the Legendre transform in mathematical physics, which is then complemented by a perhaps deeper view based on information geometry in Section III.

The most straightforward interpretation of the Legendre transform comes from simple geometry [18]. In this view, the Legendre transform of a convex function $F(x)$ is another function $G(x)$ that corresponds to the (negative) height at which the tangent to $F(x)$ touches the x-axis — which is usually re-parametrized in terms of the slope of $F(x)$. This view is easy to grasp, but unfortunately makes the construction to seem arbitrary while failing to explain why this procedure is so fundamental.

A more principled view comes from an algebraic perspective as follows. If $F(x)$ with $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ is a strictly convex function (i.e. its Hessian is positive-definite), then the partial derivative $y_i(x) := \partial F/\partial x_i(x)$ is a monotonic function of $x_1, \ldots, x_n$ for $i = 1 \ldots n$. This means that there exists an isomorphism between $x$ and $y = (y_1, \ldots, y_n)$ — said differently, there exist functions $y_i(x)$ and $x_k(y)$ that transform one into the other. Using these, it would be natural to consider the possibility of “reparametrising” $F$ in terms of $y$ instead of $x$. However, instead of focusing on such reparametrization, an elegant move is to consider instead the function $G(y) = x \cdot y - F(x(y), y)$. Interestingly, the resulting pair $F(x)$ and $G(y)$ exhibit the following symmetry:

$$\frac{\partial G}{\partial y_k} = x_k, \quad \frac{\partial F}{\partial x_i} = y_i. \quad (1)$$

Useful properties of this transformation are that it preserves convexity (i.e. the transform of a convex function results into another convex function) and it is an ‘involution’ — so that the Legendre transform of the transform of a convex function is the function itself. The symmetry of these relationships is graphically represented in the right-hand-side of Figure 1.

Overall, one can think of the Legendre transform as acting on two inputs, $x$ and $F$, and providing two outputs: the dual variable $y$ and the convex conjugate $G$ [19]. Pairs of convex functions $\{F, G\}$ satisfying Eq. (1) are known as convex duals, with $(x, y)$ being known as dual variables. Additionally, convex functions and their duals satisfy the Fenchel inequality $F(x) + G(y) \geq x \cdot y$. The multiple useful properties of Legendre duals are leveraged in various areas of mathematics and engineering, particularly in convex optimization [20].

A more general definition of the Legendre transform of a convex function is given by

$$G(y) = \sup_x \{C(x, y) - F(x)\}. \quad (2)$$

This definition applies even when $F$ is not everywhere differentiable, and can be shown to recover the above procedure for the particular case where $C(x, y) = x \cdot y$. For other choices of $C$ this opens the door to so-called “deformed” Legendre transforms. Interestingly, dual functions according to these generalized Legendre transforms satisfy relationships analogous to Eq. (1), but where the role of the Euclidean gradient is replaced by a ‘Legendre derivative’ operator, which is denoted by $D_L$ and defined in Section III D. The goal of this paper is to explore the
relationship between deformed Legendre transforms and non-Euclidean geometry. Please note that the relationships in Figure 1 still hold for deformed Legendre transforms if the gradient is deformed as well, as explained in the following sections.

III. LEGENDRE TRANSFORM IN INFORMATION GEOMETRY

In this section we present the key role of the Legendre transform in statistical manifolds. For this purpose, Section III A first introduces necessary background about information geometry to the unfamiliar reader. Then, Section III B explains how the standard Legendre transform naturally describe the geometry of dually-flat spaces, which are associated with the Kullback-Leiver divergence and the Shannon entropy. Building on this, Section III C then presents how other divergences lead to more general geometries, and Section III D develops how generalized Legendre transforms are a natural way to build and describe curved manifolds. Please note that hereafter we use Einstein’s summation convention for convenience of the notation.

A. The dual structure of statistical manifolds

Our exposition is focused on statistical manifolds \( \mathcal{M} \), whose elements are probability distributions \( p_\xi(s) \) with \( s \in \mathbf{S} \) and \( \xi \in \mathbb{R}^d \). The geometry of such statistical manifolds is determined by two structures: a metric tensor \( g \), and a torsion-free affine connection pair \( (\nabla, \nabla^* ) \) that are dual with respect to \( g \). Intuitively, \( g \) establishes norms and angles between tangent vectors and, in turn, establishes curve length and the shortest curves.

On the other hand, the affine connection establishes covariant derivatives of vector fields establishing the notion of parallel transportation between neighbouring tangent spaces, which defines what is a straight curve.

Traditional Riemannian geometry is built on the assumption that the shortest and the straightest curves coincide — which is pivotal to the development of general relativity. This assumption leads to the study of metric-compatible Levi-Civita connections that satisfy \( \nabla = \nabla^* \), which can be directly derived from the metric. However, modern approaches motivated in information geometry [21] and gravitational theories [22, 23] consider more general scenarios, where connections may not be derivable from the metric. In such geometries, the parallel transport operator \( \Pi : T_p \mathcal{M} \rightarrow T_q \mathcal{M} \) and its dual \( \Pi^* \) [24] (induced by \( \nabla \) and \( \nabla^* \), respectively) might differ. The departure of \( \nabla \) (and \( \nabla^* \)) from self-duality can be shown to be proportional to Chentsov’s tensor, which allows for a single degree of freedom traditionally denoted by \( \alpha \in \mathbb{R} \) [21]. Put simply, \( \alpha \) captures the degree of asymmetry between short and straight curves, with \( \alpha = 0 \) corresponding to metric-compatible connections where \( \nabla = \nabla^* \).

An important property of the geometry of a statistical manifold \( (\mathcal{M}, g, \nabla, \nabla^* ) \) is its curvature, which can be of two types: the (Riemann-Christoffel) metric curvature, or the curvature associated to the connection. Both quantities capture the distortion induced by parallel transport over closed curves — the former with respect to the Levi-Civita connection, and the latter with respect to \( \nabla \) and \( \nabla^* \). In the sequel we use the term “curvature” to refer exclusively to the latter type. Statistical manifolds with zero curvature (equivalently, with connections that satisfy \( \Gamma_{ijk}(\xi) = \Gamma^*_{ijk}(\xi) = 0 \)) are said to be Euclidean, or more simply, flat.
B. Dually flat geometry, Bregman divergences, and the Legendre transform

The geometry of Riemannian manifolds can be formulated in terms of a single set of local coordinates. However, the nature of statistical manifolds suggest to consider them being non-Riemannian — i.e. having two dissimilar affine connections $\nabla$ and $\nabla^*$, which in turn are associated to dual coordinates $\xi$ and $\eta$ [21]. Specifically, while in Riemannian geometry orthogonality can be assessed between dimensions of a single set of coordinates, in statistical manifolds it is more fruitful to consider orthogonality between elements of the primal $\xi$ and dual coordinates $\eta$ [5, 7]. A standard example of this is statistical manifolds where $\xi$ correspond to the natural parameters of an exponential family distribution and $\eta$ correspond to the corresponding expectation values. In the sequel, we follow Schouten’s notation in which upper indices are reserved for dual coordinates, i.e.

$$\partial_i = \frac{\partial}{\partial \xi^i} \quad \text{and} \quad \partial^i = \frac{\partial}{\partial \eta^i}. \quad (3)$$

Under this notation, $\partial_i$ gives rise to a basis for the tangent space $T_p \mathcal{M}$ while $\partial^i$ is related to a natural dual basis of the cotangent space $T^*_p \mathcal{M}$.

A Riemannian metric is always “locally flat” — i.e., it can be brought down to its signature (a Kronecker delta) at a given point $p \in \mathcal{M}$ by choosing an appropriate coordinate chart. It is not guaranteed, however, that such a chart would preserve the delta at a neighborhood of $p$; finding a chart that satisfies this property globally is the hallmark of a flat geometry. Analogously, affine geometries are also locally flat when considering its dual entry, therefore satisfying $g(\partial_i, \partial^j) = \delta^j_i$ for an appropriate pair of primal and dual coordinate charts $\{\xi^i, \eta_i\}$ at some point $p$. In a similar fashion, this property in general only holds locally; dually flat geometries are characterized by the fact that one can find a pair of coordinates that satisfy this condition of orthogonality on the whole manifold [25].

For an orthogonal pair $\{\xi, \eta\}$ of a given dually flat manifold, the gradients of the mappings $\xi \mapsto \eta$ and $\eta \mapsto \xi$ are both symmetric. To confirm this, let’s first note that

$$g_{ij} = g(\partial_i \eta_k \partial^k, \partial_j) = \partial_i \eta_k g(\partial^k, \partial_j) = \partial_i \eta_k \delta^k_j = \partial_i \eta_j,$$

where the first equality follows from the chain rule of derivatives $\partial_k = \partial_i \eta_k \partial^k$. Then, using the fact that Riemannian metrics are always symmetric, one can see that $\partial_i \eta_j = g_{ij} = g_{ji} = \partial_j \eta_i$. A similar derivation shows that $g^{ij} = \partial^i \xi^j$, and hence $\partial^i \xi^j = \partial^j \xi^i$ [26].

There is an intimate relationship between an orthogonal pair of coordinates in a dually flat manifold and the Legendre transform. To see this, we first note that the symmetry of the Jacobian of $\xi \mapsto \eta$ implies the existence of a closed 1-form $d\omega = 0$, and this — via Poincare Lemma — implies in turn the existence of scalar potential $\psi \in C^\infty$ that satisfies

$$\eta_i = \partial_i \psi \quad \text{and} \quad g_{ij} = \partial_i \partial_j \psi. \quad (4)$$

Note that the second condition, combined that the fact that $g_{ij}$ is positive-semidefinite, implies that $\psi$ is convex. By a similar line of reasoning, the symmetry of $g^{ij}$ induces a dual convex potential $\varphi$ that satisfies

$$\xi^i = \partial^i \varphi \quad \text{and} \quad g^{ij} = \partial^i \partial^j \varphi. \quad (5)$$

Furthermore, a direct calculation shows that the dual potentials $\psi(\xi^1, ..., \xi^n)$ and $\varphi(\eta_1, ..., \eta_n)$ always satisfies $d\{\psi + \varphi - \xi^i \eta_i\} = 0$. This implies that, modulo an unimportant constant, the following relationship holds over any dually flat manifold [27]:

$$\psi + \varphi - \xi^i \eta_i = 0. \quad (6)$$

Let us now consider the behaviour of Eq. (6) on dually flat spaces when the coordinates and potentials are evaluated at different points of the manifold. For this, let us denote as $\xi(p)$ and $\eta(q)$ the coordinates and dual coordinates of $p, q \in \mathcal{M}$, respectively, and define the so-called Bregman divergence $D$ as

$$D(p|q) := \varphi(\eta(p)) + \psi(\xi(q)) - \xi^i(\eta_i(p)). \quad (7)$$

Then, the differential of the mapping $q \mapsto D(p_0|q)$ is

$$d\{D(p_0, q)\} = \left(\partial_i \psi(\xi(q)) - \eta_i(p_0)\right) d\xi^i(q) = \left(\eta_i(q) - \eta_i(p_0)\right) d\xi^i(q). \quad (8)$$

From this, and considering that $D$ by definition is a difference between a linear and two convex functions, one can verify that this mapping attains its unique minimum when $q = p_0$. Interestingly, at this minimal value one recovers Eq. (6) which implies that $D = 0$. This shows that Bregman divergences are non-negative.

These results suggest an alternative definition for $\varphi$ and $\psi$, conceiving them as a maximum of the following maps:

$$\varphi(\eta(p)) = \max_{q \in \mathcal{M}} \{\xi^i(q) \eta_i(p) - \psi(\xi(q))\}, \quad (9)$$

$$\psi(\xi(p)) = \max_{q \in \mathcal{M}} \{\eta_i(q) \xi^i(p) - \varphi(\eta(q))\}. \quad (10)$$

This reveal that the orthogonal coordinate pair is always dual in the Legendre sense — or equivalently, that dual flatness implies that the potential are convex duals. This property generalizes the well-known Legendre duality between the natural and expectation parameters of an exponential family [28], showing that the same holds to any coordinate pair as long as they satisfy local flatness.

C. Divergences as a general tool to establish geometries

This subsection explains how divergences, such as the one introduced in Eq. (7), can be used as a convenient tool to establish a geometry on a statistical manifold [29],
Divergences are a general class of functions that assess the dissimilarity of their arguments. More specifically, a divergence is a smooth, distance-like function that satisfy $\mathcal{D}[x; x'] \geq 0$ and vanish only when $x = x'$. Divergences are more general — hence weaker — notions than distances, as they don’t need to be symmetric in their arguments and may not respect the triangle inequality. Of the various types of divergences explored in the literature (see [32] and references within), two are particularly important: $f$-divergences (which are monotonic with respect to coarse-grainings of the domain of events $S$ [33]), and Bregman divergences (studied in previous section).

Let us show how divergences can be used to establish metrics and connections over manifolds. For this, let us use the shorthand notation $\mathcal{D}[\xi; \xi'] := \mathcal{D}(p||q)$ when expressing $\mathcal{D}$ in terms of coordinates $\xi = \xi(p)$ and $\xi' = \xi(q)$. Then, the Riemannian metric of the manifold is recovered from the second-order expansion of the divergence as follows:

$$g_{ij}(\xi) = \langle \partial_i, \partial_j \rangle = -\partial_i \partial_j \mathcal{D}[\xi; \xi']|_{\xi = \xi'} ,$$

which is positive-definite due to the non-negativity of $\mathcal{D}$. This construction leads to the Fisher’s metric, which is the unique metric that emerges from a broad class of divergences [29, Th. 5], with this being this closely related Chentsov’s theorem [34–37]. Similarly, connections emerge at the third-order expansion of the divergence as follows:

$$\Gamma_{ijk}(\xi) = \langle \nabla_{\partial_i} \partial_j, \partial_k \rangle = -\partial_i \partial_j \partial_k \mathcal{D}[\xi; \xi']|_{\xi = \xi'} ,$$

(12a)

$$\Gamma^\ast_{ijk}(\xi) = \langle \nabla^\ast_{\partial_i} \partial_j, \partial_k \rangle = -\partial_i \partial_j \partial_k \mathcal{D}[\xi; \xi']|_{\xi = \xi'} .$$

(12b)

In summary, Fisher’s metric is insensible the choice of divergence but the resulting connections are, and therefore the effects of a particular $\mathcal{D}$ manifest only at third-order.

Bregman divergences always give rise to flat geometries (as for them $\partial_i \partial_j \partial_k \mathcal{D}[\xi; \xi'] = \partial_k \partial_i \partial_j \mathcal{D}[\xi; \xi'] = 0$), and therefore other type of divergences are needed in order to establish curved non-Riemannian geometries. As mentioned in Section III A, the deviation of a given connection $\nabla$ from its corresponding metric-compatible (i.e. Levi-Civita) counterpart can be measured by $\alpha T$, where $T$ corresponds to the invariant Amari-Chentsov tensor [38, 39] and $\alpha \in \mathbb{R}$ is a free parameter. The invariance of $T$ implies that the value of $\alpha$ entirely determines the connection, and the corresponding geometry can be obtained from a divergence of the form

$$\mathcal{D}_\alpha(p||q) = \frac{4}{1-\alpha^2} \int_S \left(1 - p^{\frac{1-\alpha}{2}}(s)q^{\frac{1+\alpha}{2}}(s)\right) \, d\mu(s) ,$$

(13)

which is known as $\alpha$-divergence. As important particular cases, if $\alpha = 0$ then $\mathcal{D}_\alpha$ becomes the square of Hellinger’s distance, and if $\alpha = \pm 1$ then it gives the well-known Kullback-Leibler divergence. Furthermore, it can be shown that the Kullback-Leiver divergence is a Bregman divergence, which in turn implies that for those cases the resulting geometry is flat. This illustrates the fact that being Riemmanian (i.e. $\alpha = 0$) and Euclidean ($\alpha = \pm 1$) are independent features of a geometry.

We finish this subsection by noting that multiple divergences can give rise to the same geometry. A 1-1 relationship between divergence and geometries is obtained when considering conformal-projective equivalent classes of divergences, which are related both via conformal and projective transformations. For a more detailed explanation, we refer the interested reader to Ref. [7, Sec. 2-D].

**D. Generalized Legendre transforms as a natural way to describe curved manifolds**

Sections III B and III C clarified the 1-1 relationship that exists between dually flat manifolds, Bregman divergences, and the Legendre transform. Here we explain how these relationships are modified in curved manifolds.

In curved geometries it is impossible to construct dual potentials that satisfy Eq. (6) on the whole manifold. This impossibility is a symptom of the fact that the divergences that gives rise to this geometry — e.g. the $\alpha$-divergence given in Eq. (13) — is not a Bregman divergence, but only an $f$-divergence [33].

To better understand the nature of the $\alpha$-divergence, let us consider in detail its relationship with Bregman divergences. Bregman divergences, as given in Eq. (7), can also be expressed as

$$\mathcal{D}_\Phi[\xi; \xi'] = \Phi(\xi') - \Phi(\xi) - D\Phi(\xi) \cdot (\xi' - \xi).$$

(14)

Hence, $\mathcal{D}_\Phi[\xi; \xi']$ measures how convex the function $\Phi$ is at $\xi$ in the direction of $\xi' - \xi$ [40], and exploits the fact that a first-order approximation of a convex function always underestimates its value — i.e., that $\Phi(\xi') \geq \Phi(\xi) + D\Phi(\xi) \cdot (\xi' - \xi)$, where $D$ is the (Euclidean) gradient. Interestingly, such first-order approximation can also be built on an intermediate point between $\xi$ and $\xi'$, which leads to

$$\frac{1 - \alpha}{2} \Phi(\xi) + \frac{1 + \alpha}{2} \Phi(\xi') \geq \Phi(\xi_\alpha) ,$$

(15)

where $\xi_\alpha = \frac{1-\alpha}{2} \xi + \frac{1+\alpha}{2} \xi'$, with $\alpha \in (-1, 1)$ being a one-dimensional parameter that regulates how close $\xi_\alpha$ is to $\xi$ and $\xi'$. This inequality leads to a family of divergences indexed by $\alpha$, given by

$$\mathcal{D}^{(\alpha)}\Phi[\xi; \xi'] := \frac{4}{1-\alpha^2} \left[\frac{1 - \alpha}{2} \Phi(\xi) + \frac{1 + \alpha}{2} \Phi(\xi') - \Phi(\xi_\alpha)\right] ,$$

(16)

where the factor $4/(1 - \alpha^2)$ is introduced so that the limit $\lim_{\alpha \to 1} \mathcal{D}^{(\alpha)}\Phi = \mathcal{D}_\Phi$ gives a Bregman divergence. In particular, if $\Phi(\xi) = \sum_i c_i e_i$ then $\mathcal{D}^{(\alpha)}\Phi$ becomes the $\alpha$-divergence. Importantly, divergences of the form of
Eq. (16) with \( \alpha \neq \pm 1 \) are not Bregman divergences (as they cannot be expressed in terms of convex conjugates as in Eq. (7)), and hence they don’t lead to flat geometries (see Section III C).

Fortunately, recent results suggest a ways to express non-Bregman divergences in terms of generalized Legendre transforms [6]. The generalized Legendre transform is based on a link function — a smooth function \( C : \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R} \) that links generalized potentials \( \varphi \) and \( \psi \) via the following relationship:

\[
\psi(\xi) + \varphi(\eta) - C(\xi, \eta) = 0. \tag{17}
\]

Put differently, for a given link function \( C \), a pair of generalized potentials are functions \( \varphi, \psi \) that are related via a generalized Fenchel-Legendre \( C \)-transform as follows:

\[
\varphi(\xi(p)) = \inf_{q \in \mathcal{M}} \{ \psi(\eta(q)) - C(\xi(p), \eta(q)) \}, \tag{18}
\]

\[
\psi(\eta(q)) = \inf_{p \in \mathcal{M}} \{ \varphi(\xi(p)) - C(\xi(p), \eta(q)) \}. \tag{19}
\]

Note that these equations use a different sign than Eq. (2), which leads to the consideration of concave instead of convex functions. Arguments for adopting this choice are discussed in Ref. [6].

Following the rationale that lead to Eq. (7), for a given function \( C \) and a \( C \)-conjugate potentials \( \varphi, \psi \), one can follow a similar rationale can define a generalized Bregman divergence

\[
\Delta(p|q) = C(\xi(p), \eta(q)) - \varphi(\xi(p)) - \psi(\eta(q)). \tag{20}
\]

Interestingly, Eqs. (18) and (18) imply that \( \Delta(p|q) \geq 0 \), with equality if an only if \( p = q \). As all divergences, the metric induced by generalized Bregman divergences is the Fisher metric; interestingly, Eqs. (12a) and (12b) imply that the connections are given by

\[
\Gamma_{ijk}(\xi) = -\partial_{i}\partial_{j}C(\xi; \eta(\xi'))|_{\xi=\xi'}, \tag{21a}
\]

\[
\Gamma_{ijk}(\xi) = -\partial_{k}\partial_{i}\partial_{j}C(\xi; \eta(\xi'))|_{\xi=\xi'}. \tag{21b}
\]

Note that if \( C(\xi, \eta) = \xi \cdot \eta \) then \( \Gamma_{ijk}(\xi) = 0 \), and hence curved geometries only arise from non-trivial link functions — i.e. from generalized Legendre transforms.

For the dual geometries that arise from the \( \alpha \)-divergence one can identifies the corresponding link function following a two-steps procedure. First, one applies a monotonous transformation that turns the \( \alpha \)-divergence into the Rényi divergence [41]

\[
\Delta_{\gamma}(p|q) = \frac{1}{\gamma} \log \int_{S} p^{\gamma+1}(s)q^{-\gamma}(s)d\mu(s), \tag{22}
\]

leveraging the fact that both divergences generate the same geometry being part of the same conformal-projective equivalent class [7, Sec. 2-D]. Note that when \( \gamma \to 0 \) then \( C \) tends to \( \xi \cdot \eta \), and the Rényi divergence tends to the Kullback-Leiver divergence [42]. As a second step, one uses the fact that the Rényi divergence can be expressed in terms of generalized convex conjugates as [6, Th. 13] can be recovered as a generalized Bregman divergence when using the link function

\[
C(\xi, \eta) = \frac{1}{\gamma} \log(1 + \gamma \xi \cdot \eta), \tag{23}
\]

and a corresponding generalized potential given by

\[
\varphi_{\gamma}(\xi) = \log \int_{S} (1 + \gamma \xi \cdot h(s))^{-\frac{1}{\gamma}} d\mu(s). \tag{24}
\]

Interestingly, it has been shown that this non-trivial logarithmic link function — or, equivalently, the Rényi divergence — gives rise to dual geometries of constant curvature [7]. Therefore, they are the natural first step in the exploration of more general curved statistical manifolds.

To finish this section, let us introduce the notion of Legendre derivative. For given generalized potentials \( \varphi \) and \( \psi \), the corresponding Legendre derivative acting on a smooth function \( \varphi \) is given by

\[
D_{L}\varphi(\xi) = \eta \quad \text{and} \quad D_{L}\psi(\eta) = \xi. \tag{25}
\]

The functional form for \( D_{L} \) is determined by the corresponding link function. For example, for the case of \( C(\xi, \eta) = \xi \cdot \eta \) then Eqs. (4) and (5) show that \( D_{L} \) is given by the Euclidean gradient. On the other hand, for a logarithmic link function as in Eq. (23) one can find that the corresponding (non-Euclidean) Legendre derivative acting on a smooth function \( \varphi \) is given by

\[
D_{L}(\gamma)\varphi = \frac{1}{1 - \gamma \xi \cdot D\varphi}, \tag{26}
\]

with \( D \) denoting the Euclidean gradient.

IV. SYMPLECTIC AND KÄHLER STRUCTURES IN INFORMATION GEOMETRY

This section studies the realization of symplectic structures in statistical manifolds. This naturally lead towards considering the complexification of statistical manifolds, which in turn bring new insights into the Legendre transform. Complex manifolds are a ‘bigger’ bundle that possesses a richer structure benefited by greater symmetry. These complex structures are quintessential to physics; from quantization of the spin and coherent states [43] to entanglement [44] and string theory [45], Kähler oscillators [46, 47]. Put simply, the reasoning pursued here is that by recasting the manifold as a complex structure with higher symmetry one can obtain a clearer and more systematic understanding of the geometry that arises from the deformed Legendre transform.

For this purpose, we first establish a parallel between statistical manifolds and phase spaces. In doing this, it is important to note that while in statistical manifolds the dual coordinates \( \xi \) and \( \eta \) usually refer to the same point, in phase spaces they typically refer to canonical
pairs (e.g. position and momentum) and hence correspond to different dimensions. This naturally leads us to consider product manifolds of double dimensionality of the original one.

A. Establishing dynamics on phase-space

In analytical mechanics the Legendre transforms enables us to derive the Hamiltonian formalism from the Lagrangian — a smooth function of $n$ generalized coordinates $q^i$, velocity $\dot{q}$, and time $t$. By doing this one trades $n$ second-order equations of motion for $2n$ first-order differential equations of the form

$$\frac{\partial H}{\partial p_k} = \dot{q}^k, \quad \frac{\partial H}{\partial q^k} = -\dot{p}_k, \quad (27)$$

Notice that the transformation $(q,p) \mapsto (-q,p)$ preserves the form of the above equations. This symmetry due to a rich mathematical structure that provides the foundations of classical mechanics, which we introduce in the rest of this subsection.

We start by reviewing the standard method to establish dynamics over a manifold based on the Hamiltonian formulation of classical mechanics — as described for instance in Refs. [1, 48, 49]. For this, let us consider a phase-space $\mathcal{M}$ that describes a system of interest. More specifically, each point in $\mathcal{M}$ has the form $z = (q^1, \ldots, q^n, p_1, \ldots, p_n)$, with $(q^1, \ldots, q^n) \in \mathbb{R}^n$ corresponding to a configuration manifold $Q$, and $(p_1, \ldots, p_n) \in \mathbb{R}^n$ corresponding to its (generalized) conjugate momenta. Dynamics over the phase-space $\mathcal{M}$ are be established by a Hamiltonian $H : \mathcal{M} \to \mathbb{R}$ via the following equations of motion:

$$\dot{z} = X_H, \quad (28)$$

where the Hamiltonian vector field is given by

$$X_H = JD^{(0)}H(z), \quad \text{with} \quad J := \begin{pmatrix} 0 & \mathbb{I} \\ -\mathbb{I} & 0 \end{pmatrix} \quad (29)$$

and $D$ denotes the standard gradient (see Eq. (26)). In this way, dynamics are established flowing the integral curves of $X_H$. At any point $z \in \mathcal{M}$ there is a trajectory governed by the dynamics induced by the Hamiltonian, which is unique due to the linearity of the equations involved.

Above, the role Eq. (29) — which turns the Hamiltonian into a vector field — can be re-framed in a more principled manner via symplectic geometry, as follows [50]. A symplectic form $\omega$ is a 2-form on $\mathcal{M}$ that is closed ($d\omega = 0$) and nondegenerate ($\forall v \neq 0 \exists u : \omega(v,u) \neq 0$). On a symplectic manifold (i.e. a manifold equipped with a symplectic form) the flow of the Hamiltonian $H$ can be defined as the vector field $X_H$ that satisfies the following relationship:

$$-dH = \iota_{X_H} \omega, \quad (30)$$

where $\iota_{X_H} \omega = \omega(X_H, \cdot)$ is the 1-form that results from the interior contraction of $\omega$. Above, $dH$ is the differential of $H$ and the sign corresponds to a convention in the definition of the symplectic form. The fact that $\omega$ is non-degenerate guarantees that one can always find a unique $X_H$ that satisfies Eq. (30). Additionally, the closure of the symplectic form locally implies — by the Poincare lemma — the existence of a tautological 1-form $\theta$ (also known as the canonical 1-form or symplectic potential), which satisfies the condition $\omega = d\theta$. This coordinate-invariant expression for $\omega$ emphasizes its topological nature.

Symplectic manifolds belongs to equivalent classes established defined via symplectomorphims (i.e. difeomorphisms that preserve the symplectic form), which are equivalent to canonical transformation in the context of analytical mechanics context. Correspondence between diffeomorphisms that preserve the symplectic form $\mathcal{L}_{X_H} \omega = 0$. Furthermore, the geometry of the phase-space account for important properties of the underlying system. Indeed, while for an unconstrained system may be described by a phase-space of the form $\mathcal{M} = \mathbb{R}^{2n}$, more complicated systems usually require more convoluted geometries. As a simple example, a pendulum is described a phase-space of the form of a cylinder — which has a flat internal geometry but a non-trivial topology. Next subsections explore the role of non-zero curvature on the phase-space.

B. Symplectic structure under the deformed Legendre transform

Section III C shows that, from an information geometric perspective, divergences can be used to determine the metric and connections of a manifold. In this subsection we will show how divergences also generate a symplectic 2-form, from which much of the insights from Hamiltonian mechanics are inherited. This will, in turn, allow us to study probability distributions in phase space and discuss the flow induced by divergences. Our results will show that the symplectic 2-form induced by the divergence on the phase space and the product manifold (and hence the induced Hamiltonian dynamics) are different when the geometry is curved — or equivalently, when the Legendre transform has been deformed.

To start, let us introduce some terminology. We will contrast structures on the cotangent bundle of statistical manifolds with structures in the product manifold $\mathcal{M} \times \mathcal{M}$, which is made of pairs $(p,q)$. The product manifold is often parametrized using dual coordinates as $(\xi, \eta) := (\xi(p), \eta(q))$ [51]. Also, we use the projection operators over the left and right elements, $\pi_l(p,q) = p$ and $\pi_r(p,q) = q$, to define the following sub-manifolds: $\mathcal{M}_q := \pi_l^{-1}(p,q) = \mathcal{M} \times \{p\} \simeq \mathcal{M}$, and similarly $\mathcal{M}_p := \pi_r^{-1}(p,q) = \{q\} \times \mathcal{M} \simeq \mathcal{M}$. The diagonal of the product manifold will be denoted as $\Delta_p \subset \mathcal{M} \times \mathcal{M}$, being made by pairs of the form $(p,p)$. 
Divergences are smooth functions mapping $\mathcal{M} \times \mathcal{M}$ into $\mathbb{R}$, and we are interested in the geometrical structure it induces. To probe this, let us consider the canonical symplectic form $\omega_p$ on $T^*\mathcal{M}_p$, which by taking a local chart $(U, \xi^k, \nu_k)$ can be written as

$$\omega_p := d\xi^i \wedge d\nu_i$$  \hspace{1cm} (31)

with $\nu_k$ being the conjugate coordinate to $\xi^k$. Note that, thanks to Darboux’s theorem [1], such canonical pairs are guaranteed to always exist locally. Let us then recast the map presented in Eq. (8) as the symplectomorphism $L_D : \mathcal{M} \times \mathcal{M} \rightarrow T^*\mathcal{M}$ given by

$$L_D : (\xi, \eta) \mapsto (\xi, \nu) = (\xi, \partial_i D(\xi, \eta) d\xi^i) .$$  \hspace{1cm} (32)

As shown in [52], this map induces — via the pull-back $L_D^* \omega_p = \omega_D$ — the following symplectic form on $\mathcal{M} \times \mathcal{M}$:

$$L_D^* \omega_p = L_D^*[d\xi^i \wedge d\nu_i] = d\xi^i \wedge (\partial_i D(\xi, \eta) d\xi + \partial_k^l D(\xi, \eta) d\eta_k) = d\xi^i \wedge \partial_k^l D(\xi, \eta) d\xi^i \wedge d\eta_k,$$  \hspace{1cm} (33a)

where the vanishing of the first expression $\partial_k^l D(\xi, \eta)$ is a result of the commutativity of the second derivatives of the divergence. Note that $\partial_k^l D(\xi, \eta)$ reduces to the Fisher metric when evaluated on $\Delta_p$ (i.e. when $\xi$ and $\eta$ are evaluated at the same element $p$). Importantly, the same symplectic form on $\mathcal{M} \times \mathcal{M}$ is obtained by pulling back the canonical symplectic form $\omega_q := d\nu_k \wedge d\lambda^k$ on $T^*\mathcal{M}_q$ (where $(\eta, \lambda)$ form a canonical pair) in an analogous fashion, using this time the symplectomorphisms given by

$$R_D : (\xi, \eta) \mapsto (\xi, \lambda) = (\xi, \partial_k D(\xi, \eta) d\xi^i) .$$  \hspace{1cm} (34)

Now that the symplectic form given by Eq. (33d) has been identified as the natural one on $\mathcal{M} \times \mathcal{M}$, our next step is to investigate how is it influenced by the manifold’s curvature. For this, we note that if the divergence $D$ is a generalized Bregman divergence, then this symplectic form depends solely on the link function. Concretely, a direct calculation shows that for this case

$$\omega_D = \partial_k^l C(\xi, \eta)d\xi^i \wedge d\eta_k.$$  \hspace{1cm} (35)

This clarifies how, although identical on the cotangent bundle $T^*\mathcal{M}$, the symplectic structure induced by different divergences may differ on $\mathcal{M} \times \mathcal{M}$. In particular, while the dually-flat geometry established by Bregman divergences leads to a symplectic form given by $\omega_D = d\xi^i \wedge d\eta_i$, for $\gamma$-curved geometry the Rényi divergence induces the following symplectic form:

$$\omega_D = \frac{1}{1 + \gamma \xi^i \eta_i} \left( \delta^i_k - \frac{\gamma e^k \eta_i}{1 + \gamma \xi^i \eta_i} \right) d\eta_k \wedge d\xi^i .$$  \hspace{1cm} (36)

The coefficients of this symplectic form coincide with the metric tensor at Ref. [6, Proposition 4], now on the product manifold $\mathcal{M} \times \mathcal{M}$. 

The symplectic form shown in Eq. (36) is closed, as can be confirmed by a direct calculation leading to $\omega_D = 0$. This, in turn, implies the local existence of a tautological 1-form via Poincaré lemma, as explained in the previous section. Similar to the derivation that lead to Eq. (36), we define the canonical 1-form $\theta_p = \nu_k d\xi^i$ on $T^*\mathcal{M}_p$ and take its pull-back onto $\mathcal{M} \times \mathcal{M}$, yielding

$$\theta = \frac{1}{2} \frac{\eta_i d\xi^i - \xi^i d\eta_i}{1 + \gamma \xi^i \eta_i} .$$  \hspace{1cm} (37)

which can be directly identified as the 1-form emerging from connections that describe the projective-flat geometry induced by Rényi’s divergence.

As a last step, we use the symplectic form $\omega_D$ to evaluate the action of the smooth function $D_\gamma$ on the product manifold $\mathcal{M} \times \mathcal{M}$. This function is of particular interest, as it generate integral curves of constant $D$, and hence the induced flow is closed within the diagonal $\Delta_p \simeq \mathcal{M}$. For this purpose, let us denote as $X_\gamma = X_0 \partial_0^\gamma + X_\eta \partial_\eta^\gamma$ the vector field generated by the observable $D_\gamma$, and the corresponding symplectic form. We are interested in the vector fields that preserve the symplectic form $\omega_D$, that is $X_\gamma$ satisfies $L_{X_\gamma} \omega_D = 0$ (where $L_{X_\gamma} \omega_D$ denotes the Lie derivative of $\omega_D$ in the direction of $X_\gamma$), then one can find that

$$L_{X_\gamma} \omega_D = \iota_{X_\gamma} d\omega_D + d(\iota_{X_\gamma} \omega_D) = d(\iota_{X_\gamma} \omega_D),$$  \hspace{1cm} (38)

where the last equality is a consequence of the fact that $\omega_D$ is closed. Therefore, the Lie derivative (38) vanishes only if $X_\gamma$ is Hamiltonian (30), i.e. if $X_H$ satisfies $\iota_{X_H} \omega_D + dD_\gamma = 0$. One can then determine the Rényi vector field via explicit evaluation of the interior product as follows:

$$-dD_\gamma = (\iota_{X_H} g_k^l d\eta_l) \wedge d\xi^k - g_k^l d\eta_l \wedge (\iota_{X_H} d\xi^k) = g_k^l (X_{\gamma_0} d\xi^k - X_{\gamma_0} d\eta_l),$$  \hspace{1cm} (39a)

which results in a Hamiltonian flow generated by Rényi’s divergences of the form

$$X_{\gamma k} = -g_a^k \partial_{\gamma a} D_\gamma, \quad X_{\gamma} = g_a^k \partial_{\gamma a} D_\gamma .$$  \hspace{1cm} (40)

Then, the corresponding Rényi vector field can be found to be equal to

$$X_\gamma = g_a^k \partial_{\gamma a} D_\gamma \partial_0^\gamma - g_k^l \partial_0^\gamma D_\gamma \partial_{\gamma_0} + [\eta_\gamma - D_L^{(\gamma)} \psi(q)]_k \partial_0^\gamma$$  \hspace{1cm} (41a)

$$- [\xi_\gamma - D_L^{(\gamma)} \varphi(q)]^k \partial_{\gamma_0} .$$  \hspace{1cm} (41b)

Importantly, this Rényi flow is closed within the diagonal $\Delta_p$. Moreover, the above result shows, on the diagonal, flows follow the geodesic respect to the primal and dual connections — which naturally satisfy Eq. (25).
In this way, we gain a new understanding where the deformed exponential family obtained from Rényi’s divergence [6, Section 4] describe the sets of points flowing along the integral curves at \( X_\gamma \) and external points diverging from it.

### C. Complexification of statistical manifolds

This section discusses some fundamental aspects of complex geometry, followed by the complexification of statistical manifolds. Then, the next section focuses on the complex structure induced by the Rényi divergence.

A complex manifold can be depicted as a topological space that locally looks like \( \mathbb{C}^n \). One way to try building a complex manifold would be to first consider a \( 2n \)-dimensional real manifold, and then arrange a set of coordinates \( \{ x^k_x \} \) into complex combinations such as \( x^k_x \) for all integers \( k \). Unfortunately, such arrangement is arbitrary and — more importantly — is coordinate dependent. In effect, additional structure of the manifold is required in order to ‘complexify’ it properly.

One way to build a complex manifold is via a tensor field \( J_{ab} \) of real components satisfying \( J^2 = -1 \), which provides a linear endomorphism \( J : T_p M \to T_p M \). First, note that diagonalizing such a tensor cannot be done in a vector space of real values, hence the coefficients of vectors in \( T_p M \) must be allowed to be complex-valued, i.e. \( T_p^C M = T_p M \otimes \mathbb{C} \). By arranging \( 2n \)-local coordinates into complex coordinates \( x^k + iy^k, \) e.g. via \( x = x^k_x \), \( y = y^k_x \), then one can express \( J \) in complex coordinates as

\[
J = i dz^a \otimes \frac{\partial}{\partial z^a} - idz^a \otimes \frac{\partial}{\partial z^a} .
\]

Hereon, \( a \) and \( \check{a} \) are indices in \( \{ 1, \ldots, n \} \), with the bar being used to distinguish between holomorphic and anti-holomorphic components. The manifold \( M \) together with the tensor \( J \) are known as an “almost complex structure.” With the aid of \( J \), such complexified \( T_p^M \) can now be decomposed into a holomorphic and anti-holomorphic parts via projection operators given by \( P_{\pm} \). These projection operators can be used to decomposed any \( k \)-form into \( (p, q) \)-forms with \( p + q = k \).

While every complex manifold is also a real manifold, the converse does not always hold. A necessary and sufficient condition on \( J \) to allow a real manifold to be a complex one is given by \( N_{ab}^c = 0 \) [52], where \( N_{ab}^c \) stands for the Nijenhuis tensor given by [53]

\[
N_{ab}^c := 2 \left( J^d_a \nabla_{[d} J^c_b] - J^d_a \nabla_{[d} J^c_b] \right) ,
\]

with squared brackets denoting the antisymmetrization of indices.

Up to this point, a complex manifold \( (\mathcal{M}, J) \) has not been equipped with a metric — in fact, a \( J \)-compatible metric may not exist (e.g. in Hopf manifolds). When such metric does exist, this imposes the following compatibility conditions:

\[
g_{\mu\nu} J_\mu^\rho J_\nu^\sigma = g_{\rho\sigma} \quad \text{and} \quad \nabla_\mu J_\mu^\nu = 0 . \tag{44}
\]

The first condition above implies that the pure holomorphic and anti-holomorphic components of the metric vanish, hence \( ds^2 = g_{\mu\nu} dx^\mu \otimes dx^\nu = g_{\rho\sigma} dz^a \otimes d\bar{z}^b \) is hermitian. The second condition enforces the vanishing of Nijenhuis tensor [43] not only to guarantee complexification, but also implies that the Kähler \( 2 \)-form \( k \) given by

\[
k = \frac{1}{2} g_{\mu\nu} J_\mu^\rho d\bar{z}^b \wedge dx^\nu = i g_{ab} dz^a \wedge d\bar{z}^b \tag{45}
\]

is closed, serving as the manifold’s symplectic form \( \omega \). In components, Eq. (45) means that \( \partial_d g_{bc} = \partial_b g_{dc} \) and \( \partial_b g_{ac} = \partial_c g_{ab} \). Analogously as in (5), these expressions can be locally integrated out revealing the metric

\[
g_{ab} = \partial_a \partial_b \mathcal{K}(z, \bar{z}) , \tag{46}
\]

with \( \mathcal{K} \) a real-valued smooth function also known as a Kähler potential. Please note that this potential \( \mathcal{K} \) is not unique, as it is only determined only up to the addition of an holomorphic and an anti-holomorphic function:

\[
\mathcal{K}(z, \bar{z}) \to \mathcal{K}(z, \bar{z}) + U(z) + \bar{U}(\bar{z}) \tag{47}
\]

Also, \( \mathcal{K} \) may not be globally defined [54]. In this way, a Riemannian metric as well as the symplectic form determined by \( \mathcal{K} \), as \( \omega = k = \frac{1}{2} \partial \bar{\partial} \mathcal{K} \), where \( \partial, \bar{\partial} \) denote Dolbeault operators \( \partial = dz \wedge \partial a \) and \( \bar{\partial} = d\bar{z} \wedge \partial z \) respectively.

The similarities between the expressions found here for the metric in terms of a scalar potential Section III D and Kähler’s is no coincidence as \( \mathcal{K} \) itself must convex. This relation is in fact, the catalyst of a set of more intimate relations between the space of Kähler metrics and convexity [58].

In statistical manifolds the fundamental object is its divergence \( D \), and so, the constraints on the metric are ultimately enforced onto \( D \). Therefore, the conditions for complexification of a manifold translate into two conditions over the corresponding divergence [59]:

1. \( \partial_{i,j} D = \partial_{j,i} D \) on \( \mathcal{M} \times \mathcal{M} \).
2. \( \partial_{i,j} D + \partial_{j,i} D = \kappa \partial_{i,j} D \) for some \( \kappa \in \mathbb{R} \).

here the primed indices denote differentiation with respect to \( y \in \mathcal{M}_q \) as opposed to regular derivatives with respect to \( x \in \mathcal{M}_p \). Note that, although condition 1 is trivially satisfied when evaluated at the diagonal (as shown in Eq. (11)), it is not automatic for it to hold on the whole \( \mathcal{M} \times \mathcal{M} \). Both conditions arise from the construction of of an invariant arc element \( ds^2 \) from the symmetric and antisymmetric parts as:

\[
ds^2 = g_D - i\omega_D . \tag{48}
\]
where \( g_\mathcal{D} \) and \( \omega_\mathcal{D} \) denote the metric and symplectic form (1st and 2nd line at (48) respectively) induced by the divergence on \( \mathcal{M} \times \mathcal{M} \). The resulting closed two-form \( \omega_\mathcal{D} = 0 \) is equivalent to that derived in (37). Similar for its symmetric counterpart \( g_\mathcal{D} \) whose components are (46).

The second condition motivated by the fact that we are interested into expressing the above quantity as \( \partial \bar{\partial} D \), the conditions discussed above, and hence the geometries should be satisfied on \( \mathcal{M} \) respectively).



This means that the geometry that arises from the Rényi divergence, \( \gamma \), belongs to the family of divergences that can be expressed as in Eq. (16) using \( \Phi(x) \) as given by

\[
\Phi(x) = \log \sum_{s \in S} e^{x(s)}, \quad \text{with} \quad x(s) := \log p(s). \tag{51}
\]

This means that the geometry that arises from the Rényi divergence is susceptible of being complexified. Furthermore, when evaluated on arguments that correspond to probability distributions (i.e. \( x^a = \log p^a \) and \( y^a = \log q^a \)), we note that the first two terms in Eq. (16) vanish, and therefore Rényi’s divergence itself serves as the Kähler potential.

We now show that the two conditions for complexification, discussed in the previous subsection, are satisfied by product manifolds \( \mathcal{M} \times \mathcal{M} \) endowed by a geometry induced by Rényi’s divergence. For this, we adopt the complex coordinate \( w^a = x^a + iy^a \in \mathcal{C} \) with \( x^a = \log p^a \) and \( y^a = \log q^a \) for \( p, q \in \mathcal{M} \). Using these coordinates, one finds that

\[
- \frac{1}{\kappa} \mathcal{D}_\gamma(x, y) = \log \sum_{a=1}^{n} \exp(\bar{\Gamma} w^a + \gamma \bar{w}^a) \tag{52a}
\]

where we are using the shorthand notations \( \Gamma = \frac{1}{2}(\alpha_- + i \alpha_+) \) and \( z^a = \exp(x^a) \). In this manner, \( \Phi(\alpha_+ x + \alpha_- y) \) (or, equivalently, Rényi, \( \mathcal{D}_\gamma(x, y) \)) can be identified as the Kähler potential for the product manifold.

The resemblance between the induced symplectic form in Eq. (36) and the connections (37) at the previous section to the well-known Fubini-Study metric and its connection are suggestive of the complex-projective spaces, \( \mathbb{C}P^n \) \cite{60}. Unfortunately complexification of the local charts do not preserve the functional form of (36) and (37). However, under special circumstances such as \( \gamma = 1 \) restriction to the diagonal \( \Delta_p \) does lead to \( \mathbb{C}P^n \) upon complexification. Disregarding the pure holomorphic and anti-holomorphic functions of the divergence, the link function of the deformed Legendre transform can be directly read as the Kähler potential as follows:

\[
\mathcal{K}(z, \bar{z}) = C(z, \bar{z}) = \log(1 + z_a \bar{z}^a), \tag{53}
\]

hence generating the Fubini-Study metric given by

\[
g_{ab} = \frac{1}{1 + z_a \bar{z}^a} \left( \delta_{ab} - \frac{z^a \bar{z}^b}{(1 + z_a \bar{z}^a)} \right). \tag{54}
\]

The case of complex dimension \( n = \dim_{\mathbb{C}} \mathcal{M} = 1 \) (two real dimensions), that is \( \mathcal{M} = \mathbb{C}P^1 \subset \mathbb{C}^2 \) is of particular interest to physical systems. Indeed, from a group-theoretic perspective, this manifold corresponding to the coset group \( SU(2)/U(1) \) (isomorphic to the Riemann sphere \( S^2 \simeq \mathbb{C}P^1 \)) is crucially important to the coherent state formulation \cite{43,61} and the geometric quantization of the spin \cite{48}. In addition, \( \mathbb{C}P^1 \) describes pure quantum states whose direct product enables a nice geometric formulation of entangled systems \cite{44}, to name a few.

The connection on this manifold corresponds to the canonical 1-form, which is now determined by its Kähler potential

\[
\mathcal{A} = i \left( \partial - \bar{\partial} \right) \mathcal{K} = i \left( \frac{z_a d \bar{z}^a - \bar{z}_a dz^a}{1 + z_a \bar{z}^a} \right) \tag{55}
\]

via Dolbeault operators \cite{62}. This gauge-field is consistent with the expression obtained for the connection 1-form found in Eq. (36).

Let us now show how quantization of the 2-sphere restricts the allowed values for \( \gamma \). As the Poincare lemma tells us every closed form is locally exact, the existence of closed forms failing to be exact is as an aspect of the nontrivial topology of the manifold. This featured is captured by cohomology classes \( \mathcal{H}^k(\mathcal{M}, \mathbb{R}) \) whose members are closed yet globally not exact k-forms. In this sense, the Kähler form belongs to \( \mathcal{H}^2(\mathcal{M}, \mathbb{R}) \). The single-valuedness of points on the manifold would require the \( \omega_\mathcal{D} \) to belong to a cohomology class \( \mathcal{H}^2(\mathcal{M}, \mathbb{R}) \). Therefore it’s symplectic two-form must be an integer multiple of \( \omega_\mathcal{D} \). Hence the covariant derivative is \( \nabla_a = \partial_a - ik \partial_a \mathcal{A}_a \) with \( k \in \mathbb{Z} \) \cite{63}, the same for its anti-holomorphic counterpart.
The holomorphic polarization (see Appendix A) imposes the condition $\nabla_{\bar{z}} \psi = 0$ for $\psi$ a wave function, with $\psi$ a function whose squared module gives a the probability density — closely resembling wave functions in quantum mechanics. This results in
\[
\left( \partial_z + \frac{k}{2} \frac{z^a}{1 + z_a \bar{z}^a} \right) \psi = 0 .
\] (56)
This implicit equation is solved by physical solutions $\psi_{\text{phys}}$ of the form
\[
\psi_{\text{phys}} = \exp \left( - \frac{k}{2} \log(1 + z_a \bar{z}^a) \right) f(z) ,
\] (57)
with $f(z)$ an holomorphic function. The resulting probability density $|\psi_{\text{phys}}|^2$, reads
\[
P(z) = \frac{|f(z)|^2}{(1 + z_a \bar{z}^a)^k} .
\] (58)
The holomorphic function $f(z)$ can be expanded in the basis $\{1, z, z^2, ..., z^k\}$ as higher powers would imply $P(z)$ to diverge, hence a Hilbert space of finite dimension as $\psi_{\text{phys}}$ is defined over the 2-sphere.

Just as holomorphic polarization results into exponential family for $\gamma = 0$ (Appendix A), one recovers the Rényi max-entropy distributions as a polarization of the manifold. Identifying $\gamma = \frac{1}{k}$, we quickly realize (keeping the sign of $\gamma$) that $k \in \mathbb{Z}_+$ restricts $\gamma \in (0, 1]$ coinciding with $\alpha \in (-1, 1)$ of positive curvature discussed in Ref. [7]. Although ruled out by the polarization, it is interesting to notice that considering $\gamma \notin (0, 1]$ would result into the manifold having hyperbolic topology and becoming non-compact, hence not being susceptible to complexification. These results establish $\gamma \in (0, 1]$ as values of special interest, which do not include $\gamma = 0$ — that corresponds to conventional dually-flat geometry, being related to the Shannon entropy.

V. THERMODYNAMICS OF EXPONENTIAL KOLMOGOROV-NAGUMO AVERAGES

In thermodynamics and statistical mechanics, the Legendre transform plays a crucial role relating intensive and extensive variables — where often one is easier to measure and control than its conjugate counterpart. Special attention was paid to universality of Legendre structure for the case of so-called generalized entropies [64]. In this section we investigate how generalized thermodynamic relationships can be recovered using non-trivial link functions — i.e. related to non-Shannon divergences.

Let us consider the study of systems subject to constraints on non-linear averages. A natural extension of standard linear (arithmetic) averages is found in the Kolmogorov-Nagumo average given by [65, 66]
\[
\langle X \rangle_\gamma = g^{-1} \left( \sum_i p_i g(x_i) \right) ,
\] (59)
where $g$ is an increasing function. The linear average is recovered by setting $g(x) = x$, which can be shown to be the only one that satisfies two properties:

1. **Homogeneity**: $\langle aX \rangle = a \langle X \rangle$.

2. **Translation homogeneity**: $\langle X + c \rangle = \langle X \rangle + c$.

However, one can also consider averages satisfying only one of both conditions. The first requirement leads to the well-known class of Hölder means, with $g(x) = x^p$ [67]. In contrast, the second property leads to the class of so-called exponential means, where the $g(x) = \exp_p(x) = (e^{\gamma x} - 1)/\gamma$ , with the inverse function being given by $\ln_\gamma(x) = \frac{1}{\gamma} \ln(1 + \gamma x)$.

This second property above is of particular interest for thermodynamics, as it makes the thermodynamic relations independent of the particular value of the ground energy state (i.e., one can always subtract the ground energy value). Also, note that the arithmetic mean is recovered for $\gamma = 0$. Hence, we will focus on developing the thermodynamic implications of this second class of averages. Thermodynamics of Kolmogorov-Nagumo averages has been discussed in [68, 69]. However, the connection between exponential Kolmogorov-Nagumo means and generalized Legendre transforms has not been explored yet.

The exponential means lead to exponential Kolmogorov-Nagumo averages, which we will denote as
\[
\langle X \rangle_\gamma = \ln_\gamma \left( \sum_i p_i \exp_\gamma(x_i) \right) = \frac{1}{\gamma} \ln \left( \sum_i p_i e^{\gamma x_i} \right) .
\] (60)

Interestingly, the Rényi entropy can be naturally formulated by the exponential Kolmogorov-Nagumo average of Hartley information [70] (also known as the Shannon pointwise entropy [71]) $\ln 1/p_k$, as confirmed by a direct calculation:
\[
R_\gamma(P) = \frac{1}{1 - \gamma} \ln \left( \sum_i p_i e^{\gamma (\ln 1/p_i)} \right)
\]
\[
= \frac{1}{\gamma(1 - \gamma)} \ln \sum_i p_i^{1 - \gamma}
\] (61)
which is the Rényi entropy of order $1 - \gamma$ [72]. Note that while the $1/(1 - \gamma)$ factor in Eq. (61) is often not considered, there are two reasons for including it. First, the limit $\gamma \rightarrow 1$ leads to well-known Burg entropy given by $R_1 = -\sum_i \ln p_i$ [73]. Additionally, adding this factor simplifies the calculations presented in the next sections.

A. Thermodynamic equilibrium under the Rényi divergence

Let us consider now a system whose internal energy at state $i$ is given by $\epsilon_i$. Then, the Kolmogorov-Nagumo $\gamma$-average of energy is given as $U = \langle \epsilon \rangle_\gamma$. As discussed
above, the γ-average is not invariant to rescaling energies by a factor $\epsilon_i \mapsto \beta \epsilon_i$. To this end, let us define the rescaled internal energy

$$U_\gamma^\beta := \frac{1}{\beta}(\beta \epsilon)\gamma = \frac{1}{\beta} \ln \gamma \left( \sum_i p_i e^{\gamma (\beta \epsilon_i)} \right).$$  \hspace{1cm} (62)

The reason is that due to generalized mean inhomogeneity, $U$ does not have properly defined units (since units of $\exp(\epsilon_i)$ are not $J$.) By considering units of $[\beta] = J^{-1}$, $\beta \epsilon_i$ is dimensionless and $U_\gamma^\beta$ is the properly defined mean.

Let us now focus on the distribution that corresponds to $U_\gamma^\beta$ according to the maximum entropy principle. The distribution $\pi_i$ that maximizes the Rényi entropy while satisfying a given γ-average level of energy can be found by using the method of Lagrange multipliers with the Lagrange function $\mathcal{L} = R_\gamma - \alpha_0 \sum_i p_i - \alpha_1 \frac{1}{\beta}(\beta \epsilon)\gamma$. A direct calculation shows that $\pi_i$ is the solution of the following equation:

$$\frac{1}{\gamma} \sum_k \frac{\pi_k^{-\gamma}}{\pi_k} - \alpha_0 - \alpha_1 \frac{\gamma}{\beta \gamma} \sum_k \pi_k e^{\beta \epsilon_k} = 0. \hspace{1cm} (63)$$

By multiplying the equation by $\pi_i$ and summing over $i$, one obtains that $\alpha_0 = 1 - \frac{\alpha_1}{\beta}$, which leads to

$$\frac{\pi_k^{-\gamma}}{\sum_k \pi_k^{-\gamma}} - 1 = \frac{\alpha_1}{\beta} \left( \frac{e^{\gamma \beta \epsilon_k}}{\sum_k \pi_k e^{\gamma \beta \epsilon_k}} - 1 \right). \hspace{1cm} (64)$$

Above, the Lagrange parameter $\alpha_1$ is chosen such that one recovers standard thermodynamic relationships. To this end, we identify that $\alpha_1 = \beta$ (which is the standard relation between the Lagrange multiplier and inverse temperature), which gives us

$$\pi_i = \left( \frac{ \sum_k \pi_k e^{\gamma \beta \epsilon_k} }{ \sum_k \pi_k^{-1} } \right)^{1/\gamma} \frac{1}{\gamma} \exp(-\beta \epsilon_i). \hspace{1cm} (65)$$

From the fact that $\sum_k \pi_k = 1$, one finds that

$$\ln \sum_k e^{-\beta \epsilon_k} = \frac{1}{\gamma} \ln \sum_k \pi_k^{-1} - \frac{1}{\gamma} \ln \sum_k \pi_k e^{\gamma \beta \epsilon_k} = (1 - \gamma) \ln \sum_k e^{-\beta \epsilon_k}, \hspace{1cm} (66)$$

where $\Psi_\gamma = R_\gamma - \beta U_\gamma^\beta$ is the free entropy (also called Massieu function).

Note that while the obtained equilibrium distribution in Eq. (65) is Boltzmann, the thermodynamic quantities are nonetheless different from the case of ordinary thermodynamics based on Shannon entropy and linear averages. In fact, Eq. (66) implies that the relation between the free entropy and the logarithm of the partition function differs by the term $-\gamma R_\gamma$, which vanishes only for $\gamma = 0$. Interestingly, it is still possible to derive the free energy by plugging in the equilibrium distribution into internal energy and Rényi entropy as

$$F_\gamma(\pi) = U_\gamma^\beta(\pi) - \frac{1}{\beta} R_\gamma(\pi) = \frac{1}{\beta (\gamma - 1)} \ln \sum_k e^{(\gamma - 1)\beta \epsilon_k}. \hspace{1cm} (67)$$

Above, note that one recovers the ordinary relation between the free energy and the partition function for $\gamma = 0$.

Let us now derive thermodynamic relationships, which will be intrinsically linked with a generalized Legendre structure. The partial derivative of $R_\gamma$ evaluated at the equilibrium distribution is given by

$$\frac{\partial R_\gamma}{\partial p_i}(\pi) = \frac{1}{\gamma} \ln \left( \frac{\sum_i p_i e^{\gamma \beta \epsilon_i}}{\gamma \sum_k \pi_k e^{\gamma \beta \epsilon_k}} \right) = \frac{1}{\gamma} \left( \frac{\sum_i p_i e^{\gamma \beta \epsilon_i}}{\gamma \sum_k \pi_k e^{\gamma \beta \epsilon_k}} \right) = 1. \hspace{1cm} (68)$$

Thus, a direct calculation shows that the link function of the Rényi divergence (see Eq. (23)) between the thermodynamic gradient $\nabla R_\gamma$ and $p - \pi$ is closely related to the energy difference

$$C(\nabla R_\gamma, p - \pi) = \frac{1}{\gamma} \ln (1 + \gamma \nabla R_\gamma \cdot (p - \pi)) = \frac{1}{\gamma} \ln \left( \frac{\sum_i p_i e^{\gamma \beta \epsilon_i}}{\sum_k \pi_k e^{\gamma \beta \epsilon_k}} \right) = \frac{1}{\gamma} \delta_\gamma(\pi \mid \pi). \hspace{1cm} (69)$$

Therefore, the Bregman divergence obtained from the generalized Legendre transform of Rényi entropy can be expressed as the free energy difference between the initial distribution and equilibrium distribution:

$$F_\gamma(p) - F_\gamma(\pi) = \Delta U_\gamma^\beta - \frac{1}{\beta} \Delta R_\gamma = \frac{1}{\gamma} \ln \left( \frac{\sum_i p_i e^{\gamma \beta \epsilon_i}}{\gamma \sum_k \pi_k e^{\gamma \beta \epsilon_k}} \right) = \frac{1}{\gamma} \ln \left( \frac{\sum_i p_i e^{\gamma \beta \epsilon_i}}{\gamma \sum_k \pi_k e^{\gamma \beta \epsilon_k}} \right) = \frac{1}{\gamma} \delta_\gamma(\pi \mid \pi). \hspace{1cm} (70)$$

The fact that $\delta_\gamma(\pi \mid \pi) \geq 0$ implies that $\Delta F_\gamma$ is always positive, and therefore the free energy is minimized by the equilibrium distribution. The implications of this for thermodynamic scenarios are developed in the next section.

Let us finally note that while the free energy is obtained by a regular Legendre transform on the macroscopic level (i.e., it is still defined as $F = U - TS$), due to the generalized mean, it is obtained as a generalized Legendre transform on the mesoscopic (i.e., probability) level, compare Eqs. (67) and (70).

### B. Non-equilibrium stochastic thermodynamics under the Rényi divergence

Let us now focus on the case of non-equilibrium stochastic thermodynamics for the case of Rényi entropy with exponential Kolmogorov-Nagumo average. Stochastic thermodynamics [74] recently became an important topic of non-equilibrium statistical physics. There have been several attempts to apply stochastic thermodynamics for the case of generalized entropies, as [75]. Nonetheless, there is no study that would be focused on the stochastic thermodynamics of Kolmogorov-Nagumo averages yet.
| Quantity                          | Shannon framework | Rényi framework |
|---------------------------------|-------------------|-----------------|
| Link function                   | $C(\xi, \eta) = \xi^k \eta_k$ | $C_\gamma(\xi, \eta) = \frac{1}{\gamma} \log(1 + \gamma \xi^k \eta_k)$ |
| Divergence                      | $\mathcal{D}_{KL}(p||q) = \int p(x) \log \frac{p(x)}{q(x)} dx$ | $\mathcal{D}_\gamma(p||q) = \frac{1}{\gamma} \int p^{\gamma+1}(x) e^{-\gamma(x)} dx$ |
| Entropy                          | $S(p) = -\sum_k p_k \log p_k$ | $R_\gamma(p) = \frac{1}{\gamma} \log \sum_k p_k^{\gamma}$ |
| Kolmogorov-Nagumo function      | $g(x) = x - g^{-1}(x)$ | $g(x) = \frac{x}{\gamma+1}, \quad g^{-1}(x) = \frac{1}{\gamma} \log(1 + \gamma x)$ |
| Internal energy                 | $U = \sum_k p_k e_k$ | $U_\gamma = \frac{1}{\gamma} \log \left( \sum_k p_k e^{\gamma e_k} \right)$ |
| Heat rate                       | $Q = \sum_k \dot{p}_k e_k$ | $Q_\gamma^2 = \frac{1}{\gamma^2} \sum_k p_k e^{\gamma^2 e_k}$ |
| Work rate                       | $W = \sum_k p_k \dot{e}_k$ | $\dot{W}_\gamma^\beta = \sum_k p_k e^{\gamma e_k}$ |
| Equilibrium free energy         | $F(\pi) = -\frac{1}{\beta} \log \sum_k e^{-\beta e_k}$ | $F_\gamma(\pi) = \frac{1}{\gamma} \log \sum_k e^{(\gamma-1) e_k}$ |
| Non-equilibrium free energy     | $F(p) = F(\pi) + \frac{1}{2} \mathcal{D}_{KL}(p||\pi)$ | $F_\gamma(p) = F_\gamma(\pi) + \frac{1}{2} \mathcal{D}_\gamma(p||\pi)$ |

TABLE I. Comparison of the relevant quantities for Shannon’s and Rényi’s framework. Quantities from the Shannon framework can be recovered by taking $\gamma \to 0$.

We start by re-stating the first law of thermodynamics for the total energy measured as a Kolmogorov-Nagumo average, which reads as follows:

$$\frac{dU^\beta}{dt} = \dot{Q}_\gamma^\beta + \dot{W}_\gamma^\beta,$$  \hspace{1cm} (71)

where the work and heat flow into the system of interest are given by

$$\dot{W}_\gamma^\beta = \sum_i \dot{p}_i(t) e^{\gamma \beta \epsilon_i} \quad \text{and} \quad \dot{Q}_\gamma^\beta = \frac{1}{\beta \gamma} \sum_i \dot{p}_i(t) e^{\gamma \beta \epsilon_i}.$$  \hspace{1cm} (72)

Let us show validity of second law for the case of Rényi entropy with Kolmogorov-Nagumo exponential mean for the case of arbitrary non-equilibrium process driven by the linear Markov dynamics. To this end, we consider (linear) master equation given by

$$\dot{p}_i(t) = \sum_j \left( w_{ij} p_j(t) - w_{ji} p_i(t) \right),$$  \hspace{1cm} (73)

where $w_{ij}$ is the transition rate. Additionally, let us assume that the stationary distribution satisfies detailed balance, i.e.

$$\frac{w_{ij}}{w_{ji}} = \frac{\pi_i}{\pi_j} = e^{\beta (\epsilon_j - \epsilon_i)}.$$  \hspace{1cm} (74)

In appendix B, we will show that the entropy production rate, i.e.,

$$\dot{\Sigma}_\gamma = \dot{R}_\gamma - \beta \dot{Q}_\gamma^\beta \geq 0,$$  \hspace{1cm} (75)

which is nothing else than the second law of thermodynamics. Please note that Eq. (75) reveals a family of inequalities — indexed by $\gamma$ — that hold for any stochastic system whose dynamics are governed by a master equation as in Eq. (73) and satisfy detail balance as in Eq. (74). However, the constraints of the system will determine which values of $\gamma$ are physically useful: linear constraints yield to a Shannon-type second law (with $\gamma = 0$), while non-linear Kolmogorov-Nagumo constraints lead to Rényi-type second law (with $\gamma \neq 0$).

Additionally, it is possible to combine the first and second law of thermodynamics (Eqs. (71) and (75)) to find an expression for the total work of the system, denoted by $W^{\text{tot}}$. By associating the changes in free energy $\Delta F_\gamma$ with reversible work, denoted by $W^{\text{rev}}$, a direct calculation shows that

$$W^{\text{tot}} = W^{\text{rev}} + W^{\text{irr}} = \frac{1}{\beta} \mathcal{D}_\gamma(p||\pi) + \frac{1}{\beta} \Delta \Sigma_\gamma,$$  \hspace{1cm} (76)

where $W^{\text{irr}}$ corresponds to irreversible work. Overall, this result shows that — similarly as for the case of standard thermodynamics [76, 77] — the reversible work due to changes in free energy corresponds to an informational difference between non-equilibrium and equilibrium distributions, while the irreversible work is related to the entropy production.

Let us finally mention that the trajectory thermodynamics remains in the same form as in the ordinary stochastic thermodynamics. For this, we define the trajectory entropy is defined in a standard way as $s_t = -\log p(x(t), t)$, which is justified by the fact that its Kolmogorov-Nagumo exponential average gives back the Rényi entropy (see Section V A). The trajectory entropy production is then defined as $\Delta s_t = \Delta s_t - \beta \Delta q_t$, where $\Delta q_t$ is the stochastic heat. Detailed fluctuation theorem then holds in the common form [78], i.e.,

$$\frac{P(\Delta s_t)}{P(-\Delta s_t)} = e^{\Delta s_t},$$  \hspace{1cm} (77)

where $P$ is the probability distribution under a reverse protocol. Therefore, on the trajectory level the relations remain exactly the same as for the case of ordinary Shannon-Boltzmann-Gibbs framework.

The relation to the integrated fluctuation theorem is then given by the connection between trajectory quantities and ensemble quantities, since the ensemble average is given by

$$\langle Y \rangle_\gamma = \ln \gamma \int P(x(t)) \exp_\gamma(Y(x(t))),$$  \hspace{1cm} (78)
where \( \mathcal{P} x(t) \) is the the path integral measure. The integrated fluctuation theorem can then be formulated as

\[
\langle e^{\Delta s_i} \rangle_\gamma = 1. \tag{79}
\]

A direct application of Jensen’s inequality yields \( \langle \Delta s_i \rangle \geq 0 \), thus recovering again the second law of thermodynamics.

VI. CONCLUSIONS

The Legendre transform, a fundamental piece of classic and contemporary physics, has a direct but non-trivial correspondence with the dually-flat geometry of statistical manifolds induced by Shannon’s entropy and the Kullback-Leibler divergence. This paper explores deformations of the Legendre transform and its consequences on symplectic geometry, complexification, and stochastic thermodynamics. Taken together, these results pave the way towards a novel, rigorous, and encompassing understanding of physical systems that are not well-described by classic information-theoretic quantities.

A. Towards a better understanding of non-cannonical pairs and Rényi’s curvature

The role of the Legendre transform on analytical mechanics differs from that in information geometry: in the latter dual coordinates refer to different descriptions of the same point, whereas in the former they refer to an isomorphism between the tangent and cotangent bundles. In flat geometry the symplectic form of the cotangent bundle is equivalent to a canonical area form at the product manifold. In contrast, our results show that this equivalence is broken if the manifold is curved. Interestingly, this implies that a deformation of the regular Legendre transform results into the failure of the natural coordinates to form a canonical pair. Furthermore, an analysis of the deformed symplectic form and flow that arises in curved manifolds reveals a new understanding of the family of maximum Rényi entropy distributions, which are found to form sets of points flowing along the integral curves of the flow.

The departure of the symplectic form of the product manifold from the cotangent bundle provides a promising lead to study coupled physical systems, with non-canonical coordinates — like the pair induced by the Rényi geometry — being subjects of special interest. For instance, there have been studies on the consequences of deformations in the symplectic form in field theory [79], and in \( \mathbb{C}P^n \) Kähler oscillators where deformations to the symplectic structure via magnetic field are explored [46, 47]. Also related phenomena has been studied in Fermi liquids under an external magnetic field, where the the magnetic field couples to Berry’s curvature deforming the symplectic form. Such deformations have been shown to have strong consequences for observables, as the invariant phase volume is modified via a topological invariant [80, 81]. An interesting avenue for future research is to investigate if there are divergences that can recapitulate these deformations, providing a mathematical scaffolding for the study of such systems.

In this work we have established a broad range of nonzero \( \gamma \) values relevant not only from a mathematical perspective; Both symplectic topology and Kähler manifolds are sensitive to the topology rather than local changes in geometry. But also, to the physical systems to which it now connects to. In particular, our results show that \( \gamma = 1 \) correspond to a special case that is associated with the \( \mathbb{C}P^1 \) manifolds relevant across various fields such as coherent states [43], worldline formalism [82], Kähler oscillators [46, 47] and entanglement [44] to name a few. Via geometric quantization methods, our results show that holomorphic polarization leads to \( \gamma \in (0, 1] \). This reveals a further array of values of interest outside of the conventional \( \gamma = 0 \) that characterizes the conventional dually-flat, Shannon systems.

B. Unveiling the impact of constraints and dynamics on thermodynamic relationships

From the point of view of thermodynamics, the Rényi entropy allows a natural description of systems where the internal energy corresponds to a Kolmogorov-Nagumo average. In practice, this means that the relevant constraints that characterise the system are non-linear. We found that the generalized Legendre transform of Rényi entropy leads to the free entropy, which is in turn directly related to the entropy production of the system. Furthermore, our results show that most thermodynamic relations, including the second law of thermodynamics and fluctuation theorems, can be naturally extended for these systems when their relationships are adequately recast in terms of the deformed Legendre transform.

It is relevant to mention that generalized entropies — as the Rényi entropy — do not only emerge in the case of non-arithmetic means as constraints. As discussed in Ref. [75], generalized entropies also naturally emerge in systems that obey a non-linear master equation with ordinary arithmetic average (e.g. as the constraint for the internal energy). Perhaps surprising, it has been argued that in equilibrium thermodynamics different entropies and constraints can lead to the same equilibrium distribution [83]. Similarly, for the case of non-equilibrium processes, our results imply that a combination of particular dynamics (exact form of the Fokker-Planck/master equation), detailed balance (connecting stationary distribution with the equilibrium distribution), and energetic constraint can also lead to the same entropic functional. The exact combination of thermodynamic and dynamic relations depends on the particular choice of physical system. The investigation of how to better characterise equivalent classes of dynamics and constraints that lead
to similar phenomena is an important topic that deserves further investigation.

C. Departing thoughts

The results presented here establish a first step in uncovering the consequences of the relationship between generalized Legendre transforms and curved statistical manifolds have for physical systems. We hope that this investigation may foster future work on these important implications, which may reveal other hidden threads connecting seemingly dissimilar approaches — such as the one revealed here relating non-Shannon entropies and non-cannonical coordinates. Such investigations may lead towards a principled and unified understanding of physical systems that are not well-described by traditional approaches, providing solid foundations to support and guide some of today’s effective but ad-hoc procedures of analysis.
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Appendix A: Complex Polarizations

This appendix illustrates the method of holomorphic polarization, which establishes a intimate relation between link functions and natural families. For a given Kähler manifold one can choose a polarization. A holomorphic polarization has the consequence that physical states are represented as holomorphic functions, and thereby generalizing Bargmann-Segal’s (Fock) spaces that are relevant to coherent states. The complex polarization is a condition determined by

$$\nabla_a \psi = \left( \partial_a + \frac{1}{2} \partial_a \mathcal{K}(z, \bar{z}) \right) \psi = 0,$$  
(A1)

where the connection is determined by the Kähler potential over the manifold. This polarization implies that the commutator $[\nabla_a, \nabla_b] = 0$ and, hence the system described at (A1), is integrable. It’s general solution is given by

$$\psi_{\text{phys}} = \exp\left[ - \frac{1}{2} \mathcal{K}(z, \bar{z}) \right] \phi(z).$$  
(A2)

In the context of statistical manifolds, $\mathcal{K}(z, \bar{z})$ corresponds to a link function $C(z, \bar{z})$. Therefore, Eq. (A2) corresponds to a natural family of distributions — e.g., the flat geometry $C^0$ is described by $C(z, \bar{z}) = z^a \bar{z}^a$ which leads to the exponential family, whereas a link function of the form of Eq. (53) yields Rényi’s natural family. The resulting physical Hilbert space is

$$\mathcal{H}_{\text{phys}} = \left\{ \phi(z) \left| \int_{\mathcal{M}} |\phi|^2 e^{-C(z, \bar{z})} \omega^n < \infty \right. \right\},$$  
(A3)

where $\omega^n$ denotes the manifold’s volume form. In other words, one considers square-integrable global sections that are covariantly constant along $\nabla_a$.

Appendix B: Proof of the second law of thermodynamics for systems described by Kolmogorov-Nagumo averages

For simplicity, let us consider a scenario of pure relaxation, where no work is exerted on the system — thus, $\epsilon_i$ is time-independent. The time derivative of entropy and heat rate over temperature can be found to be

$$\dot{R}_\gamma = \frac{1}{\gamma} \sum_{ij} \left( w_{ij} p_j - w_{ji} p_i \right),$$  
$$\frac{\beta Q^\gamma_i}{\gamma} = \frac{1}{\gamma} \sum_{ijk} \left( w_{ij} p_j - w_{ji} p_i \right) \frac{e^{\gamma \beta_{i}}}{\sum_k p_k e^{\gamma \beta_k}}$$  

where $i = 1, 2, \ldots, n$.

Above, the explicit dependence of $p_i(t)$ on time is omitted for simplicity. The entropy production rate can be then expressed as

$$\dot{\Sigma}_\gamma = \frac{1}{\gamma} \sum_{ij} \left( w_{ij} p_j - w_{ji} p_i \right) \left[ \frac{p_i^{-\gamma}}{\sum_k p_k^{-\gamma}} - \frac{e^{\gamma \beta_{i}}}{\sum_k p_k e^{\gamma \beta_k}} \right]$$
$$\times \left[ \frac{p_i^{-\gamma}}{\sum_k p_k^{-\gamma}} - \frac{e^{\gamma \beta_{i}}}{\sum_k p_k e^{\gamma \beta_k}} \right]$$  
(B3)

Furthermore, by using Eq. (68) one can find that

$$\sum_k \pi_k e^{\gamma \beta_k} \pi_i^{-\gamma} = \frac{\pi_i^{-\gamma}}{\sum_k \pi_k e^{\gamma \beta_k}}.$$  
(B4)

Let us now define $P_i = \frac{\pi_i^{-\gamma}}{\sum_j \pi_j \pi_i^{-\gamma}}$ and $\Pi_i = \frac{\pi_i^{-\gamma}}{\sum_j \pi_j \pi_i^{-\gamma}}$ as shorthand notations. We can then find that

$$\dot{\Sigma}_\gamma = \frac{1}{\gamma} \sum_{ij} w_{ij} p_j \left( \frac{\Pi_i P_j}{P_i} \right)^{-1/\gamma} - 1 \left( P_j - \Pi_j \right).$$  
(B5)
By using inequality $\gamma(x^{-1/\gamma} - 1) \geq \log(1/x)$ for $\gamma > 0$ we obtain

$$\sum_{x} \geq \frac{1}{\gamma} \sum_{ij} w_{ij} p_i \log \left( \frac{P_i}{P_j} \right) (P_i - P_j) =: \mathcal{J}$$

which can be expressed as

$$\mathcal{J} = \frac{1}{\gamma} \sum_{ij} w_{ij} p_i \log \left( \frac{w_{ij} p_i}{w_{ij} p_j} \right) (P_i - P_j)$$

By then using $\log(1/x) \geq 1 - x$, one can obtain the following inequality:

$$\mathcal{J} \geq \sum_{ij} w_{ij} p_i (P_i - \Pi_i) - \sum_{ij} w_{ij} p_j (P_j - \Pi_j)$$

Above, the first term is zero since $\sum_j w_{ij} = 0$, and the second term is equal to $-\Sigma_{\gamma}$. Thus, one finally finds that $\Sigma_{\gamma} \geq -\Sigma_{\gamma}$, which in turn leads to $\Sigma_{\gamma} \geq 0$.
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