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Abstract—In this paper, a novel optimization algorithm, called the acceleration-aided particle swarm optimization (A-APSO), is proposed for reliable dynamic spectrum sensing in cognitive radio networks. In A-APSO, the acceleration variable of the particles in the swarm is also considered in the search space of the optimization problem. We show that the proposed A-APSO based spectrum sensing technique is more efficient in terms of performance than the corresponding one based on the standard particle swarm optimization algorithm.

Index Terms—Acceleration-aided particle swarm optimization, cognitive radio networks, cooperative spectrum sensing.

I. INTRODUCTION

Cognitive radio (CR) has emerged as a promising technology to give solutions to the continuously increasing traffic demand. Many techniques for efficient dynamic spectrum management in CR networks (CRNs) have been proposed so far. One of the most popular ones is the opportunistic use of spectrum, where unlicensed users are enabled to access licensed frequency bands detected to be idle [1]. However, allowing secondary users to utilize licensed bands requires reliable spectrum sensing of weak primary signals [2–4]. To this end, cooperative spectrum sensing is a new design paradigm in CRNs that can provide significant multiplexing and diversity gains.

Particularly, cooperative transmission can greatly improve the spectrum access opportunity as well as sharing efficiency for cognitive users with the help of cooperative relay nodes [5]. Various algorithms have been proposed so far for the implementation of efficient cooperative spectrum sensing in CRNs, just to mention [6–19] and references therein. Among them, particle swarm optimization (PSO) has recently proved to be a very handy technique for spectrum sensing and allocation in CRNs [12–19]. In a nutshell, the current research trend in the field is toward the determination of the optimum power allocation and the simplification of the relay selection process [5].
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Generally speaking, PSO is an effective computational method for optimizing continuous nonlinear functions [20–23]. It is a simple, fast and efficient stochastic swarm intelligence algorithm used in many discrete optimization problems [17]. PSO neither requires a differentiable objective function nor relies on a specific single variable initialization, while it is less complex than other evolutionary optimization methods, e.g., genetic algorithms [12], [13].

These merits render the PSO-based techniques attractive candidates for dealing with dynamic spectrum sensing in CRNs, which may involve non-convex and joint optimization of several parameters at the same time. Interestingly, it has been recently shown in [16] that a particularly tailored PSO algorithm is capable of further improving the computational complexity by considering the tradeoff between the detection performance and optimization time of the spectrum sensing process in CRNs.

The standard PSO method, originally proposed by Kennedy and Eberhart in [20] and later refined by Shi and Eberhart in [21], [22], has been applied in several scientific fields, such as in optimization analysis, computational intelligence, and scheduling applications. More than thirty PSO variants have been proposed so far to achieve accelerated results, just to mention [24], [25]. However, existing algorithms neglect the acceleration factor of the particles in the swarm, whereas they adopt the term “accelerated” to characterize their convergence rate. Besides, in other techniques inspired from physics-based modeling, such as in [26], spring type forces among swarm particles may cause acceleration discontinuities or possible swarm splitting and overall anomalies in behavior.

In this paper, we propose a novel robust spectrum sensing technique for CRNs, employing an optimization algorithm, namely acceleration-aided PSO (A-APSO), inspired from recent applications in signal processing [27], [28]. Particularly, derived from physics laws, A-APSO enriches the swarm intelligence theory with the involvement of the acceleration factor of the swarm in the model equations. In the sequel, we describe in detail the A-APSO based spectrum sensing algorithm, and we finally compare its performance with the standard PSO-based method [18]. Interestingly, in the proposed swarming model, the obstacles mentioned above are avoided due to the refined observation of the swarm. However, this advantage comes at the cost of some complexity increase in the algorithm, which though is affordable thanks to the continuously growing availability in computational resources.
II. SYSTEM MODEL

We consider the cooperative spectrum sensing network of Fig. 1 consisting of $M$ CRs that send their locally sensed statistics to a fusion center. The binary hypothesis test, with $H_0$ and $H_1$ representing the hypothesis of signal being absent and present, respectively, at the $k$th time instant, is given by

$$H_0: r_m(k) = n_m(k), \quad m = 1, 2, \ldots, M,$$

$$H_1: r_m(k) = h_m s(k) + n_m(k), \quad m = 1, 2, \ldots, M,$$

(2)

where $s(k)$ is the transmitted signal from the primary user, $h_m$ and $n_m(k) \sim \mathcal{CN}(0, \sigma_m^2)$ denote the channel gain (being constant during the detection interval) and the zero-mean additive white Gaussian noise (AWGN) of variance $\sigma_m^2$, respectively, while $r_m(k)$ represents the received signal by the $m$th CR.

The $m$th CR (or $m$th secondary user) calculates the statistic

$$u_m = \sum_{k=0}^{N-1} |r_m(k)|^2$$

(3)

considering a detection interval of $N$ samples. The statistics received by the fusion center through the control channel are

$$y_m = u_m + z_m, \quad m = 1, 2, \ldots, M,$$

(4)

where $z_m \sim \mathcal{CN}(0, \delta_m^2)$ is zero-mean AWGN of variance $\delta_m^2$. The fusion center assigns non-negative weights $w_m \leq 1$ for $m = 1, 2, \ldots, M$ and calculates the global statistic

$$y_{fc} = \sum_{m=1}^{M} w_m y_m = w^T y,$$

(5)

where $w = [w_1 \ldots w_M]^T$ is the weight vector applied, and $y = [y_1 \ldots y_M]^T$ is the received vector by the fusion center.

III. PROBLEM FORMULATION

Given a targeted probability of false alarm $P_f$, the probability of detection $P_d$ can be calculated in terms of the transmitted power, $E_s = \sum_{k=0}^{N-1} |s(k)|^2$ (assumed to be known at the fusion center of the CRN), the weight vector $w$, and the channel power gain vector $g = [|h_1|^2 \ldots |h_M|^2]^T$ as

$$P_d = Q \left[ \frac{Q^{-1}(P_f) \sqrt{w^T aw} - E_s g^Tw}{\sqrt{w^T bw}} \right].$$

(6)

where $Q(x) = (1/\sqrt{2\pi}) \int_{x}^{\infty} e^{-t^2/2} dt$ is the Gaussian Q-function, and $a, b$ are $M \times 1$ vectors given by

$$a = 2N\text{diag}^2(\sigma) + \text{diag}(\delta),$$

$$b = 2N \text{diag}^2(\sigma) + \text{diag}(\delta) + 4E_s \text{diag}(g) \text{diag}(\sigma),$$

(7)

with $\sigma = [\sigma_1^2 \ldots \sigma_M^2]^T$ and $\delta = [\delta_1^2 \ldots \delta_M^2]^T$. In (7), $\text{diag}(\chi)$ denotes a square matrix with the entries of vector $\chi$ being in its main diagonal and zeros elsewhere.

The goal is to find the optimal weight vector that maximizes the probability of detection in (6), which is equivalent to the minimization of its argument, since $P_d(P_f)$ is a monotonically decreasing function. Thus, the optimization problem becomes

$$w_{opt} = \arg \min_w f(w),$$

(8)

where $f(w)$ is the fitness function to be optimized, given by

$$f(w) = \frac{Q^{-1}(P_f) \sqrt{w^T aw} - E_s g^Tw}{\sqrt{w^T bw}}.$$  

(9)

IV. A-APSO BASED SPECTRUM SENSING ALGORITHM

In this section, we introduce novel swarm model equations involving also the acceleration factor of the particles. To begin with, from Newton’s 2nd law, and after adopting notation $f^t \triangleq f(t)$ for mapping $t \mapsto f(t)$, velocity and position can be written in terms of the acceleration factor $a^t$ in discrete form as

$$v^t = v^{t-1} + a^t t,$$

$$x^t = x^{t-1} + v^{t-1} t + \frac{1}{2} a^t t^2.$$  

(10)

(11)

In standard PSO algorithm, let $v^t_i = [v_{i,1}^t \ldots v_{i,D}^t]^T$ and $x^t_i = [x_{i,1}^t \ldots x_{i,D}^t]^T$ be the velocity and position vectors of the $i$th particle at iteration $t$, where $D$ is the number of particle dimensions, and $i = 1, \ldots, S$, with $S$ being the size of the swarm. Let now $p^t_i = p_{i,1}^t \ldots p_{i,D}^t$ be the best (position vector) solution obtained from the $i$th particle up to iteration $t$, and $p^t_{b,i} = p_{b,1}^t \ldots p_{b,D}^t$ be the best (position vector) solution obtained from $p^t_i$ in the population at iteration $t$. In this case, we can adjust the velocity and position equations as

$$v_{i,d}^t = \omega v_{i,d}^{t-1} + c_1 \xi (p_{i,d}^{t-1} - x_{i,d}^{t-1}) + c_2 \eta (p_{b,d}^{t-1} - x_{i,d}^{t-1}),$$

(12)

$$x_{i,d}^t = x_{i,d}^{t-1} + v_{i,d}^{t-1} + \frac{1}{2} a_{i,d}^t t^2,$$

(13)

where $c_1$, $c_2$ are acceleration coefficients, $\xi, \eta$ are random numbers uniformly distributed in the $[0, 1]$ interval, $\omega$ is an inertia weight, and $d = 1, \ldots, D = M$. After comparison of the standard PSO equations and the updated ones, we notice the absence of the acceleration factor, which we define now as

$$a_{i,d}^t = c_1 \xi (p_{i,d}^{t-1} - x_{i,d}^{t-1}) + c_2 \eta (p_{b,d}^{t-1} - x_{i,d}^{t-1})$$

(14)

where $a_{i}^t = [a_{i,1}^t \ldots a_{i,D}^t]^T$ is the acceleration vector of the $i$th particle at iteration $t$. It is worth mentioning that the two terms on the right side of (14), which represent the cognitive and social components [26], respectively, are similar to elastic forces $f = k_e x$, where $k_e$ is the elastic
constant and x the distance vector from the center of mass (Hooke’s law).

Therefore, the velocity and position equations, considering also $t = 1$ in (10) and (11), can now be expressed as

$$v_{i,d}^{t} = \omega v_{i,d}^{t-1} + a_{i,d}^t,$$  

$$x_{i,d}^{t} = x_{i,d}^{t-1} + v_{i,d}^{t} + \frac{1}{2} a_{i,d}^t.$$  

(15)

(16)

The proposed A-APSO is described in detail in Algorithm 1, where the computation of the fitness values (FVs) can be performed with the aid of the procedure shown in Algorithm 2. Note that, the inverse Q-function $Q^{-1}(\cdot)$ is available as a built-in function in many mathematical software packages (e.g., in MATLAB it can be computed via the qfuncinv function). Additionally, in step (iv) of Algorithm 1 we can introduce further constraints on the acceleration behavior of swarm particles.

Algorithm 1 Novel A-APSO based sensing

(i) Set $t = 0$ and randomly generate $v_{i,d}^{t} \in [-v_{\text{max}}, v_{\text{max}}]$ and $x_{i,d}^{t} \in [0, 1]$, where $i = 1, \ldots, S$ and $v_{\text{max}}$ is the maximum selected velocity.

(ii) Compute FV for each particle in the swarm and set $p_i^t = [x_{i,1}^t \cdots x_{i,D}^t]^T$ and $b_i^t = [x_{b,1}^t \cdots x_{b,D}^t]^T$, where $b$ is the index of the particle with the highest (negative) value.

(iii) Set $t = t + 1$ and update velocity $v_{i,d}^{t}$ according to (15). If $v_{i,d}^{t} > v_{\text{max}}$, then $v_{i,d}^{t} = v_{\text{max}}$, while, if $v_{i,d}^{t} < -v_{\text{max}}$, then $v_{i,d}^{t} = -v_{\text{max}}$.

(iv) Define acceleration factor as in (14).

(v) Update position $x_{i,d}^{t+1}$ according to (16).

(vi) Compute the FV for each particle in the population. For the $i$th particle, if its FV is greater than the FV of $p_{i}^{t-1}$, then set $p_{i}^{t} = [x_{i,1}^t \cdots x_{i,D}^t]^T$, else $p_{i}^{t} = p_{i}^{t-1}$. If the $i$th particle’s FV is greater than the FV of $b_{i}^{t-1}$, then set $b_{i}^{t} = [x_{b,1}^t \cdots x_{b,D}^t]^T$. Else, if there is no particle with FV greater than the FV of $b_{i}^{t-1}$, then set $b_{i}^{t} = b_{i}^{t-1}$.

(vii) If $t$ equals the max iteration, terminate, else go to (iii).

Algorithm 2 Computation of the FVs used in Algorithm 1

1: Set $P_f$ and compute $Q^{-1}(P_f)$

2: Set $N$ and $E_s \leftarrow 0$

3: for $k = 0 : N - 1$ do

4: $s(k + 1) = 1$

5: $E_s = E_s + s(k + 1)^2$

6: end for

7: Set $\gamma$ and calculate $g = \gamma N / E_s$

8: Set $\sigma, \delta$ and calculate $a, b$

9: for $i = 1 : S$ do

10: Set $w$ (i.e., $p_i^t$ from Algorithm 1) and computation of $f(w)$

11: end for

V. SIMULATIONS AND DISCUSSIONS

Simulations were based on a targeted probability of false alarm equal to $P_f = 0.1$. The rest of system model parameters used are the number of CRs $M = 6$, the number of problem dimensions $D = 6$, the noise variance vectors $\sigma = \delta = [1 \ 1 \ 1 \ 1 \ 1 \ 1]^T$, the number of summary statistics (defining also the length of the detection interval) $N = 20$, and the transmitted primary signal $s(k) = 1$ for each time instant $k$. The algorithm parameters used are the acceleration coefficients $c_1 = c_2 = 2$, the inertia weight $\omega = 1$, the velocity range $[-v_{\text{max}}, v_{\text{max}}] = [-5, 5]$ (with $v_{\text{max}}$ being its maximum value), while $\xi, \eta$ are random numbers uniformly distributed within $[0, 1]$. The received signal-to-noise ratios (SNRs) at the CRs are $\gamma = [-2.7 - 1.2 - 4.4 - 4.5 - 6.7 - 4.7]^T$ dBs. Finally, our studies revealed that tuning the swarm size $S$ on the problem at hand is of minor importance in finding optimal solutions, as shown in Table I. However, in our problem, the optimal value that has been selected taking into account both performance and optimization is $S = 30$.

The performance of the proposed A-APSO over the standard PSO algorithm in terms of the optimization problem described in Section III is shown in Fig. 2. The curves have been extracted after 1000 realizations per iteration and linear interpolation with 100 query points. From Fig. 2(a) we can see that the proposed A-APSO algorithm has improved performance compared to the standard PSO over a number of 100 iterations. Further studies concerning the equation of position in (16) revealed certain sensitivity of the optimization performance to an extra coefficient $\epsilon$, referred to as $timestep parameter$ in (28), according to

$$x_{i,d}^{t} = x_{i,d}^{t-1} + v_{i,d}^t + \epsilon a_{i,d}^t.$$  

(17)

In Fig. 2(b) the performance of A-APSO taking into account $\epsilon = 2$ instead of $\epsilon = 0.5$, is shown to be even better when compared to the standard PSO algorithm.

VI. CONCLUSION

In this paper, we presented an improved version of the standard PSO algorithm, called A-APSO, which considers also the acceleration factor of the swarm particles in the associated model equations. The novel swarm intelligence algorithm has been employed for dynamic spectrum sensing in a cooperative cognitive radio network. The simulation results revealed that the proposed A-APSO is a promising tool for robust cooperative spectrum sensing, providing higher probabilities of detection than the standard PSO algorithm.
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Fig. 2. Performance comparison between PSO and A-APSO in terms of the probability of detection, $P_d$, vs. the number of iterations (1000 realizations per iteration and linear interpolation with 100 query points).
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