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Abstract
In this paper, we prove sharp $e^2$ decay estimates of non-negative generalized subharmonic functions on graphs with positive Laplacian spectrum, which extends the result by Li and Wang (J. Differential Geom. 58 (2001) 501–534) on Riemannian manifolds.
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1 \quad INTRODUCTION

Let $M$ be a complete, noncompact Riemannian manifold without boundary. For any $R > 0$, we write $B_R(x)$ for the ball of radius $R$ centered at $x$, and $\text{vol}(\cdot)$ for the Riemannian volume. We denote by $\mu_1(M)$ the bottom of the spectrum of the Laplace–Beltrami operator on $M$, and by $\mu_e(M)$ the bottom of its essential spectrum.

In 1975, Cheng and Yau [7] proved that if $M$ has polynomial volume growth, then $\mu_1(M) = 0$. Generalizing Cheng and Yau's result, Brooks [4, 5] proved that

$$\mu_e(M) \leq \frac{1}{4} \tau(M)^2,$$

where the volume entropy of $M$ is defined as

$$\tau(M) := \begin{cases} \limsup_{R \to \infty} \frac{1}{R} \log \text{vol}(B_R(p)), & \text{if } \text{vol}(M) = \infty, \\ \limsup_{R \to \infty} \left( -\frac{1}{R} \log \text{vol}(M \setminus B_R(p)) \right), & \text{if } \text{vol}(M) < \infty. \end{cases}$$
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For a compact nonempty $\Omega \subset M$, any noncompact connected component $\Pi$ of $M \setminus \Omega$ is called an end of $M$ with respect to $\Omega$. We denote by $\mu_1(\Pi)$ the bottom of the spectrum of the Laplace–Beltrami operator on $\Pi$ with Dirichlet boundary condition. Fix $p \in M$. We denote by $r(x) = d(x, p)$ the Riemannian distance function to the point $p$. We write $\Pi_R := \Pi \cap B_R(p)$ for $R > 0$ and

$$\Pi_{R_2}^{R_1} := \Pi \cap \{x \in M : R_1 \leq r(x) \leq R_2\}, \quad \text{for} \quad 0 < R_1 < R_2.$$ 

We say that $f$ is a generalized subharmonic function on $M$ if $\Delta f \geq -\mu f$ for some $\mu \in \mathbb{R}$.

In [23, chapter 22], Li and Wang [24] proved the following theorem on the $L^2$-decay estimates of generalized subharmonic functions, which leads to an improvement of the above result.

**Theorem 1.1** (Li–Wang). Let $M$ be a complete Riemannian manifold. Let $p \in M$ be a fixed point. Let $R_0 > 0$ be a real number. Suppose $\Pi$ is an end of $M$ with respect to $B_{R_0}(p)$ such that $\mu_1(\Pi) > \mu$ for some constant $\mu$. Let $f$ be a nonnegative generalized subharmonic function defined on $\Pi$,

$$\Delta f \geq -\mu f.$$

If $f$ satisfies the growth condition

$$\int_{\Pi_R} f^2 e^{-2ar} = o(R), \quad R \to \infty$$ 

with

$$a = \sqrt{\mu_1(\Pi) - \mu},$$

then it satisfies the decay estimate

$$\int_{\Pi_{\rho+1}} f^2 \leq \frac{2a + 1}{a^2} e^{-2ar} \int_{\Pi_{R_0+1}} e^{2ar} f^2$$

for all $\rho \geq 2(R_0 + 1)$.

**Remark 1.1.**

(i) One cannot replace the assumption of $o(R)$ by $O(R)$, which can be seen by considering a nonconstant bounded harmonic function $f$ on the hyperbolic space, see, e.g., [23, p. 277].

(ii) By this theorem, one can derive a stronger result than Brooks’ result (1) using a variant of $\tau(M)$ defined by replacing the limsup in the definition of $\tau(M)$ by the liminf, see, for example, [15] or Corollary 1.3.

The purpose of this paper is to extend Li–Wang’s result to graphs with positive spectrum. To reach the goal, we give a new proof of the Li–Wang estimate by introducing new test functions, which avoids some technical estimates in [24]. This is then robust enough to be extended to the setting of graphs.

We recall the setting of weighted graphs. Let $(V, E)$ be a locally finite, simple, undirected graph with the set of vertices $V$ and the set of edges $E$. Two vertices $x, y$ are called neighbors, denoted
by \( x \sim y \), if there is an edge connecting \( x \) and \( y \), that is, \( \{x, y\} \in E \). A graph is called connected if for any \( x, y \in V \), there are vertices \( z_i, 0 \leq i \leq n \), such that \( x = z_0 \sim \ldots \sim z_n = y \). We denote by

\[
d(x, y) = \min\{n \mid x = z_0 \sim \ldots \sim z_n = y\}
\]

the combinatorial distance between \( x \) and \( y \), that is, the minimal number of edges in a path among all paths connecting \( x \) and \( y \). We always assume that the graph \((V, E)\) is connected. Let

\[
w : E \to \mathbb{R}_+ := (0, \infty), \{x, y\} \mapsto w_{xy} = w_{yx}
\]

be an edge weight function, and

\[
m : V \to \mathbb{R}_+, x \mapsto m_x
\]

be a vertex weight function. For convenience, we extend \( w \) to \( V \times V \) by assigning \( w_{xy} = 0 \) to a pair \((x, y)\) with \( x \sim y \). We denote by

\[
|\Omega| := \sum_{x \in \Omega} m(\Omega), \quad \Omega \subset V
\]

the \( m \)-measure of \( \Omega \), and by \( \ell^p(V, m) \), \( p \in [1, \infty] \), the space of \( \ell^p \)-summable functions on \( V \) with respect to \( m \). For any function \( f : V \to \mathbb{R} \), we write

\[
\sum_{\Omega} f m = \sum_{x \in \Omega} f(x) m_x, \quad (3)
\]

whenever it makes sense. We call the quadruple \( G = (V, E, m, w) \) a weighted graph. For a weighted graph \( G \), the Laplace operator \( \Delta \) is defined as, for any function \( f : V \to \mathbb{R} \),

\[
\Delta f(x) := \sum_{y \in V} \frac{w_{xy}}{m_x} (f(y) - f(x)), \quad \forall x \in V.
\]

A function \( f \) on \( V \) is called harmonic (subharmonic, superharmonic, respectively) if \( \Delta f = 0 \) \((\Delta f \geq 0, \Delta f \leq 0 \), respectively\)

For the analysis on general weighted graphs, Frank, Lenz, and Wingert [9] introduced the so-called intrinsic metrics, see, for example, [1–3, 10, 12, 13, 15, 17–22] for recent developments. A \((pseudo) \) metric is a map \( \rho : V \times V \to [0, \infty) \), which is symmetric, satisfies the triangle inequality and \( \rho(x, x) = 0 \) for all \( x \in V \). For any \( R \in \mathbb{R}_+ \), we write \( B_R(x) := \{y \in V : \rho(y, x) \leq R\} \) for the ball of radius \( R \) centered at \( x \). A metric \( \rho \) is called an \textit{intrinsic} metric on \( G \), if for any \( x \in V \),

\[
\sum_{y \in V} w_{xy} \rho^2(x, y) \leq m_x.
\]

We denote by

\[
s := \sup_{x \sim y} \rho(x, y)
\]
the jump size of the metric $\rho$. In this paper, we only consider intrinsic metrics satisfying the following assumption.

**Assumption 1.1.** The metric $\rho$ is an intrinsic metric on $G$ such that

(i) for any $x \in V, R \in \mathbb{R}_+, B_R(x)$ is a finite set, and

(ii) $\rho$ has finite jump size, that is, $s < \infty$.

Note that for the combinatorial distance $d$, the jump size $s = 1$. The combinatorial distance $d$ is an intrinsic metric on $G$ if and only if

$$\sum_{y \in V} w_{xy} \leq m_x, \quad \forall x \in V.$$ 

In the following, for $\rho = d$, we always set $m_x := \sum_{y \in V} w_{xy}$, and the corresponding Laplacian is called the normalized Laplacian in the literature.

For any subset $K \subset V$, we write $\partial K = \{y \in V \setminus K : \exists x \in K, y \sim x\}$ for the vertex boundary of $K$, and $\bar{K} = K \cup \partial K$. For any $\Omega \subset V$, we denote by $\mu_1(\Omega)$ the bottom of the spectrum of the Laplacian with Dirichlet boundary condition on $\Omega$, that is, imposing zero boundary condition on $\partial \Omega$, and by $\mu_1(G) := \mu_1(V)$ the bottom of the spectrum of the Laplacian on $G$. We write $C_0(\Omega)$ for the set of functions of finite support, whose support is contained in $\Omega$. By the Rayleigh quotient characterization,

$$\mu_1(\Omega) = \inf_{f \in C_0(\Omega) \setminus \{0\}} \frac{\frac{1}{2} \sum_{x, y \in V} w_{xy} |f(x) - f(y)|^2}{\sum_{x \in V} f^2(x) m_x}.$$ 

Furthermore, we denote by $\mu_e(G)$ the bottom of the essential spectrum of the Laplacian on $G$.

Fix a vertex $x_0$. We denote by $r(x) = \rho(x, x_0)$ the distance function to $x_0$, and by

$$A^{R_2}_{R_1} := \{x \in V : R_1 \leq r(x) \leq R_2\}$$

the annulus of inner radius $R_1$ and outer radius $R_2$ for $0 < R_1 < R_2$. For any finite nonempty $\Omega \subset V$, we consider $V \setminus \bar{\Omega}$ as the induced subgraph on $V \setminus \Omega$. Any infinite connected component $\Pi$ of $V \setminus \Omega$ is called an end of $G$ with respect to $\Omega$. In general, when we say that $\Pi$ is an end we mean that $\Pi$ is an end of $G$ with respect to some finite $\Omega$. We write $\Pi_R = \Pi \cap B_R(x_0)$ for $R > 0$ and

$$\Pi^{R_2}_{R_1} := \Pi \cap A^{R_2}_{R_1}, \quad \text{for} \quad 0 < R_1 < R_2.$$ 

In this paper, we always use the following definition for the function $a(\cdot)$.

**Definition 1.1.** Let $G = (V, E, m, w)$ be an infinite weighted graph, and $\rho$ be an intrinsic metric satisfying Assumption 1.1 with jump size $s$. Given any $\mu \in \mathbb{R}$, we define

$$a_\mu(t) := \begin{cases} 
\frac{1}{s} \log(1 + s \sqrt{2(t - \mu)}), & \forall t \in (\mu, +\infty),
\log \frac{1 - \mu}{1-t} + \log \left(1 + \sqrt{1 - \left(\frac{t-1}{1-\mu}\right)^2}\right), & \forall t \in (\mu, 1),
\end{cases}$$

if $\rho \neq d$,
Remark 1.2. For our purposes, we distinguish two cases, whether \( \rho \) is the combinatorial distance \( d \) or not. Note that \( a = a_\mu(t) \) satisfies

\[
\frac{(e^{a t} - 1)^2}{2s^2} = t - \mu, \quad \text{for} \quad \rho \neq d, \quad \text{and}
\]

\[
\frac{(e^{a t} - 1)^2}{1 + e^{2a t}} = t - \mu, \quad \text{for} \quad \rho = d.
\]

The latter equation for \( \mu = 0 \) first appears in Fujiwara’s paper [11].

In this paper, we prove a discrete analog of Li and Wang’s result.

**Theorem 1.2.** Let \( G = (V, E, m, w) \) be an infinite weighted graph, and \( \rho \) be an intrinsic metric satisfying Assumption 1.1. Let \( \Pi \) be an end with \( \mu_1 : = \mu_1(\Pi) \). Let \( f \) be a nonnegative function satisfying \( \Delta f \geq -\mu f \) for some \( \mu < \mu_1 \). Let \( a = a_\mu(\mu_1) \), see Definition 1.1. If there exist \( R_i \to \infty, i \to \infty \), such that

\[
\sum_{\Pi_{R_i}^{R_i+3s}} f^2 e^{2at} m \to 0, \quad i \to \infty,
\]

then for \( R_0 \geq \max_{x \in \partial \Pi} r(x) \) and \( R \geq R_0 + 3s \),

\[
\sum_{\Pi_{R_0}^{R_0+3s}} f^2 m \leq C e^{2aR} \sum_{\Pi_{R_0}^{R_0+3s}} f^2 e^{2at} m,
\]

where \( C = \frac{7e^{10a s}}{s^2(\mu_1 - \mu)} \).

**Remark 1.3.**

(i) The condition in (4) is weaker than the following condition,

\[
\sum_{\Pi_{R}} f^2 e^{2ar} m = o(R), \quad R \to \infty,
\]

which is a discrete analog of (2), see Proposition 3.4.

(ii) For \( \rho = d \), by Proposition 3.2, \( \mu_1 < 1 \), which implies that \( a_\mu(\mu_1) \) is well-defined.

(iii) For \( \rho = d \), the result is sharp for homogeneous trees, see Example 1.1.

On Riemannian manifolds, for the proof of the case \( f \equiv 1 \), Brooks [4] introduced a test function which behaves as \( e^{ar(x)} \) for \( r(x) \leq L, L > 0 \), and \( e^{-ar(x)} \) for \( r(x) \geq L \). There are many generalizations of Brooks’ result on graphs, see, for example, [8, 11, 15, 25]. In particular, Haeseler, Keller, and Wojciechowski [15] proved Brooks’ result for general weighted graphs (with possibly unbounded Laplacians) admitting intrinsic metrics. For Riemannian manifolds, Li and Wang [24] introduced suitable test functions to extend the results for a generalized subharmonic function \( f \). It seems that Li and Wang’s test functions do not work in the graph setting. In particular, they derived a useful positive term from a mixed term, see [24, p. 9] or [23, p. 272]. In this paper, we introduce new test functions, see Section 2 or (15) for the definition, to avoid the mixed term estimate, and
are able to prove $\epsilon^2$ decay estimates for generalized subharmonic functions on weighted graphs admitting intrinsic metrics.

In the following, we discuss some applications of the main result. For any $\alpha \geq 0$, we denote by

$$g_\alpha(x, y) = \int_0^\infty e^{-\alpha t} p_t(x, y) dt$$

the $\alpha$-resolvent kernel, that is, the kernel of the operator $(-\Delta + \alpha)^{-1}$, where $p_t(\cdot, \cdot)$ is the minimal heat kernel on $G$. In particular, for $\alpha = 0$, $g_0(\cdot, \cdot)$ is the minimal Green’s function on $G$, which is finite if and only if $G$ is nonparabolic (also known as transient). By Theorem 1.2, we prove the following result.

**Theorem 1.3.** Let $G = (V, E, m, w)$ be an infinite weighted graph with the bottom of the spectrum $\mu_1(G) > 0$, and $\rho$ be an intrinsic metric satisfying Assumption 1.1. For $\alpha \geq 0$, let $a = a_{-\alpha}(\mu_1(G))$. Then

$$\sum_{A_{R+3}^{n+3}} g_\alpha^2(x_0, \cdot) m \leq Ce^{-2\alpha R}, \forall R > 0,$$

where the constant $C$ is independent of $R$.

**Example 1.1.** For any integer $N \geq 3$, let $T_N$ be the $N$-regular tree, that is, the homogeneous tree of degree $N$. Consider the standard weights, $w_{xy} = 1$ for $\{x, y\} \in E$, $m_x = N$ for all $x \in V$, and let $\rho = d$. Let $x_0$ be the root of the tree. Then by [6, 8],

$$\mu_1(T_N) = \mu_e(T_N) = 1 - \frac{2\sqrt{N-1}}{N}.$$  

For any $\alpha \geq 0$, any vertex $x$ with $d(x, x_0) = n$,

$$g_\alpha(x_0, x) = \frac{1}{N(\alpha + 1 - \frac{1}{b})} b^{-n},$$

where

$$b = \frac{1}{2} \left( (\alpha + 1)N + \sqrt{(\alpha + 1)^2N^2 - 4N + 4} \right).$$

In particular, $b$ is the solution to the following equation $b + \frac{N-1}{b} = (\alpha + 1)N$. In fact, one can verify that the above expression of $g_\alpha(x_0, \cdot)$ satisfies the equation $(-\Delta + \alpha)u = \frac{1}{N} \delta_{x_0}$, and tends to zero at infinity, which justify that it is $g_\alpha(x_0, \cdot)$. Hence,

$$\sum_{A_{n+3}^{n+3}} g_\alpha^2(x_0, \cdot) m \sim C(N, \alpha) \left( \frac{N-1}{b^2} \right)^n, \quad n \to \infty.$$  

Moreover, $(\frac{N-1}{b^2})^n = e^{-2\alpha n}$, where $a = a_{-\alpha}(\mu_1(T_N))$. Therefore, the $\epsilon^2$ decay estimate in Theorem 1.3 (and that in Theorem 1.2) is sharp.
**Definition 1.2.** An end $\Pi$ is called nonparabolic if there exists $f : \overline{\Pi} \to \mathbb{R}_+$ satisfying $\Delta f = 0$ on $\Pi$, $f|_{\partial \Pi} \equiv 1$ and

$$\liminf_{x \to \Pi(\infty)} f(x) < 1,$$

where $x \to \Pi(\infty)$ is understood as $x \to \infty$ and $x \in \Pi$. Here $f$ is called a barrier function on $\Pi$. Otherwise, $\Pi$ is called parabolic.

Note that $G = (V, E, m, w)$ is nonparabolic if and only if for some (hence for all) finite $\Omega \subset V$ there exists a nonparabolic end with respect to $\Omega$. In fact, if there exists a nonparabolic end $\Pi$, then for a barrier function $f$ on $\Pi$, we define

$$\tilde{f}(x) = \begin{cases} \min\{f(x), 1\}, & x \in \Pi, \\ 1, & x \in V \setminus \Pi. \end{cases}$$

This is a nonconstant bounded superharmonic function, which implies that $G$ is nonparabolic. Conversely, if $G$ is nonparabolic, then there is a positive minimal Green’s function $g_0(x_0, \cdot)$ for $x_0 \in V$. Now $f := \frac{1}{g_0(x_0, x_0)} g_0$ is a barrier function for some end. One refers to [23, chapter 20] for the results on Riemannian manifolds, which extend to the discrete setting.

We have the following corollaries.

**Corollary 1.1.** Let $G = (V, E, m, w)$ be an infinite weighted graph, and $\rho$ be an intrinsic metric satisfying Assumption 1.1. Let $\Pi$ be an end satisfying $\mu_1(\Pi) > 0$ and $a = a_0(\mu_1(\Pi))$. Let $R_0 \geq \max_{x \in \Pi} r(x)$. Then the following are equivalent.

(i) $\Pi$ is a parabolic end.
(ii) There exist $R_i \to \infty$, $i \to \infty$, such that

$$\sum_{\Pi_{R_i}^{R_i+3s}} e^{-2ar} m \to 0, \quad i \to \infty.$$

(iii) $\Pi$ has finite total volume, that is, $|\Pi| < \infty$.
(iv) For any $R \geq R_0 + 3s$,

$$|\Pi_R^{R+3s} | \leq Ce^{-2a(R-R_0)} |\Pi_{R_0}^{R_0+3s} |.$$

(v) For any $R \geq R_0 + 3s$,

$$|\Pi| - |\Pi_R | \leq Ce^{-2a(R-R_0)} |\Pi_{R_0}^{R_0+3s} |.$$

**Corollary 1.2.** Let $G = (V, E, m, w)$ be an infinite weighted graph, and $\rho$ be an intrinsic metric satisfying Assumption 1.1. Let $\Pi$ be an end satisfying $\mu_1(\Pi) > 0$ and $a = a_0(\mu_1(\Pi))$. Then the following are equivalent.

(i) $\Pi$ is a nonparabolic end.
(ii) There exist positive constants $R_0$ and $\epsilon_0$ such that for any $R \geq R_0$,

$$\sum_{\Pi^R_{R}} e^{-2ar} m \geq \epsilon_0.$$
(iii) **Π has infinite total volume, that is, |Π| = ∞.**

(iv) For sufficiently large \( R \),
\[
|Π^{R+3s}_R| \geq Ce^{2aR},
\]
where \( C \) depends on \( Π \).

**Remark 1.4.** Let \( Π \) be an end of the \( N \)-regular tree \( T_N \) with respect to the root \( \{x_0\} \), see Example 1.1. Let \( ρ = d \). Note that
\[
|Π^{n+3}_n| \sim C(N - 1)^n, \quad n \to \infty.
\]
We know that \( μ_1(Π) = 1 - \frac{2\sqrt{N-1}}{N} \), which yields that
\[
a_0(μ_1(Π)) = \frac{1}{2} \log(N - 1).
\]
Hence, the volume growth condition of (iv) in Corollary 1.2 is sharp.

We define the (modified) volume entropy of \( G \) as
\[
\tilde{τ}(G) := \begin{cases} 
\liminf_{R \to \infty} \frac{1}{R} \log |B_R(x_0)|, & \text{if } |V| = \infty, \\
\liminf_{R \to \infty} (-\frac{1}{R} \log |V \setminus B_R(x_0)|), & \text{if } |V| < \infty.
\end{cases}
\]
Note that \( \tilde{τ}(G) \) is a variant of \( τ(M) \) for a manifold.

The following corollary is a discrete generalization of Brooks’ results [4, 5]. For graphs with infinite volume, see analogous results in [8, 10, 11, 15, 25].

**Corollary 1.3.** Let \( G = (V, E, m, w) \) be an infinite weighted graph with \( μ_e(G) > 0 \), and \( ρ \) be an intrinsic metric satisfying Assumption 1.1. For any \( 0 < ε < μ_e(G) \), let \( a = a_0(μ_e(G) - ε) \). Then for any sufficiently large \( R \),
\[
|B_R(x_0)| \geq Ce^{2aR}, \quad \text{if } |V| = \infty, \quad \text{and}
\]
\[
|V \setminus B_R(x_0)| \leq Ce^{-2aR}, \quad \text{if } |V| < \infty.
\]
In particular,
\[
μ_e(G) \leq a_0^{-1}\left(\frac{\tilde{τ}(G)}{2}\right), \tag{6}
\]
where \( a_0^{-1}(\cdot) \) is the inverse function of \( a_0(\cdot) \).

**Remark 1.5.**

(i) The above result for graphs with finite volume is new.

(ii) For \( ρ = d \), \( a_0^{-1}(x) = \frac{(e^{x}-1)^2}{1+e^{2x}} \). Consider the homogeneous tree \( T_N \), see Example 1.1. Note that
\[
\tilde{τ}(T_N) = \log(N - 1) \quad \text{and} \quad μ_e(T_N) = 1 - \frac{2\sqrt{N-1}}{N}.
\]
Hence, the inequality (6) is in fact an equality in this case. This was also obtained by [11].
(iii) Note that for the case of infinite volume, Folz [10] obtained some similar result by replacing Assumption 1.1 with other conditions, such as $|K| = \infty$ for any $K \subset V$ of infinite cardinality.

Moreover, we prove that any $\ell^q$-summable ($q \geq 2$) harmonic function on an end $\Pi$ with $\mu_1(\Pi) > 0$ is bounded, and in fact it has exponential decay on the end, see Corollary 5.1.

The paper is organized as follows: In the next section, we give a new proof of the Li–Wang estimate. In Section 3, we recall some basic properties of graphs. In Section 4, we prove the main result, Theorem 1.2. Section 5 is devoted to various applications. In this paper, for simplicity the constant $C$ may change from line to line.

2 A NEW PROOF OF LI–WANG’S RESULT

In this section, we give a simplified proof of an inequality of Li and Wang [24].

**Theorem 2.1.** Let $M$ be a complete Riemannian manifold. Suppose that $\Pi$ is an end of $M$ with respect to $B_{R_0}(p)$ such that $\mu_1(\Pi) > \mu$ for some constant $\mu$. Let $a = \sqrt{\mu_1(\Pi)} - \mu > 0$. Let $f$ be a nonnegative function satisfying

$$\Delta f \geq -\mu f.$$  \hfill (7)

If there is a sequence $R_j \to \infty$ such that

$$\int_{\Pi_{R_j+1}} e^{-2ar} f^2 \to 0,$$  \hfill (8)

then

$$\int_{\Pi_R} f^2 \leq \frac{2a + 1}{a^2} e^{-2a\rho} \int_{\Pi_{R_0+1}} e^{2ar} f^2$$

for $\rho > R_0 + 1$.

**Remark 2.1.**

(i) The condition (8) is weaker than (2), see, for example, Proposition 3.4.

(ii) Li and Wang [24] used a mixed term, the second term on the right-hand side of (9), $\int_{\Pi} \phi e^{2h} \langle \nabla \phi, \nabla h \rangle f^2$, to extract a positive term and derive the desired estimate, see [24, p. 9] or [23, p. 272]. In our proof, via introducing new test functions, we may get rid of such estimates for the mixed term.

**Proof.** We consider the equality

$$\int_{\Pi} |\nabla (\phi f)|^2 = \int_{\Pi} |\nabla \phi|^2 f^2 - \int_{\Pi} \phi^2 f \Delta f,$$

where $\phi$ is a Lispchitz function with compact support in $\Pi$. By (7) and the fact that

$$\int_{\Pi} |\nabla (\phi f)|^2 \geq \mu_1(\Pi) \int_{\Pi} (\phi f)^2,$$

we have
we have

\[ a^2 \int_\Omega \phi^2 f^2 \leq \int_\Omega |\nabla \phi|^2 f^2. \]

Now if we replace \( \phi \) by \( \phi e^h \) for a function \( h \) to be defined below, then the above inequality is turned into the inequality considered in Li–Wang’s paper. Expanding \( \nabla (\phi e^h) \), we have

\[ a^2 \int_\Omega \phi^2 e^{2h} f^2 \leq \int_\Omega |\nabla \phi|^2 e^{2h} f^2 + 2 \int_\Omega \phi e^{2h} \langle \nabla \phi, \nabla h \rangle f^2 + \int_\Omega \phi^2 |\nabla h|^2 e^{2h} f^2. \] (9)

Let \( \phi, h \) be defined as follows. Let \( R_0 > 0 \), and let \( R > R_0 + 1 \). Define

\[ \phi(t) = \begin{cases} 0 & 0 \leq t < R_0 \\ t - R_0 & R_0 \leq t < R_0 + 1 \\ 1 & R_0 + 1 \leq t < R \\ -t + R + 1 & R \leq t < R + 1 \\ 0 & t \geq R + 1 \end{cases} \]

Let \( \rho > R_0 + 1 \) but \( \rho < R - 1 \). The function \( h \) is defined as

\[ h(t) = \begin{cases} at & 0 \leq t < \rho \\ a\rho & \rho \leq t < \rho + 1 \\ a\rho - a(t - \rho - 1) & t \geq \rho + 1 \end{cases} \]

As

\[ \left| \int_\Omega \phi e^{2h} \langle \nabla \phi, \nabla h \rangle f^2 \right| \leq a \int_{R_0}^{R_0+1} e^{2h} f^2 + a \int_{R}^{R+1} e^{2h} f^2, \]
we have
\[ a^2 \int_{\Pi} \phi^2 e^{2h} f^2 \leq (2a + 1) \int_{\Pi R_0} e^{2h} f^2 + (2a + 1) \int_{\Pi R_0^+} e^{2h} f^2 + a^2 \int_{\Pi \setminus \Pi R_0^+} \phi^2 e^{2h} f^2. \]

Thus, we have
\[ a^2 e^{2a\rho} \int_{\Pi R_0^+} f^2 \leq (2a + 1) \int_{\Pi R_0} e^{2a\rho} f^2 + (2a + 1) e^{4a\rho + 2a} \int_{\Pi R_0^+} e^{-2ar} f^2. \]

For fixed \( \rho \), by the decay condition, there is a sequence \( R_j \to \infty \) such that
\[ \int_{\Pi R_j^+} e^{-2ar} f^2 \to 0. \]

If we take \( R = R_j \) and let \( j \to \infty \), we get
\[ a^2 e^{2a\rho} \int_{\Pi R_0^+} f^2 \leq (2a + 1) \int_{\Pi R_0} e^{2a} f^2. \]

\[ \square \]

3 | CALCULUS ON GRAPHS

Let \( G = (V, E, m, w) \) be a weighted graph. For any functions \( f, g : V \to \mathbb{R} \), we introduce the “carré du champ” operator \( \Gamma \) as follows:
\[ \Gamma(f, g) = \frac{1}{2}(\Delta(fg) - g\Delta f - f\Delta g), \quad \Gamma(f) = \Gamma(f, f). \]

For any \( x, y \in V \), and \( f : V \to \mathbb{R} \), we denote
\[ \nabla_{xy} f = f(y) - f(x). \]

One easily checks that for any \( f, g : V \to \mathbb{R} \), any \( x, y \in V \),
\[ \nabla_{xy}(fg) = f(x)\nabla_{xy} g + g(y)\nabla_{xy} f, \quad (10) \]
and
\[ \Gamma(f, g)(x) = \sum_{y \in V} \frac{w_{xy}}{2m_x} \nabla_{xy} f \nabla_{xy} g. \]

The following Green’s formula is well-known, see, for example, [14].

**Theorem 3.1** (Green’s formula). Let \( f, g : V \to \mathbb{R} \), and \( g \in C_0(V) \).
\[ \frac{1}{2} \sum_{x, y \in V} w_{xy} \nabla_{xy} f \nabla_{xy} g = - \sum f \Delta gm, \]
where for any function \( f : V \to \mathbb{R} \), \( \sum f m \) (or \( \sum_x f m \)) is defined in (3).
Proposition 3.1. Let $f, g : V \rightarrow \mathbb{R}$, and $g \in C_0(V)$. Then

$$\frac{1}{2} \sum_{x, y \in V} w_{xy} \left| \nabla_{xy} (fg) \right|^2 = \sum f^2 \Gamma(g)m - \sum f \Delta f g^2 m - \frac{1}{4} \sum_{x, y} w_{xy} \left| \nabla_{xy} f \right|^2 \left| \nabla_{xy} g \right|^2.$$

Proof. By Green’s formula, using $\Delta (g^2) = 2g \Delta g + 2\Gamma(g)$,

$$\frac{1}{2} \sum_{x, y \in V} w_{xy} \left| \nabla_{xy} (fg) \right|^2$$

$$= -\sum f g \Delta (fg)m = -\sum f g (g \Delta f + f \Delta g + 2\Gamma(f, g))m$$

$$= \sum f^2 \Gamma(g)m - \sum f \Delta f g^2 m - \frac{1}{2} \sum f^2 \Delta g^2 m - \sum 2f g \Gamma(f, g)m.$$

By Green’s formula and symmetrization,

$$-\frac{1}{2} \sum f^2 \Delta g^2 m - \sum 2f g \Gamma(f, g)m$$

$$= \frac{1}{4} \sum w_{xy} \nabla_{xy} f^2 \nabla_{xy} g^2 - \sum w_{xy} f(x)g(x) \nabla_{xy} f \nabla_{xy} g$$

$$= \frac{1}{4} \sum w_{xy} \nabla_{xy} f^2 \nabla_{xy} g^2 - \frac{1}{2} \sum w_{xy} (f(x)g(x) + f(y)g(y)) \nabla_{xy} f \nabla_{xy} g$$

$$= -\frac{1}{4} \sum w_{xy} \left| \nabla_{xy} f \right|^2 \left| \nabla_{xy} g \right|^2.$$

This proves the proposition. □

Proposition 3.2. Let $G = (V, E, m, w)$ be a weighted graph and $\Omega \subset V$ contain two vertices $x_1, x_2$ satisfying $x_1 \sim x_2$. Suppose that the combinatorial distance $d$ is an intrinsic metric on $G$, then $\mu_1(\Omega) < 1$.

Proof. By monotonicity, $\mu_1(\Omega) \leq \mu_1(\{x_1, x_2\})$. Let $f := 1_{\{x_1\}}$. As the first eigenfunction is positive on $\{x_1, x_2\}$, $f$ is not the first eigenfunction of the Laplacian on $\{x_1, x_2\}$ with Dirichlet boundary condition. This yields that

$$\mu_1(\{x_1, x_2\}) \leq \frac{1}{2} \sum_{x, y} w_{xy} \left| \nabla_{xy} f \right|^2 \sum_{x} f^2(x)m_x = \frac{\sum_{y} w_{x_1y}}{m_{x_1}} \leq 1.$$

This proves the proposition. □

Let $\rho$ be an intrinsic metric. We denote by

$$\text{Lip}_\rho h := \sup_{x, y \in V : x \neq y} \frac{|h(x) - h(y)|}{\rho(x, y)}$$

the Lipschitz constant of $h$ over the graph. Hence for any $x, y \in V$,

$$|h(x) - h(y)| \leq (\text{Lip}_\rho h)\rho(x, y).$$
For a one-variable function \( \tilde{f} \) on \([0, \infty)\), by setting \( f(x) = \tilde{f}(r(x)) \), one obtains that

\[
\text{Lip}_r(f) \leq \text{Lip}(\tilde{f}),
\]

where \( \text{Lip}(\tilde{f}) \) is the Lipschitz constant of \( \tilde{f} \). In fact, for any \( x, y \in V \),

\[
|f(x) - f(y)| = |\tilde{f}(r(x)) - \tilde{f}(r(y))| \leq \text{Lip}(\tilde{f})|r(x) - r(y)| \leq \text{Lip}(\tilde{f})\rho(x, y).
\]

**Proposition 3.3.** Suppose that the combinatorial distance \( d \) is an intrinsic metric. For any functions \( f, h: V \to \mathbb{R} \) and any finite \( \Omega \subset V \),

\[
\sum_{x, y \in \Omega} w_{xy}(f^2(x) + f^2(y))e^{h(x)+h(y)} \leq 2e^{\text{Lip}_r h} \sum_{x \in \Omega} f^2(x)e^{2h(x)} m_x.
\]

**Proof.** By symmetry,

\[
\sum_{x, y \in \Omega} w_{xy}(f^2(x) + f^2(y))e^{h(x)+h(y)} = 2 \sum_{x, y \in \Omega} w_{xy}f^2(x)e^{h(x)+h(y)}
\]

\[
= 2 \sum_{x, y \in \Omega} w_{xy}f^2(x)e^{2h(x)}e^{h(y)-h(x)} \leq 2e^{\text{Lip}_r h} \sum_{x \in \Omega} f^2(x)e^{2h(x)} m_x.
\]

□

**Proposition 3.4.** Condition (5) implies Condition (4).

**Proof.** By (5), for some \( i_0 \in \mathbb{N} \) and any large \( R \),

\[
\frac{1}{R} \left[ \frac{R}{4s} \right]^{-1} \sum_{i=i_0}^{\frac{R}{4s}+3s} f^2 e^{-2ar} m \leq \frac{1}{R} \sum_{\Pi} f^2 e^{-2ar} m \to 0, \quad R \to \infty.
\]

Therefore, there exist \( R_i \to \infty \), \( i \to \infty \), such that

\[
\sum_{\Pi_{\frac{R_i}{4s}+3s}} f^2 e^{-2ar} m \to 0, \quad i \to \infty.
\]

This proves the proposition. □

## 4 PROOF OF THE MAIN THEOREM

Let \( \Pi \) be an end of \( G \). Let \( R_0 \geq \max_{x \in \partial \Pi} r(x) \) and \( \alpha > 0 \). For any \( R, L \in \mathbb{R}_+ \) satisfying

\[
R \geq R_0 + 3s \quad \text{and} \quad L \geq R + 3s,
\]

(12)
we define two functions on \([0, \infty)\),

\[
\tilde{\phi}(r) = \begin{cases} 
0, & r \leq R_0 + s, \\
\frac{1}{s}(r - R_0 - s), & R_0 + s < r \leq R_0 + 2s, \\
1, & R_0 + 2s < r \leq L + s, \\
\frac{1}{s}(L + 2s - r), & L + s < r \leq L + 2s, \\
0, & r > L + 2s,
\end{cases}
\tag{13}
\]

\[
\tilde{h}(r) = \begin{cases} 
ar, & r \leq R - s, \\
ax(R - s), & R - s < r \leq R + 4s, \\
-ar + 2aR + 3as, & r > R + 4s.
\end{cases}
\tag{14}
\]

Then we define the test function on \(V\) as

\[
\phi e^h \quad \text{for } \phi(x) = \tilde{\phi}(r(x)), \quad h(x) = \tilde{h}(r(x)).
\tag{15}
\]

By \((11)\),

\[
\text{Lip}_\rho(\phi) \leq \frac{1}{s}, \quad \text{Lip}_\rho(h) \leq a.
\tag{16}
\]

The same construction of cutoff functions works for \(\rho = d\).

**Proposition 4.1.** Let \(\rho\) be a metric on \(V\). For any \(x \sim y\),

\[
|\nabla_{xy} e^h|^2 \leq \frac{(e^{as} - 1)^2}{s^2} e^{\min\{2h(x), 2h(y)\}}\rho^2(x, y).
\tag{17}
\]

If \(\rho = d\), then for any \(x \sim y\),

\[
|\nabla_{xy} e^h|^2 \leq q(a)(e^{2h(x)} + e^{2h(y)}),
\tag{18}
\]

where \(q(a) = \frac{(e^{a}-1)^2}{e^{2a}+1}\).

**Remark 4.1.** The second assertion was proved by Fujiwara [11].

**Proof.** Without loss of generality, we may assume that \(\rho(x, y) > 0\). Otherwise, \(r(x) = r(y)\) and the results are trivial. We further assume that \(h(x) \leq h(y)\).

For the first assertion, as \(|h(y) - h(x)| \leq a\rho(x, y)\) and \(x \sim y\),

\[
\frac{(e^{h(y)} - h(x) - 1)^2}{\rho^2(x, y)} \leq \frac{(e^{a\rho(x, y)} - 1)^2}{\rho^2(x, y)} \leq \frac{(e^{as} - 1)^2}{s^2},
\]

where we used the monotonicity of the function \(t \mapsto \frac{(e^{at} - 1)^2}{t^2}\) in the last inequality. This proves the first assertion.

For the second assertion, as \(|h(y) - h(x)| \leq a\) and \(x \sim y\),

\[
\frac{(e^{h(y)} - h(x) - 1)^2}{e^{2(h(y) - h(x))} + 1} \leq \frac{(e^{a} - 1)^2}{e^{2a} + 1},
\]
where we used the monotonicity of the function \( t \mapsto \frac{(e^t-1)^2}{e^{2t}+1} \) in the last inequality. This proves the second assertion.

Now we are ready to prove Theorem 1.2.

**Proof of Theorem 1.2.** We first prove the result for \( \rho \neq d \). Let \( R_0 = \max_{x \in \Omega} r(x) \), and \( R, L \in \mathbb{R}^+ \). Let the functions \( \phi \) and \( h \) be defined as in (13) and (14). For our purposes, we re-define \( \phi \) as \( \phi \mathbb{1}\hatepsilon \leq \sum_{x,y} w_{xy} \left| \nabla_{xy} (\phi e^h f) \right|^2 \leq 1 \)

\[
\mu_1 \sum f^2 \phi^2 e^{2h} m \leq \frac{1}{2} \sum_{x,y} w_{xy} \left| \nabla_{xy} (\phi e^h f) \right|^2
\]

\[
= - \sum f \Delta f \phi^2 e^{2h} m + \sum f^2 \Gamma(\phi e^h) m - \frac{1}{4} \sum_{x,y} w_{xy} \left| \nabla_{xy} \phi \right|^2 |\nabla_{xy} (\phi e^h)|^2
\]

\[
= - \sum f \Delta f \phi^2 e^{2h} m + \frac{1}{2} \sum_{x,y} w_{xy} f^2(x) |\nabla_{xy} \phi|^2 e^{2h(y)} + \sum_{x,y} w_{xy} f^2(x) e^{h(y)} \phi(x) \nabla_{xy} \phi \nabla_{xy} e^h
\]

\[
+ \frac{1}{2} \sum_{x,y} w_{xy} f^2(x) |\nabla_{xy} e^h|^2 \phi^2(x) - \frac{1}{4} \sum_{x,y} w_{xy} \left| \nabla_{xy} f \right|^2 |\nabla_{xy} (\phi e^h)|^2
\]

\[
= : I + II + III + IV + V,
\]

where we have used (10).

We estimate the right-hand side of the inequality term by term. By (16), for any \( x, y \in \mathbb{V} \),

\[
|\phi(y) - \phi(x)| \leq \frac{1}{s} \rho(x, y), \quad |h(y) - h(x)| \leq a \rho(x, y).
\]

Note that for any \( x \not\in \mathbb{V} \cup \mathbb{V}^L_{L+3s} \) and \( y \sim x \), we have \( \nabla_{xy} \phi = 0 \). For the term \( II \),

\[
II = \frac{1}{2} \sum_{x,y} w_{xy} f^2(x) |\nabla_{xy} \phi|^2 e^{2h(x)} e^{2h(y)} - 2h(x) \leq \frac{e^{2as}}{2} \sum_{x,y} w_{xy} f^2(x) |\nabla_{xy} \phi|^2 e^{2h(x)}
\]

\[
= \frac{e^{2as}}{2} \left( \sum_{x \in \mathbb{V}^R_{R_0+3s}} \sum_{x \in \mathbb{V}^L_{L+3s}} f^2(x) e^{2h(x)} \sum_y w_{xy} |\nabla_{xy} \phi|^2 \right)
\]

\[
\leq \frac{e^{2as}}{2s^2} \left( \sum_{x \in \mathbb{V}^R_{R_0+3s}} \sum_{x \in \mathbb{V}^L_{L+3s}} f^2(x) e^{2h(x)} \sum_y w_{xy} \phi^2(x, y) \right)
\]

\[
\leq \frac{e^{2as}}{2s^2} \left( \sum_{x \in \mathbb{V}^R_{R_0+3s}} \sum_{x \in \mathbb{V}^L_{L+3s}} f^2(x) e^{2h(x)} m_x \right.
\]

(20)
For the term $\text{III}$, by (16) and (17),

\[
\text{III} \leq e^{as} \sum_{x,y} w_{xy} f^2(x) e^{h(x)} |\nabla_{xy} \phi| |\nabla_{xy} e^h|
\]

\[
\leq e^{as} \left( \sum_{x \in \Pi_{R_0}^{R+3s}} + \sum_{x \in \Pi_{L}^{L+3s}} \right) f^2(x) e^{h(x)} \sum_{y} w_{xy} |\nabla_{xy} \phi| |\nabla_{xy} e^h|
\]

\[
\leq \frac{e^{as}(e^{as} - 1)}{s^2} \left( \sum_{x \in \Pi_{R_0}^{R+3s}} + \sum_{x \in \Pi_{L}^{L+3s}} \right) f^2(x) e^{2h(x)} \sum_{y} w_{xy} \rho^2(x, y)
\]

\[
\leq \frac{e^{as}(e^{as} - 1)}{s^2} \left( \sum_{x \in \Pi_{R_0}^{R+3s}} + \sum_{x \in \Pi_{L}^{L+3s}} \right) f^2(x) e^{2h(x)} m_x. \tag{21}
\]

Note that $h(x)$ is constant on $\Pi_{R}^{R+4s}$. Hence for any $x \sim y$, if $x \in \Pi_{R}^{R+3s}$ or $y \in \Pi_{R}^{R+3s}$, then $\nabla_{xy} h = 0$, which yields $\nabla_{xy} e^h = 0$. By (17),

\[
\text{IV} = \frac{1}{2} \sum_{x,y \in V: x,y \notin \Pi_{R}^{R+3s}} w_{xy} |\nabla_{xy} e^h|^2 f^2(x) \phi^2(x)
\]

\[
\leq \frac{(e^{as} - 1)^2}{2s^2} \sum_{x \notin \Pi_{R}^{R+3s}} f^2(x) \phi^2(x) e^{2h(x)} \sum_{y} w_{xy} \rho^2(x, y)
\]

\[
\leq \frac{(e^{as} - 1)^2}{2s^2} \sum_{x \notin \Pi_{R}^{R+3s}} f^2(x) \phi^2(x) e^{2h(x)} m_x.
\]

Noting that the fifth term $V \leq 0$, combining all estimates above and $\Delta f \geq -\mu f$, we obtain that

\[
\mu_1 \sum f^2 \phi^2 e^{2h} m \leq \mu \sum f^2 \phi^2 e^{2h} m + C(a, s) \left( \sum_{x \in \Pi_{R_0}^{R+3s}} + \sum_{x \in \Pi_{L}^{L+3s}} \right) f^2 e^{2h} m
\]

\[
+ p(a, s) \sum_{x \notin \Pi_{R}^{R+3s}} f^2 \phi^2 e^{2h} m,
\]

where $p(a, s) = \frac{(e^{as} - 1)^2}{2s^2}$, $C(a, s) = \frac{e^{as}}{2s^2} + \frac{e^{as}(e^{as} - 1)}{s^2}$. By choosing $a$ such that $p(a, s) = \mu_1 - \mu$ and cancelling terms on both sides, we get that

\[
(\mu_1 - \mu) e^{-8as} \sum_{x \in \Pi_{R}^{R+3s}} f^2 e^{2ar} m
\]
By the assumption (4), choosing $L = R_i$ in (22) and letting $i \to \infty$, we have for $R \geq R_0 + 3s$,

$$\sum_{x \in \Pi_{R}^{i+3s}} f^2 e^{2ar} m \leq C e^{8as} \frac{\mu_1 - \mu}{e^{-2aR}} \sum_{x \in \Pi_{R_0}^{i+3s}} f^2 e^{2ar} m \leq \frac{7e^{10as}}{e^{2s(\mu_1 - \mu)}} e^{-2aR} \sum_{x \in \Pi_{R_0}^{i+3s}} f^2 e^{2ar} m.$$  

This proves the result for $\rho \neq d$.

Now we consider the case that $\rho = d$. Note that $s = 1$. Following the same arguments as above, we obtain that (19), (20), and (21). For the term $IV$ and $V$ therein, we give refined estimates as follows. By symmetrization,

$$IV + V = \frac{1}{4} \sum_{x,y} w_{xy} (|\nabla_{xy} e^{h}|^2 (f^2(x)\phi^2(x) + f^2(y)\phi^2(y)) - |\nabla_{xy} f|^2 |\nabla_{xy} (\phi e^h)|^2)$$

$$= \frac{1}{2} \sum_{x,y} w_{xy} |\nabla_{xy} e^{h}|^2 \phi^2(x)f(x)f(y) + \frac{1}{4} \sum_{x,y} w_{xy} |\nabla_{xy} e^{h}|^2 f^2(y)\nabla_{xy} (\phi^2)$$

$$+\frac{1}{4} \sum_{x,y} w_{xy} |\nabla_{xy} f|^2 (|\nabla_{xy} e^{h}|^2 \phi^2(x) - |\nabla_{xy} (\phi e^h)|^2)$$

$$=: D_1 + A_1 + B_1.$$  

(23)

For the term $A_1$,

$$A_1 \leq \frac{1}{2} \sum_{x,y} w_{xy} |\nabla_{xy} e^{h}|^2 f^2(y)|\nabla_{xy} \phi| \leq \frac{1}{2} (e^a - 1)^2 \sum_{x,y} w_{xy} e^{2h(y)} f^2(y)|\nabla_{xy} \phi|$$

$$\leq \frac{1}{2} (e^a - 1)^2 \left( \sum_{y \in \Pi_{R_0}^{i+3}} + \sum_{y \in \Pi_{L}^{i+3}} \right) e^{2h(y)} f^2(y)m_y.$$  

For the term $B_1$, by (10),

$$B_1 = \frac{1}{4} \sum_{x,y} w_{xy} |\nabla_{xy} f|^2 |\nabla_{xy} \phi(2e^{h(x)} + h(y)\phi(x) - (\phi(x) + \phi(y))e^{2h(y)})$$

$$\leq (1 + e^a) \sum_{x,y} w_{xy} (f^2(x) + f^2(y))|\nabla_{xy} \phi|e^{h(x) + h(y)}$$
\[ = (1 + e^a) \left( \sum_{x,y \in \Pi_{R_0}^{R+3}} w_{xy}(f^2(x) + f^2(y))e^{h(x) + h(y)} + \sum_{x,y \in \Pi_{L}^{L+3}} w_{xy}(f^2(x) + f^2(y))e^{h(x) + h(y)} \right) \]

\[ \leq 2(1 + e^a)e^a \left( \sum_{x \in \Pi_{R_0}^{R+3}} f^2(x)e^{2h(x)}m_x + \sum_{x \in \Pi_{L}^{L+3}} f^2(x)e^{2h(x)}m_x \right), \]

where the last inequality follows from Proposition 3.3.

For the term \( D_1 \), by Proposition 4.1,

\[
D_1 = \frac{1}{2} \sum_{x,y \in V, x,y \notin \Pi_R^{R+3}} w_{xy} |\nabla_{xy} e^h \phi^2(x)f(x)f(y) | \\
\leq q \sum_{x,y \notin \Pi_R^{R+3}} w_{xy} \phi^2(x)f(x)f(y)(e^{2h(x)} + e^{2h(y)}) \\
\leq q \sum_{x,y \notin \Pi_R^{R+3}} w_{xy} \phi^2(x)f(x)f(y)e^{2h(x)} + \frac{q}{2} \sum_{x,y \notin \Pi_R^{R+3}} w_{xy} \phi^2(y)f(x)f(y)e^{2h(y)} \\
+ \frac{q}{2} \sum_{x,y \notin \Pi_R^{R+3}} w_{xy} \nabla_{yx} (\phi^2) f(x)f(y)e^{2h(y)} \\
= q \sum_{x,y \notin \Pi_R^{R+3}} w_{xy} \phi^2(x)f(x)f(y)e^{2h(x)} + \frac{q}{2} \sum_{x,y \notin \Pi_R^{R+3}} w_{xy} \nabla_{yx} (\phi^2) f(x)f(y)e^{2h(y)} \\
=: A_2 + B_2,
\]

where \( q = q(a) \).

For the term \( A_2 \),

\[
A_2 = q(a) \sum_{x \in \Pi_R^{R+3}} \phi^2(x)f(x)e^{2h(x)} \sum_{y \notin \Pi_R^{R+3}} w_{xy}f(y) \\
\leq q(a) \sum_{x \in \Pi_R^{R+3}} \phi^2(x)f(x)e^{2h(x)} \sum_{y} w_{xy}f(y) \\
\leq q(a) \sum_{x \in \Pi_R^{R+3}} \phi^2(x)f(x)e^{2h(x)}m_x(\Delta f(x) + f(x)).
\]

For the term \( B_2 \), by Proposition 3.3,

\[
B_2 \leq q(a) \sum_{x,y} w_{xy} |\nabla_{xy} \phi |f(x)f(y)e^{2h(y)} \\
\leq \frac{q(a)}{2} e^a \sum_{x,y} w_{xy} |\nabla_{xy} \phi |(f^2(x) + f^2(y))e^{h(x) + h(y)}
\]

\]

\]
\[ \leq \frac{q(a)}{2} e^a \left( \sum_{x,y \in \Pi_{R_0}^{R_0+3}} w_{xy} \left( f^2(x) + f^2(y) \right) e^{h(x) + h(y)} \right) \]

\[ \leq q(a) e^{2a} \left( \sum_{x \in \Pi_{R_0}^{R_0+3}} \sum_{x \in \Pi_{L}^{L+3}} f^2(x) e^{2h(x)} m_x \right). \]

By Proposition 3.2, \( \mu_1 < 1 \). As \( \frac{\mu_1 - \mu}{1 - \mu} < 1 \), there exists an \( a \) such that \( q(a) = \frac{\mu_1 - \mu}{1 - \mu} \). Combining all the estimates above with (19), (20) and (21), by \( \Delta f \geq -\mu f \), we get

\[ \mu_1 \sum f^2 \phi^2 e^{2h} m \]

\[ \leq - \sum f \Delta f \phi^2 e^{2h} m + C(a) \left( \sum_{x \in \Pi_{R_0}^{R_0+3}} \sum_{x \in \Pi_{L}^{L+3}} f^2 e^{2h} m \right) \]

\[ + q(a) \sum_{x \in \Pi_{R_0}^{R_0+3}} \sum_{x \in \Pi_{L}^{L+3}} \phi^2(x) f(x) e^{2h(x)} m_x \left( \Delta f(x) + f(x) \right) \]

\[ = -(1 - q(a)) \sum_{x \in \Pi_{R}^{R+3}} f \Delta f \phi^2 e^{2h} m - \sum_{x \in \Pi_{R}^{R+3}} f \Delta f \phi^2 e^{2h} m + q(a) \sum_{x \in \Pi_{R}^{R+3}} f^2 \phi^2 e^{2h} m \]

\[ + C(a) \left( \sum_{x \in \Pi_{R_0}^{R_0+3}} \sum_{x \in \Pi_{L}^{L+3}} f^2 e^{2h} m \right) \]

\[ \leq ((1 - q(a)) \mu + q(a)) \sum_{x \in \Pi_{R}^{R+3}} f^2 \phi^2 e^{2h} m + \mu \sum_{x \in \Pi_{R}^{R+3}} f^2 \phi^2 e^{2h} m \]

\[ + C(a) \left( \sum_{x \in \Pi_{R_0}^{R_0+3}} \sum_{x \in \Pi_{L}^{L+3}} f^2 e^{2h} m \right) \]

where, for \( q(a) < 1 \),

\[ C(a) = \frac{e^{2a}}{2} + e^a(e^a - 1) + \frac{1}{2}(e^a - 1)^2 + 2e^a(1 + e^a) + q(a) e^{2a} \leq 7e^{2a}. \]

Noting that \( (1 - q(a)) \mu + q(a) = \mu_1 \) and cancelling terms on both sides, we obtain that

\[ (\mu_1 - \mu) e^{2aR-2a} \sum_{x \in \Pi_{R}^{R+3}} f^2 m \]

\[ \leq (\mu_1 - \mu) \sum_{x \in \Pi_{R}^{R+3}} f^2 \phi^2 e^{2h} m \]
\[ \leq C(a) \left( \sum_{x \in \Pi_{R_0 + 3}}^{} + \sum_{x \in \Pi_{L}^{+3}}^{} \right) f^2 e^{2h} m \]

\[ = C(a) \sum_{x \in \Pi_{R_0 + 3}}^{} f^2 e^{2ar} m + C(a)e^{4aR + 6a} \sum_{x \in \Pi_{L}^{+3}}^{} f^2 e^{-2ar} m. \quad (24) \]

By the assumption (4), choosing \( L = R_i \) in (24) and letting \( i \to \infty \), we have for \( R \geq R_0 + 3 \),

\[ \sum_{x \in \Pi_{R}^{+3}} f^2 m \leq C(a)e^{2a} \frac{\mu_1 - \mu}{e^{-2aR}} \sum_{x \in \Pi_{R_0}^{+3}} f^2 e^{2ar} m \leq \frac{7e^{10a}}{\mu_1 - \mu} e^{-2aR} \sum_{x \in \Pi_{R_0}^{+3}} f^2 e^{2ar} m. \]

This proves the result for \( \rho = d \).

Hence, we prove the theorem. \( \square \)

5 | APPLICATIONS

In this section, we investigate various applications of the main result. Let \( G = (V, E, m, w) \) be an infinite weighted graph. We first recall a well-known maximum principle for subharmonic functions on a connected subset \( \Omega \subset V \). If \( \Omega \) is a finite subset, one refers to, for example, [14, Lemmas 1.39 and 6.5]. One can also prove the case for infinite subset \( \Omega \) following standard arguments.

**Proposition 5.1** (Maximum principle). Let \( G = (V, E, m, w) \) be an infinite weighted graph, and \( \Omega \) be a connected subset. For any nonconstant function \( f : \Omega \to \mathbb{R} \) which is subharmonic on \( \Omega \),

\[ \sup_{\Omega} f = \max \left\{ \sup_{\partial \Omega} f, \limsup_{x \to \Omega(\infty)} f(x) \right\}. \]

Moreover,

\[ f(x) < \sup_{\Omega} f, \quad \forall x \in \Omega. \]

**Lemma 5.1.** Let \( G = (V, E, m, w) \) be an infinite weighted graph, and \( \rho \) be an intrinsic metric satisfying Assumption 1.1. Let \( \Pi \) be an end such that \( \mu_1(\Pi) > 0 \) and \( a = a_0(\mu_1(\Pi)) \), where \( a_0(\mu_1(\Pi)) \) is defined in Definition 1.1. Let \( R_0 \geq \sup_{x \in \partial \Pi} r(x) \). For any \( R \geq R_0 \), let \( f_R \) satisfy

\[ \begin{cases} \Delta f_R(x) = 0, & x \in \Pi_R, \\ f_R|_{\Pi \setminus \Pi_R} = 0. \end{cases} \]

If there exists \( R_i \to \infty \) such that \( f(x) = \lim_{i \to \infty} f_{R_i}(x) \) for \( \forall x \in \Pi \), then for \( R \geq R_0 + 3s \),

\[ \sum_{\Pi_{R}^{+3s}} f^2 m \leq Ce^{-2aR} \sum_{\Pi_{R_0}^{+3m}} f^2 e^{2ar} m. \]
Proof. Note that $|f_R|$ is a subharmonic function on $\Pi$, which satisfies the assumptions of Theorem 1.2. Hence for any $R \geq R_0 + 3s$,

$$\sum_{\Pi_R} f^2_R m \leq C e^{-2\alpha R} \sum_{\Pi_R} f^2_R e^{2\alpha R} m.$$ 

By passing to the limit, $i \to \infty$, we prove the lemma. \hfill \Box

Now we are ready to prove Theorem 1.3.

**Proof of Theorem 1.3.** For any $\alpha \geq 0$, we set

$$g_{\alpha, R}(x, y) = \int_0^\infty e^{-\alpha t} p_{t, R}(x, y) dt,$$

where $p_{t, R}(x, y)$ denotes the heat kernel on $B_R(x_0)$ with Dirichlet boundary condition, which is zero if $x \in V \setminus B_R(x_0)$ or $y \in V \setminus B_R(x_0)$. Note that $g_{\alpha, R}(x, y)$ is nondecreasing in $R$, and

$$g_{\alpha}(x_0, x) = \lim_{R \to \infty} g_{\alpha, R}(x_0, x), \quad \forall x \in V. \quad (25)$$

For $\alpha > 0$, $g_{\alpha}(x_0, x) < \infty$ for any $x \in V$. For $\alpha = 0$, as $\mu_1(G) > 0$, the graph is nonparabolic, that is, the minimal Green’s function $g_0(x_0, x) < \infty$ for all $x \in V$.

Let $\Omega = \{x_0\}$. By local finiteness, there are only finitely many ends $\{\Pi_j\}_{j=1}^J$ with respect to $\Omega$. Noting that for any $1 \leq j \leq J$, $\mu_1(\Pi_j) > \mu_1(G) > 0$, by (25) and the same argument as in Lemma 5.1, we have the estimate

$$\sum_{(\Pi_j)_R} g^2_{\alpha}(x_0, \cdot) m \leq C e^{-2\alpha R}, \quad \forall R \geq 4s.$$ 

The summation over $j$ yields the result for $R \geq 4s$, as the estimate on finite connected components of $V \setminus \Omega$ is trivial. The result for $R < 4s$ is obvious. This proves the theorem. \hfill \Box

For any $R > 0$, let $f_R$ satisfy

$$\begin{cases}
\Delta f_R(x) = 0, & x \in \Pi_R \\
 f_R|_{\partial \Pi} = 1,
\end{cases} \quad (26)$$

The maximum principle yields that

$$0 \leq f_R \leq 1.$$ 

As we always assume $\Omega \neq \emptyset, f_R \neq 0$. By the monotonicity of $f_R$, we define

$$f = \lim_{R \to \infty} f_R. \quad (27)$$

By Definition 1.2 and the maximum principle, Proposition 5.1, if $\Pi$ is parabolic, then $f \equiv 1$ on $\Pi$. Otherwise, $f$ is a barrier function on $\Pi$. In the latter case, $f$ is the minimal barrier function on $\Pi$, and satisfies $\lim \inf_{x \to \Pi(\infty)} f(x) = 0$. Hence, we have the following proposition.
**Proposition 5.2.** \( \Pi \) is a parabolic end if and only if \( f \equiv 1 \) on \( \Pi \), where \( f \) is defined in (27).

**Proof of Corollary 1.1.** It is obvious that \((v) \implies (iii) \implies (ii)\).

The statement \((ii) \implies (iv)\) follows from Theorem 1.2 by choosing \( f \equiv 1 \) and \( \mu = 0 \).

For \((iv) \implies (v)\), by taking \( R \) as \( R + 3is \) in the inequality in \((iv)\), for \( i = 0, 1, 2, \ldots \), and summing over \( i \), we obtain that, for \( R \geq R_0 + 3s \),

\[
|\Pi| - |\Pi_R| \leq C \sum_{i=0}^{\infty} e^{-2a(R+3is-R_0)} |\Pi_R^{R+3s}|
\]

\[
\leq Ce^{-2a(R-R_0)} |\Pi_R^{R+3s}|.
\]

This yields the result.

Now we show that \((i) \implies (iv)\). Let \( f_R \) be the harmonic function on \( \Pi_R \) satisfying (26) and \( \lim_{R \to \infty} f_R = f \). As \( \Pi \) is a parabolic end, \( f \equiv 1 \). Then by Lemma 5.1, for any \( R \geq R_0 + 3s \),

\[
|\Pi_R^{R+3s}| \leq Ce^{-2a(R-R_0)} |\Pi_R^{R+3s}|.
\]

This proves the statement \((iv)\).

At last, we prove that \((iii) \implies (i)\). Suppose that \( \Pi \) has finite total volume. Let \( f_R \) be the harmonic function on \( \Pi_R \) satisfying (26) and \( \lim_{R \to \infty} f_R = f \). We want to show that \( f \equiv 1 \) on \( \Pi \), which would imply that \( \Pi \) is a parabolic end. By the maximum principle, \( \max_{x \in \Pi} |f(x)| \leq 1 \). Consider the function \( \tilde{f} = f - 1 \). Note that \( \tilde{f} \) is bounded and \( |\Pi| < \infty \), \( \tilde{f} \in \ell^2(\pi, m) \). Moreover, \( \tilde{f}|_{\partial \Pi} \equiv 0 \). By a discrete analog of Yau’s \( \ell^2 \) Liouville theorem on graphs, see [16, 17], with minor modification for the Dirichlet boundary condition on \( \partial \Pi \), we prove that \( \tilde{f} \) is constant on \( \Pi \), which implies that \( f \equiv 1 \) on \( \Pi \). This yields that \( \Pi \) is parabolic, and hence the statement \((i)\) holds.

This proves the corollary. \(\square\)

**Proof of Corollary 1.2.** Note that \((i), (ii), (iii)\) in this corollary are converse statements of \((i), (ii), (iii)\) in Corollary 1.1. Hence, they are equivalent.

We show that \((ii) \implies (iv)\). By \((ii)\), for any \( R \geq R_0 \),

\[
e^{-2aR |\Pi_R^{R+3s}|} \geq \sum_{\Pi_R^{R+3s}} e^{-2ar} m \geq \varepsilon_0.
\]

This yields the statement \((iv)\).

Moreover, \((iv) \implies (iii)\) is trivial. Hence, all properties \((i)-(iv)\) are equivalent. This proves the corollary. \(\square\)

**Proof of Corollary 1.3.** For any \( \varepsilon > 0 \) there exists \( R_0(\varepsilon) > 0 \) such that

\[
\mu_1(V \setminus B_{R_0}(x_0)) \geq \mu_e(G) - \varepsilon.
\]

By the local finiteness, there are finitely many ends \( \{\Pi_i\}_{i=1}^N \) of \( G \) with respect to \( B_{R_0}(x_0) \). Moreover, for any \( 1 \leq i \leq N \),

\[
\mu_1(\Pi_i) \geq \mu_1(V \setminus B_{R_0}(x_0)) \geq \mu_e(G) - \varepsilon.
\]

Let \( a = a_0(\mu_e(G) - \varepsilon) \). As \( a_0(\cdot) \) is nondecreasing, for any \( 1 \leq i \leq N \), \( a_0(\mu_1(\Pi_i)) \geq a \).
First we consider the case that the total volume of $G$ is infinite. Hence there exists an end $\Pi_j$, for some $1 \leq j \leq N$, such that $|\Pi_j| = \infty$. By Corollary 1.2, for sufficiently large $R$,

$$|(\Pi_j)_R| \geq Ce^{2Ra_0(\mu_1(\Pi_j))} \geq Ce^{2aR},$$

where $C$ is independent of $R$. This yields that

$$|B_R(x_0)| \geq |(\Pi_j)_R| \geq Ce^{2aR}.$$ 

Therefore,

$$\log \frac{|B_R(x_0)|}{R} \geq 2a + \log \frac{C}{R}.$$

By taking the liminf for $R \to \infty$, we get

$$\tilde{\tau}(G) = \liminf_{R \to \infty} \frac{\log |B_R(x_0)|}{R} \geq 2a.$$ 

By passing to the limit $\varepsilon \to 0$, the result follows.

Next we consider the case that the total volume of $G$ is finite. Then $|\Pi_i| < \infty$, for all $1 \leq i \leq N$. By Corollary 1.1, there exist $C_i$, $1 \leq i \leq N$, such that for $R \geq R_0 + 3s$,

$$|\Pi_i \setminus (\Pi_i)_R| \leq C_i e^{-2Ra_0(\mu_1(\Pi_i))} \leq C_i e^{-2aR}, \quad 1 \leq i \leq N.$$ 

For sufficiently large $R$ such that $\partial B_R(x_0)$ has no intersection with finite connected components of $V \setminus B_{R_0}(x_0)$. Summing over $i = 1, \ldots, N$, we obtain that

$$|V \setminus B_R(x_0)| \leq Ce^{-2aR}.$$ 

Hence,

$$-\log(|V \setminus B_R(x_0)|) \leq 2a - \log \frac{C}{R}.$$ 

The result follows from taking the liminf for $R \to \infty$ and then letting $\varepsilon \to 0$. $\square$

**Corollary 5.1.** Let $G = (V, E, m, w)$ be an infinite weighted graph, and $\rho$ be an intrinsic metric satisfying Assumption 1.1. Let $\Pi$ be an end satisfying $\mu_1(\Pi) > 0$. Let $u : \bar{\Pi} \to \mathbb{R}$ be a harmonic function on $\Pi$ satisfying $u \in \ell^q(\Pi, m)$ for $q > 1$. If either

1. $q \geq 2$, or
2. $q \in (1, 2)$ and $|\Pi| \leq Ce^\frac{2q}{2-q}aR$ for sufficiently large $R$, where $a = a_0(\mu_1(\Pi))$,

then $u$ is bounded and for sufficiently large $R$,

$$\sum_{\Pi \in \Pi_R^{R+3s}} u^2 m \leq Ce^{-2Ra_0(\mu_1(\Pi))}.$$ 

**Proof.** Let $R_0 = \max_{x \in \partial \Pi} r(x)$. For any $R \geq R_0 + s$, let $f_R$ be the harmonic function on $\Pi_R$ such that $f|_{\partial \Pi} = u, f|_{\Pi \setminus \Pi_R} = 0$. By the maximum principle, $|f_R|$ is bounded by $\max_{\partial \Pi} |u|$. So that there
exists a sequence \( R_i \to \infty \), such that
\[
f_{R_i}(x) \to f(x), \quad \forall x \in \Pi \cup \partial \Pi.
\]
Hence, \( f \) is a bounded harmonic function on \( \Pi \). By Lemma 5.1, \( R \geq R_0 + 3s \),
\[
\sum_{\Pi_{R+3s}} f^2 m \leq Ce^{-2aR}. \tag{28}
\]
This yields that \( f \in \ell^2(\Pi, m) \).

For \( q \geq 2 \), as \( f \) is bounded, \( f \in \ell^q(\Pi, m) \). Hence \( u - f \in \ell^q(\Pi, m) \), which vanishes on \( \partial \Pi \). By a discrete analog of Yau’s \( \ell^q \) Liouville theorem on graphs, see [16, 17], with minor modification for the Dirichlet boundary condition on \( \partial \Pi \), \( u - f \) is constant and hence \( u - f \equiv 0 \). The result follows from (28) for \( q \geq 2 \).

For \( q \in (1, 2) \), by (28), the Cauchy–Schwarz inequality and the volume growth bound,
\[
\sum_{\Pi_{R+3s}} |f|^q m \leq \left| \Pi_{R+3s} \right|^{1-\frac{q}{2}} \left( \sum_{\Pi_{R+3s}} |f|^2 m \right)^{\frac{q}{2}} \leq Ce^{qaR}e^{-qaR} = C.
\]
As \( u \in \ell^q(\Pi, m) \),
\[
\sum_{\Pi_R} |u - f|^q m = O(R), \quad R \to \infty.
\]
By a discrete analog of quantitative Yau’s \( \ell^q \) Liouville theorem on graphs, see [16, 17], with necessary modification on the Dirichlet boundary condition, one obtains that \( u - f \) is constant and hence \( u - f \equiv 0 \). The result follows from (28).

This proves the corollary.
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