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Abstract

The EU Copernicus Climate Change Service (C3S) has produced an operational climate service, called C3S Energy, designed to enable the energy industry and policy makers to assess the impacts of climate variability and climate change on the energy sector in Europe. The C3S Energy service covers different time horizons, for the past forty years and the future. It provides time series of electricity demand and supply from wind, solar photovoltaic and hydro power, and can be used for recent trends analysis, seasonal outlooks or the assessment of climate change impacts on energy mixes in the long-term. This paper introduces this dataset, with a focus on the design and validation of the energy conversion models, based on ENTSO-E energy data and the ERA5 climate reanalysis. Flexibility and coherence across all countries have been privileged upon models’ accuracy. However, the comparison with ENTSO-E data shows that the models provide plausible energy indicators and, in particular, allow to compare climate variability effects on power demand and generation in an homogenous approach all over Europe.
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1 Introduction
The power sector is exposed to weather and climate variability at all timescales, with impacts on both demand and supply [1]. In the next decades, major changes in the sector will be necessary to achieve the energy transition required by the Paris Agreement [2]. Low carbon electricity generation will play a key role in the path towards net-zero CO₂ emissions, as ambitioned by the European Green Deal [3].

The increasing share of renewable generation, mainly from wind and solar energy together with hydro power, will increase the exposure of the energy sector to climate variability and change [1,4]. In the past few years, several studies have looked at the feasibility of a European power system with large shares of renewable generation [5–9]. Similar studies have been carried out for other locations [10–15]. These studies mainly deal with different scenarios of electricity mixes to evaluate their technical and economical feasibility, in particular to assess flexibility and reserves needs. However, climate variability and climate change impacts are either not addressed or only partially. [7] for instance used only seven years of climate data, which is too short to capture year-to-year climate variability. Silva et al. [5] used 31 years of wind and solar generation, reconstructed on the recent past from reanalysis data (from ERA-Interim), which to our knowledge is the most comprehensive approach at the time of this study. Climate change impacts on hydro, wind and solar power generation have been studied by several authors [16–19] but currently, these studies do not provide open and easily accessible datasets which can be used by energy practitioners and decision makers to run energy mixes studies, via energy system modelling.

Running European power system studies requires energy datasets which are coherent, using homogenized and long-term climatic data sources, to be able to properly link energy demand and production to climate variability and impacts of future changes. Moreover, this needs to be done at a continental level in order to investigate possible im/balancing effects across a wide area (Europe in this case).

In the past few years, several datasets have been developed with this goal. The EMHIRES [20,21] and Renewables.Ninja [22] datasets in particular, provide time series of renewables capacity factor for European countries covering the last three decades, but they focus only on wind and/or solar generation, whereas hydro power has been addressed only recently by the Joint Research Centre¹ and no data is available for electricity demand in the extent described here. In addition, these databases do not integrate the expected impact of climate change on the renewable energy sources (RES) power generation time series. Currently available datasets to run European power system studies therefore present some limitations, for instance too short datasets, or no homogeneous approaches between demand and supply from various sources, missing variables (e.g. demand or hydro), or no future projections available. This

¹ See the JRC Hydro-power database (https://data.jrc.ec.europa.eu/dataset/52b00441-d3e0-44e0-8281-fda86a63546d), JRC-EFAS-Hydropower (https://doi.org/10.5281/zenodo.4086004) and this set of inputs/outputs for European power modelling including hydropower (https://data.jrc.ec.europa.eu/dataset/221c6cf4-98c0-4793-8e3a-78820377387f)
leads to a situation where RES power generation time series are calculated independently in each prospective study. In addition to the seemingly unnecessary duplication of effort, having disparate ad hoc approaches to producing input energy data makes it difficult to compare the outcomes of such studies. There is thus a need for a unified dataset including all relevant energy variables and time scales, to allow enough flexibility to easily integrate them in any prospective power system analysis.

The Copernicus Climate Change Service (C3S - https://climate.copernicus.eu/) was launched in 2015 to lead and coordinate development of climate service infrastructure and underlying data provision mainly at the European level. The Sectoral Information System (SIS) component of C3S makes use of the C3S climate data to meet the requirements of users, with a specific focus on purveyors and policy makers. The SIS includes various sectors of which energy is a prime example. The datasets produced by the EU C3S Energy operational service (C3S-E) precisely address the above stated needs. The description of these datasets and their development is the objective of this paper. The result is a coherent and unified dataset that can be illustrated by the data cube in Figure 1.

Figure 1: The C3S Energy operational service data cube representing the availability of energy datasets for each source (physical dimension), climate streams (temporal dimension) and geographical aggregation (spatial dimension). Note that although all these elements are available from the C3S Energy operational service, in this paper we present only the historical stream.

The C3S-E dataset brings together electricity demand, with wind, solar and hydropower generation (physical dimension), for the three climatic streams, historical (from 1979 to present, with a possible extension back to 1950 anticipated in the near future), seasonal forecasts (from present to 6 months ahead) and projections (out to 2100). A range of spatial resolutions is available (geographical scale): at
a grid resolution of 25 km, but also as subnational (NUTS²) and national (NUTS0) aggregates [23]. Additionally, national (MAR0) and regional (MAR1) maritime regions have been defined for offshore wind energy [24], because no such aggregation regions exist in the Eurostat reference. Overall, the C3S-E dataset is designed to fulfil the needs of both potential users, who want to assess the impact of climate on energy operations, management and planning, and energy modellers, who need a user friendly dataset ready to be utilised for their power assessment studies. The C3S-E dataset builds on the previous C3S dataset, produced by the European Climatic Energy Mixes (ECEM) project [25]. With C3S-E both the underlying climate data and the energy models have been updated. In brief, the C3S-E dataset is based on state-of-the-art climate data covering the three streams: historical, seasonal forecasts and projections. It is important to acknowledge that the dataset is not designed for operational activities, because the energy models are simplified compared to operational and more accurate models. Its objective is to illustrate the impacts of climate variability and climate change on the European power system, through the effects on demand and renewables generation.

This paper focuses on the energy conversion models used for building the C3S-E dataset. These models have been developed and calibrated for the historical stream using the ERA5 reanalysis and then applied to all climatic data. Evaluations of the seasonal forecasts and projections streams are not discussed here. The different data sources used by the C3S-E dataset are described in section 2. The models chosen to simulate electricity demand and supply as well as the motivations for these choices are detailed in section 3. A validation of the selected energy models over the historical stream is presented in section 4. Strengths and weaknesses of our approach as well as possible improvements and extensions are finally discussed in the concluding section 5.

2 Description of the input data

2.1 Climate data
The climate data for the C3S-E historical stream come from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 reanalysis [26]. Reanalyses are gridded datasets covering the globe, as in the case of ERA5, or a regional domain. They are reconstructions of past climate produced through the assimilation of observations in physical numerical models which have been developed explicitly for climate monitoring and research. Unlike in the case of the ECEM dataset [25] which was based on the previous ECMWF reanalysis, namely ERA-Interim, and for which bias adjustment was required [27], with ERA5 the need for bias adjustment was not considered as critical, given its generally superior quality [26]. Therefore, to develop

---

² NUTS is the geographical subdivision of the economic territory of the EU. There are four different levels, from NUTS0 (national) to NUTS3 (small regions). For more details, see https://ec.europa.eu/eurostat/web/nuts/background
the historical stream of the C3S-E energy dataset, ERA5 is used in its original form. The only data manipulation comes from interpolation onto a regular 0.25 degree grid as well as the country averaging (NUTS0).

The specific climate variables used to develop the C3S-E models are the following:

- air temperature (at 2 m height)
- precipitation
- downward solar surface radiation (also known as Global Horizontal Irradiance)
- wind speed (at both 10 m and 100 m heights)

Their temporal resolution is one hour, with the distinction that for air temperature and wind speed the values are instantaneous (at the hour) whereas for precipitation and solar radiation they are accumulated (over the previous hour).

2.2 Energy data

Being part of the Copernicus services, C3S-E aims at providing free and open access data, including for energy indicators. One of the major constraints in developing and assessing the C3S-E models was to identify and use freely available data, in order to fulfil this open access policy. The other constraints were:

- Availability of data for all European countries;
- Physical relevance both in space and time among the different variables (demand and supply from wind, solar and hydro);
- Sufficient temporal data coverage to set up and train models, and then validate these on an independent period.

Even if multiple energy datasets exist, only few of them fulfil the stated requirements. The choice was then made to use mainly the European Network of Transmission System Operators for Electricity (ENTSO-E) databases. The ENTSO-E is an association of 43 electricity transmission system operators (TSOs) from 36 countries across Europe, established by the EU in 2009.

In this work we have used mainly the demand and generation data provided by ENTSO-E in two different forms: the Transparency Platform (ENTSO-E TP hereafter) and the Power Statistics (ENTSO-E PS). From January 2015, the ENTSO-E TP made all the power grids data for all the European countries available according to the rules imposed by the EU regulation 543/2013. The platform was created to provide high-quality and timely available data to the energy markets’ participants. It includes supply...

3 https://www.entsoe.eu
4 https://transparency.entsoe.eu
5 http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2013:163:0001:0012:EN:PDF
and demand data for all the European countries in a homogeneous and easy to access way. A review of the ENTSO-E TP, the methodology used to create the datasets and issues and limitation can be found in [28] or [29]. ENTSO-E TP data has been used for generation. For demand (also called load), we used the ENTSO-E PS\(^6\) “Monthly Hourly Load Values” dataset, which goes back to 2006 for some countries, and then provides a longer record length for models calibration. This dataset, which has been discontinued in 2019, also contains more robust and validated data than ENTSO-E TP, that has dubious data especially for the year 2015.

The type of generation data that the TSOs calculate and provide on the ENTSO-E TP is described in the EU Regulation 543/2013 (for example in Articles 14 and 16). This means that some differences can appear when comparing aggregated data from the ENTSO-E TP with similar data obtained from other data sources. In particular, the installed capacity data used in C3S-E is obtained from the dataset 14.1.A (Installed Generation Capacity aggregated) and consists of the sum of installed capacity for all the units with at least 1 MW of capacity in a specific area. As described in [28] and [29], ENTSO-E data have some issues and inconsistencies. The Open Power System Data platform\(^7\) is a very good source of information. It provides easy access to ENTSO-E and other sources of data, after some validation and cleaning, together with pieces of code, in an open and free access approach. It has been used here to run some analysis of ENTSO-E data from the TP. Figure 2 shows a visual summary of all the countries and energy variables modelled in the C3S-E dataset. In this paper and the corresponding dataset, countries are identified with their ISO 3166-1 alpha-2 code. More details about the availability of each data set are given in section 3.

Figure 2: Summary of the countries and energy variables available in the C3S-E dataset. Countries are identified by their international ISO 3166-1 alpha-2 code.

3 Description of the energy conversion models

The main goal of C3S-E is to allow users to model and assess the effects of climate variability and climate change on electricity consumption and generation. Therefore, the assumption is made that the energy system is constant in terms of installed capacity and load profile. This means that the generation

\(^{6}\) https://www.entsoe.eu/data/power-stats/

\(^{7}\) https://open-power-system-data.org/publications
capacity is fixed in time, and the long-term trend in energy demand due to, e.g., economic growth or population change, is removed. Then, once the models are set up, one can easily re-introduce generation capacity evolution or energy consumption trends by adding these external factors to the modelled climate-dependent part of demand and supply. The models described here have been set up using the ERA5 climate reanalysis for climate variables and ENTSO-E data from 2006 onwards for demand, and from 2015 onwards for generation.

Table 1 shows the climate variables which have been used to compute each energy indicator, with the following abbreviations:

- EDM: Electricity DeMand;
- WON: Wind ONshore;
- WOF: Wind OFfshore;
- SPV: Solar PV;
- HRE: Hydropower generation from REservoirs;
- HRO: Hydropower generation from Run-Of-river.

### Table 1: energy indicators provided by C3S energy, and climate variables used to derive these.

|                      | EDM | WON & WOF | SPV | HRE & HRO |
|----------------------|-----|-----------|-----|-----------|
| Air temperature at 2m (T2m) | X   |           | X   | X         |
| Global horizontal irradiation (GHI) | X   |           |      | X         |
| Wind speed at 10m (WS10)       | X   |           |      |           |
| Wind speed at 100m (WS100)     |     | X         |      |           |
| Precipitation (TP)             | X   |           |      |           |
| Calendar data                 |     |           | date-dependent diurnal cycle |           |

Electricity demand is provided as mean power (in MW) and energy (in MWh). Hydro power, wind power and solar photovoltaic (PV) power generation have in addition been computed as capacity factor (hereafter CFR), which is the ratio of actual generation over installed capacity. Electricity demand (EDM) and hydro power generation (HRE and HRO) are calculated with statistical models and thus are only available at country level, due to the availability of data from ENTSO-E. The wind (WON and WOF) and solar power (SPV) generation are in contrast calculated with a physical model and are available on the 0.25° grid and aggregated per NUTS2 and NUTS0 (or MAR0 and MAR1 for offshore wind).

It has to be noted that, in general, installed capacity data are available at a yearly time resolution (in particular in the ENTSO-E TP). Computing capacity factor at a daily or hourly time resolution then
requires to interpolate the yearly values to daily/hourly values. This process of course introduces some inaccuracy as, in real world conditions, the installed capacity does not grow linearly over time, but depends on the date of commitment of each generation unit. This approximation then introduces some uncertainty in the actual values of capacity factors, and this needs to be taken into account in the models validation process.

To summarise, the models used to generate the C3S-E data are the following:
- Electricity demand (EDM): Generalise Additive Model (GAM) described in Section 3.1;
- Hydro power (HRO and HRE): Random Forest (RF) model, described in detail in [30] and summarised in Section 3.2;
- Solar power (SPV): a physical model, described in detail in [31] and summarised in Section 3.3;
- Wind power (WOF and WOF): a basic, standard model described in Section 3.4.

3.1 Electricity Demand models

Generalized Additive Models (GAM) were chosen as the preferred approach to model daily electricity demand. GAMs are a generalization of linear models but can embed non-linear (analytical) functions to capture the relationship between the predictors and the target variables. Introduced by [32], they have been improved by [33] and many others since then. They are well known methods for load forecasting [34–36], and have been successfully used in the GEFCOM2012 forecasting competition [37]. Their major advantages are that they are easy to interpret, fast to run and adaptable to different datasets. This approach requires observed load data for both the training and validation periods. The data used here are from the ENTSO-E Power Statistics (PS) database, namely the “Monthly Hourly Load Values” described in section 2.2. The demand models have been developed at country (NUTS0) level and daily time resolution. However, the ENTSO-E demand data is available at hourly resolution, and future improvement to the models developed here could take advantage of the higher time resolution, which is useful for adequacy (supply-demand balance) simulations. One GAM has been built for each country of Figure 2, except Albania, Cyprus, Iceland and Turkey, for which the data in ENTSO-E were not appropriate.

The selection of predictors varies from country to country and even from season to season, but they basically include different terms linked to:
- Country average daily temperature;
- Country average daily solar radiation;
- Country average daily wind speed at 10 m;
- Position of the day in the time history (time history is a linear variable which is 0 at the beginning and then increases linearly until the end of the period under consideration); this variable is used to compute the trend in the raw data;
- Seasonal component (variable from 0 to 1 between start and end of year, repeated for every year);
- Calendar data, to flag bank holidays, day before/after holidays, day of the week (Monday, Tuesday … Sunday), periods of year (season, month). These are Boolean flags.

The climate variables can also be combined. For instance, a term can be added to consider GHI only in winter days. In addition, one or several smoothed temperatures over a few days can be considered, to account for the delayed effect of outside air temperature on electricity demand, mainly because of buildings’ inertia. The choice to use combined variables and smoothed temperatures is made by iteration, in order to minimize the residuals of the model. All models have been developed with the R software.

The modelling approach is the same for all the 32 countries considered, as described below. Only the start and end dates of the training and validation periods differ, based on ENTSO-E data availability and quality. The process consists of 4 steps, as described in Figure 3 for the case of France:

1. A first GAM estimates the trends on the longest possible period. These trends can have 3 different origins: non thermal, heating related or cooling related. Data from ENTSO-E generally start in 2006. However, the financial crisis of 2008/2009 causes a strong perturbation in the time series for several countries. For those, data were considerd only from 2010. These trends are then removed, so that the resulting time series have a mean level equivalent to that of the start of the training period, but no multi-annual trend. The trends for France, for instance, are estimated on 2010-2018 (period marked by a red horizontal line on Figure 3). In this particular case, the trend is in practice very small.

2. The dataset is then divided into two parts: training period and verification period. A new GAM model is trained over the first part (2010-2014 for France, blue horizontal line on Figure 3), and the parameters obtained are used for the following steps.

3. The model built in step 2 is then applied on the verification period (2015-2018 for France, green horizontal line on Figure 3); iterations can be made to improve the model, for instance by adjusting the smoothed temperatures, or adding combined variables (like e.g. GHI for winter days);

4. Then, the complete ERA5 data from 1979 to 2019 are used with the GAM parameters obtained at step 2 to reconstruct the full 1979-2019 period, as shown by the black curve in Figure 3.
Figure 3: Reconstructed electricity demand for France (daily mean power in MW). The red curve corresponds to the ENTSO-E PS data. The black curve is the C3SE reconstructed demand. The red, blue and green horizontal lines represent the trend estimation, training and validation periods, respectively.

At the end of the process, the GAM parameters of each country are stored as R object data, which can then simply be loaded to be reused with any given climate dataset, including seasonal forecasts and climate projections.

3.2 Hydro power generation model

Modelling hydro power generation at a pan European scale for all countries is a challenging task. It would in principle require using an extensive amount of information, for example: river flow data measured at the inlet of the plant (reservoir or turbine), hydro power plants technological characteristics, management scheme of the power plants (e.g. if it is used for balancing, for seasonal storage, and if it is part of a set of multiple plants in the same basin). Moreover, to calibrate and assess the quality of any approach, operational data should be used for validation purposes (e.g. measured generation time-series). Unfortunately, such information is impossible to obtain consistently for all the European countries.

The approach we use has been published in detail in [30]. It provides a dataset of reservoirs (HRE) and run-of-river (HRO) hydro power generation, aggregated at country level and daily time resolution, for the 12 countries with the largest installed capacity: Austria (AT), Switzerland (CH), Germany (DE), Spain (ES), France (FR), Italy (IT), Norway (NO), Portugal (PT), Romania (RO), Sweden (SE) and Slovakia (SK) for HRE; for HRO, the list is the same except Sweden but with Finland (FI) (see Figure 2).
The methodology is based on the random forests (RF) machine learning approach, and uses country aggregated predictors from ERA5, namely air temperature (TA) and total precipitation (TP) (see Table 1). In addition to the TA and TP on the same day as the simulated generation, the model uses time lagged TA and TP of up to 200 days.

3.3 Solar power generation model

Classical approaches to the calculation of the photovoltaic (PV) power generated in a region from meteorological data require the knowledge of the detailed characteristics of the plants, which are most often not publicly available. Our approach follows the objective to obtain the best possible assessment of power generated in any region without having to collect detailed information on PV plants. It is based on a model of PV plant coupled with a statistical distribution of the prominent characteristics of the configuration. A short description of the modelling approach as well as a description of the approach used for the assessment of the reference configuration and their weights are provided here, since the algorithm has already been published in [31].

The model is based on the simple idea that the aggregated PV power generated in a region is the sum of the normalized outputs of all plants with characteristics \( A_i \) multiplied by the proportion \( w_i \) of plants having the characteristics \( A_i \) in the whole set of plants installed in the considered region. The regional PV power generation can therefore be expressed as follows:

\[
P_{PV}(x,t) = \sum_{i=1}^{n} w_i f_{PV}(x,t,G(x,t),T_a(x,t),A_i)
\]

(Eq. 1)

Where

\( P_{PV}(x,t) \) is an estimate of the aggregated power produced by all PV plants located at \( x \) at time \( t \) [W/W_p]

\( G(x,t) \) is the global horizontal irradiance (GHI) received at \( x \) and \( t \) [W/m²]

\( T_a(x,t) \) is the air temperature at \( x \) and \( t \) [°C]

\( f_{PV}(...) \) is a function representing the single PV plant model used to calculate the normalized PV power [W/W_p]

The function \( f_{PV} \) in Eq. 1 represents a single plant model \( f_{PV} \), which needs to be chosen prior to the implementation of the proposed approach. The single plant model’s characteristics \( A_i \) are composed of the module tilt angle and azimuth angle. There are two steps for the implementation of the regional PV model: 1) the estimation of the weights \( w_i \) and 2) the choice of the reference configurations.

The reference configurations have been chosen on the basis of the statistical analysis of ca. 30,000 PV installations in Germany. It was chosen to use 13 reference configurations which is a compromise between a limited number of configurations and the best possible modelling accuracy in a tractable approach. As detailed in [38], the weights have been derived from the above-mentioned statistical
analysis and by a simple geography dependant parameterization allowing to then generalize the characteristics of the German installation to any region in Europe.

The calculation method for SPV requiring numerous computations, it is hardly tractable for large datasets like multi-model multi-emission scenarios climate projections or operational multi model seasonal forecasts. This high number of calculation is needed to properly take the variation of the sun position into account, but it is not necessary for the coarser resolution of seasonal forecasts and climate projections. As a result, a simple parametrization of the model has been developed to speed up its implementation without loss of accuracy at daily time resolution for the seasonal forecasts and projections streams of C3S-E (see supplementary material).

3.4 Wind power generation models

Our approach assumes a single wind turbine type, with a fixed hub height, homogeneously located on a regular grid, to overcome the lack of data and complexity needed to run a wind power physical model. Similar approaches has been used in many studies like e.g. [16]. One of the advantages is that it does not require any assumption or data relative to the exact location of wind turbines. Two different wind turbine models are considered, for onshore and offshore respectively, based on the actual trend in wind turbine installation and expert advice:

- **Onshore:** Vestas V135/3450 (3.45 MW)
- **Offshore:** Vestas V164/8000 (8.0 MW)

The corresponding power curves are given in Figure 4. The power output for each grid point is calculated with the following steps:

1. Retrieve wind speed components \( U \) (component of the horizontal wind towards east) and \( V \) (component of the horizontal wind towards north) at 100 m;
2. Calculate the wind speed: \( WS = \sqrt{U^2 + V^2} \);
3. Compute the power output \( P(i,j,t) \), using \( WS \) and the turbine’s power curve, where \( (i, j, t) \) are respectively the longitude, latitude and time step;
4. Compute the capacity factor: \( CFR = \frac{P(i,j,t)}{P_{max}} \) where \( P_{max} \) is the maximum power output of the wind turbine (3.45 MW and 8.0 MW respectively for the onshore and offshore turbines).

It is assumed that wind turbines are distributed uniformly on all grid points, which obviously is not the case in the real conditions. This simple approach of course is not intended to reproduce accurately the actual capacity factor as reported for instance by ENTSO-E, also because of the simplification of using a single wind turbine type and hub height.
In addition, this approach is not able to take into account maintenance periods and various losses (due to wind turbines conversion systems, electrical losses, wake effects…). However, it is a very easy way to reproduce the variability of the capacity factor based on wind speed variability. Hence, the capacity factor values are not supposed to be close to actual values, but the variability is in principle well reproduced, as can be measured by correlation coefficients.

![Wind turbines power curves](image)

**Figure 4:** selected onshore (red) and offshore (blue) wind turbine power curves.

## 4 Validation of the C3S-E energy conversion models

This dataset as built to fulfill a Copernicus Climate Change Service contract. One of the key requirements was that the energy models were designed to be applied in any European region and with different kinds of climatic data (reanalysis, seasonal forecasts and projections). The most important criteria for the model selection are therefore those related to the flexibility of the models and the consistency and coherency among variables, both in space and time. Given that there are many regions in Europe with limited information on the modelled energy sources, the most accurate individual models that require very specific information could not be selected. Flexibility was therefore given more consideration than absolute accuracy in the model selection. The validation presented here is therefore aimed at validating the plausibility of the models output rather than demonstrating that the C3S-E approach outperforms individual models from the literature. This work is a first step in providing energy data for the different variables, for all EU countries and for the multiple timescales addressed in C3S-E. Possible and planned improvements to the models are discussed in section 5.

### 4.1 Reference dataset

As described in section 2.2, the ENTSO-E datasets (PS and TP) are, to our knowledge, the only source of homogenous data available for all European countries. These datasets, while providing a very good reference for C3S purposes, nonetheless present some drawbacks as explained for instance in [28] and [29]. The most problematic issues for C3S-E are the following:
i) Record length and quality differ among countries. There is no easily accessible documentation on the reporting and processing methodologies applied to the data, which may change over the years, creating inconsistencies. Discontinuities that can be only explained by a change in the processing method have been identified for a few countries, and some countries have a non negligible ratio of missing or obvious erroneous data. In addition, the PS dataset was discontinued in November 2019, and the only data available for demand then comes from the TP. Some inconsistencies between PS and TP have been found too (not shown here), which for instance create offsets between the two datasets.

ii) In the ENTSO-E TP, inconsistencies are found between different datasets, in particular for the first years. In many cases, the actual generation is not consistent with the installed capacity (e.g. the solar production of PV in Italy).

The installed capacity from ENTSO-E TP indeed shows strong deviations from alternative data sources for several countries. Figure 5 shows for instance the installed capacity for solar power from four sources (five for France) for a few selected countries. ENTSO-E PS is available only until 2016. IRENA take their data from Eurostat, hence the convergence between IRENA and ENTSO-E PS. The main differences are found between ENTSO-E TP and Eurostat/IRENA, the ENTSO-E TP showing obvious dubious values. One of the reasons for differences also lies in the fact that not exactly the same production units are considered in the different datasets (some consider only units with installed capacity larger than 1 MW for instance). Based on these comparisons and discussions with experts, it was decided to use the Eurostat/IRENA values of 2018 as the most representative values (the table for all energy types and countries is given in Supplementary Material Table S1). Accordingly, the validation metrics and figures shown in the next sections are most likely to be relevant for this year and need to be interpreted with caution considering the installed capacity data issues for the other years. A way to overcome this uncertainty around the installed capacity values is to represent C3S-E capacity factors (for wind and solar energy) against ENTSO-E TP generation data (see the scatter plots in the next sections).
Figure 5: Installed capacity for Solar Power in selected European countries from different sources. ENTSO-E PS refers to Power Statistics, ENTSO-E TP is the Transparency platform, the purple line for France comes from RTE, the French TSO.

The above-mentioned issues are unavoidable considering the complexity of energy data regulation as well as technical constraints related to the reporting of the RES installations, especially in periods marked by a strong increase of the installed capacity. Although data must be used with caution, it should be noted that the situation is improving constantly, driven by i) efforts of TSOs and ENTSO-E to improve data sharing and data quality, and ii) the feedbacks made by users in return for the public access policy of these data.

In summary, even if the ENTSO-E databases present some issues, they constitute a good framework for setting up and validating the models used here. It has however to be kept in mind that the above-mentioned issues have to be considered as an additional source of uncertainty in the modelling process.

4.2 Validation results

In this section, we use various metrics to evaluate and compare the quality of the modelled variables. The Pearson correlation coefficient is the most used measure in this work for the following reasons:

1. It is well-known and widely used;
2. It is scale-independent and thus very useful in comparing variables with different scales (e.g. capacity factor or power output) and is thereby less sensitive to error on the installed capacity;

3. It measures the covariance of two variables, so it is particularly suitable to assess the capability of the proposed models to reconstruct and capture the variability of the energy variables, one of the aims of the C3S-E dataset.

We have also applied the Mean Absolute Error (MAE) to describe the error using the same unit of measure as the energy variable. Finally, when possible, we have also used relative measures such as the Mean Absolute Percentage Error (MAPE) or the Normalised MAE.

As the models are different from one another for demand, wind, solar and hydro, slightly different approaches were necessary. For wind and solar, the validation was done on all the ENTSO-E available period (2015-2019 included). For demand, the validation period is in general 2015-2018, as explained in section 4.2.1 and shown in Table S3. For hydropower, different training and validation were tested, and the one reported here is based on a leave-one-out cross validation in which the model is iteratively trained over three years and validated over the fourth year available on the 2015-2019 interval.

A quick overview of the performance of the different models is given by Figure 6 which displays the correlation coefficient computed on the validation period as described above (the correlation coefficient values can be found in Supplementary material Table S2, and Table S3 for demand). It is important to show the performance of a model with respect to the average generation (thus the installed capacity) because there is a clear link between performances and amount of installed capacity measured by the ENTSO-E dataset. Figure 6 shows that, overall, the correlation coefficient between the reconstructed variables and the ENTSO-E data is good. For demand, Luxembourg is an exception, due to issues in the data available to train the model. Hydropower shows better results for run-of-river (HRO) than reservoirs based (HRE). This is expected as HRO generation is more directly driven by climate variability than HRE, which embeds the management of reservoirs in supply-demand balance operations.

A general rule is that the models perform better when the installed capacity is bigger. This comes mainly from the fact that low installed capacity corresponds to a low number of plants in the country, and then less smoothing of errors when averaging at country level. We will discuss more in detail the performances for each variable later in this section.
Figure 6: Overview of correlation coefficient of the C3S-E data compared to ENTSO-E, as a function of the average load/generation from the ENTSO-E dataset. Correlation coefficient numbers are given in Supplementary Material Table S2 for generation and Table S3 for demand.

Displaying aggregated metrics is not enough to assess the quality of the provided modelled outputs, to this end we show in Figure 7 the scatter plots for three selected countries at the maximum available temporal resolution (daily for hydropower and demand and hourly for wind and solar). Figure 7 shows three main aspects of all models: i) an overall good fit with the observations, considering the simplicity of the models; ii) a significant dispersion in the results and iii) some issues, especially for wind power, in particular “flat” capacity factors of around 0.1 whereas actual generation varies in a large range. The low correlation coefficient in the modelling of hydropower reservoir in Germany (DE) is due to the low installed capacity.

The issues reflect both the simplifications made in the models, but also the lack of quality of some data in the ENTSO-E database. More details are given in the next sections for each energy variable, and possible improvements are discussed in section 5.
Figure 7: validation scatter plots for three countries (FR, DE and IT). Hydro power and demand data have daily resolution while wind and solar are calculated at hourly timescale. The number in the bottom-right is the correlation coefficient between the reference data and the model output. For demand, the C3SE reconstructed load is plotted against ENTSO-E PS load; for hydropower, the plots show the C3S-E generation versus ENTSO-TP generation (in MW). For Solar PV and Wind onshore/offshore, the C3S-E capacity factor is represented against ENTSO-E TP actual generation in MW. Validation period is 2015-2018 for demand, and 2015-2019 for the other variables. No offshore wind farms are currently operated in France and Italy, explaining why there is no data.

4.2.1 Electricity demand

The demand models performance can be evaluated during the three building steps (trend estimation, training and validation). Table 2 gives the error metrics of the model for France for each of the three periods displayed in Figure 3. The most significant metrics are the validation errors, calculated on an independent period when the models parameters have been determined after trend estimation and training. For the case of France, the MAPE is 1.17%, which is higher but very close to what is generally obtained with operational demand forecasting models.

The Supplementary Material Table S3 provides the exact periods of training and validation for all the countries, as well as the corresponding metrics (RMSE, MAPE and correlation coefficient with ENTSO-E PS data).
Table 2: demand model performance for France, for the 3 steps described in the text and previous figures.

| Step            | RMSE (MWh) | MAPE (%) |
|-----------------|------------|----------|
| Trend estimation| 18,205     | 1.04     |
| Training        | 18,193     | 1.02     |
| Validation      | 20,063     | 1.17     |

Figure 8 shows the mean absolute percentage error of the simulated demand with respect to ENTSO-E PS data, for all the 32 countries. Red bars are for the model parameters estimation period, while blue bars are for the independent validation period. Overall, all models show a good accuracy, with validation MAPE lower than 2% for 23 countries out of 32. The worst results are obtained for Switzerland (CH), Luxembourg (LU), Macedonia (MK) and United Kingdom (UK). For these countries, the most likely reason for the poor quality of the reconstruction lies in the quality of the ENTSO-E data, as individual countries’ data show (not shown here).

Figure 8: MAPE of demand models calculated on the verification period (optimized for each country). Red bars denote the MAPE of the estimation period, and blue bars for the validation period.

The scatter plots of reconstructed versus actual load for the period (2015-2018) are presented in Figure 9 for four countries and in the Supplementary Material Figure S4 for all countries. Overall, there is a very good fit between reconstructed and reported values in the ENTSO-E database. This very good performance is mainly due to the fact that demand depends foremost on calendar information due to its seasonal, weekly and daily variations; the climate dependance varies from country to country. Results for France are excellent because of a very good knowledge of the weather related demand behavior and
its associated predictors by the project team. Results are a little less accurate for other countries (DE and ES for instance), but could most likely be improved by further iterations and interactions with the national TSOs. For countries like UK, as mentioned above, the lower accuracy comes mainly from ENTSO-E data issues, which cannot be solved simply. Direct interactions with TSOs would be required to get better quality data or fix issues in ENTSO-E data, but was out of scope of the project.

Overall, the good performance of the GAM models lies in practice in three main aspects: i) the quality of the training data from the ENTSO-E database; ii) the degree of dependence of demand on the climate parameters and iii) the expert knowledge put in the model parameters definition.

Point ii) refers to the fact that some countries have more direct dependence of their demand on climate parameters, the most important one being temperature. France is the perfect example of this, as winter peak demand dependance is around 2,400 MW per degree Celsius. This is the highest dependance in Europe, where the total sensitivity of demand on temperature is around 4,000 MW per degree Celsius. For those countries where climate data play a significant role, point iii) above relates to the degree of sophistication that was put into each model. Some optimization was made by using different combinations of climate variables (for instance, taking into account solar radiation in winter only), resulting in an increase of the performance metrics. Close interaction with national experts could be mobilized to better tune each individual model and further improve their quality. Again, this is out of scope for the present work, but might be a promising action for further work.
Figure 9: Scatter plots of simulated versus reference demand on the period 2015-2018 for DE, ES, FR and UK. The dots color refer to the months, with redish colors for summer months, and blueish colors for winter months. Correlation coefficients are indicated on each country's panel.

It has to be reminded that the simulated electricity demand has been detrended in the first step of the model set up. Therefore, the final data from 1979 to present reflects the variability due to the climate variables (and calendar data) only, and not the evolution of other exogeneous factors such as population changes and economic activity growth. The average level of demand, for instance expressed as an annual mean, is then similar to that of the end the training period. Should a particular user be interested to reconstruct actual demand (including population and GDP effects for instance), they should rescale the present data using for instance actual mean annual values of demand, which can be obtained from Eurostat or the World Bank.

4.2.2 Hydropower

As said in Section 3.2, modelling of hydro power has been particularly challenging, mostly due to the lack of data and information for calibration and validation purposes. A more extensive discussion of the results can be found in [30]. Table 3 and Table 4 show the correlation coefficient and the absolute errors (including a normalized version) for all the countries with hydro power capacity, for HRE and HRO respectively. Normalised MAE is defined as the MAE divided by the average generation on the entire period.
Table 3: summary error table for reservoir hydro power. Values are sorted by the average generation observed in the ENTSO-E Transparency Platform dataset.

| Country | Correlation | MAE (MW) | Average generation (2015-2019, MW) | Normalised MAE (%) |
|---------|-------------|----------|----------------------------------|-------------------|
| NO      | 0.69        | 1,966    | 14,389                           | 13.7              |
| SE      | 0.56        | 1,204    | 7,440                            | 16.2              |
| ES      | 0.59        | 878      | 2,494                            | 35.2              |
| FR      | 0.66        | 472      | 1,702                            | 27.7              |
| CH      | 0.31        | 441      | 1,1122                           | 39.3              |
| IT      | 0.64        | 212      | 827                              | 25.6              |
| RO      | 0.31        | 261      | 690                              | 37.8              |
| AT      | 0.34        | 201      | 501                              | 40.1              |
| PT      | 0.73        | 130      | 266                              | 48.9              |
| DE      | 0.04        | 53       | 102                              | 52                |
| SK      | 0.11        | 12       | 23                               | 52.2              |

Table 4: summary error table for run-of-river hydro power. Values are sorted by the average generation observed in the ENTSO-E Transparency Platform dataset.

| Country | Correlation | MAE (MW) | Average generation (2015-2019, MW) | Normalised MAE (%) |
|---------|-------------|----------|----------------------------------|-------------------|
| FR      | 0.87        | 576      | 4,548                            | 12.7              |
| IT      | 0.83        | 592      | 3,648                            | 16.2              |
| AT      | 0.74        | 508      | 2,897                            | 17.5              |
| DE      | 0.59        | 240      | 1,694                            | 14.2              |
| FI      | 0.5         | 266      | 1,545                            | 17.2              |
| NO      | 0.74        | 151      | 1,274                            | 11.9              |
| RO      | 0.77        | 209      | 1,210                            | 17.3              |
| ES      | 0.82        | 158      | 977                              | 16.2              |
| PT      | 0.82        | 241      | 722                              | 33.4              |
| SK      | 0.69        | 91       | 423                              | 21.5              |
| CH      | -0.07       | 82       | 132                              | 62.1              |
In general, the skills of hydro power run-of-river models are better than that of reservoir hydro power. This is because the majority of hydro power run-of-river plants are unregulated, depending then mainly on the meteorological conditions. Reservoir power plants are in general dispatchable then their generation is planned by the electric utilities considering also power systems conditions (prices, balancing needs, etc.). These effects are not taken into account in our models, which explains the lower performance for reservoirs based hydro power.

The models also perform better in countries with large energy production, such as reservoir type in France and Norway, and run-of-river in Italy. One possible explanation is that in countries with small installed capacity, energy production would have smaller signal-to-noise ratio, i.e. the variability has a similar order of magnitude to the relationship with meteorological conditions. Another reason is that we use country aggregated climate variables (temperature and precipitation); small installed capacity most often comes from a limited number of plants, which are located in specific locations of the country, for which the country average climate variables might not be very representative. The positive association between correlation and installed capacity of countries can be seen in Figure 6 and also in Table 3 and 4.

Figure 10 can help to explain the low performance in some cases, where there is a clear discrepancy of models’ performance depending on the year. A similar figure for all countries is available as Supplementary material Figure S5. This might be caused by changes in installed capacity in those countries. As described in the methodology, the hydropower model assumes a fixed total installed capacity for each country in order to assess solely the impacts of climate conditions on hydropower. In reality, the installed capacity may change over time, by adding new power plants or removing old power plants from the electricity grid, resulting in an underestimation or overestimation of the model over time, respectively.
These results might also be explained by some limitation of the random forest model and machine learning models in general. In particular, the record length of the observed data used to train the models is very limited (only five years), whereas hydropower generation is characterized by a significant interannual variability. There is no doubt the models’ accuracy will improve when additional data is available and models are retrained. Lastly, the relationship between temperature, precipitation and run-of-river is rather obvious and direct, while the generation from reservoirs is also strongly influenced by the way reservoirs are managed, depending on the optimization made by network operators and dams’ managers. These aspects have not been taken into account here, and are most likely the main explanation of the accuracy difference between run-of-river and reservoirs models.

### 4.2.3 Wind power

As mentioned in section 4.1, an issue to be dealt with when comparing model output with ENTSO-E data is the lack of information on the installed capacity. The resulting uncertainty hinders a detailed quantitative analysis of the model error. Thus a qualitative analysis is conducted by representing in Figure 11 the model output (capacity factor) for onshore wind power as a function of the ENTSO-E power data where the colours of the scatter points represent the year. The actual installed capacity increasing with time, we observe the slope of the scatter points in Figure 11 decreasing with time. This effect is particularly observable in the four selected countries. For the Netherlands, a problem related to
the installed capacity is visible for the year 2019, which confirms the issue previously discussed in section 4.1. A similar figure for all countries is available as Supplementary Material Figure S6 for onshore wind power and Figure S7 for offshore wind power.

![Figure 11: Reconstructed onshore wind power capacity factor as a function of the ENTSO-E Transparency Platform actual generation (GW) for 4 selected countries.](image)

We can observe for some countries, for instance Denmark (but also Belgium and the Netherlands, see Supplementary figure S6), a saturation of the capacity factor when the wind speed exceeds the nominal wind speed of the chosen reference wind turbines (the nominal wind speed is the value over which the power production is maximum, hence corresponding to a capacity factor of 1.0). This effect is a direct consequence of the chosen modelling approach (use of a single wind turbine). It is particularly marked in small countries where the chosen power curve differs from that of the prevailing wind turbines. Denmark and the Netherlands are two pioneer countries in wind energy. As a result, a large proportion of their park contains old turbines, with a lower hub height and a smaller nominal power than the ones chosen here and presented in section 3.4. It is therefore obvious that the representativity of a modern wind turbine used in our model is limited for those countries. Future evolution of the service will include the possibility to choose different types of wind turbines to better represent the diversity of actual installed machines. The spatial extension of a country is also playing a role in the presence of such effects in the country average: indeed the larger the averaging area, the more such effects will be smoothed out during the aggregation. In countries like The Netherlands and Denmark, the smoothing effect is limited and the saturation is observable. A further reason may lie in the fact that ERA5 has
some biases in wind speed as shown for instance in [39], with overall an overestimation in Northern Europe, and an underestimation in the South. The positive wind speed bias in the North artificially leads to an overestimation of the capacity factor for the Netherlands and Denmark. Yet, possible simulation errors due to bias in ERA5 are difficult to diagnose due to the uncertainty on the installed capacity and will be investigated in detail in the future.

Correlation coefficients for Switzerland and Austria (0.56 and 0.80 respectively) are low in comparison to the performances obtained for other countries (see correlation coefficients in Supplementary Material Table S2). As the actual location of wind farms has not been taken into account in this analysis, we assumed an homogeneous distribution of the capacity over the territory. It was shown in [38] that this assumption is reasonable for France and Germany; however, it is less relevant for countries located in the Alpine region. For these, there is little or even no wind turbines installed in mountainous areas, the assumption of uniform geographical distribution leads to large estimation errors. This issue is planned to be fixed in future versions where a more sophisticated aggregation approach will be implemented, using more realistic wind farms location assumptions.

With exception of the cases detailed in this section, most values of the correlation coefficients are greater than 0.8 for all countries, which is a very encouraging result that supports the plausibility of our onshore wind power model. The model might however be improved in three ways: first, by considering actual wind farms characteristics (location, technology, hub height…), second by using a more realistic approach for the spatial distribution of the installed capacity and third by applying a bias adjustment to the ERA5 wind speed data.

4.2.4 Solar PV

The same validation procedure used for onshore wind has been applied to the outputs of the solar PV model. The scatter plots representing the output of our model against power data provided by ENTSO-E are displayed again for four selected countries in Figure 12. A similar figure for all countries is available as Supplementary material Figure S8. As mentioned previously, the colour of the scatter points represents the year. This representation is used to avoid the uncertainty on the installed capacity in the validation.
As is the case for onshore wind, the approach considering an homogeneous share of the installed capacity over the whole area of each country yields estimation errors in the Alpine region (Switzerland, Austria) but also in the United Kingdom. Larger estimation errors are also found for Spain. As identified in previous works, errors in Spain are explained by the fact that the ENTSO-E data encompass both PV and CSP (Concentrating Solar Power) while our model only considers PV systems [40].

Figure 6 showed in general good performances. Below-average performance is visible for the Netherlands, whose origin has not been identified so far and is still under investigation. Apart from the above mentioned cases, the values of the correlation coefficient are above 0.9 for all countries, which indicates that the output of the solar PV model is plausible.

The solar PV model might then be improved in two ways: first, as for wind onshore, by improving the assumption on the spatial distribution of the installed capacity and secondly by improving the country-specific model weights to increase the correlation with the ENTSO-E data.

5 Discussion and conclusion

The objective of C3S Energy service is to produce a dataset of coherent weather-dependant energy variables for all European countries for different temporal scales: covering the last four decades, for the next 6-month using seasonal forecasts and until the end of the century using climate projections. In this paper, we describe the energy conversion models developed to generate this dataset. These are trained and validated against power data from the ENTSO-E databases. This choice was made to cover as many
countries as possible, also considering the need to use publicly available data to comply with C3S open access policy.

The validation is conducted using reanalysis data as input to the models. Although not presented here, the same models have also been applied to seasonal forecasts from three of the C3S models (ECMWF, Météo-France and the UK Met Office) as well as to ten climate projections models from the EURO-CORDEX experiment [41,42] for IPCC scenarios RCP4.5 and RCP8.5.

The extended evaluation that was performed shows that the energy conversion models produce plausible demand and supply data, and in particular they reproduce fairly well the effects of climate variability on electricity demand and generation, noting that validation is hindered by uncertainty in the reference data.

Several causes have been identified to explain the model limitations, and improvement options have been listed, which might be implemented in the near future.

Firstly, energy observations are a key issue in developing and validating such models. The ENTSO-E TP database provides uniform access to data from all European countries only since 2015. The record length is relatively short especially with respect to the amount of data needed to calibrate statistical models when the interannual variability is large, as is the case for hydropower. In addition, issues were observed in the data and some inconsistencies have also been found. In order to increase the data quality and extend the depth of the archive, it is of utmost importance that significant effort is put into maintaining and improving the collection of better quality data on energy demand and generation, and facilitating the access to these data.

Secondly, the ERA5 climate data has been used here without any bias adjustment. Results from other research groups have shown that there are some biases, especially in wind speed. Further developments should implement bias adjustment on wind speed fields, which should significantly improve the wind power estimates.

Thirdly, energy conversion models could be improved. The wind power model is the most basic of all the models used here and could be enhanced for instance by using a more generic and adaptable power curve like in [43]. The wind and solar PV power estimates could also be improved by taking into account the actual location of the installed capacity. However, in the context of this service contract, it has to be remembered that the same models are applied for projections until the end of the century, when the location of wind and solar capacity cannot be anticipated. However, interested users could consider integrating their own scenarios providing the evolution of the installed capacity of each country in the future. The hydropower model could also be improved, and more collaboration could be sought with hydrological model developers into the future, to possibly find intermediate complexity models,
between full hydrological models and the more simple models used here. The demand models could also be adapted to the hourly time resolution, in order to fit the needs of adequacy studies. It could also benefit from direct interactions with national TSOs, in order to refine the models equations based on their expertise of the demand behavior in their country.

The C3S-E models and dataset are the first to provide climate related energy indicators for electricity demand and generation from wind, solar and hydro power for most countries in Europe, in a homogenized way, including open and free access via the C3S Climate Data Store, for three different time streams. This is a first stone in building a common framework for climate related energy modelling activities. Rather than an end-product, the dataset should be seen as the demonstration that it is possible to combine all the necessary elements to provide relevant information to help energy modelers and decisions makers better integrate the effects of climate variability and climate change in long-term energy prospective studies, as well as seasonal outlooks. It provides a strong basis for studying the impacts of climate variability and climate change on current and future energy mixes in Europe, like in [8]. Efforts should be pursued to better identify and meet end-user needs to ensure that the further development of the C3S-E service addresses the challenges raised by climate change and the energy transition. The C3S ecosystem provides an excellent framework for developing these activities, and more collaboration should be sought between climate scientists, climate services developers and energy modellers.
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Parameterization of the solar capacity factor for an efficient computation of daily and three hourly data for the seasonal forecasting and projections streams

The calculation of the solar capacity factors is based on a physical model, where the sun position, its impact on the irradiation and each component of a PV system are modelled. In order to avoid numerical artifact, the input meteorological data are interpolated on a 5-minute time resolution. If this approach offers a satisfactory accuracy and a high degree of flexibility, its drawback is the high computation time, making its use on large datasets or in an operational context prohibitive. To address this issue, we propose a simple parameterization which parameters are evaluated using long term historical data calculated with the above mentioned model with ERA5 reanalysis data.

First, a set of solar capacity factors has been calculated using the approach described above using the parameters GHI and T2m of the ERA5 reanalysis data. At this stage, hourly values of the meteorological data and calculated solar capacity factors are available for each cell of a 0.25° resolution grid covering Europe for the period 2000-2015. Using this dataset, the following daily data have been generated:
1. Daily averaged surface solar radiation downwards: GHI
2. Daily averaged top of atmosphere solar radiation downwards. GTOA
3. Air temperature at 2 meter height at local noon T2m
4. Daily diffuse fraction KD

The daily diffuse fraction has been estimated using the daily clearness index \( KT = \frac{GHI}{GTOA} \) with the following relation [1]:

\[
KD = \begin{cases} 
0.942 + 0.326 \times KT - 3.896 \times KT^2 + 2.661 \times KT^3 & \text{if } KT \leq 0.13 \\
0.115 & \text{if } 0.13 < KT \leq 0.8 \\
0 & \text{if } KT > 0.8
\end{cases}
\]

We then propose to express the PV capacity factor SCF as a linear combination of the above predictors as well as their quadratic value and cross products:

\[
SCF = \sum_{i=0}^{4} \sum_{j=1}^{4} a_{ij} \times X_i \times X_j \quad \text{with} \quad \begin{cases} 
X_1 = GHI \\
X_2 = GTOA \\
X_3 = T2m \\
X_4 = KD
\end{cases}
\]

The proposed approach is motivated by the physics but its final form is the result of different tries which are not described here. The set of coefficient \( a_{ij} \) has been evaluated for each grid cell independently and saved in a netcdf parameter file. To illustrate the dependency of the solar capacity factor on the selected features, two examples corresponding to a location in the North and in the South of the C3S area are given in Figure S1 and Figure S2 (the location is represented in the left plots of the two figures). In the middle plot of the two figures, the dependency
of the capacity factor as a function of the GHI and TOA irradiation – the two most important predictors – is represented. It can be observed in these two examples that the cloud of scatter points exhibits a clear dependency on these two parameters and that this dependency varies spatially. Scatter plots of the regression as a function of the reference data are given for the two examples in the right plots of Figure S1 and Figure S2: Illustration of the linear model for a grid point located in the south of the considered area (35°N, 5°E). It can be observed that the regression yields very small residuals yet slightly larger in Northern regions.

A potential drawback of the proposed approach is that it can yield abnormal result if the input parameters are out of the domain covered by the set of training data. To increase its robustness, outputs of the model are constrained by the two following bounds, which are represented by a dotted line in the middle plots of Figure S1 and Figure S2

$$SCF_{\text{min}} = \max \left[ \left( \frac{GHI \times 0.001}{100} \right), \left( \frac{GHI \times 0.2}{8000} - 0.05 \right) \right]$$

$$SCF_{\text{max}} = \max \left[ \left( \frac{GHI \times 0.025}{100} \right), \left( \frac{GHI \times 0.3}{8000} + 0.1 \right) \right]$$

The proposed approach can be directly implemented at daily resolution but needs some adaptation to handle the 3-hourly time resolution of the climate projections. In this latter case we propose to evaluate the solar capacity factors using daily data, as described above, and subsequently downscale the data at a three-hourly resolution by assuming that the time evolution of the solar capacity factor is proportional to that of the GHI.

![Figure S1](image1.png)

*Figure S1: Illustration of the linear model for a grid point located in the north of the considered area (70°N, 5°E)*

![Figure S2](image2.png)

*Figure S2: Illustration of the linear model for a grid point located in the south of the considered area (35°N, 5°E)*
The model presented in this section has been applied to the climate projections and seasonal forecasts. The initial model has been used for reanalysis data. Based on the above validation, the effect of the linear parameterization is very small. Accordingly, the validation presented in the following section focuses on the original model applied to reanalysis data.

2. Table of installed capacity

*Table S1: Installed capacity data. WON, WOF and SPV data come from IRENA and are reported as of end of 2018; HRE and HRO are from ENTSO-E TP as of end of 2019, as reported in (HO et al., 2020) – see reference in main text.*

| Country | WON  | WOF  | SPV  | HRE  | HRO  |
|---------|------|------|------|------|------|
| AL      | -    | -    | 1    | -    | -    |
| AT      | 3,232| -    | 1,438| 2,440| 5,558|
| BE      | 2,074| 877  | 3,986| -    | -    |
| BG      | 699  | -    | 1,033| -    | -    |
| CH      | 75   | -    | 2,171| 5,419| 635  |
| CZ      | 316  | -    | 2,075| -    | -    |
| DE      | 52,447| 5,406| 45,179| 1,298| 3,983|
| DK      | 4,419| 1,264| 998  | -    | -    |
| EE      | 310  | -    | 32   | -    | -    |
| EL      | 2,877| -    | 2,652| -    | -    |
| ES      | 23,400| 5    | 4,763| 19,146| 1,156|
| FI      | 1,968| 73   | 140  | -    | 3,148|
| FR      | 14,898| 2    | 9,617| 8,279| 10,955|
| HR      | 586  | -    | 68   | -    | -    |
| HU      | 329  | -    | 726  | -    | -    |
| IE      | 3,650| 25   | 24   | -    | -    |
| IT      | 10,230| -   | 20,108| 3,857| 10,650|
| LI      | -    | -    | -    | -    | -    |
| LT      | 533  | -    | 82   | -    | -    |
| LU      | 123  | -    | 131  | -    | -    |
| LV      | 78   | -    | 2    | -    | -    |
| ME      | 118  | -    | 3    | -    | -    |
| MK      | 37   | -    | 21   | -    | -    |
| NL      | 3,436| 957  | 4,522| -    | -    |
| NO      | 1,708| 2    | 68   | 27,683| 992  |
| PL      | 5,766| -    | 562  | -    | -    |
| PT      | 5,172| -    | 667  | 1,515| 2,858|
| RO      | 3,032| -    | 1,386| 3,373| 2,770|
| RS      | 25   | -    | 10   | -    | -    |
| SE      | 7,097| 203  | 492  | 16,301| -    |
| SI      | 5    | -    | 221  | -    | -    |
| SK      | 3    | -    | 472  | 418  | 1,208|
| UK      | 13,553| 6,988 | 13,119| -    | -    |
3. **Generation models correlation coefficient**

*Table S2: Pearson correlation coefficient for all energy generation variables, based on ENTSO-E TP 2015-2019 data. HRO and HRE use daily data, whereas WON, WOF and SPV are based on hourly data.*

| country | WON | WOF | SPV | HRE | HRO |
|---------|-----|-----|-----|-----|-----|
| AT      | 0.801 | —   | 0.855 | 0.348 | 0.746 |
| BE      | 0.898 | 0.842 | 0.947 | —   | —   |
| BG      | 0.735 | —   | 0.950 | —   | —   |
| CH      | 0.563 | —   | 0.785 | 0.276 | -0.084 |
| CZ      | 0.903 | —   | 0.965 | —   | —   |
| DE      | 0.941 | 0.662 | 0.968 | 0.033 | 0.592 |
| DK      | 0.901 | 0.904 | 0.949 | —   | —   |
| ES      | 0.907 | —   | 0.913 | 0.599 | 0.819 |
| FI      | —   | —   | —   | —   | 0.505 |
| FR      | 0.890 | —   | 0.958 | 0.671 | 0.861 |
| IT      | 0.825 | —   | 0.975 | 0.613 | 0.822 |
| NL      | 0.851 | 0.774 | 0.801 | —   | —   |
| NO      | —   | —   | —   | 0.692 | 0.725 |
| PT      | 0.870 | —   | 0.962 | 0.754 | 0.830 |
| RO      | 0.713 | —   | 0.959 | 0.317 | 0.765 |
| SE      | 0.919 | —   | —   | 0.560 | —   |
| SI      | 0.234 | —   | 0.843 | —   | —   |
| SK      | —   | —   | —   | 0.076 | 0.683 |
| UK      | 0.818 | 0.722 | 0.905 | —   | —   |
4. Demand models performance metrics

Table 3: Demand models validation scores (step 3). The correlation coefficient is calculated against ENTSO-E data over the same period for all countries, 2015-2018

| Country | Training period | Validation Period | RMSE | MAPE | Correlation |
|---------|-----------------|-------------------|------|------|-------------|
| AT      | 2011-2014       | 2015-2018         | 2926 | 1.16 | 0.99        |
| BA      | 2010-2014       | 2015-2018         | 698  | 1.53 | 0.97        |
| BE      | 2010-2014       | 2015-2018         | 5919 | 1.86 | 0.97        |
| BG      | 2010-2014       | 2015-2018         | 2040 | 1.53 | 0.91        |
| CH      | 2015-2017       | 2018              | 6238 | 3.04 | 0.95        |
| CZ      | 2010-2014       | 2015-2018         | 3060 | 1.26 | 0.97        |
| DE      | 2010-2014       | 2015-2018         | 29219| 1.46 | 0.98        |
| DK      | 2010-2014       | 2015-2018         | 2134 | 1.77 | 0.98        |
| EE      | 2010-2014       | 2015-2018         | 487  | 1.71 | 0.96        |
| EL      | 2006-2014       | 2015-2018         | 4571 | 2.60 | 0.97        |
| ES      | 2010-2014       | 2015-2018         | 12532| 1.36 | 0.98        |
| FI      | 2006-2014       | 2015-2018         | 6553 | 2.04 | 0.98        |
| FR      | 2010-2014       | 2015-2018         | 20064| 1.17 | 1.00        |
| HR      | 2006-2014       | 2015-2018         | 1067 | 1.76 | 0.95        |
| HU      | 2010-2014       | 2015-2018         | 2192 | 1.43 | 0.94        |
| IE      | 2010-2014       | 2015-2018         | 1252 | 1.24 | 0.92        |
| IT      | 2006-2014       | 2015-2018         | 20558| 1.93 | 0.99        |
| LT      | 2006-2014       | 2015-2018         | 667  | 1.66 | 0.92        |
| LU      | 2010-2014       | 2015-2018         | 1213 | 5.51 | 0.66        |
| LV      | 2010-2014       | 2015-2018         | 399  | 1.50 | 0.98        |
| ME      | 2010-2014       | 2015-2018         | 325  | 2.66 | 0.94        |
| MK      | 2010-2014       | 2015-2018         | 924  | 3.80 | 0.93        |
| NL      | 2010-2014       | 2015-2018         | 7874 | 1.68 | 0.95        |
| NO      | 2010-2014       | 2015-2018         | 8622 | 1.79 | 0.98        |
| PL      | 2010-2014       | 2015-2018         | 8152 | 1.44 | 0.96        |
| PT      | 2010-2014       | 2015-2018         | 2432 | 1.26 | 0.97        |
| RO      | 2006-2014       | 2015-2018         | 4254 | 2.09 | 0.92        |
| RS      | 2010-2014       | 2015-2018         | 1927 | 1.36 | 0.99        |
| SE      | 2010-2014       | 2015-2018         | 10973| 2.14 | 0.99        |
| SI      | 2011-2014       | 2015-2018         | 854  | 1.73 | 0.95        |
| SK      | 2010-2014       | 2015-2018         | 1221 | 1.19 | 0.96        |
| UK      | 2010-2014       | 2015-2018         | 33276| 2.76 | 0.93        |
5. Demand models scatter plots

Figure S4: scatter plot of demand for all countries
6. Hydro power scatter plots

![Scatter plots for hydropower generation. C3S-E mean daily power (in GW) plotted against ENTSO-E TP actual values. Dots’ colors represent different years of the validation dataset (2015-2019).](image)

Figure S5: Scatter plot for hydropower generation. C3S-E mean daily power (in GW) plotted against ENTSO-E TP actual values. Dots’ colors represent different years of the validation dataset (2015-2019).
7. Onshore wind power scatter plots

Figure S6: Scatter plot for onshore wind power generation. C3S-E hourly capacity factor plotted against ENTSO-E TP actual generation values (in GW). Dots’ colors represent different years of the validation dataset (2015-2019)
8. Offshore wind power scatter plots

Figure S7: Scatter plot for offshore wind power generation (only for countries with data available in ENTSO-E TP). C3S-E hourly capacity factor plotted against ENTSO-E TP actual generation values (in GW). Dots’ colors represent different years of the validation dataset (2015-2019)
9. Solar PV power scatter plots

Figure S8: Scatter plot for solar power generation. C3S-E hourly capacity factor plotted against ENTSO-E TP actual generation values (in GW). Dots’ colors represent different years of the validation dataset (2015-2019)