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ABSTRACT
Inspired by natural classes of examples, we define generalized directed semi-trees and construct weighted shifts on them. Given an \( n \)-tuple of generalized directed semi-trees with certain properties, we associate an \( n \)-tuple of multiplication operators on a Hilbert space \( \mathcal{H}^{2}(\beta) \) of formal power series. Under certain conditions, \( \mathcal{H}^{2}(\beta) \) turns out to be a reproducing kernel Hilbert space consisting of holomorphic functions on some domain in \( \mathbb{C}^{n} \) and the \( n \)-tuple of multiplication operators on \( \mathcal{H}^{2}(\beta) \) is unitarily equivalent to an \( n \)-tuple of weighted shifts on generalized directed semi-trees. Finally, we exhibit two classes of examples of \( n \)-tuples of operators, which can be intrinsically identified as weighted shifts on generalized directed semi-trees.
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1. Introduction

The study of the adjacency operator for an infinite directed graph has been initiated in Ref. [1]. Later Jablonski, Stochel and Jung specialized in adjacency operators for weighted directed trees in Ref. [2]. They referred to these as weighted shifts on directed trees and obtained several significant results that enriched operator theory in several aspects. Inspired by generalized creation operators on Segal-Bargmann space, Majdak and Stochel generalized this to weighted shifts on directed semi-trees in Ref. [3].

Let \( \mathbb{D} \) denote the open unit disc in the complex plane \( \mathbb{C} \). For \( \lambda > 0 \), it is well known that

\[
K^{(\lambda)}(z, w) := \prod_{i=1}^{n} \frac{1}{1 - z_{i} \bar{w}_{i})^{\lambda}}, \quad z, w \in \mathbb{D}^{n}
\]

is a positive definite kernel on \( \mathbb{D}^{n} \). Let \( A^{(\lambda)}(\mathbb{D}^{n}) \) denote the Hilbert space consisting of holomorphic functions with reproducing kernel \( K^{(\lambda)} \). In particular, \( A^{(\lambda)}(\mathbb{D}^{n}) \) coincides with the Hardy space \( H^{2}(\mathbb{D}^{n}) \) and the Bergman space \( A^{2}(\mathbb{D}^{n}) \) for \( \lambda = 1 \) and \( \lambda = 2 \), respectively. Let
us denote the permutation group on \( n \) symbols by \( \mathfrak{S}_n \). The subspaces

\[
\mathbb{A}^{(\lambda)}_{\text{sym}}(\mathbb{D}^n) = \{ f \in \mathbb{A}^{(\lambda)}(\mathbb{D}^n) : f \circ \sigma^{-1} = f \text{ for } \sigma \in \mathfrak{S}_n \},
\]

and

\[
\mathbb{A}^{(\lambda)}_{\text{anti}}(\mathbb{D}^n) = \{ f \in \mathbb{A}^{(\lambda)}(\mathbb{D}^n) : f \circ \sigma^{-1} = \text{sgn}(\sigma)f \text{ for } \sigma \in \mathfrak{S}_n \}
\]

are joint reducing subspaces of the \( n \)-tuple of multiplication operators \( M_s := (M_{s_1}, \ldots, M_{s_n}) \) on \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \), where \( s_i \) denotes the elementary symmetric polynomial of degree \( i \) in \( n \) variables, see [4, p. 774]. In Ref. [5], Biswas et al. prove that each of the operators \( M_s|_{\mathbb{A}_{\text{anti}}^{(\lambda)}(\mathbb{D}^n)} \) and \( M_s|_{\mathbb{A}_{\text{sym}}^{(\lambda)}(\mathbb{D}^n)} \) is unitarily equivalent to the \( n \)-tuple of coordinate multiplication operators on some reproducing kernel Hilbert space containing holomorphic functions on the symmetrized polydisc. However, in [4, p. 771, Corollary 3.9], it is shown that neither \( M_s|_{\mathbb{A}_{\text{anti}}^{(\lambda)}(\mathbb{D}^n)} \) nor \( M_s|_{\mathbb{A}_{\text{sym}}^{(\lambda)}(\mathbb{D}^n)} \) is unitarily equivalent to any joint weighted shift. It has been observed that each of the operators \( M_s|_{\mathbb{A}_{\text{anti}}^{(\lambda)}(\mathbb{D}^n)} \) and \( M_s|_{\mathbb{A}_{\text{sym}}^{(\lambda)}(\mathbb{D}^n)} \) has a natural identification as an \( n \)-tuple of weighted shift operators on generalized structure of directed semi-trees. Motivated by these examples, we have defined generalized directed semi-trees and described weighted shifts on generalized directed semi-trees in this paper.

We have represented weighted shifts on generalized directed semi-trees as multiplication operators on Hilbert spaces consisting of analytic functions. Representing weighted shift operators as multiplication operators make various well-known operator theoretic tools accessible to analyse these operators. For example, understanding the unilateral shift as a multiplication operator by the coordinate function on the Hardy space of the unit disc yields a significant exposition. Shields exhibits an insightful association of weighted shift operators with analytic functions in Ref. [6]. Jewell and Lubin show a similar interplay between commuting weighted shifts and analytic functions in several variables, see [7]. Recently, in Ref. [8], Chavan et al. described an analytic model for left-invertible weighted shifts on directed trees, using Shimorin’s analytic model described in Ref. [9]. A different approach has been made to describe an analytic structure of weighted shifts on directed trees in Ref. [10]. However, we follow the framework of Ref. [7] in this paper.

Now we briefly outline the content of this paper. In Section 2, we have reproduced a few basic notions of graph theory. Given generalized directed semi-trees \( (\mathcal{G}_i, m_i), 1 \leq i \leq n \), an \( n \)-tuple of multiplication operators on a Hilbert space of formal power series \( \mathcal{H}^2(\beta) \) have been constructed in Section 3. A necessary and sufficient condition for the continuity of that \( n \)-tuple of multiplication operators on \( \mathcal{H}^2(\beta) \) is provided in Lemma 3.1. Under certain conditions, \( \mathcal{H}^2(\beta) \) turns out to be a reproducing kernel Hilbert space consisting of holomorphic functions on some domain in \( \mathbb{C}^n \). Moreover, we show in Theorem 3.1 that the \( n \)-tuple of multiplication operators on \( \mathcal{H}^2(\beta) \) is unitarily equivalent to an \( n \)-tuple of operators \( (\Lambda_1, \ldots, \Lambda_n) \) where each \( \Lambda_i \) is a weighted shift on the generalized directed semi-tree \( (\mathcal{G}_i, m_i) \).

In Sections 4 and 5, we provide the following natural classes of examples.

(1) For \( \lambda > 0 \), we denote the weighted Bergman space on the polydisc \( \mathbb{D}^n \) by \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \). Moreover, the subspaces \( \mathbb{A}^{(\lambda)}_{\text{sym}}(\mathbb{D}^n) \) and \( \mathbb{A}^{(\lambda)}_{\text{anti}}(\mathbb{D}^n) \) consist of all symmetric functions in \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \) and all anti-symmetric functions in \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \), respectively. The elementary symmetric polynomial of degree \( i \) in \( n \) variables is denoted by \( s_i \). For each
1 ≤ i ≤ n, the restrictions of the multiplication operator $M_{si}$ on the spaces $A_{\text{sym}}^{(k)}(D^n)$ and $A_{\text{anti}}^{(k)}(D^n)$ have a natural identification as weighted shifts on generalized directed semi-trees.

(2) Let $G$ be a finite pseudoreflection group and $D$ be a complete Reinhardt domain in $\mathbb{C}^n$ which is $G$-invariant. The Bergman space on $D$ is denoted by $A^2(D)$. For each $1 ≤ i ≤ n$, the operator $M_{\theta_i} : A^2(D) → A^2(D)$ is unitarily equivalent to a weighted shift on a generalized directed semi-tree, where $\{\theta_i : i = 1, \ldots, n\}$ is a set of basic polynomials associated with the group $G$.

## 2. Generalized directed semi-trees

### 2.1. Basic notions of graph theory

We begin by recalling a number of useful definitions from graph theory. For a nonempty set $V$ and a subset $E \subseteq (V \times V) \setminus \{(v, v) : v \in V\}$ of ordered pairs, we denote the directed graph $G$ by the pair $G = (V, E)$. An element of $V$ is called a vertex and an element of $E$ is called an edge. We enlist some requisite definitions related to a directed graph below, following the notations described in Ref. [3, p. 1429].

1. A directed graph $G = (V, E)$ is said to be connected if for every two distinct vertices $u$ and $v$, there exists a finite sequence $v_1, v_2, \ldots, v_n \in V$, for $n ≥ 2$, such that $u = v_1$, either $(v_j, v_{j+1}) \in E$ or $(v_{j+1}, v_j) \in E$ for all $j = 1, 2, \ldots, n - 1$ and $v_n = v$.

2. A finite sequence $v_1, v_2, \ldots, v_n$ ($n ≥ 2$) of distinct vertices of $G$ is said to be a circuit if $(v_j, v_{j+1}) \in E$ for all $j = 1, 2, \ldots, n - 1$ and $(v_n, v_1) \in E$.

3. For any $u \in V$, the children of $u$ and the parents of $u$ are given by
   (a) $\text{Chi}(u) := \{v \in V : (v, u) \in E\}$ and
   (b) $\text{Par}(u) := \{v \in V : (v, u) \in E\}$, respectively.

4. A vertex $v$ is called a root of the graph $G$ if $\text{Par}(v)$ is empty. The set of all roots of $G$ is denoted by $\text{Root}(G)$. We also define $V^0 = V \setminus \text{Root}(G)$.

5. For a vertex $w \in V$, we fix $\text{Chi}^{(0)}(w) = \{w\}$ and $\text{Par}^{(0)}(w) = \{w\}$. For $n \in \mathbb{N}$, the $n$th children of $w$ and $n$th parents of $w$ are denoted by
   (a) $\text{Chi}^{(n)}(w) = \text{Chi}(\text{Chi}^{(n-1)}(w))$, and
   (b) $\text{Par}^{(n)}(w) = \text{Par}(\text{Par}^{(n-1)}(w))$, respectively.
   (c) In addition to it, the set of descendants of $w$ is defined as

   $$\text{Des}(w) = \bigcup_{n=0}^{\infty} \text{Chi}^{(n)}(w).$$

Now we are in a position to recall the definition of a directed tree from [2, p. 10].

**Definition 2.1:** A directed graph $G = (V, E)$ is called a directed tree if the following conditions are satisfied.

(i) $G$ has no circuit.
(ii) $G$ is connected.
(iii) For each vertex $v \in V^0$, the set $\text{Par}(v)$ has only one element.
Recently, Majdak and Stochel generalized the notion of a directed tree and defined a directed semi-tree in Ref. [3, p. 1430] as follows:

**Definition 2.2:** A directed graph \( G = (V, E) \) is called a directed semi-tree if the following conditions are satisfied.

(i) \( G \) has no circuit.
(ii) \( G \) is connected.
(iii) \( \text{card}(\text{Chi}(u) \cap \text{Chi}(v)) \leq 1 \) for distinct all \( u, v \in V \), where \( \text{card}(S) \) represents the cardinality of a set \( S \).
(iv) For all \( u, v \in V \), there exists \( w \in V \) such that \( u, v \in \text{Des}(w) \).

The motivation to generalize the notion of a directed semi-tree comes from a number of examples that occur naturally. A few such examples are discussed in Sections 4 and 5, and they emphasize that this generalization is not superficial.

**Definition 2.3:** A directed graph \( G = (V, E) \) is called a generalized directed semi-tree if the following conditions are satisfied.

(i) \( G \) has no circuit.
(ii) \( G \) has finite or countably infinite connected components.
(iii) There exists a fixed non-negative integer, say \( m \), such that for every distinct \( u, v \in V \);

\[
\text{card}(\text{Chi}(u) \cap \text{Chi}(v)) \leq m. \tag{1}
\]

The directed graphs (1) and (2) are examples of generalized directed semi-tree. Since each of the graphs (1) and (2) has two roots, they are not directed semi-trees.

Note that the cardinality of \( \text{Root}(G) \) can be countably infinite. If any non-negative integer \( m \) satisfies Equation (1), then for every natural number \( M > m \), we have \( \text{card}(\text{Chi}(u) \cap \text{Chi}(v)) \leq M \). So we take the convention of choosing the least non-negative integer that satisfies Equation (1). We denote a generalized directed semi-tree by \( (G, m) \) in the sequel, where \( m \) is the least non-negative integer satisfying Equation (1). The next proposition manifests a relation between the class of generalized directed semi-trees and the class of directed trees.
Proposition 2.1: A generalized directed semi-tree \((G, 0)\) is a directed tree if and only if it is connected.

Proof: The forward direction of the proposition follows immediately. Now we prove the backward direction. Assume that \(G\) is connected. Since \(G\) is a generalized directed semi-tree, it has no circuit. Arguing by contradiction, suppose there exists \(v_0 \in V^c\) such that \(\text{card(Par}(v_0)) > 1\). Let \(u_1, u_2 \in \text{Par}(v_0), u_1 \neq u_2\). Then \(\text{Chi}(u_1) \cap \text{Chi}(u_2) \supseteq \{v_0\}\). This implies that \(\text{card(Chi}(u_1) \cap \text{Chi}(u_2)) \geq 1\), which contradicts our hypothesis. Hence for all \(v \in V^c\), \(\text{Par}(v)\) has only one element. This shows that \(G\) is a directed tree. \(\blacksquare\)

Remark 2.1: Note that a generalized directed semi-tree \((G, 1)\) is a directed semi-tree if

1. \(\text{card(}\text{Root}(G)) \leq 1\),
2. For all \(u, v \in V\); there exists \(w \in V\) such that \(u, v \in \text{Des}(w)\).

3. Analytic structure for a weighted shift on a generalized directed semi-tree

3.1. Weighted shift on a generalized directed semi-tree

Let \((G, m) = (V, E)\) be a generalized directed semi-tree. We assign a complex number \(\lambda_{(u,v)}\) to each edge \((u, v) \in E\) such that the following holds for every \(v \in V\):

\[
\sum_{u \in \text{Par}(v)} |\lambda_{(u,v)}|^2 < \infty. \tag{2}
\]

We refer to \(\lambda_{(u,v)}\) as the weight on the edge \((u, v)\). The Hilbert space \(\ell^2(V)\) is the family of all square-summable complex-valued functions on \(V\) with the standard inner product \((f, g) := \sum_{v \in V} f(v)g(v)\) for \(f, g \in \ell^2(V)\). Let \(T_G\) be the operator defined on the set of all complex-valued functions on \(V\) by

\[
(T_G f)(v) = \begin{cases} 
\sum_{u \in \text{Par}(v)} \lambda_{(u,v)} f(u), & \text{if } v \in V^c, \\
0, & \text{if } v \in \text{Root}(G). 
\end{cases} \tag{3}
\]

We denote \(\mathcal{D}(\Lambda_G) := \{f \in \ell^2(V) : T_G f \in \ell^2(V)\}\). The operator \(\Lambda_G : \mathcal{D}(\Lambda_G) \rightarrow \ell^2(V)\), defined by

\[
\Lambda_G f = T_G f, \quad f \in \mathcal{D}(\Lambda_G), \tag{4}
\]

is called a weighted shift operator on the generalized directed semi-tree \(G\) with weights \(\{\lambda_{(u,v)} : (u, v) \in E\}\).

For an element \(v \in V\), if the set \(\text{Par}(v)\) is finite, \((\Lambda_G f)(v)\) is well-defined for every \(f \in \mathcal{D}(\Lambda_G)\). On the other hand, if \(\text{Par}(v) = \{u_i : i \in \mathbb{N}\}\) for some \(v \in V\), then by the Cauchy–Schwarz inequality we have

\[
|\sum_{i=1}^m \lambda_{(u_i,v)} f(u_i) - \sum_{i=1}^k \lambda_{(u_i,v)} f(u_i)| \leq \left(\sum_{i=k+1}^m |\lambda_{(u_i,v)}|^2\right)^{1/2} \left(\sum_{i=k+1}^m |f(u_i)|^2\right)^{1/2},
\]

for every \(m, k \in \mathbb{N}\) with \(k < m\). From Equation (2), we have \(\sum_{i=k+1}^m |\lambda_{(u_i,v)}|^2 \rightarrow 0\) as \(m, k \rightarrow \infty\). Moreover, since \(f \in \ell^2(V)\), it follows that \(\sum_{i=k+1}^m |f(u_i)|^2 \rightarrow 0\) as \(m, k \rightarrow \infty\). Therefore, \(\sum_{u \in \text{Par}(v)} \lambda_{(u,v)} f(u)\) is convergent and hence \((\Lambda_G f)(v)\) is well defined.
Remark 3.1: In the case that \( G \) is a directed tree or a directed semi-tree, the definition of \( \Lambda_G \) coincides with the definition of a weighted shift on a directed tree and a directed semi-tree, respectively, see [2, Definition 3.1.1] and [3, Equation (5.2), p. 1437].

For each \( u \in V \), let \( \chi_u : V \rightarrow \mathbb{C} \) be defined by

\[
\chi_u(v) = \begin{cases} 
1, & \text{if } v = u, \\
0, & \text{otherwise.}
\end{cases}
\]  

(5)

From Equations (3) and (4), \( (\Lambda_G \chi_u)(v) = \sum_{w \in \text{Par}(v)} \lambda_{(w,v)} \chi_u(w) \). Therefore,

\[
(\Lambda_G \chi_u)(v) = \begin{cases} 
\lambda_{(u,v)}, & \text{if } u \in \text{Par}(v), \\
0, & \text{otherwise},
\end{cases}
\]

which can be rewritten as

\[
\Lambda_G \chi_u = \sum_{v \in \text{Chi}(u)} \lambda_{(u,v)} \chi_v.
\]  

(6)

If \( \text{Chi}(u) \) is finite for every \( u \in V \), then \{\( \chi_u \)| \( u \in V \} \subseteq \mathcal{D}(\Lambda_G) \). However, this does not ensure the boundedness of the operator \( \Lambda_G \). The following proposition provides a necessary and sufficient condition for the boundedness of \( \Lambda_G \).

Proposition 3.1: Let \( G = (V, E) \) be a generalized directed semi-tree with the property that \( \text{card}(\text{Par}(v)) \leq k \) for every \( v \in V \), and let \( \Lambda_G \) be the weighted shift operator on \( G \) with weights \( \{\lambda_{(u,v)} : (u,v) \in E\} \). The operator \( \Lambda_G \) is bounded on \( \ell^2(V) \) if and only if

\[
\sup_{v \in V} \sum_{u \in \text{Chi}(v)} |\lambda_{(v,u)}|^2 < \infty.
\]

Proof: Suppose that \( \Lambda_G \) is bounded on \( \ell^2(V) \), that is, the operator norm of \( \Lambda_G \) is finite and suppose that \( \|\Lambda_G\| = c \). For \( v \in V \), it follows from Equation (6) that the norm of \( \Lambda_G \chi_v \) in \( \ell^2(V) \) is given by \( \|\Lambda_G \chi_v\|^2 = \sum_{u \in \text{Chi}(v)} |\lambda_{(v,u)}|^2 \). Since \( \|\Lambda_G \chi_v\|^2 \leq c^2 \), the result follows.

Conversely, suppose that \( \sup_{v \in V} \sum_{u \in \text{Chi}(v)} |\lambda_{(v,u)}|^2 < c' \). Let \( f \in \ell^2(V) \) be such that \( f = \sum_{u \in W} f_u \chi_u \), where \( W \) is a finite subset of \( V \). Then we have

\[
\Lambda_G f = \sum_{u \in W} f_u (\Lambda_G \chi_u) = \sum_{u \in W} f_u \sum_{v \in \text{Chi}(u)} \lambda_{(u,v)} \chi_v = \sum_{v \in W} \left( \sum_{u \in \text{Par}(v)} \lambda_{(u,v)} f_u \right) \chi_v.
\]

Therefore,

\[
\|\Lambda_G f\|^2 = \sum_{v \in W} \left| \sum_{u \in \text{Par}(v)} f_u \lambda_{(u,v)} \right|^2 \leq k \sum_{v \in W} \sum_{u \in \text{Par}(v)} |f_u \lambda_{(u,v)}|^2
\]

\[
= k \sum_{u \in W} \left( \sum_{v \in \text{Chi}(u)} |\lambda_{(u,v)}|^2 \right) |f_u|^2 \leq kc' \|f\|^2.
\]

Note that \( \text{card}(\text{Par}(v)) \leq k \) for every \( v \in V \), so the first inequality follows by applying the Cauchy–Schwarz inequality on the constant function 1 and \( f_u \lambda_{(u,v)} \). Thus the operator \( \Lambda_G \) is bounded on a dense subset of \( \ell^2(V) \). Therefore, \( \Lambda_G \) is bounded on \( \ell^2(V) \).
3.2. Analytic structure

Given \( n \) generalized directed semi-trees, our aim is to determine an \( n \)-tuple of multiplication operators on a Hilbert space of formal power series, which is a reproducing kernel Hilbert space consisting of holomorphic functions under certain conditions. We restrict our attention to the generalized directed semi-trees with a few specific properties.

Suppose \( \mathbb{N} \) is the set of all natural numbers and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). Let \( V \subseteq \mathbb{N}_0^n \) and \((G, l) = (V, E)\) be a generalized directed semi-tree with the following properties:

1. If \((v, u) \in E\) then \( v_j \leq u_j \) for \( j \in \{1, 2, \ldots, n\} \).
2. There exists a natural number \( m \) such that \( \text{card}(\chi(u)) \leq m \) for every \( u \in V \) and \( V_m = \{v \in V : \text{card}(\chi(v)) = m\} \) is non-empty. Clearly, \( l \leq m \).

(a) For any two \( v, v' \in V_m \), if \( u \in \chi(v) \) there exists unique \( u' \in \chi(v') \) such that \( u_j = v_j \) for \( j = 1, \ldots, n \). Denote \( k_j = u_j - v_j \).

(b) Consider \( u \in V \). If \( \text{card}(\chi(u)) \leq m \), then for each \( w \in \chi(u) \), there exists a unique \( k \in \deg(G) \) such that \( w_j - u_j = k_j \) for all \( j \in \{1, 2, \ldots, n\} \).

Note that property (a) describes a condition on the set \( V_m = \{v \in V : \text{card}(\chi(v)) = m\} \). However, property (b) describes a condition for every \( u \in V \) with \( \text{card}(\chi(u)) \leq m \).

Let \( \mathcal{X}(V) \) be the set of all generalized directed semi-trees on \( V \) with Property (1) and Property (2). For \( V = \{(n, 0) : n \in \mathbb{N}_0\} \), the following graph yields an example of an element in \( \mathcal{X}(V) \).

For every \((G, l) \in \mathcal{X}(V)\), a unique polynomial

\[
\rho_G(z_1, \ldots, z_n) := \sum_{i=1}^{m} z_1^{k^{(i)}_1} \cdots z_n^{k^{(i)}_n},
\]

(7)

is associated to the graph \((G, l)\).

3.2.1. Construction

For \( 1 \leq i \leq n \), let \((G^{(i)}_n, m_i) = (V, E^{(i)}_n)\) be generalized directed semi-trees in \( \mathcal{X}(V) \). Let \( \chi^{(i)}_n(v) = \{u : (v, u) \in E^{(i)}_n\} \) and \( \text{Par}^{(i)}_n(u) = \{v : (v, u) \in E^{(i)}_n\} \).
For $1 \leq i \leq n$, denote the unique polynomial in Equation (7) associated to the graph $(G_n^{(i)}, m_i)$ by $p_i$. Let $\{S_v\}_{v \in V}$ be a collection of polynomials in $n$ variables $p_1, p_2, \ldots, p_n$ which satisfy the following relations:

(i) $S_v = \sum_{|a| \leq |v|, a \in \mathbb{N}_0^n} c_{a} p_1^{a_1} p_2^{a_2} \cdots p_n^{a_n}$ for some $c_{a} \in \mathbb{C}$ and,

(ii) $p_i \cdot S_v = \sum_{u \in \text{Chi}_n^{(i)}(v)} S_u$,

where $a = (a_1, \ldots, a_n)$ is a tuple of non-negative integers and $|a| = \sum_{i=1}^{n} a_i$. Consider the space of formal power series $\mathcal{H}^2(\beta) = \{\sum_{v \in V} \hat{f}(v) S_v : \sum_{v \in V} |\hat{f}(v)|^2 \beta(v)^2 < \infty\}$ with the inner product

$$\langle f, g \rangle = \sum_{v \in V} \hat{f}(v) \overline{g(v)} \beta(v)^2$$

for $f, g \in \mathcal{H}^2(\beta)$,

where $f = \sum_{v \in V} \hat{f}(v) S_v$ and $g = \sum_{v \in V} \hat{g}(v) S_v$ are formal power series and $\{\beta(v) : v \in V\}$ is a net of positive real numbers. Note that we have

$$\langle S_u, S_v \rangle = \begin{cases} 0 & \text{if } u \not= v, \\ \beta(v)^2 & \text{if } u = v. \end{cases}$$

(8)

Hence, the set $\{\frac{1}{\beta(v)} S_v\}_{v \in V}$ forms an orthonormal basis of $\mathcal{H}^2(\beta)$. Consider the $n$-tuple of multiplication operators $T = (T_{p_1}, T_{p_2}, \ldots, T_{p_n})$ on the Hilbert space $\mathcal{H}^2(\beta)$ where $T_{p_i} : \mathcal{H}^2(\beta) \longrightarrow \mathcal{H}^2(\beta)$ is defined by

$$T_{p_i} f = p_i f, \quad f \in \mathcal{H}^2(\beta).$$

(9)

A priori it is not guaranteed that the operator $T_{p_i}$ is bounded. The following lemma describes a characterization of the boundedness of $T_{p_i}$.

**Lemma 3.1:** For each $1 \leq i \leq n$, let $(G_n^{(i)}, m_i)$ be a generalized semi-tree with the property $\text{card}(\text{Par}_n^{(i)}(v)) \leq k$ for $v \in V$, and let the unique polynomial associated with the graph $(G_n^{(i)}, m_i)$ be $p_i$. The operator $T_{p_i}$ is bounded on $\mathcal{H}^2(\beta)$ if and only if

$$\sup_{v \in V} \sum_{u \in \text{Chi}_n^{(i)}(v)} \frac{\beta(u)^2}{\beta(v)^2} < \infty$$

for $i = 1, 2, \ldots, n$.

**Proof:** If each $T_{p_i}$ is bounded for $i = 1, \ldots, n$, then there exists $c > 0$ such that $\|T_{p_i} S_v\|^2 \leq c \|S_v\|^2$ for all $v \in V$. For $v \in V$,

$$\|T_{p_i} S_v\|^2 \leq c \|S_v\|^2 \Rightarrow \sum_{u \in \text{Chi}_n^{(i)}(v)} \|S_u\|^2 \leq c \beta(v)^2$$

$$\Rightarrow \sum_{u \in \text{Chi}_n^{(i)}(v)} \|S_u\|^2 \leq c \beta(v)^2$$

$$\Rightarrow \sum_{u \in \text{Chi}_n^{(i)}(v)} \frac{\beta(u)^2}{\beta(v)^2} \leq c.$$
Conversely, assume that \( \sup_{v \in V} \sum_{u \in \text{Chi}^{(i)}(v)} \frac{\beta(u)^2}{\beta(v)^2} = c < \infty \). Let \( f \in \mathcal{H}^2(\beta) \) be such that \( f = \sum_{u \in W} f_u S_u \), where \( W \) is a finite subset of \( V \). It follows from Property (i) (a few lines before Equations (8)) and (9) that

\[
T_p f = \sum_{v \in W} \left( \sum_{u \in \text{Par}^{(i)}(v)} \hat{f}(u) \right) S_v, \quad \text{(10)}
\]

for \( f \in \mathcal{H}^2(\beta) \). Hence by Cauchy–Schwarz inequality,

\[
\|T_p f\|^2 = \sum_{v \in W} |\sum_{u \in \text{Par}^{(i)}(v)} \hat{f}(u)|^2 \beta(v)^2 \leq \sum_{v \in W} \left( \sum_{u \in \text{Par}^{(i)}(v)} |\hat{f}(u)|^2 \right) \beta(v)^2 \leq k \sum_{v \in W} \left( \sum_{u \in \text{Chi}^{(i)}(v)} \beta(u)^2 \right) |\hat{f}(v)|^2 \beta(v)^2 \leq k c \|f\|^2.
\]

Since \( \text{card(Par}^{(i)}(v) \rangle \leq k \) for every \( v \in V \), the second inequality follows. Thus the operator \( T_p \) is bounded on a dense subset of \( \mathcal{H}^2(\beta) \) and therefore \( T_p \) is bounded. ■

A straightforward calculation yields the following lemma.

**Lemma 3.2:** Suppose that \( (T_{p_1}, \ldots, T_{p_n}) \) is an \( n \)-tuple of bounded operators on the Hilbert space \( \mathcal{H}^2(\beta) \). Then

\[
T^n_{p_i} S_v = \begin{cases} 
0, & \text{if } v \in \text{Root}(G_n^{(i)}), \\
\sum_{u \in \text{Par}^{(i)}(v)} \frac{\beta(u)^2}{\beta(v)^2} S_u, & \text{otherwise}.
\end{cases}
\]

**Definition 3.1:** For \( w \in \mathbb{C}^n \), let \( \lambda_w \) be the linear functional on the linear span \( \bigvee \{ S_v : v \in V \} \) of \( S_v \), defined by \( \lambda_w(f) = f(w) \), \( f \in \bigvee \{ S_v : v \in V \} \). The point \( w \) is said to be a bounded point evaluation on \( \mathcal{H}^2(\beta) \) if the functional \( \lambda_w \) on \( \bigvee \{ S_v : v \in V \} \) extends to a bounded linear functional on \( \mathcal{H}^2(\beta) \).

**Lemma 3.3:** \( w \in \mathbb{C}^n \) is a bounded point evaluation if and only if \( \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} < \infty \).
\textbf{Proof:} From Definition 3.1, it follows that if \( w \) is a bounded point evaluation, then \( \lambda_w(p) = p(w) \) for all polynomials \( p \) in the variables \( p_i \). By the Riesz representation theorem, if \( w \) is a bounded point evaluation, then there exists \( \gamma_w \in \mathcal{H}^2(\beta) \) such that \( \lambda_w(f) = \langle f, \gamma_w \rangle \), \( f \in \mathcal{H}^2(\beta) \). Therefore we have \( S_v(w) = \langle S_v, \gamma_w \rangle = \frac{\hat{\gamma}_w(v)}{\beta(v)} \beta(v)^2 \), that is, \( \gamma_w(v) = \frac{S_v(w)}{\beta(v)} \). Since \( \gamma_w \in \mathcal{H}^2(\beta) \), it follows that \( \|\gamma_w\|^2 = \sum_{v \in V} |\hat{\gamma}_w(v)|^2 \beta(v)^2 = \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} < \infty \).

Conversely, suppose that for \( w \in \mathbb{C}^n \), we have \( \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} = c \). Then, the power series \( \gamma_w = \sum_{v \in V} \frac{S_v(w)}{\beta(v)} \beta(v)^2 \) is in \( \mathcal{H}^2(\beta) \). Let us define \( \lambda_w : \mathcal{H}^2(\beta) \to \mathbb{C} \) such that \( \lambda_w(f) = \langle f, \gamma_w \rangle \). A direct computation gives us \( \lambda_w(S_v) = S_v(w) \) and thus \( \lambda_w(g) = g(w) \) for every \( g \in \sqrt{\{S_v : v \in V\}} \). Therefore, \( w \) is a bounded point evaluation. \( \blacksquare \)

\textbf{Proposition 3.2:} If \( w \) is a bounded point evaluation and \( f = \sum_{v \in V} \hat{f}(v)S_v \in \mathcal{H}^2(\beta) \), then the series \( \sum_{v \in V} \hat{f}(v)S_v(w) \) converges absolutely to \( \lambda_w(f) \).

\textbf{Proof:} Since \( w \) is a bounded point evaluation, Lemma 3.3 yields that \( \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} < \infty \). Let \( \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} = c \). Suppose \( U \) is a finite subset of \( V \). We have

\[
\left( \sum_{v \in U} |\hat{f}(v)S_v(w)| \right)^2 = \left( \sum_{v \in U} |\hat{f}(v)\beta(v)S_v(w)\beta(v)| \right)^2 \leq \sum_{v \in U} |\hat{f}(v)|^2 \beta(v)^2 \sum_{v \in U} \frac{|S_v(w)|^2}{\beta(v)^2} \leq \sum_{v \in V} |\hat{f}(v)|^2 \beta(v)^2 \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} = \|f\|^2 \sum_{v \in V} \frac{|S_v(w)|^2}{\beta(v)^2} = \|f\|^2 c.
\]

This proves that the series \( \sum_{v \in V} \hat{f}(v)S_v(w) \) converges absolutely. Since we have \( \lambda_w(\sum_{v \in U} \hat{f}(v)S_v) = \sum_{v \in U} \hat{f}(v)S_v(w) \) for every finite subset \( U \) of \( V \) and \( \lambda_w \) is continuous, it follows that the series \( \sum_{v \in V} \hat{f}(v)S_v(w) \) converges absolutely to \( \lambda_w(f) \). \( \blacksquare \)

\textbf{Remark 3.2:} In view of Proposition 3.2, there is no ambiguity in writing \( \lambda_w(f) = f(w) \), whenever \( w \) is a bounded point evaluation.

The set of all bounded point evaluations on \( \mathcal{H}^2(\beta) \) is denoted by \( \Omega_{bpe} \). Then the following corollary follows from Proposition 3.2.
Corollary 3.1: The Hilbert space \( \mathcal{H}^2(\beta) \) is a reproducing kernel Hilbert space with reproducing kernel

\[
\kappa(z, w) = \sum_{v \in V} \frac{S_v(z)S_v(w)}{\beta(v)^2}, \quad z, w \in \Omega_{bpe},
\]

consisting of holomorphic functions on \( \Omega_{bpe} \) if the interior of \( \Omega_{bpe} \) is non-empty.

There are natural examples where the interior of \( \Omega_{bpe} \) is non-empty. We have provided two such classes of examples in Section 4.

For \( w \in \mathbb{C}^n \), let \( p_w = (p_1(w), p_2(w), \ldots, p_n(w)) \). Then the following result holds.

Proposition 3.3: Suppose that \( (T_{p_1}, \ldots, T_{p_n}) \) is an \( n \)-tuple of bounded operators on \( \mathcal{H}^2(\beta) \). Then \( P_w \) is in the point spectrum \( \sigma(T_{p_1}^*, \ldots, T_{p_n}^*) \) with common eigenvector \( K_w \) if \( w \) is a bounded point evaluation on \( \mathcal{H}^2(\beta) \).

Proof: Suppose \( w \) is a bounded point evaluation on \( \mathcal{H}^2(\beta) \). By the Riesz representation theorem, there exists \( K_w \in \mathcal{H}^2(\beta) \) such that \( \lambda_w(f) = \langle f, K_w \rangle \) for \( f \in \mathcal{H}^2(\beta) \). Then we have,

\[
\langle f, T_{p_i}^*K_w \rangle = \langle T_{p_i}f, K_w \rangle = \langle pf, K_w \rangle = p_i(w)\langle f, K_w \rangle = \langle f, p_i(w)K_w \rangle
\]

Therefore \( T_{p_i}^*K_w = p_i(w)K_w \) and hence, \( P_w \in \sigma(T_{p_1}^*, T_{p_2}^*, \ldots, T_{p_n}^*) \) corresponding to the common eigenvector \( K_w \). \( \blacksquare \)

3.2.2. Relation between the analytic structure and discrete structure

Assume that \( \{(G^{(i)}_n, m_i) = (V, E^{(i)}_n) : i = 1, \ldots, n\} \subset \mathcal{P}(V) \) and the unique polynomial associated to the graph \( (G^{(i)}_n, m_i) \) is \( p_i \). Suppose that there exists \( k > 0 \) such that \( \text{card}(\text{Par}^{(i)}_n(v)) \leq k \) for all \( v \in V \) and \( i = 1, \ldots, n \). For each \( 1 \leq i \leq n \), the weighted shift \( \Lambda_i \) on \( (G^{(i)}_n, m_i) \) is defined as follows: for \( f \in D(\Lambda_i) \subseteq \ell^2(V) \)

\[
(\Lambda_if)(v) = \begin{cases} 
0, & \text{if } v = \text{Root}(G^{(i)}_n), \\
\sum_{u \in \text{Par}^{(i)}_n(v)} \frac{\beta(u)}{\beta(v)}f(u), & \text{otherwise},
\end{cases}
\]

(11)

where \( \beta(v) \) is as in Equation (8).

Theorem 3.1: Let \( \Lambda_i \) be the weighted shift on the generalized directed semi-tree \( (G_i, m_i) \), as described in Equation (11), for \( i = 1, \ldots, n \) such that each \( \Lambda_i \) extends to a bounded linear operator to \( \ell^2(V) \) and the \( n \)-tuple \( (\Lambda_1, \ldots, \Lambda_n) \) is commuting. Then there exists a unitary operator \( U : \ell^2(V) \rightarrow \mathcal{H}^2(\beta) \) such that \( U^*T_{p_i}U = \Lambda_i \) for each \( 1 \leq i \leq n \).
Proof: For \( u \in V \), let \( \chi_u \in \ell^2(V) \) be given by Equation (5). Note that the sets \( \{ \chi_u : u \in V \} \) and \( \{ \frac{S_u}{\beta(u)} : u \in V \} \) are orthonormal bases of \( \ell^2(V) \) and \( \mathcal{H}^2(\beta) \), respectively. Let \( U : \ell^2(V) \to \mathcal{H}^2(\beta) \) be defined by \( U \chi_u = \frac{S_u}{\beta(u)} \). It follows from Equations (6) and (11) that

\[
\Lambda_i \chi_v = \sum_{u \in \text{Chi}^{(i)}(v)} \frac{\beta(u)}{\beta(v)} \chi_u, \quad v \in V,
\]

that is,

\[
(\Lambda_i \chi_v)(u) = \begin{cases} 
\frac{\beta(u)}{\beta(v)}, & \text{if } u \in \text{Chi}^{(i)}(v), \\
0, & \text{otherwise}.
\end{cases}
\]

From Property (ii) of the collection of polynomials \( \{ S_v(z) \}_{v \in V} \), we have

\[
T_{pi} \frac{S_v}{\beta(v)} = \sum_{u \in \text{Chi}^{(i)}(v)} \frac{\beta(u)}{\beta(v)} \frac{S_u}{\beta(u)}, \quad v \in V.
\]

Therefore, from Equations (12) and (13), it follows that \( U^* T_{pi} U = \Lambda_i \).

4. Example I

Fix \( n > 1 \). Recall that the weighted Bergman space \( A^{(\lambda)}(\mathbb{D}^n), \lambda > 0 \), consisting of holomorphic functions on \( \mathbb{D}^n \), is determined by the reproducing kernel \( K^{(\lambda)} : \mathbb{D}^n \times \mathbb{D}^n \to \mathbb{C} \), which is given by the formula

\[
K^{(\lambda)}(z, w) = \prod_{j=1}^n (1 - z_j \bar{w}_j)^{-\lambda}, \quad z, w \in \mathbb{D}^n.
\]

Let \( s_i \) denote the elementary symmetric polynomial of degree \( i \) in \( n \) variables, that is,

\[
s_i(z_1, \ldots, z_n) = \sum_{1 \leq a_1 < \cdots < a_i \leq n} z_{a_1} \cdots z_{a_i}.
\]

The map \( s = (s_1, \ldots, s_n) : \mathbb{C}^n \to \mathbb{C}^n \) is called the symmetrization map. For \( 1 \leq i \leq n \), \( M_{s_i} \) denotes the multiplication operator by the elementary symmetric polynomial \( s_i \) on \( A^{(\lambda)}(\mathbb{D}^n) \) and \( M_s := (M_{s_1}, \ldots, M_{s_n}) \). The permutation group on \( n \) symbols is denoted by \( \mathfrak{S}_n \). The subspaces

\[
A^{(\lambda)}_{\text{sym}}(\mathbb{D}^n) = \{ f \in A^{(\lambda)}(\mathbb{D}^n) : f \circ \sigma^{-1} = f \text{ for } \sigma \in \mathfrak{S}_n \},
\]

and

\[
A^{(\lambda)}_{\text{anti}}(\mathbb{D}^n) = \{ f \in A^{(\lambda)}(\mathbb{D}^n) : f \circ \sigma^{-1} = \text{sgn}(\sigma)f \text{ for } \sigma \in \mathfrak{S}_n \}
\]

are two joint reducing subspaces of the \( n \)-tuple of multiplication operators \( M_s \) on \( A^{(\lambda)}(\mathbb{D}^n) \) [4, p. 774]. In the following discussion, the restriction operators \( M_{s_i}|_{A^{(\lambda)}_{\text{sym}}(\mathbb{D}^n)} \) and \( M_{s_i}|_{A^{(\lambda)}_{\text{anti}}(\mathbb{D}^n)} \) have been identified with two \( n \)-tuples of weighted shift operators on generalized directed semi-trees.
The collection of all elements \( u = (u_1, u_2, \ldots, u_n) \in \mathbb{N}_0^n \) with \( u_1 \geq u_2 \geq \cdots \geq u_n \geq 0 \) is denoted by \( \mathcal{Q}_n \). For \( u \in \mathcal{Q}_n \), let \( (\lambda)_{u} = \prod_{j=1}^{n} (\lambda)_{u_j} \), where \( (\lambda)_{u_j} = \lambda(\lambda + 1) \cdots (\lambda + u_j - 1) \) is the Pochhammer symbol.

For \( u \in \mathcal{Q}_n \), suppose that \( a_u(z) = \det((z_{ij}^{u_j}))_{i,j=1}^{n} \). It is given by

\[
P_n^{(\text{anti})} = \{ v + \delta : v \in \mathcal{Q}_n \text{ and } \delta = (n - 1, n - 2, \ldots, 1, 0) \}. \]

For \( u \in \mathcal{P}_n^{(\text{anti})} \), the norm of \( a_u \) in \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \) is calculated in Ref. [4, p. 775]. It is given by

\[
\| a_u \| = \sqrt{\prod_{j=1}^{n} (\lambda)_{u_j}} = \frac{1}{\gamma_u} \quad \text{(say),} \tag{14}
\]

where \( u! = \prod_{j=1}^{n} u_j! \). Moreover, the following holds [11, p. 2365]:

**Lemma 4.1:** The set \( \{ \gamma_ua_u : u \in \mathcal{P}_n^{(\text{anti})} \} \) forms an orthonormal basis of \( \mathbb{A}^{(\lambda)}_{\text{anti}}(\mathbb{D}^n) \).

The action of \( \mathfrak{S}_n \) on \( \mathbb{N}_0^n \) is given by \( (\sigma, u) \mapsto \sigma \cdot u = (u_{\sigma^{-1}(1)}, \ldots, u_{\sigma^{-1}(n)}) \). Let \( \mathfrak{S}_n u \) denote the orbit of \( u \in \mathbb{N}_0^n \). We say \( u_1 \sim u_2 \) if \( u_1 = \sigma \cdot u_2 \) for some \( \sigma \in \mathfrak{S}_n \). For an element \( u \in \mathcal{Q}_n \), let \( [u] = \{ v \in \mathcal{Q}_n : v \sim u \} \) be the equivalence class and \( \mathcal{P}_n^{(\text{sym})} = \{ [u] : u \in \mathcal{Q}_n \} \).

For \( u \in \mathcal{Q}_n \), consider the monomial symmetric polynomials (as in Ref. [12, p. 454])

\[
m_u(z) = \sum_{\beta \in \mathfrak{S}_n u} z^\beta,
\]

where the sum is over all the distinct permutations \( \beta = (\beta_1, \beta_2, \ldots, \beta_n) \) of \( u \) and \( z^\beta = z_1^{\beta_1} z_2^{\beta_2} \cdots z_n^{\beta_n} \). Observe that \( m_u(z) = \sum_{\beta} z^\beta = m_{u'}(z) \) for \( u' \in [u] \) and the elements of the set \( \{ m_u : u \in \mathcal{P}_n^{(\text{sym})} \} \) are mutually orthogonal in \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \).

If \( u \in \mathcal{Q}_n \) has \( k(\leq n) \) distinct components, that is, there are \( k \) distinct non-negative integers \( u_1 > \cdots > u_k \) such that

\[
u = (u_1, u_1, u_2, \ldots, u_2, \ldots, u_k, \ldots, u_k),
\]

where each \( u_i \) is repeated \( \alpha_i \) times, for \( i = 1, \ldots, k \), then \( \alpha = (\alpha_1, \ldots, \alpha_k) \) is said to be the multiplicity of \( u \). For a fixed \( u \in \mathcal{Q}_n \) with multiplicity \( \alpha \), we have \( \text{card}(\mathfrak{S}_n u) = \frac{n!}{\alpha!} \). For an element \( u \in \mathcal{P}_n^{(\text{sym})} \) with multiplicity \( \alpha \), the norm of \( m_u \) in \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \) can be calculated by the orthogonality of the distinct monomials in \( \mathbb{A}^{(\lambda)}(\mathbb{D}^n) \), and it is given by

\[
\| m_u \| = \sqrt{\frac{u! u!}{(\lambda)_u \alpha!}} = \frac{1}{k_u} \quad \text{(say).} \tag{15}
\]

Moreover, from the discussion in Ref. [4, Section 4], we get the following lemma.

**Lemma 4.2:** The set \( \{ k_u m_u : u \in \mathcal{P}_n^{(\text{sym})} \} \) forms an orthonormal basis of \( \mathbb{A}^{(\lambda)}_{\text{sym}}(\mathbb{D}^n) \).
For each partition $u \in Q_n$, the associated Schur polynomial in $n$ variables is defined by

$$S_u(z_1, z_2, \ldots, z_n) = \frac{\det((z_j^{u_i+n-i})_{i,j=1}^n)}{\det((z_j^{n-i})_{i,j=1}^n)} = a_{u+\delta}(z) / a_\delta(z),$$

(16)

[12, p. 454, A.4]. For $1 \leq k \leq n$, the partition with the first $k$ components as 1 and the rest $(n-k)$ components as 0, is denoted by $(1^k)$. Observe from the second of Giambelli’s formulas, stated in Ref. [12, p. 455], that $S_{(1^k)} = s_k$. By the Pieri rule in Ref. [13, p. 25], we have

$$s_k s_u = \sum_{v \in \mathcal{I}_u^{(k)}} S_v,$$

(17)

where $\mathcal{I}_u^{(k)} = \{ v = (v_1, \ldots, v_n) \in Q_n : \sum_{j=1}^n (v_j - u_j) = k \text{ and } 0 \leq v_j - u_j \leq 1 \text{ for all } j \}$. Equivalently, $s_k a_{u+\delta} = \sum_{v \in \mathcal{I}_u^{(k)}} a_{\nu+\delta}$. Then it follows that for $u \in \mathcal{P}_n^{(\text{anti})}$,

$$s_k a_u = \sum_{v \in \mathcal{I}_u^{(k)} \cap \mathcal{P}_n^{(\text{anti})}} a_v.$$

(18)

A straightforward calculation shows that the monomial symmetric polynomials satisfy a similar summation formula as the Schur polynomials. That is, for $u \in \mathcal{P}_n^{(\text{sym})}$,

$$s_k m_u = \sum_{v \in (\mathcal{I}_u^{(k)} / \sim) \cap \mathcal{P}_n^{(\text{sym})}} c_v m_v,$$

(19)

where $c_v$ are positive rational numbers.

**Remark 4.1:** Let $C_{n,k}$ be the collection of all $(t_1, \ldots, t_n) \in \mathbb{N}_0^n$ such that exactly $k$ many $t_i$’s are equal to 1 and the rest of the $t_i$’s are 0. Thus the cardinality of $C_{n,k}$ is $\binom{n}{k}$. We note that if $v \in \mathcal{I}_u^{(k)}$, then $v = u + t$ for some $t \in C_{n,k}$. Therefore, for any $u \in Q_n$, $\text{card}(\mathcal{I}_u^{(k)}) \leq \binom{n}{k}$.

For each $1 \leq k \leq n$, we define the directed graph $G^{(k)}_{\text{anti}} = (\mathcal{P}_n^{(\text{anti})}, E^{(k)}_{\text{anti}})$, where the set of all edges is given by $E^{(k)}_{\text{anti}} = \bigcup_{u \in \mathcal{P}_n^{(\text{anti})}} \{ (u, v) : v \in \mathcal{I}_u^{(k)} \cap \mathcal{P}_n^{(\text{anti})} \}$.

**Proposition 4.1:** For each $1 \leq k \leq n$, there exists a non-negative integer $m_k \leq \binom{n}{k}$ such that the directed graph $(G^{(k)}_{\text{anti}}, m_k)$ is a generalized directed semi-tree.

**Proof:** Fix $1 \leq k \leq n$. Since $\mathcal{P}_n^{(\text{anti})}$ is countable, the graph $G^{(k)}_{\text{anti}}$ can have at most countably many connected components. Since $\text{Root}(G^{(k)}_{\text{anti}}) \subseteq \mathcal{P}_n^{(\text{anti})}$, the graph can have at most countable roots.

Moreover, for every $u \in \mathcal{P}_n^{(\text{anti})}$ we have $\text{Chi}^{(k)}_n(u) = \mathcal{I}_u^{(k)} \cap \mathcal{P}_n^{(\text{anti})}$, where the children of $u$ in $G^{(k)}_{\text{anti}}$ are denoted by $\text{Chi}^{(k)}_n(u)$. By Remark 4.1, $\text{card}(\mathcal{I}_u^{(k)}) \leq \binom{n}{k}$ and thus $\text{card}(\mathcal{I}_u^{(k)} \cap \mathcal{P}_n^{\text{anti}}) \leq \text{card}(\mathcal{I}_u^{(k)}) \leq \binom{n}{k}$. Therefore, for any two distinct $u, v \in \mathcal{P}_n^{(\text{anti})}$, $\text{card}(\text{Chi}^{(k)}_n(u) \cap \text{Chi}^{(k)}_n(v)) \leq \binom{n}{k}$. Consequently, we have $m_k = \sup_{u, v \in \mathcal{P}_n^{\text{anti}}, u \neq v} \text{card}(\text{Chi}^{(k)}_n(u) \cap \text{Chi}^{(k)}_n(v))$. 

To prove that \( G^{(k)}_{\text{anti}} \) has no circuit, we argue by contradiction. Suppose not, then there exists a sequence \( \{v_1, \ldots, v_n\}, n > 1 \) such that \((u, v_1), (v_n, u)\) and \((v_j, v_{j+1})\) \( E^{(k)}_{\text{anti}} \) for all \( j = 1, \ldots, n - 1 \). Since \((u, v_1) \in E^{(k)}_{\text{anti}}\), by construction there exists at least one \( i = 1, \ldots, n \) such that \( u_i < v_1 \), where \( u = (u_1, \ldots, u_n) \) and \( v_1 = (v_{11}, \ldots, v_{1n}) \). This implies \( u_i < v_1 \leq v_2 \leq v_n \leq u_i \), which is a contradiction.

In a similar manner, we define the directed graph \( G^{(k)}_{\text{sym}} = (P^{(sym)}_n, E^{(k)}_{\text{sym}}) \), where

\[
E^{(k)}_{\text{sym}} = \bigcup_{u \in P^{(sym)}_n} \{(u, v) : v \in (T^{(k)}_u / \sim) \cap P^{(sym)}_n\},
\]

for each \( 1 \leq k \leq n \). The children of \( u \) in \( E^{(k)}_{\text{sym}} \) are denoted by \( \text{Chi}^{(k)}(u) \). Suppose that \( r_k = \sup_{u,v \in P^{(sym)}_n, u \neq v} \text{card} \left( \text{Chi}^{(k)}(u) \cap \text{Chi}^{(k)}(v) \right) \). Then similar arguments as above lead us to the following proposition.

**Proposition 4.2:** The directed graph \( (G^{(k)}_n, r_k) \) is a generalized directed semi-tree, where \( r_k \leq \binom{n}{k} \) for each \( 1 \leq k \leq n \).

For \( 1 \leq k \leq n \), let \( \Lambda^{(\text{anti})}_k : \ell^2(P^{(\text{anti})}_n) \to \ell^2(P^{(\text{anti})}_n) \) be such that

\[
\Lambda^{(\text{anti})}_k \chi_u = \sum_{v \in T^{(k)}_u \cap P^{(\text{anti})}_n} \frac{\gamma_v}{\gamma_u} \chi_v,
\]

where \( \gamma_u \) is given by Equation (14). Therefore, \( \Lambda^{(\text{anti})} := (\Lambda^{(\text{anti})}_1, \ldots, \Lambda^{(\text{anti})}_n) \) is an \( n \)-tuple of weighted shifts, where each \( \Lambda^{(\text{anti})}_k \) is a weighted shift on the generalized directed semi-tree \( G^{(k)}_n \).

Similarly, we define \( \Lambda^{(\text{sym})}_k : \ell^2(P^{(\text{sym})}_n) \to \ell^2(P^{(\text{sym})}_n) \) by

\[
\Lambda^{(\text{sym})}_k \chi_u = \sum_{v \in (T^{(k)}_u / \sim) \cap P^{(\text{sym})}_n} \frac{k_v}{k_u} \chi_v,
\]

where \( k_u \) is given by Equation (15). The \( n \)-tuple of operators is denoted by \( \Lambda^{(\text{sym})} := (\Lambda^{(\text{sym})}_1, \ldots, \Lambda^{(\text{sym})}_n) \), where each \( \Lambda^{(\text{sym})}_k \) is a weighted shift on the generalized directed semi-tree \( G^{(k)}_n \).

The operators \( U^{(\text{sym})} : \ell^2(P^{(\text{sym})}_n) \to A^{(\lambda)}_{\text{sym}}(\mathbb{D}^n) \) and \( U^{(\text{anti})} : \ell^2(P^{(\text{anti})}_n) \to A^{(\lambda)}_{\text{anti}}(\mathbb{D}^n) \), defined by

\[
U^{(\text{sym})} \chi_u = m_u, \text{ for } u \in P^{(\text{sym})}_n \text{ and,}
\]

\[
U^{(\text{anti})} \chi_u = a_u, \text{ for } u \in P^{(\text{anti})}_n,
\]

are unitary. From the definition, it follows that for every \( k = 1, \ldots, n \), the unitary \( U^{(\text{anti})} \) intertwines the operators \( \Lambda^{(\text{anti})}_k \) on \( \ell^2(P^{(\text{anti})}_n) \) and \( M_{sk} \) on \( A^{(\lambda)}_{\text{anti}}(\mathbb{D}^n) \) and \( U^{(\text{sym})} \) intertwines the operators \( \Lambda^{(\text{sym})}_k \) on \( \ell^2(P^{(\text{sym})}_n) \) and \( M_{sk} \) on \( A^{(\lambda)}_{\text{sym}}(\mathbb{D}^n) \). Therefore, we have the following results:
**Theorem 4.1:** Suppose \( \lambda > 0 \). We have the following:

1. The \( n \)-tuple of operators \( (M_1, \ldots, M_n) \) on \( \mathcal{A}_{\text{sym}}^{(\lambda)}(\mathbb{D}^n) \) is unitarily equivalent to the \( n \)-tuple of operators \( (\Lambda_{1}^{(\text{sym})}, \ldots, \Lambda_{n}^{(\text{sym})}) \) on \( \ell^2(P_{n}^{(\text{sym})}) \), where \( \Lambda_{k}^{(\text{sym})} \) is a weighted shift on the generalized directed semi-tree \( (G_{\text{sym}}, r_{k}) \), defined in Equation (21).

2. The \( n \)-tuple \( (M_1, \ldots, M_n) \) on \( \mathcal{A}_{\text{anti}}^{(\lambda)}(\mathbb{D}^n) \) is unitarily equivalent to the \( n \)-tuple of operators \( (\Lambda_{1}^{(\text{anti})}, \ldots, \Lambda_{n}^{(\text{anti})}) \) on \( \ell^2(P_{n}^{(\text{anti})}) \), where \( \Lambda_{k}^{(\text{anti})} \) is a weighted shift on the generalized directed semi-tree \( (G_{\text{anti}}, m_{k}) \), defined in Equation (20).

In addition to this, note that the point spectra of \( M_{s}^{n} |_{\mathcal{A}_{\text{anti}}^{(\lambda)}(\mathbb{D}^n)} \) and \( M_{s}^{n} |_{\mathcal{A}_{\text{sym}}^{(\lambda)}(\mathbb{D}^n)} \) contain the symmetrized polydisc \( \mathbb{G}_{n}^{(s)}(= s(\mathbb{D}^n)) \). This provides two classes of examples that satisfy the hypothesis in Corollary 3.1.

### 4.1. Pictorial representation for \( G_{\text{sym}}^{(k)} \)

The generalized directed semi-trees \( G_{\text{sym}}^{(1)} \), \( G_{\text{sym}}^{(2)} \) and \( G_{\text{sym}}^{(3)} \) (cf. Proposition 4.2) represent the multiplication operators \( M_{s1}, M_{s2} \) and \( M_{s3} \) on \( \mathcal{A}_{\text{sym}}^{(\lambda)}(\mathbb{D}^3) \), respectively.
5. Example II

A pseudoreflection on \( \mathbb{C}^n \) is a linear homomorphism \( \sigma : \mathbb{C}^n \to \mathbb{C}^n \) such that \( \sigma \) has finite order in \( GL(n, \mathbb{C}) \) and the rank of \( id - \sigma \) is 1. A group generated by pseudoreflections is called a pseudoreflection group.

Let \( G \) be a finite pseudoreflection group. The group action of \( G \) on \( \mathbb{C}^n \) is defined by \( (\sigma, z) \mapsto \sigma \cdot z = \sigma^{-1} \cdot z, \quad z \in \mathbb{C}^n, \quad \sigma \in G \). Let \( G \) act on the set of functions on \( \mathbb{C}^n \) by \( \sigma(f)(z) = f(\sigma^{-1} \cdot z) \). A function is said to be \( G \)-invariant if \( \sigma(f) = f \), for all \( \sigma \in G \). The ring of all \( G \)-invariant polynomials in \( n \) variables is denoted by \( \mathbb{C}[z_1, \ldots, z_n]_G \). Moreover, the set of all \( G \)-invariant polynomials, denoted by \( \mathbb{C}[z_1, \ldots, z_n]^G \), forms a ring. Chevalley, Shephard and Todd characterized finite pseudoreflection groups in the following theorem.

\[ \text{Theorem 5.1 (see [14, Theorem 3, p.112]): The ring } \mathbb{C}[z_1, \ldots, z_n]^G \text{ consisting of all } G \text{-invariant polynomials is equal to } \mathbb{C}[\theta_1, \ldots, \theta_n], \text{ where } \theta_i \text{ are algebraically independent homogeneous polynomials if and only if } G \text{ is a finite pseudoreflection group.} \]

The map \( \theta : \mathbb{C}^n \to \mathbb{C}^n \), defined by

\[ \theta(z) = (\theta_1(z), \ldots, \theta_n(z)) \quad z \in \mathbb{C}^n \]

(22)
is called a basic polynomial map associated to the group \( G \). The set of the degrees of the homogeneous polynomials \( \theta_i \), \( \{ \deg(\theta_i) = \eta_i : i = 1, \ldots, n \} \), is unique for the group \( G \). Let \( \mathbb{N}_0^n \) denote the set of all non-negative integers and \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^n \) be a multi-index. For \( z = (z_1, \ldots, z_n) \in \mathbb{C}^n \), denote \( z^\alpha := \prod_{j=1}^{n} z_j^{\alpha_j} \). We consider \( \theta_i(z) = \sum_{u \in \mathbb{N}_0^n} a_u^{(i)} z^u \), where \( N_i \subseteq \{ u = (u_1, \ldots, u_n) \in \mathbb{N}_0^n : \sum_{j=1}^{n} u_j = \eta_i \} \) and the \( a_u^{(i)} \)'s are positive real numbers. Let \( \text{card}(N_i) = c_i \).

Recall that a domain \( U \subset \mathbb{C}^n \) (containing the origin \( 0 \)) is said to be a complete Reinhardt domain with centre \( 0 \) if for any \( z = (z_1, \ldots, z_n) \in U \), the domain \( U \) contains the closure of the polydisc \( D(0; r) \), where \( |z_j| = r_j \) for \( j = 1, \ldots, n \) and \( r = (r_1, \ldots, r_n) \) [15, p. 21]. Let \( D \) be a bounded complete Reinhardt domain in \( \mathbb{C}^n \). The Bergman space on \( D \), denoted by \( \mathbb{A}^2(D) \), is the subspace of holomorphic functions in \( L^2(D) \) with respect to the Lebesgue measure on \( D \). The Bergman space \( \mathbb{A}^2(D) \) is a Hilbert space with a reproducing kernel called the Bergman kernel. The set \( \{ \frac{z^\alpha}{\|z^\alpha\|} : \alpha \in \mathbb{N}_0^n \} \) forms an orthonormal basis of \( \mathbb{A}^2(D) \). The multiplication operator \( M_{\alpha} : \mathbb{A}^2(D) \to \mathbb{A}^2(D) \) is bounded for each \( i = 1, \ldots, n \). Note that

\[ M_{\alpha} z^\alpha = \sum_{u \in \mathbb{N}_0^n} a_u^{(i)} z^{u+\alpha} \]

\[ M_{\alpha} \frac{z^\alpha}{\|z^\alpha\|} = \sum_{u \in \mathbb{N}_0^n} a_u^{(i)} \frac{z^{u+\alpha}}{\|z^\alpha\|} \| z^{u+\alpha} \| \frac{z^{u+\alpha}}{\|z^u\|}. \]

(23)

For each \( i = 1, \ldots, n \), we fix the notation \( E_n^{(i)} = (\mathbb{N}_0^n, E_n^{(i)}) \) is a generalized directed semi-tree, for some \( c_i' \leq c_i \).

\[ \text{Theorem 5.2: For every } i = 1, \ldots, n, \text{ the graph } (G_i, c_i') = (\mathbb{N}_0^n, E_n^{(i)}) \text{ is a generalized directed semi-tree, for some } c_i' \leq c_i. \]

\[ \text{Proof: We fix } i \in \{1, \ldots, n\} \text{ and set } \text{Chi}_i(u) = \{ v : (u, v) \in E_n^{(i)} \}. \text{ Then for every } u, v \in \mathbb{N}_0^n, \text{ card}(\text{Chi}_i(u) \cap \text{Chi}_i(v)) \leq \text{card}(\text{Chi}_i(u)) \leq c_i. \text{ We suppose that sup}_{u, v \in \mathbb{N}_0^n, u \neq v} \text{card}(\text{Chi}_i(u)) \]
Moreover, it is clear that the supremum is attained for some \( u, v \) and \( \text{card}(\text{Chi}_i(u) \cap \text{Chi}_i(v)) \leq c_i^1 \leq c_i \) for every \( u, v \in \mathbb{N}_0^n \). Similar arguments as in the proof of the Proposition 4.1 prove that these graphs can have at most countable components and they have no circuit. Hence, the result follows.

Let \( \lambda_{(\alpha,\alpha+u)}^{(i)} := a_u \frac{\|z^{\alpha+u}\|}{\|z^\alpha\|} \). For each \( i = 1, \ldots, n \), we define a weighted shift \( \Lambda_i : \ell^2(\mathbb{N}_0^n) \to \ell^2(\mathbb{N}_0^n) \) on \((G_i, c_i')\) by

\[
\Lambda_i \chi_{\alpha} = \sum_{u \in \mathbb{N}_i} \lambda_{(\alpha,\alpha+u)}^{(i)} \chi_{\alpha+u}, \quad \alpha \in \mathbb{N}_0^n,
\]

where \( \chi_{\alpha} \) is the characteristic function at \( \alpha \). The set \( \{\chi_{\alpha}\}_{\alpha \in \mathbb{N}_0^n} \) forms an orthonormal basis of the Hilbert space \( \ell^2(\mathbb{N}_0^n) \).

**Proposition 5.1:** For each \( i = 1, \ldots, n \), the weighted shift \( \Lambda_i \) on the generalized directed semi-tree \((G_i, c_i')\) is unitarily equivalent to \( M_{\theta_i} \) on \( A^2(D) \).

**Proof:** The unitary operator \( U : \ell^2(\mathbb{N}_0^n) \to A^2(D) \), defined by

\[
U(\chi_{\alpha}) = \frac{z^\alpha}{\|z^\alpha\|}, \quad \alpha \in \mathbb{N}_0^n,
\]

intertwines the operator \( \Lambda_i \) on \( \ell^2(\mathbb{N}_0^n) \) and \( M_{\theta_i} \) on \( A^2(D) \), for all \( i = 1, \ldots, n \). □

### 5.1. On the Bergman space of the bidisc

We consider the bounded Reinhardt domain \( \mathbb{D}^2 \), the bidisc. The domain \( \mathbb{D}^2 \) is closed under the action of the symmetric group \( \mathcal{S}_2 \) on two symbols. The symmetrization map \( s : (s_1, s_2) : \mathbb{D}^2 \to s(\mathbb{D}^2) \) is a basic polynomial map associated with the group \( \mathcal{S}_2 \), where

\[
s_1(z_1, z_2) = z_1 + z_2 \quad \text{and} \quad s_2(z_1, z_2) = z_1 z_2, \quad \text{for } (z_1, z_2) \in \mathbb{D}^2.
\]

From the above discussion, we get that the multiplication operators \( M_{s_i} : A^2(\mathbb{D}^2) \to A^2(\mathbb{D}^2) \), \( i = 1, 2 \), yield two generalized directed semi-trees \((G_1, c_1')\) and \((G_2, c_2')\) which are generated with respect to the orthonormal basis \( \{a_{(n_1,n_2)} = \frac{z_1^{n_1} z_2^{n_2}}{(n_1+1)(n_2+1)} : (n_1, n_2) \in \mathbb{N}_0^2\} \) for \( A^2(\mathbb{D}^2) \), that is,

\[
M_{z_1+z_2}a_{(n_1,n_2)} = \frac{\sqrt{(n_1+2)}}{\sqrt{(n_1+1)}} a_{(n_1+1,n_2)} + \frac{\sqrt{(n_2+2)}}{\sqrt{(n_2+1)}} a_{(n_1,n_2+1)},
\]

\[
M_{z_1 z_2}a_{(n_1,n_2)} = \frac{\sqrt{(n_1+2)(n_2+2)}}{\sqrt{(n_1+1)(n_2+1)}} a_{(n_1+1,n_2+1)}.
\]

Moreover, it is clear from the above expression that \( c_1' \) can be at most 1 and \( c_2' = 0 \). Note that both \((n_1, n_2 + 1)\) and \((n_1 + 1, n_2)\) have \((n_1 + 1, n_2 + 1)\) as one of their children, so \( \text{card}(\text{Chi}((n_1, n_2 + 1)) \cap \text{Chi}((n_1 + 1, n_2))) = 1 \) for \( n_1, n_2 \in \mathbb{N}_0 \). Thus \( c_1' = 1 \). We provide pictorial representations for \((G_1, 1)\) and \((G_2, 0)\) below.
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