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Abstract

In the ad hoc teamwork setting, a team of agents needs to perform a task without prior coordination. The most advanced approach learns policies based on previous experiences and reuses one of the policies to interact with new teammates. However, the selected policy in many cases is sub-optimal. Switching between policies to adapt to new teammates’ behaviour takes time, which threatens the successful performance of a task. In this paper, we propose ATEAM – a method that uses the attention-based neural networks to cope with new teammates’ behaviour in real-time. We train one attention network per teammate type. The attention networks learn both to extract the temporal correlations from the sequence of states (i.e. contexts) and the mapping from contexts to actions. Each attention network also learns to predict a future state given the current context and its output action. The prediction accuracies help to determine which actions the ad hoc agent should take. We perform extensive experiments to show the effectiveness of our method.

Introduction

In the majority of the multiagent systems (MAS) literature tackling teamwork, a team of at least two agents shares cooperation protocols to work together and perform collaborative tasks (Grosz and Kraus 1996; Tambe 1997). However, with the increasing number of agents in various domains (e.g. construction, search and rescue) developed by different companies, we can no longer coordinate agents’ activities beforehand. In this case, we expect a team of agents to perform a task without any pre-defined coordination strategy. This problem is known in the literature as the ad hoc teamwork problem (Stone et al. 2010). This paper tackles the ad hoc teamwork problem where an ad hoc agent plans its actions only by observing other teammates.

Most of the existing approaches for the ad hoc teamwork focus on simple domains, i.e. they ignore the environmental uncertainty or they assume teammates’ actions are fully observable (Agmon, Barrett, and Stone 2014; Ravula, Alkoby, and Stone 2019). To the best of our knowledge, PLASTIC-Policy (Barrett et al. 2017) is the only scheme proposed for more complex domains, i.e. with a dynamic environment and a continuous state/action space. PLASTIC-Policy learns a policy for each past teammate type. When working with new teammates, it chooses one of the policies based on the similarity between the new and past experiences and uses that policy to select the sequence of actions for the ad hoc agent. However, the selected policy only works well when new teammates behave similarly to the chosen teammate type. When new teammates’ behaviour becomes far from the teammate type, the ad hoc agent needs to switch to another policy. Switching between policies to adapt to new teammates’ behaviour takes time, which threatens the successful performance of a task. Given that, it is desirable to develop a new method that adapts to new teammates’ behaviours in real-time for complex domains.

In this paper, we propose to Achieve the Ad hoc Teamwork by Employing Attention Mechanism (ATEAM). ATEAM uses attention-based recurrent neural networks to cope with new teammates’ behaviour in real-time. Our workflow is as follows. First, we use reinforcement learning to learn policies to work with past teammates. Second, we make the ad hoc agent play with each type of teammate using the corresponding learned policy. We collect the states (input) and the ad hoc agent’s actions (label) as training data. Third, we use this data to teach one attention network for each type of past teammates. The attention network works as follows. In every step, the attention network takes a state as input. The attention mechanism inside extracts the temporal correlation between the state and the states encountered previously, i.e. context. It further maps the context to an action probability distribution. In every step, the attention networks also output a metric that measures the similarity between past and new teammate types. The more similar the types, the more important the corresponding probability distribution over actions. We aggregate networks’ probability distributions over actions by calculating the weighted sum of those probabilities and its importance. Finally, we output an action with the highest aggregated probability. Since ATEAM evaluates the similarity in every step, we can adjust to the new teammates’ behaviour in real-time.

In summary, we make the following contributions: 1) we propose ATEAM, an attention-based method to cope with teammates’ different behaviours in complex domains. To the best of our knowledge, this is the first time attention mechanism is applied to this problem. 2) Besides learning the mapping from contexts to probability distribution over ac-
tions, we train the attention network to measure the similarity between the corresponding past teammates and new teammates. This helps to adjust the action selection in real-time. 3) We perform extensive experiments in the RoboCup 2D simulation domain. The results demonstrate that the attention networks outperform PLASTIC-Policy when working with both known and unknown teammates.

Related Work

The majority of existing work in the ad hoc teamwork is proposed for simple domains. They either do not consider the environmental uncertainty or they assume the action space is fully observable.

For the first simplification, the authors (Agmon and Stone 2012; Chakraborty and Stone 2013; Agmon, Barrett, and Stone 2014) assume that the utilities of the team’s actions are given. Also, Genter, Agmon, and Stone (2011) deal with the role assignment problem for the ad hoc agent where teammates’ roles are known. However, the actions’ utilities and teammates’ roles may vary when the environment changes. Therefore, their problem setting is too simplistic.

As for the second simplification, assuming a fully-observable action space limits the potential on real-life applications. The researchers develop algorithms to plan the ad hoc agent’s action either by using the past teammates’ behaviour types (Wu, Zilberstein, and Chen 2011; Albrecht and Ramamoorthy 2013; Barrett et al. 2013; Melo and Sardinha 2016; Chandrasekaran et al. 2017; Ravula, Alkoby, and Stone 2019) or by inferring the responsibilities new teammates are taking (Chen et al. 2019). In both cases, they assume that teammates’ actions are fully observable, which is a strong assumption when it comes to more complex domains (e.g. the actions are continuous and hence, the ad hoc agent cannot know the exact value of an action).

The only scheme for complex domains is PLASTIC-Policy (Barrett et al. 2017). PLASTIC-Policy uses reinforcement learning to learn a policy for working with each type of past teammates. To reduce learning complexity, PLASTIC-Policy first assumes the existence of a countable set of high-level actions. Each high-level action is a mapping from the state to a continuous action. Therefore, it limits the action space to be searched by reinforcement learning. The policy takes a continuous state as input and outputs a high-level action of the ad hoc agent. As mentioned before, in complex domains, the ad hoc agent cannot directly observe teammates’ actions. Therefore, PLASTIC-Policy defines the state transition for continuous state space and observes teammates’ behaviour based on state transitions. Given a state transition with new teammates, the ad hoc agent locates the most similar state transition with each type of past teammates. Using that information, it updates the probability of the most similar state transition with each type of past teammates, and applies the policy for the most similar past teammates. The main drawback of PLASTIC-Policy is that the learned policies are not necessarily optimal for new teammates. Additionally, the update based on state transitions may not be fast enough to adapt to new teammates’ changing behaviour. Our paper addresses these drawbacks by using all attention networks to select the best action based on a context and the similarity between past and new teammates’ type.

Preliminary

Markov Decision Process

In this paper, our objective is to find the best set of actions for the ad hoc agent. Following the state-of-the-art literature (Barrett et al. 2017), we model the ad hoc teamwork problem as the Markov Decision Process (MDP) (Sutton and Barto 2011). Specifically, we represent an MDP by a tuple \( (S, A, P, R) \), where \( S \) is a set of states; \( A \) is a set of high-level actions the ad hoc agent can perform; \( P : S \times A \times S \to [0, 1] \) is the state transition function; That is, \( P(s'\mid s, a) \) is the probability of transitioning to the next state \( s' \), given the action \( a \) and current state \( s \); and the reward function \( R : S \times A \to \mathbb{R} \) specifies the reward \( R(s, a) \) when the ad hoc agent takes the action \( a \) in the state \( s \). Note that for continuous state space, the definition of state transition is domain-specific.

A policy \( \pi : S \to A \) takes a state \( s \) as input and outputs an action \( a \). After taking the action \( a \) in the state \( s \), the maximum long term expected reward is computed as:

\[
Q(s, a) = R(s, a) + \gamma \sum_{s' \in S} P(s'\mid s, a) \max_{a'} Q(s', a')
\]

where \( 0 < \gamma \leq 1 \) is the discount factor for the future reward. An optimal policy chooses the action \( a \) that maximizes the \( Q(s, a) \) for all \( s \).

Attention Mechanism

The attention mechanism is an approach for intelligently extracting contextual information from a sequence of inputs. Due to its great performance, the attention mechanism has become a popular technique in computer vision (Mnih et al. 2014; Xu et al. 2015) and natural language processing (NLP) (Bahdanau, Cho, and Bengio 2014; Vaswani et al. 2017).

The example attention network for translation is shown in Figure 1. The attention network has two recurrent neural networks called encoder and decoder respectively. The attention network first encodes a full sentence with its encoder. The last hidden state from the encoder is the initial hidden state of the decoder. The decoder takes a word at each time step and passes it to the attention network. The attention network then computes the attention weights for each word in the sentence. These weights indicate the importance of each word in the sentence for the current word. The decoder then uses these weights to compute a weighted average of the sentence, which is then fed into the decoder to generate the next word. This process is repeated until the decoder has generated the full sentence.

Figure 1: The attention network for translation
hidden state (input) to its decoder. To do the translation, the
attention mechanism decides the importance (i.e. weights) of
each input to the translation output. The weighted sum of en-
coder’s outputs is the contextual information. The decoder’s
hidden state and the contextual information determine the
output together. The method to compute the weight in the
attention mechanism varies from problem to problem.

Note that in the teamwork, the ad hoc agent’s action in the
current step is correlated to the current state as well as to pre-
vious states. Given different teammates’ behaviours (coming
from different teammate types or different situations), the
correlations of previous states to the current action are dif-
ferent. Therefore, the attention mechanism is a suitable ap-
proach that takes the sequence of states as input and outputs
the correlations given different teammates’ behaviours.

Ad Hoc Teamwork with Attention Mechanism
In this section, we explain the details of our method. First, we
present the overall design of one attention-based neural
network. Note that AATEAM contains multiple attention
networks, one per past teammates’ type. Second, we explain
how AATEAM selects actions for the ad hoc agent. Finally,
we describe how we train AATEAM.

The Design of the Attention Network in AATEAM
The overall architecture of our attention-based neural net-
work is as shown in Figure 2. The architecture consists of
two parts. That is, the encoder and decoder respectively. The
encoder extracts important features for the ad hoc teamwork
from the sequence of states. The decoder exploits the ex-
tracted features to output the probability distribution over
actions for the ad hoc agent.

The encoder. The encoder consists of a linear layer and
and the gated recurrent unit (GRU)\(^1\) (Cho et al. 2014) as shown
in Figure 3. The initial hidden state of the encoder \(\vec{h}_0\) is
a vector of zeros \(\vec{0}\). In every step \(t\), the encoder takes the pre-
vious hidden state \(\vec{h}_{t-1}\) and the state \(\vec{s}_t\) as input. Let \(u\)
denote the size of state vector, \(l\) denote the size of GRU’s hidden
state and \(f_{\text{GRU}}(\cdot)\) denote a linear layer that transforms a
vector of size \(x\) into another vector of size \(y\). A linear layer
\(f_{\text{GRU}}(\cdot)\) transforms the state vector \(\vec{s}_t\) into an embedding
vector of length \(l\). It does so, by multiplying the input by
the weight matrix. Then, GRU uses the embedding vector
and \(\vec{h}_{t-1}\) to output a hidden state \(\vec{h}_t\) and an encoder-output
\(\vec{o}_t\), i.e. the encoding of \(\vec{s}_t\). The \(\vec{h}_t\) and \(\vec{o}_t\) then become the
input of the decoder.

The decoder. The purpose of the decoder is to output a
high-level action \(a_t \in A\) for the ad hoc agent. Let \(n = |A|\)
denote the number of high-level actions. Next, we under-
stand an episode as one instance of a task performance. We
denote the signal of the start of an episode as \(\langle\text{SOE}\rangle\) and set

\[ \vec{c}_t = \sum_{i=1}^{t} w_{t,i} \cdot \vec{o}_i \]  

(2)

Next, the decoder uses an embedding layer (that maps an
action index to a vector of length \(l\)) and dropout layer (that
reduces overfitting (Srivastava et al. 2014)) to generate the
embedding of \(a_{t-1}\), i.e. Embed\((a_{t-1})\). To produce the input
\(i_n\) of GRU in step \(t\), the concatenation (denoted by “\(\|\)”) of
Embed\((a_{t-1})\) and \(\vec{c}_t\) goes through a linear layer \(f_{\text{GRU}}(\cdot)\) and
Relu layer. The Relu layer applies the rectified linear
unit function to each element of the input vector:

\[ \text{Relu}(x) = \max(0, x) \]  

(3)

We use the Relu function because, if the neuron gets activ-
ated, its gradient always equals to 1. This helps to train the
network faster. Given \(i_n\) and \(\vec{d}_{t-1}\), GRU outputs the
decoder’s hidden state \(\vec{d}_t\) in step \(t\) and an action seed vector
\(\vec{a}_t\) of length \(l\). To produce the probability distribution over
actions in step \(t\), i.e. \(P(a^k_t|k=1,\ldots,n)\), we first use a linear
layer \(f_{\text{GRU}}(\cdot)\) that converts \(\vec{a}_t\) into a vector \(\{a^k_t|k=1,\ldots,n\}\).
Second, we transform \(\{a^k_t\}\) using a softmax layer. That is,

\[ P(a^k_t) = \frac{e^{\vec{a}^k_t}}{\sum_{m=1}^{n} e^{\vec{a}^m_t}} \]  

(4)

\(^1\)The GRU is a popular variant of the recurrent neural network
(RNN). As an alternative RNN, we could use the long short-term
memory (LSTM) (Hochreiter and Schmidhuber 1997). However,
GRU has comparable performance to LSTM while having less pa-
rameters, which makes it easier to train (Chung et al. 2014).
where \( P(a^k_t) \) represents the probability of taking action \( a^k_t \) in step \( t \).

**Attention Mechanism.** The attention module is shown in Figure 3. In every step \( t \), the attention module takes the following input: 1) the set of encoder’s outputs \( \{\vec{o}_i | i \leq t\} \); Each \( \vec{o}_i \) naturally provides the information for the weights of \( \{\vec{o}_i\} \); 2) The encoder’s hidden state \( \vec{h}_i \); The hidden state \( \vec{h}_i \) contains the information of states until step \( t \) and thus, it helps to produce a new context; and 3) the decoder’s previous hidden state \( \vec{d}_{t-1} \); Note that \( \vec{d}_{t-1} \) comes from \( a_{t-2} \) and \( \vec{d}_{t-2} \). It also results from \( a_{t-3} \), \( a_{t-2} \) and \( \vec{d}_{t-3} \). Following this logic, \( \vec{d}_{t-1} \) reflects the effects of the sequence of actions \( \{a_i | i < t\} \) on \( \vec{d}_0 \), that is, on the information of initial state \( \vec{h}_1 \). The effects of previous actions on states are useful for generating \( \vec{w}_{t,i} \) since \( a_t \) is correlated with \( \vec{w}_{t,i} \).

Given the inputs, a linear layer \( f_{2t\rightarrow t}(\cdot) \) transforms the concatenation of \( \vec{h}_t \) and \( \vec{d}_{t-1} \) into a vector \( \vec{v}_{hd} = f_{2t\rightarrow t}(\vec{h}_t|\vec{d}_{t-1}) \). Then, each \( \vec{o}_i \) in \( \{\vec{o}_i | i \leq t\} \) goes through a linear layer to become a vector \( \vec{v}_{o_i} = f_{1\rightarrow t}(\vec{o}_i) \). The concatenation of \( \vec{v}_{o_i} \) and \( \vec{v}_{hd} \) further goes through a Tanh layer (following Bahdanau, Cho, and Bengio (2014)) that applies the \( \tanh \) function to each element of the input vector:

\[
\tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}
\]

Next, the output of Tanh layer goes through a linear layer \( f_{2t\rightarrow t}(\cdot) \) to output the weight seed \( \vec{w}_{t,i} \) for \( \vec{o}_i \) in step \( t \). In summary, the weight seed \( \vec{w}_{t,i} \) is computed as:

\[
\vec{w}_{t,i} = f_{2t\rightarrow t}(\tanh(f_{2t\rightarrow t}(\vec{h}_t|\vec{d}_{t-1})|f_{1\rightarrow t}(\vec{o}_i))
\]

Finally, a softmax layer takes the set of weight seeds \( \{\vec{w}_{t,i} | i \leq t\} \) as input and outputs the weight \( \vec{w}_{t,i} \) of each \( \vec{o}_i \) in step \( t \). That is,

\[
\vec{w}_{t,i} = \frac{e^{\vec{w}_{t,i}}}{\sum_{b=1}^{t} e^{\vec{w}_{t,b}}}
\]

**Selecting the Action in AATEAM**

In the previous subsection, we described the design of one attention network. Each attention network outputs a probability distribution over actions. In this subsection, we discuss how to select the final action for the ad hoc agent given those probability distributions.

Figure 3: The detailed design of the attention network

Formally, we denote the set of attention networks in AATEAM as \( T \). In every step \( t \), we input the current state \( \vec{s}_t \) and previous action \( a_{t-1} \) into each attention network. Note that each network has its own \( \{\vec{o}_i\}, \vec{h}_{t-1} \) and \( \vec{d}_{t-1} \) (computed by that network). Based on the input, each network \( j \) in \( T \) outputs a probability distribution over actions \( \{P(a^k_t)\}_j \) as well as its \( \vec{h}_t \) and \( \vec{d}_t \). Note that the encoder’s hidden state \( \vec{h}_t \) results from \( \{\vec{s}_i | i \leq t\} \). Therefore, \( \vec{h}_t \) contains the state information until the step \( t \). Additionally, \( \vec{d}_t \) reflects the effects of \( \{a_i | i < t\} \) on \( \vec{s}_t \) (as discussed in the Attention Mechanism subsection). Henceforth, we train each attention network such that \( \vec{d}_t \) is the prediction of the state in step \( t \) based on previous states and actions (we discuss the details of the training in the next subsection). If \( \vec{d}_t \) is close to \( \vec{h}_t \), it means that the attention network’s action affects the state as intended. Because the state also results from the teammates’ behaviour, the distance between \( \vec{d}_t \) and \( \vec{h}_t \), i.e. \( dist_j(\vec{h}_t, \vec{d}_t) \), implies the extent to which the attention network matches the teammates’ behaviour. The more a network matches the teammates’ behaviour, the more influential it should be to the action’s selection. Henceforth, we can use the distance to weigh the probability distributions (one per attention network) and select the action with the highest weighted probability. We compute the weight of each network \( j \) as:

\[
v_j = \frac{e^{-dist_j(\vec{h}_t, \vec{d}_t)} \cdot 10}{\sum_{z=1}^{|T|} e^{-dist_z(\vec{h}_t, \vec{d}_t)} \cdot 10}
\]

and the weighted probability distribution over actions as:

\[
\{\bar{P}(a^k_t)\} = \sum_{j=1}^{|T|} \{P(a^k_t)\}_j \cdot v_j
\]

Finally, we select the action with the highest probability in \( \{\bar{P}(a^k_t)\} \) as the action for the ad hoc agent in step \( t \).

**Training AATEAM**

In this subsection, we discuss how we train one attention network \( j \) (for each teammate type \( j \)). First, we use reinforcement learning to learn a policy \( \pi_j \) for cooperating with past teammate type \( j \). After that, we make the ad hoc agent use \( \pi_j \) to work with the teammate type \( j \) for a number of episodes. During the teamwork, we collect the state-action
pairs as training data. Let us denote \( a_t \) as the action that the ad hoc agent took in step \( t \) based on learned policy \( \pi_j \). The state-action pair \((s_t, a_t)\) is the training instance of step \( t \), where \( a_t \) is the label for the training. A training sample is a sequence of state-action pairs, formally \( \{(s_t, a_t)\}_t \). For each state-action pair \((s_t, a_t)\) in a training sample, the attention network takes \( s_t \) as input and returns a probability vector over actions \( \{P(a_k^t)\}_{k = 1,...,n} \). The probability that the network selects the action \( a_t \) is \( P(a_k^t = a_t) \). We calculate the loss of an action using the negative log-likelihood:

\[
loss_a = -\log(P(a_k^t = a_t))
\]

Notice that the higher the probability that the attention network selects \( a_t \), the smaller the loss of action \( Loss_a \).

Since \( a^t \) output by \( \pi_j \) fits the past teammate type \( j's \) behaviour, i.e. affects the state as intended, the attention network should learn to reduce the distance between \( d_t \) and \( h_t \). By doing so, we ensure that \( d_t \) makes good prediction of \( s_t \), given the teammate type \( j's \) behaviour. Hence, we compute the loss of distance as the square of L2-norm:

\[
loss_d = \|d_t - h_t\|^2_2
\]

Then, the overall loss is an additive function of the above loss measures:

\[
loss = loss_a + \beta \times loss_d
\]

where \( \beta \) is the constant that adjusts the weight of \( loss_a \).

We use the Adam optimizer (Kingma and Ba 2014) to update the network parameters to minimise the computed loss. Moreover, during the training, we apply the teacher forcing strategy (Williams and Zipser 1989), i.e. use \( a_t \) instead of \( a_t \) as the input to the decoder in the step \( t + 1 \). This is because the actual \( s_{t+1} \) results from \( a_t \) instead of \( a_t \).

Comparison to the NLP domain. In the teamwork domain, the attention network needs to handle the sequence of inputs differently from the attention networks in the NLP domain (e.g. the Figure 1). This is because each domain has different information available. First, in the NLP domain, the encoder can encode the whole sentence before inputting anything into the decoder. In our domain, we do not know the states from the future. Hence, we can only use the state information until the current step. Additionally, the NLP decoder uses the last hidden state of the encoder as its initial hidden state such that the decoding is based on the whole sentence. In our domain, the decoder can only use \( h_t \) as its initial hidden state (since there is only \( s_t \) in the beginning of a task). Second, the attention network in NLP needs to learn when to end a sentence (i.e output (EOS)). However, in our domain, the end of episode is an external signal and thus, our network does not need to output it.

Experiments

In this section, we present the experiments we have done to demonstrate the effectiveness of AATEAM. First, we introduce the experiment domain. Second, we present how we collect the data. Finally, we pitch AATEAM against PLASTIC-Policy to show the advantage of our approach. In detail, we show the results of both algorithm when working with first, known and second, unknown teammates. Our results indicate that when working with both known and unknown teammates, in most cases our algorithm outperforms PLASTIC-Policy significantly.

Half Field Offence Domain

Following Barrett et al. (2017), we use a limited version of the RoboCup 2D domain, i.e. half field offense (HFO) domain (Hausknecht et al. 2016). HFO retains the complexity of the RoboCup 2D domain in terms of the state/action space and the uncertainty of actions’ effects. The difference between both settings is that we play the game within a half of the field and the ad hoc agent always replaces one of the agents in the offensce team. This simpler setting with single objective allows researchers to focus on developing algorithms that tackle the environmental complexity.

In this paper, we use the HFO version with two offensive agents that try to score a goal into opposite team’s goal. The opposite team has two defenders including the goalie. For the defensive agents, we adopt the agent2D behaviour provided by Akiyama (2010). At the beginning of each episode, the ball is put in a random position close to the midline of full field. The initial position of the goalie is in the goal centre. The remaining agents start at random position within a given range. The ranges of offensive and defensive agents ensure that the offensive agents are initialised to be closer to the ball than the defender. In every step, each agent can observe the position of the ball as well as the others’ positions. An episode ends in one of the following cases: 1) the offensive team scores a goal, 2) the ball leaves the field, 3) the defensive team captures the ball, or 4) the game lasts for 500 simulation steps. The success episodes are the episodes in which the offensive team scores a goal.

State. In every simulation step, the ad hoc agent gets the following state features:

- the ad hoc agent’s \((x, y)\) position and its body angle
- the ball’s \((x, y)\) position
- the distance and the angle from the ad hoc agent to the centre of the goal
- the ad hoc agent’s largest opening angle to the goal
- the distance from the ad hoc agent to the closest defender
- the teammate’s largest opening angle to the goal
- the distance from the teammate to the closest defender
- the opening angle for passing to the teammate
- the teammate’s \((x, y)\) position
- each defender’s \((x, y)\) position

Given our setting, i.e. one teammate and two opponents, the state is a vector of 18 elements. Note that we sort the defenders’ position in the state vector based on their uniform number while the original simulator sorts those positions based on the distance between each defender and the ad hoc agent. This modification is to ensure that each element about a defender’s position always corresponds to the same defender.
**Action.** The high-level actions that the ad hoc agent can perform are: 1) *Dribble*, 2) *Pass*, 3) *Shoot*, and 4) *Move*. In every step, the simulator informs the ad hoc agent if it is close enough to be able to kick the ball. If so, the ad hoc agent can select an action from \{Dribble, Pass, Shoot\}. When it is not close enough to the ball, it can only perform Move. Both learned policies and attention networks select high-level actions for the ad hoc agent when the agent can kick the ball. Given a high-level action, the simulator maps it to a continuous action to perform the simulation.

**Collecting data for AATEAM.** We use the State-Action-Reward-State-Action (SARSA) algorithm (Hausknecht et al. 2016) to learn a policy \( \pi_j \) for each past teammate type \( j \). The ad hoc agent uses \( \pi_j \) to work with teammate type \( j \) for 200000 episodes. Within each episode, we collect the state-action pairs \( \{(s_t, a_t)\} \) every time the ad hoc agent obtains the control of the ball and until it loses the ball. This sequence of \( \{(s_t, a_t)\} \) is one training sample. We only store the state-action pairs from the success episodes.

Note that due to the continuous state space, the states of adjacent steps are very similar. Our initial experiments show that if we collect the state-action pairs in every step, the smoothness among the sequence of states impairs the attention network’s performance. Henceforth, we set a threshold \( tr \) to detect the change of state. In every time step, we compare each element of current state (denoted as \( z' \)) with the corresponding element of previous state (denoted as \( z \)). When at least one state element meets the condition \( |z' - z| > tr \), we collect the current state-action pair. Similarly, when using the trained networks to play, we select a new action when at least one state element meets the above condition. Otherwise, we continue the current action. Moreover, we remove the training samples that contain only one state-action pair. This is because attention networks learn to extract the temporal correlations of states. The samples with only one state have no temporal correlation inside and thus, hinder the learning performance.

**Collecting data for PLASTIC-Policy.** We collect state transitions (200000 episodes for each type) since PLASTIC-Policy uses them to update its probability distribution over the past teammate types. According to Barrett et al. (2017), a state transition \((\bar{s}, a, \bar{s}')\) means that either the possession of the ball changes from one agent to another agent or the episode ends when the ad hoc agent performs the action \( a \). In the experiments, \( \bar{s} \) is the state of the step when the ad hoc agent can kick the ball. \( \bar{s}' \) is the state of the step either when another agent can kick the ball (this could result from intercepting, passing, or shooting) or the episode ends. Note that we cannot determine state transitions when the ad hoc agent cannot kick the ball because the simulator does not have a signal that indicates which specific agent holds the ball.

**Teammate types.** In this paper, we use the externally-created teammates. The teammates are not programmed to work with the ad hoc agent. We run the binary file released from the 2013 RoboCup 2D simulation league competition (RoboCup 2013). From these external agents, we use five types as past teammate types, i.e. aut, axiom, agent2D, gliders, and yushan. Additionally, we use five types as new teammate types, i.e. yunlu, utaustin, legend, ubc, and warthog.

**Experimental Parameters and Settings**

We sum up the experiment parameters in Table 1. The number of hidden state layers for GRU is 5. We use the last layer of hidden states to compute the \( \text{dist}(\bar{h}_t, \bar{d}_t) \) and \( \text{loss}_d \). The maximum length of a state sequence that attention networks process is 60. When the state sequence’s length exceeds 60, the networks drop the states from the beginning. The rate of dropout is 0.1. When training the attention networks, the default learning rate is 0.01 and the batch size is 32. In the experiments, we use AATEAM and PLASTIC-Policy to play with each teammate type for 10 trials where each trial contains 1000 episodes. We set the decision time limit for each step as 100 ms following Barrett et al. (2017). We evaluate the performance based on the scoring rate, i.e. how many episodes the offense team wins in every 1000 episodes. The error bars in Figure 4 and Figure 5 below are the standard deviations of scoring rates. Note that the results are discrete points. We add lines between them to improve clarity. We apply the binomial test to test the significance of our results (following Barrett et al. (2017)). We observe that the difference between AATEAM and PLASTIC-Policy is significant (95% confidence) except for the axiom and ubc types.

**Playing with Past Teammates**

In this subsection, we make the ad hoc agent play with the teammates it encountered before, i.e. past teammates. In detail, it plays with five past teammate types using first, AATEAM and second, PLASTIC-Policy. Also, we have one baseline and one upper bound here. The baseline is the performance of the original offense team, i.e. the team without the ad hoc agent. The upper bound is the performance of the ad hoc agent playing with a given teammate type following the learned policy for that teammate. Since each policy is learned only for the corresponding past teammate type, we expect the performance with the learned policies to be higher than any other approach. The results are shown in Figure 4.

In Figure 4, we see that both AATEAM and PLASTIC-Policy are better than the baseline. This is because the reinforcement learning algorithms managed to learn good policies for past teammate types (both PLASTIC-Policy and during the training of AATEAM). On top of that, the attention networks successfully learned to fit the behaviour of past teammates. Hence, both algorithms exhibit more intelligent behaviours.

When it comes to the upper bound, we can see that AATEAM’s performance is closer to the upper bound than

| Name     | Value | Name     | Value |
|----------|-------|----------|-------|
| 90%      | 0.1   | 95%      | 0.1   |
| 99%      | 0.1   | 99.5%    | 0.1   |
| 99.9%    | 0.1   | 99.95%   | 0.1   |
| 99.99%   | 0.1   | 99.995%  | 0.1   |
| Max length | 60   | Learning rate | 0.01 |
Playing with New Teammates

In this subsection, the ad hoc agent uses AATEAM and PLASTIC-Policy to work with the new teammates, i.e. the teammates it has never encountered before. Naturally, we have one baseline. That is, the baseline where an original team plays without the ad hoc agent. We cannot use the upper bound as the ad hoc agent did not learn the policies to work with the new teammates beforehand.

The results in Figure 5 show that both AATEAM and PLASTIC-Policy outperform the baseline as both algorithms behave more intelligently than the replaced agent. Moreover, in most cases AATEAM still significantly outperforms PLASTIC-Policy. The reason is that PLASTIC-Policy switches between policies based on the current behaviour of new teammates. Since switching takes time, PLASTIC-Policy cannot adapt to teammates’ behaviours quickly. In addition, the performance of both AATEAM and PLASTIC-Policy is good except when the ad hoc agent plays with the ubc type. The reason is that the ubc agent does not often pass the ball to its teammate. Therefore, even though AATEAM and PLASTIC-Policy are smarter than its original teammate, they cannot help much. In summary, the experiments of playing with unknown teammate types demonstrate that AATEAM can adapt to different teammates’ behaviours better than PLASTIC-Policy. This is crucial for the ad hoc teamwork in complex domains.

The Importance of Attention Mechanism

In this subsection, we show the importance of the attention mechanism in AATEAM. Besides the architecture shown in Figure 3, we also try to train the neural network without the attention mechanism, i.e. each $o_i$ has the same weight. Additionally, we try to include the training samples of length 1 during the training. The loss of actions in different cases are shown in Figure 6. The results demonstrate that we can get a good network only when we adopt the attention mechanism and remove the training samples of length 1 (to prevent the attention module from being influenced). Note that the loss of actions directly affects the performance of neural network. Henceforth, the results in Figure 6 indicate that the attention mechanism is an essential part in AATEAM.

Conclusions and Future Work

This paper proposes a novel approach called AATEAM to solve the ad hoc teamwork problem in complex domains.
To the best of our knowledge, this is the first attempt to solve the ad hoc teamwork problem using attention-based recurrent neural networks. In detail, AATEAM contains a set of neural networks, each of them taught the behaviour of one different past teammate type. Using the probability distributions output by each neural network, AATEAM selects the best action for the ad hoc agent in real-time. We pitched our algorithm against PLASTIC-Policy that is the only scheme proposed for the ad hoc teamwork problem in complex domains. Our results indicate that when working with both known and unknown teammates, in most cases our algorithm outperforms PLASTIC-Policy.

One limitation of AATEAM is that it needs plenty of data to train the attention networks. Additionally, it is difficult to know if the architecture of neural networks is the most appropriate one. As future work, we will test AATEAM for more teammate types to show the robustness of our method. Furthermore, we plan to test the same idea for even more complex domains (with larger action and search space).
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