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Abstract
Transformer-based models have achieved top performance on major video recognition benchmarks. Benefiting from the self-attention mechanism, these models show stronger ability of modeling long-range dependencies compared to CNN-based models. However, significant computation overheads, resulted from the quadratic complexity of self-attention on top of a tremendous number of tokens, limit the use of existing video transformers in applications with limited resources like mobile devices. In this paper, we extend Mobile-Former to Video Mobile-Former, which decouples the video architecture into a lightweight 3D-CNNs for local context modeling and a Transformer modules for global interaction modeling in a parallel fashion. To avoid significant computational cost incurred by computing self-attention between the large number of local patches in videos, we propose to use very few global tokens (e.g., 6) for a whole video in Transformers to exchange information with 3D-CNNs with a cross-attention mechanism. Through efficient global spatial-temporal modeling, Video Mobile-Former significantly improves the video recognition performance of alternative lightweight baselines, and outperforms other efficient CNN-based models at the low FLOP regime from 500M to 6G total FLOPs on various video recognition tasks. It is worth noting that Video Mobile-Former is the first Transformer-based video model which constrains the computational budget within 1G FLOPs.

1 Introduction
Vision Transformers (Dosovitskiy et al. 2021; Liu et al. 2021a; Dong et al. 2022; 2021) have achieved remarkable progress in computer vision and outperform Convolutional Neural Networks (CNNs) on a multitude of image tasks. By partitioning each image into non-overlapping patches, vision transformers transfer image data to a sequence of patch tokens and globally model their relationships with self-attention mechanisms. Following the similar paradigms, recent video transformers (Liu et al. 2022; Arnab et al. 2021; Li et al. 2022b; Wang et al. 2022) extend transformers to the temporal axis and achieve top performance on major video recognition benchmarks. However, video transformers that model spatial-temporal information jointly incur high computational cost, due to the quadratic complexity of self-attention mechanisms for a large number of tokens. Although recent methods reduce the computational burden of video transformers by: 1) decoupling self-attention on the spatial axis and the temporal axis (Bertasius, Wang, and Torresani 2021), or 2) applying window attention (Liu et al. 2022) or pooling attention (Fan et al. 2021; Li et al. 2022b) with fewer local tokens, these architectures are still computationally heavy (e.g., more than 100G total FLOPs) and impractical under the resource-constrained scenarios compared to CNN-based models.

Among lightweight backbones for video recognition, 3D CNN-based models (Feichtenhofer 2020; Kondratyuk et al. 2021) that contain an inductive bias of locality are still popular solutions. However, 3D CNNs can not capture global relationships efficiently, as it requires to stack more convolutional layers to achieve the global receptive field. To model global spatial-temporal relationships with yet compact architectures, we aim to design an efficient video transformer at the low FLOPs regime from 500M to 6G total FLOPs.

In this paper, we extend Mobile-Former (Chen et al. 2022) from image domain to video domain, dubbed as “Video Mobile-Former”. As shown in Figure 2, it decouples the video architecture into a lightweight 3D-CNN for local context modeling and a Transformer module for global interaction modeling. A Video Mobile-Former block is a two-pronged parallel structure consisting of a Mobile branch,
2 Related Work

Video Recognition with Efficient CNNs. To explore the temporal information of video data, a popular strategy for designing video recognition models is to extend 2D image networks on the temporal dimension. Therefore, deep 3D CNNs adapted from 2D CNNs are widely used (Tran et al. 2015; Carreira and Zisserman 2017; Qiu, Yao, and Mei 2017; Tran et al. 2018; Yang et al. 2020; Zolfaghari, Singh, and Brox 2018; Tran et al. 2019; Feichtenhofer et al. 2019). Due to the increasing computational cost and parameters of 3D CNNs, improving the efficiency of video models has become the spotlight of video recognition. Several efficient architectures of 3D CNNs (Kopuklu et al. 2019; Feichtenhofer 2020; Kondratyuk et al. 2021) leverage the idea of efficient 2D CNNs (Jandola et al. 2016; Howard et al. 2017; Sandler et al. 2018; Zhang et al. 2018; Ma et al. 2018). Efficient video architectures can also be derived from Neural Architecture Search (NAS) (Kondratyuk et al. 2021; Piergiovanni, Angelova, and Ryoo 2020). Another trend of developing efficient video models is to integrate lightweight temporal modules with 2D CNNs (Wang et al. 2018; Lin, Gan, and Han 2019; Liu et al. 2021; Li et al. 2018; Kwon et al. 2020). Despite the efficiency, such CNN-based solutions still struggle with modeling the global dependency, which is required by some video recognition tasks that need global understanding.

Efficient Vision Transformers. Transformers (Vaswani et al. 2017) are firstly proposed for natural language processing and is introduced into vision tasks recently. Vision Transformer (ViT) (Dosovitskiy et al. 2021) and its subsequent variants (Liu et al. 2021a; Dong et al. 2022; Wang et al. 2021) achieve advanced performance on various vision tasks by customizing the designs for the vision signal. However, compared to CNNs, ViTs have high computational complexity and a large number of parameters, which limits their application in resource-constrained scenarios. To address this issue, researchers combine the advantages of ViTs and CNNs (Chen et al. 2022; Li et al. 2022b; Mehta and Rastegari 2022a; Zhou et al. 2021; Xu et al. 2021), or develop efficient self-attention mechanisms for separated local-global relationship modeling (Chu et al. 2021; El-Nouby et al. 2021). To further improve the efficiency of ViTs, recent studies focus on constructing lightweight transformer-based model architectures for on-device applications (Chen et al. 2022; Mehta and Rastegari 2022a; b; Pan et al. 2022; Li et al. 2022c; Zhang, Hu, and Wang 2022). Different from these efficient image transformers, we aim to design an efficient video transformer by considering the high redundancy existing in videos.

Video Transformers. The success of ViT has ignited growing interest in leveraging the ability of transformers to model the long-term dependencies for video recognition tasks. To reduce the computational cost, variants of self-attention mechanisms are introduced (Arnab et al. 2021; Bertasius, Wang, and Torresani 2021; Liu et al. 2022; Bualat et al. 2021; Fan et al. 2021; Zha et al. 2021; Patrick et al. 2021; Yan et al. 2022). TimeFormer (Bertasius, Wang, and Torresani 2021) divides the spatial-temporal modeling into temporal attention and spatial attention that are separately computed in each layer. ViViT (Arnab et al. 2021) studies several variants of space-
time factorization for video transformers. VideoSwin (Liu et al. 2022) integrates an inductive bias of locality with transformer, where self-attention is computed in a 3D local window. MViT (Fan et al. 2021; Li et al. 2022b), a hierarchical architecture, applies pooling self-attention that significantly reduces the token number. To approximate the space-time attention with relatively low computational complexity, X-ViT (Bulat et al. 2021) restricts time attention to a local temporal window and employs an efficient space-time mixing mechanism. TokenLearner (Ryoo et al. 2021) uses a plug-in module that extracts a few important visual tokens for each video frame and learns video representation with pairwise attention between such tokens. Uniformer (Li et al. 2022) utilizes 3D CNN and spatial-temporal self-attention respectively in shallow and deep layers. Compared with CNN-based models, transformer-based models achieve remarkable progress on video recognition tasks. However, existing video transformers are still computationally heavy, and lightweight transformers for video recognition have not been studied yet.

3 Methodology
Revisiting Mobile-Former

In this paper, we introduce a lightweight video transformer by extending Mobile-Former architecture that is designed for image tasks. Mobile-Former is a parallel architecture bridging MobileNet (Howard et al. 2017; Sandler et al. 2018) and Transformer (Dosovitskiy et al. 2021) with bidirectional cross-attention. Mobile-Former consists of stacked MobileFormer blocks. Each block includes a Mobile block, a Former block and two interaction bridges.

A Mobile block uses an inverted bottleneck block of MobileNet (Sandler et al. 2018) to extract local features. The Mobile block of the $i^{th}$ layer takes the feature map $X_i \in \mathbb{R}^{H_i \times W_i \times C_i}$ as inputs, which is processed by the $1 \times 1$ pointwise convolution and the $3 \times 3$ depthwise convolution later. A Former block is a transformer module aiming to compute global relations of input features, which includes a multi-head attention (MHA) and a feed-forward (FFN). To reduce the computational cost, Former block takes $M$ learnable global tokens $Z \in \mathbb{R}^{M \times d}$ instead of dense patch tokens as input. The input of attention is split as $Z = \{Z_i\}$ for MHA with $H$ heads. The simplified self-attention of multiple global tokens is defined as:

$$A_Z = \left[\text{Attn}(Z, W_s^Q, Z, Z_s)\right]_{s=1:H} W^O, \quad (1)$$

where $W_s^Q$ is the projection matrix of query in the $s^{th}$ head, $W^O$ aims to combine the channel information of different heads. And $\text{Attn}$ denotes the standard attention:

$$\text{Attn}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{D}})V. \quad (2)$$

The computational complexity of the Former block is $O(M^2d + Md^2)$.

To exchange information between the Mobile block and the Former block, cross-attention is applied between local features and global tokens. We denote the reshaped local feature map as $\tilde{X} \in \mathbb{R}^{L_i \times C_i}$, where $L_i = H_i \times W_i$. The cross-attention from local features to global tokens follows:

$$A_{X \rightarrow Z} = \left[\text{Attn}(Z, W_s^Q, \tilde{X}, \tilde{X}_s)\right]_{s=1:H} W^O. \quad (3)$$

Then the derived global tokens are sent to the Former block. After computing the global relations, the cross-attention from global tokens to local features is defined as:

$$A_{Z \rightarrow X} = \left[\text{Attn}(\tilde{X}, Z, W_s^K, Z, W_s^V)\right]_{s=1:H}, \quad (4)$$

where global information is injected to the output of the Mobile block, and $W_s^K$ and $W_s^V$ are the projection matrices for the key and the value. In these two cross-attention modules, two policies are applied to reduce the computational cost: 1) taking local features at the bottleneck of Mobile block as the input of cross-attention due to fewer channels; b) removing the projection matrices from the side of the local features where the length of the input sequence is long, but keeping them at the side of global tokens.

In Mobile-Former, since the number of global tokens $M$ is no more than six, the Former block and cross-attention modules are computational efficient while the Mobile block consumes the most computation. In our work, we focus on adapting Mobile-Former from the image domain to the video domain and below we discuss how to extend the Mobile CNN branch from 2D to 3D and how to modify the Former branch for efficient temporal modeling. While these extensions sound straightforward, they are non-trivial as the additional temporal axis brings not only more information to process but also more redundancy as well.

Extension of CNN from 2D to 3D

To capture temporal information, 3D convolution is widely used in previous literature of video recognition. One effective method of constructing CNN-based video models is to extend existing image architectures by replacing 2D convolutions with 3D convolutions. In 2D CNN models, the spatial dimension of the feature map is substantially downsampled.

Figure 2: Left: The overall parallel architecture of Video Mobile-Former. Right: A Video Mobile-Former block including a Mobile block, a Former block and two interaction bridges with cross-attention.
However, in most recent 3D CNN models, the temporal dimension of video features is not downsampled (Feichtenhofer et al. 2020; Kondratyuk et al. 2021), or is progressively downsampled (Tran et al. 2015; Carreira and Zisserman 2017). When the number of input video frames is large, the computational cost of the video model to encode a video clip will be much larger than that of the image model to encode an image.

In Video Mobile-Former, to make an efficient adaption of Mobile block, we introduce large temporal downsampling that reduces the size of feature maps at the early stage of the video model. Specifically, for the input video clip $X \in \mathbb{R}^{2D} \times H \times W \times C$, we use large temporal stride $s_t$ ($s_t \geq 4$) in the 3D convolution to perform temporal downsampling at the stem of Video Mobile-Former, which reduces the temporal length of the output feature map to $T/s_t$. Therefore, the computational cost of the following Mobile blocks and the cross-attention blocks is reduced by a factor of $s_t$. For Mobile block, we replace $2D$ $3 \times 3$ depthwise convolutions and $2D$ $1 \times 1$ pointwise convolutions with $2D$ $3 \times 3 \times 3$ depthwise convolutions and $3D$ $1 \times 1 \times 1$ pointwise convolutions respectively. The computational complexity of Mobile block is $O(THW'C^2/s_t)$.

### Extension of Transformer from 2D to 3D

Most video Transformers are extended from the image Transformers in the temporal dimension, and perform global spatial-temporal modeling for the input video (Fan et al. 2021; Arnab et al. 2021). The longer the input token sequence length is, the heavier the computational cost. For image Transformers, the token sequence with a length of $L_i = H_i \times W_i$, generated by reshaping the image feature map, is processed by MHSA. When extended to the video domain, the input of the Transformer blocks is converted from 2D image features to 3D video features, and MHSA needs to process the tokens sequence of length $T_i \times H_i \times W_i$ after the video features are reshaped. Since the computational complexity of SA grows quadratically with respect to the sequence length of the input, the extension of MHSA in the temporal dimension will incur a very large increase in computation.

Although some video transformers perform self-attention through pooling (Li et al. 2022a) or within a local window (Liu et al. 2022), for video data, the length of the input token sequence is very long because it is proportional to the number of video frames, thus the huge computational cost of transformers is still a significant problem and cannot meet the extremely low FLOPS requirement for devices.

To extend former block and the interaction bridge from 2D to 3D, if we follow the previous paradigm of extending image models and use $M$ global tokens for each frame ($X_{i,t} \in \mathbb{R}^{H_i \times W_i \times C_i}$ at the $i^{th}$ layer) in the interaction bridge, we would obtain $T \times M$ global tokens for the input of former block. This strategy is also used in TokenLearner (Ryoo et al. 2021). However, we find this will not only incur non-negligible cost compared to the Mobile block but also is unnecessary.

On account of the frame redundancy in videos, in the Video Mobile-Former, we extract the global information of one whole video with a small constant number of tokens $Z \in \mathbb{R}^{M \times d}$ ($M \leq 6$ in this paper), which is not related to the video length. Therefore, in the interaction bridge between Mobile block and former block, all the global tokens communicate with the feature map of all the frames by the cross-attention. The formulation of the cross-attention in Video Mobile-Former is similar to that in the Mobile-Former but the token length of the reshaped feature map $X$ is $T/s_t \times H \times W$. And the computational complexity of interaction bridges is $O(THWC^2/s_t + MdC)$.

In the former block, MHSA is performed on only $M$ global tokens to obtain global relationships of the whole video. The computational complexity of former block is $O(M^2d_s + Md^2)$, which means the computational cost of former block for a video is equal to that for an image.

In Mobile-Former, ReLU in the Mobile block is replaced by dynamic ReLU (Chen et al. 2020), the parameters of which are generated by applying two MLP layers on the first
global token output from the Former block. In the Video Mobile-Former, to introduce the temporal difference of each frame, we propose frame-level dynamic ReLU. Specifically, we concatenate the average-pooled feature of each frame (the frame-level feature) with the first global tokens, and the concatenated feature (the shape is \((T/s_t) \times 1 \times 1 \times (C + d))\) is taken as the input of two MLP layers to generate the parameters of dynamic ReLU. Therefore, the activation functions on different temporal positions are different in the Mobile block of Video Mobile-Former.

### Network Specification

As shown in Table I, we build four Video Mobile-Former variants with different computational costs from 560M to 5.61G FLOPs, and refer them by their FLOPs, e.g., Video-Mobile-Former-560M, Video-Mobile-Former-1G. We design different variants by changing the depth of the model (#Blocks), the base channel number (#Dim) and the expansion ratio (#Exp) of each Mobile block, while all blocks have six global tokens with the same dimension 128. All variants have four stages and we employ spatial downsampling (stride = 2) at the beginning of each stage. Note that we set temporal stride \(s_t = 8\) at the stem of Video-Mobile-Former-560M and set \(s_t = 4\) at the stem of other variants. The spatial resolution of input video (#Res) is 172 for Video-Mobile-Former-560M and 224 for other variants.

### Experiments

#### Datasets

We conduct extensive experiments on Kinetics-400 (Kay et al. 2017) and Kinetics-600 (Carreira et al. 2018). Kinetics datasets contain video clips from YouTube with an average duration of 10 seconds. While for Kinetics-400 with 400 categories, we use 246K videos for training and 20K videos for testing; for Kinetics-600 with 600 categories we use 392K videos for training and 20K videos for testing. We also compare the smallest variant of Video Mobile-Former with efficient 3D-CNN models on Diving48 (Li, Li, and Vasconcelos 2018) with 17K fine-grained diving sequences, UCF-101 (Soomro, Zamir, and Shah 2012) with 13320 videos from 101 action categories, and HMDB-51 (Kuehne et al. 2011) with 6849 videos from 51 action categories.

#### Implementation Details

All models are trained from scratch for Kinetics datasets, while for Diving-48, UCF-101 and HMDB-51, we utilize the model weights pretrained on the Kinetics-600. On account of the balance of training time and performance, for Video Mobile-Former from 1G to 5G, we train with 32 frames, while we train Video Mobile-Former-560M with 64 frames due to the larger temporal stride. For inference, we evaluate all models with a single clip of 64 frames that covers the whole video. As mentioned in (Kondratyuk et al. 2021), single-clip evaluation achieves the balance between the computational cost and performance, compared with multi-clip evaluation. To compare with previous video models fairly, we report the total FLOPs per video, which is a hardware-independent metric.

### Main Results

**Effectiveness and efficiency of Video Mobile-Former.** Video Mobile-Former is a parallel architecture including CNN modules and transformer-based modules, which can also be seen as strengthening the CNN-based model with global-spatial-temporal modeling. Standard methods of strengthening CNN-based models include widening or deepening the networks. For all variants of the Video Mobile-Former, we obtain the corresponding Mobile3D baselines by removing the Former blocks and the interaction bridges from them, then we compare Video Mobile-Former with the widened baseline and the deepened baseline that have similar/slightly larger FLOPs. As shown in Table 2, Video Mobile-Former achieves significant higher Top-1 accuracy compared with Mobile3D baselines, while consuming slightly more FLOPs. Additionally, Video Mobile-Former, with less FLOPs, outperforms widened or deepened Mobile3D baselines.

#### Table 3: Comparison to state-of-the-art on Kinetics-400.

| Model            | Top-1 | Top-5 | GFLOPs | Frames |
|------------------|-------|-------|--------|--------|
| Mobile3D-1G      | 60.9  | 83.7  | 1.26   | 1 × 64 |
| Mobile3D-1G (wider) | 65.1  | 86.7  | 2.18   | 1 × 64 |
| Mobile3D-1G (deeper) | 65.9  | 86.8  | 1.66   | 1 × 64 |
| Video-Mobile-Former-1G | **67.4** | 87.4  | 1.43   | 1 × 64 |
| Mobile3D-2G      | 66.6  | 87.2  | 2.33   | 1 × 64 |
| Mobile3D-2G (wider) | 68.7  | 88.6  | 3.89   | 1 × 64 |
| Mobile3D-2G (deeper) | 68.1  | 88.4  | 2.93   | 1 × 64 |
| Video-Mobile-Former-2G | **71.1** | 89.3  | 2.61   | 1 × 64 |
| Mobile3D-5G      | 70.8  | 89.8  | 5.21   | 1 × 64 |
| Mobile3D-5G (wider) | 71.3  | 89.9  | 8.36   | 1 × 64 |
| Mobile3D-5G (deeper) | 72.0  | 90.3  | 6.30   | 1 × 64 |
| Video-Mobile-Former-5G | **72.9** | 90.0  | 5.61   | 1 × 64 |

| Model            | Top-1 | Top-5 | GFLOPs | Frames |
|------------------|-------|-------|--------|--------|
| VideoSwin-14G    | 42.4  | 69.9  | 13.9   | 12 × 32 |
| MViT-27G         | 56.0  | 80.7  | 26.8   | 5 × 16 |
| Video-Mobile-Former-560M | **62.6** | 83.7  | 0.56   | 1 × 64 |
| MViT-43G         | 62.0  | 84.8  | 42.9   | 5 × 16 |
| VideoSwin-54G    | 62.2  | 85.0  | 53.8   | 12 × 32 |
| Video-Mobile-Former-1G | **67.4** | 87.4  | 1.43   | 1 × 64 |
| MoviNet-A0       | 65.8  | 87.4  | 2.71   | 1 × 50 |
| Video-Mobile-Former-2G | **71.1** | 89.3  | 2.61   | 1 × 64 |
| MobileNetV2+TSM  | 69.5  | 88.7  | 72.0   | 30 × 8 |
| X3D-XS           | 69.5  | 88.7  | 72.0   | 30 × 8 |
| MViT-80G         | 69.8  | 89.2  | 80.3   | 5 × 16 |
| ARTNet           | 70.7  | 89.3  | 5875   | 250 × 16 |
| X3D-S            | 70.8  | 89.8  | 9.75   | 1 × 50 |
| I3D              | 71.1  | 90.3  | 108    | 1 × 250 |
| VideoSwin-212G   | 71.7  | 90.3  | 212    | 12 × 32 |
| R(2+1)D-RGB      | 72.0  | 90.0  | 1520   | 10 × 32 |
| MoviNet-A1       | 72.7  | 91.2  | 6.02   | 1 × 50 |
| Video-Mobile-Former-5G | **72.9** | 90.0  | 5.61   | 1 × 64 |
The results in Table 4 indicate that Video Mobile-Former beats them in terms of accuracy even when the computational budget is less than 50 GFLOPs, and Video Mobile-Former-5G with them on Kinetics-600, Diving48, UCF-101 and HMDB51. We find that when the temporal stride is set to 4, the best balanced performance gain and very few global tokens to model global information of the entire video is both sufficient and efficient. Moreover, the model using 6 global tokens achieves comparable top-1 accuracy with the model using $T = 64/4 = 16$. For both methods of global spatial-temporal modeling, the biggest performance improvement is achieved by setting $M = 6$. Moreover, the model using 6 global tokens achieves comparable top-1 accuracy with the model using $T \times 6$ tokens, but consumes less computational cost. This ablation shows that extending the global tokens on the temporal axis yields little performance gain and very few global tokens to model global information of the entire video is both sufficient and efficient. Mobile-Former achieves significantly higher accuracy on all datasets using similar computation measured by FLOPs.

### Ablation Studies

#### Ablation on the number of global tokens
In Video Mobile-Former, we use $M$ global tokens for a whole video instead of $M$ tokens for each frame respectively. To demonstrate that a few global tokens are enough for global spatial-temporal modeling, in Table 6 we evaluate Video Mobile-Former using $M$ global tokens or $T \times M$ global tokens on Kinetics-400, where $M$ ranges from 2 to 8 and $T = 64/4 = 16$. For both methods of global spatial-temporal modeling, the biggest performance improvement is achieved by setting $M = 6$. Moreover, the model using 6 global tokens achieves comparable top-1 accuracy with the model using $T \times 6$ tokens, but consumes less computational cost. This ablation shows that extending the global tokens on the temporal axis yields little performance gain and very few global tokens to model global information of the entire video is both sufficient and efficient.

#### Ablation on the temporal stride
To design a variant of Video Mobile-Former with lower FLOPs, one way is to use larger temporal stride while another way is to reduce the number of layers or channels. Table 7 shows the results for different temporal strides in the stem of models. When the temporal stride increases, we increase the width or the depth of Video Mobile-Former to keep the FLOPs almost the same. We find that when the temporal stride is set to 4, the best bal-

### Table 4: Comparison to resource-efficient 3D-CNN models (Kopuklu et al. 2019) on Kinetics-600 and other downstream tasks.

| Model                  | MFLOPs | Param | K600 | Diving48 | UCF-101 | HMDB51 |
|------------------------|--------|-------|------|----------|---------|--------|
| 3D-ShuffleNetV1 2.0x   | 393    | 4.78M | 56.8 | 41.1     | 85.0    | 53.3   |
| 3D-ShuffleNetV2 2.0x   | 360    | 6.64M | 55.2 | 39.4     | 83.3    | 53.5   |
| 3D-MobileNetV1 2.0x    | 454    | 14.1M | 48.5 | 34.6     | 76.2    | 46.5   |
| 3D-MobileNetV2 1.0x    | 446    | 3.12M | 50.7 | 45.3     | 81.6    | 48.2   |
| 3D-SqueezeNet          | 728    | 2.15M | 40.5 | 38.9     | 74.9    | 43.1   |
| Video-Mobile-Former-560M | 560   | 4.7M  | **65.8** | **67.8** | **92.9** | **70.8** |
| Video-Mobile-Former-2G |        |       |      |          |         |        |
| Video-Mobile-Former-1G |        |       |      |          |         |        |
| X3D-DS                 | 70.2   | 3.88  | 5.61 |          |         |        |
| MoviNet-A0             | 71.5   | 2.71  | 3.56 |          |         |        |
| Video-Mobile-Former-2G | **74.3** | **2.61** | 1.43 |         |         |        |
| I3D                    | 71.9   | 108   | 1.25 |          |         |        |
| X3D-DS                 | 72.3   | 23.3  | 30   |          |         |        |
| MViT-80G               | 73.2   | 80.3  | 1.56 |          |         |        |
| X3D-S                  | 74.3   | 9.75  | 1.50 |          |         |        |
| MoviNet-A1             | 76.0   | 6.02  | 1.50 |          |         |        |
| Video-Mobile-Former-5G | **76.4** | **92.7** | **5.61** |         |         |        |

#### Table 5: Comparison to state-of-the-art on Kinetics-600.

| Model                  | Top-1 | Top-5 | GFLOPs |
|------------------------|-------|-------|--------|
| 3D-ShuffleNetV1 2.0x   | 56.8  | 41.1  | 85.0   |
| 3D-ShuffleNetV2 2.0x   | 55.2  | 39.4  | 83.3   |
| 3D-MobileNetV1 2.0x    | 48.5  | 34.6  | 76.2   |
| 3D-MobileNetV2 1.0x    | 50.7  | 45.3  | 81.6   |
| 3D-SqueezeNet          | 40.5  | 38.9  | 74.9   |
| Video-Mobile-Former-560M | 65.8  | 67.8  | **92.9** |

#### Table 6: Ablation study on the number of global tokens.

| Token Num | Top-1 | Top-5 | GFLOPs |
|-----------|-------|-------|--------|
| 2         | 70.3  | 88.9  | 2.51   |
| 4         | 70.8  | 89.1  | 2.56   |
| 6         | 71.1  | 89.3  | 2.61   |
| 8         | 70.6  | 89.2  | 2.65   |

#### Table 7: Ablation study on the temporal stride.

| Temporal Stride | Top-1 | Top-5 | GFLOPs |
|-----------------|-------|-------|--------|
| 2               | 60.3  | 82.6  | 1.43   |
| 4               | 63.7  | 84.7  | 1.51   |
| 6               | 67.4  | 87.4  | 1.43   |
| 8               | 65.0  | 85.1  | 1.44   |
Table 8: Ablation study on the position of temporal downsampling in Video Mobile-Former.

| Temporal Downsampling | Top-1 | Top-5 | GFLOPs |
|-----------------------|-------|-------|--------|
| Each stage            | 61.9  | 83.0  | 1.14   |
| Stem                  | 62.6  | 83.7  | 0.56   |

Table 9: Ablation study on the depth of networks.

| Model          | Depth | Top-1 | Top-5 | GFLOPs |
|----------------|-------|-------|-------|--------|
| Mobile3D       | 8     | 60.9  | 83.7  | 1.26   |
| Video-Mobile-Former | 8     | 67.4 (+6.5) | 87.4 | 1.43   |
| Mobile3D       | 16    | 65.7  | 87.1  | 1.90   |
| Video-Mobile-Former | 16    | 70.3 (+4.6) | 89.3 | 2.14   |
| Mobile3D       | 24    | 68.8  | 88.7  | 2.53   |
| Video-Mobile-Former | 24    | 71.8 (+3.0) | 89.9 | 2.85   |
| Mobile3D       | 32    | 70.0  | 89.5  | 3.17   |
| Video-Mobile-Former | 32    | 71.9 (+1.9) | 89.9 | 3.56   |

Table 10: Ablation study on the type of depthwise convolution in Mobile block. Video Mobile-Former-2G is used here.

| Conv Type | Top-1 | Top-5 | GFLOPs |
|-----------|-------|-------|--------|
| 2D        | 69.7  | 88.5  | 2.46   |
| (2+1)D    | 68.3  | 86.3  | 2.48   |
| 3D        | **71.1** | **89.3** | **2.61** |

Table 11: Ablation study on the activation function in Mobile block. Video Mobile-Former-2G is used here.

| Activation | Top-1 | Top-5 | GFLOPs |
|------------|-------|-------|--------|
| ReLU       | 68.6  | 87.7  | 2.58   |
| DY-ReLU    | 69.3  | 87.9  | 2.58   |
| Frame-level DY-ReLU | **71.1** | **89.3** | **2.61** |

Table 12: Runtime on an Nvidia V100 GPU or an Intel Xeon Platinum 8168 CPU @ 2.70GHz on Kinetics-400. Latency is given for a video clip of 64 frames.

| Model                  | On GPU (ms) | On CPU (ms) | K400 Top-1 |
|------------------------|-------------|-------------|------------|
| Video-Mobile-Former-560M | 26.1        | 192.1       | 62.6       |
| Video-Mobile-Former-1G | 29.0        | 603.5       | 67.4       |
| Video-Mobile-Former-2G | 32.9        | 937.2       | 71.1       |
| Video-Mobile-Former-5G | 57.9        | 1855        | 72.9       |
| X3D-S                  | 26.9        | 5117        | 70.8       |
| MViT-43G               | 73.1        | 6820        | 62.0       |
| MViT-80G               | 82.6        | 8492        | 69.8       |
| VideoSwin-212G         | 60.8        | 6948        | 71.7       |

Ablation on the position of temporal downsampling. Early work on video recognition [Carreira and Zisserman 2017; Tran et al. 2015] applies progressive temporal downsampling in different network stages. In contrast, we utilize large temporal downsampling directly in the stem of models, which substantially reduces the temporal length of feature maps from the early stage. To ablate the position of temporal downsampling, we design a variant of Video Mobile-Former which applies temporal downsampling at each stage in a progressive way. The results in Table 8 demonstrate that our default design achieves better performance with less computation, while other details of model architectures are the same.

Ablation on the depth of networks. The results in Table 9 demonstrate that global spatial-temporal modeling in Video Mobile-Former is an efficient and effective way to strengthen 3D-CNN models. To study the relationship between the depth of networks and the improvement of strengthening 3D CNNs with Video Mobile-Former architecture, Table 10 shows the performance gain of Video Mobile-Former with different depths compared with Mobile3D baselines. When the network becomes shallower, the gap between Video Mobile-Former and the Mobile3D baseline enlarges. This highlights that our Video Mobile-Former is more satisfactory for building extremely lightweight video models.

Ablation on the type of depthwise convolution. To determine whether 3D convolution is required when adapting Mobile-former to the video domain, we compare different convolution types for the depthwise convolution in Mobile blocks and compare the results in Table 10. It is worth noting that we still use (2+1)D convolutions in the stem of these model variants to extract spatiotemporal features. It shows that the best performance is achieved by using 3D convolution in Video Mobile-Former. Since the computational cost of the depthwise convolution accounts for a small proportion of the overall computational cost of Video Mobile-Former, compared with 2D convolution, 3D convolution can achieve a significant performance improvement while requiring slightly more computational resources.

Ablation on the activation function. Table 11 shows the results on K400 for different activation function in the Mobile block. Using the frame-level CNN features and the first global token to generate parameters for dynamic ReLU gains 2.5% top-1 accuracy over the baseline using the simple ReLU function and 1.8% top-1 accuracy over the original design in Mobile-Former. This indicates that frame-level DY-ReLU is a better adaption of dynamic ReLU from the image domain to the video domain.

Runtime comparison during inference. In Table 12, we first measure the inference speed of Video Mobile-Formers on an Nvidia V100 GPU, and compare our models with other efficient video models. Note that we evaluate latency on 64 frames for all models. When running on a single GPU, the latency of Video Mobile-Former is comparable to that of the X3D baseline, and our models can run faster than video transformers with a similar top-1 accuracy. We also test the real-time latency of different models on an Intel Xeon Platinum 8168 CPU @ 2.70GHz. We find that the CPU latency of our models is much less than both 3D-CNN baselines and video transformers, which is more friendly for mobile devices.
5 Conclusion

Video Mobile-Former is an efficient and effective extension of Mobile-Former based on efficient global spatial-temporal modeling. It enables global interaction with very few global tokens. To achieve better balance of accuracy and computational cost for video recognition, in consideration of the frame redundancy of videos, we leverage only 6 global tokens to model the global relationship of a whole video and use large temporal stride in the stem of our model. Our proposed Video Mobile-Former achieves significantly better performance compared with 3D CNN baselines. On video recognition tasks, it outperforms both state-of-the-art efficient 3D CNNs and video transformers at the low FLOP regime.
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