Comparison of Data Mining Algorithm Performance on Student Savings Dataset
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Abstract. Sabilillah Educational Cash Unit is a unit within the sabilillah educational foundation which is engaged in education. The stored cash processing data will be utilized using data mining so that it can be used as a decision support for finding information that is useful in evaluating the data used. Various methods contained in the data mining, the authors will make a comparison of the method techniques from the data mining. The use of the decision tree and K-means method is implemented using the Rapid Miner application, which will later be analysed of each of these methods to determine the strategy to look for students who have the potential to save the hajj savings. This research was conducted with a group of data to determine the percentage value of precision, recall and accuracy. The results of this study that the C.4.5 method has a better value than other methods on the recall and accuracy, while the K-Means method has a precision value better than the other methods.

1. Introduction

Sabilillah Education Cash Unit is a unit within the sabilillah education foundation located on Jl. Rajawali III Sampang and is engaged in education. The Sabilillah Education Cash Unit must meet the needs of students every day in managing cash and are required to be able to take the right decisions in determining cash management strategies. To be able to do this, the Unit needs an adequate source of information for further analysis. In the Cash Unit of Education, a lot of transactions are recorded. The availability of very large sales data tends only to be used as archives and reports and has not been optimally utilized because there is no decision support system and methods that can be used to design a business strategy to increase the amount of cash. By conducting data mining, there are several methods that can be used to make comparisons in the above cases, including using the id3 algorithm, and K-Means so that we know what techniques are suitable to be applied so that the level of accuracy of students is diligently saving high.

2. Literature Review
2.1. Related Works
This study refers to relevant previous research. There are some results from previous studies as a reference basis for this related research. Researchers refer to several studies that have topics related to the author's research. Previous studies discussing the Comparative Analysis of Decision Tree Algorithms focus on comparison of different decision tree algorithms for data analysis[6]. The results of this study, Random Forest provides better predictive results. Other research conducted is Predicting Student Performance in Higher Education Institutions Using Decision Tree Analysis. The results show that the use of decision tree analysis can improve academic performance and improve institutional success[7]. Other research that is carried out presents the model based on the decision tree algorithm and suggests the best algorithm based on performance. Three classifiers were built (J48, Random Tree and REPTree). The result is J48 algorithm is considered as the best algorithm based on its performance compared to Random Tree and RepTree algorithms[8]. Other studies compare between K-means Algorithms and EM Clustering using improved elementary school student attendance performance[9]. Other studies discuss classifying student data into clusters based on similarity of data using the K-Means Clustering algorithm, the results obtained can contribute to improving data mining significantly to support strategic promotion in getting new prospective students[10].

3. Methods
Research methodology begins with observation. The flow of research begins with observation and data retrieval (raw data), processing raw data into data sets, cross validation testing of each model, evaluating and comparing performance.

The method used in this study is C4.5 and K-means. Some of the most popular algorithms today are K-Means and C.45. K-Means Clustering is a popular clustering algorithm with local optimization[11][12], while the popular C.45 algorithm used in several other studies provides a high degree of accuracy[13][14].
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Figure 1. Research Methodology[15]

4. Result
The purpose of this study is to compare methods in data mining for Sampang Sabilillah cash data units using predetermined variables. Data analysis for the selection of attributes needed in conducting research is explained in table 1.

| Table 1. Data Atribut |
Atribut | Variable
---|---
Hajj savings program | Y
Magnitude of Savings | X1
Total Savings | X2
Id_member | X3

4.1. Results of Decision Tree Implementation on Rapidminer

In this data mining implementation to analyze the determination of the Sampang sabilillah cash unit data classification using the Rapid Miner 5 application. In the analysis of the decision tree (C4.5). The design process using the Decision Tree method using the RapidMiner 5 application is shown in Figure 2. The results of Figure 1 are then executed and viewed using Meta Data seen in Figure 3.
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**Figure 2.** Decision Tree Design.
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**Figure 3.** RapidMiner results on the Decision Tree method

4.2. Results of K-Means Implementation on Rapidminer
In the implementation of data mining to analyze the determination of the Sabilillah Sampang cash unit data classification using the Rapid Miner 5. application in the K-Means analysis. The design process with K-Means using the RapidMiner 5 application is shown in Figure 4. The results of Figure 1 are then executed and viewed using the Scatter Plot seen in Figure 5.

Figure 4. RapidMiner results on the K-means method

Figure 5. RapidMiner results on the K-means method

Table 2. Comparison Data

| Method   | Precision | Recall | Accuracy |
|----------|-----------|--------|----------|
| C 4.5    | 0 %       | 100%   | 46.22%   |
| K-Means  | 40.30%    | 37.51% | 39.40%   |

Table 2 shows that C.4.5 is a method that has a higher level of Recall and accuracy than the other methods, then the Precision K-Means has a higher value than the other methods.

5. Conclusion

Based on the results of the study, there are several conclusions are Based on the results of a comparison of the two methods, namely the Decision Tree and K-means, the most influential variable on the priority outcomes of the Hajj program is the Savings Number variable. Based on the Recall and accuracy values, the C.4.5 method has a higher value than other algorithms with a precision value of 100% and an
accuracy value of 46.22%. Based on the value of precision, K-Means has a higher value compared to other methods with a recall value of 39.40%
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