BUILDING VIRTUAL REALITY APPLICATIONS FOR ENGINEERING WITH KNOWLEDGE-BASED APPROACH
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Abstract
The paper presents a novel methodology of building industrial Virtual Reality applications with use of a knowledge-based approach. Virtual Reality is becoming more and more widespread in engineering applications. However, most solutions are immediate and not flexible, especially in maintenance. Traditional way of programming VR applications makes all the knowledge about a product or a process hard-coded, effectively losing access to it from the outside of the programming software. Besides, making new solutions without any methodology whatsoever makes the process longer and less effective. The author proposes to use general rules of available Knowledge Engineering methodologies in order to make the process of building VR applications more effective and to ensure their flexibility and access to stored knowledge, even after an application is deployed. The presented methodology is supported with practical case studies.
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Introduction

Virtual Reality (VR) systems allow their users to explore and interact with elements of artificially created, three-dimensional worlds in real time [1]. During the last decade, the VR applications improved their level noticeably, from simple applications with non-complex graphics to graphically advanced and logically complex environments, allowing trainings, design aid or decision making in scope of engineering work [2]. It is now possible to obtain a good level of immersion, which is a feeling of being a part of a virtual world [3]. This phenomenon is induced both by use of stereoscopic display systems (e.g. Head-Mounted Display devices) and by use of natural methods of interaction (e.g. gesture recognition). In the recent few years, low-cost (consumer) VR solutions have emerged, which makes availability of hardware such as gesture recognition systems or HMD goggles much higher than several years ago. The software for preparation of Virtual Environments has also undergone rapid development in terms of ease of use, price and capabilities. As a consequence, in author’s opinion, building an effectively working VR system for professional use is today easier than ever.

Nowadays VR is mostly used in engineering – for extended, CAD-based virtual design [4, 5], industrial training [6, 7], simulation of machine operation or manufacturing processes [8] and many other applications. One of the industry branches using the VR benefits to a great degree is the automotive branch [9]. The VR has also plenty of applications in medicine and biomedical engineering [10, 11] and general education [12]. VR, as well as Augmented Reality (AR), plays an important role in Factories of the Future, within the Industry 4.0 concept [13, 14].

Despite great advance in development of VR solutions, in author’s opinion, there is still a problem of implementing the VR applications in industrial companies. The main hindrance stopping VR from being commonly applied is that most solutions are immediate, created just for the current context purpose,
without use of any methodology that could make the building process faster and obtain more effective results. There is no known dedicated methodologies of planning, building and implementing educational VR solutions in medicine. As each solution is immediate, the time and costs are high, with a frequent number of mistakes and corrections. Another problem is that the VR solutions created in such a way are not suitable for long-time maintenance and they quickly cease being up-to-date. As the industrial VR programming is frequently outsourced, maintaining the application means extra costs, that are not desirable.

The author proposes a novel concept of knowledge-based approach to building VR applications, on the basis of his experience in building VR systems for various industrial companies. This approach, presented in the paper, helps making VR implementations faster and makes them manageable within the company, without need of getting back to the source code. The paper presents basic information on how this approach works, along with some case studies.

**Virtual Reality systems in engineering**

**Industrial VR applications**

The basics of a knowledge-based approach to industrial VR applications is to classify them by type of contained and presented knowledge about the product or the process. Such a classification, proposed by the author, is presented in Fig. 1.

In general, there are two main purposes of use of VR techniques in a modern production company:

- virtual design and prototyping – creation of virtual models of products and processes in a company, especially when introducing new ones, allowing easy configuration and checking of features of particular design in an immersive visual environment [15],
- virtual training – using the aforementioned virtual models for quick and safe learning of skills and procedural knowledge by employees of a given company [16].

The virtual design and prototyping applications usually belong to level 1, sometimes 2, according to the Fig. 1. The virtual training solutions usually belong to level 2 or 3. This means higher requirements towards interaction techniques, fidelity of visualization and also means more complex logic of a simulation.

The most frequent type of application from level 1 are product configurators. There are numerous of successful implementations of such applications, including configurators of cars [17], public transport vehicles [18], furniture [19] and other products.

In terms of virtual training, there are plenty of various solutions, based on immersive training [20, 21] – these usually belong to level 2. Applications of level 3 often make use of tactile interaction techniques, such as haptic devices [22] and tangible user interfaces (TUI) [23]. Examples of various engineering VR solutions are presented in Fig. 2.
get user group, there is a certain number of requirements that need to be fulfilled, similar to requirements towards other IT systems in a company, used for gathering product or process knowledge, especially in visual terms. They can be generally formulated as following [24]:

• graphics quality,
• easiness of operation,
• use of known peripheral devices,
• data import formats,
• manageability of structure and functions of the application,
• price of implementation and maintenance.

In general, industrial companies require their applications to be maintained through the lifecycle of a product or a process, to which they pertain to. The maintenance is required to be easy and possibly done inside the company, without need of hiring external specialists. Moreover, applications must be flexible – for example, if a new product variant is designed by the design engineers, its features should be incorporated in its corresponding VR configurator as quickly as possible and, if possible, by internal means of the company. If the process changes, its VR training application should be also able to be easily updated with new workplace arrangement, new tools etc. The flexibility also concerns used hardware – if currently used hardware is discontinued, the application should be adaptable to any new hardware that can be introduced in the future (this pertains mostly to Head Mounted Devices and interaction devices, such as motion controllers and joysticks).

The above mentioned capabilities should be, ideally, available to be achieved within a company, without need of external, time-consuming programming processes, but instead by a work of company employees trained in use of a given VR system. Such an approach is not generally practiced in building typical VR applications. There are special industrial VR platforms, such as VRed [25], fulfilling this criterion, except the price (they are very expensive). However, they have a limited range of programming functionalities.

Traditionally built VR applications (using engines such as Unity, EON Studio or Unreal Engine) have a closed form and any changes within the visualization structure are not available without a set of programming tools and an appropriate, detailed knowledge about the programming language and specifics of the solution itself. This contradicts a requirement of flexibility and manageability, as well as external data import. For example, a traditionally made VR product configurator requires going back to the source code when a new set of physical or visual features of a product (such as new colors, textures or parts) must be added. This is a major hindrance and – in author’s opinion – one of the main reasons why industry is reluctant in mass implementation of VR solutions.

Current, informally used methodologies of building VR applications for industry do not assume any changes in knowledge contained inside the application from the outside, except going back to the source code. In terms of knowledge about the product or process, it means that immediate access to its base form is lost once the application is deployed. In the further part of the paper, the author proposes a framework methodology and some ideas on how to overcome this problem.

Methodology of KE-aided building of VR applications

Concept of knowledge-based Virtual Reality applications

As mentioned before, the biggest fault of today’s VR applications, from the viewpoint of industrial implementation and maintenance, is lack of open access to the knowledge contained within an application after it is deployed, requiring getting back to the code in order to introduce even the slightest changes. This means that, for instance, a simple change such as extending a range of available shell colors in a car configurator, requires a VR programmer to be involved, which generates unnecessary costs and logistic problems. Moreover, the applications are usually made without following any specific methodology whatsoever, making the process far less effective than it could possibly be.

The author proposes an innovative approach to this problem, on the basis of a range of realized projects and implementations of VR solutions in industrial companies – a knowledge-based approach. There is a number of Knowledge Engineering methodologies, helping to build Knowledge-Based Engineering solutions (KBE) [26], VR applications can be built by following certain guidelines from some of these methodologies. The most important change from the traditional approach is focusing on recording the product/process knowledge in an application in a formal way and storing it outside the application, for later easy access both by humans and in-built algorithms. The key idea is presented in Fig. 3 and key differences between the traditional and the new approach proposed by the author are shown in Table 1.
Table 1
Key differences between the traditional and knowledge-based approach.

| Feature                  | Traditional | Knowledge-based |
|--------------------------|-------------|-----------------|
| Knowledge storing        | Hard-coded inside application | Formalized, stored outside application |
| Knowledge editing        | Source code editing | Use of external standard editors for text, image, audio and 3D files |
| Initial programming effort | Standard   | Extended knowledge import mechanisms |
| Expanding knowledge base effort | Labor consuming – back to source code | Short – no programming involved |
| Knowledge access         | Only VR programmers | Anyone |

Knowledge Engineering technologies

Knowledge Engineering (KE) is a discipline that deals with problems of acquisition, representation and application of knowledge in computer systems. It is a discipline related to creation of knowledge bases and use of semantic technologies to process knowledge by computer systems [27]. It is comprised of:
- identification of knowledge sources,
Identification and justification

Every VR application starts with definition of need (expectations) and purpose. At the conceptual stage, two basic questions need to be answered:

- Who will be using the application? Possible answers: shop floor workers, engineers, salesmen, inexperienced clients, professional clients etc.
- What is the purpose of the application? Possible answers: obtain new basic knowledge, obtain specialized knowledge and/or basic skills, obtain new knowledge and advanced practical skills.

On the basis of the answers to the questions above, an application can be further classified to one of three levels of knowledge presentation, as shown in Fig. 1.

Each level of applications has its own set of features and requirements, such as necessary types of data, means of interaction and expected behavior of presented virtual objects. These features correspond with specific software and hardware components of a VR system and allow to make a decision on how to build it, which is a problem tackled in many other elaborations [24, 29], so it will be not covered in greater details here.

Informal and formal knowledge acquisition

Knowledge acquisition and formalization is a key stage, on which the MOKA is focused [28]. In the concept presented by the author it is also the most important stage of preparation of a VR application. In general, knowledge about the product or the process can be stored in the following forms:

- text (descriptions, definitions, labels, numerical data etc.),
- 2D graphics (schemes, drawings, photographs, diagrams, illustrations, infographics etc.),
- audio (sounds of operation, notifications, speech),
- 3D models (CAD models and artist models),
- animations (often contained inside 3D models, sometimes universal – change of position of particular objects over time)

Apart from the knowledge mentioned above, the following logical relations between objects (depending on application type) should be defined:

- 3D and 2D object hierarchy and joints,
- definition of a sequence of operation with object links (what user will do, step by step, and what will be visible during realization of each step – for instance, in configurators – screens of configuration, in learning apps – tasks and their contents),
- definition of logical connections between objects (in configurators – options, values and logical links, in learning apps – physics and mutual behaviors of objects at a given time moment).
The basic knowledge must be gathered prior to starting any programming work in VR. Informal knowledge is gathered “as is” – it means getting all the necessary knowledge from the basic knowledge sources, such as databases of the company and interviews with its employees. At this stage, certain forms can be used, such as ICARE (Illustration, Constraints, Activities, Rules, Entities) [28–30], it may help organizing the knowledge.

In a traditional approach to making the VR applications, the informal knowledge is then hard-coded inside the application, with no access to it from the outside after the application is released. Most programming environments for making the VR applications (such as Unity 3D or EON Studio) have in-built import mechanisms, for conversion of the standard image, text or audio files. Building the application (releasing it for a target platform) means encapsulating all the files to a single file package, after that operation all external access to knowledge within is lost, unless a VR developer decides to go back to the source code.

Formalization is the crucial stage in the proposed methodology, as its proper realization ensures flexibility of the created VR application and open access to the stored knowledge even after deployment of the app on a target platform, in a desired work space. The knowledge formalized by the guidelines of the proposed methodology should have a form understandable both by the computer algorithm and a human being. It should be also stored in a way enabling its future expansion outside the programming environment. In practice, in authors’ experience, it means preparing a library of files containing particular knowledge entities, with a defined convention of naming, properties and internal structure of these files. Figure 5 presents an example of informal and formal storing of knowledge in an educational application (definition of a particular block in a theoretical, interactive 3D lesson). The informal knowledge is stored in forms, containing all the data types, complemented by specific files. The formal knowledge is stored in a text file of specific name, of specific structure, the other files (image, audio, 3D) also have specific naming convention and location.

It is worth mentioning, that in the proposed approach, the knowledge can be formally prepared in a total or partial way. In particular, it is usually very difficult to make 3D models available for edit outside the VR programming environment (not many commercially available software allows it directly). There is also a problem when complex logic is involved – formalization then usually means storing it in form of diagrams, using languages such as the UML (Universal Markup Language), which helps in building the application, but does not allow to edit the logic from the outside.

That is why, in many cases, the formalization regards only application from level 1, sometimes 2 (see Fig. 1) and often the knowledge-based approach can be successfully applied only to text, 2D and audio data. This limitation is dependent on programming possibilities of a specific VR software, in the first place, but also current necessities and time frame of the realized project – the more urgent is a demand of implementing the application (e.g. due to short product lifecycle or losses due to untrained staff), the lesser focus will be put into full formalization.

Implementation and application

The stages of development of the VR applications, after knowledge is gathered and formalized, should be as follows:
1) Selection and obtaining of specific software and hardware components.
2) Preparing a visualization with full user navigation – a so-called virtual walk.
3) Programming interaction and behaviors of objects.
4) Building a graphical user interface and ensuring final user communication methods.
5) Internal verification and publication for use by a sample of end users.

The stages are similar to stages that can be found in the process of building any VR application. Detailed guidelines of building realistic VR applications have been a subject of numerous research in previous years [1, 2, 5, 6, 19, 24, 29] and are beyond the scope of this paper. Only the most important stages of the process from the viewpoint of the knowledge-based approach – 2 and 3 – will be mentioned here.

Traditionally, preparing the visualization means importing 3D geometry, assigning materials and textures and composing the scene with lighting, shadows and reflections. In the full-fledged knowledge-based approach, the virtual scene is empty at the runtime beginning (except some static, constant elements, characteristic for a given application) and all the 3D and 2D components are instantiated during the run-time, on the basis of formalized knowledge about how the current scene should look like. The instantiation means run-time loading of 3D data, assigning materials and textures to it and placing it inside the scene at a given position, orientation and with a given scale. In the traditional approach, for instance, building a configurator of 30 vehicles requires building 30 separate scenes, with hard-coded visualization. In the proposed, new approach, it requires building only one scene, with a logic for run-time object instantiation. This is much more flexible in terms of further expanding of any VR application, but also has certain limitations – for example, using so-called prebaked lighting is not fully possible, it also makes the application more demanding in terms of computing power.

In terms of the stage 3 – the object behavior programming – this process again can benefit from knowledge formalization. Certain logical connections between objects can be recorded to external text files (or schemes, UML diagrams etc.) and then read during the runtime, building logic dynamically. An example may be a logic of options in a configurator – for example, exclusions and enforcements (i.e. what options must be switched on or off when another option is selected) can be stored externally and modified at will, without need of getting back to the code when a need of logic changing arises.
as well as easily export and import saved variants, for accelerated generation of product documentation and archiving contracts.

The system allows work in two stages (Fig. 6) – the main configuration is performed using a touch screen interface and large-screen 3D projection, while the immersive configuration is performed in an HMD and allows virtual walk and inspection of a created variant (Fig. 7). Both stages are synchronized in real time.

The knowledge in the system is fully formalized, and creation of the system was a premise of preparing the methodology presented in this paper. Almost anything regarding the contents of the system can be changed from the outside of the programming environment, using a special, easy management tool created by the authors. Thus, the application can be freely expanded without need of any programming whatsoever. However, there are plenty of knowledge types that need to be prepared, starting from 3D models, materials, textures etc., through configuration scope definition, to logic of the whole configuration process.

The initial build of the system took 2 years of work of a 7-person team of programmers, engineers and graphics designers and it contained fully configurable models of two vehicles. The system was implemented in an industrial company – a large city bus manufacturer and it is successfully used there. It has been tested by the author on two separate cases, that adding another, completely different product to the system, with full configuration and presentation features, is a work of 3 months for a single, inexperienced engineer. The massive reduction of time of creating another “configurator” type application, comparing to the initial build, is achieved thanks to the knowledge-based approach introduced by the team of creators of the system.

Virtual Skill Teacher

The Virtual Skill Teacher (VST) is a VR platform for learning practical, technical skills, usually related with operating working vehicles (such as the forklifts, which are the main case), machines, realizing tasks in a certain production process, etc. The key ideas are as following:
1. the course is the main entity, it is divided into lessons and exercises, which are further divided into blocks,
2. lessons are theoretical and contain a number of graphical, text, audio and interactive 3D info presented in immersive space (Fig. 8),
3. exercises are sets of practical tasks – they require certain actions in a specified time in order to be passed,
4. each course has a set of questions, the exam mode is in-built and also performed in immersive space.
Conclusions

The new approach to building VR applications for industry, presented in the paper, was proven to be effective in practice. It requires changing some of traditional views on particular stages of development of VR applications, but in exchange allows building flexible, manageable and easily extendable solutions. These solutions can be effectively implemented in production companies, with a decreased risk of discontinued use of application after initial period of implementation, which is a frequent case regarding traditionally built applications with hard-coded knowledge.

The proposed knowledge-based approach requires significantly more work in the programming stage, so it is advisable to put the presented ideas into practice only when the requirements towards applications directly indicate a need of further vast knowledge base expansion during a prolonged time after initial launch of the application. If the product is short-lived and only a simple visualization is required, or a certain process to be simulated remains relatively unchanged for a number of years, this approach may unnecessarily delay initial implementation and thus reduce benefits of use of the Virtual Reality technology. The key to proper implementation of industrial VR is always performing of identification and justification stages, that should answer the question of what type of application is needed and in what context.

To sum up, it can be stated that use of Knowledge Engineering methodologies such as the MOKA can be justified in building of any computer system for engineering purpose, regardless of the technology.
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