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ABSTRACT: We consider, in more details than it was done previously, the effective low-energy behavior in the quantum theory of a light scalar field coupled to another scalar with much larger mass. The main target of our work is an IR decoupling of heavy degrees of freedom, including in the diagrams with mixed light-heavy contents in the loops. It is shown that the one-loop diagrams with mixed internal lines produce an IR non-local contributions which are exactly the same as the ones in the theory of the light scalar alone, with the effective self-interaction which can be obtained by the functional integration of the heavy scalar, almost neglecting its kinetic term. The same effect takes place in curved space, regardless of a larger amount of non-localities which show up in the effective model.
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1 Introduction

The effective approach to field theory has an utmost importance at both classical and quantum levels. The main idea behind this approach is that low-energy physics (infrared, or IR) may be worked with independently on the fundamental physics at high energy scale (in the ultraviolet, or UV). For instance, in the IR the framework of effective models assumes that we do not need to account the degrees of freedom present in the high energy theories [1]. The reviews of traditional realizations of this idea in Particle Physics can be found in [2, 3] and the part concerning quantum gravity was extensively discussed in [4].

The standard effective approach to quantum gravity (see, e.g., [4]) is based on treating all higher derivative terms as small perturbations [5, 6]. This treatment is indeed well justified if we do not care about the underlying fundamental theory of quantum gravity that should be valid in the UV [7]. At the same time, in quantum gravity such a fundamental theory is not known. This becomes a problem if we recognize that all known approaches, including string theory, have the same level of difficulties concerning higher derivatives and ghosts [8, 9]. Thus, it looks like we need to have to worry about ultimate quantum gravity, even if are interested only in the IR effective approaches.
Recently, there were two new approaches to quantum gravity which deal directly with the problem of higher derivative ghosts. The first one is to construct the theory polynomial in metric derivatives (with the polynomials of the even order higher than four) and design it to be superrenormalizable \cite{10}. One can provide that this theory has only complex conjugate unphysical states. In this case one can show that the theory has unitary S-matrix when quantized within the Lee-Wick approach \cite{11, 12}. Another possibility to avoid the problems caused by ghosts is to introduce the nonlocal structures into the classical action \cite{13-16}. The corresponding form factors can be fine tuned to avoid the ghost states. However, it was shown in \cite{17} that such a fine tuning is always destroyed by any type of quantum gravity or semiclassical corrections, and as a result at the quantum level in this theory there is an infinite amount of ghost-like states with complex poles.

In all known approached to the fundamental theory of quantum gravity the situation is such that the higher derivative ghosts are present, being those degrees of freedom with real poles, tachyons or some combinations of these two types. Looking from this perspective on the effective approach, one of the most important questions is what remains from the higher derivative quantum gravity in the IR, when the massive modes are supposed to decouple, including the complex ones. This question has been posed by one of the present authors in \cite{18, 19}, but the answer to this question is not known. In the present work we start to explore it by means of the very simple toy model which admits the desired type of decoupling.

The model which we will deal with includes two scalar fields with a strong hierarchy of masses, and was in fact explored by many authors, including at the textbook level \cite{20}. But our purposes require more detailed analysis at the level of effective action, that will be presented below.

The decoupling theorem plays the central role in the effective approach \cite{21}. This theorem \cite{22} states that the contribution of the loop of a field with large mass is quadratically suppressed at low energies. The quadratic decoupling has been explicitly checked in the framework of semiclassical gravity \cite{23, 24}, but its generalization to full quantum gravity does not look a simple task. As far as the higher derivative quantum gravity is concerned, the high energy theory has one of many large-mass degrees of freedom which are supposed to decouple in the IR. But the decoupling theorem in its original formulation does not work in this case, because some of the diagrams include internal lines of both light and heavy fields. The questions is what happens with the finite part of such a mixed loop in the IR, when the energy of the fields on the external lines of the diagram is many orders of magnitude below the largest mass in the internal propagators? In principle, as we already mentioned above, the corresponding calculation for the two-scalar model under consideration is known \cite{20}, but we shall present it in a slightly different form and also include an external gravitational field.

The paper is organized as follows. In section 2 we formulate the model with two scalars and derive one-loop divergences and $\beta$-functions in the minimal subtraction (MS) scheme of renormalization. As far as the model under consideration is superrenormalizable, these $\beta$-functions are indeed exact, without further contributions at higher loop orders. Starting from the next section, we consider the effective approach, trying to show how the “fundamental” two-scalar theory with cubic interactions matches the effective one-scalar
model with quartic interaction in the IR. In section 3 we discuss this matching at the tree level. The consideration is performed in curved space and we discuss the subtleties which show up in this case. Section 4 includes derivation of one-loop diagrams with mixed (light and heavy) internal lines. The contents of this section is almost the same as the previous known calculations (see, e.g., [20]), but we add explanations and details which (at least in our opinion) make the result more clear. In section 5 we describe the asymptotic behaviour of the theory in the UV and IR limits. In the former case one meets a perfect correspondence with the MS-scheme results of section 2, and in the IR we can observe how the diagram with mixed internal contents (lines of both heavy and light scalars) boils down to the tadpole diagram of the effective model in the IR. In section 6 the previous results are generalized to the curved space-time, by assuming weak gravitational field and using Riemann normal coordinates. Finally, in section 7 we draw our conclusions.

2 The model and its MS-scheme renormalization

In what follows in this section we formulate the classical action, derive one-loop (which are also exact) UV divergences and the full set of $\beta$-functions.

2.1 Classical action

Consider the two-scalar model in curved space-time, defined by the following action:

$$S[\chi, \phi^a] = \int d^4x \sqrt{-g} \left\{ \frac{1}{2} (\nabla \phi^a)^2 - \frac{1}{2} m^2 \phi^a \phi^a + \frac{1}{2} \xi_1 \nabla^2 \phi^a \phi^a + \frac{1}{2} \nabla^2 \chi^2 - \frac{1}{2} M^2 \chi^2 - \frac{1}{2} \xi_2 \nabla^2 \chi - \frac{g}{2} \chi \phi^a \phi^a \right\}. \tag{2.1}$$

Here $\phi^a$ is the $N$-component scalar field ($a = 1, 2, \ldots, N$) with a mass $m$, while $\chi$ is a simple real scalar with a mass $M$. Furthermore, $(\nabla \phi^a)^2 = g^{\mu\nu} \nabla_\mu \phi^a \nabla_\nu \phi^a$, $(\nabla \chi)^2 = g^{\mu\nu} \nabla_\mu \chi \nabla_\nu \chi$. Furthermore, $\xi_1, 2$ are nonminimal parameters of interaction between scalars fields and the curvature scalar $R$. Later on we shall see that the quantum arguments require supplementing the action (2.1) with the linear terms (2.7). In this respect the situation is similar to the one for sterile scalar field coupled to fermions [26], but in our case the role of the fermions is played by the second scalar.

2.2 UV divergences

At quantum level the action (2.1) leads to the theory with the simple structure of UV divergences. Consider first the minimal subtraction (MS) scheme. The power counting analysis is very simple and it shows that this theory is superrenormalizable, such that the UV divergences can be met only in the first loop and only in the kinetic and massive terms.

We shall use short notations $\int d^n x \sqrt{-g} \equiv \int_x$, with $n = 4$. Let us derive the one-loop divergences. For this end we perform the following shift of the fields into background and quantum counterparts:

$$\phi^a \longrightarrow \phi^a + \sigma^a, \quad \chi \longrightarrow \chi + \eta. \tag{2.2}$$
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The one-loop calculation can be done by means of the heat-kernel method, that requires the part of the action bilinear in quantum fields,

\[
S^{(2)} = \int_x \left\{ -\frac{1}{2} \sigma^a \square \sigma^a - \frac{1}{2} \eta \square \eta - \frac{1}{2} m^2 \sigma^a \sigma^a - \frac{1}{2} M^2 \eta^2 \\
+ \frac{1}{2} \xi_1 \sigma^a \sigma^a + \frac{1}{2} \xi_2 \sigma^2 \eta^2 - \frac{g}{2} \chi \sigma^a \sigma^a - g \sigma^a \phi^a \right\}
\]

\[
= -\frac{1}{2} \int_x \left( \sigma^a : \eta \right) \left( \begin{array}{c}
\delta^{ab} (\square + m^2 - \xi_1 R + g \chi) : + g \phi^a \\
+ g \phi^b : \square + M^2 - \xi_2 R
\end{array} \right) \left( \begin{array}{c}
\sigma^b \\
\eta
\end{array} \right).
\]

(2.3)

We have to define the matrices

\[
\tilde{\Pi} = \left( \begin{array}{c}
\delta^{ab} (m^2 - \xi_1 R + g \chi) : + g \phi^a \\
+ g \phi^b : M^2 - \xi_2 R
\end{array} \right)
\]

and

\[
\tilde{P} = \tilde{\Pi} + \frac{1}{6} R.
\]

(2.4)

One can note that the vacuum (purely metric-dependent) terms can be easily obtained as sum of the contributions of the two free scalar fields \( \phi^a \) and \( \chi \), and in general have to interest for us. Neglecting these terms, we meet the general expression for the one-loop divergences

\[
\Gamma^{(1)}_{\text{div}} = -\frac{1}{\epsilon} \mu^{n-4} \int_x \text{Tr} \left\{ \frac{1}{2} \tilde{P}^2 + \frac{1}{6} \square \tilde{P} \right\}.
\]

(2.5)

A small algebra gives us the result

\[
\Gamma^{(1)}_{\text{div}} = -\frac{1}{\epsilon} \mu^{n-4} \int_x \left\{ \frac{g^2}{2} \phi^a \phi^a + \frac{Ng^2}{2} \chi^2 + Ngm^2 \chi - Ng \left( \xi_1 - \frac{1}{6} \right) \chi R \\
+ \text{total derivative terms} \right\},
\]

(2.6)

where we introduced a compact notation \( \epsilon = (4\pi)^2 (n - 4) \). It is clear that, in order to achieve renormalizable theory, one has to supplement the (2.1) with two more terms,

\[
\Delta S_{\text{lin}} = \int_x \left( a \chi + \xi_3 R \chi \right).
\]

(2.7)

Since these terms are linear in the heavy scalar field, they do not affect the divergences (2.6), defined by the bilinear terms.

2.3 \( \beta \)-functions

Using the divergences, one can define the counterterms \( \Delta S = -\Gamma^{(1)}_{\text{div}} \), and subsequently the renormalized action,

\[
S_R = S + \Delta S
\]

\[
= \int_x \left\{ \frac{1}{2} (\nabla \phi^a)^2 + \frac{1}{2} (\nabla \chi)^2 + \frac{1}{2} \xi_1 R \phi^a \phi^a + \frac{1}{2} \xi_2 R \chi^2 - \frac{g}{2} \chi \phi^a \phi^a - \phi^a \phi^a \left( \frac{1}{2} m^2 - \frac{g^2}{\epsilon} \right) \\
- \chi^2 \left( \frac{1}{2} M^2 - \frac{Ng^2}{2} \right) + \chi \left( a + \frac{Ngm^2}{\epsilon} \right) + \chi R \left[ \xi_3 - \frac{Ng}{\epsilon} \left( \xi_1 - \frac{1}{6} \right) \right] \right\}
\]

(2.8)
and require it to be equal to the bare action in $n = 4$ dimension. This condition boils down to the set of renormalization relations for the fields and one of the masses

$$
\phi_0^a = \mu^{n-4} \phi^a, \quad \chi_0 = \mu^{n-4} \chi, \quad m^2 - \frac{2g^2}{\epsilon} = m_0^2.
$$

(2.9)

Starting from this point, we can proceed to the derivation of the $\beta$-functions. First of all, we meet the renormalization relation

$$
0 = \mu \frac{d m_0^2}{d \mu} = \mu \frac{d m^2}{d \mu} - \frac{2}{\epsilon} \mu \frac{d g^2}{d \mu} \implies \mu \frac{d m_0^2}{d \mu} = \frac{2}{\epsilon} \mu \frac{d g^2}{d \mu}.
$$

(2.10)

On the other hand,

$$
- \frac{g}{2} \mu^{n-4} \chi \phi^a \phi^a = - \frac{g_0}{2} \chi_0 \phi^a_0 \phi^a_0
$$

(2.11)

and using (2.9) we get

$$
g_0 = g \mu^{\frac{n-4}{2}}.
$$

(2.12)

Thus,

$$
\mu \frac{d g_0}{d \mu} = 0 = \mu^{\frac{n-4}{2}} \frac{d g}{d \mu} + \frac{4-n}{2} g \mu^{\frac{n-4}{2}} \implies \mu \frac{d g^2}{d \mu} = (n-4) g^2.
$$

(2.13)

Now, from (2.13) and (2.10) we get

$$
\mu \frac{d m_0^2}{d \mu} = \frac{2g^2}{(4\pi)^2}.
$$

(2.14)

Similarly, one can easily derive

$$
\mu \frac{d M_0^2}{d \mu} = \frac{N g^2}{(4\pi)^2}.
$$

(2.15)

Furthermore, the renormalization relation

$$
\chi \left( \alpha + \frac{N g m^2}{2} \right) \mu^{n-4} = \chi_0 \alpha_0
$$

(2.16)

leads to

$$
0 = \mu^{\frac{n-4}{2}} \left[ \frac{n-4}{2} \left( \alpha + \frac{N g m^2}{\epsilon} \right) + \mu \frac{d \alpha}{d \mu} + \frac{N}{\epsilon} \frac{d \alpha}{d \mu} + \frac{N}{\epsilon} \frac{d g^2}{d \mu} \right].
$$

(2.17)

Since the factor $\frac{d m^2}{d \mu}$ in (2.14) is a function of the coupling constant, when substituted into (2.17) it leads to higher order terms of the loop expansion and hence it can be disregarded. Thus,

$$
\frac{d \alpha}{d \mu} = - \frac{n-4}{2} \alpha - \frac{N g m^2}{2(4\pi)^2} - \frac{N m^2}{\epsilon} \frac{n-4}{2} g \implies \beta_\alpha = - \frac{N g m^2}{(4\pi)^2},
$$

(2.18)

where the limit $n \to 4$ was taken. In a similar way we obtain, in the same limit,

$$
\beta_\xi_3 = \frac{N g}{(4\pi)^2} \left( \xi_1 - \frac{1}{6} \right)
$$

(2.19)
for the new nonminimal parameter introduced in (2.7). Let us stress that all other \( \beta \)-functions vanish and those we derived are exact in the fundamental model (2.1).

Thinking about the correspondence between the \( \beta \)-functions and non-local form factors in the finite part of effective action, it is clear that such form factors are possible only for the massive terms \( m^2 \) and \( M^2 \), but not for the linear terms with \( \alpha \) and \( \xi_3 \). The corresponding \( \beta \)-functions are, therefore, purely \( M \bar{S} \)-based, except if we consider non-local surface terms (see [27, 28] for an example of the corresponding calculations).

3 Matching UV and IR at the tree level

Our main interest is to explore in detail the decoupling in the mixed loops. However it is worthwhile to comment on the consistency of the toy model under consideration.

In the theory (2.1), the potential of the scalar fields in not bounded from below. This represents a critical drawback at the tree level, however there are two possibilities to resolve this issue. First of all, this theory can be also a low-energy sector of an unknown more general model, where the potential becomes healthy and/or the two scalar fields can be composites from some fundamental fermions, for example. On the other hand, one can expect that even treating the model as fundamental, the quantum corrections change the shape of the scalar potential and the effective potential of the theory has well defined vacuum state. Let us start by exploring how this problem is resolved in the IR.

We assume the hierarchy \( m \ll M \), such that \( \chi \) is a heavy field while \( \phi^a \) is a set of light fields with equal masses. The idea is to work out the theory at the IR energy scale of the order \( m \) and establish an effective IR theory of this, when only the light fields \( \phi^a \) are propagating. When the energy scale is much below \( M \), the oscillations of \( \chi \) are suppressed, and one can expect the low-energy action of the form

\[
\Gamma_{\text{eff}}[\phi^a, g_{\mu\nu}] = S[\bar{\chi}, \phi^a, g_{\mu\nu}],
\]

where \( \bar{\chi} \) is a particular configuration of the heavy field.

One can also assume that the loops of \( \chi \) are small corrections, this point will be further discussed below. Thus, we can disregard the term with cubic self-interaction of this field in the Lagrangian (2.1). Then the on-shell condition can be considered at the tree level in the form

\[
\left. \frac{\delta S[\chi, \phi^a, g_{\mu\nu}]}{\delta \chi} \right|_{\text{classical}} = (\Box + M^2 - \xi_2 R) \chi + \frac{g}{2} \phi^a \phi^a = 0.
\]

Thus, in the classical configuration we have, as an approximation,

\[
\chi = - \frac{g/2}{\Box + M^2 - \xi_2 R} \phi^a \phi^a.
\]

Replacing this solution into the action (2.1) one gets the effective low-energy action of the light field

\[
S_{\text{eff}}[\phi^a, g_{\mu\nu}] = \int d^4 x \sqrt{-g} \left\{ \frac{1}{2} (\nabla \phi^a)^2 - \frac{1}{2} m^2 \phi^a \phi^a + \frac{1}{2} \xi_1 R \phi^a \phi^a + \frac{g^2}{8} \phi^a \phi^a \phi^b \phi^b \right\}.
\]
At the energy scale which is much lower than the mass $M$ we can assume that this mass dominates over the derivatives of the scalar, $|\nabla\phi^a| \ll |M\phi^a|$ and also over the curvature $M^2 \gg |R|$. In this case one can expand the Green function in a power series

$$
\frac{1}{\Box + M^2 - \xi_2 R} = \frac{1}{M^2} \left[ 1 - \frac{\Box - \xi_2 R}{M^2} + \frac{(\Box - \xi_2 R)^2}{M^4} + O\left(\frac{1}{M^6}\right) \right],
$$

thus up to the order $1/M^6$ the action of the effective theory of low energies is given by

$$
S_{\text{eff}}[\phi^a, g_{\mu\nu}] = \int d^4x\sqrt{-g} \left\{ \frac{1}{2}(\nabla\phi^a)^2 - \frac{1}{2}m^2\phi^a\phi^a + \frac{1}{2}\xi_1 R\phi^a\phi^a + \frac{g^2}{8M^2}\phi^a\phi^a \left[ 1 - \frac{\Box - \xi_2 R}{M^2} + \frac{(\Box - \xi_2 R)^2}{M^4} + \ldots \right] \phi^b\phi^b \right\}.
$$

In the leading order this action boils down to the standard action of the light scalar with quartic self-interaction, the effective tree-level Lagrangian being

$$
\mathcal{L}_{\text{eff}}[\phi^a, g_{\mu\nu}] = \frac{1}{2}(\nabla\phi^a)^2 - \frac{1}{2}m^2\phi^a\phi^a + \frac{1}{2}\xi_1 R\phi^a\phi^a - \frac{\lambda}{4!}(\phi^a\phi^a)^2,
$$

and the tree-level matching of the coupling is

$$
\lambda = -\frac{3g^2}{M^2}.
$$

In terms of the Feynman diagrams the matching condition means that the propagation of the heavy field is replaced at low energies by a point interaction as shown in figure 1. This should already be expected from the expansion of the propagator of field $\chi$ in a series of local operators in (3.5).

Let us note the main difference with the IR matching in the Standard Model of particle physics, where the diagrams with intermediate $W$ and $Z$ bosons, in the IR, become four-fermion interactions in the framework of the Fermi model. In the next after the leading order-approximation in the case of (3.6) we meet an additional curvature-dependent terms, which are not present in the Fermi model of weak interactions. This difference shows that for the scalars in curved space-time one has to introduce an extra condition $M^2 \gg |R|$, in order to arrive at the effective theory in the IR.

---

\footnote{Qualitatively similar discussion of the same subject has been given recently in [25].}
4 One-loop calculations and effective approach

Let us explore the correspondence between the fundamental theory (2.1) and its effective IR remnant (3.7) at the one-loop level. For the first, simpler calculation, let us start by analysing the problem in the flat space-time, then the Lagrangian of the complete theory is

\[
\mathcal{L}[\chi, \phi^a] = \frac{1}{2} (\partial \phi^a)^2 - \frac{1}{2} \phi^a \phi^a + \frac{1}{2} (\partial \chi)^2 - \frac{1}{2} M^2 \chi^2 - \frac{g}{2} \chi \phi^a \phi^a. \tag{4.1}
\]

At the tree level the matching condition (3.8). Our first purpose is to generalize this condition to the one-loop approximation.

4.1 One-loop corrections in full theory

In order to analyse the IR decoupling of massive degrees of freedom in the theory (4.1), it is useful to consider the diagrams that produce UV divergences and hence are responsible for the $\overline{MS}$-scheme $\beta$-functions. Thus, in the fundamental theory the corrections of interest are those for the two-point function, that are of the second order in the coupling constant $g$, as shown in figure 2.

These diagrams have the following analytic representation:

\[
G^{(2)}_{ab}(y_1, y_2) = \delta_{ab} \left[ 4 i \Delta_F^N(y_2 - y_1) i \Delta_F(x_2 - x_1) i \Delta_F(x_2 - x_1) i \Delta_F^N(x_1 - y_1) + 2 i \Delta_F^N(y_2 - x_1) i \Delta_F^N(x_2 - x_2) i \Delta_F(x_2 - x_1) i \Delta_F^N(x_1 - y_1) \right], \tag{4.2}
\]

where

\[
\Delta_F(x_1 - x_2) = \int \frac{d^4 p}{(2\pi)^4} \frac{e^{-ip(x_1 - x_2)}}{p^2 - M^2 + i\epsilon} \tag{4.3}
\]

and

\[
\Delta_F^N(x_1 - x_2) = \int \frac{d^4 p}{(2\pi)^4} \frac{e^{-ip(x_1 - x_2)}}{p^2 - m^2 + i\epsilon}, \tag{4.4}
\]

define Feynman propagators for the $\chi$ and $\phi^a$ fields, respectively.
\[
G^{(2)}_{ab}(p, -p) = \delta_{ab} \left[ \frac{q}{p - q} + \frac{1}{2} \right]
\]

**Figure 3.** The diagrams for the two-point function in the momentum space.

In the momentum space the expression (4.2) becomes

\[
G^{(2)}_{ab}(p, -p) = \frac{i \delta_{ab}}{(p^2 - m^2 + i\epsilon)} \left\{ (-ig)^2 \int \frac{d^4q}{(2\pi)^4} \frac{i}{[(p - q)^2 - m^2 + i\epsilon]} \frac{i}{(q^2 - M^2 + i\epsilon)} \right. \\
+ \left. \frac{(-ig)^2}{2} \frac{i}{(-M^2 + i\epsilon)} \int \frac{d^4q}{(2\pi)^4} \frac{i}{(q^2 - m^2 + i\epsilon)} \right\} \frac{i}{(p^2 - m^2 + i\epsilon)}. \tag{4.5}
\]

The graphical representation in the momentum space is shown in figure 3.

It proves useful to define, from (4.5),

\[
\Sigma^1 = (-ig)^2 \int \frac{d^4q}{(2\pi)^4} \frac{i}{[(p - q)^2 - m^2 + i\epsilon]} \frac{i}{(q^2 - M^2 + i\epsilon)} \tag{4.6}
\]

and

\[
\Sigma^2 = \frac{(-ig)^2}{2} \frac{i}{(-M^2 + i\epsilon)} \int \frac{d^4q}{(2\pi)^4} \frac{i}{(q^2 - m^2 + i\epsilon)} \tag{4.7}
\]

so that the correction for the 2-point function is given by the expression

\[
G^{(2)}_{ab}(p, -p) = \frac{i \delta_{ab}}{(p^2 - m^2 + i\epsilon)} (\Sigma^1 + \Sigma^2) \frac{i}{(p^2 - m^2 + i\epsilon)}. \tag{4.8}
\]

It is easy to see that the first of these quantities has logarithmic divergence and depends on the external momentum in an essential way. Our purpose is to verify how this expression interpolates between UV and IR regions and what remains from its finite part in the limit \(M \to \infty\). On the other hand, the second (tadpole) diagram is quadratically divergent, but the dependence on the external momentum is trivial.

### 4.2 Dimensional regularization

Using dimensional regularization (see [30] for the introduction), we generalize the divergent expressions in eq. (4.5) to the integrals in \(2\omega\)-dimensional Euclidean space,

\[
\Sigma^{1\omega} = ig^2 (\mu^2)^{2-\omega} \int \frac{d^{2\omega}q}{(2\pi)^{2\omega}} \frac{1}{[(q - p)^2 + m^2](q^2 + M^2)}, \tag{4.9}
\]

where \(\mu\) is a dimensional renormalization parameter.
In order to solve $\Sigma_{2\omega}^1$, we use the presentation

$$\frac{1}{ab} = \int_0^1 \frac{dz}{[az + b(1-z)]^2}$$

and perform a change of variable $q' = q - p(1-z)$, with $dq' = dq$. Thus, $\Sigma_{2\omega}^1$ becomes

$$\Sigma_{2\omega}^1 = ig^2(\mu^2)^{2-\omega}\int \frac{dz}{(2\pi)^{2\omega}} \int_0^1 \frac{dz}{[q^2 + p^2z(1-z) + (M^2 - m^2)z + m^2]^2},$$

where $q'$ was replaced by $q$. The integral over $q$ can be easily taken in a standard way using spherical coordinates in the $2\omega$-dimensional momentum space. The result is

$$\Sigma_{2\omega}^1 = ig^2(\mu^2)^{2-\omega} \Gamma(2 - \omega) \int_0^1 dz \left[ \frac{4\pi \mu^2}{p^2z(1-z) + (M^2 - m^2)z + m^2} \right]^{2-\omega},$$

where $\Gamma(t)$ is Euler’s Gamma function.

Taking the limit $\omega \to 2$ one can use the expansions

$$\Gamma(t) = \frac{1}{t} - \gamma + \mathcal{O}(t) \quad \text{and} \quad x' = e^{t \ln x} \simeq 1 + t \ln x,$$

where $\gamma \approx 0.577$ is the Euler-Mascheroni constant. Thus, we arrive at the following result

$$\Sigma^1 = \frac{ig^2}{(4\pi)^2} \left\{ \frac{1}{(2 - \omega)} - \gamma - \int_0^1 dz \ln \left[ \frac{p^2z(1-z) + (M^2 - m^2)z + m^2}{4\pi \mu^2} \right] \right\}.$$

The integral in the last expression can be easily solved in the form

$$\int_0^1 dx \ln \left[ 1 + \frac{4x(1-x)}{a} + 4bx \right] = -2 + \frac{1 - ab}{2} \log(1 + 4b) + \frac{A}{2} \log \left[ \frac{(A+1)^2 - a^2b^2}{(A-1)^2 - a^2b^2} \right],$$

with the restrictions and notation

$$a > 0, \quad b > -1/4 \quad \text{and} \quad A = \sqrt{(1 + ab)^2 + a}.$$

In order to use the result (4.14), we set

$$a = \frac{4m^2}{p^2} \quad \text{and} \quad b = \frac{M^2 - m^2}{4m^2}.$$

Finally, the first part of the one-loop contribution to the 2-point function is

$$\Sigma^1 = \frac{ig^2}{(4\pi)^2} \left\{ \frac{1}{\varepsilon} + 2 + \log \left( \frac{\mu^2}{m^2} \right) - \frac{1 - ab}{2} \log \left( \frac{M^2}{m^2} \right) - \frac{A}{2} \log \left[ \frac{(A+1)^2 - a^2b^2}{(A-1)^2 - a^2b^2} \right] \right\},$$

where $\frac{1}{\varepsilon} = \frac{1}{2 - \omega} - \gamma + \log 4\pi$. 

\[ (4.16) \]
In the limit $\omega \to 2$ the result for $\Sigma^1$ has divergent and finite parts. It is easy to check that the divergent part corresponds to the result (2.6) in the $\phi^4\phi^4$ sector. At the same time, the dependence on the external momenta in the finite part is rather complicated and indicates a non-locality of the effective action.

Working out the second integral in (4.5) gives, in the same limit,

$$\Sigma^2 = \frac{ig^2(\mu^2)^{2-\omega}}{2M^2} \int \frac{d^2q}{(2\pi)^2} \frac{1}{q^2 + m^2} = \frac{ig^2}{2(4\pi)^2 M^2} \left( \frac{4\pi \mu^2}{m^2} \right)^{2-\omega} \Gamma(1-\omega).$$

$$= - \frac{ig^2}{2(4\pi)^2 M^2} \left[ \frac{1}{\varepsilon} + 1 + \log \left( \frac{\mu^2}{m^2} \right) \right], \quad (4.18)$$

disregarding $O(2-\omega)$ terms. There is only a local contribution, as it has to be for the tadpole.

5 Asymptotic behavior

Now we are in a position to explore both high-energy and low-energy regimes in the two-point function. Let’s take the UV limit ($p^2 \to \infty$) in the expression (4.16). The relations $p^2 \gg m^2$ and $p^2 \gg M^2$ result in

$$\Sigma^1_{\text{UV}}(p^2 \to \infty)$$

$$= \frac{ig^2}{(4\pi)^2} \left\{ \frac{1}{\varepsilon} + 2 - \log \left( \frac{p^2}{\mu^2} \right) - \frac{m^2}{p^2} \left[ 1 + \log \left( \frac{p^2}{m^2} \right) \right] - \frac{M^2}{p^2} \left[ 1 + \log \left( \frac{p^2}{M^2} \right) \right] \right\}, \quad (5.1)$$

where all lower order terms are omitted. The logarithmic terms in the form factor are proportional to the divergence, as it should be in the UV. Furthermore, it is easy to check that the divergent term exactly correspond the result in eq. (2.6). This correspondence has a relevant consequence. Let us remember that the theory is superrenormalizable and that eq. (2.6) give all UV divergences which we can meet in all loop orders. This means that higher loop corrections to (5.1) are also finite and, moreover, they do not have higher order logarithmic corrections. Thus, eq. (5.1) is the leading contribution not only at the one-loop level, but also non-perturbatively.

In the IR we assume $p^2 \ll M^2$ in the expression (4.16). In the leading order in $p^2$ this yields

$$\Sigma^1_{\text{IR}}(M^2 \gg p^2) = \frac{ig^2}{(4\pi)^2} \left\{ \frac{1}{\varepsilon} + 1 + \log \left( \frac{\mu^2}{M^2} \right) + \frac{m^2}{M^2} \log \left( \frac{m^2}{M^2} \right) - \frac{1}{2} \frac{p^2}{M^2} \right\} \quad (5.2)$$

It is easy to see that there is no nonlocal part with a logarithmic form factor. Thus, the diagram with mixed (light and heavy fields) internal lines boils down to the tadpole-type contribution in the IR.

5.1 Matching with IR at the one-loop level

Once we know the one-loop behavior of the fundamental theory in the IR, it is possible to establish the correspondence between this result and that obtained from an effective theory,
taking into account only the quartic interaction of the field $\phi^a$ at the one-loop level. At
the first stage, we shall disregard the correction (4.18) for the fundamental theory, since
this contribution is independent of the momentum. The graphical representation of the
one-loop matching is shown in figure 4.

On the l.h.s., $\Sigma_{IR}^1$ is the correction to the propagator of the $\phi^a$ field in the fundamental
theory in the IR limit (5.2). On the r.h.s., $\Sigma_{\text{eff}}^1$ is the one-loop correction for the propagator
in the effective theory, whereas $\Sigma_{\text{eff}}^2$ is an additional term (established below) representing
the difference between the one-loop correction of the fundamental theory in the low energies
and the correction to one-loop of the effective theory of low energies.

The effective theory in the IR, at the tree level corresponds to a quartic interaction of
$N$ scalars fields (3.7) in the flat space,

$$
\mathcal{L}_{\text{eff}}[\phi^a] = \frac{1}{2} (\partial \phi^a)^2 - \frac{1}{2} m^2 \phi^a \phi^a - \frac{\lambda}{4!} (\phi^a \phi^a)^2,
$$

where $\lambda = -\frac{3g^2}{M^2}$. The one-loop contribution in this effective theory can be easily calculated
to give

$$
\Sigma_{\text{eff}}^1 = -\frac{3ig^2m^2}{2(4\pi)^2M^2} \left[ \frac{1}{\varepsilon} + 1 + \log \left( \frac{m^2}{M^2} \right) \right],
$$

with $\frac{1}{\varepsilon}$ being defined in (4.17).

The additional term $\Sigma_{\text{eff}}^2$ is obtained by inserting new coefficients in the effective La-
grangian

$$
\mathcal{L}_{\text{eff}}[\phi^a] = \frac{1}{2} (1 + C_{\phi})(\partial \phi^a)^2 - \frac{1}{2} (m^2 + C_{m^2})\phi^a \phi^a - \frac{\lambda}{4!} (\phi^a \phi^a)^2,
$$

providing the vertices

$$
\Sigma_{\text{eff}}^2 = -iC_{m^2} + ip^2 C_{\phi}.
$$

These coefficients should not be confused with the counterterms. Their role is not
to remove divergences from theory, but to ensure that at low energies both effective and
fundamental theory lead to identical results, as shown below.

The divergences in (5.2) and (5.4) can be removed by a suitable renormalization.
Since the renormalization scale is arbitrary, we are interested only in the finite part of
these corrections. The one-loop matching is achieved by

$$
\Sigma_{IR}^1 = \Sigma_{\text{eff}}^1 + \Sigma_{\text{eff}}^2,
$$

remembering that we are interested in the low energy regime of the fundamental theory.
The equality (5.7) leads to the following values,
\[ C_{m^2} = -\frac{g^2}{(4\pi)^2} \left[ \left( 1 + \frac{m^2}{M^2} \right) \left( 1 + \log \frac{\mu^2}{m^2} \right) + \frac{m^2}{2M^2} \left( 1 + \log \frac{\mu^2}{m^2} \right) \right] \]  
(5.8)
and
\[ C_\phi = -\frac{g^2}{2(4\pi)^2 M^2}. \]  
(5.9)

These results for \( C_{m^2} \) and \( C_\phi \) show how the effective theory differs from the fundamental theory of low energies. It is important to note that these two terms are momentum-independent, and therefore can be compensated by the change in renormalization condition.

It is easy to see from the expression of the tadpole (4.18), that if \( \Sigma^2 \) is added on the left side of (5.7) the last term of \( C_{m^2} \) cancels and we arrive at
\[ C_{m^2} = -\frac{g^2}{(4\pi)^2} \left( 1 + \frac{m^2}{M^2} \right) \left( 1 + \log \frac{\mu^2}{m^2} \right). \]  
(5.10)

When \( M^2 \to \infty \) the results for \( C_{m^2} \) and \( C_\phi \) confirm the decoupling theorem. In the IR, the difference between fundamental and effective theories is reduced by renormalization of UV divergences by irrelevant local counterterms, and in the terms proportional to the inverse of the square of the mass of the heavy field.

From (5.5) and the results obtained by the IR matching is possible to note that the effective theory can be written as
\[ L_{\text{eff}} = \frac{1}{2} C_1 (\partial \phi^a)^2 - \frac{1}{2} C_2 \phi^a \phi^a - \frac{1}{4!} C_3 (\phi^a \phi^a)^2, \]  
(5.11)
where the coefficients \( C_1, C_2 \) and \( C_3 \) depend on the parameters of the fundamental theory valid in any energy scale. In general, these coefficients can be constructed order by order in the loop expansion, ensuring that the results of the two theories are equivalent at low energies.

### 6 Decoupling in a weak gravitational field

In this section we will generalize the previous considerations to the same theory in a curved space. As usual, the derivation of non-local form factors requires that the metric corresponds to the almost flat geometry. Then, the external metric can be treated as a small perturbation. Alternatively, one can make an expansion of the 2-point function in normal coordinates [31] and directly arrive at the formally covariant result for the form factor. In this section we shall follow this approach and use the expansion in the linear order in curvature tensor components.

Starting from the first term of (4.2), we write the 2-point function in the form
\[ G^{(2)ab}(y_1, y_2) = \delta^{ab} \int d^4x_2 \sqrt{-g(x_2)} \int d^4x_1 \sqrt{-g(x_1)} \times G^N(y_2, x_2) \left[ (-ig)^2 G^N(x_2, x_1) G(x_2, x_1) \right] G^N(x_1, y_1) \]  
(6.1)
where \( G^N(x, y) = i \Delta^N_F(x - y) \) and \( G(x, y) = i \Delta_F(x - y) \) are the flat-space Green functions for the light and heavy fields, respectively.

After Wick rotation to Euclidean space, this 2-point function can be written as

\[
G^{(2)}_{ab}(y_1, y_2) = -i \delta^{ab} \int_{x_2} \int_{x_1} G^N(y_2, x_2) \Sigma^{1,R} G^N(x_1, y_1),
\]

where

\[
\Sigma^{1,R} = ig^2 G^N(x_2, x_1) G(x_2, x_1).
\]

Let us note that \( \Sigma^{1,R} \) includes the product of the two propagators that appear in the loop. These propagators can be expanded in terms of normal coordinates in a curved space according to the well-known result of [31], which in \( 2\omega \)-dimensions provides

\[
\Sigma^{1,R} = ig^2 \int \frac{d^{2\omega} q}{(2\pi)^{2\omega}} e^{iq(x_2 - x_1)} G(q, m) \int \frac{d^{2\omega} p}{(2\pi)^{2\omega}} e^{ip(x_2 - x_1)} G(p, M),
\]

where \( \Sigma^{1,R} = \Sigma^{1,R}(k), q + p = k, \)

\[
G(q) = \frac{1}{q^2 + m^2} + \frac{\xi_1 R}{(q^2 + m^2)^2} - \frac{2}{3} \frac{R_{\alpha \beta} q^\alpha q^\beta}{(q^2 + m^2)^3} + O(q^{-5})
\]

is the standard expansion of the propagator [31], and we are using notations

\[
\xi_1 = \frac{1}{3} - \xi_1 \quad \text{and} \quad \xi_2 = \frac{1}{3} - \xi_2.
\]

Let us note that the expansion of the vertices in normal coordinates in eq. (6.4) is not necessary, as explained below.

Consider the dimensional regularization of the integrals in eq. (6.4), using the transformations for the integrals with vector symmetry described in the books [20, 32]. Our final purpose is to evaluate these integrals in the IR limit with \( m^2 \ll M^2 \) and \( p^2 \ll M^2 \). Setting \( x_2 - x_1 = y \), after some algebra we obtain

\[
I_1 = \int \frac{d^{2\omega} k}{(2\pi)^{2\omega}} e^{iky} \int \frac{d^{2\omega} p}{(2\pi)^{2\omega}} \frac{1}{(p - k)^2 + m^2} \frac{1}{p^2 + M^2} = \frac{1}{(4\pi)^2} \int \frac{d^4 k}{(2\pi)^4} e^{iky} \left[ \frac{1}{\varepsilon} + 1 + \log \left( \frac{\mu^2}{M^2} \right) + \frac{m^2}{M^2} \log \left( \frac{m^2}{M^2} \right) - \frac{1}{2} \frac{k^2}{M^2} \right].
\]

This is the same expression as (5.2), that means for \( R = 0 \) we recover the flat space result.
Other integrals correspond to the dependence on the curvature,

\[ I_2 = \frac{\bar{\xi}_1 R}{(4\pi)^2} \int \frac{d^2\omega}{(2\pi)^2} \frac{1}{q^2} \int \frac{d^2q}{(2\pi)^2} \frac{1}{[(q-k)^2 + M^2](q^2 + m^2)^2} \]

\[ = \frac{\bar{\xi}_1 R}{(4\pi)^2} \int \frac{d^2k}{(2\pi)^2} e^{iky} \left[-1 - \log \left(\frac{m^2}{M^2}\right)\right] \]

\[ I_3 = -\frac{2}{3} R^\alpha \int \frac{d^2\omega}{(2\pi)^2} \frac{1}{q^2} \int \frac{d^2q}{(2\pi)^2} \frac{1}{[(q-k)^2 + M^2](q^2 + m^2)^2} \]

\[ = -\frac{1}{6} \frac{R}{(4\pi)^2} \int \frac{d^2k}{(2\pi)^2} e^{iky} \left[-\frac{3}{2} - \log \left(\frac{m^2}{M^2}\right)\right] \]

\[ I_4 = \frac{\bar{\xi}_2 R}{(4\pi)^2} \int \frac{d^2\omega}{(2\pi)^2} \frac{1}{q^2} \int \frac{d^2q}{(2\pi)^2} \frac{1}{[(q-k)^2 + M^2](q^2 + m^2)^2} \]

\[ = \frac{\bar{\xi}_2 R}{(4\pi)^2} \int \frac{d^2k}{(2\pi)^2} e^{iky} \frac{1}{M^2} \]

\[ I_5 = -\frac{2}{3} R^\alpha \int \frac{d^2\omega}{(2\pi)^2} \frac{1}{q^2} \int \frac{d^2q}{(2\pi)^2} \frac{1}{[(q-k)^2 + M^2](q^2 + m^2)^2} \]

\[ = -\frac{1}{6} \frac{R}{(4\pi)^2} \int \frac{d^2k}{(2\pi)^2} e^{iky} \frac{1}{2M^2}, \quad (6.8) \]

where we have set \( \omega = 2 \), since there are no divergences.

Disregarding the \( k^2 \)-term in eq. (6.7), the combination of these integrals gives

\[ \Sigma_{IR}^{1,R} = \delta(y) \left( \frac{ig^2}{(4\pi)^2} \left[ \frac{1}{\epsilon} + \log \left(\frac{1}{M^2}\right) + m^2 \log \left(\frac{m^2}{M^2}\right) \right. \right. \]

\[ \left. \left. + \frac{R}{M^2} \left( \xi_1 - \frac{1}{6} \right) \log \left(\frac{m^2}{M^2}\right) + \xi_1 - \xi_2 + \frac{1}{6} \right] \right\}. \quad (6.9) \]

An important observation is in order. The expression (6.4) does not include the expansion of the vertex in normal coordinates. The reason is that the expansion of the vertex comes from the factors of \( \sqrt{g} \) in the interaction terms. In one of the points (e.g. \( x_1 \)) the metric is flat, such that \( \sqrt{g(x_1)} = 1 \), and in another point the expansion boils down to the factor of \( \sqrt{g} \) in the final expression for \( \Sigma_{IR}^{1,R} \) in eq. (6.9), since this is a local expression that has an extra factor of \( \delta_c(x_2 - x_1) \). This one should be a covariant delta function in normal coordinates, absorbing the whole factor of \( \sqrt{g} \), that comes from the second vertex. The delta function deletes one of the integrals in eq. (6.2), such that the results becomes a local expression.

In the IR limit, the 2-point function in (6.2) can be written in the form

\[ G^{(2)ab}(y_1, y_2) = -i\delta^{ab} \int d^4x \sqrt{g(x)} G^N(y_2, x) \Sigma_{IR}^{1,R} G^N(x, y_1), \quad (6.10) \]

where \( \Sigma_{IR}^{1,R} \) no longer proportional to the delta function. It is easy to see that the expression (6.10) has UV divergences only in the flat-space sector, while the terms with scalar curvature are finite. This output is in a perfect correspondence with the covariant calculation in section 2.
In order to compare the two approaches to the description of the IR, let us now consider an effective theory with quartic interaction in curved space. Such a theory of the field $\phi^a$ leads to the one-loop contribution

$$G^{(2)ab}(y_1, y_2) = -i\delta^{ab} \int d^4x \sqrt{g(x)} \, G^N(y_2, x) \left[ -\frac{i\lambda}{2} \, G^N(x, x) \right] G^N(x, y_1). \quad (6.11)$$

This expression can be directly compared to (6.10), to show that both have the same structure in terms of propagators. This comparison is possible by the fact that in low energies the fundamental theory has only one vertex.

The matching at the one-loop level in the curved space can be done in pretty much the same way as in flat space,

$$\Sigma^{1,R}_{IR} = \Sigma_{eff} - iC_{m^2} + iC_R \quad (6.12)$$

Here $\Sigma_{eff}$ is defined from (6.11) as

$$\Sigma_{eff} = -\frac{i\lambda}{2} \, G^N(x', x'). \quad (6.13)$$

Using the expansion in normal coordinates, we get

$$\Sigma_{eff} = -\frac{i\lambda}{2} \, \int d^2q \, \frac{1}{(2\pi)^2} \left\{ \frac{1}{q^2 + m^2} + \frac{\xi_1 R}{(q^2 + m^2)^2} - \frac{2}{3} \frac{R_{\alpha\beta} q^\alpha q^\beta}{(q^2 + m^2)^3} + \mathcal{O}(p^{-5}) \right\}, \quad (6.14)$$

that leads to the result

$$\Sigma_{eff} = \frac{i\lambda}{2(4\pi)^2} \left\{ m^2 \left[ \frac{1}{\xi} + 1 + \log \left( \frac{\mu^2}{m^2} \right) \right] + \left( \xi_1 - \frac{1}{6} \right) R \left[ \frac{1}{\xi} + \log \left( \frac{\mu^2}{m^2} \right) \right] \right\}. \quad (6.15)$$

Note that, according to eq. (3.8), even in curved space we have $\lambda = -\frac{3\rho^2}{M^2}$. Thus, the flat part of the IR matching condition in (6.12) is satisfied with the $C_{m^2}$ from (5.8). On the other hand, there is an additional matching condition in the first order in curvature,

$$C_R = \frac{g^2}{(4\pi^2)^2} \frac{R}{M^2} \left[ \left( \xi_1 - \frac{1}{6} \right) \log \left( \frac{\mu^2}{m^2} \right) + \frac{1}{2} \left( \xi_1 - \frac{1}{6} \right) \log \left( \frac{\mu^2}{m^2} \right) + (\xi_1 - \xi_2) + \frac{1}{6} \right]. \quad (6.16)$$

As in the flat space, we can consider the correction of tadpole to the fundamental theory, given by the second term of (4.2) in curved space. In Euclidean space it is

$$G^{(2)ab}_{tadpole}(y_1, y_2) = -i\delta^{ab} \int_{x_2} \int_{x_1} G^N(y_2, x_1) \left[ \Sigma^{2,R} \right] G^N(x_1, y_1), \quad (6.17)$$

with

$$\Sigma^{2,R} = \frac{ig^2}{2} G(x_2, x_1) G^N(x_2, x_2)$$

$$= \frac{ig^2}{2} \int \frac{d^4p}{(2\pi)^2} \frac{e^{ip(x_2-x_1)}}{M^2} \left[ 1 + \mathcal{O} \left( \frac{p^2}{M^2} \right) \right] G^N(x_2, x_2)$$

$$= \frac{ig^2}{2M^2} \delta_c(y) \int \frac{d^2q}{(2\pi)^2} \frac{1}{q^2 + m^2} \left[ \frac{\xi_1 R}{q^2 + m^2} - \frac{2}{3} \frac{R_{\alpha\beta} q^\alpha q^\beta}{(q^2 + m^2)^3} + \mathcal{O}(q^{-5}) \right]. \quad (6.18)$$
In this expression, the covariant delta function emerges in the low energy limit, when expanding the propagator of the heavy field in powers of $\frac{\mu^2}{M^2}$ and disregard higher orders in the expansion.

The tadpole part gives the contribution

$$\Sigma^{2,R} = -\frac{g^2}{2(4\pi)^2} \left\{ \frac{m^2}{M^2} \left[ \frac{1}{\varepsilon} + 1 + \log \left( \frac{\mu^2}{m^2} \right) \right] + \left( \xi_1 - \frac{1}{6} \right) \frac{R}{M^2} \left[ \frac{1}{\varepsilon} + \log \left( \frac{R^2}{\mu^2} \right) \right] \right\}. \quad (6.19)$$

Adding this result to the l.h.s. of (6.12), the flat part of the matching at one-loop level leads to the expression (5.10), while the curvature-dependent part gives

$$C_R = \frac{g^2}{(4\pi)^2} \frac{R}{M^2} \left[ \left( \xi_1 - \frac{1}{6} \right) \log \left( \frac{\mu^2}{M^2} \right) + \left( \xi_1 - \xi_2 \right) + \frac{1}{6} \right]. \quad (6.20)$$

7 Conclusions

Using a very simple model with two scalar fields, we explored the behavior of the diagrams with mixed internal lines. To some extent the results are not new (see, e.g., [20]), but we made the calculations keeping in focus the effective action approach, the relevant problem of decoupling of higher derivatives in quantum gravity [19] and considered in full details the matching between UV and IR, including in the weak external gravitational field.

The main output of our investigation is that the contribution of the self-energy type, one-loop diagram with one internal line of the light field and another one of the field with the large mass, in the far IR boils down to the tadpole contribution, that does not produce a non-local form factor. In the toy model under consideration this means that the self-energy diagram in the “fundamental” model with two types of scalars produce a standard non-local form factor with the logarithmic asymptotic behavior in the UV, but in the IR there is no relevant form factor and the results is essentially the same tadpole-type contribution that one can get in the effective low-energy model with a single-type light scalar field. The same qualitative situation holds in a weak gravitational field. Indeed, due to the superrenormalizable nature of the fundamental model, the logarithmic asymptotic behavior in the UV is not possible for the curvature-dependent terms. However, in the IR we observe a perfect matching between effective and fundamental models, that confirms the main results of our work.

From the gravitational perspective, the massive fields are ghosts and tachyons that are present in the higher derivative versions of quantum gravity. In this respect the important question is whether the IR effective theory is always the quantum general relativity, or it can be some other, e.g., non-local model, as it was discussed in [19]. Making a “continuation” of our present result implies that one can expect that the mixed-content diagrams become irrelevant in the IR. Then the transferred momentum is the unique IR regulator and this means that the quantum general relativity is expected to be a universal model of IR quantum gravity, as it was expected in the paper by Donoghue [33, 34] and many consequent works (see, e.g., the reviews [35, 36]). Indeed, this kind of conclusion should be seen as a well-motivated conjecture, and its verification would be an interesting work to be done.
8 Note added

Regardless we mainly use the theory (2.1) as a toy model for quantum gravity, it is worthy to discuss whether this model can be independently applied to the description of some physical phenomena. The idea looks attractive, because i) it is superrenormalizable and therefore does not need complicated nonperturbative treatment. On the other hand, the standard four-scalar model emerge naturally in the IR, as we have seen in section 2. This situation should enable one to avoid the well-known difficulties with the stability of Higgs potential in the UV (see e.g. [37] and [38]).

Unfortunately, this apparently nice plan meets two serious obstacles. First of all, the classical potential of the scalar fields in the theory (2.1) is not bounded from below and, therefore, its quantum mechanical formulation meets a fundamental difficulty. Moreover, since the theory is superrenormalizable, the loop contributions to the quantum effective potential only enhance logarithmically the massive terms. Thus, even in the non-perturbative effective potential one should expect the directions that make the potential unbounded, that confirm the tree-level verdict. Second, if we assume that the scalar fields $\phi^a$ and $\chi$ couple to fermions, the nice features of the model immediately break down, as the renormalizability should require $(\phi^a \phi^a)^2$, $\phi^a \phi^a \chi^2$ and $\chi^4$ terms to be introduced, and then the theory is not superrenormalizable anymore.

Thus, there is no much chances to transform our model into the base of the fundamental theory behind the Standard Model of Particle Physics (SM). At the same time, the simplified versions of the model (2.1) are known as useful tools in cosmology. E.g., in the well-known papers [39, 40] (see further references therein, also the recent work [41]) the scalar field $\chi$ describes the Bose-Einstein condensate of some more fundamental fields. The considerations in these works involves not only tree-level, but also the loop effects. Thus, it is possible that the consistent formulation of the model in curved space which we presented in sections 2 and 3, may be useful for further developments of this approach, the same concerns its IR quantum behavior, that we discussed in the subsequent sections.

Finally, let us mention the possibility that the large-mass field $\chi$ in our physically motivated toy model may turn out to be a natural concept in the models of composite Higgs. Up to some extent, this can be a particle physics version of the cosmological applications considered in [39]. Once again, in this case it may be useful to have a consistent formulation of the model in curved space, e.g. because it may put an additional restrictions of the heavy scalar field as a composite object coming from some fundamental fermions beyond the SM, for example.
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