Square-root measurements and degradation of the resource state in port-based teleportation scheme
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Port-based teleportation (PBT) is a protocol of quantum teleportation in which a receiver does not have to apply correction to the transmitted state. In this protocol two spatially separated parties can teleport an unknown quantum state only by exploiting joint measurements on number of shared \(d\)-dimensional maximally entangled states (resource state) together with a state to be teleported and one way classical communication. In this paper we analyse for the first time the recycling protocol for the deterministic PBT beyond the qubit case. In the recycling protocol the main idea is to re-use the remaining resource state after one or many rounds of PBT for further processes of teleportation. The key property is to learn how much the underlying resource state degrades after every round of the teleportation process. We measure this by evaluating quantum fidelity between respective resource states. To do so we first present analysis of the square-root measurements used by the sender in PBT by exploiting the symmetries of the system. In particular, we show how to effectively evaluate their square-roots and composition. These findings allow us to present the explicit formula for the recycling fidelity involving only group-theoretic parameters describing irreducible representations in the Schur-Weyl duality. For the first time, we also analyse the degradation of the resource state for the optimal PBT scheme and show its degradation for all \(d \geq 2\). In the both versions, the qubit case is discussed separately resulting in compact expression for fidelity, depending only on the number of shared entangled pairs.

I. INTRODUCTION

The first quantum teleportation protocol introduced in [5] allows for transfer of an unknown quantum state between two spatially separated parties without necessity of exchanging the physical system and has found a lot of important practical and theoretical implications, for example [6, 11, 12, 16, 27, 30]. The protocol, which is illustrated in Figure 1, requires pre-shared entanglement and consists of three stages. The first stage is a joint measurement on the state to be teleported and the sender’s part of the shared entangled state. The second step involves communicating the classical outcome of the measurement by a classical channel to the receiver. Finally, the third step requires correction operation, depending on the classical message, which recovers the transmitted state. The requirement of the unitary correction in the last step is a limiting factor, especially when the receiver has limited resources.

The breakthrough has been made by Ishizaka and Hiroshima in 2008. They introduced a novel port-based teleportation protocol (PBT) which does not require unitary correction [13, 14]. In this setup, illustrated in Figure 1, parties share a large resource state consisting of \(N\) copies of the maximally \(d\)-dimensional entangled states \(|\psi^+_d\rangle\otimes^N\), where each pair \(|\psi^+_d\rangle = (1/\sqrt{d})\sum_i |ii\rangle\) is called port. Alice performs a joint measurement on an unknown state \(|\psi_{A_0}\rangle\), which she wishes to teleport, together with her half of the resource state, and communicates the outcome to Bob. The outcome of the measurement indicates the subsystem where the state has been teleported to. To obtain the teleported state, Bob picks up the right port indicated by Alice’s outcome, and no further correction is needed. We distinguish two types of PBT protocols, deterministic, where state \(|\psi_{A_0}\rangle\) is always transmitted to the receiver but imperfectly, and probabilistic, where parties have to accept some non-zero probability of the failure in transmission, but when succeed the transmission is perfect. In the first case we ask about the fidelity of the transmitted state while in the latter we are interested in probability of success (here the fidelity is one). In both cases, the perfect transmission (with unit fidelity or unit probability of success) is possible only with infinite resources, when numbers of shared entangled pairs is infinite. This is due to the celebrated non-programming theorem [25]. To know how PBT protocols behave with finite amount of resources (ports \(N\)) and local dimension \(d\) we must know how the fidelity of the teleported state, or probability of success depend on the mentioned global parameters describing the protocols. Such analysis have been done for qubits in [13, 14] using \(SU(2)^\otimes N\) representation approach, while for higher dimensions the problem has been tackled and solved by tools suggested by non-trivial extension of the Schur-Weyl duality in papers [22, 34], with asymptotic analysis presented in [9] by considering a dual representation to \(\mathcal{U} \in \mathcal{U}(d)\), where the bar denotes complex conjugation. Both types of PBT we have their optimal versions, where Alice optimises simultaneously the measurements and shared entangled states [14, 22] before she runs the teleportation procedure. This optimising procedure increases the efficiency...
of the protocols measured in the number of shared maximally entangled pairs. In particular, in deterministic qubit scheme [14] the entanglement fidelity $F$ scales as $1 - O(1/N^2)$ in optimal protocol and as $1 - O(1/N)$ in non-optimal one. In probabilistic qubit version [14] the probability of success $p$ scales as $1 - O(1/N)$ in optimal protocol and as $1 - O(1/\sqrt{N})$ in non-optimal scheme. In every variant we have square improvement when moving to optimal procedure. The very elegant and full analysis of asymptotic performance of PBT scheme in all variants, and an arbitrary dimension of the port $d$ is contained in [9]. However, increasing $d$ does not change the scaling in $N$ in every version.

The PBT protocols due to the lack of correction in the last step have diverse applications and they are particularly useful in multi-round quantum information processing settings, where the ordinary teleportation fails. For example, we can use PBT in NISQ protocols as a model for universal processor [3, 13], position-based cryptography [4], fundamental limitations on quantum channels discrimination [28], connection between non-locality and complexity [7], and many other important results [8, 15, 24, 26, 29, 31]. All these applications show two-fold importance of further investigations in PBT area. On the one hand, we learn about the fundamental limitations on state transfer by quantum teleportation imposed by the laws of quantum mechanics. On the other hand however, we can exploit PBT for producing many theoretical quantum information processing protocols having an impact on developing the applicable side of the science.

Nevertheless, regardless the variation of the PBT scheme the parties have to exploit substantial number of shared maximally entangled states to obtain satisfactory efficiency. These states can be considered as a resource which has to be produced, stored and possibly costly. This means that one would like to reduce potential costs of preparing PBT by for example using remaining ports after every round of teleportation procedure. To check whether we can re-use remaining ports we have to learn how the resource behaves after joint measurement applied by Alice. Such a possibility would have a great impact on possible practical applications of PBT, since one would get rid of the necessity of preparing the resource state after every teleportation process minimising costs and consumed time. The general idea of such kind is known as recycling protocol for PBT $P_{rec}$ and has been introduced firstly for deterministic scheme in [33]. It is clear that efficiency of such protocol depends on the number of ports $N$, local dimension $d$, and the number of rounds $k$, so we should write $P_{rec} = P_{rec}(N, d, k)$.

For the reader’s convenience we present below all steps made by the parties in the recycling scheme (taken from [33], see also Figure 2):

1. Alice performs a measurement $\Pi^A_{a}$ with $\sum_{a=1}^{N} \Pi^A_{a} = 1$ obtaining an outcome $1 \leq a \leq N$.
2. Alice sends outcome $a$ to Bob by a classical channel.
3. Parties apply a transposition (SWAP) between $a$-th and 1st port.
4. Parties do not use port 1 in next rounds of the protocol - they only use remaining $N - 1$ ports.

5. Parties repeat steps 1-4 using remaining ports to complete transmission of $k$ states.

FIG. 2: Schematic description of the recycling scheme for teleporting two unknown quantum states $\psi_{A_0}, \tilde{\psi}_{A_0}$. For the simplicity of the presentation we do not include a classical communication between the parties. On the left we see the usual port-based teleportation procedure, when transmission occurred through $a$-th port. After this parties are left with $N - 1$ ports, we do not have port $\psi^+_{A_1B_1}$, since it has been consumed for teleporting state $\psi_{A_0}$. Please notice that after the measurement in the first round each port is no longer in the form of maximally entangled state, and there are some correlations between all the ports (light blue ellipse). In fact, we have a one large multipartite resource state. Next, in the second round, when parties wish to transmit the state $\tilde{\psi}_{A_0}$ by using this distorted state. In general one could imagine that the measurement applied by the sender is too destructive, however we show here that for an arbitrary dimension $d$ this distortion is not too big, allowing for further rounds of teleportation.

As we will see later the third step is optional for calculating the efficiency of the recycling protocol, and in fact parties could not apply the swap operation or apply any other reordering of the ports without changing quality of the protocol. After completing one round of PBT, the parties are left with $N - 1$ ports and it is natural to ask what is the usefulness of the remaining ports for next teleportation processes. This question has been asked for the first time in [33] together with the description of the recycling protocol for PBT. The recycling protocol $\mathcal{P}_{rec}(N, d, k)$ would allow for sequential teleportation of a number of quantum states by exploiting the same resource state in each round. Namely, after each application of PBT the parties do not prepare new $N$ maximally entangled pairs but use the remaining $N - 1$ ports of the resource state.

To show that the recycling protocol $\mathcal{P}_{rec}(N, d, k)$ is indeed efficient it is sufficient, as it was explained in [33], to find the fidelity between states in the idealised situation, where the state is teleported and the remaining resource state is untouched, and the real state of the resource after application of a joint measurement in PBT. Having this one can check how such fidelity behaves after, let us say $k$ rounds of PBT. Up to now only the qubit case, for non-optimal PBT has been investigated and there is a lower bound (Theorem 1 in [33]) for the fidelity $F(\mathcal{P}_{rec}(N, 2, 1))$ of the form:

$$F(\mathcal{P}_{rec}(N, 2, 1)) \geq 1 - \frac{11}{4N} + O\left(\frac{1}{N^2}\right). \tag{1}$$

Next, having a lower bound on fidelity $F(\mathcal{P}_{rec})$ after one round of the recycling protocol, one can establish similar lower bound after $k$ rounds of the protocol (Lemma 2 in [33]):

$$F(\mathcal{P}_{rec}(N, 2, k)) \geq 1 - \frac{11k}{2N}. \tag{2}$$

The above expression states that the error after each round is at most additive in the number of rounds $k$. These results would imply that in every round of teleportation Alice can apply the same type of measurement called square-root measurement which is in fact optimal for non-optimal and optimal PBT due to the results in [18] producing reasonably high efficiency of teleportation when parties re-use the remaining ports.

In this paper we extend the results on recycling protocol for deterministic PBT beyond qubit case and we discuss recycling for the optimal version of PBT. In particular, our contribution is the following:
1. To obtain all the results regarding the recycling protocol we have to know the interior structure of the square-root measurements existing in deterministic PBT. In this paper we present substantial analysis of the interior structure of these objects from the point of view of representation theory. We prove several propositions including: their composition law which shows when the considered measurements become projective, we compute matrix elements of the measurements in irreducible blocks, and finally we present how to effectively calculate square-roots from the measurements occurring in PBT. The latter is crucial in computing recycling fidelity for PBT.

2. For an arbitrary dimension \( d \) of the port we evaluate expressions for \( F(P_{\text{rec}}(N, d, 1)) \) in the case of non-optimal and optimal deterministic PBT in terms of the operators describing the teleportation protocol like Alice’s measurements and signal states. In particular, the analysis for the optimal PBT is presented for the first time, even in the qubit case.

3. In both variants we derive expressions for explicit values of \( F(P_{\text{rec}}(N, d, 1)) \) depending on group theoretic quantities such as multiplicities and dimensions of irreducible representations of the symmetric groups \( S(N) \) and \( S(N - 1) \) in the Schur-Weyl duality. These results are obtained for an arbitrary port dimension \( d \). In particular case, when \( d = 2 \), we present effectively computable expressions depending only on the number of ports \( N \).

4. Exploiting already existing results (Lemma 2 in [33]), we present a lower bound on \( F(P_{\text{rec}}(N, 2, k)) \) in terms of group-theoretical quantities for any \( d \geq 2 \), showing that the error is at most additive in \( k \).

5. We show numerically that there is no clear connection between \( F(P_{\text{rec}}(N, d, 1)) \) and the type of resource states for deterministic PBT. We show that the fidelity between the resource states for non- and optimal deterministic PBT decreases strongly for large \( N \), showing qualitative difference between the states. However, this behaviour does not imply the difference between behaviour of \( F(P_{\text{rec}}(N, d, 1)) \) for discussed schemes. In particular, even that two resource states are very different the values of \( F(P_{\text{rec}}(N, d, 1)) \) do not change significantly.

The structure of the paper is as follows. In Section II we describe in detail deterministic PBT and identify all its symmetries with respect to unitary and symmetric group. In Section III we introduce the minimal necessary amount of information regarding representation theory of symmetric group \( S(n) \) and algebra of partially transposed permutation operators required for understanding augmentations presented later. In Section IV we analyse the square-root measurements from PBT from the point of view of their underlying symmetries. In particular, we evaluate the composition law for them and their square-roots occurring in the recycling protocol. In Section V we formally introduce the recycling protocol for deterministic PBT and present main results of this paper. We start from Theorem 10 where explicit equation for \( F(P_{\text{rec}}(N, d, 1)) \) is presented as a function of the joint measurement occurring in PBT. Next, in Theorem 11 using Schwarz inequality and properties of the joint measurement we derive an upper bound for \( F(P_{\text{rec}}(N, d, 1)) \), showing that the obtained expression is well defined. In Theorem 12 we present explicit expression for \( F(P_{\text{rec}}(N, d, 1)) \) in arbitrary dimension \( d \) in terms of group-theoretic parameters like dimensions and multiplicities of irreducible representations in the Schur-Weyl duality. Then, in Lemma 13 the reduction to qubit case of the the statement of Theorem 12 is presented. In the same section we analyse the efficiency of the recycling protocol when Alice optimises over measurements and the resource state simultaneously - see Theorem 14 and Lemma 15. Lastly, we present a short discussion about the previously undiscussed connection between the type of the resource state and the efficiency of the recycling protocol. In fact, we show that the resource states for non- and optimal PBT are very different (Lemma 16) but resulting fidelity in the recycling protocol is almost the same for both of them. Our paper contains also appendices where we give detailed proofs of the statements from the main text which require more advanced tools from representation theory. We talk about explicit expressions for \( F(P_{\text{rec}}(N, d, 1)) \) in arbitrary dimension of the port, as well as, its simplification in the qubit case (Appendix A, Appendix D, Appendix F).

II. DETERMINISTIC PORT-BASED TELEPORTATION

In this section we describe the deterministic version of PBT [13, 14, 22, 34] together with the symmetries emerging in the protocol.

**Deterministic port-based teleportation.** In deterministic PBT parties share a state, called the resource state, composed of \( N \) copies of \( d \)-dimensional maximally entangled states, each of them called port. Without loss of generality we assume the following form of shared state:

\[
|\Psi\rangle_{AB} = (O_A \otimes 1_B)|\psi^+\rangle_{AB} = (O_A \otimes 1_B)|\psi^+\rangle_{A_1B_1} \otimes |\psi^+\rangle_{A_2B_2} \otimes \cdots \otimes |\psi^+\rangle_{A_NB_N},
\]  

(3)
where $A = \{A_1, A_2, \ldots, A_N\}$, $B = \{B_1, B_2, \ldots, B_N\}$, and $O_A$, with normalisation constraint $\text{Tr}(O_A^\dagger O_A) = d^N$, is a global operation applied by Alice to increase the efficiency of the protocol. In non-optimal PBT $O_A = 1_A$, while for optimal scheme its explicit form is known and discussed in [14 22]. Alice to transmit the state of an unknown particle $\psi_A$ performs a joint measurement, on the state $\psi_A$ and her half of the resource state. The measurements $\{\Pi^{AA_0}_a\}_{a=1}^N$ are described here by positive operator valued measure (POVM), so they satisfy the relation $\sum_{a=1}^N \Pi^{AA_0}_a = 1_{AA_0}$. After the measurement she gets a classical outcome $1 \leq a \leq N$ transmitted to Bob by a classical channel. To end the procedure Bob has to just pick-up the right port pointed by the classical message $a$. Denoting by $\Psi_{AB} = |\Psi^+\rangle\langle\Psi^+|_{AB}$, and by $\psi_{A_0} = |\psi\rangle\langle\psi|_{A_0}$, we write the teleportation channel $N$ which has the following form:

$$
N(\psi_{A_0}) = \frac{1}{N} \sum_{a=1}^N \text{Tr}_{A_0A_0} \left( \sqrt{\Pi^{AA_0}_a} (\psi_{AB} \otimes \psi_{A_0}) \sqrt{\Pi^{AA_0}_a} \right)_{B_0 \rightarrow \overline{B}}.
$$

(4)

where by $\text{Tr}_{B_0}$ denotes partial trace over all systems $B$ but $a$. The states $\sigma_{A_0\overline{B}}$ are called signal states and have the following explicit form

$$
\sigma_{A_0\overline{B}} \equiv \sigma_a = \text{Tr}_{B_0} (\psi^+_{AB}) = \text{Tr}_{B_0} \left( P^+_A B_1 \otimes P^+_A B_2 \otimes \cdots \otimes P^+_A B_N \right)_{B_0 \rightarrow \overline{B}} = \frac{1}{d^N-1} 1_{\tilde{A}_a} \otimes P^+_{A_0\overline{B}}.
$$

(5)

where $P^+_{A_0\overline{B}}$ is projector on maximally entangled state between systems $A_a$ and $\overline{B}$. As it was mentioned in deterministic scheme teleportation always succeeds but the teleported state is distorted. To know how well we perform, one can evaluate entanglement fidelity $F(N)$ of teleportation channel $N$ when teleporting a subsystem $C$ from a maximally entangled state $P^+_{CD}$, and computing overlap with the state after perfect transmission $P^+_{\overline{B}D}$ [13 14 22]:

$$
F(N) = \text{Tr} \left[ P^+_{\overline{B}D} (N_C \otimes 1_D) (P^+_{CD}) \right] = \frac{1}{d^2} \sum_{a=1}^N \text{Tr} \left[ (O_A^\dagger \otimes 1_B^\dagger) \Pi^{AB}_a (O_A \otimes 1_B) \sigma_{A_0\overline{B}} \right].
$$

(6)

For an arbitrary dimension $d$ the fidelity $F(N)$ has been evaluated explicitly using methods coming from group representation theory [9 22 34]. Due to the recent result presented in [18], we know that square-root measurements (SRM) are optimal in both PBT versions, where parties share entangled pairs only, and when Alice optimises over the shared state and measurements. The optimal measurements in the both cases are of the form:

$$
\forall 1 \leq a \leq N \quad \Pi^{AA_0}_a \equiv \Pi_a = \frac{1}{\sqrt{\rho}} \sigma_{A_0A_0} \frac{1}{\sqrt{\rho}}, \quad \text{where} \quad \rho = \sum_{a=1}^N \sigma_{A_0A_0},
$$

(7)

The operator $\rho^{-1}$ is restricted to the support of $\rho$, so to ensure summation of all POVMs to identity $1_{AA_0}$ on the whole space $(\mathbb{C}^d)^{\otimes N+1}$, we add to every $\Pi^{AA_0}_a$ an excess term

$$
\frac{1}{N} \Delta = \frac{1}{N} \left( 1_{AA_0} - \sum_{a=1}^N \Pi^{AA_0}_a \right), \quad \text{where} \quad \Delta = 1_{AA_0} - \sum_{a=1}^N \Pi^{AA_0}_a,
$$

(8)

having for $1 \leq a \leq N$ the new operators of the form

$$
\bar{\Pi}^{AA_0}_a = \Pi^{AA_0}_a + \frac{1}{N} \Delta.
$$

(9)

As we discuss later (see also [13 14 34]) this extra term does not change the entanglement fidelity $F(N)$ of the channel $N$.

**Symmetries in port-based teleportation** For the further purposes let us focus here a little bit on symmetries occurring in signals and measurements in deterministic PBT. Now we are ready to identify all symmetries in PBT. First there is a well known observation that a bipartite maximally entangled state is $U \otimes \overline{U}$ invariant, where the bar
denotes complex conjugation of an element $U$ of the unitary group $U(d)$. This implies the following symmetries of all signal states $\sigma_a$:

$$[U^\otimes N \otimes \overline{U}, \sigma_a] = 0, \quad \forall \ U \in U(d),$$

$$[V(\pi), \sigma_a] = 0, \quad \forall \ \pi \in S(N-1),$$

(10)

where $S(N-1)$ is the symmetric group of $N-1$ elements, $\overline{U}$ acts on $B$, and $U^\otimes N$ acts on systems $A = A_1 \cdots A_N$. Construction of the signal states $\sigma_a$ allows us to identify an additional symmetry which is the covariance with respect to elements from the group $S(N)$:

$$V(\pi)\sigma_a V^t(\pi) = \sigma_{\pi(a)^t}, \quad \forall \ \pi \in S(N).$$

(11)

In particular, choosing one signal, let us say $\sigma_N$, any other one can be obtained by just implementing an appropriate operator $V(\pi)$, in this case the element from the coset $S(N)/S(N-1)$, elements of which are of the form $V[(a, N-1)]$, for $a = 1, \ldots, N-1$, where $(a, N-1)$ denotes transposition between respective systems. The above considerations imply that the operator $\rho$ from (7) is invariant with respect to elements from $S(N)$ and the following relation for the measurements $\Pi_a$ from (7):

$$V(\pi)\Pi_a V^t(\pi) = \Pi_{\sigma(a)}, \quad \forall \ \pi \in S(N).$$

(12)

Now, we observe that any bipartite maximally entangled state $P^+_{XY}$ can be viewed as a partially transposed permutation operator $V[(X,Y)]$ between systems $X$ and $Y$:

$$P^+_{XY} = \frac{1}{d} t_Yv[(X,Y)], \quad t_Y \text{ – partial transposition over system } Y,$$

(13)

so operator $\rho$ from (7) reads

$$\rho = \frac{1}{d^N} \sum_{a=1}^{N} 1_{A_aA_0} \otimes V^t_{A_0}[(A_a, A_0)] \equiv \frac{1}{d^N} \sum_{i=1}^{N} V^t_{A_0}[(A_a, A_0)] \equiv \frac{1}{d^N} \sum_{a=1}^{N} V^t[(a, n)],$$

(14)

where the bar here denotes here all systems but $A_a, A_0$, and in the last equality we renumbered systems according to rule $A_1 \mapsto 1, A_2 \mapsto 2, \ldots, A_N \mapsto N, A_0 \mapsto n = N + 1$. By $\cdot$ we denote partial transposition over $n$–th system. We will exploit this notation later in this paper, making expressions more compact, especially in appendices where we investigate structure of POVMs. These symmetries, together with observations above allow us to use group theoretic machinery for the algebra of partially transposed permutation operators [20, 21] together with the Schur-Weyl duality [10]. We discuss this connection on a deeper level later in this paper.

III. SYMMETRIC GROUP AND ALGEBRA OF PARTIALLY TRANSPOSED PERMUTATION OPERATORS

For self-consistence of the paper and clarity of the further analysis we briefly remind here basic elements of representation theory of the symmetric group and the algebra of partially transposed permutation operators.

Representations of symmetric group $S(n)$ Let us start form considering a permutational representation $V$ of the symmetric group $S(n)$, where $n = N + 1$, in the space $\mathcal{H} \equiv (\mathbb{C}^d)^\otimes n$ defined in the following way

Definition 1. $V : S(n) \to \text{Hom}((\mathbb{C}^d)^\otimes n)$ and

$$\forall \pi \in S(n) \quad V(\pi) \cdot |e_i_1\rangle \otimes |e_i_2\rangle \otimes \cdots \otimes |e_i_n\rangle = |e_{\pi^{-1}(i_1)}\rangle \otimes |e_{\pi^{-1}(i_2)}\rangle \otimes \cdots \otimes |e_{\pi^{-1}(i_n)}\rangle,$$

(15)

where $d \in \mathbb{N}$ and $\{ |e_i\rangle \}_{i=1}^d$ is an orthonormal basis of the space $\mathbb{C}^d$.

Since the representation $V(S(n))$ (or $V_d(S(n))$ to underline the space dimension) is defined in a given basis of the space $\mathbb{C}^d$, it is a matrix representation, and operators $V(\pi)$ just permute basis vectors according to the given permutation $\pi$. The representation $V(S(n))$ extends in a natural way to the representation of the group algebra $\mathbb{C}[S(n)]$ and in this way we get the algebra

$$\mathcal{A}_n(d) := \text{span}_\mathbb{C}\{V(\sigma) : \sigma \in S(n)\} \subset \text{Hom}((\mathbb{C}^d)^\otimes n)$$

(16)
of operators representing the elements of the group algebra $\mathbb{C}[S(n)]$. Note that the algebra $A_n(d)$ contains a natural subalgebra

$$A_{n-1}(d) := \text{span}_\mathbb{C}\{ V(\sigma_{n-1}) : \sigma_{n-1} \in S(n-1) \}. \quad (17)$$

To learn about irreps of the symmetric group $S(n)$ we need to introduce a notion of partition. A partition $\alpha$ of a natural number $n$, which we denote as $\alpha \vdash n$, is a sequence of positive numbers $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_r)$, such that

$$\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_r, \quad \sum_{i=1}^r \alpha_i = n. \quad (18)$$

The above fact can be represented graphically. Namely, every partition can be visualised as a Young frame - a collection of boxes arranged in left-justified rows (see the panel A of Figure 3). For a fixed number $n$, the number of Young frames determines the number of nonequivalent irreps of $S(n)$ in an abstract decomposition. However, working in the representation space $\mathcal{H} \equiv (\mathbb{C}^d)^\otimes n$, in every decomposition of $S(n)$ into irreps we take Young frames $\alpha$ whose height $h(\alpha)$ is at most $d$. Further, by $\hat{S}(n)$ we denote set of all irreps of the group $S(n)$.

Now, suppose we have $\alpha \vdash n-1$ and $\mu \vdash n$. Writing $\mu \in \alpha$ we consider such Young frames $\mu$ which can be obtained from $\alpha$ by adding a single box (see the panel B of Figure 3). Similarly, writing $\alpha \in \mu$ we consider such Young frames $\alpha$, which can be obtained from $\mu$ by removing a single box. For further purposes let us define also the following set of irreps of $S(n)$

$$\Theta := \{ \theta : \alpha \vdash n-1 \text{ with } h(\alpha) = d \text{ and } h(\theta) = d+1 \}. \quad (19)$$

When one considers irreps of $S(n-1)$ for which $h(\alpha) < d$, then $\Theta$ is a empty set. Notice that for a given Young frame $\alpha$ with $h(\alpha) = d$ there is only one $\theta$ with $h(\theta) = d+1$.

Finally, having introduced all necessary notation we recall here the celebrated Schur-Weyl duality \cite{10}, which states that the diagonal action of the general linear group $GL_d(\mathbb{C})$ of invertible complex matrices and of the symmetric group on $(\mathbb{C}^d)^\otimes n$ commute:

$$V(\sigma)(X \otimes \cdots \otimes X) = (X \otimes \cdots \otimes X)V(\sigma), \quad (20)$$

where $\sigma \in S(n)$ and $X \in GL_d(\mathbb{C})$. Due to the above relation we have the following:
Theorem 2. The tensor product space \((\mathbb{C}^d)^{\otimes n}\) can be decomposed as

\[
(\mathbb{C}^d)^{\otimes n} = \bigoplus_{\alpha \vdash \gamma \leq d} \mathcal{U}_\alpha \otimes \mathcal{S}_\gamma,
\]

where the symmetric group \(S(n)\) acts on the space \(\mathcal{S}_\alpha\) and the general linear group \(GL_d(\mathbb{C})\) acts on the space \(\mathcal{U}_\alpha\), labelled by the same partitions.

From the decomposition given in Theorem 2 we deduce that for a given irrep \(\alpha\) of \(S(n)\), the space \(\mathcal{U}_\alpha\) is multiplicity space of dimension \(m_\alpha\) (multiplicity of irrep \(\alpha\)), while the space \(\mathcal{S}_\alpha\) is representation space of dimension \(d_\alpha\) (dimension of irrep \(\alpha\)). Finally with every subspace \(\mathcal{U}_\alpha \otimes \mathcal{S}_\gamma\) we associate Young projector:

\[
P_\alpha = \frac{d_\alpha}{n!} \sum_{\sigma \in S(n)} \chi_\alpha(\sigma^{-1}) V(\sigma), \quad \text{with} \quad \text{Tr} P_\alpha = m_\alpha d_\alpha,
\]

where \(\chi_\alpha(\sigma^{-1})\) is the character associated with the irrep indexed by \(\alpha\). The symbols \(m_\alpha, d_\alpha\) denote the multiplicity and dimension of an irrep \(\alpha\) in the Schur-Weyl duality in Theorem 2. Further, whenever we mean a matrix representation of an irrep of \(\sigma \in S(n)\) indexed by a a \(\alpha\) we write \(\psi_\alpha(\sigma)\) or \(\phi_\alpha(\sigma)\).

**Algebra of partially transposed permutation operators** Having definition of the group algebra \(\mathbb{C}[S(n)]\) in equation (16), we can naturally introduce the algebra of partially transposed operators with respect to last subsystem \(\mathcal{A}^{\otimes}_n(d)\) in the following way

**Definition 3.** For \(\mathcal{A}^{t\otimes}_n(d) := \text{span}_{\mathbb{C}}\{V(\sigma) : \sigma \in S(n)\}\) we define a new complex algebra

\[
\mathcal{A}^{t\otimes}_n(d) := \text{span}_{\mathbb{C}}\{V^t(\sigma) : \sigma \in S(n)\} \subset \text{Hom}(\mathbb{C}^d)^{\otimes n}),
\]

where the symbol \(t\) denotes the partial transposition with respect to the last subsystem in the space \(\text{Hom}(\mathbb{C}^d)^{\otimes n})\). The elements \(V^t(\sigma) : \sigma \in S(n)\) will be called natural generators of the algebra \(\mathcal{A}^{t\otimes}_n(d)\). Later for the simplicity of the presentation we use symbol \(t\) for partial transposition \(t_n\) and \(V^t\) for transposed permutation operator \(V^t n\) between systems \(n-1\) and \(n\).

Please notice that from the above definition and expression (17) it directly follows that \(\mathcal{A}^{t\otimes}_{n-1}(d) \subset \mathcal{A}^{t\otimes}_n(d)\). It means the algebra \(\mathcal{A}^{t\otimes}_n(d)\) contains operators representing the subgroup \(S(n-1) \subset S(n)\), which are invariant with respect to partial transposition \(t_n\). By the definition the algebra \(\mathcal{A}^{t\otimes}_n(d)\), which is in fact the a matrix algebra, acts naturally in the space \(\mathcal{H} = (\mathbb{C}^d)^{\otimes n}\). From papers [20, 34] we know that the algebra \(\mathcal{A}^{t\otimes}_n(d)\) is a direct sum of two ideals

\[
\mathcal{A}^{t\otimes}_n(d) = \mathcal{M} \oplus \mathcal{S} = FA^{t\otimes}_n(d)F \oplus (id A^{t\otimes}_n(d) - F)\mathcal{A}^{t\otimes}_n(d)(id A^{t\otimes}_n(d) - F),
\]

where the idempotent \(F = \sum_{a | d-2} \sum_{\mu \subset \alpha} F_\mu(\alpha)\) is the identity on the ideal \(\mathcal{M}\), i.e. \(F = id \mathcal{M}\). The operators \(F_\mu(\alpha)\) are projectors on irreps of \(\mathcal{A}^{t\otimes}_n(d)\) contained in the ideal \(\mathcal{M}\). The ideals \(\mathcal{M}\) and \(\mathcal{S}\) also act in the space \(\mathcal{H} = (\mathbb{C}^d)^{\otimes n}\). The idempotents \(F\) and \(id A^{t\otimes}_n(d) - F\) satisfy the relation

\[
F + (id A^{t\otimes}_n(d) - F) = id A^{t\otimes}_n(d), \quad F(id A^{t\otimes}_n(d) - F) = 0 = (id A^{t\otimes}_n(d) - F)F.
\]

These properties of the projectors \(F\) and \(id A^{t\otimes}_n(d) - F\) imply, that the carrier space \(\mathcal{H}\) of the algebra \(\mathcal{A}^{t\otimes}_n(d)\) splits into a direct sum of two orthogonal subspaces

\[
\mathcal{H} = F(\mathcal{H}) \oplus (id A^{t\otimes}_n(d) - F)(\mathcal{H}) \equiv \mathcal{H}_\mathcal{M} \oplus \mathcal{H}_\mathcal{S}.
\]

and we have

\[
\forall m \in \mathcal{M} \quad m\mathcal{H}_\mathcal{S} = 0,
\]

i.e. all elements of the ideal \(\mathcal{M}\) act trivially on the subspace \(\mathcal{H}_\mathcal{S}\), so we have

\[
\forall m \in \mathcal{M} \quad \text{Tr}_{\mathcal{H}}(m) = \text{Tr}_{\mathcal{H}_\mathcal{M}}(m).
\]
IV. STRUCTURE OF SQUARE-ROOT MEASUREMENTS IN PORT-BASED TELEPORTATION

In this section we investigate the internal structure of POVMs \( \{\Pi_a\}_{a=1}^N \) given in (7) and used by Alice in deterministic PBT scheme. In particular, our main goal here is to calculate the overlap of the signal states \( \{\sigma_a\}_{a=1}^N \) with square-roots of POVMs \( \{\sqrt{\Pi_a}\}_{a=1}^N \). As a byproduct we also prove a composition law for the square-root measurements (Proposition 4) giving conditions for their projectivity.

Let us start from general considerations and for the time being let us drop the extra term \( \Delta \) from (8) in every \( \Pi_a \) and write

\[
\sum_{a=1}^N \Pi_a = \frac{1}{\sqrt{\rho}} \sum_{a=1}^N \sigma_a \frac{1}{\sqrt{\rho}} = \frac{1}{\sqrt{\rho}} \rho \frac{1}{\sqrt{\rho}} = id_{\text{supp}(\rho)},
\]

where \( \text{supp}(\rho) \) denotes the support of the operator \( \rho \). On the other hand from expression (B9) and interpretation of the projectors \( F_v(a) \) introduced in Section III one can conclude that \( id_{\text{supp}(\rho)} = id_M \), where \( M \) denotes ideal in the decomposition of the algebra \( A^n_0(d) \) in (24). Indeed, as we explained in the proof of Theorem 11 for computing of the mentioned overlap, we do not have to take into account \( \Delta \), since \( \text{supp}(\Delta) \perp \text{supp}(\sigma_a) \) for \( 1 \leq a \leq n-1 \).

It appears that further properties of the operators \( \{\Pi_a\}_{a=1}^n \) depend on the relation between the numbers \( d \) and \( n \), i.e. between dimension of the port \( d \) and total number of systems in \( \mathcal{H} = (\mathbb{C}^d)^{\otimes n} \). It follows from (20) (21) that if \( d \geq n - 1 \), then the irrep \( M^n_f \) in reduced basis \( f \) of the algebra \( A^n_0(d) \) is the full induced representation \( \Phi^a = \text{ind}_{S(n-2)}^{S(n-1)}(\alpha) \) of the subalgebra \( V_d(S(n-1)) \), i.e. we have

\[
M^n_f = \bigoplus_{\nu \in \Phi^a} \psi^\nu,
\]

as a representation of \( S(n-1) \), but if \( d < n - 1 \) then we have

\[
M^n_f = \bigoplus_{\nu \in \Phi^a, \nu \neq \theta} \psi^\nu,
\]

where \( \psi^\theta \) is the irrep of \( S(n-1) \) which does not occur in the decomposition. It takes place when height \( h(\cdot) \) of a Young frame \( \alpha \) satisfies \( h(\alpha) = d \).

First we find an expression for the matrix elements of \( M^n_f[\Pi_a] \) of a given POVM \( \Pi_a \) in the irrep \( M^n_f \) in the reduced basis \( f \equiv \{f^a_v : h(v) \leq d, \quad j_v = 1, \ldots, d_v \} \) of the ideal \( \Phi^a \):

**Proposition 4.** The matrix elements of POVM \( \Pi_a \), where \( 1 \leq a \leq n-1 \), in the irrep \( M_f^n \) in reduced basis \( f \) of the algebra \( A^n_0(d) \) are the following:

\[
M^n_f[\Pi_a]_{f^\omega_{kl_x},f^\nu_{kl_y}} = \frac{\sqrt{d_\omega d_\nu}}{d_a} \sum_{k_x} \psi^\nu R((a,n-1))_{f^\omega_{kl_x}f^\nu_{kl_y}} \psi^\omega R((a,n-1))_{f^\nu_{kl_y}f^\omega_{kl_x}},
\]

where \( \omega, \nu \neq \theta \) if \( h(\alpha) = d \).

**Proof.** In the irrep \( \Phi^a \) of the algebra \( A^n_0(d) \) in PRIR basis \( M^n_f \) (see Appendix B for a short summary) the matrix form for the operators \( V^n((a,n)) \) is given through expression (34). Next we know by Lemma 35 in [21] that in the irrep \( \Phi^a \) of the algebra \( A^n_0(d) \) in PRIR basis \( M^n_f \) the operator \( \rho \) from (B9) is diagonal

\[
M^n_f[\rho]_{f^\omega_{kl_x},f^\nu_{kl_y}} = \delta^{\omega \nu} \delta^{\omega \nu} \delta_{f^\omega_{kl_x}f^\nu_{kl_y}} \lambda(\alpha),
\]

where the numbers \( \lambda(\alpha) \) are given in (B8). Therefore we have

\[
M^n_f[\Pi_a]_{f^\omega_{kl_x},f^\nu_{kl_y}} = \frac{\sqrt{d_\omega d_\nu}}{d_a} \sum_{k_x} \psi^\nu R((a,n-1))_{f^\omega_{kl_x}f^\nu_{kl_y}} \psi^\omega R((a,n-1))_{f^\nu_{kl_y}f^\omega_{kl_x}},
\]

and further

\[
M^n_f[\Pi_a]_{f^\omega_{kl_x},f^\nu_{kl_y}} = \frac{\sqrt{d_\omega d_\nu}}{d_a} \sum_{k_x} \psi^\nu R((a,n-1))_{f^\omega_{kl_x}f^\nu_{kl_y}} \psi^\omega R((a,n-1))_{f^\nu_{kl_y}f^\omega_{kl_x}}.
\]

This finishes the proof. \( \square \)
Proposition 5. For any PRIR representation \( M_f^a \) and POVM operators \( \{ \Pi_a \}_{a=1}^{n-1} \), we have
\[
\forall 1 \leq a \leq n-1 \quad M_f^a[\Pi_a]M_f^a[\Pi_a] = \left( 1 - \frac{d_\theta}{(n-1)d_a} \right) M_f^a[\Pi_a].
\] (36)

If \( h(\alpha) < d \) then \( d_\theta = 0 \), and \( M_f^a[\Pi_a] \) is a projector. If \( h(\theta) = d \), then \( d_\theta \neq 0 \) and \( M_f^a[\Pi_a] \) is a pseudo-projector.

Proof. For the proof we use expression for the matrix elements of \( \Pi_a \) presented in Proposition 4. Let us calculate the composition in (36) in PRIR indices:
\[
\left[ M_f^a[\Pi_a]M_f^a[\Pi_a] \right]_{k_\omega l_\nu}^{j_\omega l_\nu} = \frac{1}{(n-1)^2} \sum_{\rho \in \Phi^a} \sum_{k_\alpha l_\delta} \sqrt{d_\omega d_\nu} \frac{\partial}{\partial a} \psi_k^a[(a,n-1)]_{j_\omega k_\alpha} \psi_l^a[(a,n-1)]_{l_\nu k_\delta} \times
\]
\[
\times \psi_{j_\alpha j_\delta}[(a,n-1)]_{k_\alpha k_\delta} \psi_{l_\nu l_\delta}[(a,n-1)]_{l_\nu l_\delta}.
\] (37)

Finally we have
\[
\sum_{\rho \in \Phi^a} \sum_{k_\alpha l_\delta} \sqrt{d_\omega d_\nu} \frac{\partial}{\partial a} \psi_k^a[(a,n-1)]_{j_\omega k_\alpha} \psi_l^a[(a,n-1)]_{l_\nu k_\delta} \times
\]
\[
\times \psi_{j_\alpha j_\delta}[(a,n-1)]_{k_\alpha k_\delta} \psi_{l_\nu l_\delta}[(a,n-1)]_{l_\nu l_\delta} = \left( 1 - \frac{d_\theta}{(n-1)d_a} \right) M_f^a[\Pi_a]_{j_\omega l_\nu},
\] (38)

where in the second equality we use direct expression for \( M_f^a[\Pi_a]_{j_\omega l_\nu} \) from Proposition 4. We see that whenever \( d_\theta \neq 0 \) the POVMs \( \{ \Pi_a \}_{a=1}^{N} \) are pseudo-projectors with the factor \( 1 - \frac{d_\theta}{(n-1)d_a} \), this is always the case when \( d \leq n-1 \).

Finally when \( h(\alpha) < d \), which is always the case when \( d \geq n-1 \), then \( d_\theta = 0 \), since there are no irreps to remove, and the above equation reduces to
\[
\left[ M_f^a[\Pi_a]M_f^a[\Pi_a] \right]_{j_\omega l_\nu}^{j_\omega l_\nu} = M_f^a[\Pi_a]_{j_\omega l_\nu},
\] (39)

showing that POVMs \( \{ \Pi_a \}_{a=1}^{N} \) are projectors in this regime.

Having the above, we are in position to compute the square root from a given POVM \( \Pi_a \):

Proposition 6. For any PRIR representation \( M_f^a \) in reduced basis \( f \) and any POVM operator \( \Pi_a \), we have
\[
M_f^a[\sqrt{\Pi_a}]_{j_\omega l_\nu}^{j_\omega l_\nu} = \frac{1}{\sqrt{(n-1)d_a - d_\theta}} \sum_{k_\alpha} \psi_{j_\alpha j_\delta}[(a,n-1)]_{k_\alpha k_\delta} \psi_{l_\nu l_\delta}[(a,n-1)]_{l_\nu l_\delta}.
\] (40)

Proof. For the proof it is enough to deduce from Proposition 5 that for \( 1 \leq a \leq n-1 \) one has
\[
M_f^a[\sqrt{\Pi_a}] = \frac{1}{\sqrt{1 - \frac{d_\theta}{(n-1)d_a}}} M_f^a[\Pi_a].
\] (41)

Writing the above in PRIR indices and using the statement of Proposition 4 we obtain expression (44).
Proposition 7. For any PRIR representation $M^a_j$ we have

$$\text{Tr} \left( M^a_j \left[ \sqrt{\Pi_a} | V'[(a, n)] \right] \right) = \frac{1}{\sqrt{(n-1)d_\alpha - d_\theta}} \frac{1}{(n-1)m_\alpha} \left( \sum_{v \in \Phi^a} \sqrt{m_v d_v} \right)^2 .$$

In the case $h(a) < d$, when $d_\theta = 0$, we have

$$\text{Tr} \left( M^a_j \left[ \sqrt{\Pi_a} | M^a_j | V'[(a, n)] \right] \right) = \frac{1}{(n-1)m_\alpha} \left( \sum_{v \in \Phi^a} \sqrt{m_v d_v} \right)^2 .$$

Proof. First we prove expression (46), when $h(a) < d$. It means that in this particular case one has $d_\theta = 0$ and the irrep $M^a_j$ is the full induced representation at $l = c$ is described in (30). Taking form of $M^a_j[V'(a, n)]_{l,\theta, l'\theta}$ from Proposition 17 and form of $M^a_j[\sqrt{\Pi_a}]_{l,\theta, l'\theta}$ from Proposition 6 we write:

$$\sum_{v \in \Phi^a} \sum_{l_\theta, l'\theta} M^a_j[\sqrt{\Pi_a}]_{l_\theta, l'\theta} M^a_j[V'[(a, n)]_{l_\theta, l'\theta} = \sum_{v \in \Phi^a} \sum_{l_\theta, l'\theta} \frac{d_\omega d_v}{(n-1)d_\alpha} \sum_{k_\alpha} \sqrt{m_v d_v} \sum_{k_\alpha} \delta_{k_\alpha, k_\alpha} \psi^\omega(v, a, n-1)_{l_\theta, k_\alpha} \psi^\omega(v, a, n-1)_{l'\theta, k_\alpha} \times$$

$$\sqrt{m_v d_v} = \sum_{v \in \Phi^a} \sqrt{m_v d_v} \sum_{k_\alpha} \sqrt{m_v d_v} \sum_{k_\alpha} \delta_{k_\alpha, k_\alpha} \psi^\omega(v, a, n-1)_{l_\theta, k_\alpha} \psi^\omega(v, a, n-1)_{l'\theta, k_\alpha} \times$$

Having the above expression we are in position to evaluate trace $\text{Tr} \left( M^a_j \left[ \sqrt{\Pi_a} | M^a_j | V'[(a, n)] \right] \right)$. We have

$$\text{Tr} \left( M^a_j \left[ \sqrt{\Pi_a} | M^a_j | V'[(a, n)] \right] \right) = \sum_{v \in \Phi^a} \sqrt{m_v d_v} \sum_{l_\theta, l'\theta} \sqrt{m_\omega d_\omega} \sum_{k_\alpha} \delta_{k_\alpha, k_\alpha} = \frac{1}{(n-1)m_\alpha} \left( \sum_{v \in \Phi^a} \sqrt{m_v d_v} \right)^2 .$$

Now, we compute the case when $h(a) = d$ and an irrep $M^a_j$ of the algebra $A^a_n(d)$ has a form presented in (31). In this case we consider only such irreps $v \in \Phi^a$ for which $v \neq \theta$:

$$\sum_{v \in \Phi^a} \sum_{v \neq \theta} \sum_{l_\theta, l'\theta} M^a_j[\sqrt{\Pi_a}]_{l_\theta, l'\theta} M^a_j[V'[(a, n)]_{l_\theta, l'\theta} = \sum_{v \in \Phi^a} \sqrt{m_v d_v} \sum_{v \neq \theta} \sqrt{m_\omega d_\omega} \sum_{k_\alpha} \delta_{k_\alpha, k_\alpha} \times$$

Computing the trace from the above expression we have

$$\text{Tr} \left( M^a_j \left[ \sqrt{\Pi_a} | M^a_j | V'[(a, n)] \right] \right) = \sum_{v \in \Phi^a} \sqrt{m_v d_v} \sum_{v \neq \theta} \sqrt{m_\omega d_\omega} \sum_{k_\alpha} \delta_{k_\alpha, k_\alpha} \times$$

This finishes the proof. □
From this we deduce the value of the trace over full Hilbert space $H = (C^d)^\otimes n$ not only in a particular irrep $M_f^\nu$ of the algebra $A_n^\nu(d)$. Namely we have the following:

**Theorem 8.** For numbers $n \in \mathbb{N}, d \geq 2$ in the algebra $A_n^\nu(d)$ we have

$$\text{Tr}_H \left( \sqrt{\prod_a V'(a,n)} \right) = \sum_{\alpha \in S(n-1)} \frac{1}{n-1} \left( \sum_{\nu \in \alpha} \sqrt{m_\nu d_\nu} \right)^2 + \sum_{\alpha \in S(n)} \frac{1}{n} \left( \sum_{\nu \in \alpha} \sqrt{m_\nu d_\nu} \right)^2, \quad (n-\mathbf{1})$$

Proof: To prove the statement of this theorem we have consider two cases when $h(\alpha) = d$, then we use expression (30), and when $h(\alpha) = d$, then we use expression (31). Since both equations are evaluated in a given irrep $M_f^\nu$ of the algebra $A_n^\nu(d)$ we need to sum up all such contributions, everyone with multiplicity $m_\alpha$. This leads us to expression (57) and finishes the proof.

**Lemma 9.** In the qubit case ($d = 2$) the expression (57) takes the form

$$\text{Tr}_H \left( \sqrt{\prod_a V'(a,n)} \right) = \frac{1}{N} \sum_{l=0}^{k} \sqrt{\frac{(N-1)l(l+1)}{N+1}} \left( \frac{(N-2l+1)}{N+1} \frac{(N+1)}{l} \right) + \left( \frac{(N-2l-1)}{N+1} \frac{(N+1)}{l} \right)^2, \quad (58)$$

where $N = n - 1$ and $a = 1, \ldots, N$.

Proof. In qubit case, only two types of Young diagrams $\lambda_\alpha$ for $\alpha \in S(n-1)$ are possible: either $\lambda_\alpha = (n-1-l, l)$ or $\lambda_\alpha = (n-1, 1)$. We can denote the respective irreps accordingly to the number of the rows i.e. $\lambda_\alpha = (n-1-l, l) = (n-1,l)$.

In the expression (57) the only irreps $\nu \in \alpha$, $\alpha \in S(n-2), h(\alpha) = 1$ such that $\nu \in S(n-1)$ are $\nu_0$ and $\nu_1$. Similarly, the irreps $\nu \in \alpha_j, \alpha_j \in S(n-2), h(\alpha_j) = 2$ are $\nu_l$ and $\nu_{l+1}$, unless for $\alpha_l = (n-2-l, l)$ we have $n-2 = 2l$ and in such case only $\nu_l$ is present. The expression (57) becomes

$$\text{Tr}_H \left( \sqrt{\prod_a V'(a,n)} \right) = \frac{1}{n-1} \left( \sqrt{m_{\nu_0} d_{\nu_0} + \sqrt{m_{\nu_1} d_{\nu_1}}} \right)^2 + \sum_{l=1}^{k} \frac{1}{\sqrt{(n-1) d_{\nu_l} - d_{\nu_{l+1}}}} \left( \sqrt{m_{\nu_l} d_{\nu_l} + \sqrt{m_{\nu_{l+1}} d_{\nu_{l+1}}}} \right)^2, \quad (59)$$

for odd $n$, where $k = \left\lceil \frac{n-2}{2} \right\rceil$ and

$$\text{Tr}_H \left( \sqrt{\prod_a V'(a,n)} \right) = \frac{1}{n} \left( \sqrt{m_{\nu_0} d_{\nu_0} + \sqrt{m_{\nu_1} d_{\nu_1}}} \right)^2 + \sum_{l=1}^{k-1} \frac{1}{\sqrt{(n-1) d_{\nu_l} - d_{\nu_{l+1}}}} \left( \sqrt{m_{\nu_l} d_{\nu_l} + \sqrt{m_{\nu_{l+1}} d_{\nu_{l+1}}}} \right)^2 - \frac{1}{\sqrt{(n-1) d_{\nu_k} - d_{\nu_{k+1}}}} \left( \sqrt{m_{\nu_k} d_{\nu_k}} \right)^2, \quad (60)$$

for even $n$ and $k = \frac{n-2}{2}$.

The expression for $m_\alpha$ and $d_\alpha, \alpha = (n-1-l, l)$, for Young diagrams with at most two rows are given by [2]

$$d_\alpha = \binom{n-1}{l} - \binom{n-1-l}{l-1} = \frac{(n-2l)}{n} \binom{n}{l}, \quad m_\alpha = (n-2l)$$

Moreover, in case of $\theta$ that has three rows $\theta = (n-2-l, l, 1)$ the value for $d_{\theta}$ can be obtained by hook-length formula:

$$d_{\theta} = \frac{(n-1)!}{\prod_i h_{\theta}(i,j)} \quad (63)$$

where $h_{\theta}(i,j)$ is the sum of the number of boxes in $i$th row from $j$th box to the end of the row and the number of boxes in $j$th column after $i$th box, which is so-called hook length. Considering $\alpha_l = (n-2-l, l)$ and $\theta =
the only hooks that differ are hooks in the points $(1, 1)$ and $(2, 1)$. Denoting the product of the common hooks by $R$ we have

$$d_\theta = \frac{(n-1)!}{(n-1)(l+1)R} = (n-1) \frac{(n-1-l)(n-2)!}{(n-1)(l+1)} = (n-1) \frac{(n-1-l)!}{(n-1)(l+1)} d_{\alpha l},$$

(64)

Therefore we have

$$\frac{1}{\sqrt{(n-1)d_{\alpha l} - d_\theta}} \sqrt{d_{\alpha l}} = \frac{1}{\sqrt{(n-1)-(n-1)\frac{(n-1-l)!}{(n-1)(l+1)}} \sqrt{(n-1)}} \frac{1}{(n-1) \sqrt{(n-1)(l+1)}}$$

(65)

and the expressions (59) and (60) become

$$\text{Tr}_H \left( \sqrt{\Pi_{a} V'[(a, n)]} \right) = \frac{1}{n-1} \left( n \sqrt{\frac{1}{n} \binom{n}{0} + (n-2) \sqrt{\frac{1}{n} \binom{n}{1}}} \right)^2$$

(67)

$$+ \frac{1}{n-1} \sum_{l=1}^{k} \left( n-2l \sqrt{\frac{1}{n} \binom{n}{l}} + (n-2(l+1)) \sqrt{\frac{1}{n} \binom{n}{l+1}} \right)^2.$$

(68)

for odd $n$, where $k = \left\lfloor \frac{n-2}{2} \right\rfloor$ and

$$\text{Tr}_H \left( \sqrt{\Pi_{a} V'[(a, n)]} \right) = \frac{1}{n-1} \left( n \sqrt{\frac{1}{n} \binom{n}{0} + (n-2) \sqrt{\frac{1}{n} \binom{n}{1}}} \right)^2$$

(69)

$$+ \frac{1}{n-1} \sum_{l=1}^{k-1} \left( n-2l \sqrt{\frac{1}{n} \binom{n}{l}} + (n-2(l+1)) \sqrt{\frac{1}{n} \binom{n}{l+1}} \right)^2$$

(70)

$$+ \frac{1}{n-1} \sum_{l=1}^{k} \left( n-k \sqrt{\frac{1}{n} \binom{n}{k}} \right)^2$$

(71)

for even $n$ and $k = \frac{n-2}{2}$.

Setting $k = \left\lfloor \frac{n-2}{2} \right\rfloor$ and $N = n-1$ we can see that both expressions simplify to one expression, no matter the parity of $n-2$

$$\text{Tr}_H \left( \sqrt{\Pi_{a} V'[(a, n)]} \right) = \frac{1}{N} \sum_{l=0}^{k} \sqrt{\frac{(N+1-l)(l+1)}{N+1}} \left( (N-2l+1) \sqrt{\frac{1}{N+1} \binom{N+1}{l}} + (N-2l-1) \sqrt{\frac{1}{N+1} \binom{N+1}{l+1}} \right)^2,$$

(72)

which completes the proof.

V. DETAILED ANALYSIS OF THE RECYCLING PROTOCOL FOR PORT-BASED TELEPORTATION

Having presented the analysis of the square-root measurements in the previous section we are in position to apply our findings to the analysis of the recycling protocol. Here we focus on how much the remaining ports degrade after a single round of the recycling scheme. Similarly to [33], we investigate the non-optimal deterministic PBT, when $O_A = 1_A$ in equation (3), and present detailed discussion for the optimal PBT in the respective appendices.

However, before we proceed further we need to introduce and fix some notation. By $|\psi_{in}\rangle = |\psi_{A_0B_0}^+\rangle \otimes |\Phi\rangle_{AB}$ we denote the total state of the resource state and state to be teleported before parties run the protocol. Next, by $|\psi_{id}^{(a)}\rangle$
we denote the total state after the ideal process of teleportation to \(a\)–th port:

\[
|\psi^{(a)}_{\text{id}}\rangle = |\psi_{A_0A_0}^{+}\rangle |\psi_{B_0B_0}^{+}\rangle \otimes \left( \bigotimes_{j=1}^{N} |\psi_{A_jB_j}^{+}\rangle \right).
\]  

(73)

Finally, by \(|\psi^{(a)}_{\text{out}}\rangle\) we denote the total state after application of a measurement \(\Pi_{A_0}^{A_0}\):

\[
|\psi^{(a)}_{\text{out}}\rangle = \frac{1}{\sqrt{d}} \left( \sqrt{\Pi_{A_0}^{A_0} \otimes 1_{B_0B}} \right) |\psi_{\text{in}}\rangle A_0B_0AB.
\]

(74)

Now, we see that to describe qualitatively the efficiency of the recycling scheme we have to compute the average fidelity \(F(P_{\text{rec}}(N,d,1))\) between the state of all the ports \(|\psi^{(a)}_{\text{out}}\rangle\) after application of a measurement \(\Pi_{A_0}^{A_0}\) and the idealised situation, where the teleportation is carried out without any disturbance and state of the ports is \(|\psi^{(a)}_{\text{id}}\rangle\). Now, with the number of ports growing the fidelity of the teleported state goes to 1, since we perform PBT [9]. If the same situation we observe for the fidelity \(F(P_{\text{rec}}(N,d,1))\) it means that the real state is close to the idealised one. From this one can deduce that remaining ports, those except \(a\)-th one, do not suffer too much from the measurement \(\Pi_{A_0}^{A_0}\). Therefore, our next goal is to find expression for the mentioned fidelity \(F(P_{\text{rec}}(N,d,1))\). We start from defining corresponding density matrices \(\psi^{(a)}_{\text{out}} := |\psi^{(a)}_{\text{out}}\rangle \langle \psi^{(a)}_{\text{out}}|\) and \(\psi^{(a)}_{\text{id}} := |\psi^{(a)}_{\text{id}}\rangle \langle \psi^{(a)}_{\text{id}}|\) for which the fidelity \(F(P_{\text{rec}}(N,d,1))\) is

\[
F(P_{\text{rec}}(N,d,1)) = \sum_{a=1}^{N} p_a F(\psi^{(a)}_{\text{out}}, \psi^{(a)}_{\text{id}}) = \frac{1}{d^{N+1}} \sum_{a=1}^{N} \text{Tr}(\Pi_{A_0}^{A_0}) F(\psi^{(a)}_{\text{out}}, \psi^{(a)}_{\text{id}}),
\]

(75)

since \(p_a = \frac{1}{d^{N+1}} \text{Tr}(\Pi_{A_0}^{A_0})\). Having the above we are ready to show connection of \(F(P_{\text{rec}}(N,d,1))\) with signal states and Alice’s measurements in arbitrary \(d\) (see also Section 2 from Supplementary Materials of [33]):

**Lemma 10.** The fidelity \(F(P_{\text{rec}}(N,d,1))\) in the recycling scheme, with \(N\) ports, each of dimension \(d\), after one round of teleportation is the following:

\[
F(P_{\text{rec}}(N,d,1)) = \frac{N}{d} \sqrt{\frac{\text{Tr}(\Pi_{A_0}^{A_0})}{d^{N+1}}} \left| \text{Tr} \left( \sigma_{A_0A_0N}^{A_0A_0} \sqrt{\Pi_{A_0}^{A_0}} \right) \right|,
\]

(76)

where \(\sigma_{A_0A_0N}, \Pi_{A_0}^{A_0} \) are respectively the signal state and the measurement corresponding to index \(a = N\) in equations (5) and (7).

The proof of the above Lemma is located in Appendix A.

Now we show that indeed the expression from the lemma above is well defined. Namely, we prove that \(F(P_{\text{rec}}(N,d,1)) \leq 1\).

**Remark 11** The fidelity \(F(P_{\text{rec}}(N,d,1))\) in the one round of the recycling protocol \(P_{\text{rec}}(N,d,1)\), with \(N\) ports, each of dimension \(d\), satisfies the following bound

\[
F(P_{\text{rec}}(N,d,1)) \leq 1.
\]

Indeed, applying the Schwarz inequality for the scalar product of operators \(\sigma_{A_0A_0N}\) and \(\sqrt{\Pi_{A_0}^{A_0}}\) in equation (76) in Theorem 10 we bound \(F(P_{\text{rec}})\) as

\[
F(P_{\text{rec}}(N,d,1)) = \frac{N}{d} \sqrt{\frac{\text{Tr}(\Pi_{A_0}^{A_0})}{d^{N+1}}} \left| \text{Tr} \left( \sigma_{A_0A_0N}^{A_0A_0} \sqrt{\Pi_{A_0}^{A_0}} \right) \right| \leq \frac{N}{d} \sqrt{\frac{\text{Tr}(\Pi_{A_0}^{A_0})}{d^{N+1}}} \sqrt{\text{Tr}(\Pi_{A_0}^{A_0}) \text{Tr}(\sigma_{A_0A_0N}^{2})} = \frac{N}{d^{N+1}} \text{Tr}(\Pi_{A_0}^{A_0}),
\]

(78)

since due to (5) we have \(\text{Tr}(\sigma_{A_0A_0N}^{2}) = (1/d^{N-1}) \text{Tr}(\sigma_{A_0A_0N}) = 1/d^{N-1}\). The above requires an additional justification. Due to definitions from (7), we have that \(\text{supp}(\sum_{a} \Pi_{A_0}^{A_0}) = \text{supp}(\rho) = \mathcal{H}_M\). Next, due to (6) we know that
supp(Δ) ≡ ℱS = 1(ℂd)⊗N+1 ⊕ ℱM. These relations imply that supp(σA_N) ⊂ ℱM \ und \ ℱS, so Tr(σA_N m) = 0, for all elements m ∈ ℱS.

Now we have to evaluate Tr(Π_{N}^{A}). First, let us recall that (ℂd)⊗N+1 ≡ ℱ = ℱM ⊕ ℱS, so we have the following relations

\[
\begin{align*}
\dim ℱ &= \dim ℱM + \dim ℱS \\
\sum_{a=1}^{N} \text{Tr}(Π_{a}^{A}) &= \sum_{a=1}^{N} \text{Tr}(Π_{a}^{A}) + \text{Tr}(Δ) \\
N \text{Tr}(Π_{N}^{A}) &= N \text{Tr}(Π_{N}^{A}) + d^{N+1} - N \text{Tr}(Π_{N}^{A}) \\
\text{Tr}(Π_{N}^{A}) &= \frac{d^{N+1}}{N},
\end{align*}
\]  

(79)

where in the third line we use independence of trace with respect to index a. Finally, substituting (79) to (78) we get the statement presented in (77). This finishes the proof.

Once can see that expression (76) from Lemma 10 is given in terms of the operators acting on a very large space (ℂd)⊗(N+1). Moreover, one must know the support of the operator ρ from (7) to compute all the quantities interesting in PBT. These two facts make the analysis of the performance of the recycling protocol almost intractable without further simplifications. Because of that our goal will be to find an explicit expression for F(Pr(N, d, 1)) by evaluating trace in (76) by exploiting existing symmetries discussed in Section II. To obtain such result first we need to learn about the interior structure of POVM operators Π^{A}_{N}, which will allow us to compute their square root and the overlap with the signal states. Below we present explicit equation for F(Pr(N, d, 1)) depending on group-theoretic quantities describing permutation groups S(N − 1) and S(N). These quantities (multiplicities, dimensions of irreps) are effectively computable even for a large number of ports N and local dimension d. This however can be done for example by such packages like SAGE. We start from the following theorem.

**Theorem 12.** The fidelity F(Pr(N, d, 1)) in the one round of the recycling protocol Pr(N, d, 1), with N ports, each of dimension d, reads

\[
F(Pr(N, d, 1)) = \frac{\sqrt{N}}{d^{N+1}} \left[ \sum_{a : h(a) < d} \frac{1}{N} \left( \sum_{v \in a} \sqrt{m_v d_v} \right)^2 + \sum_{a : h(a) = d} \frac{1}{\sqrt{N d_a - d_0}} \frac{\sqrt{d_a}}{\sqrt{N}} \left( \sum_{v \in Φ^a \setminus Φ^a} \sqrt{m_v d_v} \right)^2 \right].
\]  

(80)

By m_v we denote the multiplicity of irreps of S(N) in the Schur-Weyl duality, by d_a, d_0 dimensions of irreps S(N − 1) and S(N) respectively in the Schur-Weyl duality. The index d_0 denotes irrep dimension of S(N) of height d + 1 obtained from irrep of S(N − 1) whose height is d. If there are no such irreps, then set d_0 = 0.

**Proof.** To prove the expression (80) in Theorem 12 it is enough to apply the statement of Theorem 8. Knowing that Π_a = Π_a + \frac{\sqrt{N}}{d} Δ together with \text{Tr}(Π_a) = d^{N+1}/N from expression (79), and fact that supp(Δ) \perp supp(σ_a) for 1 ≤ a ≤ N − 1, we have

\[
F(Pr) = \frac{N}{d} \sqrt{\frac{\text{Tr}(Π_N)}{d^{N+1}}} \left| \text{Tr} \left( σ_N \sqrt{Π_N} \right) \right| = \frac{N}{d^{N+1}} \frac{\sqrt{\text{Tr}(Π_N)}}{d^{N+1}} \left| \text{Tr} \left( V' \sqrt{Π_N} \right) \right| = \frac{\sqrt{N}}{d^{N+1}} \left| \text{Tr} \left( V' \sqrt{Π_N} \right) \right|
\]  

(81)

\[
= \frac{\sqrt{N}}{d^{N+1}} \left[ \sum_{a : h(a) < d} \frac{1}{n-1} \left( \sum_{v \in a} \sqrt{m_v d_v} \right)^2 + \sum_{a : h(a) = d} \frac{1}{\sqrt{(n-1)d_a - d_0}} \frac{\sqrt{d_a}}{\sqrt{n-1}} \left( \sum_{v \in Φ^a \setminus Φ^a} \sqrt{m_v d_v} \right)^2 \right].
\]  

(82)

In the case of qubits, when d = 2, we can rewrite the statement of Theorem 12 in much more appealing form, depending only on number of ports N exploited in PBT scheme. This is possible by direct application of Lemma 9 from Section IV.

**Lemma 13.** The fidelity F(Pr(N, 2, 1)) in the one round of the qubit recycling protocol Pr(N, 2, 1), with N ports, reads as

\[
F(Pr(N, 2, 1)) = \frac{\sqrt{N}}{2^{N+1}} \sum_{l=0}^{N} \left( \frac{(N+1) - l(l+1)}{N+1} \right) \left( N - 2l + 1 \right) \left( \frac{1}{N+1} \left( \frac{N+1}{l} \right) \right)^2 + (N - 2l - 1) \left( \frac{1}{N+1} \left( \frac{N+1}{l+1} \right) \right)^2.
\]  

(83)
where $k = \left\lceil \frac{N}{2} - 1 \right\rceil$.

Now, one could ask how the recycling protocol behaves when we consider optimised version of deterministic PBT. In this case measurements and the resource state is optimised by Alice simultaneously, and optimisation resulting in the following explicit form of the operation $O_A$ in equation (3) derived in \cite{14, 22}:

$$O_A = \sqrt{d N} \sum_{\mu \in \mathbb{N}} \frac{v_\mu}{\sqrt{d_\mu m_\mu}} P_\mu,$$

(84)

where $v_\mu \geq 0$ are entries of a normalised eigenvector corresponding to a maximal eigenvalue of the teleportation matrix $M_T$ used for computation of entanglement fidelity in OPBT \cite{22}, and $P_\mu$ is a Young projector defined in \cite{22}. Having that we are in position to generalise Lemma \cite{10, v}, Theorem \cite{12, v} and Lemma \cite{13, v} to the optimal case. Lemma analogous to Lemma \cite{10, v} is allocated in Appendix D.

**Theorem 14.** The fidelity $F(P_{rec}(N, d, 1))$ in the recycling scheme for the optimal deterministic PBT scheme, with $N$ ports, each of dimension $d$, after one round of teleportation is the following:

$$F(P_{rec}(N, d, 1)) = \frac{1}{d^{1/2}} \sum_{\alpha} \sum_{\mu \in \alpha} \frac{v_\mu}{\sqrt{m_\mu}} \sum_{\nu \in \Theta} \frac{\sqrt{m_\nu d_\nu}}{\sqrt{N d_\alpha - d_\nu}},$$

(85)

where $v_\alpha, v_\mu$ are the coefficients of operations $O_A, O_A$ given in (84) for $N - 1$ and $N$ ports respectively, for which Young frames are in the relation $\mu \in \alpha$. The numbers $m_\alpha, m_\nu$ and $d_\alpha, d_\nu$ denote multiplicities and dimensions of irreps of $S(N - 1)$ and $S(N)$ respectively in the Schur-Weyl duality. Finally by $\Theta$ we denote irreps of dimension $d_\Theta$ of $S(N)$ belonging to the set $\Theta$ given through \cite{19}.

The proof of the above theorem is contained in Appendix D. Similarly as it was for Theorem \cite{12, v} we present the general statement of Theorem \cite{14, v} in the qubit case, where the final expression depends only on the total number of ports $N$. In this case all Young frames are up to two rows and they are of the form $(N - l, l)$, so the entries entries $v_\mu$ are labelled by two indices $N, l$ as $v_\mu^{(N)}$.

**Lemma 15.** In the special case $d = 2$ the expression (85) reads

$$F(P_{rec}(N, 2, 1)) =$$

$$= \frac{1}{\sqrt{2}} \sum_{l=0}^{k} \frac{v_l^{(N-1)} (v_l^{(N)} + v_{l+1}^{(N)})}{N - 2l} \left( (N - 2l + 1) \sqrt{\frac{(N+1)}{N+1} + (N - 2l - 1) \sqrt{\frac{(N+1)}{N+1}}} \right) ^2 \sqrt{\frac{(N - l + 1)(l + 1)}{(N - 2l)(N + 1)}},$$

(86)
where \( k = \left\lfloor \frac{N}{2} - 1 \right\rfloor \), \( v_l^{(N)} \) is the coefficient of the operator \( O_A \) associated with the irrep \( \mu = (N - l, 1) \) in the qubit case. If \( l + 1 > N/2 \), it is equal to 0, otherwise it is given by

\[
v_l^{(N)} = \begin{cases} 
(\frac{N}{2} - l)^{N/2 - l} \left( \sin \left( \frac{(N/2 - l)N\pi}{N + 2} \right) - \sin \left( \frac{(N/2 - l)N\pi}{N + 2} \right) \right) / \sin \frac{N\pi}{N + 2} & \text{for even } N, \\
(\frac{N}{2} - l)^{N/2 - l} \sin \frac{(N/2 - l)N\pi}{N + 2} / \sin \frac{N\pi}{N + 2} & \text{for odd } N.
\end{cases}
\]

The proof of the above lemma is located in Appendix \[2\] and \[3\]. The values of \( F(P_{\text{rec}}(N,d,1)) \) for various values of port dimension and both variants of PBT are depicted in the left panel of Figure [4]. We see from it that the bound from Remark \[1\] is attained reasonably fast.

Having expressions for \( F(P_{\text{rec}}(N,d,1)) \) in non- and optimal case we can say how the recycling protocol behaves after many rounds \( k \). To do so use exactly the same reasoning as in the proof of Lemma 2 in \[33\], since the proof is dimension independent. This leads us to the following lower bound:

\[
F(P_{\text{rec}}(N,d,k)) \geq 1 - 2k(1 - F(P_{\text{rec}}(N,d,1))),
\]

which obviously tends to 1 when \( F(P_{\text{rec}}(N,d,1)) \to 1 \). This also shows that the error is additive with the number of rounds \( k \). The bound from \(88\), for various values of rounds, is depicted on the right panel of Figure [4].

The above results show clearly that there is no connection between the fidelity \( F(P_{\text{rec}}(N,d,1)) \) and the type of PBT protocol. First of all, notice that the resource states in non- and optimal PBT are in fact very different, when we compute fidelity between them. Let us consider resource state \( |\Phi^+\rangle_{AB} \) in non-optimal PBT, when \( O_A = 1_A \) in \[3\], and optimal PBT \( |\Phi\rangle_{AB} \), where \( O_A \) is given through \[84\]. Having that we can formulate the following lemma:

**Lemma 16.** The fidelity between the resource state in non-optimal and optimal PBT with \( N \) ports, each of dimension \( d \) is given as:

\[
F(|\Phi^+\rangle_{AB}, |\Phi\rangle_{AB}) = \frac{1}{\sqrt{d^N}} \sum_{\mu = N} v_\mu \sqrt{d_\mu m_\mu},
\]

(89)

where \( v_\mu \) are entries of an eigenvector corresponding to a maximal eigenvalue of the teleportation matrix, \( m_\mu, d_\mu \) denote multiplicity and dimension of irreps of \( S(N) \) in the Schur-Weyl duality, and \( P_\mu \) is a respective Young projector. In particular case of qubits, when \( d = 2 \), the fidelity \[89\] is of the form:

\[
F(|\Phi^+\rangle_{AB}, |\Phi\rangle_{AB}) = \frac{1}{d^{N+1}} \sum_{l=0}^{|N|} v_l^{(N)} \left( N - 2l + 1 \right) \sqrt{\frac{N + 1}{l}}.
\]

(90)

The proof of the above lemma is located in Appendix \[3\] with derivation of equivalent expression to \[90\] in the picture of quantum angular momentum.

From the above lemma we clearly see that two states can be different, even very much, but still both offer huge usefulness for the port-based teleportation - please see Figure [5]. Namely, from paper \[14\] we know that fidelity of teleportation in non-optimal PBT, when one uses \( |\Phi^+\rangle_{AB} \), scales as \( 1 - O(1/N) \), while in OPBT, when one uses \( |\Phi\rangle \), scales as \( 1 - O(1/N^2) \). However, considering optimal version of PBT not guarantee higher values of fidelity of the recycled state. In particular, it can be seen for \( d = 2 \) where considered values are even lower for optimal PBT than for non-optimal protocol.

**VI. DISCUSSION AND FURTHER RESEARCH**

In this paper we start from analysis of the square-root measurements used in deterministic PBT from the point of view of their group-theoretical properties. We show how to evaluate matrix elements of measurements in every irreducible block and in what follows we established their composition rule. This led us to conclusion in which situation the considered measurements become projective. Next, applying these findings we found a way how to evaluate effectively square-roots from the measurements in PBT and their overlap with the signal states.

Having the knowledge about interior structure of the measurements we analyse the recycling protocol for deterministic non-optimal and optimal port-based teleportation for an arbitrary dimension of the port. By exploiting symmetries in PBT scheme we derive an explicit expression for \( F(P_{\text{rec}}(N,d,1)) \) for an arbitrary dimension \( d \) depending only on dimensions and multiplicities of the symmetric groups \( S(N) \) and \( S(N - 1) \) in the Schur-Weyl.
FIG. 5: Figures depict the qubit fidelity between resource states in the non- and the optimal PBT for different maximal number of ports $N$. In the left panel we see that the mentioned fidelity is not a monotonic function for the small number of ports. Its maximal value which is $F = 0.9977$ is attained for $N = 6$. In the right panel we see monotonic behaviour for a large number of ports. In the asymptotic limit and the qubit case, the both states are orthogonal in the limit of $N \rightarrow \infty$.

duality. This expressions are effectively computable by using dedicated group theoretical packages (SAGE), together with created by the Authors codes in Python[1]. In the particular case of qubits, where all irreps are indexed by Young frames with at most two rows, by using the Hook length formula, we derive closed expression for $F(\mathcal{P}_{rec}(N, 2, 1))$ depending only on the number of ports $N$. We also derived a lower bound on quantity $F(\mathcal{P}_{rec}(N, \lambda, k))$ which shows that the resource state is still useful, even after a few round of teleportation. Additionally, our results show that there is no explicit connection between the type the resource state in PBT and values of recycled fidelity. In particular, fidelity between the resource states in non-optimal and optimal schemes is low for large $N$, but the recycling fidelity does not differ much between them.

We have left also with a few open questions for further possible research. Th first of them is to consider what is the real fidelity of a teleported state after every round of the recycling protocol. From the paper [33] and results presented here, we know that this fidelity is high and approaches 1 with $N \rightarrow \infty$, for fixed $k$. This is due to the observation that closeness of the idealised state $|\Psi_{id}\rangle$ and the states $|\phi_{out}^{(a)}\rangle$ disturbed by Alice’s measurement implies closeness of the resulting fideilites of teleportation. Having explicit values of fidelity for teleported state after every round of the recycling protocol would allow for direct comparison with other existing protocols for teleporting a number of states. One of such possibility is for example non- and optimal version of multi-PBT schemes introduced and investigated in a series of papers [17][23][33][35]. This however, requires proving and computing new properties of the recycling scheme which are out of scope of this manuscript.

The second problem is to consider a recycling protocol for the probabilistic PBT scheme. In this particular case the situation is even more complicated comparing to its deterministic counterpart. This is due to the fact that we can consider two scenarios. In the first scenario we consider the resource state after success of transmission, while in the second one after failure of the whole procedure. We expect totally different behaviour in these two cases, since no transmission corresponds to a very destructive POVM applied by Alice. Also it is not clear how to consider more than a one round of the recycling scheme for probabilistic protocol - success or failure can happen interchangeably causing than final quality of the recycling scheme depends also on number of successes and failures.
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Appendix A: Proof of Lemma[10]

The result presented here is analogous to the result from Section 2 of Supplementary Materials of [33], but it is necessary for understanding the discussion on the recycling protocol for optimal PBT. This is the reason why we
The goal is to calculate the expression

\[ F(\mathcal{P}_{\text{rec}}(N,d,1)) = \frac{1}{d^{N+1}} \sum_{a=1}^{N} p_a F(\psi_{\text{out}}^{(a)}, \psi_{\text{id}}^{(a)}) \]

where \( p_a = \frac{1}{d^{N+1}} \text{Tr}(\Pi_a^{A_0A}) \). The operator \( \psi_{\text{id}}^{(a)} = |\psi_{\text{id}}^{(a)}\rangle \langle \psi_{\text{id}}^{(a)}| \) corresponds to the total state after the ideal process of teleportation, with the following explicit form

\[ |\psi_{\text{id}}^{(a)}\rangle = |\psi_{A_0A_a}^{+}\rangle |\psi_{B_0B_a}^{+}\rangle \otimes \left( \bigotimes_{j=1, j\neq a}^{N} |\psi_{A_jB_j}^{+}\rangle \right) = \sqrt{d^{N+1}} \left( \bigotimes_{j=1}^{N} (\sigma_{A_0A_a} \otimes 1_{B_jB_a}) |\psi_{A_0A_a}^{+}\rangle \otimes \left( \bigotimes_{j=1, j\neq a}^{N} |\psi_{A_jB_j}^{+}\rangle \right) \right) \]

In the above equation by \( \sigma_{A_0A_a} = \frac{1}{d^{N+1}} (1_{A_0A_a} \otimes P_{A_0A_a}^{+}) \) we denote the signal states, and by \( 1_{A_0A_a} \) we denote identity operator acting on all systems \( A_0A_1 \cdots A_N \) but \( A_0 \) and \( A_a \). The state \( |\psi_{\text{out}}^{(a)}\rangle = |\psi_{\text{out}}^{(a)}\rangle \langle \psi_{\text{out}}^{(a)}| \) corresponds to the total state after application by Alice a measurement \( \Pi_a \) in non-idealised state, and it has a form

\[ |\psi_{\text{out}}^{(a)}\rangle = \frac{\left( \sqrt{\Pi_a^{A_0A} \otimes 1_{B_0B_a}} \right) |\psi_{\text{in}}\rangle_{A_0B_0}^{A_0B_0AB} \right)}{\left( \left( \sqrt{\Pi_a^{A_0A} \otimes 1_{B_0B_a}} \right) |\psi_{\text{in}}\rangle_{A_0B_0}^{A_0B_0AB} \right)} \]

Let us calculate square of the norm from equation (A3):

\[ \left\| \left( \sqrt{\Pi_a^{A_0A} \otimes 1_{B_0B_a}} \right) |\psi_{\text{in}}\rangle_{A_0B_0}^{A_0B_0AB} \right\|_2^2 = \langle \psi_{\text{in}} | \Pi_a^{A_0A} \otimes 1_{B_0B_a} |\psi_{\text{in}}\rangle = \text{Tr} \left[ \left( \Pi_a^{A_0A} \otimes 1_{B_0B_a} \right) |\psi_{\text{in}}\rangle \langle \psi_{\text{in}}| \right] \]

so \( |\psi_{\text{out}}^{(a)}\rangle \) reads

\[ |\psi_{\text{out}}^{(a)}\rangle = \sqrt{\frac{d^{N+1}}{\text{Tr} \left( \Pi_a^{A_0A} \right)}} \left( \sqrt{\Pi_a^{A_0A} \otimes 1_{B_0B_a}} \right) |\psi_{\text{in}}\rangle_{A_0B_0}^{A_0B_0AB} \]

Now we are in position to calculate terms \( F(\psi_{\text{out}}^{(a)}, \psi_{\text{id}}^{(a)}) \) from (A1). Since all the states \( \psi_{\text{out}}^{(a)}, \psi_{\text{id}}^{(a)} \) are pure, we have \( F(\psi_{\text{out}}^{(a)}, \psi_{\text{id}}^{(a)}) = |\langle \psi_{\text{out}}^{(a)} | \psi_{\text{id}}^{(a)}\rangle| = |\text{Tr}(|\psi_{\text{out}}^{(a)}\rangle \langle \psi_{\text{out}}^{(a)}|)\rangle| \). Due to permutational symmetry of the signals \( \sigma_{A_0A_a} \) and measurements \( \Pi_a \) discussed in Section II without loss of generality we can compute \( F(\psi_{\text{out}}^{(a)}, \psi_{\text{id}}^{(a)}) \) only for \( a = N \), this means that

\[ F(\mathcal{P}_{\text{rec}}) = \frac{1}{d^{N+1}} \sum_{a=1}^{N} p_a F(\psi_{\text{out}}^{(a)}, \psi_{\text{id}}^{(a)}) = \frac{N}{d^{N+1}} \text{Tr}(\Pi_N^{A_0A}) \left| \text{Tr} \left| |\psi_{\text{in}}^{(N)}\rangle \langle \psi_{\text{in}}^{(N)}| \right| \right| \]

\[ = \frac{N}{d^{N+1}} \sqrt{d^{N+1}} \text{Tr} \left[ \left( \sqrt{\Pi_N^{A_0A} \otimes 1_{B_0B}} \right) |\psi_{\text{in}}\rangle \langle \psi_{\text{in}}| \left( \sqrt{\sigma_{A_0A_N} \otimes 1_{B_0B}} \right) \right] \]

\[ = \frac{N}{d^{N+1}} \sqrt{d^{N+1}} \text{Tr} \left[ \left( \sqrt{\Pi_N^{A_0A} \otimes 1_{B_0B}} \right) |\psi_{\text{in}}\rangle \langle \psi_{\text{in}}| \right] \left( \sqrt{\sigma_{A_0A_N}} \right) \]

\[ = \frac{N}{d^{N+1}} \sqrt{\text{Tr} \left( \Pi_N^{A_0A} \right)} \text{Tr} \left[ \left( \sqrt{\Pi_N^{A_0A} \otimes 1_{B_0B}} \right) |\psi_{\text{in}}\rangle \langle \psi_{\text{in}}| \right] \left( \sqrt{\sigma_{A_0A_N}} \right) \]
Now using relation
\[
\sqrt{\sigma_{A_0 A_N}} = \frac{1}{d^{N-1}} \left( 1_{A_0 A_N} \otimes P^+_{A_0 A_N} \right) = \frac{1}{d^{N-1}} \left( 1_{A_0 A_N} \otimes P^+_{A_0 A_N} \right)
\]
\[
= \frac{d^{N-1}}{d^{N-1}} \left[ \frac{1}{d^{N-1}} \left( 1_{A_0 A_N} \otimes P^+_{A_0 A_N} \right) \right]
\]
\[
= \sqrt{d^{N-1}} \sigma_{A_0 A_N}
\]
\[
(A7)
\]
since \(P^+_{A_0 A_N}\) is a projector. Inserting the above to (A6) we obtain
\[
F(P_{rec}(N,d,1)) = N \frac{d^{N-1}}{d^{N+1}} \sqrt{\text{Tr} \left( \Pi_{A_0 A} \right)} \left| \text{Tr} \left( \sigma_{A_0 A_N} \sqrt{\Pi_{A_0 A}} \right) \right| 
\]
\[
= N \frac{d}{d^{N+1}} \sqrt{\text{Tr} \left( \Pi_{A_0 A} \right)} \left| \text{Tr} \left( \sigma_{A_0 A_N} \sqrt{\Pi_{A_0 A}} \right) \right| 
\]
\[
(A8)
\]
To obtain the second equality from (76) it is enough to use the definition of the signal state \(\sigma_{A_0 A_N}\) and observe that
\[
P^+_{A_0 A_N} = \frac{1}{d} \nu'.
\]
\[
(A9)
\]
This finishes the proof.

### Appendix B: Partially reduced irreducible representations

The concept of partially reduced irreducible representations has been introduced in [34], and its main goal is to simplify representation theoretic calculations in the algebra \(A^N_n(d)\). In our work, as we show later on, it plays central role in evaluation of explicit equations of square root from square-root measurements in deterministic port-based teleportation protocols. Here we remind only facts and ideas, which are necessary for potential reader of this manuscript. Most of the facts and definitions are taken from [21, 34]

Let us consider an arbitrary unitary irrep \(\psi^\mu\) of \(S(n)\). It can be always unitarily transformed to reduced form \(\psi^\mu_R\), such that
\[
\forall \pi \in S(n - 1) \quad \psi^\mu_R(\pi) = \bigoplus_{\alpha \in \mu} \varphi^\alpha(\pi),
\]
\[
(B1)
\]
where \(\varphi^\alpha\) are irreps of \(S(n - 1)\). The sum runs over all Young frame \(\alpha\) which can be obtained from a frame \(\mu\) by subtracting a single box. We call decomposition given in (B1) the **Partially Reduced Irreducible Representations** (PRIR). We see that the restriction of the irrep \(\psi^\mu\) of \(S(n)\) to the subgroup \(S(n-1)\) has a block-diagonal form of completely reduced representation, which in matrix notation takes the form
\[
\forall \pi \in S(n - 1) \quad \psi^\mu_R(\pi) = \left( \delta^{\alpha,\beta} \varphi^\alpha_R(\nu_{\lambda k}) \right). 
\]
\[
(B2)
\]
The block structure of this reduced representation allows us to introduce such a block indexation for PRIR \(\psi^\mu_R\) of \(S(n)\), which gives
\[
\forall \sigma \in S(n) \quad \psi^\mu_R(\sigma) = \left( \psi^\alpha_R(\nu_{\lambda k}) \right),
\]
\[
(B3)
\]
where the matrices on the diagonal \((\psi^\mu_R)^{a\alpha}(\sigma) = \left( \psi^\alpha_R(\nu_{\lambda k}) \right)\) are of dimension of corresponding irrep \(\varphi^\alpha\) of \(S(n-1)\). The off diagonal blocks need not to be square. The PRIR notation allows us for relative friendly description of the basic objects in the algebra \(A^N_n(d)\), being also a building blocks in deterministic PBT scheme. In particular, we have

**Proposition 17** (extended version of Prop. 33, see page 14 of [21]). In the irrep \(\Phi^\alpha\) of the algebra \(A^N_n(d)\) we have the following matrix representation of elements \(V'[(\alpha, n)]\)
\[
M^\alpha_{\lambda k} \left[ V'[(\alpha, n)] \right]_{j_\lambda k \, j_{\lambda k}} = \frac{1}{n-1} \frac{\sqrt{d_{\lambda k} d_{\lambda ' k}}} {d_{\alpha}} \sum_{k_{\lambda}} \sqrt{\gamma_{\lambda k}(\alpha)} \psi^\alpha_R(\nu_{\lambda k}) \left( \psi^\alpha_{\lambda k} \right)_{j_\lambda k \, j_{\lambda k}} [(\alpha, n - 1)] \psi^\alpha_R(\nu_{\lambda k}) \left( \psi^\alpha_{\lambda k} \right)_{j_\lambda k \, j_{\lambda k}} [(\alpha, n - 1)] \sqrt{\gamma_{\lambda}(\alpha)},
\]
\[
(B4)
\]
where \( \omega, \nu \neq \theta \) and the subscript \( f \) means that the matrix representation is calculated in reduced basis \( f \equiv \{ f^\nu_j : h(\nu) \leq d, \ j_\nu = 1, \ldots, d_\nu \} \) of the ideal \( \Phi^\alpha \).

In particular for \( a = n - 1 \) expression (B4) reduces to
\[
M^\alpha_f (V_h)^{\nu_\omega}_{\xi_\omega} = \frac{1}{n-1} \sqrt{\frac{d_\omega d_\omega}{d_\omega}} \gamma_\omega(\nu) \gamma_\omega(\alpha) \delta^\omega_\omega \delta^\alpha_\alpha \delta^\omega_\omega \delta^\alpha_\omega \delta^\omega_\omega .
\]

In the above expressions numbers \( \gamma_\nu(\alpha) \) equal to
\[
\gamma_\nu(\alpha) = (n-1) \frac{m_\alpha d_\nu}{d_\alpha} d_\nu
\]
are eigenvalues of the sum the following operator
\[
\tilde{\rho} = \sum_{i=1}^N V'[(a,n)].
\]

The last sentence from the above Proposition is not obvious and it has been proven in Proposition 2 of [34]. In fact this proposition states that the non-zero eigenvalues of the operator \( \rho \) given in (14) are of the form
\[
\lambda_\nu(\alpha) = \frac{N}{d^N} \frac{m_\nu d_\alpha}{m_\alpha d_\nu}, \quad \text{where} \quad N = n - 1.
\]

We can say even more (see Theorem 1 in [34]), namely the operator \( \rho \) admits the following spectral decomposition
\[
\rho = \frac{1}{d^N} \tilde{\rho} = \sum_{\alpha = 1}^{N-1} \sum_{\nu \in \alpha} \lambda_\nu(\alpha) F_\nu(\alpha),
\]
where \( F_\nu(\alpha) \) are projectors on irreps of \( A^\mu_n (d) \) described briefly in Section III.

Since the projectors \( F_\nu(\alpha) \) play a central role in our considerations we also need an explicit form of operators \( F_\nu(\alpha) \) in PRIR representation:

**Lemma 18** (Lemma 35, page 15 of [21]). The matrix form of the projector \( F_\nu(\alpha) \) on non-trivial irreducible spaces of the algebra \( A^\mu_n (d) \), in the reduced basis \( f \) has the following form
\[
M^\alpha_f [F_\nu(\alpha)]^{\nu}_{\xi_\nu} = \delta^\nu_\nu \delta^\alpha_\alpha \delta^\nu_\rho \delta^\alpha_\rho
\]
i.e. in the reduced basis \( f = \{ f^\nu_j : h(\nu) \leq d, \ j_\nu = 1, \ldots, d_\nu \} \) of the ideal \( \Phi^\alpha \), the projector \( F_\nu(\alpha) \) takes its canonical form with one's on the diagonal in the position of the irrep \( \psi^\nu \) of the group \( S(n-2) \) only.

**Corollary 19** (Corollary 36, page 15 of [21]).
\[
\text{Tr} M^\alpha_f [F_\nu(\alpha)] = \tilde{d}_\nu,
\]
and from this we get
\[
\text{Tr}_H F_\nu(\alpha) = m_\alpha d_\nu,
\]
where \( H = (\mathbb{C}^d)^{\otimes n} \), and \( m_\alpha \) is the multiplicity the irreps \( \varphi^\alpha \) of \( S(n-2) \) in the representation \( V(S(n-2)) \).

**Appendix C: Additional properties of the optimising operation \( O_A \)**

In optimal PBT from paper [22] we know that Alice to increase efficiency of the protocol has to apply to her part of shared maximally entangled pairs operation \( O_A \) of the form
\[
O_A = \sqrt{d^N} \sum_{\mu = N} v_\mu \frac{\tilde{p}_\mu}{d_\mu m_\mu},
\]
where the non-negative coefficients \( v_\mu \) are entries of the eigenvector corresponding to the maximal eigenvalue of teleportation matrix discussed in Section 4 of the same work [22]. Now, we prove the following
Fact 20. For every $1 \leq a \leq N$, there is

$$
\text{Tr} \left( O_A^\dagger \tilde{\Pi}_a O_A \right) = \text{Tr} \left( \tilde{\Pi}_a \right) = \frac{d^{N+1}}{N},
$$

where $\tilde{\Pi}_a$ are POVMs with an additional part $\Delta$ as it is described in expression (9).

Proof. First let us observe that due to form of $O_A$ given in (C1) it commutes with all permutations from $S(N)$. On the other hand from (12), we know that $\tilde{\Pi}_a$ are covariant with respect to the elements from $S(N)$. These properties allow us to write

$$
\sum_{a=1}^{N} \text{Tr} \left( O_A^\dagger \tilde{\Pi}_a O_A \right) = \text{Tr} \left( O_A^\dagger \mathbf{1}_{(C^d)^\otimes N} O_A \right) = d \text{Tr} \left( O_A^\dagger O_A \right) = d^{N+1},
$$

$$
N \text{Tr} \left( O_A^\dagger \tilde{\Pi}_a O_A \right) = d^{N+1}.
$$

In the first equality we use that operators $\tilde{\Pi}_a$ are POVMs and they have to sum up to identity on the whole $(C^d)^\otimes N$ space. In the second equality we use fact that $O_A$ acts on $N = n - 1$ first systems. The third equality is due to normalisation condition $\text{Tr}(O_A^\dagger O_A) = d^N$. Finally, to get the second line we use mentioned covariance of POVMs.

\hfill \Box

Appendix D: Calculations for the recycling protocol for optimal deterministic PBT

In the optimal deterministic port-based teleportation (OdPBT), as we described earlier, Alice optimises over the shared maximally entangled pairs and the measurements before she runs the protocol. This optimisation results in application of the global operation $O_A$ on her halves of entangled states, see equation (3). The goal of this section is to re-derive Theorem [10] for the optimal protocol. We start from definitions of the ideal and the real state after the teleportation process.

The ideal state $|\psi_{id}^{(i)}\rangle$ after teleportation process is given as

$$
|\psi_{id}^{(i)}\rangle = |\psi^+\rangle_{A_i A_j} \otimes |\psi^+\rangle_{B_0 B_j} \otimes |\psi\rangle_{\overline{A_i B_i}},
$$

where $\overline{A_i B_i}$ denotes all subsystems except this one in $i$-th position. After the ideal process of teleportation we would like the parties to share also ideal resource state, except ideally teleported systems. It would mean that the state $|\psi\rangle_{\overline{A_i B_i}}$ should be optimal for OdPBT performed on $N - 1$ ports:

$$
|\psi\rangle_{\overline{A_i B_i}} = (O_{\overline{\cal A}} \otimes \mathbf{1}) \prod_{j=1,j\neq i}^{N} |\psi^+\rangle_{A_j B_j},
$$

where $\overline{\cal A} = A_1 A_2 \cdots \overline{A_i} \cdots A_N$. This leads us to

$$
|\psi_{id}^{(i)}\rangle = |\psi^+\rangle_{A_0 A_i} \otimes |\psi^+\rangle_{B_0 B_j} \otimes (O_{\overline{\cal A}} \otimes \mathbf{1}) \prod_{j=1,j\neq i}^{N} |\psi^+\rangle_{A_j B_j},
$$

$$
= \sqrt{d^{N+1}} \sqrt{\sigma_{A_0 A_i}} \left( |\psi^+\rangle_{A_0 B_0} \otimes |\psi^+\rangle_{A_j B_j} \right) \otimes (O_{\overline{\cal A}} \otimes \mathbf{1}) \prod_{j=1,j\neq i}^{N} |\psi^+\rangle_{A_j B_j},
$$

As it was shown in [13] the optimal measurements for OdPBT coincide with those for non-optimal PBT, but instead distinguishing signals $\{\sigma_{A_0 A_i}\}_{i=1}^N$ we distinguish their rotated versions $\{O_A \sigma_{A_0 A_i} O_A^\dagger\}_{i=1}^N$. It means we can use measurements from [9] and the total state after application of a measurement $\tilde{\Pi}_i^{A_0 A_i}$, acting non-trivially on systems $A_0 A_i$, with $A = A_1 A_2 \cdots A_N$, equals to

$$
|\psi_{out}^{(i)}\rangle = \frac{\left( \sqrt{\tilde{\Pi}_i^{A_0 A_i}} \otimes \mathbf{1} \right) \left( |\psi^+\rangle_{A_0 B_0} \otimes (O_A \otimes \mathbf{1}) \otimes_{j=1}^{N} |\psi^+\rangle_{A_j B_j} \right)}{\left\| \left( \sqrt{\tilde{\Pi}_i^{A_0 A_i}} \otimes \mathbf{1} \right) \left( |\psi^+\rangle_{A_0 B_0} \otimes (O_A \otimes \mathbf{1}) \otimes_{j=1}^{N} |\psi^+\rangle_{A_j B_j} \right) \right\|_2}.
$$
Having definitions of states $|\psi_{id}^{(i)}\rangle$ and $|\psi_{out}^{(i)}\rangle$ in OdPBT we are in position to re-formulate Theorem 10 from the main text.

**Theorem 21.** The fidelity $F(\mathcal{P}_{\text{rec}}(N,d,1))$ in the recycling scheme for the OdPBT scheme, with $N$ ports, each of dimension $d$, after one round of teleportation is the following:

$$F(\mathcal{P}_{\text{rec}}(N,d,1)) = \frac{\sqrt{N}}{d} \left| \text{Tr} \left( \sigma_{A_0 A_N} \sqrt{\Pi_{A_0}^{A_0 A} O_A O_A^{\dagger}} \right) \right|, \quad (D6)$$

where $\sigma_{A_0 A_N}, \Pi_{A_0}^{A_0 A}$ are respectively the signal state and the measurement corresponding to index $a = N$ in (7). Operators $O_A, O_A^{\dagger}$ are operations applied by Alice on her halves of shared maximally entangled state to increase the efficiency of the protocol, respectively for $N$ and $N - 1$ ports.

**Proof.** We start from computing norm in equation (D5). One can show that we have

$$\left\| \left( \sqrt{\Pi_{i}^{A_0 A} \otimes 1} \right) \left( |\psi^{+}\rangle_{A_0 B_0} \otimes (O_A \otimes 1) \bigotimes_{j=1}^{N} |\psi^{+}\rangle_{A_j B_j} \right) \right\|_{2}^{2} = \frac{1}{d^{N+1}} \text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right). \quad (D7)$$

In the next step we evaluate fidelity $F(|\psi_{id}^{(i)}\rangle, |\psi_{out}^{(i)}\rangle) = \left| \text{Tr} \left( |\psi_{out}^{(i)}\rangle \langle \psi_{id}^{(i)}| \right) \right|$ between ideal and the real situation:

$$\left| \text{Tr} \left( |\psi_{out}^{(i)}\rangle \langle \psi_{id}^{(i)}| \right) \right| = \frac{d^{N+1}}{\text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right)} \times \left| \text{Tr} \left( \left( \sqrt{\Pi_{i}^{A_0 A} \otimes 1} \right) \left( |\psi^{+}\rangle_{A_0 B_0} \otimes (O_A \otimes 1) \bigotimes_{j=1}^{N} |\psi^{+}\rangle_{A_j B_j} \right) \langle\psi^{+}|_{A_0 B_0} \otimes \langle\psi^{+}|_{A_j B_j} \right) \right| \left| \text{Tr} \left( \sqrt{\Pi_{i}^{A_0 A}} \left( \bigotimes_{j=1,j\neq i}^{N} |\psi^{+}\rangle_{A_j B_j} \right) \right) \right|$$

$$= \frac{1}{\sqrt{\text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right)}} \left| \text{Tr} \left( \sqrt{\Pi_{i}^{A_0 A}} \left( O_A \otimes 1_{A_0} \right) \right) \right| \left| \text{Tr} \left( \sqrt{\Pi_{i}^{A_0 A}} \left( O_A \otimes 1_{A_0} \right) \sigma_{A_0 A_i} \left( O_{A}^{\dagger} \otimes 1_{A_0 A_i} \right) \right) \right|,$$  

(D8)

where to obtain the last line we use property from equation (A7) from the main text. As it was discussed in Section II the measurements and the signals are covariant with respect to permutations $V(a,N)$, for $a = 1, \ldots, N$. Next, due to definition of $O_A$ given in (C1) we see that it is enough to calculate the above expression for $i = N$, so we have

$$\left| \text{Tr} \left( |\psi_{out}^{(N)}\rangle \langle \psi_{id}^{(N)}| \right) \right| = \frac{\sqrt{d^{N-1}}}{\text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right)} \left| \text{Tr} \left( \sqrt{\Pi_{N}^{A_0 A}} O_A \sigma_{A_0 A_N} O_A^{\dagger} \right) \right|,$$  

(D9)

where we suppressed the identity operators to simplify the notation. Then the fidelity $F(\mathcal{P}_{\text{rec}})$, due to (75) reads:

$$F(\mathcal{P}_{\text{rec}}(N,d,1)) = \sum_{i=1}^{N} p_i F(|\psi_{id}^{(i)}\rangle, |\psi_{out}^{(i)}\rangle) = N p_N F(|\psi_{id}^{(N)}\rangle, |\psi_{out}^{(N)}\rangle)$$

$$= N p_N \frac{\sqrt{d^{N-1}}}{\text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right)} \left| \text{Tr} \left( \sqrt{\Pi_{N}^{A_0 A}} O_A \sigma_{A_0 A_N} O_A^{\dagger} \right) \right|$$

$$= \frac{N \text{Tr}(\Pi_{N}^{A_0 A})}{d^{N+1}} \frac{\sqrt{d^{N-1}}}{\text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right)} \left| \text{Tr} \left( \sqrt{\Pi_{N}^{A_0 A}} O_A \sigma_{A_0 A_N} O_A^{\dagger} \right) \right|$$

$$= \frac{N \text{Tr}(\Pi_{N}^{A_0 A})}{d\sqrt{d^{N+1}}} \frac{\sqrt{d^{N-1}}}{\text{Tr} \left( O_{A}^{\dagger} \Pi_{i}^{A_0 A} O_{A} \right)} \left| \text{Tr} \left( \sigma_{A_0 A_N} \sqrt{\Pi_{N}^{A_0 A}} O_A O_A^{\dagger} \right) \right|,$$  

(D10)
since \( p_i = \text{Tr}(\Pi_{O}^{\otimes A})/d^{N+1} \) and \( \sigma_{A \otimes A^c} O_{\lambda}^t \) = 0. Finally, applying Fact 20 to the denominator of the above expression we obtain the first line from (D6). To get the second expression from (D6) we have to reasoning from 79. This completes the proof.

Please notice that plugging \( O_A = 1_{(C^d)^\otimes N} \) and \( O_A = 1_{(C^d)^\otimes N-1} \), we reduce to the statement of Theorem 10 from the main text corresponding to the non-optimal deterministic PBT. Having the general expression for \( F(P_{rec}(N,d,1)) \) in terms of operators describing optimal procedure we are ready to formulate theorem connecting the efficiency of the recycling protocol with group theoretic quantities as it was for non-optimal scheme in Theorem 10. First we prove the following technical proposition:

**Proposition 22.** Let \( \mu \vdash N \) and \( \alpha \vdash N-1 \) label irreps of \( S(N) \) and \( S(N-1) \) respectively, then the following relation holds:

\[
\text{Tr} \left[ P_{\mu} P_{\alpha} V' \sqrt{\Pi_{N}^{\otimes A}} \right] = \delta_{\alpha,\mu-\square} \frac{d_a \sum_{v=\alpha+\square} \sqrt{m_v d_v}}{\sqrt{N d_{\alpha}} - d_{\theta}} \frac{\sqrt{m_{\mu} d_{\mu}}}{\sqrt{N d_{\alpha}}}, \tag{D11}
\]

where \( P_{\mu}, P_{\alpha} \) denote Young projectors, operator \( V' \) is given through \( A^9 \) and measurement \( \Pi_{N}^{\otimes A} \) in \( \otimes \). The symbol \( \delta_{\alpha,\mu-\square} \) means that if a Young frame \( \alpha \vdash N-1 \) is not related to \( \mu \vdash N \) by adding a single box then \( \delta_{\alpha,\mu-\square} = 0 \) and the resulting trace is zero, otherwise \( \delta_{\alpha,\mu-\square} = 1 \).

**Proof.** The calculation of the trace \( \text{Tr} \left[ P_{\mu} P_{\alpha} V' \sqrt{\Pi_{N}^{\otimes A}} \right] \) is based on the decomposition of natural representation of the algebra of partially transposed operators \( A_{\mu}^t(d) \) with carrier space \( \mathcal{H} = (C^d)^{\otimes N} \) onto irreducible representations \( M_{\mu}(A_{\mu}^t(d)) \), where \( \alpha \vdash N-1 \) labels the irreps of the algebra \( A_{\mu}^t(d) \), see Appendix 8. Then we calculate the corresponding matrices \( M_{\mu}(P_{\mu}), M_{\mu}(P_{\beta}), M_{\mu}(V') \) and \( M_{\mu}(\sqrt{\Pi_{N}^{\otimes A}}) \), where in order to calculate the last case, we use spectral decomposition of the operator \( \Pi_{N}^{\otimes A} \). Next, we derive the matrix \( M_{\mu}(P_{\mu} P_{\beta} V' \sqrt{\Pi_{N}^{\otimes A}}) \) for each irrep \( \alpha \) and calculate its trace. The final formula for the trace is

\[
\text{Tr} \left[ P_{\mu} P_{\beta} V' \sqrt{\Pi_{N}^{\otimes A}} \right] = \sum_{\alpha \vdash N-1} m_{\alpha} \text{Tr} \left[ M_{\mu}(P_{\mu} P_{\beta} V' \sqrt{\Pi_{N}^{\otimes A}}) \right], \tag{D12}
\]

where \( m_{\alpha} \) is the multiplicity of the irrep \( M_{\mu} \) in the natural representation of the algebra \( A_{\mu}^t(d) \). The rest the proof is analogous to calculations in Appendix 4 and we leave it for the reader.

Having Theorem 21 and Proposition 22 from this appendix we can present the proof of Theorem 84 from the main text:

**Proof of Theorem 84** We prove the statement by the straightforward calculations

\[
F(P_{rec}(N,d,1)) = \frac{\sqrt{N}}{d} \left| \text{Tr} \left( \sigma_{A_0 A_N} \sqrt{\Pi_{N}^{\otimes A} O_{A} O_{A}^t} \right) \right| = \frac{\sqrt{N}}{d} \left| \text{Tr} \left( \sigma_{A_0 A_N} \sqrt{\Pi_{N}^{\otimes A} O_{A} O_{A}^t} \right) \right| = \frac{\sqrt{N}}{d \sqrt{d}} \sum_{a} \sum_{\mu} \frac{u_{a} v_{\mu}}{\sqrt{d_{\mu} m_{\mu} d_{\mu}}} \text{Tr} \left( V' \sqrt{\Pi_{N}^{\otimes A} P_{\mu} P_{\alpha}} \right). \tag{D13}
\]

The second equality follows from the fact the the extra term \( \frac{1}{d^2} \Delta \) in definition of measurements \( \Pi_{N}^{\otimes A} \) in (9) is always orthogonal to \( \sigma_{A_0 A_0} \), for \( 1 \leq a \leq N \), so it is enough to work only with the term \( \Pi_{N}^{\otimes A} \). To get the third equality we use fact that \( \sigma_{A_0 A_0} = \frac{1}{d^2} V' A_0 A_N V' = \frac{1}{d^2} V' \) and by plugging the explicit forms of operators \( O_{A}, O_{A}^t \) given in (C1) to expression (D6) in Theorem 21. Now using the statement of Proposition 22 we finish the proof.

**Appendix E: Teleportation matrix in the qubit case**

The teleportation matrix \( M_{\hat{t}} \) has been introduce firstly in \( \hat{2} \) and its maximal eigenvalue \( \lambda_{\max}(M_{\hat{t}}) \) encodes the entanglement fidelity \( F \) in optimised deterministic PBT:

\[
F = \frac{1}{d^2} \lambda_{\max}(M_{\hat{t}}). \tag{E1}
\]
From the considerations in this paper and in [22] we know that the optimising operation \( O_A \) from [21] can be expressed by entries of eigenvector \( \nu = (\nu_\mu) \) corresponding to the maximal eigenvalue \( \lambda_{\text{max}}(M_F) \). However, analytical expressions for eigenvectors and eigenvalues of \( M_F \) are known only in two cases, when \( d \geq N \) and \( d = 2 \) with arbitrary \( N \) (see Section 4 and Section 5.3 in [22]). In the latter case the interior structure of \( M_F \) is reasonably simple and the whole matrix is a tridiagonal matrix of the form:

\[
M_F = \frac{1}{4} \begin{pmatrix}
-x_1 + 2 & 1 & 0 & 0 & \cdots & 0 & 0 \\
1 & 2 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 2 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 2 & 1 \\
0 & 0 & 0 & 0 & \cdots & 1 & -x_2 + 2
\end{pmatrix} \in M(t, \mathbb{R}),
\]  

(E2)

where

\[
t = \lfloor N/2 + 1 \rfloor = \begin{cases} 
\frac{N}{2} + 1 & N - \text{even}, \\
\frac{N+1}{2} & N - \text{odd}.
\end{cases}
\]  

(E3)

The values \( x_1, x_2 \) also depend on the parity of \( N \), and we have

\[
\begin{cases}
 x_1 = x_2 = 1 & N - \text{even}, \\
 x_1 = 1, x_2 = 0 & N - \text{odd}.
\end{cases}
\]  

(E4)

The index \( t \) numerates all irreps in the qubit case, so every number \( t \) corresponds to some Young frame \( \mu \) with up to two rows and \( N \) boxes of the form \( \mu = (N - l, l) \). In this particular qubit case we can exploit results of Losonczi from [19], where direct expressions for eigensystem are given. By exploiting his results directly one can find the following expressions for the entries of the vector \( \nu = (\nu_\alpha^{(N)}) \) corresponding to maximal eigenvalue of \( M_F \):

\[
\nu_\alpha^{(N)} = \begin{cases} 
(-1)^{\frac{N}{2} - l} \left( \frac{\sin \left( \frac{(N+2-l)\pi}{N+2} \right) - \sin \left( \frac{(N-l)\pi}{N+2} \right)}{\sin \frac{N\pi}{N+2}} \right) & \text{for even } N \\
(-1)^{\frac{N+1}{2} - l} \frac{\sin \left( \frac{(N+1-l)\pi}{N+2} \right)}{\sin \frac{N\pi}{N+2}} & \text{for odd } N.
\end{cases}
\]  

(E5)

For further reasons the vectors \( \nu = (\nu_\alpha^{(N)}) \) have to be normalised, however for transparency we do not introduce here a new notation for their normalised versions and we use the same symbol everywhere in the text.

**Appendix F: Proof of Lemma 15**

In this section we derive the expression for resource state fidelity in optimal recycling procedure, in qubit case. The general expression reads

\[
F(P_{\text{rec}}(N, d, 1)) = \frac{1}{d^{1/2}} \sum_{\alpha} \sum_{\mu \in \alpha} \nu_\alpha \nu_\mu \frac{\sum_{\nu \notin \theta} \sqrt{m_\nu d_\nu}}{\sqrt{N d_\alpha - d_\theta}},
\]  

(F1)

Using the expressions for dimensionality \( d_\alpha \) given by [62] and multiplicity \( m_\alpha \) given by [64] together with the formula for the components of the normalised eigenvector \( \nu_\alpha^{(N)} \) and given in (E3) and summing over possible lengths of second row of Young Tableaux corresponding to a given irrep \( \alpha = (N - l, l) \) we obtain the final expression in the qubit case

\[
F(P_{\text{rec}}(N, 2, 1)) =
\]

\[
= \frac{1}{\sqrt{2}} \sum_{l=0}^{k} \frac{\nu_\alpha^{(N-1)} \nu_\mu^{(N)}}{N - 2l} \left( (N - 2l + 1)^{\frac{N+1}{2}} (N - 2l - 1)^{\frac{N+1}{2}} \right)^{2} \sqrt{\frac{(N - l + 1)(l + 1)}{(N - 2l)(N + 1)}}.
\]  

(F2)

In the above expression we use the fact, that in qubit case there are only two possibilities of adding a single box to \( \alpha \), which is denoted by \( \mu \in \alpha \), resulting in two irreps \( (N + 1 - l, l) \) and \( (N - l, l + 1) \), the latter of which is valid only when \( l + 1 \leq N/2 \), otherwise it is set to 0.
Appendix G: Proof of Lemma [16] with equivalent quantum angular momentum picture

First let us derive formula for the fidelity $F(|\Phi^+\rangle_{AB}, |\Phi\rangle_{AB})$ for an arbitrary dimension $d$ using explicit form of the operation $O_A$ given in (54):

$$F(|\Phi^+\rangle_{AB}, |\Phi\rangle_{AB}) = \frac{1}{\sqrt{d^N}} |\text{Tr} (|\Phi^+\rangle \langle \Phi|_{AB})| = \frac{1}{\sqrt{d^N}} \sum_{\mu \in N} v_\mu \sqrt{d_\mu m_\mu},$$

(G1)

since $\text{Tr}(P_\mu) = d_\mu m_\mu$ and $\text{Tr}_B (|\Phi^+\rangle \langle \Phi|_{AB}) = (1/d^N) 1_A$. As it was said earlier coefficients $v_\mu \geq 0$ are entries of the eigenvector corresponding to maximal eigenvalue of the teleportation matrix $M_T$ introduced in [22]. For $d > 2$ the coefficients $v_\mu$ can be computed only using numerical methods. For $d = 2$ we have two options. The first one is to observe that in this case the matrix $M_T$ is tri-diagonal, for which analytical expressions for eigenvalues and eigenvectors are known due to Losonczi work [19] and are given by (87). Using the expressions provided in (62) and summing over all possible lengths of lower row in Young tableaux $(N-I, I)$, we have the following formula

$$F(P_{\text{rec}}(N, 2, 1)) = \frac{1}{\sqrt{2}} \sum_{l=0}^{k} \frac{v_l(N-1) + v_l(N+1)}{N-2l} \left( \frac{(N+1)}{N+1} + \frac{(N-2l-1)}{N+1} \right)^2 \sqrt{\frac{(N+1)}{N+1}} \left( \frac{(N-2l+1)}{N+1} \right)^2 \frac{N}{N+1} \right).$$

(G2)

However, for our purposes it is enough to use straightforwardly results contained in the seminal work of Hiroshima and Ishizaka [14]. They have described PBT protocols using tools coming from representation theory of $SU(2)^{\otimes N}$ group. Therefore we use a representation in the spin angular momentum for the $N-$spin system. In this representation the operator $O_A^2 O_A$ reads as

$$O_A^2 O_A = \sum_{j = \min}^{N/2} \gamma(j) \mathbb{1}(j), \quad \gamma(j) \geq 0.$$  

(G3)

The sum in (G3) runs from $j_{\min} = 0(1/2)$ for $N$ even (odd). The operator $\mathbb{1}(j)$ is the identity operator for a fixed quantum number $j$. The operator $\mathbb{1}(j)$ corresponds directly to a Young projector $P_\mu$ in expression (G1). This, together with explicit form of the coefficients $\gamma(j)$ coming from the optimisation in OPBT (see [14]), allows us to write

$$O_A = \sum_{j = \min}^{N/2} \sqrt{\gamma(j)} \mathbb{1}(j) = \sum_{j = \min}^{N/2} \sqrt{\frac{2^{N+2}}{(N+2)(2j+1)d_j}} \sin^2 \left( \frac{\pi(2j+1)}{N+2} \right) \mathbb{1}(j),$$

(G4)

since for $j_{\min} \leq j \leq N/2$ the sine function gives always positive values. Taking trace from the above expression and taking into account that $\text{Tr} \mathbb{1}(j) = d_j m_j$ and

$$d_j = \frac{(2j+1)N!}{(N/2-j)!(N/2+j+1)!}, \quad m_j = 2j+1,$$

(G5)

we obtain our result of the form

$$F(|\Phi^+\rangle_{AB}, |\Phi\rangle_{AB}) = \frac{1}{2N} \text{Tr}(O_A) = \frac{1}{2N} \sum_{j = \min}^{N/2} \frac{(2j+1) \sin \frac{\pi(2j+1)}{N+2}}{(N/2-j)!(N/2+j+1)!},$$

(G6)

where $j_{\min} = 0(1/2)$ when $N$ is even (odd).
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