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Abstract—We discuss surveillance with multiple unmanned aerial vehicles (UAVs) that minimize idleness (the time between consecutive visits of sensing locations) and constrain latency (the time between capturing data at a sensing location and its arrival at the base station). This is important in persistent surveillance scenarios where sensing locations should not only be visited periodically, but the captured data also should reach the base station in due time even if the area is larger than the communication range. Our approach employs the concept of minimum-latency paths (MLP) to guarantee that the data reaches the base station within a predefined latency bound. To reach the bound, multiple UAVs cooperatively transport the data in a store-and-forward fashion. Additionally, MLPs specify a lower bound for any latency minimization problem where multiple mobile agents transport data in a store-and-forward fashion. We introduce three variations of a heuristic employing MLPs and compare their performance in a simulation study. The results show that extensions of the simplest of our approaches, where data is transported after each visit of a sensing location, show improved performance and the tradeoff between latency and idleness.

Index Terms—Multi-Robot Systems; Motion and Path Planning; Search and Rescue Robots

I. INTRODUCTION

Advances in the field of aerial robotics have led to a great interest in the use of unmanned aerial vehicles (UAVs) for various civilian applications. Potential applications for multi-UAV systems include surveillance [15], disaster response [5], [22], [13], wildfire monitoring [10] and environmental monitoring [19].

In this work we consider a path planning problem for multiple UAVs (or other types of mobile robots) that are visiting points of interest (which we denote as sensing locations) periodically over a longer period of time, which is typically required in disaster response scenarios. Since the area is potentially large, existing wireless communication technology used on aerial vehicles is not able to establish a fully connected network all the time due to range limitations while the UAVs move to the sensing locations. Direct communication to the base station (BS) could also be prohibited while flying close to the ground or within a building. In these scenarios it is not only important that sensing locations get visited periodically, but also that the data captured by the UAV arrives at the base station in due time. This allows human mission operators to quickly assess a situation or that the collected data can be promptly processed for further analysis.

We present a novel collaborative data delivery approach where UAVs transport data in a store-and-forward fashion. This is different from our previous work [20], [21] where permanent connectivity to the BS was considered. The paths for the UAVs are planned such that two UAVs meet at points that are within their communication range. The data is sent from one UAV to the other, which travels along a path to meet other UAVs. By following so called minimum-latency paths (MLP) the data travels towards the BS with a guaranteed latency while minimizing the time required for visiting all sensing locations at least once (see Figure 1 for an illustration). Repeating the generated path leads to a persistent surveillance path that tries to minimizes the idleness over all sensing locations. Idleness is defined as the time between two consecutive visits at a sensing location, and latency is defined as the time between the capture of the data at a sensing location and its arrival at the BS. We call this problem minimum idleness with latency constraints (MILC).

The rationale behind cooperative data transportation is that UAVs do not have to travel to the BS individually to deliver the data but can spent more time on visiting sensing locations while the previously captured data travels to the BS in a coordinated way over multiple UAVs. This eliminates large detours if the communication range is large compared to the travel speed or if no fly zones block movement but not communication. Surveillance scenarios where data gathering tasks are defined by mission operators on demand are other motivating examples for cooperative data transport along MLPs. A newly arising task is approached by a UAV, which gathers the data and available UAVs transport the data as fast as possible to the base station. Here, the rationale is that not all UAVs are employed permanently during the whole mission and spare UAVs can assist in transporting the data.

The remainder of the paper is organized as follows: In Section II we review the existing literature. In Section III we introduce MILC and some notation. In Section IV we introduce MLPs and describe three heuristics for MILC. Section V describes the simulation results and Section VI concludes the article.

II. RELATED WORK

While minimizing idleness in persistent surveillance and patrolling applications is a common optimization goal [16], [6], [18], minimizing latency has received much less attention in literature. Banfi et al. [2] present a MILP (mixed integer linear program) formulation and heuristics for the problem of finding a patrolling path for each UAV with the goal to minimize the
latency. Each UAV follows a path containing sensing locations and intermediate detours to communication sites where the data can be transmitted to the BS. A MILP formulation and a heuristic for a similar problem with task revisit constraints are presented in [14]. Acevedo et al. [1] investigates in patrolling considering the propagation of information among the UAVs. A decentralized algorithm maintains a grid shaped partition of the area where each UAV is traveling along a circular path within its subarea. UAVs exchange data on the border of their subareas with each UAV of the neighboring subareas, which minimizes the propagation time of information in this grid shaped partition.

In contrast to related work, we consider a collaborative data transport by multiple UAVs to a single BS. Other work focuses on recurrent connectivity without explicitly minimizing data latency [17], [7]. [14]. Recurrent connectivity of the full robot network, e.g. with the aim for planning and coordination of the next tasks, has been considered in [11], [3].

III. PROBLEM DESCRIPTION

In this section we formally define the MILC problem. The set of UAVs is denoted as \( R = \{1, \ldots, n\} \), with \(|R| = n\). The problem is modeled with help of a weighted movement graph \( G_M = (V, E_M, W_M) \) where the UAVs can move from one vertex \( v \) to another \( w \) within time \( W_{vw} \) if there is an edge \((v, w) \in E_M\). Vertex \( v_0 \in V \) identifies the BS. The set of vertices \( V_S \subseteq V \) are sensing locations which have to be visited by at least one UAV. The set \( V_C \subseteq V_S \) contains sensing locations in communication range of the BS. The communication graph \( G_C = (V, E_C, W_C) \) models the communication connectivity between vertices. If there is an edge \((v, w) \in E_C\) then two UAVs or the BS and a UAV can communicate if one is at \( v \) and the other is at \( w \) at the same time. The edge weights \( W_C \) describe the duration of the data transmission for every edge. The latency for a certain sensing location is defined as the time between the collection of the data at a sensing location and the arrival of the data at the BS. To collect data at \( v \in V_S \) a UAV must be at \( v \) but data is not necessarily collected each time a UAV is at \( v \). Data collection is scheduled such that the latency \( L_{\text{constr}} \) can be ensured. The objective is to minimize the time all \( v \in V_S \) have been visited while maintaining the latency constraint \( L_{\text{constr}} \).

Determining the optimal tour for minimal idleness on a graph is related to the traveling salesperson problem (TSP) [9] and the k-TSP [8], which are both NP-complete. Since MILC with one UAV and a sufficiently large latency bound (e.g. sum of all edge weights) is equivalent to a TSP, MILC is NP-hard too. In the next section we describe heuristic algorithms for solving this problem efficiently.

IV. ALGORITHM DESCRIPTION

A. Minimum-latency path

The problem of transporting the data as fast as possible from a source \( s \in V \) to a destination \( d \in V \) with a given number of UAVs can be modeled as a shortest path problem with time windows (SPPTW) in a graph \( G = (V, A) \). We call this path minimum-latency path (MLP). SPPTW is the problem of finding a shortest path (cycles are allowed) in a graph with a traversal cost \( W_{vw} \) and a traversal duration \( T_{vw} \) associated with every edge \((v, w) \in A\). The sum of edge traversal times along the path is constrained to be in a time window \([L_v, U_v]\) at a vertex \( v \in V \). The problem without cycles can be formulated as follows:

\[
\min \sum_{(v,w) \in A} W_{vw} x_{vw} \tag{1}
\]

\[
\sum_{w \in V} x_{vw} - \sum_{w \in V} x_{wv} = \begin{cases} +1 & v = s \\ 0 & i \in V \setminus \{s,d\} \\ -1 & v = d \end{cases} \forall v \in V \tag{2}
\]

\[
x_{vw} \geq 0 \quad \forall (v, w) \in A \tag{3}
\]

\[
x_{vw} \cdot (t_v + T_{vw} - t_w) \leq 0 \quad \forall (v, w) \in A \tag{4}
\]

\[
L_v \leq t_v \leq U_v \quad \forall v \in V \tag{5}
\]

This nonlinear formulation contains two types of variables: the flow variables \( x_{vw}(v, w) \in A \), and time variables \( t_v, v \in V \). The flow constraints [2] ensure a path from \( s \) to \( d \), and constraints [4] and [5] enforce a visit at \( i \) within a time window. Note that if an arrival happens before \( L_v \), a waiting time is introduced.

The problem is NP-hard in general, but there exist dynamic programming algorithms for the problem instance with integer \( T_{ij} \) [4]. The dynamic programming approach converts the problem to a shortest path problem in a graph with at most \( \sum_{v \in V} (U_v - L_v + 1) \) vertices. In our case, \( T_{ij} \) is the time it takes to traverse the edge \((v, w) \in E_M\), and \( T_{vw} \) is the number of UAVs necessary to traverse the edge (1 for every edge \((v, w) \in E_C\), the lower limit is \( L_v = 0 \) and the upper limit is \( U_v = |R| - 1 \) for all vertices.

Figure 2a depicts an example graph. If there are two types of edges (from \( E_M \) and \( E_C \)) between two vertices \( v \) and \( w \), there are two possible ways to transport the data from \( v \) to \( w \). Either one UAV moves from \( v \) to \( w \), which takes \( W_{vw} \) time, or one UAV is placed at \( v \) and the other at \( w \) and the data is transmitted in time \( W_{vw} \). In the latter case the edge “consumes” one UAV. In our example, with \( W_{vw} = 1 \) and \( W_{vw} = 0 \) for all \((v, w) \in A\), there are different optimal paths in terms of the latency depending on the number of available UAVs. If \(|R| = 1\), the MLP from \( s \) to \( d \) is \((s, 5, 4, 3, 2, 1(\text{stop})) \) with a latency of 5. This
Fig. 2. (a) Graph with edges from $E_M$ (solid lines, all $|W_M|$ are 1) and edges from $E_C$ (dashed lines, all $|W_C|$ are 0). (b) Converted graph from (a) for the dynamic programming approach of SPPTW with $|R| = 2$. Only the vertices and edges corresponding to the vertices 5, 6, 7 are shown.

\[ \text{Algorithm 1 Heuristic for MILC (MILC-H1)} \]

**Input:**
- movement and communication graphs $G_M, G_C$, sensing locations $V_S$, number of UAVs $|R|$, latency bound $L_{\text{constr}}$
- subtours $t_1, \ldots, t_k$
- MLP and schedule $(st(v), sv_v, ev_v, st_v) \ \forall v \in V_S$

**Output:**
- $r_v, k, t_i$ (lines 2, 9, 10)
- $\text{max}_v \in V_S \setminus V_C$ (line 8)

1. for $v \in V_S$ do
2. \hspace{1em} $r_v \leftarrow \infty$
3. for $i = |R|$ downto 1 do
4. \hspace{2em} $d \leftarrow \min_{\text{latency}}(v, v_0, i, G_M, G_C)$
5. \hspace{3em} if $d \leq L_{\text{constr}}$ then $r_v \leftarrow i$
6. \hspace{2em} else break
7. if $r_v > |R|$ then exit “Problem is infeasible!”
8. $r \leftarrow \max_v \in V_S \setminus V_C \{r_v\}$
9. $k \leftarrow [R/r]$
10. $T \leftarrow \text{solve}_\text{tsp}(V_S, G_M)$
11. $(t_1, \ldots, t_k) \leftarrow \text{split}_\text{tour}(k, T)$
12. for $i = 1$ to $k$ do
13. \hspace{2em} $R_i \leftarrow \{(i - 1) \cdot r + 1, \ldots, i \cdot r\}$
14. $v^' \leftarrow v_0$
15. for each $v$ on path $t_i$ do
16. \hspace{3em} $(sv_v, ev_v, st_v, et_v) \leftarrow \min_{\text{latency path}}(v, v_0, r_v, G_M, G_C)$
17. \hspace{4em} for $l = 1$ to $r_v$, $\forall m \in R_i$ do
18. \hspace{5em} $A_{lm} \leftarrow st(v') + et(v')(m) + \text{dist}_{G_M}(ev_v(m), sv_v(l))$
19. \hspace{4em} $M \leftarrow \text{minmax}\_\text{matching}(A)$
20. \hspace{3em} for $m \in R_i$ do
21. \hspace{4em} $sv_v(m) \leftarrow sv_v(M(m))$
22. \hspace{4em} $ev_v(m) \leftarrow ev_v(M(m))$
23. \hspace{4em} $st_v(m) \leftarrow st_v(M(m))$
24. \hspace{4em} $et_v(m) \leftarrow et_v(M(m))$
25. \hspace{3em} $st(v) \leftarrow st(v') + \min_{m \in R_i} \{et_v(m) + \text{dist}_{G_M}(ev_v(m), sv_v(m))\}$
26. $v' \leftarrow v$

\[ \text{is determined by the TSP tour. The output of the algorithms are mappings from UAVs to its start vertex, (sv_v, end vertex (ev_v), and start time (st_v) on a MLP for every vertex v in V_S.}\]

The first heuristic MILC-H1 (Algorithm 1) determines the minimum number of UAVs necessary to achieve $L_{\text{constr}}$ for each sensing location v and stores the value in $r_v$ (Line 8). Function $\min_{\text{latency}}$ returns the minimum-latency that can be achieved with a given number of UAVs i for a path from vertex v to the BS $v_0$. If there is a vertex v with $r_v > |R|$, the problem is infeasible because it is not possible to transport the data with the available number of UAVs within time $L_{\text{constr}}$ to the BS (Line 5). Given the number of UAVs necessary, a TSP tour is split into multiple subtours (Line 8 to Line 12). For splitting the tour we use k-SPLITOUR from [8], which tries to minimize the length of the largest subtour.
Fig. 3. (a) The MLPs for two consecutive sensing locations $v'$ and $v$ on a tour and three UAVs $r_1, r_2$ and $r_3$. The waved lines depict a path in $G_M$ and the dashed lines edges in $G_C$. The straight arrows show the transition from the end vertex $ev_{v'}$ on the MLP for $v'$ to the start vertex $sv_v$ for the MLP of $v$ for each UAV. (b) Timing diagram for the scenario above. Horizontal solid lines denote the movement, horizontal dashed lines denote that a UAV is waiting at a vertex, dots denote the start and end vertex of a UA V on the solid lines denote the movement, horizontal dashed lines denote that a UA V

The subtours are then traversed by different groups of UAVs (loop in Line 13). For every vertex $v \in V_S$ on a subtour the MLP is calculated with $min\_latency\_path()$, which returns the start and end vertices $(sv_v, ev_v)$ and the start and end times $(st_v, et_v)$ for every UAV along the MLP (Line 17).

Which UAV should actually move to which vertex on the MLP for $v \in V_C$ is determined by a matching calculated based on its end vertex $ev_v$ and the time $et_v$ on the MLP for the predecessor $v' \in V_C$ of $v$ on the subtour. The value $st(v)$ determines the time the first UAV on the MLP for $v$ can start to move from $v$ to its end position $ev_v$ and is measured from the beginning of the mission. The start time $st_v$ and end time $et_v$ are relative to the start of the first UAVs ($st_v = 0$ for the first UAV). The element $A_{lm}$ of the weight matrix $A$, calculated in the loop starting in Line 13 is the earliest time UAV $m$ can arrive at the potential new starting vertex $sv_v(l)$ after moving from $sv_v(m)$ over $ev_v(m)$ to $sv_v(l)$. The matching between UAVs and start vertices minimizes the latest time a UAV can be at its start vertex and is calculated with $minmax\_matching()$ (Line 20). Finally, the mappings are updated according to the matching (Line 21), and the start value $st(v)$ is calculated based on the latest time all UAV can be at its start vertex (Line 26). The function $dist_G(s, d)$ returns the length of the shortest path from $s$ to $d$ in $G_M$.

Figure 3b depicts an example situation with two consecutive sensing locations $v'$ and $v$ on a TSP tour (i.e. $v$ gets visited after $v'$) and their MLPs for 3 UAVs $r_1, r_2$ and $r_3$. For $v'$ UAV $r_1$ starts at $v' = sv_{v'}(r_1)$ and moves to $ev_{v'}(r_1)$ where it transmits the data to $r_2$, which starts at $sv_{v'}(r_2)$ and moves to $ev_{v'}(r_2)$. There, $r_2$ transmits the data to $r_3$. The timing diagram is shown in Figure 3b. The start time $st(v)$ (and therefore the time $r_1$ can start at $v$) is determined by $r_3$, because $r_1$ has to wait such that it does not arrive at $ev_{v'}(r_1)$ before $r_2$ has arrived at $sv_{v'}(r_2)$. UAV $r_2$ in turn has to wait for UAV $r_3$. Note that $r_1$ and $r_2$ can start before $r_3$ reaches $sv_{v'}(r_3)$ and $r_2$ will arrive at $ev_{v'}(r_2)$ and transmit the data to $r_3$ exactly when the latter one arrives at $sv_{v'}(r_3)$. Since the first UAV has to wait at $v \in V_S$, the latency bounds are met because $v$ can be considered as visited right before the first UAV leaves $v$ and the corresponding data will arrive within the bound at the BS.

The second heuristic MILC-H2 is similar to the first one. For every sensing location the number of UAVs $r_v$ is calculated such that the latency cannot be decreased on a MLP with additional UAVs (this is different from the loop in Line 4 in Algorithm 1). This is equivalent to minimizing the length of the MLP and therefore the latency for each sensing location. If there is a number of UAVs available that is at least a multiple $k$ of $\max_{v \in V_S} r_v$, then the tour is split into $k$ subtours. The algorithm then tries for each subtour to visit as many sensing locations as possible with one UAV along the TSP tour before transporting the data with help of the others to the BS such that $L_{\text{constr}}$ is not violated. This is different from MILC-H1 where UAVs transport the data immediately to the BS after a visit at a sensing location (cf. Line 16 in Algorithm 1). Another difference is that in each subtour the same UAV is visiting all sensing locations (i.e. it is not part of the matching, cf. Line 20 in Algorithm 1).

The third heuristic MILC-H3 is a combination of the other two. For every sensing location the minimum number of UAVs is calculated such that $L_{\text{constr}}$ is not violated (similar to MILC-H1). Also, if possible, the tour is split into subtours. The algorithm visits in every subtour as many sensing locations as possible such that $L_{\text{constr}}$ is not violated (similar to MILC-H2).

For all heuristics the TSP tour is shortcut if a sensing location has been visited on the MLP of another sensing location already. This is valid because the latency constraint is met for these sensing locations.

The heuristics have $G_C$ with $W_C$ as input, and we therefore assume a constant transmission time on each edge independent of the amount of transmitted data. This assumption is valid for MILC-H1 if the amount of data captured at each sensing location is constant. For the other heuristics the weights $W_C$ could be recalculated after the visit of a sensing location with the consequence that determining whether a feasible solution can be generated, cannot be done before iterating through the vertices of a calculated path, as it is done in Algorithm 1 (cf. Line 16).

V. SIMULATION RESULTS

In this section we describe the results from simulation experiments with the aim to assess the performance of our three heuristics in terms of worst idleness $WI$ (maximum idleness over all sensing locations in time steps) in different situations (e.g. number of UAVs, latency bound).
The environment is modeled as a rectangular grid of cells of unit size, and time is discretized into time steps. A UAV can move from one cell of the grid to one of the 8 neighboring cells (which determines $G_M$) or stay at the same cell within one time step. The communication range $R_{com}$ (measured in number of cells) determines which cells are within communication range (and therefore determines $G_C$). Unless otherwise stated, we set $W_C$ to zero for all edges. The BS is in the cell at the lower left corner.

A genetic algorithm implementation\(^1\) is used to generate tours through all sensing locations and the BS, and each experiment is repeated with 10 different tours. To obtain subtours $k$-SPLITOUR \(^2\) is used.

Figure 4 shows a comparison of $WI$ between the heuristics MILC-H1, MILC-H2, and MILC-H3 for varying latency constraint $L_{constr}$ on a grid with $20 \times 20$ sensing locations. The number of UAVs $n$ is 6 and the communication range $R_{com} = 4$. The counter intuitive behavior of MILC-H1 and MILC-H3, which show an increasing $WI$ with increasing $L_{constr}$, results from the fact that the algorithm minimize the number of UAVs necessary to meet the latency constraints for each sensing location. This results in longer durations for the transportation of the data to the BS. The drops in $WI$ happen when the number of subtours increase due to a splitting of the original tour. MILC-H2 shows the expected behavior of a decreasing $WI$ with increasing $L_{constr}$ because with a larger latency bound more sensing locations can be visited consecutively before transporting the data to the BS. MILC-H2 is not able to split the tour with the available number of UAVs since in all cases the latency could be further decreased with an increasing number of UAVs. For MILC-H3 the number of subtours is the same as for MILC-H2. In contrast to MILC-H1, MILC-H3 can benefit from an increasing latency bound since more sensing locations can be visited without data transportation to the BS.

Figure 5 shows a comparison between the three MILC heuristics for a communication range $R_{com}$ from 4 to 14 cells with $n = 6$ and $L_{constr} = 10$. The tight constraints force the UAVs to frequently transport the data to the BS. Compared to MILC-H3, MILC-H2 benefits from minimizing the latency by maximizing the number of UAVs for the MLP, which leads to a faster progress along the TSP tour.

The results for a varying number of UAVs is shown in Figure 6 with $L_{constr} = 14$ and $R_{com} = 8$ such that at least 2 UAVs are necessary to transport the data within $L_{constr}$ to the BS. The large drop for MILC-H2 happens because $R_{com}$ is large enough that one UAV can move nearly freely on the tour without waiting for the other UAVs to transport the data.

Finally, we compare the performance for different transmission times $W_{ij}^C$ (the same value for all edges of $E_C$). The results for $n = 6$, $L_{constr} = 24$ (such that one and two UAVs are necessary to meet the constraint), and $R_{com} = 8$ is shown in Figure 7. The effect of an increasing transmission time is larger for MILC-H2 because the algorithm tries to use as many UAVs as possible for the MLP and the transmission time sums up along the MLP. In contrast to this, MILC-H1 and MILC-H3 use one UAV which is sufficient to transport the data within the bound for $W_{ij}^C \leq 4$. For this relative high value (compared to the previous simulations) of $L_{constr}$, MILC-H3 performs best.

---

\(^1\)Matlab function tsp_ga from Joseph Kirk at https://www.mathworks.com/matlabcentral/fileexchange/ 13680-traveling-salesman-problem-genetic-algorithm

\(^2\)Fig. 4. $WI$ for varying $L_{constr}$ for the MILC heuristics with $n = 6$ and $R_{com} = 4$. The numbers below the plots show the numbers of subtours for MILC-H1 and MILC-H3 (for MILC-H2 it is always 1).

Fig. 5. $WI$ of MILC heuristics for varying $R_{com}$, $n = 6$, $L_{constr} = 10$. The numbers below the plots show the numbers of subtours (same for MILC-H1 and MILC-H3).

Fig. 6. $WI$ of the heuristics for varying number of UAVs $n$, $L_{constr} = 14$, $R_{com} = 8$. The numbers below the plots show the numbers of subtours (same for MILC-H1 and MILC-H3).
because it is possible to visit several sensing locations with one UAV before it has to return to the BS, and therefore the tour can be split into multiple subtours.

To summarize our simulations, the simplest heuristic MILC-H1 performs worst in all experiments and serve as baseline, whereas MILC-H2 outperforms the other heuristics with the expected behavior of a decreasing $WI$ with increasing $L_{\text{constr}}$, $R_{\text{com}}$ and $n$ and therefore exhibits the behavior of individual and cooperative data transport. In all experiments we used low values for $L_{\text{constr}}$ to see the effect of the constraint on the algorithms. As $L_{\text{constr}}$ increases, the worst idleness $WI$ for MILC-H2 and MILC-H3 approaches the optimal value given the TSP tour which results in a solution where each UAV transports the data to the BS individually.

VI. CONCLUSION

We presented a multi-UAV surveillance problem with cooperative data transport. The aim is to minimize the idleness of sensing locations while constraining the latency to a predefined bound. This enforces the UAVs to transport the data cooperatively to the BS in a store-and-forward fashion. We presented different heuristics that are based on MLPs. MLPs guarantee that the data is delivered in due time within a predefined latency bound, which is a typical requirement in disaster response scenarios. We evaluated the performance in simulation experiments which show that the baseline heuristic MILC-H1 performs worst, whereas MILC-H2 outperforms the other heuristics with the expected behavior of a decreasing worst idleness with increasing values of the latency bound, the communication range, and the number of robots when the transmission time is zero.

The algorithms rely on TSP tours through all sensing locations which have been generated with traditional algorithms that try to minimize the length of the tour. An open issue is the generation of such tours that support the joint minimization of idleness and latency. Another possible improvement for the heuristics is a more sophisticated scheduling of UAVs to minimize the number of idle UAVs (that do neither sensing nor transporting data) at each time step. The team of UAVs is divided into a fixed partition of teams and only one UAV in a team does sensing while the other UAVs transport the data to the BS although not all of them might be necessary to meet the latency constraint. Scalability and robustness is limited by the fact that a centralized entity has to generate the solution before the mission starts.
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