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Abstract—Given an existing system learned from previous source domains, it is desirable to adapt the system to new domains without accessing and forgetting all the previous domains in some applications. This problem is known as domain expansion. Unlike traditional domain adaptation in which the target domain is the domain defined by new data, in domain expansion the target domain is formed jointly by the source domains and the new domain (hence, domain expansion) and the label function to be learned must work for the expanded domain. Specifically, this paper presents a method for unsupervised multi-source domain expansion (UMSDE) where only the pre-learned models of the source domains and unlabelled new domain data are available. We propose to use the predicted class probability of the unlabelled data in the new domain produced by different source models to jointly mitigate the biases among domains, exploit the discriminative information in the new domain, and preserve the performance in the source domains. Experimental results on the VLCS, ImageCLEF_DA and PACS datasets have verified the effectiveness of the proposed method.

Index Terms—Unsupervised domain adaptation, transfer learning, object recognition, digit recognition.

I. INTRODUCTION

The current machine learning problems have been significantly advanced by deep convolutional neural networks (CNNs) [1]. However, some issues still remain, such as the requirement of large scale labelled training data and catastrophic forgetting. In some applications of light weight systems, such as Robotics and Mobile devices, a system can be pre-trained using data of different environments or users (i.e. different source domains). When the system is utilized in a new environment or by a new user (which are generally from a new domain), it is desirable to adapt the system to the new domain unlabelled data without forgetting all the previous domains. The challenge is that accessing to the source domain data is generally limited due to the storage or privacy issues.

To tackle this problem, this paper proposes a novel unsupervised multi-source domain expansion (UMSDE) method, which is specific to the scenario that data in the source domain are inaccessible. Given the pre-learned source models and the unlabelled new domain data, the goal of UMSDE is to learn an unbiased classifier that is able to classify or recognize real and diverse visual data, i.e. the expanded domain being composed of different domains (including the old source domains and the new domain), rather than merely a small and specific domain. Similar to domain adaptation [2], [3], [4], [5], [6], we assume the source domains and the new domain share a same set of classes while the distributions of data from different domains are different.

The problem of UMSDE is related to but different from many learning schemes as illustrated in Table I. Thus, the existing approaches to domain adaptation, domain generalization, incremental learning, and supervised domain expansion are not directly applicable to our UMSDE problem. For example, in unsupervised domain adaptation (UDA), the target domain is defined as the new domain alone, hence, the labelling function to be learned is only required to work on the new domain in DA. In addition, the source domain data are generally available for reducing the distribution shift between different domains. Though a couple of works [11], [12] propose the domain adaptation methods without the source domain data, they still focus on the performance in the new domain regardless of potential forgetting of the source domain. Another work [12] proposes a face detector adaptation method without negative transfer or catastrophic forgetting. However, they only concern with the face detection problem and is hard to generalize to other tasks while our method is more generic. In UMSDE, performance in both source domains and the new domain are equally important. Note that the domain labels of the unseen data are generally unknown. In this case, though the source model can classify the source samples well, the performance on the test data is still unknown because we do not know which domain the test data belong to. In addition, the source domain data are not available. The UMSDE is also related to domain generalization. Domain Generalization (DG) [8], [13] uses the data from multiple source domains to learn an unbiased model that can be generalized to the unseen target domain. However, DG assumes the data from multiple
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TABLE I: The comparison between the unsupervised MSDE problem and previous learning schemes. (Notations: \(D_s\): the source domain; \(D_{\text{new}}\): the new domain; \(\{x_s, y_s\}_{n=1}^{N_s}\): labelled source domain data; \(\{x_n, y_n\}_{n=1}^{N_n}\): labelled new domain data; \(\{x_{\text{test}}, d\}\): the test data with domain label, where \(x, y, d\) represent data sample, class label, and domain label, respectively.)

| Method                      | \(D_s\) performance | \(D_{\text{new}}\) performance | \(\{x_s, y_s\}_{n=1}^{N_s}\) requirement | \(\{x_n, y_n\}_{n=1}^{N_n}\) requirement | \(\{x_{\text{test}}, d\}\) requirement |
|-----------------------------|----------------------|-------------------------------|---------------------------------|---------------------------------|---------------------------------|
| UDA \([4], [5], [6]\)     | good                 | good                          | require \(\times\)              | not require                     | -                               |
| UDA w/o \(\{x_s, y_s\}_{n=1}^{N_s}\) | good                 | good                          | require \(\times\)              | not require                     | -                               |
| DG \([8]\)                | good                 | good                          | require \(\times\)              | not require                     | require \(\times\)              |
| Incremental Learning \([9]\) | good                 | good                          | not require                     | require \(\times\)              | require \(\times\)              |
| Supervised DE \([10]\)   | good                 | good                          | not require                     | require \(\times\)              | not require                     |
| Unsupervised MSDE         | good                 | good                          | not require                     | not require                     | not require                     |

source domains are available for feasible domain generalization and the new domain data are not exploited when available. UMSDE is also different from incremental learning \([9]\) which requires the labelled training data in the new domain. Jung et al. \([10]\) handled supervised domain expansion problem by assuming the labelled data in the new domain are available, which is more closely related to incremental learning \([9], [14], [15]\), while we focus on the unsupervised setting where only unlabelled data are available for the new domain.

To this end, this paper proposes a method for unsupervised MSDE without accessing to the source domain data. Since the individual source models are learned from the source domains independently, they are inevitably biased toward different source domains. To learn an unbiased model that can perform well on the expanded domain, the biases among different individual domains (including the source domains and the new domain) need to be dealt with. However, due to the unavailable data in the source domains, the biases among different domains are not easy be measured and dealt with explicitly. Therefore, the proposed solution is based on the observation that, after feeding the unlabelled new domain data into different source models, their predicted class probability distributions (pCPDs) over all the classes expose the biases of different domains. Moreover, we find that the entropy of the pCPDs of the new domain data can imply the classification capability of different source models on the new domain data, and thus the degrees of biases of different source domains are roughly discovered and the discriminative information in the new domain is exploited simultaneously. Therefore, this paper proposes to mitigate the domain bias by reducing the difference of the pCPDs of the new domain data in the new domain using different source models, where a mechanism of learning the source model weights based on entropy is properly designed to emphasize more the source domains that are less biased. In addition, in order to transfer the source domain discriminative information and preserve the source domain performance simultaneously, the pCPDs of the new domain data using the original source models and the adapted models are constrained not to change too much.

The main contributions are summarised as follows.

1) We introduce a new practical learning problem, named Unsupervised Multi-source Domain Expansion (UMSDE), aims at adapting a system pre-learned on the source domains to the unlabelled new domain without forgetting the source domains and accessing to the source domain data.

2) A novel method is proposed for addressing the UMSDE problem using the predicted class probability distributions (pCPDs) of the new domain data on the pre-trained source models.

3) Extensive experiments on three real-world cross-domain object recognition datasets and the in-depth analyses verified the effectiveness of the proposed method for the UMSDE problem.

II. RELATED WORK

UMSDE is a new problem with unique requirements that have not been explicitly addressed in the domain adaptation (DA) and domain generalization (DG), and incremental learning literature. Little study on UMSDE has been reported in the past. In this section, works on DA and DG, as well as incremental learning are briefly reviewed since the former shares the aspect of the problem to be addressed that both need to reduce biases between domains and the later share the common aspect to the problem addressed in this paper both do not access the previous data.

A. Domain Adaptation and Generalization

There has been extensive research on domain adaptation, as surveyed in \([16], [2]\). The domain shift is generally reduced by matching the statistic moments \([17], [18], [19]\), or by relying on the domain adversarial nets \([5], [20], [21]\). For example, \([19]\) propose a Deep Adaptation Network (DAN) architecture, where the mean embeddings of different domain distributions are explicitly matched in a reproducing kernel Hilbert space. Differently, \([5]\) enforce the learned features to be indiscriminate with respect to different domains using an adversarial loss. Some methods focus on multi-source domain adaptation (MSDA) \([22], [23], [24]\) using data from multiple source domains for more effective transfer. Two main approaches are identified for MSDA. The first commonly used approach is to train a classifier per source and combine these multiple base classifiers by assuming that the distribution of the target domain is a mixture of the multiple source distributions \([24]\). Another commonly used approach is to use some feature mapping methods to learn the domain invariant features \([23]\). However, both the DA and MSDA methods require the availability of data from both the source domains and the new domain, and only concern with the performance on the new domain. A couple of works \([11], [7]\) propose the domain adaptation methods without the source domain data. However, some of them require labelled data in the new domain \([11]\) and these methods are not scalable to the deep CNN-based models. In addition, they still focus on the performance in the new domain regardless of potential forgetting.
Domain Generalization (DG) [25, 8, 25, 27, 13] uses the data from multiple source domains to learn an unbiased model that can be generalized to the unseen target domain. Most of the existing work tackle this problem by learning domain invariant and compact representation from multiple source domains [25, 26], or by learning robust classifiers from multiple sources to generalize well on unseen target domain [8, 27, 13]. However, DG assumes the data from multiple source domains are available for feasible domain generalization and the new domain data are not exploited when available.

B. Incremental Learning

The incremental learning [14, 15, 9] paradigm tries to learn incrementally without access to the source data. The key challenge in such a scenario is how to alleviate catastrophic forgetting, a major drawback in neural network-based models when being incrementally learned through new data. However, labelled data from the new domain are required and the test sample is generally accompanied by the information of which domain it belongs to [9]. By contrast, in our UMSDE problem, the new domain data are assumed to be unlabelled and no prior knowledge on which domain a test sample belongs to is required.

III. UMSDE WITHOUT SOURCE DATA

This section presents the proposed method in details. We are given $m$ source models pre-learned using data from a set of $m$ different source domains $D_s = \{D^1_s, \ldots, D^m_s\}$, where the $i^{th}$ original source model pre-learned on the $i^{th}$ source domain $D^i_s$ is denoted as $F^i_s(x; \theta^{(i)}_s)$ (or $F^i_s$ for short) which is parametrised by the parameters $\theta^{(i)}_s$. In addition, a new domain $D_{new} = \{x_n\}_{n=1}^N$ of $N$ unlabelled data drawn from distribution $P_{new}(x)$ is available. The objective of unsupervised UMSDE is to learn an unbiased model which performs well on the test data of the expanded target domain $D_t = D_s \cup D_{new}$. Due to the domain shift, the source domains and the new domain have different distributions. Moreover, the degree of domain biases of the $m$ sources, $D^1_s, \ldots, D^m_s$ are different. Effective handling of the biases is a key in the UMSDE without source data.

A. Unbiased Model Learning

To learn a model that performs well on the expanded domain, the biases of the source models should be alleviated. A possible solution is to reduce the distribution divergence among the source domains as well as the new domain. However, since the source domain data are inaccessible, the distribution divergence is not able to be measured and reduced explicitly. Hence, we propose to reduce the biases by using the predicted class probability distributions (pCPDs) of the new domain data produced by different source models.

We take the case of two source domains as an example (as shown in Figure 2). The intuition is that if the two source domains have a large distribution divergence, the learned individual source models are very different from each other. When a new domain sample is fed into the two source models, the pCPDs produced by them will be very different, which expose the shift among different source domains. More importantly, motivated by [21], we find that this difference can also reveal the samples from the new domain that are not in the support of the intersection of the two source domains, since if a new sample is within the support of the intersection of the two source domains then the pCPDs of this sample produced by the two source models should be similar.

Therefore, we propose to reduce the divergence using the $L_2 - distance$ among the soft pCPDs of the new domain data produced by different source models. Hence, the domain alignment loss for reducing the biases of the $i^{th}$ source model is defined as follows:

$$L_{bias} = \frac{1}{2} \sum_{n=1}^{N} \sum_{j=1, j \neq i}^{m} \left\| \sigma(o(x_n; \theta^{(j)}_i)) / T - \sigma(o(x_n; \theta^{(i)}_i)) / T \right\|^2_2$$

(1)

where $\theta^{(i)}_i$ represents the network parameters of the $i^{th}$ updated source model (which is initialized by the parameters of the $i^{th}$ original source model $\theta^{(i)}_s$), and $\sigma(o(x_n; \theta^{(i)}_i))$ is the $C$-dimensional pCPD produced by the $i^{th}$ source model $F(x; \theta^{(i)}_i)$ using the softmax function for the new domain sample $x_n$. $o(x_n; \theta_i)$ is a $C$-dimensional vector of logits predicted by the $i^{th}$ source model, $C$ is the total number of classes, $T$ is a is a hyperparameter representing the temperature value (which is normally set to 1 in general.

Fig. 2: An overview of the proposed UMSDE method. The original source models ($F^1_s, F^2_s, \ldots$) are pre-trained on labelled data from different source domains. Next, to learn unbiased models that perform well on the expanded domain without the source domain data, the source models are updated by feeding the new domain data into the source models, where the biases are mitigated by a weighted loss between the outputs of pairs of updated models and $F^1_s, F^2_s, \ldots$ are used to initialize as well as to constrain the updated source models. The updated source models ($F^1_u, F^2_u, \ldots$) are fused for testing on the expanded target domain (including both the source domains and the new domain). Unshaded blocks indicate fixed network parameters.
classification tasks). The use of temperature here is inspired by the knowledge distillation [28]. The motivation is that the obtained pCPDs of the new domain data by the source models may not be able to well imply which class the new domain sample belongs to due to the domain bias, but they can indicate the information of class relationships (e.g. which classes the target sample is more close to). If $T$ is small, the class relationships are not able to be effectively revealed since each target sample is encouraged to be very similar to one specific source class. If $T$ is large, the probability distribution over classes is softer, which gives a richer representation of the target sample. However, if the $T$ is too large, the class relationship information will be destroyed since the probabilities of all the classes are similar. Hence, a proper value of $T$ will help the preservation of target data information.

B. Source Model Importance Weight Learning

As mentioned, different source domains are biased to different degrees. Hence, of a source domain is less biased than others, and the corresponding source model should not be changed too much when reducing the biases. We propose to use the entropy of the pCPDs of the new domain data produced by different source models to measure the degrees of biases and exploit more discriminative information in the new domain simultaneously. Intuitively, if the entropy is low, the decision boundary produced by the source model lies in low density areas [29] of the new domain data (i.e. the source model can successfully classify the new domain data). On the other hand, if the source model performs poorly on the new domain, most of the new domain samples will likely produce vague class probability values on many classes rather than a large value on a certain class and thus the entropy of the pCPDs of the new domain data is high. We also empirically visualize the relationship between the classification accuracy and the entropy of the pCPDs in Figure 3 which is almost linearly negatively related. Therefore, a source model with better (poorer) classification capability on the new domain data may be less (more) biased and can discover more (less) discriminative information in the new domain, and thus a smaller (larger) importance weight should be assigned to the bias loss in Eq. 1 when updating the source model. Thus, a new weighting scheme based on the entropy of pCPDs is proposed as follows,

$$w_i = \frac{\exp(E_i/T_0)}{\sum_{j=1}^{N}\exp(E_j/T_0)} \quad (2)$$

where $E_i = \frac{1}{N}\sum_{n=1}^{N}H(\sigma(\mathbf{o}(\mathbf{x}_n;\theta^{(i)}_i)))$, $H(\cdot)$ is the information entropy function, $T_0$ is the temperature to control the weight differences among sources (i.e. similar to $T$, a higher temperature value gives a softer probability distribution over all the weights). The weights $w_i$ are assigned to the $i^{th}$ source model when reducing the domain bias using Eq. 1.

Previous works also learn the source model weights for multi-source domain adaptation (MSDA) [30], [31], [24]. However, the learning of the importance weights in previous works generally rely on data from both source domains and the new domain, while only the source models and the unlabelled new domain data are required in our method. In addition, the criteria of the learning of the weights are different. In previous MSDA methods, the source model weights are generally learned based on the domain bias between each source domain and the new domain. By contrast, our source model weights are learned based on the classification capabilities of each source model on the new domain data. Thus, the proposed method not only considers the degree of domain bias between each source domain and the new domain but also considers the classification capability (which cannot be implied merely through the domain bias) of each source model, which benefits to the performance of the new domain and the overall UMSDE tasks. Moreover, the use of the source weights are also different from the previous MSDA work. The source model weights in previous MSDA methods are generally directly used for constructing the new target domain classifier (i.e. the weighted combination of multiple source classifiers). By contrast, our source model weights are used for reducing the bias among different domains.

C. Source Domain Information Preservation

If we simply reduce the divergence among the pCPDs by different source models, the source domain discriminative information is missing and performance on the original source data will be destroyed. In addition, some trivial solutions will be obtained without any constraints on $\mathcal{L}_{bias}$. Hence, we propose another loss that after adaptation, the pCPDs of the new domain data produced by the updated source models should not be far away from that of the original source models, which is similar to learning without forgetting [9]. This loss not only preserves the discriminative information and source domain performance, but also acts as a regularization to avoid trivial solution when reducing the domain bias. The loss $\mathcal{L}_{org}^i$ for the $i^{th}$ source model is defined as follows,

$$\mathcal{L}_{org}^i = \min_{\theta_i} \frac{1}{N} \sum_{n=1}^{N} \left\| \sigma(\mathbf{o}(\mathbf{x}_n;\theta^{(i)}_i)/T) - \sigma(\mathbf{o}(\mathbf{x}_n;\theta^{(o)}_i)/T) \right\|_2^2 \quad (3)$$

For simplicity, the temperature ($T$) here is set identically to that in Eq. 1.

![Fig. 3: The relationship between accuracy and the mean entropy of predicted class probability distribution on the cross domain recognition tasks of PACS dataset (which contains 4 different domains forming 12 cross domain recognition tasks). They are almost linearly negatively related.](image-url)
D. Overall Model

By combining the multi-source alignment loss (Eq. 1) with the weights defined in (Eq. 2) and source information preservation loss (Eq. 3), the overall objective for the \( i^{th} \) source model is defined as follows,

\[
L_{\text{overall}} = L_{\text{org}}^i + \lambda \cdot w_i \cdot L_{\text{bias}}^i
\]  

(4)

where \( \lambda \) is a trade-off parameter. Hence, the updated source models are less biased and the discriminative information is preserved.

The source models are updated one by one in each step, which means when one model is updated the rest of the source models are kept fixed. After learning, the updated and/or original source models can be fused to construct a model for the expanded domain. In this paper, the model for the expanded domain is constructed in an ad-hoc way. First, the final classification scores \( y_{\text{final}}(x_t) \) of a test sample \( x_t \) is the average score fusion over all the updated models, i.e.

\[
y_{\text{final}}(x_t) = \frac{1}{m} \sum_{i=1}^{m} \sigma(o(x_t; \theta_i^{(u)}))
\]  

(5)

Thus, the final model leverages the discriminative information from all the updated source models with less biases. A summary of the proposed method is provided in Figure 2.

If the original source models could be kept as well, the \( c^{th} \) dimension of the final classification scores \( (y^{C}_{\text{final}}(x_t)) \) of a test sample \( x_t \) is the average fusion of the max fusion of each original and updated source model, i.e.

\[
y^{C}_{\text{final}}(x_t) = \sum_{i=1}^{m} \left( \max(\sigma(o(x_t; \theta_i^{(1)})), \sigma(o(x_t; \theta_i^{(o)}))) \right)
\]  

(6)

where \( \sigma(c\theta_i(x_t; \theta_i)) \) is the probability of \( x_t \) belonging to class \( c \), and \( [y^{C}_{\text{final}}(x_t), ..., y^{C}_{\text{final}}(x_t)]^T \) forms the final classification scores of \( x_t \). The max fusion selects the individual model with more confidence on a certain class and the average fusion over different individual models leverage the information from different source models.

IV. EXPERIMENTS

This section presents the experiments for evaluating the proposed method. The experiments were conducted on three cross-domain object recognition datasets: VLCS [32], [8], ImageCLEF_DA [1] and PACS [13]. Each dataset contains multiple domains. The VLCS dataset consists of images from PASCAL VOC2007 (V) [33], LabelMe (L) [34], Caltech-101 (C) [35], and SUN09 (S) [36] datasets, each of which represents one domain. Five categories are shared among these datasets. The ImageCLEF_DA is a benchmark dataset for the ImageCLEF 2014 domain adaptation challenge. Twelve shared categories are selected from four public image datasets: Caltech256 (C) [37], ImageNet ILSVRC2012 (I) [38], PASCAL VOC2012 (P) [39], and Bing (B) [40], forming four different domains. The PACS dataset is a recently collected cross-domain recognition dataset. It consists of four different domains (Art painting (A), Cartoon (C), Photo (P), Sketch (S)) with seven common categories. The dataset is created by combining shared classes from four image datasets: Caltech256 (Photo) [37], Sketchy (Photo, Sketch) [40], TU-Berlin (Sketch) [41] and Google Images (Art painting, Cartoon, Photo).

A. Implementation Details

All three datasets have four different domains. In the experiments, three domains were used as source domains and the rest was used as the new domain, resulting in four different cases from each dataset. Samples in each domain are randomly divided into a training set (70%) and a test set (30%). The training data of the source domains were used for training the source models and then will not be used in the UMSDE task. The pre-trained source models and the unlabelled training data of the new domain were used for training the proposed method and the unseen test data were used for evaluating the learned model.

The individual deep source models were obtained separately by fine-tuning an AlexNet [1] for the VLCS dataset, a ResNet50 [42] for both ImageCLEF_DA and PACS datasets using Caffe [43], all networks were initialized by a corresponding model pre-trained on ImageNet. The proposed UMSDE without source data method was implemented using PyTorch [44]. The trade-off parameter was set to \( \lambda = 10 \) and the temperatures for aligning different domains and for the source model weights were set to \( T = 3 \) and \( T_o = 0.1 \) respectively. The learning rate was 1e-6. Note that these parameters were selected empirically. Since the proposed method addresses a novel problem in UMSDE, fair comparisons cannot be made with previous methods.

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| C(New) | 92.92 | 96.18 ± 0.1 | 94.86 ± 0.5 |
| L(S)   | 64.87 | 51.70 ± 0.2 | 64.09 ± 0.7 |
| S(C)   | 76.10 | 75.82 ± 0.3 | 77.35 ± 0.5 |
| T(V)   | 78.78 | 78.94 ± 0.1 | 79.97 ± 0.1 |

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| C(S)   | 98.11 | 72.41 ± 0.2 | 72.92 ± 0.4 |
| L(S)   | 64.90 | 64.49 ± 0.2 | 65.32 ± 0.2 |
| S(C)   | 81.72 | 78.94 ± 0.1 | 78.27 ± 0.1 |
| T(V)   | 75.52 | 75.39 ± 0.2 | 78.60 ± 0.9 |

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| C(S)   | 91.34 | 91.72 ± 0.1 | 91.34 ± 0.4 |
| L(S)   | 67.78 | 66.99 ± 0.1 | 68.99 ± 0.1 |
| S(C)   | 69.34 | 70.94 ± 0.1 | 78.89 ± 0.1 |
| T(V)   | 67.67 | 76.94 ± 0.1 | 78.90 ± 0.1 |

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| B(C)   | 82.07 | 82.07 ± 0.1 | 82.07 ± 0.1 |
| S(C)   | 90.56 | 92.33 ± 0.4 | 91.56 ± 0.4 |
| P(C)   | 78.73 | 79.89 ± 0.2 | 79.92 ± 0.2 |
| C(N)   | 93.31 | 94.39 ± 0.2 | 93.44 ± 0.2 |

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| B(C)   | 81.11 | 64.89 ± 0.5 | 63.89 ± 0.9 |
| S(C)   | 72.38 | 76.76 ± 0.1 | 76.86 ± 0.2 |
| P(C)   | 80.83 | 82.87 ± 0.2 | 82.07 ± 0.2 |
| C(N)   | 93.31 | 94.39 ± 0.2 | 93.44 ± 0.2 |

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| B(C)   | 81.11 | 64.89 ± 0.5 | 63.89 ± 0.9 |
| S(C)   | 72.38 | 76.76 ± 0.1 | 76.86 ± 0.2 |
| P(C)   | 80.83 | 82.87 ± 0.2 | 82.07 ± 0.2 |
| C(N)   | 93.31 | 94.39 ± 0.2 | 93.44 ± 0.2 |

| Domain | Base | M1 | M2 |
|--------|------|----|----|
| B(C)   | 81.11 | 64.89 ± 0.5 | 63.89 ± 0.9 |
| S(C)   | 72.38 | 76.76 ± 0.1 | 76.86 ± 0.2 |
| P(C)   | 80.83 | 82.87 ± 0.2 | 82.07 ± 0.2 |
| C(N)   | 93.31 | 94.39 ± 0.2 | 93.44 ± 0.2 |

For detailed experimental settings and results, please refer to the original paper [1].
B. Results

Tables II, III, and IV show the results from 10 runs (± standard deviation) using the deep source models. The performance of the new domain test data (New), the multiple source domain test data (S0, S1, and S2), as well as that on the target (i.e. expanded) domain calculated as the average over the new domain and the multiple source domains are presented. In the tables, M1 and M2 represent the fusion methods defined by Eqs. (5) and (6) respectively. The results are also compared with a baseline, denoted as “Base” in the tables. The baseline is defined as the sum fusion of the original source models. Note that since the source data are not available (which is unlike the cases in domain adaptation) and the UMSDE is concerned with the performance on both source and new domains, it is not possible and probably unfair to compare the proposed unsupervised UMSDE method with a DA method that requires source data.

As shown in the tables, the proposed methods outperformed the baseline in the target or expanded domain in eleven of the twelve cases over the three datasets. The only exceptional case is on the imageCLEF dataset in which the proposed method performed marginally worse (i.e. less than one percentage point). The two fusion methods (i.e. M1 and M2 in the tables) performed comparably. In addition, the standard deviation of different repeats of each experiment is small, indicating that the proposed methods are robust against different runs.

Considering the performance in the new domain, the proposed method outperformed the baseline in most of the cases. In six of the twelve cases, it is by a large margin. Notice that there are two cases that the proposed method did not improve the performance in the new domain compared to the baseline. This is probably that the distributions of the multiple source domains overlap with that of the new domain, or the distribution shift cannot be characterized merely by the source models. Comparing the two fusion methods, it can be seen that M1 generally outperforms M2 on the new domain data as expected since only the models updated by the new domain are used in M1.

Also as expected, the performance improvement in the new domain does not degrade the performance in the source domains in most of the cases. In contrast, the performances in the source domains are even improved after expansion using the proposed method in more than half of the cases over the three datasets. This is probably because the learned model not only deals with the bias between the source domains and the new domain, but also deals with the bias among multiple source domains.

Experiments were conducted using max fusion over the original models and over the updated models, the improvement of the performance over the various models have the similar trend as using the sum fusion. Therefore, only results of sum fusion are presented in the paper.

C. Discussion and Analysis

1) Performance of Updated Source Models: To show how well the individual updated source models by the proposed method work, experiments were conducted to compare the performance of the original source models and the updated models in every source domain. Table V shows the results of the case (L,S,V→C) on the VLSC dataset using deep source models. It can be seen that after expansion using the proposed method, the performance of each updated source model is not only improved in the new domain but also improved in other source domains. This verifies that the updated model not only deals with the bias between source domains and the new domain, but also deals with the bias among source domains. This trend is also observed in other cases on the other two datasets.

2) Performance using Shallow Models: To further demonstrate the robustness of the proposed method, experiments were conducted using shallow source models which are a multi-layer perceptron with one-layer of 1000 hidden neurons on the DECAF [44] features. Results are shown in Table VI. It can be seen that the proposed method also works well on the shallow source models and achieved better results than the baseline method.

D. Ablation Studies and Parameter Sensitivities

We conducted ablation experiments to validate the effectiveness of the proposed method for learning the source model weights and evaluate the sensitivities of parameters.
1) On the Source Model Importance Weights: The first ablation study is to evaluate the effectiveness of the proposed source model weights when aligning the multiple source domains and the new domain. We compared the cases with equal weights and learned weights in Eq. 2. Results for the new domain, expanded domain and the average over the two domains on the three datasets are shown in Figure 4. It can be seen that when the source models are assigned with equal weights, the proposed method can still obtain better results compared to the baselines and using the learned source model weights can further improve the results on average on both the new domain and the expanded domain. Table VII shows the accuracies obtained on the new domain using a single original source model and the learned weights of each source model using Eq. 2. It can be seen that the higher accuracy in a specific new domain generally corresponds to a lower weight while the lower accuracy generally corresponds to a higher weight. This is consistent with our assumption that the better the performance the smaller the entropy.

Fig. 4: Comparison of the performance on the new and expanded domain data using equal weights (EW) and using the proposed learned weights (LW).

| Model   | ACC | weight | ACC | weight |
|---------|-----|--------|-----|--------|
| VLCS    | 85.61 | 0.1139 | C   | 78.50 | 0.2304 |
| imageCLEF | 52.74 | 0.5748 | B   | 80.56 | 0.3578 |
| PACS    | 58.85 | 0.1451 | I   | 88.89 | 0.2713 |
|        | 95.28 | 0.0385 | P   | 54.44 | 0.2353 |
| New Domain: C | New Domain: B | New Domain: A |
| C      | 55.96 | 0.7104 | B   | 93.33 | 0.3247 | A   | 62.73 | 0.1856 |
| S      | 58.85 | 0.1451 | I   | 88.89 | 0.2713 | P   | 35.99 | 0.6870 |
| V      | 57.97 | 0.1444 | P   | 88.33 | 0.4038 | S   | 58.61 | 0.1273 |
| New Domain: L | New Domain: C | New Domain: I |
| C      | 55.97 | 0.4053 | B   | 71.76 | 0.3205 | A   | 52.25 | 0.1441 |
| S      | 58.34 | 0.1957 | I   | 77.22 | 0.1946 | P   | 27.57 | 0.7589 |
| V      | 58.93 | 0.3991 | C   | 67.22 | 0.485 | C   | 62.68 | 0.097 |

TABLE VII: The accuracies (%) obtained on the new domain using a single original source model and the learned weight of each source model using the proposed method.

2) On the Temperature: The second ablation study is to validate the effectiveness of the use of a proper temperature when aligning different domains as well as adapting the source information to the new domain. Experiments were conducted on the three datasets and the average accuracies on the new domain are reported because the performance of the source domain is not sensitive to the temperature. Figure 5 shows the average accuracy over the four cases on each dataset when changing the value of the temperature. It shows that when the temperature increases, the improvement of performance can be observed on most of the datasets. However, the performance will drop slightly if the temperature is too large because the class relationship information would be destroyed since the probabilities of all classes would be similar. In addition, even with a small temperature of 1.0, the proposed method outperforms the baseline. It indicates that the proposed method can effectively adapt multiple source models to the new domain. In addition, a higher temperature value produces a softer probability distribution over classes, and thus more information on class relationships can be preserved, resulting in the improvement of performances.

![Fig. 5: The accuracy when changing the temperature.](image)

This paper is concerned with unsupervised multi-source domain expansion (UMSDE), where the target domain is formed jointly by the source domains and new domain. Thus the learned label function is expected to work equally well for all source domains and the new domain. Specifically, this paper proposes a method for an unsupervised UMSDE problem where only models of source domains and unlabelled new domain data are available. A possible venue to further improve the proposed method is to effectively fuse the original source models and updated models.

The proposed concept of Unsupervised Multi-source Domain expansion (UMSDE) captures a new research dimension in transfer learning. Though keeping the performance in the source domains has sometimes been used to as constraints in traditional domain adaptation (DA), this has never formally been a compulsory requirement in DA. In addition, UMSDE has the potential to formally bridge DA with online and incremental learning where the target domain is continuously expanded. Many problems in domain expansion are yet to be investigated in the future.

V. CONCLUSION
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