Comparison of Data Mining Algorithm: PSO-KNN, PSO-RF, and PSO-DT to Measure Attack Detection Accuracy Levels on Intrusion Detection System
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Abstract. Nowadays, computer networks are widely used to exchange valuable and confidential data information between servers to computers or cellular devices. Access to user control and use of software or hardware as a firewall often experience security problems. Unauthorized access to information through computer networks continues to occur and tends to increase. This study examines the attack detection mechanism by using three data mining algorithms based on particle swarm optimization (PSO), namely PSO-K Nearest Neighbor, PSO-Random Forest, and PSO-Decision Tree in the Canadian Institute for Cybersecurity Dataset (CICIDS2017). The initial experiment showed that the approach using the PSO-RF method was able to produce the highest accuracy of attack detection. Accuracy values generated using the PSO-RF algorithm with a combination of the number of trees and maximal depth = 20 in the CICIDS2017 dataset are intact higher than other proposed algorithms. The highest accuracy of attack detection in the CICIDS2017 dataset is intact, which is 99.76%. In the CICIDS2017 dataset 50% Benign and 50% Attack it turns out that the PSO-RF algorithm with a combination of the number of trees and maximal depth = 20 also gets the highest accuracy value of 99.67%.
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1. Introduction

In the last two decades, the number of internet users in the world is increasing very rapidly. Every day millions of people and hundreds of thousands of institutions to communicate with each other via the internet. In line with these developments, the number of attacks carried out in the network internet continues to increase by the day. Network security tried to protect the network from attacks on the third principle, namely secrecy (confidentiality), integrity, and availability. A network attack is an attempt to break the three essential features (1).
There is software like antivirus, firewalls, data encryption, and user authentication that provides data protection and network from incoming threats, but can not be efficient for all the threats that exist. Multiple studies had been conducted in this field to address this threat. Intrusion Detection Systems (IDS) has been developed to monitor and filter out network activities by identifying attacks and warn network administrators (2). There are two main approaches to the IDS, which are: method of misuse detection and anomaly Friday detection method. Not efficient for all types of threats, but each has strengths and limitations (3). Misuse detection is a method to detect an attack in computer networks by comparing the activities or find a pattern that has been defined earlier as the characteristics of an attack. Misuse detection methods have been efficient to detect known attacks but fail to distinguish the existence of a novel attack (4). By contrast, methods of detection to detect novel anomaly of Friday attack have been efficient but not so useful in attack detection level already known, so it has high FPR (5). Data mining techniques have been used to obtain useful knowledge from the use of IDS datasets. Full KDD, Corrected KDD99, NSL-KDD, 10% KDD, UNSW-NB15, Caida, ADFA Windows, and UNM are standard IDS datasets used. One of the latest IDS datasets made by the University of New Brunswick's (UNB) Canadian Institute for Cybersecurity (CIC), CICIDS2017 should be analyzed for research (6). The CICIDS dataset 2017 was created using the latest framework that considers organizational policies and conditions using coefficients that can be determined separately for each criterion (7).

Mixed methods have been used as solutions to respond to the challenges of misuse detection and anomaly detection techniques. These methods are used to maximize the capabilities of both techniques (8). Three hybrid methods recommended for use in IDS. They are the misuse detection method followed by the anomaly detection method, the anomaly detection method followed by the misuse detection method and the misuse detection method simultaneously. The hybrid method in IDS uses many result combinations from training independently on methods of misuse detection and anomaly detection. For example, the hybrid method considers network traffic as an attack if at least one of the two methods classifies it as an attack. In this case, the detection rate will increase, but IDS will still have a high FPR. Conversely, if the hybrid method considers network traffic as an attack, only if both methods are classified as an attack, FPR will be low but will ignore many attacks in network traffic (5). False Positive Rate (FPR) is when a system of IDS detects and classifies benign or normal activities in a computer network into a dangerous attack. The PSO-, PSO-RF, and PSO-DT algorithm methods will be used to measure the accuracy of attack detection in the CICIDS2017 dataset in this study. The algorithm method had never compared or compared using the CICIDS2017 dataset.

2. Study of Literature

IDS is an essential part of protecting information systems in computer networks. The research report written by Anderson (1980) aims to improve computer security audit capabilities and system customer surveillance capabilities. The IDS system has three commonly used approaches, including misuse detection, anomaly detection, and hybrid detection (9). Hybrid detection combines the use of misuse detection and anomaly detection to improve the ability of both methods to detect attacks. There are three ways to implement hybrid methods on IDS, namely the use of the misuse detection method followed by the anomaly detection method, the anomaly detection method followed by misuses detection method or integrating the misuse detection method and the anomaly detection method simultaneously (5).

CICIDS2017 is a dataset made by the University of New Brunswick's (UNB) Canadian Institute for Cybersecurity (CIC). The CICIDS dataset 2017 is created using the latest framework that considers organizational policy and uses coefficients that can be determined separately for each criterion. This dataset consists of around 3.1 million records with more than 80 attributes, where one attribute was used as a label. The attributes in the dataset have seven attack categories and one benign or normal category. The seven categories of attacks in this dataset are Brute Force Attack, Heartble Attack, Botnet, DoS Attack, DDoS Attack, Web Attack, and Infiltration Attack.

Data mining is the application of unique algorithms to extract patterns from data (10). Data mining is about solving problems by analyzing existing data in a database (11). Many techniques and methods
exist to perform various types of data mining tasks. The methods are grouped into three leading data mining paradigms, namely, Predictive Modeling, Discovery, and Deviation Detection. Data mining and Knowledge Discovery in Databases (KDD) are often used interchangeably to explain the process of extracting hidden information in a large database (12). Although it has a different concept, data mining and KDD are related to each other. One of the stages in the whole KDD process is data mining.

The k-Nearest Neighbors (k-NN) classification algorithm method is one of the data mining techniques considered as the ten best data mining techniques. The k-Nearest Neighbors (k-NN) method uses the famous Cicero principle pares cum paribus facillime congregantur (feathered birds gather together or the same as sociable) (13). The algorithm is used to compare the accuracy, precision, and recall rates of eight different IDS datasets. Algorithms produce better performance and have higher accuracy, precision, and recall in the NSL-KDD dataset than other datasets (14). Random Forest (RF) is one method used for classification by building many classification trees. Random Forest can improve accuracy due to random selection in generating child knots for each node (node above it) and accumulated classification results from each tree; then the most widely chosen classification results are chosen (15). The Random Forest (RF) algorithm is used to detect four types of attacks on the NSL-KDD dataset, namely DOS, probe, U2R, and R2L. The proposed RF method produces high DR and FAR is low in classifying attack types. In the DOS attack type, RF reaches an accuracy value of 99.67% (16).

Decision Tree (DT) is a classification method that uses a representation of a tree structure which contains alternatives for solving a problem. This tree also shows the factors that influence the alternative results of the decision, along with the estimation of the final results if we make that decision (17). The decision tree (DT) algorithm can produce an accuracy rate of 79% in the NSL-KDD dataset (18).

Particle Swarm Optimization (PSO) is an optimization method that has strong global search capabilities and applicable for dimensional optimization (19). The PSO-k-NN algorithm in the NSL-KDD dataset produces an accuracy of 98.5755%. In the UNSW-NB15 dataset produces an accuracy of 97.97966% (20). Accuracy values using the PSO-based method with a value of k = 5 in the KDDCup99 DOS type attack dataset of 99.91% (21). The average PSO-RF method has an accuracy rate of 96.7810% and FPR of 0.1546% in the KDDCup99 dataset (19). Combined particle swarm optimization (PSO) and decision tree (DT) techniques using the single-objective (SO) and multi-objective (MO) PSO approach used in the KDDCup99 dataset. The MO-DTP algorithm approach produces the lowest FPR value of 0.136% and the highest accuracy rate of 96.65% (19).

3. Methodology

This research uses Knowledge Discovery in Databases (KDD) method consisting of five stages, namely Data Selection, Preprocessing, Transformation, Data Mining, Interpretation, or Evaluation (10). In this study, the authors used the CICIDS2017 dataset as the latest standard dataset for survey and evaluation research in the field of IDS. An analysis was carried out to identify the data further as a preliminary knowledge, and then evaluate the quality of the data. The CICIDS2017 dataset consists of 3.1 million records with 85 attributes, including one attribute used as a label. The attributes in the dataset have seven attack categories and one normal category. The preprocessing process includes removing data duplication, checking inconsistent data, removing features that are less valuable or completely useless, converting all attack type labels to ATTACK labels, and correcting errors in data. There are two types of CICIDS2017 dataset made, namely the whole CICIDS2017 dataset and the CICIDS2017 dataset with a composition of 50% benign and 50% attack. Feature selection is used to determine which features are important and discard features that have low quality and are uncorrelated. Sample needs to be selected for efficiency purposes considering the number of records in the CICIDS2017 dataset. This study took a maximum of 1% of the two types of CICIDS201 dataset used in each sample. The approach models that will be used to compare the results of the accuracy value using the PSO are algorithm approach with k values, PSO-RF with a combination of the number of trees and highest depth each with a value, and PSO-DT with the highest depth value.
4. Discussion

At the classification stage, the approach used was data mining algorithm method to obtain the accuracy of attack detection in the CICIDS2017 dataset. There are two types of datasets used, namely the CICIDS2017 dataset intact and the CICIDS2017 dataset with a composition of 50% benign and 50% attack. The algorithm used is the PSO-algorithm with a value, PSO-RF with a combination of the number of trees and maximal depth each with, and PSO-DT with maximal depth = 5, 10, 15 and 20.

The classification phase in the CICIDS2017 dataset intact using the PSO algorithm with values, PSO-RF with a combination of the number of trees and maximal depth each with, and PSO-DT with maximal depth = 5, 10, 15 and 20.

**Table 1.** Accuracy, Kappa, Recall, Precision and F-Measure PSO-k-NN values on Dataset CICIDS2017 Whole

| k = PSO-k-NN | Accuracy (%) | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
|--------------|--------------|-------|------------|---------------|---------------|
| k = PSO-k-NN | Accuracy (%) | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
| 5            | 97.83        | 0.932 | 94.72      | 94.38         | 94.55         |
| 10           | 97.38        | 0.918 | 94.18      | 92.75         | 93.46         |
| 15           | 96.92        | 0.903 | 91.99      | 92.48         | 92.23         |
| 20           | 96.9         | 0.902 | 91.22      | 93.04         | 92.12         |

**Table 2.** Accuracy, Kappa, Recall, Precision and F-Measure PSO-RF values on Dataset CICIDS2017 Whole

| Number of trees and highest depth = PSO-RF | Accuracy (%) | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
|-------------------------------------------|--------------|-------|------------|---------------|---------------|
| 5                                         | 96.37        | 0.878 | 82.02      | 99.64         | 89.97         |
| 10                                        | 99.21        | 0.975 | 97.27      | 98.73         | 98            |
| 15                                        | 99.62        | 0.988 | 98.64      | 99.46         | 99.05         |
| 20                                        | 99.76        | 0.993 | 99.35      | 99.47         | 99.41         |

**Table 3.** Accuracy, Kappa, Recall, Precision and F-Measure PSO-DT values in Dataset CICIDS2017 Whole

| Highest depth = PSO-DT | Accuracy (%) | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
|------------------------|--------------|-------|------------|---------------|---------------|
| 5                      | 96.59        | 0.887 | 84.21      | 98.4          | 90.76         |
| 10                     | 99.28        | 0.977 | 97.74      | 98.62         | 98.18         |
| 15                     | 99.61        | 0.988 | 98.87      | 99.17         | 99.02         |
| 20                     | 99.65        | 0.989 | 99.17      | 99.05         | 99.11         |

The classification stage in the CICIDS dataset2017 with a composition of 50% benign and 50% attack uses the PSO-algorithm with values, PSO-RF with a combination of the number of trees and maximal depth each with, and PSO-DT with highest depth = 5, 10, 15 and 20.
Table 4. Accuracy, Kappa, Recall, Precision and F-Measure PSO-k-NN values on the CICIDS2017 50% Benign and 50% Attack

| k   | PSO- \(k\) – NN |  |  |  |
|-----|----------------|---|---|---|
|     | Accuracy (%)   | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
| 5   | 96.89          | 0.938 | 97.06 | 96.71 | 96.89 |
| 10  | 96.5           | 0.93  | 97.3  | 95.75 | 96.52 |
| 15  | 95.03          | 0.901 | 96.04 | 94.12 | 95.07 |
| 20  | 95.15          | 0.903 | 95.92 | 94.45 | 95.18 |

Table 5. Accuracy, Kappa, Recall, Precision and F-Measure PSO-RF values on the CICIDS2017 50% Benign and 50% Attack

| Number of trees and highest depth = | PSO-RF |  |  |  |
|-----------------------------------|--------|---|---|---|
|                                   | Accuracy (%) | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
| 5                                 | 95.21 | 0.904 | 97 | 93.63 | 95.29 |
| 10                                | 98.5  | 0.97  | 98.74 | 98.27 | 98.5  |
| 15                                | 99.61 | 0.992 | 99.64 | 99.58 | 99.61 |
| 20                                | 99.67 | 0.993 | 99.7 | 99.64 | 99.67 |

Table 6. Accuracy, Kappa, Recall, Precision, and F-Measure PSO-DT values on the CICIDS2017 Dataset 50% Benign and 50% Attack

| Highest depth = | PSO-DT |  |  |  |
|----------------|--------|---|---|---|
|                | Accuracy (%) | Kappa | Recall (%) | Precision (%) | F-Measure (%) |
| 5              | 94.97  | 0.899 | 95.32 | 94.64 | 94.98 |
| 10             | 97.39  | 0.948 | 97.48 | 97.31 | 97.39 |
| 15             | 98.95  | 0.979 | 98.86 | 99.04 | 98.95 |
| 20             | 99.1   | 0.982 | 99.22 | 98.98 | 99.1  |

The results of this study are displayed in graphical form in Figure 3 and Figure 4 with the accuracy of each algorithm used in two types of datasets CICIDS 2017 with \(k\) values as the number of trees and maximal depth set at values 5, 10, 15 and 20. For \(k = 5\), the k-NN PSO algorithm is the best in the CICIDS2017 dataset intact with 97.83% accuracy or the CICIDS2017 dataset with a combination of 50% Benign and 50% Attack with an accuracy of 96.89%. At \(k = 10\), \(k = 15\) and \(k = 20\), the PSO-RF algorithm is the best in the CICIDS2017 dataset intact with 99.21% accuracy up to 99.76% or the CICIDS2017 dataset with a combination of 50% Benign and 50% Attack with accuracy 98.5% to 99.67%.
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Figure 1. Comparison of Accuracy Levels of each Algorithm in the CICIDS2017 dataset Whole

Figure 2. Comparison of Accuracy Levels of each Algorithm on the CICIDS2017 50% Benign and 50% Attack

Figure 3. Classification Modelling using Rapid Miner

5. Conclusion

Based on data processing using the PSO-RF algorithm with a combination of the number of trees and maximal depth = 20 on the complete data, the accuracy value is higher than the other proposed algorithms. The highest value of attack detection accuracy in the whole data is 99.76%.

Based on data with a composition of 50% Benign and 50% Attack it turns out that the PSO-RF algorithm with a combination of the number of trees and maximal depth = 20 also gets the highest accuracy value that is equal to 99.67%.
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