Vibrational properties of isotopically enriched materials: the case of calcite†
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Isotope enrichment is widely used to affect atomic masses, facilitating data acquisition and peak assignments in experiments such as nuclear magnetic resonance and infrared spectroscopy. It is also used for elucidating the origin of weak features in systems where natural isotopic abundances are low. However, it is not possible to always know a priori precisely how vibrational modes change for arbitrary levels of isotopic substitution. Here, we examine this issue by presenting a joint experimental and theoretical study for the important case of $^{13}$C isotope substitution effects on the infrared spectra of calcite. By systematically varying the $^{13}$C : $^{12}$C ratio, we find that the relative positions and intensities of infrared-active vibrational modes can vary, in a non-linear and mode-dependent fashion, with minority isotope content and proximity. This allows us to determine the origin of weak spectral features due to the natural abundance of isotopes and to show that even relatively low levels of substitution are not necessarily within the “dilute limit,” below which isotopic substitutions do not interact.

1 Introduction

Isotopic enrichment presents unique and useful opportunities for characterizing the structure and properties of solid materials.1,2 Isotopic substitution, often known as labeling, affects the atomic mass without introducing changes to the electronic properties of the atoms. This means that it has a significant effect on vibrational properties, as well as any property related to vibrations, such as phonon-mediated superconductivity.3 Isotopic can also affect nuclear magnetic resonance data, by changing the gyromagnetic ratio to increase the sensitivity of the method and dramatically reduce acquisition times.4

One important material that has been the subject of many measurements involving isotopic enrichment is calcite (CaCO₃ in the R3c structure). Calcite is abundant in natural environments and is of great importance for diverse disciplines, including biology,5,6 archaeology,7,8 geology,9 and planetary science.2 In particular, there has been much interest in vibrational spectroscopy of calcite,5,6 especially because the height and width of various spectral peaks have been shown to correlate with the degree of crystallinity and therefore with calcite origin and process of formation.14–21 Isotope enrichment methodology was used for the study of calcite crystals with both solid-state nuclear magnetic resonance measurements22,23 and vibrational spectroscopy.24

Calcite has a natural abundance of isotopic substitution. However, its level is quite low, with a $^{13}$C : $^{12}$C ratio of 1% and an even lower $^{18}$O : $^{16}$O ratio of 0.1%.25–26 Nevertheless, this isotopic presence can still influence the measured vibrational spectrum. Indeed, the origin of weak infrared (IR) spectral features in calcite has been a subject of considerable debate,22–26 with suggested causes ranging from isotope shifts,28–31 to a combination of vibration and lattice modes,32–35 to energy splitting between longitudinal optical (LO) and transverse optical (TO) phonons arising from the carbonate moiety.36–38

Isotopically-induced peak shifts were identified in the vibrational spectrum of calcite after synthetic enrichment to 50% $^{13}$C (ref. 28) or to 80% $^{18}$O (ref. 24). Isotopic effects were also studied computationally using density functional theory (DFT).20,27 The computational studies showed significant (tens of wavenumbers) blue-shift of certain peaks upon complete substitution of all carbon atoms by the $^{13}$C isotope. Despite this effort, the origin of the above-mentioned weak IR spectral features was not fully elucidated, particularly because extrapolation from high isotopic content to low isotopic content in experimental data of calcite is complicated. Naively, for different isotopic enrichment levels, one could simply assume a linear interpolation between the two end members (calcite with 100% $^{12}$C or with 100% $^{13}$C), which is an assumption known in chemical alloys as Vegard’s law.18–40 However, this is not necessarily the case. First, due to the intermixing of...
smaller and larger masses, Vegard's law does not necessarily hold even if one assumes a uniform distribution of the isotopes. Second, Schauble et al. showed that there is a slight preference for the less-common isotopes of C and O to be found together in the same moiety,\textsuperscript{44} an effect known as "isotope clumping."\textsuperscript{45,46} Therefore, a complete analysis of the vibrational data requires a systematic examination of the isotopic effect as a function of isotope concentration, both experimentally and theoretically.

Here, we provide such a systematic examination, for $^{13}$C enrichment in calcite, by combining Fourier transform infrared (FTIR) spectroscopy with DFT simulations. We show that peak positions and intensity changes cannot be predicted from simple interpolation, based on explanations in terms of effective spring coupling. We also show which weak features discussed above can be assigned definitively to isotope shifts, including isotopic effects on LO–TO peaks. This leads to the conclusion that, even for relatively low levels of substitution, it is not necessarily reasonable to assume that the "dilute limit", below which the isotopic substitutions do not interact, has been achieved. While these conclusions directly pertain to calcite, the approach is general and can be used for isotopic studies of other materials of interest.

2 Methods

2.1 Experimental approach

Calcite powders were synthesized using a solution-based method described elsewhere.\textsuperscript{29} Briefly, 25 mL of 5 mM Na$_2$CO$_3$ (Sigma-Aldrich, ACS reagent grade) was placed in a flask and immersed in an ultrasonic bath at room temperature. 1 mL of 60 mM CaCl$_2$ (Sigma-Aldrich, ACS reagent grade) was added every 15 seconds for a total of 25 mL. The suspension was stored at 4 °C for one hour, then centrifuged for 15 minutes at 4200 rpm. The supernatant was then pipetted off. The residual product, comprised of calcite crystallites, was air-dried prior to measurement. To obtain calcite with different concentrations of $^{13}$C, the usual Na$_2^{13}$CO$_3$ solution, in which the $^{13}$C concentration is ~1%, was mixed with Na$_2^{15}$CO$_3$ (Sigma-Aldrich) from a solution containing ~99% $^{13}$C. Different mixtures of the two solutions allowed for the formation of calcite with different nominal $^{13}$C isotope concentrations: ~100%, 50%, 25%, 12.5%, and 1%.

FTIR spectra were obtained using a Bruker Vertex 70v vacuum spectrometer (working pressure <100 Pa) over a wavenumber range of at least 4000 cm$^{-1}$ to 500 cm$^{-1}$, with a resolution of 1 cm$^{-1}$. Measurement in vacuum was essential for eliminating contributions from water vapor, especially in the spectral region containing the calcite $\nu_3$ peak. High resolution scans were important for resolving the shoulders on the $\nu_3$ absorbance peak and the weak 848 cm$^{-1}$ peak; a lower resolution (4 cm$^{-1}$) would have been insufficient for the analyses presented below. All measurements were carried out using a transmission geometry: the synthesized calcite was ground with spectral grade KBr and then pressed into 7 mm diameter pellets using 2 tons of pressure. Before the measurement, the pellets were heated to 350 °C in steps of 110 °C over the course of 3 hours, in order to eliminate the influence of water and other CaCO$_3$ polymorphs. Bruker's OPUS 7.0 software was used to determine peak positions, heights, widths, and areas.

2.2 Computational approach

Electronic structures, total energies, and geometries were calculated by solving the Kohn–Sham equations of DFT within the generalized gradient approximation (GGA), using the Perdew, Burke and Ernzerhof (PBE) exchange-correlation functional.\textsuperscript{45} All calculations were carried out using the Vienna \textit{Ab Initio} Simulation Package (VASP),\textsuperscript{46} a plane wave basis code. The ionic cores were described by the projected augmented wave (PAW) method.\textsuperscript{47}

Calculations were performed based on the conventional hexagonal unit cell of calcite, which contains six units of the chemical formula, using different amounts and geometric arrangements of isotopic substitutions. The experimental structure used as a starting point for the geometry optimization of the unit cell was that of Maslen et al.\textsuperscript{48} The plane wave energy cutoff used for the calculations was 560 eV. A $7 \times 7 \times 2$ $k$-point grid sampling of the Brillouin zone was used. All forces of the system were relaxed to $10^{-3}$ eV Å$^{-1}$. The optimized geometry (ESI Table 1†) is in excellent agreement with the experimental data: bond lengths and cell parameters are overestimated by ~1.0–1.5%, a result typical for GGA-based calculations.\textsuperscript{49}

The simulation of IR spectra was carried out using an approach described in detail elsewhere.\textsuperscript{50} Briefly, the frozen phonon method\textsuperscript{51,52} was used to construct the dynamical matrix based on the variations in atomic forces due to explicit small displacements of the atoms from their equilibrium configuration. Vibrational frequencies and normal modes were then calculated within the harmonic approximation, from the (square root of) eigenvalues and eigenvectors of the dynamical matrix, respectively, evaluated at the $\Gamma$ point of the Brillouin zone. The numerical precision of the calculated frequencies was better than 1.5 cm$^{-1}$. IR absorption intensities were calculated, within the framework of the modern theory of polarization,\textsuperscript{53} based on the crystal response to an external electric field using the Born effective charge tensor.\textsuperscript{54} Finally, in order to facilitate the comparison between experimental and computational data, the latter were broadened by convolution with a Lorentzian.

Longitudinal Optical–Transverse Optical (LO–TO) splittings were calculated using the Phonopy package,\textsuperscript{55} which augments the supercell method using a mixed-space approach.\textsuperscript{56,57} Following ref. 52 and 58, it is possible to separate contributions to the dynamical matrix from the Brillouin-zone center (analytical) and from long-range contributions due to dipole–dipole interactions, which depend on the direction of approach to the Brillouin-zone center (non-analytical).\textsuperscript{52,55,59–60} Because calcite is a uniaxial crystal,\textsuperscript{61} the IR-active modes of the carbonate moiety can be classified into modes with atomic motion along the $z$ direction ($\nu_3$) and perpendicular to the $z$ direction ($\nu_1$, $\nu_2$, $\nu_4$). Therefore, two directions of approach to the $\Gamma$ point should be considered:\textsuperscript{62} the $q(x, y) \rightarrow 0$ for the in-plane vibrations and $q(z) \rightarrow 0$ for the out-of-plane vibrations. Total and partial phonon densities of states (DOS, PDOS) were also
calculated using Phonopy on a $8 \times 8 \times 8 \Gamma$-centered mesh, which was tested explicitly for convergence.

We note that there is a general tendency of the PBE functional to underestimate the binding energy within the material, which results in generally lower frequencies compared to experiment. In this work, all calculated frequencies are lower than the experimental frequencies by $\approx 40$ cm$^{-1}$. However, since this is a systematic difference, it does not affect our analysis.

The main reason that we rely on the PBE functional, rather than a hybrid functional such as B3LYP, is that we are interested in peak position shifts due to isotopic substitutions; we do not focus on absolute wavenumber values. Comparing our experimental and calculated peak shifts (ESI Table 2†) shows that the deviation between PBE and experiment is low, on the order of a few wavenumbers, which is close to the experimental precision. Therefore, resorting to hybrid functional calculations (which are more expensive) was not necessary. Furthermore, a recent detailed study of calcite shows that hybrid functionals are more accurate than non-hybrid functionals for some properties, but not all.64 Thus, there is no universal reason to prefer a hybrid functional over PBE, even with respect to predictive power.

3 Results and discussion

3.1 Experimental observations of isotope effects

A typical FTIR spectrum of solution-precipitated calcite is shown in Fig. 1a. The mid-IR range exhibits three main absorbance peaks that are related to vibrations within the carbonate moiety:41 an asymmetric stretch ($v_3$, Fig. 1b), an out-of-plane bend ($v_2$, Fig. 1c), and an in-plane bend ($v_4$, Fig. 1d). Interestingly, there are additional weaker spectral features. Two small shoulders appear on either side of the $v_3$ peak (Fig. 1b), and the $v_2$ peak has a blue-shifted shoulder as well as a weak absorbance feature on the low wavenumber tail (Fig. 1c). These features, although small, exceed the noise level and are consistent with previously reported high-resolution IR spectra of calcite.21,28,36

In order to understand whether the weak spectral features indeed originate from isotopic effects, FTIR spectra of samples with systematically increasing nominal $^{13}$C isotopic concentrations were measured. They are shown in Fig. 2a–c. The isotopic content affects each calcite vibrational mode differently. The $v_3$ and $v_2$ modes exhibit an additional peak that occurs at a wavenumber lower than that of the $^{12}$C parent peak. For the $v_4$ mode, the main peak shifts to lower wavenumbers with increasing $^{13}$C content. A detailed examination of the experimental IR peak positions shows that the intensity of the $^{13}$C peak increases with increasing $^{13}$C atomic content, as expected, and that there is a small shift ($\approx 5$ cm$^{-1}$) of the main peak position. Since the $v_4$ mode occurs in both IR and Raman spectra, this peak can be compared directly and it shows a similar trend in both (ESI Fig. 8†). For the high levels of isotopic enrichment, our experimental FTIR spectra are consistent with earlier available experimental28 and theoretical38,39 results. Importantly, we observe that the calcite peak positions do not change linearly as a function of the nominal $^{13}$C concentration.

3.2 Calculated isotope effects

To understand our experimental IR data, we performed first principles calculations of the IR spectra of calcite structures, possessing different levels of $^{13}$C isotopic substitution. The results are shown in Fig. 2. The isotope containing structures were constructed by replacing selected $^{12}$C atoms by $^{13}$C atoms, simply by changing their mass, within the conventional hexagonal unit cell of calcite (for more details see ESI Table 3†).

When substituting $^{12}$C with $^{13}$C within a single unit cell, several nonequivalent substitutional arrangements exist. Thus, for all intermediate isotope levels wherein both $^{12}$C and $^{13}$C were present, we tested the influence of different geometric arrangements of the isotope sites within the unit cell. These are summarized schematically in tabular form in Fig. 3. For example, to simulate 33% $^{13}$C isotopic content, two of the six $^{12}$C atoms in the hexagonal cell were replaced with $^{13}$C. As shown in Fig. 3, it is possible to substitute the $^{13}$C atoms next to each other (denoted as 1st neighbors) or to separate them by either one or two atoms of $^{12}$C (denoted as 2nd or 3rd) neighbor positions, respectively.

Our calculations reveal that the different arrangements of the isotope atoms within the unit cell could influence the IR spectra. We show as an example, in Fig. 4, the calculated IR spectrum for the case of 33% $^{13}$C; we note that similar trends were observed for the cases of 50% and 67% $^{13}$C content. For isotope atoms positioned next to each other (1st neighbors), the $v_4$ mode has spectral features that are different than those obtained for atoms positioned further apart (2nd or 3rd) neighbors, which are very similar for both neighbors. The main difference is in the relative intensity of the $^{12}$C : $^{13}$C $v_3$ peak: for 1st neighbors, the intensity of the $^{12}$C peak is higher, while for
the 2nd or 3rd neighbors, the intensity of the $^{13}$C peak is higher. We note that the $v_2$ and $v_4$ peaks also show some sensitivity to 2nd and 3rd neighbor interactions, but with much smaller magnitudes. We believe that the $v_2$ sensitivity is smaller because the character of that vibrational mode (out-of-plane) is significantly different than the in-plane character of the $v_3$ mode, which in turn affects the magnitudes of their responses to distortions of any kind. In the case of the $v_4$ mode, its response is much weaker, in general. The differences among these three IR-active vibrational modes of calcite are discussed in more detail in earlier work.\(^\text{17,19}\)

To explore proximity effects for lower isotopic content, we utilized supercell structures of calcite. (Computational details are provided in ESI Fig. 9 and 10\(^\text{†}\).) The supercell computations revealed that, even at a significantly lower isotopic content (33% vs. 8% $^{13}$C), the proximity of the neighboring isotope atoms still affects the spectral features in a similar way. In other words, isotopes arranged as 1st neighbors caused a larger intensity for the $^{13}$C $v_3$ peak. We note that this is observable only when the peaks are very narrow. Thus, at significantly lower values of $^{13}$C isotope content, the proximity phenomena may still persist, but it lies below the experimental resolution.

Notably, the above analysis shows that different geometrical arrangements, with different relative proximity of the nearest minority isotopes, result in different spectral features. In particular, the 1st neighbor arrangement yield consistently different results relative to those based on 2nd and 3rd neighbors. We draw on our experimental results, as well as those published by others, and choose to present the computational

![Fig. 2](image-url) Experimental (a–c) and simulated (d–f) IR spectra corresponding to the three main calcite absorbance peaks, for various $^{13}$C concentrations. For the experimental data, the nominal $^{13}$C concentrations are 1% (black), 13% (purple), 25% (blue), 50% (orange), and 100% (red). For the simulated spectra, the $^{13}$C concentrations are 0% (black), 8% (purple), 17% (blue), 50% (orange), and 100% (red). A Lorentzian line shape has been assumed using a full-width half-maximum of 50, 10, and 2 cm\(^{-1}\) for the $v_3$, $v_2$ and $v_4$ peak, respectively. In all panels, vertical lines serve as guides to the eye for peak positions at 1% or 0% (black) and 100% (red) $^{13}$C concentrations.

![Fig. 3](image-url) Left: hexagonal unit cell of calcite containing Ca atoms (blue), O atoms (red) and C atoms (gray). Right: schematic tabular representation of the possible arrangements of $^{13}$C atoms within the calcite unit cell. Each column of the table represents one of the nonequivalent $^{13}$C substitution arrangements at 33%, 50%, or 67% isotope substitution. Each row in the table corresponds to a carbonate molecular unit position along the c axis within the hexagonal unit cell of calcite. White squares represent unsubstituted $^{12}$C positions.

![Fig. 4](image-url) Comparison of calculated IR spectra for different arrangements possible at 33% $^{13}$C isotopic substitution. Results based on first, second, and third neighbor positions correspond to the arrangements described in Fig. 3. Vertical lines serve as guides to the eye for peak positions at 0% and 100% $^{13}$C concentrations.
results that are based on $^{13}$C isotope-substituted for the 1st neighbor arrangement, for the following considerations:

(1) There is good similarity between the experimentally observed $^{13}$C: $^{12}$C $v_3$ peak ratio and those of the 1st neighbor calculations (at 25% $^{13}$C isotope substitution).

(2) The probability of finding two neighboring $^{13}$C atoms is high even for the lowest substitutions we investigated. Assuming random substitution, 33% $^{13}$C has a 96% likelihood of having two $^{13}$C atoms as 1st nearest neighbors. This likelihood is 49% for 8% $^{13}$C substitution levels.

(3) Others have demonstrated that there is a systematic isotopic clumping effect that is common among many different carbonate-based minerals. There is a preference for two heavy isotopes ($^{13}$C and $^{18}$O) to form bonds, based on first-principles lattice dynamics calculations. The effect is small: there is approximately a 0.4 ppt (parts per thousand) excess in the amount of $^{13}$C-$^{18}$O bonds, for samples produced at 0 °C. However, there is a pronounced temperature dependence to this effect, decreasing to less than 0.1 ppt, for samples produced at 300 °C. The scaling was approximately linear: 0.003°/C.° C⁻¹. The experimentally observed isotopic clumping effect also favors the 1st neighbor configuration.

3.3 Comparing computed and experimental spectra

Turning to a detailed comparison between the theory and experiment, the simulated results generally reproduce well the trends observed in experiment. In the calculated IR spectra for crystals with pure isotope content, only one peak appears for each vibrational mode. For the mixed-isotope crystals, however, two peaks appear for both the $v_3$ and the $v_2$ modes (Fig. 2). These additional peaks have been observed experimentally by others with 50% carbon isotope substitution, and by us at intermediate $^{13}$C isotope substitution levels (Fig. 2). An important observation is that the peak split persists in the simulations even at low $^{13}$C concentrations. Such peak splitting cannot be observed if one uses a virtual crystal approximation, where an interpolated effective carbon mass is used throughout. Furthermore, previous detailed analyses found no viable combination peaks of vibrational modes at wave numbers that are red-shifted with respect to the main peak. This means that the weak shoulder at the right-hand side of the $v_3$ peak (at 1398 cm⁻¹) and the small peak on the low-wavenumber side of the $v_2$ peak (at 848 cm⁻¹) can be definitively assigned to the presence of the $^{13}$C isotope.

Comparison between computed results at 0% and 100% $^{13}$C indicates that the splitting of the two peak maxima is 38 cm⁻¹ (2.9%, relative to the peak position), 25 cm⁻¹ (3.1%) and 2 cm⁻¹ (0.3%) for $v_3$, $v_2$, and $v_4$, respectively, in good agreement with previous theoretical results. Based on our experimental results, the splitting of $^{13}$C and $^{13}$C for the $v_3$ and $v_2$ peaks is of similar magnitude (41 cm⁻¹ and 27 cm⁻¹, respectively). The much smaller split observed for the calculated $v_4$ peak precludes its observation in experiment.

The difference in the degree of peak splitting between different modes can be explained by considering the calculated phonon density of states (DOS) of calcite. Fig. 5a shows a graphical representation of how the energy of each normal mode of vibration is partitioned among different atoms within the calcite unit cell. The DOS can be decomposed into partial contributions from different atoms ([(g$^{X_{C,C}}$)C$^{13}$O(ω)], depicted by the coloured regions in Fig. 5a. These coloured regions highlight that, even though C and O movements occur in each normal mode, there are different relative amounts of motion for each mode. The atomic motions that make up each of these normal modes are shown schematically in Fig. 5b).

Fig. 5 illustrates that the $v_3$ and $v_2$ modes involve significant contributions from carbon atom vibrations. The $v_4$ and $v_2$ modes, however, are dominated by oxygen atom movement and should only be weakly affected by carbon isotope substitution. This matches our experimental data, not only in the case of IR spectra (Fig. 2), but also in Raman spectra (ESI Fig. 8†). Because the natural abundance of $^{18}$O is an order of magnitude lower than that of $^{13}$C, we do not expect to see any oxygen isotope-related shifts in our spectra. However, these shifts have been observed in oxygen-isotope enriched calcite and prior calculations have shown that if $^{18}$O atoms are replaced by $^{13}$O ones, the relative splitting of the $v_4$ peak (5.7%) becomes much larger than that of $v_1$ and $v_2$ peaks (1.4% and 1.3%), in agreement with the explanation provided by the calculated phonon DOS (Fig. 5).
Interestingly, the simulated results for intermediate $^{13}$C concentrations (Fig. 2) cannot be obtained from a simple linear interpolation of the results for 0% and 100% $^{13}$C. The discrepancy is especially pronounced for the $v_2$ modes, where the substituted and the interpolated systems differ in both peak position and intensity (Fig. 6).

3.4 Longitudinal optical–transverse optical (LO–TO) splitting

While isotope effects explain the features on the low-frequency side of the main peaks in Fig. 1, they do not explain features on the high-frequency side (near 882 cm$^{-1}$) of $^{12}$C and $^{13}$C data. Vertical lines serve as guides to the eye for peak positions at 0% and 100% $^{13}$C concentrations. For clarity, plots corresponding to different $^{13}$C concentrations were shifted vertically with similar shift for both direct and interpolated data.

The computed LO–TO splittings for 0%, 17% and 100% $^{13}$C isotope content are given in Fig. 7 (see also ESI Table 4†). For the case of 0% $^{13}$C, our results are in agreement with previous experimental$^{35,63}$ and computational$^{35}$ results (ESI Table 5†). For both 0% $^{13}$C and 100% $^{13}$C, the largest calculated LO–TO splitting (~140 cm$^{-1}$) occurs for the $v_2$ mode, while the smallest (~2 cm$^{-1}$) occurs for the $v_4$ mode. For the intermediate 17% $^{13}$C content, our calculations suggest that the LO–TO splitting of the $^{13}$C peaks is significantly smaller that of the $^{12}$C peaks (see ESI Table 4†) and that the intensity of the $^{13}$C$_{LO}$ peak is much lower than the intensity of the corresponding $^{12}$C$_{LO}$ modes.

Comparison of the calculated LO–TO results (Fig. 7) with the experimental data (Fig. 1) suggests that they are sufficient to explain the observations for the $v_4$ and $v_2$ features. In the former, no secondary peak is observed. In the latter, the splitting between the main peak and the high-frequency shoulder is consistent with the computed LO–TO splitting (~10–15 cm$^{-1}$). For the $v_4$ peak, the computed splitting of ~130–140 cm$^{-1}$ is consistent with previous theoretical results$^{31}$ and some previous experimental results$^{35}$ which place the blue-shifted shoulder above ~1500 cm$^{-1}$. However, in Fig. 1 as well as in other experimental reports,$^{21,38}$ a blue-shifted shoulder appears closer to the main peak (~1460 cm$^{-1}$). Thus, for $v_3$, the observed feature is in qualitative agreement with LO–TO splitting.

As mentioned above, the origin of the blue-shifted weak spectral features in the IR spectrum of calcite has been debated. Some$^{35,36}$ suggested that these spectral features could be attributed to combination peaks of different Raman-active and IR-active internal vibrations and lattice modes. An alternative$^{35}$ suggestion included discussion of possible surface-adsorbed water$^{65}$ on inorganically precipitated calcite, which may result in an asymmetry of both the $v_3$ and $v_2$ peaks, leading to features on the high-wavenumber side of the peaks. This effect could be enhanced by small particle sizes, which affect the shape, width, and asymmetry of IR peaks.$^{21,33,36,64}$ Importantly, the DFT computations presented in this work are of the bulk solid and inherently do not consider non-linear phonon effects or surface phenomena. Therefore, the results reported here show that we can assign all peaks in our calcite FTIR spectra (500–1700 cm$^{-1}$) by accounting only for isotopic composition and LO–TO splitting. We note, however, that although surface phenomena and combination modes are not necessary to explain the existence of weak features in the calcite FTIR spectra, they could still be important secondary effects that contribute to poor quantitative agreement in the $v_3$ peak features.

4 Conclusions

Here, we presented a joint experimental and theoretical study of $^{13}$C isotope substitution effects on the IR spectra of calcite, a widely studied material. We provide conclusive evidence to determine which weak IR spectral features in calcite can be assigned definitively to isotope shifts. Furthermore, our calculations show that all of the remaining weak features are consistent with LO–TO splittings. These results can put to rest
a long-standing question about the origin of weak spectral features in calcite.\textsuperscript{27–29,15,36}

A more general implication of our conclusions is that the relative positions and intensities of various peaks can vary, in a non-linear fashion, with minority isotope content and proximity. This has important experimental implications. Isotopically enriched samples are widely used to increase the signal in systems where natural isotopic abundances are low. They are also used to change the vibrational response of solids, as in the study of phonon-mediated superconductivity. Our results emphasize that it is not possible to know \textit{a priori} precisely how vibrational modes will change for arbitrary levels of substitution. This is because, even for relatively small levels of substitution, it is not necessarily reasonable to assume that there is a “dilute limit” below which the isotopic substitutions do not interact. Our calculations show that there can be significant effects on vibrational responses when isotopic substitutions are in close proximity to each other. We note that isotopic clumping is not an artificial scenario. It has been observed in mass spectrometry data of ablated solids, including calcite,\textsuperscript{44} and has been backed by theoretical estimates based on fractionation effects.\textsuperscript{44} For these reasons, the non-linear variation of peak intensities and positions has the potential to be useful in future studies where identification of clumped isotopes is important, such as for geoscience applications of paleothermometry.
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