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Abstract

Lorentz invariant structure-preserving algorithms possess reference-independent secular stability, which is vital for simulating relativistic multi-scale dynamical processes. The splitting method has been widely used to construct structure-preserving algorithms, but without exquisite considerations, it can easily break the Lorentz invariance of continuous systems. In this paper, we introduce a Lorentz invariant splitting technique to construct high order explicit Lorentz invariant volume-preserving algorithms (LIVPAs) for simulating charged particle dynamics. Using this method, long-term stable explicit LIVPAs with different orders are developed and their performances of Lorentz invariance and long-term stability are analyzed in detail.
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1. Introduction

Structure-preserving algorithms possessing long-term stabilities play key roles in simulations of various fields [1–7]. In plasma studies, these advanced schemes have been applied in subjects including the secular dynamical simulations of charged particles [8–10], the long-term analysis of plasma kinetic processes [10–13], the analysis of magnetohydrodynamical phenomena [16–18], and the simulations of nonlinear processes [19, 20]. The basic idea of constructing structure-preserving algorithms is to keep the fundamental geometry structures of ordinary differential equations (ODEs) or partial differential equations (PDEs) during discretization [3, 21, 22]. In other words, the one-step maps, approximating the continuous exact solutions, should inherit mathematical natures of original continuous systems, such as the volume-preserving property of source-free systems and the symplectic-preserving property of Hamiltonian systems [21]. These properties work as constrains for numerical systems, which can limit the global accumulations of numerical errors during long-term iterations [21, 22].

Explicit schemes, compared with implicit schemes, are more convenient for implementations and more efficient especially in cases of complex vector fields. Because the symplectic Runge-Kutta methods are often implicit [21], the Hamiltonian splitting technique has been applied widely to build explicit structure-preserving algorithms for charged particle dynamics. Written in canonical coordinates, the Hamiltonian equation of charged particles can be expressed as $J\dot{Z} = \nabla_Z H$, where $Z$ is the canonical coordinate, $J$ is the symplectic structure, and $H$ is the Hamiltonian. Through the sum-split procedure of $H$, one can obtain canonical symplectic subsystems which can be discretized via standard symplectic methods, like the generating function method [23, 24]. Then the composites of subsystem algorithms are the canonical symplectic algorithm for the original system [25]. On the other hand, it has been find that the Lorentz force equation of charged particles possesses non-canonical symplectic structure, which can be written as $K\dot{z} = \nabla_z H$, where $z$ is phase space coordinate and $K$ denotes the $K$-symplectic structure. Similarly, the sum-split proce-
The procedure of Hamiltonian produces the explicit $K$-symplectic algorithms \[22, 26, 27\]. Compared with the symplectic methods, volume-preserving algorithms (VPAs) impose looser constrains on discrete systems. However, VPAs still possess significant long-term stability and have been used widely in Particle-in-Cell simulations \[28–32\]. The volume-preserving systems can be expressed as $\dot{z} = V$, where the source-free vector field $V$ satisfies $\nabla_x \cdot V = 0$. Through splitting $V$ into several source-free sub-vectors, explicit VPAs can also be conveniently constructed \[31–36\].

For relativistic dynamical systems, the Lorentz invariance is another fundamental property, which should also be kept after discretization. When the effects of the special relativity are considered, simulating a physical process in different Lorentz inertial frames can minimize the range of time and space scales and thus reduce the cost of calculation \[37, 38\]. In such cases, the Lorentz invariance of algorithms becomes very important. In 2008, Vay has pointed out the importance of Lorentz invariance for relativistic particles and constructed a new scheme that preserves the $E \times B$ velocity in different frames \[38\]. In 2017, Higuera and Cary improved Vay’s method and built a VPA that also preserves $E \times B$ velocity \[31\]. The reference-independency of the numerical $E \times B$ velocity can be treated as one key outcome of Lorentz invariance of algorithms. Strictly speaking, the Lorentz invariant algorithms (LIAs) should produce reference-independent discrete numerical results when solving the same process in arbitrary Lorentz inertial frames. Equivalently, the difference equations of LIAs keep unchanged after all observables are transformed to that in another Lorentz inertial frame. Therefore, the definition of LIAs can be given as follows \[39\]. For a Lorentz invariant system $F$, an algorithm, $\mathcal{A}$, is Lorentz invariant if it satisfies that

\[
\mathcal{D}_A \circ \mathcal{T}_L F = \mathcal{T}_L \circ \mathcal{D}_A F
\]  

(1)

where, $\mathcal{D}_A$ represents numerical discretization operation using $\mathcal{A}$, $\mathcal{T}_L$ denotes the transformation operation on variables based on the Lorentz matrix $L$, and "\(\circ\)" is the composite operator. As an element of Lorentz group, $L$ satisfies $LgLT = g$, \[3\]
where $g$ is the Lorentz metric tensor [40].

The Lorentz invariance and the structure-preservation are two independent aspects for constructions of advanced algorithms. Symplectic-preserving or volume-preserving algorithms sometimes break the Lorentz invariance, while traditional algorithms like the Newton method and the Runge-Kutta method can produce Lorentz invariant schemes if they are applied to Lorentz invariant dynamical equations written in the 4-dimensional spacetime. Furthermore, if we combine the benefits of the structure-preservation and the Lorentz invariance, the resulting structure-preserving LIAs will possess reference-independent secular stability, which is very important for simulating relativistic multi-scale processes. To construct Lorentz invariant algorithms, one straightforward way is directly discretizing the Lorentz invariant dynamical equations in which all variables are written as geometric objects in 4-dimensional spacetime [40]. The integrity of these geometric objects, such as the spacetime coordinates and 4-dimensional tensors, should be kept during discretization [39]. For example, for the 4-dimensional Lorentz invariant Hamiltonian equation of charged particles [40], the symplectic-Euler method gives an explicit 1-order symplectic LIA [39]. Similarly, symplectic Runge-Kutta methods, such as the implicit mid-point symplectic scheme, also generate symplectic LIAs when applied to this system.

Although symplectic LIAs with different orders can be constructed using the symplectic Runge-Kutta methods, they are all implicit and their usage are not convenient. On the other hand, although Hamiltonian splitting technique can produce explicit high-order symplectic algorithms, it has to divide the Hamiltonian into several pieces to construct symplectic schemes for subsystems [23–26]. The fine-grained splitting breaks the Lorentz invariance. Therefore, in this paper, we relax the constrain of symplectic-preservation and focus on the constructions of high order explicit Lorentz invariant volume-preserving algorithms (LIVPAs). Higher order schemes mean faster convergence rate, but, unfortunately, more CPU time consumed for one-step iteration. Generally speaking, the balance between the complexity and the convergence rate should be considered during practical simulations. Though it’s not necessary to build algorithms with
arbitrary high orders, schemes with order higher than 1 are still needed. From the view point of applications, the convergence rates of 1-order algorithms are sometimes too slow to be applied. Therefore, although a little complex than 1-order algorithms, 2-order and 4-order schemes, like the Crank-Nicolson method (2-order), the Boris method (2-order), and the 4-order Runge-Kutta method, have been widely applied in plasma studies. Especially, for simulations of processes with small scales, such as turbulence process and magnetic reconnection processes, high temporal and spatial resolutions are necessary. Though costing more CPU time for one-step iteration, high order schemes, with larger step length, can be cheaper than low order schemes.

Without exquisite considerations, the splitting technique can easily break the Lorentz invariance of the original system, which will be discussed in detail in Sec.2. In this paper, however, we find a Lorentz invariant splitting procedure for constructing LIVPAs for charged particle dynamics. The splitting method is chosen for our kernel technique for two main reasons. First, through different composite of subsystem algorithms, high-order explicit schemes can be easily constructed [21]. Second, compared with the original systems, finding Lorentz invariant algorithms for subsystems is much easier, and it is also readily to understand that the composed scheme is Lorentz invariant if algorithms of all subsystems are Lorentz invariant. Although we split the original system into several pieces, the Lorentz invariance of algorithms still remains. Explicit LIVPAs with different orders are constructed and tested in detail. Compared with the explicit symplectic algorithms constructed via Hamiltonian splitting method, these LIVPAs can give reference-independent numerical results [24]. Compared with the Vay [38] and the Higuera-Cary [31] schemes that preserve the $E \times B$ velocity, LIVPAs show Lorentz invariance that is independent with the configurations of step length. Moreover, because of the preservation of phase space volume, LIVPAs show better secular stability than the Runge-Kutta method.

The rest part of this paper is organized as follows. In section 2 basic properties of Lorentz invariant algorithms and their relations with splitting method are discussed by use of a simple system. In section 3 the invariant form of the
Lorentz force equation is analyzed. We introduce the Lorentz invariant splitting method and construct the LIVPAs in Sec. 4. In section 5, LIVPAs are applied in a typical field configuration and their numerical performances are studied. Finally, we conclude this paper in Sec. 6.

2. LIAs and The Splitting Technique

In this section, we give a general picture of LIAs. To simplify the expressions, here we use a simple 2-dimensional Lorentz invariant system $F_2$,

$$\frac{dx}{d\tau} = u,$$  \hspace{1cm} (2)

where Lorentz invariant vectors $x = (t, x)^T$ and $u = (\gamma, p_x)^T$ denotes respectively the space-time coordinate and momentum. The proper time, $\tau$, is invariant under Lorentz transformations. $x$ and $u$ are functions of $\tau$.

Suppose there are two Lorentz inertial reference frames. One frame $O$ is resting relative to lab, and another frame $O'$ moves with constant speed $\beta$ relative to $O$. In this case, the Lorentz matrix is

$$L_2 = \frac{\partial x'}{\partial x} = \Gamma \begin{pmatrix} 1 & -\beta \\ -\beta & 1 \end{pmatrix},$$  \hspace{1cm} (3)

where $\Gamma = 1/\sqrt{1-\beta^2}$, and the superscript "'" denotes physical quantities observed in $O'$. The Lorentz invariance of Equation 2 means its form keeps unchanged after $x$ and $u$ are transformed into the moving frame, namely, $T_{L_2}F_2$ gives

$$\frac{dx'}{d\tau} = u'.$$  \hspace{1cm} (4)

One way of discretization $F_2$ is using the 1-order forward Euler difference $A_1$, which does not break the integrity of $x$ and $u$. In frame $O$, the difference equation, $D_{A_1}F_2$, is

$$x^{k+1} = x^k + \Delta \tau u^k,$$  \hspace{1cm} (5)

where $k$ denotes "$k$th" step and $\Delta \tau$ is the step length. This algorithm can be proven to be Lorentz invariant as follows. First, replace $x$ and $u$ in Eq. 5 with
\( L_2^{-1}x' \) and \( L_2^{-1}u' \), respectively, which gives \( L_2^{-1}x^{k+1} = L_2^{-1}x^k + \Delta \tau L_2^{-1}u^k \). Then, we can left-multiply \( L_2 \) on both side and obtain \( T_{L_2} \circ D_{A_1} F_2 \),

\[
x^{k+1} = x^k + \Delta \tau u^k.
\] (6)

On the other hand, because the original system is Lorentz invariant, it is readily to see that the difference equation \( D_{A_1} \circ T_{L_2} F_2 \) can be directly obtained by discretizing Eq.4 with algorithm \( A_1 \), which has the same form as Eq.6. Consequently, for algorithm \( A_1 \) and system \( F_2 \), we have \( T_{L_2} \circ D_{A_1} F_2 = D_{A_1} \circ T_{L_2} F_2 \). Therefore, the 1-order forward Euler difference is Lorentz invariant. Suppose that we set the initial condition as \( x^0 \) in \( \mathcal{O} \), the corresponding initial condition in \( \mathcal{O}' \) is \( x'^0 = L_2x^0 \). Because Eq.6 is directly obtained from the Lorentz transformation of Eq.5, numerical solutions \( x'^k \) of Eq.6 can also be calculated from \( x^k \) given by Eq.5 via Lorentz transformation. Therefore, for simulations of the same process, the difference equation of algorithm \( A_1 \) gives reference-independent numerical results in arbitrary Lorentz inertial frames.

To illustrate the effects of the splitting procedure on Lorentz invariance, we divide \( u \) into two parts, \( u = u_1 + u_2 = (\gamma, 0)^T + (0, p_x)^T \). Then we discretize the corresponding subsystems by different schemes, which is of common occurrence when constructing algorithms using splitting technique. We calculate \( u_1 \) at \( k \)th step while \( u_2 \) at \( (k + 1) \)th step. After composing, the final algorithm \( D_{A_2} F_2 \) is

\[
t^{k+1} = t^k + \Delta \tau \gamma^k, \tag{7}
\]

\[
x^{k+1} = x^k + \Delta \tau p_x^{k+1}. \tag{8}
\]

Now we derive \( T_{L_2} \circ D_{A_2} F_2 \). According to \( x = L_2^{-1}x' \) and \( u = L_2^{-1}u' \), we can directly substitute \( t = \Gamma (t' + \beta x') \), \( x = \Gamma (\beta t' + x') \), \( \gamma = \Gamma (\gamma' + \beta p_x') \), and \( p_x = \Gamma (\beta \gamma' + p_x') \) into Eqs.7 and 8. The resulting algorithm, \( T_{L_2} \circ D_{A_2} F_2 \), is

\[
t'^{k+1} = t^k + \Delta \tau \Gamma^2 \left( \gamma'^k - \beta^2 \gamma'^{m+1} + \beta p_x'^k - \beta p_x'^{k+1} \right), \tag{9}
\]

\[
x'^{k+1} = x'^k + \Delta \tau \Gamma^2 \left( \beta \gamma'^{m+1} - \beta \gamma^m + p_x'^{k+1} - \beta^2 p_x'^k \right) \tag{10}
\]
which is of different form compared with $D A_2 \circ T_{L_2} F_2$, namely,

$$t^{k+1} = t^k + \Delta \tau \gamma^k,$$

$$x^{k+1} = x^k + \Delta \tau p_x^{k+1}.$$

Because $T_{L_2} \circ D A_2 F_2 \neq D A_2 \circ T_{L_2} F_2$, $A_2$ is not Lorentz invariant. Even though we set the same initial condition, numerical results calculated by Eqs. 11, 12 in frame $O'$ cannot be directly converted to results of Eqs. 7, 8 via Lorentz transformation. In other words, for the same process, the difference equation of algorithm $A_2$ gives reference-dependent solutions in different Lorentz inertial frames. One result of reference-dependency is the inconsistent numerical $E \times B$ velocity in different frames [31, 38].

Although the system discussed above is very simple and we won’t use algorithms like $A_2$ in practical simulations, we can clearly see the effects of the splitting method on the Lorentz invariance of original systems. The break of Lorentz invariant objects like $x$ and $u$ can, though not always, easily cause the violation of Lorentz invariance of numerical schemes.

3. The Lorentz Force Equation of Charged Particles

Before constructing the LIVPAs, we first analyze the Lorentz invariant form of Lorentz force equation [40], namely,

$$\frac{dx^\alpha}{d\tau} = U^\alpha,$$

$$\frac{dp^\alpha}{d\tau} = \tilde{q} F^{\alpha\beta} U_\beta,$$

where $x^\alpha = (t, x, y, z)^T$ is the coordinate in 4-dimensional spacetime, $U^\alpha = (\gamma, \gamma v_x, \gamma v_y, \gamma v_z)^T$ is the 4-velocity, $\gamma = \sqrt{1 + p^2}$ is the Lorentz factor, $p^\alpha = (\gamma, p_x, p_y, p_z)^T$ is the 4-momentum, and

$$F^{\alpha\beta} = \begin{pmatrix}
0 & -E_x & -E_y & -E_z \\
E_x & 0 & -B_z & B_y \\
E_y & B_z & 0 & -B_x \\
E_z & -B_y & B_x & 0
\end{pmatrix}$$
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is the electromagnetic tensor which is the function of $x^\alpha$. $E_x$, $E_y$, $E_z$, $B_x$, $B_y$, and $B_z$ denote the space components of the electric field and magnetic field, respectively. $\tilde{q}$ denotes the charge sign, namely, $\tilde{q} = 1$ for positive charged particles and $\tilde{q} = -1$ for negative charged particles. In this paper, without special instructions, all physical quantities are normalized according to the units given in Tab. 1 and the space components of vectors and tensors are written in the Cartesian coordinate system. The superscripts and subscripts written in Greek alphabets denote "contravariant" and "covariant" components respectively. They can convert to each other through the Lorentz metric tensor $g_{\alpha\beta}$ satisfying

$$g^{\alpha\beta} = g_{\alpha\beta} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}.$$ (15)

For example, $x_\alpha = g_{\alpha\beta}x^\beta = (t, -x, -y, -z)^T$. Einstein’s convention for the summation over repeat indices is applied in this paper.

| Physical quantities     | Symbols | Units                |
|-------------------------|---------|----------------------|
| Time                    | $t, \tau$ | $m_0/qB_0$          |
| Space                   | $x^\alpha$ | $m_0c/qB_0$        |
| Momentum                | $p^\alpha$ | $m_0c$            |
| Velocity                | $U^{\alpha, \beta}$ | $c$              |
| Electric strength       | E       | $B_0c$              |
| Magnetic strength       | B       | $B_0$              |
| Vector field            | A       | $m_0c/q$           |
| Scalar field            | $\phi$ | $m_0c^2/q$         |
| Energy                  | $H, H, \gamma$ | $m_0c^2$         |

Table 1: Units of all the physical quantities used in this paper. $m_0$ is the rest mass of a particle, $q$ is the norm of charge carried by a particle, $c$ is the speed of light, and $B_0$ is the reference strength of magnetic field.

Now we organize Eq. 13 into a form of ordinary differential equations in terms
of \( x^\alpha \) and \( p^\alpha \). Considering that the normalized 4-velocity and 4-momentum have the same value, namely, \( p^\alpha = U^\alpha = (\gamma, p_x, p_y, p_z)^T \). Eq.\[13\] can thus be rewritten as

\[
\begin{align*}
\frac{dx^\alpha}{d\tau} &= p^\alpha, \\
\frac{dp^\alpha}{d\tau} &= \tilde{q} F^\alpha_\beta p^\beta,
\end{align*}
\]

where

\[
F^\alpha_\beta = F^\alpha_\xi g^\xi_\beta = \begin{pmatrix}
0 & E_x & E_y & E_z \\
E_x & 0 & B_z & -B_y \\
E_y & -B_z & 0 & B_x \\
E_z & B_y & -B_x & 0
\end{pmatrix}.
\]

Defining \( Z = (x^\alpha, p^\alpha)^T \), we can transform Eq.\[16\] to a compact form

\[
\dot{Z} = V(Z),
\]

where the dot operator denotes the full derivative \( d/d\tau \), and the vector field on right side \( V(Z) = (p^\gamma, \tilde{q} F^\alpha_\beta p^\beta)^T \) can also be represented by the Lie derivative

\[
X_V = p^\alpha \frac{\partial}{\partial x^\alpha} + \tilde{q} F^\alpha_\beta p^\beta \frac{\partial}{\partial p^\alpha}.
\]

Therefore, Eq.\[18\] becomes \( \dot{Z} = X_V Z \), whose analytical solution can be generated by the one-parameter Lie group \( \exp(\tau X_V) \) as \( \phi^\tau := \exp(\tau X_V)Z(0) \).

Considering that

\[
\nabla_Z \cdot V = \frac{\partial p^\alpha}{\partial x^\alpha} + \frac{\partial}{\partial p^\alpha} (\tilde{q} F^\alpha_\beta p^\beta) = 0,
\]

\( V \) is a source-free vector field, and, the solution \( \phi^\tau \) of Eq.\[16\] is a volume-preserving map.

4. Constructions of LIVPAs

In this section, we construct explicit high-order LIVPAs of Eq.\[16\] by using splitting technique. To keep the Lorentz invariance of subsystems, we want to
keep the integrity of invariant objects, $x^\alpha$, $p^\alpha$, and $F^\alpha_\beta$, and the first choice of splitting $\mathcal{V}(Z)$ seems to be

$$\mathcal{V}(Z) = \mathcal{V}_p + \mathcal{V}_F = \begin{pmatrix} p^\alpha & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 0 \\ \tilde{q} F^\alpha_\beta p^\beta \end{pmatrix}. \quad (21)$$

However, for arbitrary $F^\alpha_\beta$, it’s hard to find the exact solution or volume-preserving approximations for the subsystem of $\mathcal{V}_F$. Therefore, we have to seek other proper ways of splitting $F^\alpha_\beta$, which should satisfy that

1. the subsystems can be solved by explicit volume-preserving numerical schemes;
2. the algorithms of subsystems should be Lorentz invariant.

In the following three subsections, we first exhibit the Lorentz invariant splitting procedure which generates volume-preserving Lorentz invariant subsystems. Second, we construct the LIVPAs for subsystems. Third, we construct the final LIVPAs with different orders.

4.1. The Lorentz invariant volume-preserving splitting procedure

In this section, three Lorentz inertial frames, $\mathcal{O}^r$, $\mathcal{O}$, and $\mathcal{O}'$, will be involved. To give clear expressions, here we describe the definitions of the three frames and several symbols that will be frequently used. We call $\mathcal{O}^r$ the splitting reference frame (SRF), which works as a medium linking the numerical results in arbitrary Lorentz inertial reference frames through Lorentz transformation. $\mathcal{O}$ and $\mathcal{O}'$ are two arbitrary Lorentz inertial frames. Symbols of main observables we use in the three frames are listed in Tab.2. And the definitions of three Lorentz transformation matrices, $L$, $M$, and $N$, are listed in Tab.3. In $\mathcal{O}$, the electromagnetic tensor is $F^\alpha_\beta$, and, if observed in frame $\mathcal{O}^r$ (transformed back to frame $\mathcal{O}^r$), it becomes [40]

$$F^\alpha_\beta = L^{-1} F^\alpha_\beta L = \begin{pmatrix} 0 & E_y^r & E_z^r \\ E_x^r & 0 & B_y^r \\ E_y^r & -B_z^r & 0 \end{pmatrix}. \quad (22)$$
In $\mathcal{O}^r$, the kinetic tensor $K^{\alpha \beta}$ and the rotation tensor $R^{\alpha \beta}$ are respectively the electric and magnetic parts of $F^{\alpha \beta}$, namely,

$$K^{\alpha \beta} = \begin{pmatrix}
0 & E^r_x & E^r_y & E^r_z \\
E^r_x & 0 & 0 & 0 \\
E^r_y & 0 & 0 & 0 \\
E^r_z & 0 & 0 & 0
\end{pmatrix}, \quad \text{(23)}$$

$$R^{\alpha \beta} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & B^r_z & -B^r_y \\
0 & -B^r_z & 0 & B^r_x \\
0 & B^r_y & -B^r_x & 0
\end{pmatrix}. \quad \text{(24)}$$

$K^{\alpha \beta}$ corresponds to the change of kinetic energy, while the $R^{\alpha \beta}$ part corresponds to the rotation of momentum.

| Observables                  | in $\mathcal{O}^r$ | in $\mathcal{O}$ | in $\mathcal{O}'$ |
|------------------------------|---------------------|------------------|------------------|
| Coordinate                  | $x^{r,\alpha}$      | $x^{\alpha}$     | $x^{\prime,\alpha}$ |
| Momentum                    | $p^{r,\alpha}$      | $p^{\alpha}$     | $p^{\prime,\alpha}$ |
| Electric Field              | $E^r$               | $E$              | $E'$             |
| magnetic Field              | $B^r$               | $B$              | $B'$             |
| Electromagnetic tensor      | $F^{\alpha \beta}$  | $F^{\alpha}$     | $F^{\alpha \prime}$ |
| Kinetic tensor              | $K^{\alpha \beta}$  | $K^{\alpha}$     | $K^{\prime,\alpha}$ |
| Rotation tensor             | $R^{\alpha \beta}$  | $R^{\alpha}$     | $R^{\prime,\alpha}$ |
| Square of Kinetic tensor    | $S^{\alpha \beta}$  | $S^{\alpha}$     | $S^{\prime,\alpha}$ |
| Square of Rotation tensor   | $P^{\alpha \beta}$  | $P^{\alpha}$     | $P^{\prime,\alpha}$ |

Table 2: List of observable symbols in $\mathcal{O}^r$, $\mathcal{O}$, and $\mathcal{O}'$. The detailed definitions of kinetic and rotation tensors are given by Eqs. (23) and (24). To simplify the expressions, we define $S^{\alpha \beta} = (K^{\alpha \beta})^2$ and $P^{\alpha \beta} = (R^{\alpha \beta})^2$.

Now we introduce the splitting procedure of the original system. In frame
Table 3: Definitions of the Lorentz transformation matrices $L$, $M$, and $N$. To simplify the expressions, in this paper, we do not explicitly write the upper and lower indexes of $L$, $M$, $N$.

\[ O \rightarrow \text{relative to } O' \]

\[ N = ML = \partial x'^\alpha / x^{r,\beta} \quad \text{O' relative to } O' \]

\[ O', \text{ we split the vector field } \mathcal{V} \text{ into three parts, namely,} \]

\[
\mathcal{V}(Z) = \begin{pmatrix}
\dot{p}^\alpha \\
\tilde{q}F^\alpha_{\beta}b^\beta
\end{pmatrix} = \mathcal{V}_p + \mathcal{V}_K + \mathcal{V}_R = \begin{pmatrix}
p^\alpha \\
0
\end{pmatrix} + \begin{pmatrix}
0 \\
\tilde{q}K^\alpha_{\beta}b^\beta
\end{pmatrix} + \begin{pmatrix}
0 \\
\tilde{q}R^\alpha_{\beta}b^\beta
\end{pmatrix},
\]

where \( K_{\beta}^\alpha = LK_{\beta}^\alpha L^{-1} , R_{\beta}^\alpha = LR_{\beta}^\alpha L^{-1} \). There are three main reasons for splitting \( \mathcal{V} \) in this way. First, \( \mathcal{V}_p, \mathcal{V}_K, \) and \( \mathcal{V}_R \) are source-free vector fields, which generate volume-preserving subsystems. Second, as will be shown later, because \( K_{\beta}^\alpha \) and \( R_{\beta}^\alpha \) are related to the kinetic and rotation tensors observed in the SRF \( O' \), the Lorentz invariance of the subsystems and the corresponding algorithms can be easily kept. Third, such splitting technique can significantly simplify the expressions of final difference equations.

The three parts of \( \mathcal{V} \) can be proven to be source free vector fields as follows. For \( \mathcal{V}_p \), \( \nabla_Z \cdot \mathcal{V}_p = \partial \rho^\alpha / \partial x^\alpha + 0 = 0 \); for \( \mathcal{V}_K \), considering that \( K_{\beta}^\alpha \) is a similar matrix of \( K_{\beta}^\alpha \), \( \nabla_Z \cdot \mathcal{V}_K = 0 + \tilde{q} \partial \left( K_{\beta}^\alpha p^\beta \right) / \partial p^\alpha = \tilde{q} K_{\alpha}^\alpha = \tilde{q} K_{\alpha}^\alpha = 0 \); for \( \mathcal{V}_R \), \( R_{\beta}^\alpha \) and \( R_{\beta}^\alpha \) are also similar matrices, thus \( \nabla_Z \cdot \mathcal{V}_R = 0 + \tilde{q} \partial \left( R_{\beta}^\alpha p^\beta \right) / \partial p^\alpha = \tilde{q} R_{\alpha}^\alpha = \tilde{q} R_{\alpha}^\alpha = 0 \). Therefore, after splitting, we get three volume-preserving
Now we prove that $s^\tau_p$, $s^\tau_K$, and $s^\tau_R$ are Lorentz invariant systems. Because proofs of the three subsystems are similar, here we only give the proof of $s^\tau_K$.

We need to derive the expression of $s^\tau_K$ in another Lorentz frame $O'$. For the equation of $x^\alpha$, left-multiply $M$ on both side gives $dx^\alpha/d\tau = 0$. For equation of $p^\alpha$, left-multiply $M$ on left side gives $dp^\alpha/d\tau$, and on right side gives $\tilde{q}MK^\alpha_\beta p^\beta = \tilde{q}MLK^\alpha_\beta L^{-1}M^{-1}M p^\beta = \tilde{q}NK^\alpha_\beta N^{-1}p^\beta = \tilde{q}K^\alpha_\beta p^\beta$. The resulting expression of $s^\tau_K$ in frame $O'$ is

$$s'^\tau_K := \begin{cases} \frac{dx'^\alpha}{d\tau} = 0, \\ \frac{dp'^\alpha}{d\tau} = \tilde{q}K'^\alpha_\beta p'^\beta, \end{cases} \quad (29)$$

which has the same form as Eq. (27). Therefore, $s^\tau_K$ is Lorentz invariant.

Using the properties of $K^\alpha_\beta$ and $R^\alpha_\beta$, the analytical solutions of $s^\tau_p$, $s^\tau_K$, and
where $\exp (\cdot)$ is the exponential map, $I^\alpha_\beta$ denotes the 4-dimensional identity matrix, and $E^r = \sqrt{(E_x^r)^2 + (E_y^r)^2 + (E_z^r)^2}$ and $B^r = \sqrt{(B_x^r)^2 + (B_y^r)^2 + (B_z^r)^2}$ are respectively the strength of electric and magnetic fields observed in $O^r$. One should notice that the value of $E^r$ and $B^r$ are evaluated at $x^r,\alpha = L^{-1}x^\alpha$. For detailed derivations of Eqs.(31-32), please refer to the appendix section.

4.2. LIVPAs for subsystems

Based on the exact solutions $\phi^\tau_p$, $\phi^\tau_K$, and $\phi^\tau_R$, the volume-preserving algorithms for corresponding subsystems can be obtained as,

$$
\Phi^\Delta \tau_p := \begin{cases} 
  x^{\alpha,k+1} = x^{\alpha,k} + \Delta \tau p^{\alpha,k}, \\
  p^{\alpha,k+1} = p^{\alpha,k},
\end{cases}
$$

$$
\Phi^\Delta \tau_K := \begin{cases} 
  x^{\alpha,k+1} = x^{\alpha,k}, \\
  p^{\alpha,k+1} = \left[ I^\alpha_\beta + \sinh(\tau \tilde{q} E^{r,k}) K^\alpha_\beta + \frac{\cosh(\tau \tilde{q} E^{r,k}) - 1}{(E_r^{r,k})^2} S^\alpha_\beta \right] p^{\beta,k},
\end{cases}
$$

$$
\Phi^\Delta \tau_R := \begin{cases} 
  x^{\alpha,k+1} = x^{\alpha,k}, \\
  p^{\alpha,k+1} = \left[ I^\alpha_\beta + \frac{\sin(\tau \tilde{q} B^{r,k})}{B_r^{r,k}} R^\alpha_\beta + \frac{1 - \cos(\tau \tilde{q} B^{r,k})}{(B_r^{r,k})^2} P^\alpha_\beta \right] p^{\beta,k},
\end{cases}
$$

$s^\tau_R$ can be directed obtained as

$$
\phi^\tau_p := \begin{cases} 
  x^\alpha(\tau) = \tau p^\alpha + x^\alpha(0), \\
  p^\alpha(\tau) = p^\alpha(0),
\end{cases}
$$

$$
\phi^\tau_K := \begin{cases} 
  x^\alpha(\tau) = x^\alpha(0), \\
  p^\alpha(\tau) = \exp(\tau \tilde{q} K^\alpha_\beta) p^\beta(0)
\end{cases}
$$

$$
\phi^\tau_R := \begin{cases} 
  x^\alpha(\tau) = x^\alpha(0), \\
  p^\alpha(\tau) = \exp(\tau \tilde{q} R^\alpha_\beta) p^\beta(0)
\end{cases}
$$
where $K_{\alpha \beta}^\alpha$, $S_{\alpha \beta}^\alpha$, $R_{\alpha \beta}^\alpha$, and $P_{\alpha \beta}^\alpha$ denote the value of $K_{\beta}^\alpha$, $S_{\beta}^\alpha$, $R_{\beta}^\alpha$, and $P_{\beta}^\alpha$ evaluated at $x_{\alpha, k}^\alpha$. $E_{r, k}$ and $B_{r, k}$ are the value of $E_r$ and $B_r$ calculated at $x_{r, \alpha, k}^r = L^{-1} x_{\alpha, k}^r$.

Meanwhile, the implicit midpoint scheme for subsystem $s_r^\tau$ can be proven to be volume-preserving [35]. The difference equation is

$$\Phi_{Rc}^{\Delta \tau} := \begin{cases} x_{\alpha, k+1}^\alpha = x_{\alpha, k}^\alpha, \\ p_{\alpha, k+1}^\alpha = \left[ I_{\beta}^\alpha - \frac{\Delta \tau \tilde{q} R_{\beta}^\alpha}{2} \right]^{-1} \left[ I_{\beta}^\alpha + \frac{\Delta \tau \tilde{q} R_{\beta}^\alpha}{2} \right] p_{\beta, k}^\beta, \end{cases} (36)$$

where $a = \Delta \tau \tilde{q} / 2$ and the detailed derivations of the compact form are shown in appendix. The implicit midpoint scheme is equivalent to the Cayley transformation. For a matrix $A$, its Cayley transformation is defined as $\text{cay}(A) = (I - A/2)^{-1} (I + A/2)$, which is the 2-order approximation of $\exp(A)$. If $A$ is antisymmetric, then the determinant of $\text{cay}(A)$ equals 1 [21]. One should notice that $\Delta \tau \tilde{q} R_{\beta}^\alpha$ is an antisymmetric matrix, which thus means $\det \left[ \text{cay} \left( \Delta \tau \tilde{q} R_{\beta}^\alpha \right) \right] \equiv 1$. Because $\Delta \tau \tilde{q} R_{\beta}^\alpha = \Delta \tau \tilde{q} L R_{\beta}^\alpha L^{-1}$ is the similar matrix of $\Delta \tau \tilde{q} R_{\beta}^\alpha$, it is readily to see that $\det \left[ \text{cay} \left( \Delta \tau \tilde{q} R_{\beta}^\alpha \right) \right] \equiv 1$. Therefore, considering that $\partial p_{\alpha, k+1}^\alpha / \partial p_{\beta, k}^\beta = \text{cay} \left[ \Delta \tau \tilde{q} R_{\beta}^\alpha \right]$, we have $| \partial p_{\alpha, k+1}^\alpha / \partial p_{\beta, k}^\beta | \equiv 1$. Consequently, the algorithm is volume-preserving [35].

It can be proven that $\Phi_{\tau}^{\Delta \tau}$, $\Phi_{\tau}^{\Delta \tau}_R$, $\Phi_{\tau}^{\Delta \tau}_p$, and $\Phi_{\tau}^{\Delta \tau}_{Rc}$ are all Lorentz invariant. Similar to the discussion in Sec.2, we need to check the expressions of these difference equations after transformed into another Lorentz frame $O'$. Here, as an example, we only give the proof of $\Phi_{\tau}^{\Delta \tau}_R$. For the difference equation $x_{\alpha, k+1}^\alpha = x_{\alpha, k}^\alpha$, left-multiply $M$ on both sides gives $x_{\alpha, k+1}^\alpha = x_{\alpha, k}^\alpha$. For the difference equation of $p_{\alpha}^\alpha$ in $\Phi_{\tau}^{\Delta \tau}_R$, it is of compact form which origins from $p_{\alpha, k+1}^\alpha = \exp \left( \Delta \tau \tilde{q} K_{\beta}^\alpha \right) p_{\beta, k}^\beta$. Left-multiply $M$ on both sides of this exponential
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difference equation gives,
\[
p'_{\alpha,k+1} = M \exp \left( \Delta \tau \tilde{q} K^\alpha_{\beta} \right) M^{-1} p'_{\beta,k} \tag{37}
\]
\[
= \exp \left( \Delta \tau \tilde{q} M K^\alpha_{\beta} M^{-1} \right) p'_{\beta,k} = \exp \left( \Delta \tau \tilde{q} K^\alpha_{\beta} \right) p'_{\beta,k}
\]
\[
= \left[ I^\alpha_{\beta} + \frac{\sinh \left( \Delta \tau \tilde{q} E^{r,k} \right) K^\alpha_{\beta}}{E^{r,k}} + \frac{\cosh \left( \Delta \tau \tilde{q} E^{r,k} \right) - 1}{\left( E^{r,k} \right)^2} S^\alpha_{\beta} \right] p'_{\beta,k},
\]
where $E^{r,k}$ and $B^{r,k}$ are the value of $E^r$ and $B^r$ at $x^{r,\alpha,k} = N^{-1}x^{\alpha,k} = L^{-1}x^{\alpha,k}$.

The simplification process of the exponential map is the same as Eq.53 in the appendix section. Therefore, after Lorentz transformation, in $O'$, $\Phi_{\Delta \tau}^P$, becomes

\[
\Phi_{\Delta \tau}^P := \left\{ \begin{array}{l}
x^{\alpha,k+1} = x^{\alpha,k}, \\
p'_{\alpha,k+1} = \exp \left( \Delta \tau \tilde{q} K^\alpha_{\beta} \right) p'_{\beta,k} \\
= \left[ I^\alpha_{\beta} + \frac{\sinh \left( \Delta \tau \tilde{q} E^{r,k} \right) K^\alpha_{\beta}}{E^{r,k}} + \frac{\cosh \left( \Delta \tau \tilde{q} E^{r,k} \right) - 1}{\left( E^{r,k} \right)^2} S^\alpha_{\beta} \right] p'_{\beta,k},
\end{array} \right.
\]

which has the same form as Eq.34. It can also be noticed that, in an arbitrary Lorentz frame, the value of $E^{r,k}$ is defined and evaluated in the SRF $O'$. $E^{r,k}$ works as a link that connecting the difference equations in different Lorentz frames, which does not break the Lorentz invariance. This can also reflect the reason for choosing a SRF. Similarly, $\Phi_{\Delta \tau}^P$, $\Phi_{\Delta \tau}^R$, and $\Phi_{\Delta \tau}^R$ can also be proven to be Lorentz invariant.

4.3. High order LIVPAs

Considering that for Lorentz invariant volume-preserving sub-maps, composite algorithms of them are also LIVPAs. Therefore, we can compose them to obtain explicit algorithms with different orders [34]. The 1-order LIVPA can be obtained as
\[
\Phi_{\Delta \tau}^1 = \Phi_{\Delta \tau}^R \circ \Phi_{\Delta \tau}^K \circ \Phi_{\Delta \tau}^P. \tag{39}
\]

Based on the symmetric composite, the 2-order symmetric scheme can be built as follows,
\[
\Phi_{\Delta \tau}^2 = \Phi_{\Delta \tau}^P \circ \Phi_{\Delta \tau}^K \circ \Phi_{\Delta \tau}^R \circ \Phi_{\Delta \tau}^K \circ \Phi_{\Delta \tau}^P. \tag{40}
\]
For higher order schemes, the $2(l+1)$-order schemes can be obtained by

$$\Phi_{2(l+1)}^{\Delta \tau} = \Phi_2^{u_1 \Delta \tau} \circ \Phi_2^{u_2 \Delta \tau} \circ \Phi_2^{u_3 \Delta \tau},$$  \hspace{1cm} (41)$$

where $u_1 = \left(2 - 2^{1/(2l+1)}\right)^{-1}$ and $u_l = 1 - 2u < 0$. For example, we can get the 4-order LIVPA as

$$\Phi_4^{\Delta \tau} = \Phi_2^{u_1 \Delta \tau} \circ \Phi_2^{u_2 \Delta \tau} \circ \Phi_2^{u_3 \Delta \tau},$$  \hspace{1cm} (42)$$

where $u_1 = \left(2 - \frac{3}{\sqrt{2}}\right)^{-1}$ and $u_1 = -\frac{3}{\sqrt{2}}/\left(2 - \frac{3}{\sqrt{2}}\right)$. Notice that we can also replace $\Phi_{R}^{\Delta \tau}$ in Eqs. 39, 40, and 42 by $\Phi_{Rc}^{\Delta \tau}$, and new types of LIVPAs can be obtained as

$$\Phi_{1c}^{\Delta \tau} = \Phi_{Rc}^{\Delta \tau} \circ \Phi_{p}^{\Delta \tau} \circ \Phi_{p}^{\Delta \tau},$$  \hspace{1cm} (43)$$

$$\Phi_{2c}^{\Delta \tau} = \Phi_{p}^{\Delta \tau} \circ \Phi_{Rc}^{\Delta \tau} \circ \Phi_{K}^{\Delta \tau} \circ \Phi_{p}^{\Delta \tau},$$  \hspace{1cm} (44)$$

$$\Phi_{4c}^{\Delta \tau} = \Phi_{2c}^{u_1 \Delta \tau} \circ \Phi_{2c}^{u_2 \Delta \tau} \circ \Phi_{2c}^{u_3 \Delta \tau}.$$  \hspace{1cm} (45)$$

Because $\Phi_{R}^{\Delta \tau}$ is constructed from the exact solution while $\Phi_{Rc}^{\Delta \tau}$ is a 2-order approximation solution, algorithms using $\Phi_{Rc}^{\Delta \tau}$ are theoretically more accurate than that using $\Phi_{R}^{\Delta \tau}$.

Finally, we summarize the key procedures for using the LIVPAs.

1. **Preparation Step:** Choose a SRF $O^r$ and calculate $F_{\alpha}^\beta$ using $F_{\beta}^\alpha$ and $L$, namely, $F_{\alpha}^\beta = L^{-1} F_{\beta}^\alpha L$. Get the expressions for $E^r$, $B^r$, $K_{\alpha}^\beta$, and $R_{\alpha}^\beta$. Note that the SRF should not change after determined.

2. **Iteration Step 1:** Use $x^{\alpha,k}$ to obtain $K_{\alpha}^{r,k}$ and $R_{\alpha}^{r,k}$. Substitute $L^{-1} x^{\alpha,k}$ into expressions of $E^r$ and $B^r$ to get $E^{r,k}$ and $B^{r,k}$.

3. **Iteration Step 2:** Substitute $K_{\alpha}^{r,k}$, $R_{\alpha}^{r,k}$, $E^{r,k}$, and $B^{r,k}$ into the difference equations of LIVPAs to get $x^{\alpha,k+1}$ and $p^{\alpha,k+1}$.  
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5. Numerical Experiments

In this section, we study the numerical performances of LIVPAs in a typical static axisymmetric electromagnetic field, namely,

\[ A = B_0 \frac{R^2}{3R_0} \hat{e}_\theta, \]  
\[ \varphi = E_0 \frac{R^2}{R}, \]  
\[ B = B_0 \frac{R}{R_0} \hat{e}_z, \]  
\[ E = E_0 \frac{R^2}{R^2} \hat{e}_R, \]  

where \( R = \sqrt{x^2 + y^2} \), \( \theta \), and \( z \) are cylindrical coordinates, \( \hat{e}_R \), \( \hat{e}_\theta \), and \( \hat{e}_z \) are the unit vectors of cylindrical coordinates, \( B_0 \) and \( E_0 \) respectively denote the strength of magnetic and electric fields, and \( R_0 \) is the space parameter of the field. In this section, we keep several fundamental parameters unchanged. Expressed in SI, the field parameters are set as \( B_0 = 1 \) T, \( E_0 = 10 \) V/m, and \( R_0 = m_0 c / e B_0 \approx 1.69 \times 10^{-3} \) m, where \( e \) is the unit charge. The charge of the particle is set as \( \tilde{q} = 1 \).

5.1. Lorentz invariance

As discussed in Sec. 4, through performing Lorentz transformation on difference equations, we can theoretically test the Lorentz invariance of algorithms. Meanwhile, according to the definition of Lorentz invariant algorithms, we can also directly use numerical results to examine the Lorentz invariance. We use the symbol \( \Phi_A \) to express the difference equation of an algorithm \( A \) in frame \( O \). Replacing all variables in \( \Phi_A \) by variables observed in another Lorentz frame \( O' \), we can get the difference equation in \( O' \), denoted by \( \Theta_A \), which has the same form as \( A \). The initial condition \( Z^0 \) in \( O \) corresponds to the initial condition \( Z'^0 = M Z^0 \) in \( O' \) for the same process. The numerical solutions of \( \Phi_A \) and \( \Theta_A \) calculated in \( O \) and \( O' \) are thus denoted by \( \Phi_A Z^0 \) and \( \Theta_A Z'^0 \), respectively. To compare the results in different frames, we can transform \( \Theta_A Z'^0 \) to frame \( O \), namely, calculating \( T_{M^{-1}} \circ \Theta_A Z'^0 \). If neglecting machine errors, Lorentz invariant algorithms should satisfy that \( \Phi_A Z^0 = T_{M^{-1}} \circ \Theta_A Z'^0 \).
During the constructions of LIVPAs, there are three Lorentz frames involved, \( \mathcal{O}' \), \( \mathcal{O} \), and \( \mathcal{O}' \). Since the choice of \( \mathcal{O}' \) is arbitrary, in this section, we set \( \mathcal{O}' = \mathcal{O} \), which means \( L = \Gamma^\alpha_\beta \) and \( N = M \). The expressions of electromagnetic field in \( \mathcal{O} \) is given by Eqs. 46-49. Meanwhile, without loss of generality, we consider \( M \) is a subset of the Lorentz group, namely, the Lorentz boost matrix,

\[
L = \frac{\partial x'^\alpha}{\partial x^\beta} = \left( \begin{array}{ccc}
\Gamma & -\Gamma \beta_1 & -\Gamma \beta_2 & -\Gamma \beta_3 \\
-\Gamma \beta_1 & 1 + \frac{(\Gamma - 1) \beta_1^2}{\beta^2} & \frac{\Gamma \beta_1 \beta_2}{\beta^2} & \frac{\Gamma \beta_1 \beta_3}{\beta^2} \\
-\Gamma \beta_2 & \frac{\Gamma \beta_1 \beta_2}{\beta^2} & 1 + \frac{(\Gamma - 1) \beta_2^2}{\beta^2} & \frac{\Gamma \beta_2 \beta_3}{\beta^2} \\
-\Gamma \beta_3 & \frac{\Gamma \beta_1 \beta_3}{\beta^2} & \frac{\Gamma \beta_2 \beta_3}{\beta^2} & 1 + \frac{(\Gamma - 1) \beta_3^2}{\beta^2}
\end{array} \right), \tag{50}
\]

where \( \beta = |\beta| \), and \( \Gamma = 1/\sqrt{1 - \beta^2} \) is the Lorentz factor. The initial condition of the charged particle in rest reference frame \( \mathcal{O} \) is set as \( Z^0 = (x^\alpha, 0) \), where \( x^\alpha = (0, 0, 2, 0) \) and \( p^\alpha = (\sqrt{2}, 0, 1, 0) \). We set the speed of frame \( \mathcal{O}' \) relative to \( \mathcal{O} \) as \( \beta_{cor} = (0, 0.5, 0) \). Initially, the local time of the \( \mathcal{O} \) and \( \mathcal{O}' \) are both set as 0, and the origin points of \( \mathcal{O} \) and \( \mathcal{O}' \) coincide in 4-spacetime.

In Figure 1, the results of the 2-order LIVPA \( \Phi_2 \) given by Eq. 40 are depicted. According to Fig. 1a and Fig. 1b, we can see that the orbit calculated in two frames are consistent. This can be further explained by Fig. 1c. \( D_x \), the difference of \( x \)-coordinates in Fig. 1a and Fig. 1b, is on the order of \( 10^{-14} \) m, which approaches to the machine precision. Meanwhile, according to Figs. 1d-1i, if we increase the step length \( \Delta \tau \), though the accuracy of orbits decreases, the reference-independence of numerical results still holds. The magnitude of \( D_x \) for different \( \Delta \tau \) keeps unchanged.

In figure 1, we plot the first turn of the orbit and \( D_x \) is on the order of machine precision. The differences between the results obtained in different Lorentz inertial frames by LIVPAs result from the machine truncation errors. As the increase of iteration times, the accumulation of machine errors cannot be avoided. Here, we analyze the accumulation of machine errors by studying the magnitude of \( |D_x| / R_0 \) in terms of iteration step number, see Fig. 2. The step length is set as \( \Delta \tau = 0.1 \). The same processes are calculated by using 2-order LIVPA, 4-order LIVPA, and the 2-order implicit midpoint canonical
symplectic algorithm (IMCSA). The IMCSA is obtained by discretizing the 4-dimensional Lorentz invariant Hamiltonian equation of charged particles using the implicit mid-point symplectic scheme. For both cases, the value of $|D_x|/R_0$ is on the magnitude of machine error at the beginning and finally reaches $10^{-5}$ which is still a negligible value after $10^6$ iterations.

To compare with LIVPAs, we calculate the same process by use of the 2-order explicit canonical symplectic algorithm (ECSA) given in Ref. [24]. This algorithm is built based on generating function method during which the invariant Hamiltonian is divided into 7 parts. As we have discussed in Sec.2, the splitting method can easily break the Lorentz invariance of continuous systems. In Figure 3, the results in different frames of $\Phi_{ECSA2}$ are plotted. When we set the step length as $\Delta \tau = 0.01$, the differences of $x$-coordinate calculated by 2-order ECSA in $O$ and $O'$ are on the order of $R_0$, see Fig.3. Especially, as we increase $\Delta \tau$ to 0.1, ECSA becomes unstable in $O'$ and gives incorrect results, see Fig.3. Figure 3 implies that the 2-order ECSA is not Lorentz invariant and one should be very careful to use ECSA in moving frames even though it possesses secular stability in the rest frame.

The Vay scheme [38] and the Higuera-Cary scheme [31] can preserve the $E \times B$ velocity in different Lorentz frames. Both methods show excellent secular stabilities for simulating relativistic charged particles [30]. Here, we use them to solve the same process in Fig.1. In $O$ and $O'$, long-term stable orbits can be obtained by both algorithms. Therefore, in figure 4, we only depict the first major turn. The time step is denoted by $\Delta t$ and $\Delta t'$ in $O$ and $O'$, respectively. In the case of $\Delta t = \Delta t' = 0.1$, regardless of the small deviations, the results in different frames are consistent, see Figs.4a and c. As the step length increases to 0.5, however, we can see significant differences between the red and blue lines. The results show that, Vay’s and Higuera-Cary’s method have better Lorentz invariance for small step length. As the step length increases, even though the global stability still holds, the Lorentz invariance can be broken, which might result from the growth of higher order terms mentioned in Ref. [31]. For LIVPAs, however, the reference-independent property is not affected by the step length,
5.2. Long-term stability

Through conserving the volume of phase space, the algorithms perform better in secular simulations compared with traditional algorithms like the Newton method, the Runge-Kutta method \[33,35,41,42\]. Here we compare the secular stabilities of 2-order LIVPA $\Phi_2$ with the Lorentz invariant 4-order Runge-Kutta (RK4) method. The Lorentz invariant RK4 method is obtained by discretizing Eq.13 using the 4-order Runge-Kutta method. Because the discretization keeps the integrity of all the 4-dimensional geometric objects, the resulting method is Lorentz invariant, which can also be proven numerically in figure 5.

For a charged particle moving in static field, there are two important invariants, namely, the mass-shell

$$H = g_{\alpha\beta}p^\alpha p^\beta = \gamma^2 - p^2 \equiv 1,$$

and the energy of the particle

$$H = \gamma + \varphi = \sqrt{1 + p^2} + \varphi,$$

In figure 6, the long-term error evolutions of the mass shell $H(Z)$ and the particle energy $H(Z)$ simulated by $\Phi_2$ and RK4 are depicted. In the case of the mass shell in Fig.6a, the error of mass shell grows significantly to 1 for RK4, while the error given by 2-order LIVPA is limited near 0. In the case of the particle energy in Fig.6b, the energy calculated by RK4 decreases 30% after $5 \times 10^6$ steps, but the energy obtained by $\Phi_2$ conserves well. Therefore, the long-term stability of 2-order LIVPA is better than RK4, even though its order is smaller. We also depict the orbits at different moments obtained by 2-order LIVPA and RK4 in figure 7. The orbits calculated by 2-order LIVPA are depicted in Fig.7a, which remains stable after $5 \times 10^6$ iterations. For RK4, however, because of the accumulations of numerical errors of RK4, the radius of rotation on minor period keeps shrinking and incorrect orbits are obtained after long-term simulation, see Fig.7b.
5.3. Convergence rate of LIVPAs

In Sec. 4 we have constructed several LIVPAs with different orders via different composing procedures. In order to verify their orders, we perform convergence analysis on the 1-order LIVPA $\Phi_1$, 2-order LIVPA $\Phi_2$, and 4-order LIVPA $\Phi_4$. The results are depicted in figure 8. The sequences of energy error $\Delta H$ are calculated from $\tau = 0$ to $\tau = 10$, and the infinity norm of $\Delta H/H_0$ is used to plot the convergence rate. The red line is the convergence rate of $\Phi_1$. It has the same slope with the function $10^{-10}\Delta \tau$, which implies $\Phi_1$ is a 1-order algorithm. Similarly, $\Phi_2$, plotted by the green line, can be proven to be a 2-order algorithm via compared with the reference function $10^{-10}\Delta \tau^2$. $\Phi_4$ is a 4-order scheme according to the blue line. Because the value of $\Delta H/H_0$ reaches machine errors, the convergence rate of $\Phi_4$ slows down as the step length becomes very small, see the last point of the blue line at $\Delta \tau = 10^{-2}$.

6. Conclusion

In this paper, we study the constructions of explicit Lorentz invariant volume-preserving algorithms for relativistic charged particle dynamics. Through introducing a splitting reference frame (SRF), we prove that the corresponding splitting operation can avoid breaking the Lorentz invariance of the original system. By use of this procedure, we build explicit LIVPAs with different orders. The Lorentz invariant properties of LIVPAs are tested in a typical electromagnetic field configuration, which shows that LIVPAs possess reference-independent secular stabilities. It is proven that the Hamiltonian splitting technique for constructing the explicit symplectic algorithms [24] breaks the Lorentz invariance. Compared with the Vay scheme [38] and the Higuera-Cary scheme [31], the benefits of LIVPAs are also obviously reflected. The reference-independency of LIVPAs is not affected by the configurations of step length, while both Vay and Higuera-Cary methods show the decreases of accuracy in different frames when the step length grows. Meanwhile, long-term behaviors of LIVPAs show better than the Runge-Kutta method in resolving the motion constants such
as the mass-shell and the particle energy. Therefore, LIVPAs have better performances when simulating nonlinear multi-scale processes. We also provide the numerical convergence analysis to LIVPAs, which proves the ability of the Lorentz invariant splitting method in constructing high order explicit schemes.

The work in this paper extends the method introduced in Ref. [39] in which the integrity of geometric objects is necessary to construct Lorentz invariant algorithms. We generalize the idea to a more flexible level, that even though the geometric objects in 4-dimensional spacetime are broken, the Lorentz invariance of algorithms still holds. The combination of the splitting technique and the Lorentz invariant method provides a convenient way to build advanced algorithms with high orders. Additionally, generally speaking, as the orders of algorithms increase, it will be more difficult to implement adaptive time step optimization. Especially, constructing structure-preserving algorithms with adaptive time step is still a difficult task. Some works have been done by use of the time transformation method [21, 43] which should transform the original system into a new form. The results given by symplectic algorithms of the new system in which the step length are still fixed are equivalent to results by adaptive step length in the original system. In future work, more works will be done to study and apply the LIVPAs to key physical problems in different areas, and the usage of LIVPAs in Particle-in-Cell codes will also be studied.
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Appendix

In this appendix, we provide the detailed derivations of Eqs. [31, 32, and 36]. According to the definitions of $K_{\alpha\beta}$ and $R_{\alpha\beta}$, it is readily to find that $\left(K_{\alpha\beta}\right)^3 = (E^r)^2 K_{\alpha\beta}$ and $\left(R_{\alpha\beta}\right)^3 = -(B^r)^2 R_{\alpha\beta}$. Therefore, considering that $E^r$ and
are scalar fields, we have $$(K_{\alpha\beta})^3 = L(K_{\alpha\beta})^3 L^{-1} = L(Er)^2 K_{\alpha\beta} L^{-1} = (E^r)^2 LK_{\alpha\beta} L^{-1} = (E^r)^2 K_{\alpha\beta}$$. One should notice that, $E^r$ is a function in frame $\mathcal{O}^r$ while $K_{\alpha\beta}$ is the matrix evaluated in frame $\mathcal{O}$. When we calculate the value of $$(K_{\alpha\beta})^3$$ at $x^\alpha$ in frame $\mathcal{O}$, the input of value of $E^r$ should be $L^{-1} x^\alpha$. From the viewpoint of manifold, $x^\alpha$ and $L^{-1} x^\alpha$ are different coordinates of the same point on manifold. Similarly, we can also obtain $$(R_{\alpha\beta})^3 = -(B^r)^2 R_{\alpha\beta}$$. We first prove that $\exp(\tau \tilde{q} B_{\alpha\beta}) = I_{\alpha\beta} + \sin(\tau \tilde{q} Er) B_{\alpha\beta} + \frac{\cosh(\tau \tilde{q} Er) - 1}{(Er)^2} S_{\alpha\beta}$ in Eq.31. Using $$(K_{\alpha\beta})^2 = P_{\alpha\beta}$$ and $$(K_{\alpha\beta})^3 = (Er)^2 K_{\alpha\beta}$$, we have

\[
\exp(\tau \tilde{q} K_{\alpha\beta}) = I_{\alpha\beta} + \tau \tilde{q} K_{\alpha\beta} + \frac{(\tau \tilde{q} K_{\alpha\beta})^2}{2!} + \frac{(\tau \tilde{q} K_{\alpha\beta})^3}{3!} + \cdots
\]

\[
= I_{\alpha\beta} + \tau \tilde{q} K_{\alpha\beta} + \frac{(\tau \tilde{q})^2}{2!} K_{\alpha\beta} + \frac{(\tau \tilde{q})^3}{3!} (Er)^2 K_{\alpha\beta} + \frac{(\tau \tilde{q})^3}{4!} S_{\alpha\beta} + \cdots
\]

\[
= I_{\alpha\beta} + \frac{1}{Er} \left( \tau \tilde{q} Er + \frac{(\tau \tilde{q})^3}{3!} (Er)^2 + \cdots \right) K_{\alpha\beta}
\]

\[
+ \frac{1}{(Er)^2} \left( -1 + 1 + \frac{(\tau \tilde{q} Er)^4}{4!} + \cdots \right) S_{\alpha\beta}
\]

\[
= I_{\alpha\beta} + \frac{1}{Er} \frac{e^{\tau \tilde{q} Er} - e^{-\tau \tilde{q} Er}}{2} K_{\alpha\beta} + \frac{1}{(Er)^2} \left( -1 + e^{\tau \tilde{q} Er} + e^{-\tau \tilde{q} Er} \right) S_{\alpha\beta}
\]

\[
= I_{\alpha\beta} + \frac{\sinh(\tau \tilde{q} Er)}{Er} K_{\alpha\beta} + \frac{\cosh(\tau \tilde{q} Er) - 1}{(Er)^2} S_{\alpha\beta} \cdot \tag{53}
\]

The derivation of Eqs.32 is similar. The equation $\exp(\tau \tilde{q} R_{\alpha\beta}) = I_{\alpha\beta} + \frac{\sin(\tau \tilde{q} B^r)}{B^r} R_{\alpha\beta} + \frac{1 - \cos(\tau \tilde{q} B^r)}{(B^r)^2} P_{\alpha\beta}$ can be proven using $$(R_{\alpha\beta})^2 = P_{\alpha\beta}$$ and $$(R_{\alpha\beta})^3 = -(B^r)^2 R_{\alpha\beta}$$. The derivation of Eqs.33 is similar. The equation $\exp(\tau \tilde{q} R_{\alpha\beta}) = I_{\alpha\beta} + \frac{\sin(\tau \tilde{q} B^r)}{B^r} R_{\alpha\beta} +$$
as follows,

\[
\exp (\tau qR^\alpha_\beta) = I^\alpha_\beta + \tau qR^\alpha_\beta + \frac{(\tau qR^\alpha_\beta)^2}{2!} + \frac{(\tau qR^\alpha_\beta)^3}{3!} + \cdots
\]

\[
= I^\alpha_\beta + \tau qR^\alpha_\beta + \frac{(\tau q)^2}{2!} P^\alpha_\beta - \frac{(\tau q)^3}{3!} (B^\gamma)^2 R^\alpha_\beta - \frac{(\tau q)^3}{4!} (B^\gamma)^2 P^\alpha_\beta + \cdots
\]

\[
= I^\alpha_\beta + \frac{1}{B^\gamma} \left( \tau qB^\gamma - \frac{(\tau qB^\gamma)^3}{3!} + \frac{(\tau qB^\gamma)^5}{5!} - \cdots \right) R^\alpha_\beta
\]

\[
- \frac{1}{(B^\gamma)^2} \left( -1 + 1 - \frac{(\tau qB^\gamma)^2}{2!} + \frac{(\tau qB^\gamma)^4}{4!} - \cdots \right) P^\alpha_\beta
\]

\[
= I^\alpha_\beta + \frac{\sin (\tau qB^\gamma)}{B^\gamma} R^\alpha_\beta + \frac{1 - \cos (\tau qB^\gamma)}{(B^\gamma)^2} P^\alpha_\beta.
\]

(54)

The explicit form of Cayley transformation in Eq. 36 can be proven as follows,

\[
cay (\Delta \tau qR^\alpha_\beta) = (I^\alpha_\beta - aR^\alpha_\beta)^{-1} (I^\alpha_\beta + aR^\alpha_\beta)
\]

\[
= \left[ I^\alpha_\beta + aR^\alpha_\beta + (aR^\alpha_\beta)^2 + (aR^\alpha_\beta)^3 + \cdots \right] \left[ I^\alpha_\beta + aR^\alpha_\beta \right]
\]

\[
= \left[ I^\alpha_\beta + \left( 1 - (aB^\gamma)^2 + (aB^\gamma)^4 - \cdots \right) aR^\alpha_\beta 
+ \left( 1 - (aB^\gamma)^2 + (aB^\gamma)^4 - \cdots \right) a^2 P^\alpha_\beta \right] \left( I^\alpha_\beta + aR^\alpha_\beta \right)
\]

\[
= \left[ I^\alpha_\beta + \frac{a}{1 + (aB^\gamma)^2} R^\alpha_\beta + \frac{a^2}{1 + (aB^\gamma)^2} P^\alpha_\beta \right] \left( I^\alpha_\beta + aR^\alpha_\beta \right)
\]

\[
= \left( I^\alpha_\beta + \frac{2a}{1 + (aB^\gamma)^2} R^\alpha_\beta + \frac{2a^2}{1 + (aB^\gamma)^2} P^\alpha_\beta \right).
\]

(55)
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Figure 1: Orbits given by 2-order LIVPA $\Phi_2$ in different Lorentz frames. The results in (a), (b) and (c) are simulated with the step-length $\Delta \tau = 0.01$, results in d, e and f are calculated by $\Delta \tau = 0.1$, and results in g, h and i are calculated by $\Delta \tau = 0.5$. The differences between the results calculated in rest and moving frames are on the order of machine precision.
Figure 2: Evolution of $|D_x|/R_0$ as the increase of iteration steps. The step-length is set as $\Delta \tau = 0.1$. The accumulations of the 2-order LIVPA (blue line), the 4-order LIVPA (red line), and the implicit midpoint canonical symplectic algorithm (IMCSA, green line) have the same trend. After $10^6$ iterations, the order of $D_x$ is still ignorable compared with $R_0$. The IMCSA, is also a LIA, is obtained by discretizing the 4-dimensional Lorentz invariant Hamiltonian equation of charged particles [40] using the implicit mid-point symplectic scheme.
Figure 3: Orbits given by 2-order ECSA given in Ref. [24] in different Lorentz frames. The results in (a), (b) and (c) are simulated with the step-length $\Delta \tau = 0.01$, while results in d, e and f are calculated by $\Delta \tau = 0.1$. The position difference in two frames is comparable to $R_0$ when $\Delta \tau = 0.01$, and ECSA becomes unstable in the frame $O'$ for $\Delta \tau = 0.1$. 
Figure 4: The orbits calculated by Vay’s method [38] and the Higuera-Cary method [31]. Results of Vay’s method are depicted in (a) and (b), while results of the Higuera-Cary method are plotted in (c) and (d). Blue lines give the orbit obtained in frame $O$ and red lines show the results in frame $O'$. Both methods show better reference-independency for small step length. As the step length increases, the red lines show obvious deviation from blue lines, which shows that Vay’s and Higuera-Cary’s method are not Lorentz invariant. However, both algorithms possess long-term stability in different step length.
Figure 5: Orbits given by 4-order Lorentz invariant Runge-Kutta method in different Lorentz frames. The results in (a), (b) and (c) are simulated with the step-length $\Delta \tau = 0.01$, while results in d, e and f are calculated by $\Delta \tau = 0.1$. The results show that the 4-order Runge-Kutta method is Lorentz invariant if it is directly used to discrete the invariant form of the Lorentz force equation, namely, Eq.(13).

Figure 6: Long-term errors of the mass shell (a) and the particle energy (b) calculated by 2-order LIVPA and 4-order Runge-Kutta. The results of 2-order LIVPA are depicted by blue lines, while the results of Runge-Kutta method are plotted by red lines. The total number of steps is $5 \times 10^6$. The definitions of errors are $\Delta H = \mathcal{H}(n\Delta \tau) - H_0$ and $\Delta H = H(n\Delta \tau) - H_0$. The step length is $\Delta \tau = 0.1$. 

Figure 7: Orbits calculated by 2-order LIVPA (a) and 4-order Runge-Kutta (b) at different moments. The total number of steps is $5 \times 10^6$ and the step length is set as $\Delta \tau = 0.1$.

Figure 8: Convergence rates of 1-order LIVPA $\Phi_1$, 2-order LIVPA $\Phi_2$, and 4-order LIVPA $\Phi_4$. The sequences of energy error $\Delta H$ are calculated from $\tau = 0$ to $\tau = 10$, and the infinity norm of $\Delta H/H_0$ is used to plot the convergence rate. The three black lines with different slope are reference functions with 1-order, 2-order, and 4-order convergence rates respectively.