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Abstract: Many countries worldwide have adopted policies to support the expansion of renewable energy sources aimed at reducing greenhouse gas emissions, combating climate change, and, more generally, establishing a globally sustainable energy system. As a result, energy systems around the world are undergoing a process of fundamental change and transformation that goes far beyond the technological dimension. While energy system models have been developed and used for several decades to support decision makers in governments and companies, these models usually focus on the techno-economic dimension, whereas they fall short in addressing and considering behavioural and societal aspects of decisions related to technology acceptance, adoption, and use. In fact, it is often the societal dimension that comes with the greatest challenges and barriers when it comes to making such a socio-technical transformation happen in reality. This paper therefore provides an overview of state-of-the-art energy system models on the one hand and research studying behavioural aspects in the energy sector on the other hand. We find that these are two well-developed fields of research but that they have not yet been integrated sufficiently well to provide answers to the many questions arising in the context of complex socio-technical transformation processes of energy systems. While some promising approaches integrating these two fields can be identified, the total number is very limited. Based on our findings, research gaps and potentials for improvement of both energy system models and behavioural studies are derived. We conclude that a stronger collaboration across disciplines is required.
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1. Introduction

In order to keep the consequences of anthropogenic global climate change within boundaries, the goal of the Paris Agreement is to limit the average temperature increase compared to pre-industrial levels to well below 2 °C [1]. Being mainly driven by greenhouse gas (GHG) emissions, the predominant measure to achieve this goal lies in emission reduction. In this regard, changes related to people’s behaviour and lifestyle can enable significant reductions, since all actions and decisions of humans, reaching as far as changing dietary behaviour, influence energy use and therefore have direct or indirect impacts on the energy system and on the environment [2,3].

Currently, the main focus with respect to reducing emissions lies on energy systems, since they are responsible for a large part of global emissions. In order to adequately assess these and to inform policymakers with regard to how emissions can be reduced cost-efficiency, energy system models (ESM) have been developed and used for several decades. These models have historically focused on the electricity sector, depicting generation, transmission and storage technologies in terms of their technological capabilities and cost structures. More recent enhancements encompass other sectors such as heat and gas systems.
and allow for conversion between these energy carriers. Solutions of ESMs are systems that meet energy demand optimally under a predefined objective function, typically the minimisation of cost.

While energy system models provide a valuable basis for decision makers in governments or companies; however, these models fall short in addressing and considering humans and the complexity of their behaviour. Accounting for this is seen as one of four major categories with respect to which ESMs need to be improved so as to be able to address “twenty-first century energy challenges” [4]. Yet, the integration of human behaviour in models is often marginalised to technology adoption and diffusion rates. While still relying on cost-minimisation, models implicitly assume that humans act in a way that would be optimal from a system-cost perspective. However, this is a poor representation of preferences and purchasing decisions [5]. Humans do not even act in a cost-minimising manner for their own self-interest. An example of this can be found in the field of mobility. Considering the total cost of ownership (TCO) per kilometre travelled, the most affordable travel modes (public transit, active travel and small, efficient cars) have the lowest market shares in many countries [6]. A better understanding of users is therefore crucial in order to assess the likelihood of scenarios, since the quantity of adopters, their preferences towards certain traits of a technology, and their interactions with it remain largely unknown [6]. While adoption rates and market shares are important, the active use of a technology is what ultimately determines energy demand. For instance, depending on the consumers’ interaction with EV services, energy demand for individual transport might be cut in half, or increase by a factor of two in the future [7].

Although the fact that energy is omnipresent in the lives of humans is largely neglected in the world of energy system modelling [8,9], there is a growing body of literature concerned with societal and behavioural aspects of the energy transition. In particular, there is a wealth of research studying the public acceptance of technologies generating electricity from variable renewable energy sources (vRES). Low public acceptance is seen as an obstacle to installing such low-carbon technologies required for reaching emission reduction targets [10]. Additionally, carbon capture and storage (CCS) technologies are increasingly seen as necessary for scenarios compliant with the goals of the Paris Agreement. Therefore, societal acceptance in addition to affordability and technical as well as environmental criteria must be met well before 2050, at which point the required technologies already need to be in operation [3]. This imposes a challenge since acceptance levels for these technologies are currently rather low, implying that a substantial behavioural or attitudinal change is required within a short period of time. However, changing behaviour is far from trivial, since behaviour is interwoven in and greatly affected by social, cultural and institutional contexts [2].

Human behaviour can ultimately become a driver of or a barrier to the energy transition. Despite this large range of options and the potential implications for the future energy system, little has been done to adequately depict human behaviour in ESMs. This has so far limited the ability of ESMs to produce more robust projections or policy evaluations [5]. ESMs should therefore adopt a broader perspective, since the construction and operation of technical infrastructure depends on markets, institutions and consumer behaviour [11,12].

1.1. Scope of Work

This paper seeks to provide an overview of energy system modelling and analysis techniques that are capable of considering behavioural and societal aspects of decision-making in the energy sector so as to improve the capabilities of energy system models to produce more robust results and inform policymakers. We focus on technologies and services that are deemed to play a key role in the future energy system based on the prevailing literature: At utility scale these are large scale vRES power plants and transmission lines [13,14]. At the residential scale these are EVs [15] and micro-generation technologies such as solar photovoltaics (PV) and climate-neutral appliances for residential heating such as heat pumps [13]. In addition to these technologies, we consider energy services, by which we
mean various tariff models (including, e.g., dynamic pricing) offered to consumers that provide incentives for responsive demand, but also mobility-related services in the context of car sharing or multi-modal transport options.

Beyond defining the technologies of particular interest, it is important to define the categories of behavioural aspects that this paper focuses on, namely the acceptance, adoption and use of a technology or service. Acceptance of a technology partly determines the adoption [16], which is mandatory for its usage. In other words, a certain degree of acceptance must be held to consider adoption (buying) said technology and only then can the technology be used. Thus, these categories can be seen as successive steps that must be taken towards the use of any new energy technology. Each of these stages can largely influence the development of supply (e.g., the amount of electricity produced by wind power) and demand (e.g., the final energy from EVs) in energy systems. Furthermore, adopting one technology can unlock further technologies to be accepted and adopted. For example, the adoption and use of EVs allows for the acceptance and adoption of smart charging, which has been analysed in [16–18]. This also illustrates that these categories are interdependent as acceptance and adoption of one technology determine the use of a different technology. We therefore distinguish between and analyse the literature dealing with the behavioural aspects of acceptance, adoption and use.

Note that not all technologies and services are affected similarly by the categories of human behaviour. For instance, electric vehicles can be accepted, adopted and used by an individual, which is not the case for transmission or large-scale vRES power plants. From a consumer perspective, such technologies can only be accepted or rejected. Yet, they are of course being used, but usage is not actively intended by consumers but by the corresponding technology operators. To illustrate this concept, the behavioural aspects (acceptance, adoption and use) are used as one of three dimensions for our research. The next dimension is, as described above, the set of technologies and services of interest (see Figure 1). Lastly, we investigate the modelling approaches used to incorporate the behavioural aspects as a third dimension.

In the following, we briefly define the terms of acceptance, adoption and use as used in this paper.

1.1.1. Acceptance

Even though a consensus appears to exist that missing societal acceptance can be a barrier to the required energy transformation regarding grid and renewable energy expansion,
a consistent definition of acceptance does not yet exist [19,20]. On the contrary, different definitions and understandings can be found across and even within disciplines [21]. We therefore present prominent categorisations and outline intersections therein.

Wüstenhagen et al. [20] define three dimensions of acceptance: socio-political, community and market acceptance. Socio-political acceptance relates to the public, key stakeholders and policymakers. Acceptance at the community level refers to the local siting of renewable energy projects and the attitude of residents affected, whereas market acceptance refers to the process of adopting a certain technology. The first two categories coincide with definitions of Emmerich et al. [19] who define “general acceptance” as attitudes towards a technology in general and “local acceptance” as attitudes of residents towards a technology, which is to be located nearby. Bertsch et al. [22] also support this understanding of acceptance on a general level, where they extend the scope of acceptance to include products and policies in addition to technologies and differentiate between active and passive behaviour. This view is in line with a definition of Wolsink [23], who argues that the acceptance of renewable energy innovation entails many decision-making processes either promoting or counteracting against new technologies. A similar two-dimensional model has been developed by Schweizer-Ries [24] consisting of an activity and a valuation axis, with activity ranging from passive to active and valuation ranging from negative to positive. Thus, the model yields four quadrants categorising an individual’s relation towards a technology. While this is not explicitly proposed by [24], the distinction between socio-political, community and market levels could be added as a third axis. We chose the model of Schweizer-Ries [24] for our work, since it describes a common understanding and allows for visual interpretation. It has thus been generalised to accommodate adoption on its area rather than being one end of the valuation spectrum, allowing for a path to be drawn on this diagram representing the journey of an individual towards the use of or the resistance against a new technology. The positive path, displayed in Figure 2 is laid out as an example in the following: A new technology emerges about which no opinion has yet been formed. A variety of factors influence the individual, who therefore changes opinions, updates his/her beliefs, eventually becomes akin to the technology and decides to adopt it. Once adopted, the technology can be used. The mode of use itself then determines the energy demand or supply, depending on the technology under consideration.

![Figure 2. Acceptance model, based on [24].](image_url)
This is of course only one scenario. The individual might as well develop a strong negative valuation of this technology. However, the purpose of the described scenario is to display that adoption and use of a technology lies within the field of acceptance. It should further be noted, that the word acceptance itself marks only one end of the spectrum. On the other end of the spectrum lies resistance against or the opposition of a technology, which is studied by Kleijnen et al. [25] who propose a framework for analysing consumer resistance.

1.1.2. Adoption

The literature on the topic of technology adoption provides few definitions or categorisations. The foundation for a large part of the literature is “Diffusion of Innovations” by Rogers [26] describing adoption as “a decision to use and implement a new idea”. This is very similar to our understanding, where we consider the decision to adopt and the behaviour associated with the use as two distinct categories, in line with the approach adopted in bottom-up modelling of energy demand [27]. The act of adopting a technology or service involves a decision-making process and is thus far from trivial but not the primary focus of this work.

Particularly on the demand side, understanding the adoption behaviour of climate-neutral mobility or heating technologies is important for the energy system development since a large energy demand arising from these sectors is currently supplied by fossil fuels in the form of gas or oil-derivatives. To meet the climate targets, these energy carriers soon need to be replaced using climate-neutral alternatives such as renewable electricity. This may require increased expansion of electrical energy generation and transmission capacity.

1.1.3. Use

Ultimately, supply and demand from any energy technology are determined by their use, since even adopted technologies may remain unattended by their owners. Given the lack of a definition in the literature, we generally define “use” of a technology or service as the intensity and time of its use. Thus, use of a technology or service adheres to human behaviour that translates into an energy demand or supply. For the sectors of mobility and residential heating, this translates into the kilometres travelled or average vehicle speed and the average room temperature, respectively. These measures serve only as examples, but are representative for behavioural patterns that can not only differ substantially between individuals but can also be influenced and changed.

1.2. Research Hypothesis and Structure of the Paper

In this work, we hypothesise that the fields of energy system modelling and behavioural research with a focus on decision-making in relation to acceptance, adoption and use of energy technologies have coexisted independently for too long and should be combined urgently (see Figure 3). The integration of behavioural aspects might greatly improve the capabilities of ESMs to produce more reliable results to inform policymakers and to develop societally feasible pathways for transforming the energy system.

The remainder of this paper is organised as follows. In Section 2, we provide an overview of state-of-the-art research in each of the yet largely separate fields of energy system modelling and behavioural research focusing on the acceptance, adoption and use of energy technologies or services. In Section 3, we present the research approach adopted outlining how the literature was reviewed and which fields were investigated. Subsequently, in Section 4, we describe the emerging approaches in the field of combining behavioural research and energy system modelling that have been identified by means of the structured literature review. In Section 5, we discuss our findings as well as research priorities for the future. Section 6 concludes the paper.
2. State-of-the-Art Methods and Tools

This chapter aims at describing prevailing methods to model energy systems and human behaviour in the energy sector. Note that these are research fields with a large and fast growing literature. Therefore, the selection of research findings cannot be comprehensive and is, to some extent, subjective of course.

2.1. Energy System Models

According to Möst et al. [28], energy system models can be categorised into top-down models, depicting energy systems and their interaction with the wider economy on the basis of macro-economic indicators and bottom-up models, which can be further divided into optimisation and simulation models. In line with our primary research focus, we aim to give a brief overview of these two distinct methodologies. For an in depth comparison between simulation and optimisation models, see [29]. While these two groups of models are the most prominent, many other models have emerged recently. Pfenninger et al. [4] review models relevant to energy policy on a national and international level and distinguish between optimisation, simulation, market and mixed-method models. Four major challenges are derived for models that are capable of depicting a twenty-first century energy system, namely the spatio-temporal resolution, dealing with uncertainty, growing complexity of the systems and the integration of human behaviour. For detailed reviews of energy system models, see [11,30,31]. Ringkjøb et al. [32] and Helistö et al. [33] focus on methods accounting for large shares of vRES, whereas Senkpiel et al. [34] provide a rather detailed classification of energy system models in their review. Furthermore, open source models are collected and listed on the openmod website [35].

2.1.1. Optimisation Models

Optimisation models use inputs comprised of techno-economic parameters about energy related technologies, and compute optimal investments and scheduling thereof based on a target function, that usually minimises cost. This is most often accomplished using linear (LP) or mixed-integer linear programming (MILP). Early proponents of energy system optimisation models are MESSAGE (Model for Energy Supply System Alternatives and their General Environmental Impact) [36] and the MARKAL (Market Allocation) model [37], that evolved into the TIMES (The Integrated MARKAL EFOM System) model [38] by combination with the EFOM (Energy Flow Optimisation Model). Variants of these models have emerged in recent decades, each with a focus on either a specific sector or country.

This category has seen the largest share in newly available models, in the 2000s and 2010s where ease of use and increasing flexibility are of growing interest [39]. Examples of recent developments are PyPSA-Eur, that covers the European transmission grid, but also allows for country specific analysis, by accessing openly available data [40] and Backbone, which allows for modelling of generic systems through flexible depiction of energy carriers, grids and spatio-temporal resolution [41]. Due to the data-driven optima in these models,
further developments focus on addressing the underlying uncertainty regarding assumptions about future technology developments particularly for multi-energy systems [42,43] and distributed systems [44–46].

2.1.2. Simulation Models

In contrast, simulation models do not aim for a cost-minimal system, but rather illustrate energy supply and demand in a descriptive manner allowing for the depiction of stochastic, random or strategic behaviour of stakeholders [28,47]. They can furthermore take micro-economic decision-making and drivers of technology diffusion into account [34] and are more focused on exploring alternatives [29]. In this domain, well known models are the National Energy Modeling System (NEMS) [48] developed originally for the American energy system, and the Price-Induced Market Equilibrium System (PRIMES) [49] for the European energy system. Within this category, several subcategories exists. For instance, system dynamic models (SDM) and agent-based models (ABM). In their review, Bolwig et al. [50] present a system dynamics model, which is capable of capturing feedback loops, learning processes, policy and governance, behavioural changes, the inter-linkages between the energy sector and other economic sectors, and infrastructure development and the co-evolution of these factors over sufficiently long time periods. Furthermore, they state that combining SDM with technologically detailed optimisation models would be a step towards achieving more realistic modelling of sustainable energy transitions.

Agent-based models (ABM) are a specific case of simulation models, where actors participating in the energy system are explicitly modelled as agents allowing for distinct strategies and behaviour [32]. These allow not only for the simulation of technologies, but also for behaviour and activity modelling and consequently yield resource demands of every agent with high resolution [11].

2.2. Behavioural Studies

Researchers have studied consumer behaviour and environmental attitudes and their influencing factors for a long time. Conceptually, Black et al. [51] for instance distinguish between contextual (demographic, economic, structural) and personal (attitudes, beliefs, norms) factors. Guagnano et al. [52] differentiate between external and internal/attitudinal factors. These two categorisations have in common that they seek to establish causal models that can explain environmental behaviour. They are both based on Fishbein’s attitude-behaviour model [53,54], extended by Ajzen in their theory of planned behaviour [55]. The theories by Fishbein and Ajzen posit that the influence of external (socio-demographic) factors on people’s energy-related behaviour and attitudes is typically rather indirect than direct. Later, Venkatesh et al. [56] combined these theories along with the technology acceptance model (TAM) by Davis et al. [57] and the innovation diffusion theory by Rogers [26] and further models into the so-called “unified theory of acceptance and use of technology” (UTAUT). In its initial form, UTAUT hypothesises that four key elements determine whether a user adopts a new technology: performance expectancy, effort expectancy, social influence, and facilitating conditions.

As described in Section 1.1, we distinguish between behavioural aspects related to acceptance, adoption and use of energy technologies and services, acknowledging that these aspects are not independent of each other. In the following subsections, we provide a summary of theoretical as well as empirical research results focussing on drivers and barriers of acceptance, adoption and use.

2.2.1. Acceptance

In terms of the public acceptance of energy technologies, Devine-Wright [58] distinguishes between socio-demographic, contextual and psychological factors. In their categorisation, contextual relates to aspects of technology type/scale, (institutional) structures, spatial context and (perceived) impact, whereas psychological refers to people’s awareness and
understanding, political and environmental attitudes and beliefs as well as aspects of place attachment and trust.

In terms of the socio-demographic factors, many studies find age to have a significant effect on the acceptance of renewable energy technologies or grid expansion projects, though there is mixed evidence on the exact impact (while Cohen et al. [59], find acceptance of transmission line expansion to decrease with age, Vorkinn and Riese [60] find acceptance of a hydro power projects to be lower among younger people). Only few studies find gender to be a significant predictor variable and, as with age, there is mixed evidence concerning the effect (while Dietz et al. [61] find women to be more likely to be pro-environmental, Vorkinn and Riese [60] find lower hydro power acceptance among females). Concerning education, Bidwell [62] finds this to be the only socio-demographic characteristic with a direct significant effect on people’s attitudes towards wind turbines (with slightly increasing wind caution for people with higher education levels). In terms of household income, Vorkinn and Riese [60] find that households with higher incomes are more likely to reject hydro power projects. In addition, Devine-Wright and Batel [63] find that the socio-economic status has a significant effect on people’s attitudes towards pylon design. Moreover, existing studies find the length of residence (describing how long people have lived in their current place of residence), and the area of residence (urban or rural) to be variables with a significant effect on landscape-related and place-related preferences and perceptions [63–65]. In summary, the diverse results presented here in terms of the effects of the external/socio-demographic factors on the acceptance of energy technologies across a number of different studies show that the effects in detail largely depend on the specific context and the considered technologies [66].

In terms of the contextual factors, many studies identify the perceived visual impact on the landscape as one of the most relevant predictor variables explaining people’s opinions particularly in the case of wind turbines and power lines [62,63,67–70]. The perceived impact of noise on people’s attitudes is also mentioned regularly [67,68,71]. Moreover, researchers have identified the perceived local impacts of energy technologies on the environment, economy and employment as relevant factors [62,68,71,72]. Poortinga et al. [73] and Soini et al. [74] discuss the role of perceived health and safety effects in driving public attitudes towards power generation and transmission technologies, whereas the role of odour is highlighted specifically for biomass [75]. Concerning distance (e.g., the distance between people’s homes and renewable energy developments), existing studies find mixed evidence in terms of its exact effect: While studies in [76] do not find a significant relationship between proximity and acceptance, others find evidence in support of the so-called proximity hypothesis [77–80]. However, they explicitly state that distance is not a primary determinant of acceptance or opposition but rather an aggregated driver that mediates many of the other impacts in the surroundings of a certain energy technology development (e.g., visual or noise-related impacts), an understanding that is also supported by Rand and Hoen [81]. Other studies, e.g., [22,82,83], also find distance as one of the most important factors influencing public acceptance of solar PV or wind farms. Furthermore, existing research has shown that the scale of renewable energy projects has an impact on their acceptance or rejection [84–87]. In particular, Molnarova et al. [88] find the number of wind turbines to be important. An inverse relationship between the scale of wind projects and acceptance at the community level has been identified in the UK [89], the Netherlands [90] and Ireland [68]. More specifically, Tsoutsos et al. [91] find a correlation between wind farm scale and perceived negative impacts (such as shadow flicker) for a case study in Greece. Moreover, for the same capacity of a wind energy project, people are found to favour a cluster of larger turbines over greater numbers of smaller turbines in their vicinity.

In terms of the role of psychological factors, theoretical as well as empirical studies have found a link between environmental concern in principle on the one hand and acceptance of renewable energy technologies as well as behavioural intentions more generally on the other hand [62,73,92,93]. Existing research has also found evidence that political preferences are correlated with people’s attitudes towards energy infrastructure [61,63,93,94]. In addition,
Dietz et al. [61] find that people’s judgment is significantly affected by the tradeoff they make between economic and environmental objectives. Many other factors have also been analysed concerning their effects on the acceptance of energy technologies. Most importantly, many studies find place attachment to be more significant in various settings than any standard socio-demographic variable [60,62,65]. Moreover, Emmerich et al. [19], Upham and Shackley [75], Zoellner et al. [95], Aitken [96], Terwel et al. [97], Huijts et al. [98], Ciupuliga and Cuppen [99], Aaen et al. [100], Butkowski et al. [101], Caporale et al. [102] and others analyse how acceptance is affected by trust and perceived fairness. Finally, the role of experience, awareness and information has also been studied (e.g., [63,103]) and there is a large and growing literature on the relevance of institutional aspects, ownership structures and community involvement mechanisms (e.g., [78,85,104–106]).

2.2.2. Adoption

Technology adoption is closely related to the terms technology diffusion [26] as well as market penetration and market acceptance [20]. In this paper, we do not differentiate between these terms. There is a wealth of research investigating drivers of consumer decisions towards the adoption of climate-neutral technologies in the mobility (e.g., electric vehicles), heating (e.g., heat pumps) or electricity (e.g., rooftop PV modules) sectors (e.g., [2,107,108]).

Concerning the adoption of electric vehicles (EVs), Sovacool [21] and Adnan et al. [109] synthesise a framework aimed at a better understanding of what determines adoption decisions. Others focus primarily on the intention of adoption with an identity based model [110], the unified theory of acceptance and use of technology (UTAUT) [111] or an extended theory of planned behaviour [112]. McCoy and Lyons [113] use an agent-based microsimulation model to assess the diffusion EVs among Irish households and find that mild peer effects may affect the diffusion and can result in clusters of adopters forming in certain areas. Barbarossa et al. [110] find that green self-identity plays a role in driving the adoption of EVs. Ensslen et al. [114] combine a top-down macro-econometric Bass model [115] and a bottom-up micro-econometric binary logistic model to compare the adoption of plug-in EVs in Germany and France. They find that the adoption rates are slightly higher in France compared to Germany. Kühl et al. [116] focus on consumer preferences related to the market uptake of electric vehicles. While the analysis of price-related needs and needs related to car characteristics dominates the scientific literature, charging-related needs turn out as dominant in a Twitter data set.

Concerning the understanding of household-level energy efficiency and heating system investment decisions, e.g., Aravena et al. [117] investigate drivers of household-level energy efficiency investments in general, whereas Curtis et al. [118] specifically focus on understanding the determinants of household heating system upgrades. Both studies highlight the importance of information and knowledge of households for the outcome of their decision-making processes. Furthermore, Heiskanen and Matschoss [119] review the literature to explain differences of diffusion patterns for heat supply technologies across European countries. Robust similarities for the drivers and barriers of adoption patterns such as access to capital, home ownership, education and specialisation and insights to EU-differences from the household over the local environment to the national context have been derived.

Concerning the adoption of low-carbon electricity generation technologies, numerous studies investigate the decision-making behaviour behind the corresponding investment decisions at the household level (for instance, see the review for solar PV adoption by Scheller et al. [120] in this same special issue). Willis et al. [121] analyse the likelihood of UK households to adopt micro-generation technologies (including solar PV) and find that older person households are less inclined to adopt such technologies. Similarly, Balcombe et al. [122] find that younger age groups are more inclined to consider the investment in micro-generation but less frequently reach the point of actual installation, which suggests that other barriers prevent these households from installing. Yamamoto [123] confirms the hypothesis that there is a positive relationship between the willingness to pay
for a solar PV system and opinion leadership on PV-system adoption. Ropuszyńska-Surma and Węglarz [124] find that the area of residence, building type, age and income are significant determinants of the households’ willingness to install renewables in Poland. They also mention that the adoption of low-carbon electricity generation technologies is closely linked to the discussion on so-called prosumers (consumers that also become producers) [125], which in turn is closely linked to aspects of energy autonomy or autarky [126] as well as self-sufficiency and self-consumption [127–129].

Furthermore, recent research findings show links between acceptance and adoption. More specifically, Schweizer and Bovet [130], Liebe et al. [131], Renn et al. [132] find that adoption behaviour related to active engagement in energy autonomy initiatives and technologies increases (community) acceptance of energy technology developments. Similarly, studies in the UK have demonstrated high levels of acceptance to local power production from solar PV and wind. Other studies also show that locally embedded renewable development and use enhanced local public acceptance [133,134]. Similarly, Schumacher et al. [135] provide an empirical comparison of public acceptance of renewable energy developments and attitudes towards energy autonomy in Germany, France and Switzerland. According to their study, the majority of participants across all three countries generally have a strongly positive attitude towards energy autonomy. In their study, they also compare the participants’ experience with renewable energy in forming opinions about energy autonomy with their “disposition to act towards local renewable energy”, and find that the participants’ positive experience and familiarity with renewable energy are important aspects. Across all three countries, participants with renewable energy projects in their surrounding indicate more positive attitudes towards local energy autonomy than those without. Emphasising the fact that regions can increase their energy autonomy via locally-available (renewable) energy sources has gained growing attention as a potential mechanism for increasing public acceptance of energy technologies (e.g., [136,137]). Complementing this finding, the so-called energy democracy continues to emerge as a societal movement in energy demand and supply [138,139].

2.2.3. Use

Beyond the adoption of energy technologies, the way they are used (e.g., times, frequency) has an important impact on the medium-term and long-term energy demand and system development (e.g., in terms of costs, emissions or reliability). It is therefore highly relevant to understand the behavioural aspects and determinants that drive the (times of) use of technologies, such as room heating [140], electric vehicles [17], dishwashers and washing machines [141] or refrigerators [142]. In this context, Brazil et al. [143] study the relevance of socio-economic characteristics in predicting peak period appliance use. This topic is closely related to socio-economic research studying consumer preferences and behaviour in relation to demand response (see [144], for a review) and the introduction of new retail tariffs, including elements such as dynamic pricing [145,146] or curtailable/externally-controllable load [147–149] as well as the elasticity of energy demand (e.g., [150,151]). Furthermore, the theoretical background of so-called inverse demand curves is well-established (e.g., [152]). Yet, there is a lack of understanding of the (heterogeneity of the) shapes of different consumers’ demand curves and economic considerations of demand side responsiveness tend to focus on extreme events using the value of lost load (VOLL) [153,154] or analyse the costs of supply interruptions [155] rather than examining the entirety of the demand curve [156].

2.3. Summary of the State of the Art

As highlighted in Section 2.1, numerous energy system models have been developed to date aiming to provide structured support for decision-making in the context of the transformation of the energy system. However, these models typically have a strong techno-economic focus, which is not sufficient to support decision-making processes in practice. In particular, the understanding and consideration of behavioural and societal
drivers and barriers is key to enable a societally feasible transformation of the energy system towards climate-neutrality. As outlined in Section 2.2, manifold studies have provided insights into drivers and barriers of the acceptance, adoption and use of energy technologies and services. Yet, the knowledge, insights and methods of these largely distinct research areas are not integrated. We therefore second the need for integrating human behaviour and social risks and opportunities into energy system models as outlined by Pfenninger et al. [4], which is a research area that is still largely under-researched.

More precisely, there is a gap in the literature in terms of translating the behavioural research outputs into explicit parameters that can be used in ESMs to assess the energy system impacts of the findings from behavioural research. For the case of contextual factors that influence the acceptance of energy projects (e.g., the setback distance or scale of renewable energy technology developments) first approaches have been proposed [157,158]. However, for the consideration of psychological factors in energy system modelling, for instance, the authors are not aware of any existing research. Likewise, policies aimed at strengthening the exchange of information and knowledge between the relevant energy system actors, including individuals, firms or organisations cannot be captured by existing ESMs [34]. On the other hand, existing behavioural research does not take into account the consequence assessment provided by ESMs. Preferences are typically elicited from individuals in a mono-directional way without considering the preferences’ system effects and how these in turn could change the preferences in the first place. In Section 3, we therefore present a structured literature research approach that is aimed at identifying emerging research that combines behavioural research findings and energy system modelling as illustrated in Figure 3, the results of which are subsequently presented in Section 4.

3. Research Approach

In order to identify the potential overlap of the fields outlined in the previous chapter, a structured literature review was performed by searching on scopus. The resulting papers of the search, hereafter called corpus, were filtered and analysed by interpreting the works therein as a citation graph. In this graph, papers represent vertices (nodes) and citations are edges. In order to reduce the size of the corpus to a manageable amount, a series of filters was applied. These operations are summarised in Table 1 and will be described in the following. The underlined results have been kept for further research.

Table 1. Search query and further operations performed on the corpus. The operators “?” and “*” allow for word completion with one or any number of characters respectively.

| Initial # of Publications | Query/Operation                                                                 | Resulting # of Publications |
|----------------------------|---------------------------------------------------------------------------------|----------------------------|
| 76.8 M                     | (behavio* OR human* OR decision OR accept* OR adopt* OR use*) AND “energy system?” AND techno* | 4761                       |
| 4761                       | (model OR optimi* OR simula*)                                                   | 1890                       |
| 1890                       | top decile based on citations                                                   | 183                        |
| 1890                       | high paper betweenness                                                          | 73                         |
| 1890                       | high author betweenness                                                         | 42                         |

As stated by the Scopus Content Coverage Guide (available at: https://www.elsevier.com/solutions/scopus/how-scopus-works/content; accessed on 5 June 2021).

The first two rows of the table depict queries, where the words had to appear in the title, abstract or keywords. The question mark and asterisk allow for continuation of the words with one or any number of characters, respectively. This limited the corpus to 1890 documents. The result of the filtering can be seen in Figure 4.
In order to further reduce the amount of papers, the 10% most cited papers of each year were selected. Note that using only the citation count would discount more recent papers as displayed in Figure 4a. This limited the size of the corpus to 183 documents. Yet, emerging approaches and works that are ahead of their time, will likely be excluded by this procedure since they are still “emerging” and thus low in citation count.

Therefore, we also consider the betweenness of papers to identify additional potentially relevant papers. Betweenness is a measure of centrality in a graph and can be calculated using the shortest path between vertices. More precisely, all shortest paths between all possible pairs of vertices are calculated. The fraction of shortest paths that pass through a vertex defines its betweenness [159]. Vertices with only a few edges can consequently have high betweenness if they connect otherwise almost separate clusters. In the context of our corpus, one could argue that papers with high betweenness might connect disciplines, and can hereby be identified without relying solely on citation count. Hence, a citation graph, was built based on papers within our corpus, and their references obtained through the Scopus API with the pybliometrics package [160]. Then, the betweenness was calculated [161] and a total of 73 papers with high betweenness are added to the selection. A subset of the citation graph can be seen in Figure 4b (plotted with [162]). Note the difference between the degree (total number of edges) and betweenness. The same procedure was pursued for authors, where collaborations of authors are graphed selecting papers of authors with a high betweenness adding 42 papers to the selection.

Finally, the selected 298 papers were manually screened for relevance. If a paper included any form of behaviour integration into an ESM, it was marked as relevant, which resulted in merely 43 relevant papers. Ten of these papers were review papers, that provided insights as to why behaviour is important but did not come up with solutions to this issue. This large reduction, can in part be explained by the broad notion of the term “behaviour” frequently used to describe, e.g., “system behaviour” (in a technical sense), which is not the focus of this study.

4. Emerging Approaches and Challenges

The emerging approaches as identified by the procedure described in Section 3 were categorised with respect to behavioural aspects and the respective technology as in Figure 1. While approaches of integration for each behavioural aspect exist, the absolute number
thereof is very small. As expected, no works dealt with the active use of large vRES or transmission. Use was more popular among the categories of micro-generation, EVs and Services. However, this is rooted in the fact that many models for demand or load forecasting exist, that fall into this category. Furthermore, it was found that a few approaches on the topic of integrating acceptance of large vRES into ESM are emerging. These along with the co-occurrence of the other categories are visualised in Figures 5 and 6 and will be described in the following.

4.1. Integration of Behavioural Aspects in Energy System Models

Although in 2009, reviews fell short of mentioning humans or their behaviour as relevant factors for optimisation [163], the notion of their importance emerged shortly thereafter by Connolly et al. [31] who describe models that represent behavioural patterns of “agents” in the electricity system. However, the integration of these patterns into the domain of energy system modelling has since only been regarded as a difficult challenge of model integration [11], although significant potential is expected in understanding the challenges at the interface of technology and behaviour [164]. Since then, some approaches have been developed to account for different aspects of human behaviour.

4.1.1. Considering Acceptance

Incorporating acceptance into an ESM and accounting adequately for its complexity is a challenging task. Therefore, some implementations fall back to scenarios entirely
excluding a technology for which acceptance might be low, i.e., for CCS in investigations on the diffusion of hydrogen technologies [165].

However, more sophisticated attempts to integrate acceptance into optimisation models have been presented, too. For instance, Bolwig et al. [166] noted well-documented effects of low acceptance towards wind parks, stated a lack in the assessment of societal and developer costs and developed an approach of integrating low acceptance in an optimisation model in the form of added system costs caused by suboptimal placement of wind turbines and transmission lines. These additional costs have been explicitly included as model inputs. Their result of up to 12% increased consumer costs for a low acceptance scenario indicates that inclusion of social factors can significantly affect results. Similarly, Wingenbach [167] integrated acceptance as a degree of land-utilisation into an ESM leading to a more evenly distributed installation of wind parks. Results indicate only a slight increase in cost, yet supposedly higher societal acceptance and therefore higher chances of a successful energy transition. Fitiwi et al. [157] argue that increased distance, reduced turbine size and increased regional self-sufficiency each have a positive effect on the public acceptance, while they constrain the available potential for onshore wind capacity development. They find that in the constrained case, the system costs are only marginally higher than in the base case, while they observe substantial differences in the final generation portfolios. Koecklin et al. [158] come to broadly similar conclusions, where they derive the modelling constraint representing public acceptance from results of a nationally-representative survey.

A novel concept is presented by McKenna et al. [168], who involved a community in an iterative ESM and decision-making task. Preliminary results of an ESM were shown to a panel of stakeholders, conveying preferences and constraints to build alternatives of possible future energy systems. Alternatives were then ranked with an MCDA tool to select the system that performed best not only in terms of cost, but in terms of an overall performance score.

Interestingly, no work has been found belonging to the family of simulation models, that accounts solely or in greater detail for acceptance. Albeit in small numbers, the trend of analysing the acceptance of wind appears to slowly diffuse into the domain of modelling.

4.1.2. Describing Adoption

The adoption behaviour is slightly more often integrated in optimisation models than in simulation models (see Figure 6). Despite the lack of a theoretical foundation, a common way for considering adoption behaviour in energy system models is the use of varying diffusion or hurdle rates [5]. For instance, Ghatikar et al. [169] account for adoption of technologies by using DER-CAM (distributed energy resources customer adoption model) and for use of the technology or energy by integrating DR. Research from the field of energy finance also recommends that energy system models with capacity extension should consider project-specific rather than uniform costs of capital (e.g., [170]). Note, however, as mentioned above that there is no theoretical foundation for such an approach. In fact, following such a procedure would to some extent violate one of the fundamental axioms on which ESMs are built, i.e., the availability of a perfect financial market with equal access of all market participants to uniform costs of capital). While not explicitly modelling adoption as a purchase decision, Hahnel et al. [171] determines individual trading behaviours via survey for a potential peer-to-peer electricity market as probabilities to trade as a function of current battery state-of-charge (SOC), and analyse the effects of electricity price change in price-focused, autarky-focused and heuristic prosumer groups. This contribution addresses the lack of behaviour in the domain of demand response, where users decisions or their willingness to participate is often marginalised to binary variables. Pye and Daly [172] integrate the shift in transport behaviour from one form of transportation to another (modal shift) in an ESM. While an increase in cycling and public transport shares are observed, thereby reduced emissions allow for an increased use of higher emission vehicles. Avoiding such rebounds will be an important challenge for the
future. They also point out that up to 15% of urban travel demand could be shifted from car to other modes, reducing mitigation costs by 20%. A similar approach has been taken by Daly et al. [173], who incorporate modal shift with the additional parameter of travel time investment into the TIMES model allowing decision-makers to analyse the impacts of investments into the public transportation sector.

Simulation models dealing with adoption behaviour have been developed with a high level of detail. For example, Steinbach [174] aims at identifying measures for the expansion and increased diffusion for energy-efficiency upgrades in the German residential sector. To do so, the existing built environment, individual investment options and barriers as well as drivers of heat-related technology adoption (particularly energy-efficiency upgrades) were analysed and incorporated in an agent-based model. Then, the effects of policy measures were analysed, concluding that increased government regulation yields the sharpest decrease in residential heat demand. Economic incentives are seen as an inadequate alternative due to high investments, that yield returns very late. Ideally these policies are imposed cooperatively. Others used an agent based model to study dynamics of consumer opinions on electricity tariffs. Offering an explanation to the discrepancy between consumer opinions, determined by market surveys, and actual participation or adoption (e.g., [175]).

These approaches provide a solid foundation for a thorough assessment. When combined, policies might be evaluated with regards to the effects on travel mode, willingness to participate in DR measures and energy trading behaviour.

4.1.3. Modelling Technology Use

The depiction of use in ESMs varies strongly. Sometimes demand across all sectors is simply assumed to decrease over time, as a result of growing efforts in education resulting in higher awareness [176] or increasing energy efficiency more generally. Others assume the amount of consumers willing to participate in DR is solely determined through a function of expected monetary compensation [177] or as a response to energy price changes in MARKAL [178]. Similarly, Rastegar et al. [179] treat the individuals’ behaviour as rather static (i.e., always wanting a fully charged car in the morning). Atia and Yamada [180] consider the habitual nature of behaviour as non-controllable appliances (cooking, hair drying), whereas Anvari-Moghaddam et al. [181] depict behaviour of occupants in an ABM through maintaining certain comfort levels defined by room temperature intervals. Accounting for the stochasticity of activities, Good et al. [182] provide a high resolution demand profile model, including effects of adoption of heating technologies (e.g., heat-pumps) by mapping activities to appliances. Another activity-based approach is presented by Bustos-Turu et al. [183] using an agent-based model. Likewise, demand flexibility through DR has been implemented in game theoretical models [184,185].

While these models deliver energy demand and appear to do so with increasing accuracy, the underlying behavioural patterns are poorly accounted for. A promising approach in this regard is presented by Lee and Malkawi [186] with an ABM where actors can adjust clothing levels to increase comfort level. While this is not an ESM, it demonstrates clearly how behavioural patterns or habits affect energy demand.

4.1.4. Consideration of Multiple Behavioural Aspects

While some approaches appear tailored towards a specific behavioural aspect, other approaches exist that either adopt a rather holistic perspective on behaviour or did not differentiate between behavioural patterns. For instance, with MEDEAS, Capellán-Pérez et al. [187] formulate an integrated assessment model, based on system dynamics, that focuses on long-term outcomes of the human-nature interface. They include household energy demand calculated with behavioural equations, which adheres to variations for example by changes in the share of vehicles and their efficiencies. On the other hand, adoption (market penetration) of vRES is assumed statically high, during the modelling horizon. Furthermore, results are interpreted with respect to societal impacts, which is beyond what most current models
However, it is noted that interpreting the model outcomes in terms of societal damage functions remains a very challenging task. Keirstead et al. [11] proposed land use-transport models (LUT) as they incorporate a form of behavioural realism through micro-simulations or activity-based models with individuals as unit of analysis. Such simulations would need to account for the uncertainty caused by the nature of human behaviour which is stochastic by nature, varying not only between people but also in time [45].

Li and Strachan [188] developed the “Behaviour, Lifestyles and Uncertainty Energy model” (BLUE), which is a system dynamics model accounting for a variety of behavioural factors. Demand elasticities, market heterogeneity, intangible costs/benefits, hurdle, retrofitting or replacement rates as well as variations in these factors are considered. Their model is aimed at modelling the so-called socio-technical energy transition (STET) [189] and is used in [190] to derive the impact of leader-decisions, where the leader (in terms of who drives the energy transition) is either the society or the government.

In order to derive the effectiveness of energy conserving measures (ECM) Sun and Hong [191] provide three behaviour representations in terms of energy consciousness: austerity, normal and wasteful. They conclude, that ECMs in terms of technologies that require little interaction are only marginally affected by different behaviour, whereas occupant-dependent ECMs such as active ventilation are significantly affected by behaviour. Furthermore, a factor of two lies between energy demand of energy conscious and wasteful behaviour. Le Gallic et al. [192] adopt a perspective of lifestyles and develop a model simulating current and possible future lifestyles largely influenced by cohabitation preferences and travel behaviour, and demonstrate that a more “collective society” contrary to current trends of growing individualism would reduce energy demand across all sectors.

Mavromatidis et al. [44] perform Monte-Carlo simulations for an energy system model to account for a plethora of uncertainty factors among which coarsely defined human behaviour is located. They include demand side variations through probabilistic descriptions of occupants.

4.2. Model Coupling

Another promising strategy is to couple simulation and optimisation models, which might enable capturing the interlinked effects of the demand and supply side of energy systems that otherwise evolve individually [193]. For instance, simulated energy demand or penetration rates of various technologies can serve as boundaries for modelling technology diffusion with optimisation models [34]. This approach, has been adopted with varying degrees of complexity and sectors considered [194–196]. Behaviour in these models is frequently depicted as a scope of action for agents subject to stochastic deviations in time and probability of actual occurrence.

Furthermore, coupling of models across disciplines has also been conducted. In the European CHEETAH project, investigations on a micro, meso and macro level were carried out deriving implications for households, the energy system and the economy as a whole, respectively. Insights from a discrete-choice experiment [197] were integrated into a demand and an agent-based model. Hence, behaviour heterogeneity relating to adoption of retrofits among different demographic groups could be analysed [198]. It was concluded that energy literacy among the population (across different nations) should be increased to allow customers to make better informed decisions [199]. Similarly, Sopha et al. [200] combine an empirical survey which is founded on a literature review for decision-making variables with an agent-based model incorporating different decision strategies among agents to derive patterns of heating system diffusion in Norway and analyse impacts of policy.

While these approaches appear promising, using the output of one model as input to the next prohibits examination of feedback loops or rebound effects. Thus, evaluating policies and their possible effects on behavioural change with regard to energy remains challenging.
5. Discussion

As mentioned in the previous section and shown in Figures 5 and 6, the number of articles concentrating on the consideration of behavioural aspects in energy system models is (a) comparatively small in total and (b) can be subdivided largely into three categories: First, approaches exist that consider acceptance of large-scale vRES or transmission lines mainly in optimisation models. Second, the consideration of aspects related to technology adoption so far have a strong focus on EVs using both optimisation and simulation models. Third, behavioural aspects related to energy use are considered in both optimisation and simulation models for electricity micro-generation, EVs or services.

In terms of gaps in the existing research landscape, understandably, there is little to no research on the public acceptance of EVs or services or the use of large-scale vRES or transmission lines. However, Figure 5 reveals that the topic of behavioural aspects related to the adoption of heating as well as electricity micro-generation technologies or services is yet under-researched. At the same time, an improved understanding of drivers or barriers particularly of heating technology adoption is vital given the high share of greenhouse gas emissions from the heating sector and given that millions of individual actors need to make their own decisions with lock-in period of often more than 20 years.

Looking at the articles that consider acceptance of large-scale vRES or transmission lines as parameters in energy system optimisation models, including some of our own research, it should be noted that they often operationalise acceptance in a very crude way, e.g., focussing on distance. Of course, this is still a new field of research and early approaches cannot be expected to be perfect but it will be important to develop more sophisticated approaches that acknowledge the complex nature of acceptance as part of future research. In particular, as outlined in Section 2.2, the consideration of contextual factors of energy technology projects is very important for the understanding of acceptance or opposition. Yet, most existing approaches do not run their own surveys to gather such context-specific information. The use of values from existing articles, however, cannot be context-specific and is therefore highly questionable.

In terms of articles that consider behavioural aspects related to the use of energy technologies or services, Section 4.1.3 provides an overview of recent advances in the field showing that much of this research is closely linked to aspects of demand response, which in turn is very closely related to energy demand elasticity. Unfortunately, however, the use of uniform elasticities is still very common. While Devine and Bertsch [201] construct demand functions that are specific to consumer groups, day times and demand levels to consider consumer heterogeneity, the approach is rather conceptual without any direct elicitation of information from consumers. More efforts are required to construct realistic demand functions in realistic energy systems. This shortcoming warrants new research integrating the consideration of technical characteristics of the energy demand processes on the demand side as well as the socio-economic preferences of different consumers.

An additional challenge is related to the fact that people’s preferences and behaviour are both heterogeneous and uncertain, i.e., they differ across sectors, regions and cultures, and their future development is highly uncertain (see also [5]). While the utility functions used in Computable General Equilibrium (CGE) models (e.g., see [202,203]) typically allow for specifying heterogeneous preferences implicitly reflecting aspects of consumer behaviour [34], such deep uncertainty and heterogeneity of socio-economic dynamics are usually not accounted for explicitly in existing bottom-up energy system models [204]. This is an important area for future research.

Finally, note that existing research on integrating behavioural aspects of decision-making in energy systems as identified in Section 4 typically does not specify the level at which the decisions are made. In reality, however, there is a variety of actors (e.g., individuals, institutions, larger groups of the society or the society as a whole but also media, opinion leaders, lobby groups or political parties) who have different interests and pursue different objectives (e.g., see [34]). Future research activities on considering behavioural drivers and barriers in ESMs should therefore seek to differentiate more strongly
between different types of decision makers and consider how they interact and influence the perception and likelihood of implementation of the decisions made.

Critically reflecting our research approach, we wish to acknowledge that the search query only entailed the positive keywords of the acceptance spectrum. Moreover, we have focussed on energy system models in our search. While energy system models assist in the generation of system knowledge and provide highly valuable insights on interactions in energy systems and markets for decision makers, they will only ever be a part of the entire "solution." In order to provide orientation and transformational knowledge to decision makers, interactive and iterative decision support tools are needed, which can be used in transdisciplinary research settings so as to co-design recommendations for energy system transformation pathways with actors from society outside the research ecosystem. In this context, multi-criteria decision analysis (MCDA) and decision conferencing [205,206] can provide indispensable value to decision makers, where energy system models can be used for the consequence assessment and provide quantitative input data for the MCDA.

While our search has delivered a number of articles that consider behavioural aspects in MCDA approaches, Figure 6 suggests that this is yet a somewhat under-researched area. However, as mentioned before, note that the primary research focus was on energy system modelling, not on MCDA. A comprehensive review of transdisciplinary research formats, MCDA and ESMs would have gone beyond the scope of one single paper.

6. Conclusions and Outlook

Identifying and assessing societally feasible transformation pathways towards a sustainable energy system are some of the most pressing challenges of humanity. Since the energy system is not a purely technical system but also reflects political frameworks and socio-technical interactions, the transformation of the energy system must be considered as a complex socio-technical process requiring an overall systemic approach that simultaneously takes into account ethical, societal, political, economic, environmental and technical dimensions.

In other words, while technological development will certainly play an important role in decreasing costs and enhancing the efficiency, as well as environmental compatibility, of future energy systems, the most pressing challenges relate to the questions of how to arrive at a consensus that meets the climate-neutrality targets and is supported by the society as a whole and how to implement the required measures of the corresponding transition pathway successfully. Yet, research in this area is neither adequately developed nor adequately funded.

While energy system models have been developed and used for several decades to support decision makers in governments and companies in developing and assessing energy system design alternatives, these models focus on the techno-economic and environmental dimensions only and are therefore not sufficient to answer the above-mentioned "how questions." In this paper, we have therefore conducted a systematic review of energy system modelling and analysis approaches that are capable of considering behavioural and societal aspects of decision-making in the energy sector in different contexts.

We generally find that this is a field of research that deserves greater attention in the future. Existing research in this field mainly considers acceptance of large-scale vRES or transmission lines in energy system models or focuses on the consideration of behavioural aspects related to energy use in either energy system optimisation or simulation models for electricity micro-generation, EVs or electricity services.

As discussed in Section 5 in greater detail, developing more sophisticated ways for integrating behavioural aspects in energy system optimisation or simulation models is of utmost importance in order to allow for behavioural realism of the output from energy system models. Such developments are particularly relevant to identify requirements for and assess the impact of behavioural change in long-term projections, which is very challenging to achieve [2,107] but at the same time essential to avoid delays in the energy transition, which would render the targets unachievable altogether [207]. Advanced
research is therefore needed to improve ways for operationalising behavioural research findings in energy system models that take into account the complex processes behind acceptance, adoption and use of energy technologies and services. In order to promote methodological advancements in this important area of research, increased funding sources need to be provided.

Beyond improving energy system models as such to better account for behavioural realism, we see a strong need for and potential in combining energy system models with MCDA and decision conferencing to be used in transdisciplinary research settings, as briefly discussed in Section 5. In order to serve this purpose optimally, energy system models need to be improved mainly in two directions, which are at least partly in conflict with one another: First, energy system models need to allow for multi-dimensional impact assessments, e.g., through multi-objective optimisation, to provide information on the consequences of alternative transition pathways with respect to multiple impact dimensions that are considered relevant by the corresponding decision makers and stakeholder groups. Second, the models need to be able to provide such quantitative impact assessments in near real-time to provide input into the discussions in decision conference settings. Such information is also essential for the relevant decision makers and stakeholder groups to validate their original preferences in the light of the corresponding consequences. This will open up a new level of research on socio-economic preferences and will provide the possibility to consider the corresponding model output in the co-design of energy system transformation pathways.
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