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Abstract

Recently, adversarial-based domain adaptive object detection (DAOD) methods have been developed rapidly. However, there are two issues that need to be resolved urgently. Firstly, numerous methods reduce the distributional shifts only by aligning all the feature between the source and target domain, while ignoring the private information of each domain. Secondly, DAOD should consider the feature alignment on object existing regions in images. But redundancy of the region proposals and background noise could reduce the domain transferability. Therefore, we establish a Feature Separation and Alignment Network (FSANet) which consists of a gray-scale feature separation (GSFS) module, a local-global feature alignment (LGFA) module and a region-instance-level alignment (RILA) module. The GSFS module decomposes the distractive/shared information which is useless/ useful for detection by a dual-stream framework, to focus on intrinsic feature of objects and resolve the first issue. Then, LGFA and RILA modules reduce the distributional shifts of the multi-level features. Notably, scale-space filtering is exploited to implement adaptive searching for regions to be aligned, and instance-level features in each region are refined to reduce redundancy and noise mentioned in the second issue. Various experiments on multiple benchmark datasets prove that our FSANet achieves better performance on the target domain detection and surpasses the state-of-the-art methods.

1. Introduction

Object detection, as a hot topic of computer vision, is to find out the objects of interest on the image and to determine their locations and categories. In the era of deep learning [21], many deep convolutional neural network (DNN)-based methods [10, 31, 28, 29, 30, 25] have been proposed to make the detection models with excellent performance in natural image benchmark datasets [8, 24]. While in reality, there is an obvious distributional gap between the training set (source domain) and the testing set (target domain), which may lead to a significant reduction in the generalization ability of models in target domain.

Therefore, many unsupervised domain adaptive object detection (DAOD) methods [5, 32, 40, 20, 3, 4] are proposed to solve the problem of domain distributional shifts. Most unsupervised DAOD methods are nested adversarial training module within advanced object detection frameworks, such as Faster R-CNN [31]. By minimizing the domain shifts of multi-level feature maps, domain adaption is achieved to improve the detection accuracy in the target domain. Numerous DAOD methods are proposed and most of them focus on image-level [5], instance-level [5, 4], pixel-level [20, 4], region-level [40] and strong-local & weak-global-level [32] alignments. Whereas, the existing multi-level alignment modules may cause three issues: Firstly, they only focus on the mapping of the source and target domain, and less consider other distractive information that is unnecessary to be aligned, e.g., background information. Secondly, we should concern over the regions where the object needs to be aligned on the image, and ignore background noise that is useless for detection. However, the current region searching algorithm [40] in region-level alignment restrict the category numbers of candidate region. Since there is no label for the target domain, we cannot exactly determine the object region numbers. Lastly, for the existing instance alignment modules, they are all based on ROI-Pooling [31] feature alignment. While the training of region proposal network (RPN) [31] mainly depends on the labels of the source domain, and there may be abundant redundancy or noise in region of interests (ROIs) on the target domain. Resultly, when the instance is aligned, there will be an extra alignment of background features or multiple alignments of instance-level features for some certain objects.

In order to solve the above mentioned issues, we propose a DAOD method based on the architecture of Faster
R-CNN [31], called feature separation and alignment network (FSANet). The network consists of a gray-scale feature separation (GSFS) module, a local-global feature alignment module (LGFA) and a region-instance-level alignment (RILA) module. The feature separation module separates the distractive information containing the features that do not need to be aligned and the shared information related to the object detection through the difference loss, so that the feature alignment module can concentrate on the object information. LGFA and RILA are domain adaptation components, which reduce the distributional gaps of the multi-level features. Our contributions can be divided into two-fold:

(1) The dual-stream network [2, 38] can extract multi-model information of different domain images. Inspired by this, we design a dual-stream auto-encoder network for the GSFS. The distractive information of the image is separated by a private encoder, and the object detection backbone network acts as a shared information extractor to obtain useful features for detection. When aligning high-dimensional features, we use shared features instead of the whole image features to reduce the impact of distractive information that is not related to detection, so as to improve domain adaptability. Particularly, in order to reduce the impact of image color differences and the difficulty of reconstruction, we use the gray-scale image to extract the distractive features. This operation can make the private encoder focus on detection-related/irrelevant features of the objects rather than the image color, while simplifying the reconstruction task.

(2) We design the RAIL module, which can effectively solve the negative effects caused by the redundancy of the region proposals and background noise, and determine the category number for candidate region adaptively. Initially, by exploiting Scale-Space Filtering algorithm (SSF) [37], we cluster the center coordinate of the bounding boxes predicted by RPN, to implement an adaptive region selection. Thus the traditional clustering region number uncertainty problem is well solved. Then, after obtaining the cluster centers and scale by SSF, the outliers of ROIs can be found. We believe that these abnormal ROIs have a high probability of containing background information. So we exclude them before region grouping, thereby reducing the effect of ROIs noise. Finally, through global pooling layer, the instance-level features of each group (i.e., candidate region) are refined and instance alignment is performed to figure out the problem of ROIs redundancy.

In summary, the adaptability and transferability of adversarial-based adaptive detection methods are enhanced by separating the shared and distractive information of the source/target domain and aligning the region-instance-level features. Extensive experiments illustrate that the proposed FSANet has reached an outstanding level of cross-domain detection performance on multiple benchmark datasets. For example, the FSANet achieves 42.7% mAP for transfer task on PASCAL \(\rightarrow\) Clipart1k, which surpassing the state-of-the-art (SOTA) adversarial-based adaptive methods [5, 40, 32, 20, 4, 35, 17].

2. Related Work

Object Detection. Nowadays, with the rapid development of deep neural convolutional networks (DNN), lots of methods have been proposed to solve the object detection task. They can be divided into two-stage object detection methods based on region proposals and end-to-end one-stage methods. The pioneering work of the two-stage methods is R-CNN [11], which first utilizes a selective search method [36] to extract region proposals from images, and then trains a network to classify each ROIs. SPP-Net [14] and Fast R-CNN [10] exploited DNNs to propose region proposals and significantly improved detection accuracy and speed. As DNNs were extended to share convolutional feature maps among all ROIs [31], the end-to-end two-stage methods (e.g., Faster R-CNN [31] and RetinaNet [23]) were proposed. On the other hand, typical methods of one-stage object detection algorithms are YOLO [28, 29, 30] and SSD [25], which extract the feature maps from the original image based on the convolutional network, and then directly perform object classification and bounding box regression.

Domain Adaptive Object Detection. The existing unsupervised DAOD methods can be divided into three categories [22]: adversarial-based, reconstruction-based and hybrid adaptive methods. For the adversarial-based adaptive methods, Chen et al. [5] first applied the unsupervised domain adaptive method to object detection. By combining with the gradient reversal layer and domain classifier, an adversarial-based method [9] is proposed to solve the domain shift in the real scene. At the same time, it is pointed out that the core issue of unsupervised DAOD is to solve the domain gaps in image and instance level. For example, Zhu et al. [40] indicated that the object detection needs to concern with the object rather than the entire image features, and then a regional-level domain adaptive network based on GAN [12] is established to solve the region proposal redundancy problem. Saito et al. [32] proposed a local domain classifier network based on FCN [26] to achieve the alignment of low-level features. For the reconstruction-based adaptive methods, Arruda et al. [1] firstly generated pseudo samples similar to the target domain from the source samples by CycleGAN [39], and added them to the training set to improve detection accuracy. The hybrid adaptive methods aim at combining the above two categories to improve the model performance. In order to realize the adaptive object detection from natural images to artistic images, Inoue et al. [18] initially trained a detection model from the source domain samples, then fine-tuned the model on the pseudo samples of source domain, and finally implemented the weak training on
the target domain samples. Based on pseudo samples, Kim et al. [20] proposed an adaptive method for domain diversification and multi-domain invariant representation. Chen et al. [4] added the attention mechanism to the network based on [32]. Although the above methods have achieved good performance, they do not concern for separating the distractive information and solving the region proposals redundancy and background noise. So in our paper, we propose a novel DAOD method called FSANet to further figure out the above mentioned issues.

3. Method

In this section, we introduce the details of FSANet. The framework is illustrate in Figure 1, which consists of four parts, namely the object detection module, the LGFA module, the RILA module and the GSFS module. Initially, the paired source/target domain RGB images are input to the detection network, and the detection loss is calculated with the label of the source domain images, and the instance-level features alignment is realized by the RILA module. For the multi-level features \( f_\tau (\tau = 1, 2, 3) \) extracted by the backbone network \( F_r \), they are input into the LGFA module to complete the multi-level features alignment. In addition, the gray-scale paired images are input into the GSFS module, and the useful/useless features for detection are separated through a specific loss. Here, we use Faster R-CNN [31] as the object detection backbone architecture, and the LGFA module follows the design of [32, 4]. Especially, we focus on the GSFS module and the RILA module.

For the notations in this paper, the source domain dataset with labeled samples are denoted by \( D_s = \{ (x^s_i, b^s_i, y^s_i) \}_{i=1}^{n_s} \), where \( x^s_i \) is the input source image, \( b^s_i \) is the coordinates of the bounding box, \( y^s_i \) is the object category label, and \( n_s \) is the number of samples in the source domain dataset. Meanwhile, unlabeled target domain dataset is represented as \( D_t = \{ (x^t_i) \}_{i=1}^{n_t} \), where \( n_t \) is the number of samples in the target dataset. Our task is to transfer the model learned from \( D_s \) to \( D_t \).

3.1. Gray-Scale Feature Separation Module

As is known to all, domain adversarial loss can reduce the inconsistency between the features distribution of the two domains. However, there will still be some distractive information that cannot be reduced, e.g., the background distractive information of the source/target domain. So we propose a GSFS module based on a dual-stream network, and employ it to separate the distractive/shared information which is useless/useful for object detection with the high-level features through the private encoder \( E_s \) and \( E_t \), the shared decoder \( S_D \) and the features extraction module \( F_r \), as shown in Figure 1. Firstly, \( F_3 \) extracts high-level features related to object detection via the detection loss. Then domain adversarial loss of LGFA module makes the features \( f_\tau \) of the source/target domain aligned. As a result, \( f_3 \) is the shared high-level features useful for detection. For the GSFS module, we define the different loss to limit the similarity of \( \{ d^s, f_3^s \} \) and \( \{ d^t, f_3^t \} \):

\[
L_{\text{diff}} = \frac{1}{n_s} \sum_{i=1}^{n_s} \| g(d^s_i)^\top g(f_3^s_i) \|_F^2 + \frac{1}{n_t} \sum_{i=1}^{n_t} \| g(d^t_i)^\top g(f_3^t_i) \|_F^2.
\]

where \( \| \cdot \|_F^2 \) is the squared Frobenius norm, \( g(\cdot) \) is the global pooling layer, \( d^s_i, d^t_i, f_3^s_i, f_3^t_i \) denote distractive information output by private encoder \( E_s, E_t \) and the shared information \( f_3 \) of source/target domain for \( i \)-th image, respectively.

In addition, considering that simple restrictions will make \( d^s = d^t \) meaningless, and the information related to objects cannot include all the information of the input image, we use the fusion features \( f_{\text{fus}}^s = [d^s, f_3^s], f_{\text{fus}}^t = [d^t, f_3^t] \) as the input of the shared decoder \( S_D \) to reconstruct the input image, where \([\cdot, \cdot]\) denotes the concatenation of two feature maps in the channel dimension. Through the restriction of image reconstruction, the separated features can possess almost all the information of source/target images. So that the private encoder extracts the distractive information irrelevant to detection in the image. Notably, the private encoder inputs two-domain images in gray-scale, and extract the distractive information which is irrelevant to the color of the two-domain images. If the input is an RGB image, it will not only increase the difficulty of reconstruction, but also make the private encoder disturb by the color difference of the image, while ignoring other distractive information on the two data domains.

Finally, the reconstruction loss of the gray-scale images is defined as:

\[
L_{\text{rec}} = \frac{1}{n_s} \sum_{i=1}^{n_s} \| x^s_{g,i} - \hat{x}^s_{g,i} \|_1 + \frac{1}{n_t} \sum_{i=1}^{n_t} \| x^t_{g,i} - \hat{x}^t_{g,i} \|_1,
\]

where \( \| \cdot \|_1 \) is the \( \ell_1 \)-norm, \( x^s_{g,i}, x^t_{g,i}, \hat{x}^s_{g,i} \) and \( \hat{x}^t_{g,i} \) are the \( i \)-th gray-scale input images and reconstructed images by the shared decoder \( S_D \) in source/target domain.

3.2. Region-Instance-Level Alignment

The RILA module consists of a grouping component and a context-aware RILA component. Please refer to supplemental material to see illustration and more details.

**Grouping.** Some alignment module [5, 16, 4] implement the instance-level feature alignment of all region proposals. However, the absence of labels on the target domain leads to the training of RPN mainly guided by the labeled data on the source domain [31]. Therefore, we cannot ensure that the region proposals on the target domain contain the objects, where may contain a lot of background noise. Meanwhile, objects are generally detected by multiple region proposals, which means that some region proposals are redundant. We
should perform feature alignments for the instance-level features in the region proposals where the object is most likely to exist, instead of aligning all features. As we all know, the locations of region proposals where contain the same object at multiple scales should be similar if they are predicted by a reliable RPN. A natural idea is to cluster the similar region proposal coordinates to reduce redundancy for ROIs and eliminate the background noises by excluding outliers.

In particular, we use RPN to get the predicted bounding box \( \{b_{i,x}, b_{i,y}, w_i, h_i\}_{i=1}^{N} \) of the region proposals, where \((b_{i,x}, b_{i,y})\) is the center coordinate of the \(i\)th predicted bounding box, \(w_i\) is its width, and \(h_i\) is its height. Then we plan to exploit the scale-space filtering (SSF) [37] algorithm to cluster the center coordinates to adaptively obtain \(K\) cluster centers, which means that ROIs can be divided into \(K\) categories, and thereby, the instance-level features can be indirectly divided into \(K\) categories. As a result, we only need to align the instance-level features in each category.

**Adaptive candidate region searching.** SSF is a clustering algorithm to accomplish the clustering of bounding boxes. By regarding each sample as a “lighting point”, the SSF algorithm formulates the clustering issue as the median of \(K\) categories, and thereby, the instance-level features can be divided into \(K\) clusters, which means that ROIs can be divided into \(K\) categories. As a result, we only need to align the instance-level features in each category.

**Adaptive candidate region searching.** SSF is a clustering algorithm to accomplish the clustering of bounding boxes. By regarding each sample as a “lighting point”, the SSF algorithm formulates the clustering issue as the median of \(K\) categories, and thereby, the instance-level features can be divided into \(K\) clusters, which means that ROIs can be divided into \(K\) categories. As a result, we only need to align the instance-level features in each category.

\(X = \{x_i \in \mathbb{R}^2 : i = 1, \ldots, N\}\) (in this paper, this is a set of center coordinates of predicted bounding boxes by RPN), we define \(P(x, \sigma_j)\) as the scale-space map for \(X\) under the blur scale \(\sigma_j\). It can be calculated by \(P(x, \sigma_j) = p(x) \ast \phi(x, \sigma_j)\), where \(p(x)\) represents the Gaussian blur kernel with the blur scale \(\sigma_j\), and \(\ast\) represents the convolution operator. So the set of clustering centers \(C(\sigma_j)\) under different scales \(\sigma_j\) is obtained by \(\nabla_x P(x, \sigma_j) = 0\). In iteration steps, \(\sigma_j\) is firstly updated, then after \(C(\sigma_j)\) has converged, a larger \(\sigma_{j+1}\) is obtained by \(\sigma_{j+1} = k\sigma_j\) (\(k\) is a hyperparameter and \(k > 1\)), and \(C(\sigma_{j+1})\) are iterated again until all samples belong to one category. More details can be seen in the supplemental material.

(2) **Adaptive category number selection.** With the completion of the above iterations, we have obtained a serious of clustering center, i.e., \(\{C(\sigma_1), \ldots, C(\sigma_j), \ldots, C(\sigma_j)\}\). We hope to select the clustering model that best fit for the data distribution. So the “lifetime” [37] is used as a measure of the stability for category number, which is calculated by

\[
\pi(\sigma_j) = c \log(\sigma_j/\varepsilon),
\]

where \(\varepsilon = 0.01, c = 1/\log(1.05)\). Notably, the interval \(\Sigma = \{\sigma_{J_{inf}}, \sigma_{J_{inf}+1}, \ldots, \sigma_{J_{sup}}\}\) with the longest “lifetime” represent the relative appropriate scales. Finally, the most appropriate clustering model \(\{C(\sigma^*), \sigma^*\}\) equals to median of \(\Sigma\), and the adaptive category number \(K\) equals to the element number of \(C(\sigma^*)\).

(3) **Remove outliers.** After obtaining the optimal \(\{C(\sigma^*), \sigma^*\}\), we can use the model to group the centers \(\{b_{i,x}, b_{i,y}\}_{i=1}^{N}\) of the predicted bounding box of all region

![Figure 1. The overall structure of the proposed FSANet.](image-url)
proposals. For each bounding box center \( b_i = (b_{ix}, b_{iy}) \), if \( \| b_i - c_{ik} \|_2 > \sigma^* \), we consider \( b_i \) to be an outlier, and its corresponding region proposal probably contains the background noise, which should be excluded from grouping. Through this method, we can restrict certain outlier region proposals from participating in instance-level alignment, and find the instance features that need to be aligned in the image more robustly.

**Context-Aware Region-Instance-Level Alignment.** After clustering the proposals, we need to refine the instance-level features of each category for instance alignment. For simplicity, we reshape the features of instances belonging to the same category into the same size and then concatenate them into a feature map as the input of the domain classifier.

But the effect of redundant or noisy region proposals is not fundamentally solved. Therefore, we use the global pooling layer to refine the instance-level features in the same category. Let \( \Theta_k \in \mathbb{R}^{m_k \times d} \) denote the instance-level features of the \( k \)-th category obtained by SSF, where \( m_k \) is the number of the \( k \)-th category, \( d \) is the dimension of the instance-level features. Through the global pooling layer, we can get the feature of the \( k \)-th category \( \Theta_k \in \mathbb{R}^{1 \times d} \), which can fully reflect the instance-level features of the \( k \)-category and thereby reduce the influence of redundancy and noise.

Then, we use the context fusion instance-level features [32] as the input of bounding box regression and classification prediction in the instance alignment and object detection module. We acquire three different levels of context vectors \( f_t, f_m, f_g \) from the domain classifier \( D_t, D_m, D_g \), and get the instance-level features \( f_s \) of each region proposals based on ROI-Pooling [13]. Through feature concatenation, the fused context instance-level features \( f_{ins} = [f_t, f_m, f_g, f_r] \) is input into the global pooling layer and obtain refined feature of each category \( f_{ins,k} \), as shown in Figure 1.

Subsequently, we input the global pooling instance-level features into the domain classifier \( G_{ri} \), and output the domain labels to achieve regional instance alignment. For the loss function of this module, we use Focal Loss [23, 32] as follows:

\[
L_{ri} = -\frac{1}{n_s} \sum_{i=1}^{n_s} \frac{K_{s}^i}{K_{i}^s} \left( 1-D_{ri}(f_{ins,s,i,k}) \right)^{\gamma} \log(D_{ri}(f_{ins,s,i,k})),
\]

\[
L_{ri} = -\frac{1}{n_t} \sum_{i=1}^{n_t} \frac{K_{s}^i}{K_{i}^s} \left( 1-D_{ri}(f_{ins,t,i,k}) \right)^{\gamma} \log(1-D_{ri}(f_{ins,t,i,k})),
\]

\[
L_{ri} = \frac{1}{2} (L_{ri,s} + L_{ri,t}),
\]

where \( K_{s}^i \) is the number of adaptive categories for \( i \)-th source sample, \( f_{ins,s,i,k} \) is the instance-level features of the \( k \)-th region of the source domain after global pooling, and \( \gamma \) is the parameter of Focal Loss.

In short, this module can solve the redundancy of the region proposals and the influence of the background noise, so that the instance alignment is focused on the features where the object is existing.

### 3.3 Training Loss

The loss of object detection includes the classification loss \( L_c \) on the source domain and the regression loss \( L_r \) of the bounding boxes [31]. For the LGFA module, we use the Local Feature Masks and IWAT-I frameworks mentioned in [4], and the corresponding adversarial loss is \( L_{lg} = L_{adv} + L_{adv} + L_{adv} \) in Figure 1. By combining all modules mentioned above, the overall objective function of the model is

\[
\max D \min F,E,S \ L_c + L_r + \beta(\mathcal{L}_{rec} + \mathcal{L}_{diff}) - \lambda(L_{lg} + L_{ri}),
\]

where \( D, F, E, S \) denote the domain classifier, object detection framework, private encoder and shared decoder, respectively. \( \lambda \) and \( \beta \) are turning parameters. The sign of gradients for the last item is flipped by a gradient reversal layer proposed by [9].

### 4. Experiments

In this section, we show the effectiveness of FSANet in adaptive object detection experiments on three benchmark domain shifts datasets including real \( \rightarrow \) artistic, normal \( \rightarrow \) foggy and synthetic \( \rightarrow \) real, i.e., PASCAL [8] to Clipart1k [18], Cityscapes [6] to Foggy-Cityscapes [33] and Sim10k [19] to Cityscapes.

#### 4.1 Datasets

**PASCAL \( \rightarrow \) Clipart1k.** We conduct domain adaptive experiments from real images to artistic images to show that FSANet is effective in dissimilar domains, where PASCAL VOC dataset [8] and Clipart1k [18] are set as the real source domain and the target artistic domain, respectively. The PASCAL dataset contains 20 categories of images and their bounding boxes. In this experiment, the training and validation splits of PASCAL VOC 2007 and 2012 are used for training, resulting in about 15K images. Clipart1k has a total of 1K images, which contains the same class as PASCAL. All images in it are employed for training (w/o labels) and testing.

**Cityscape \( \rightarrow \) Foggy-Cityscapes.** For experiments in similar domains, we use Cityscapes and Foggy-Cityscapes as the source and target domain dataset, respectively. The Cityscapes [6] dataset contains street scenes in different cities under normal weather conditions captured by a vehicle-mounted camera. There are 2975 images in the training set and 500 images in the test set. The label data are acquired by [5]. In this experiment, we employed the training set of Cityscapes for training. Foggy-Cityscapes [33] is obtained
by adding fog noise to the Cityscapes dataset, and its label is the same as Cityscapes. We set the training set of Foggy-Cityscapes for training and the test set for calculating average accuracy.

**Sim10k → Cityscapes.** In the experiments from synthetic images to real images, we conduct the experiment for Sim10k → Cityscapes. Sim10k [19] is acquired in a game scene of a computer game Grand Theft Auto V. It has 10k computer-synthesized driving scene images. According to the protocol of [5], we only evaluated detection accuracy on cars. All images of Sim10k are set for training.

### 4.2. Implementation Details

In all experiments, the object detection model follows the settings of [32, 40, 4], using Faster R-CNN [31] with ROI-alignment [13], where the shorter side of the images equal to 600 and the hyper-parameters in the object detection are set based on the setting of [31]. For different dataset, the backbone network utilize VGG-16 [34] or ResNet-101 [15] with the parameter initialization weights following the pre-trained on ImageNet [7]. A stochastic gradient descent training model with a momentum of 0.9 is used, and the learning rate for the first 50K iterations is set to 0.001 and then decays to 0.0001. In each iteration, we input a pair of source and target domain images. After 70K iterations, we calculate the mean average precision (mAP) where the IoU threshold is 0.5. We set $\gamma = 5$ in Eq. (4) and $\beta = 0.1$ in Eq. (5) in all experiments. $\lambda$ is set to 1 for PASCAL → Clipart1k and Cityscapes → Foggy-Cityscapes while set to 0.1 for Sim10k → Cityscapes. Our experiments are implemented by the Pytorch [27].

### 4.3. Performance Comparison

We compare our FASNet with various SOTA DAOD methods, including Domain adaptive Faster-RCNN (DA-Faster) [5], Selective Cross-Domain Alignment (SCDA) [40], Strong-Weak Distribution Alignment (SWDA) [32], Domain Diversification and Multi-domain-invariant Representation Learning (DDMRL) [20], Hierarchical Transferability Calibration Network (HTCN) [4], Prior-based Domain Adaptive Object Detection (PBDA [35]) and Asymmetric Tri-way Faster-RCNN (ATF) [17]. We cite the quantitative results in their original papers for comparison.

**Results on real → artistic.** The performance of FASNet in the target domain is significantly better than all comparison methods, as displayed in Table 1. Compared with SOTAs, mAP is improved by +0.6% (from 42.1% to 42.7%), which fully illustrates that the proposed method can improve the transferability for real → artistic.

**Results on normal → foggy.** According to Table 2, FASNet achieves the best performance and approaches the upper bound of the transfer task on Cityscape → Foggy-Cityscapes. **Results on synthetic → real.** As shown in Table 3, Our FASNet exceeds all comparison methods in the adaptive task on Sim10k → Cityscape, which further demonstrates that our method has better transferability and adaptivity.

### Table 1. Results on adaption from PASCAL VOC to Clipart Dataset (real → artistic). Source only stands for Faster R-CNN that is trained only using source domain without adaptation. Average precision (%) is evaluated on target images. The backbone network is ResNet-101.

| Methods              | Aero | Bike | Bird | Boat | Bus | Car | Cat | Chair | Cow | Table | Dog | Horse | mbike | Persn | Plant | Sheep | Sofa | Train | TV  | mAP  |
|----------------------|------|------|------|------|-----|-----|-----|-------|------|-------|-----|-------|-------|-------|-------|-------|------|-------|-----|
| Source Only          | 35.6 | 52.5 | 24.3 | 23.0 | 20.0 | 43.9 | 32.8 | 10.7  | 30.6 | 11.7  | 13.8 | 6.0   | 36.8  | 45.9  | 48.7  | 41.9  | 16.5 | 7.3   | 22.9 | 32.0  | 27.8 |
| SWDA [32]            | 526.1| 48.5 | 32.6 | 33.7 | 38.5 | 54.3 | 37.1 | 18.6  | 34.8 | 58.3  | 17.0 | 12.5  | 33.8  | 65.5  | 61.6  | 52.0  | 9.3  | 24.9  | 54.1 | 49.1  | 38.1 |
| HTCN [4]             | 33.6 | 58.9 | 34.0 | 23.4 | 45.6 | 57.0 | 39.8 | 12.0  | 39.7 | 51.3  | 21.1 | 20.1  | 39.1  | 72.8  | 63.0  | 43.1  | 19.3 | 30.1  | 50.2 | 51.8  | 40.3 |
| DDMRL [20]           | 25.8 | 63.2 | 24.5 | 42.2 | 47.9 | 43.1 | 37.5 | 9.1   | 47.0 | 46.7  | 26.8 | 24.9  | 48.1  | 78.7  | 63.0  | 45.0  | 21.3 | 36.1  | 52.3 | 53.4  | 41.8 |
| ATF [17]             | 41.9 | 67.0 | 27.4 | 36.4 | 41.0 | 48.5 | 42.0 | 13.1  | 39.2 | 75.1  | 33.4 | 7.9   | 41.2  | 56.2  | 61.4  | 50.6  | 42.0 | 25.0  | 53.1 | 39.1  | 42.1 |
| FSANet               | 31.0 | 63.7 | 34.8 | 29.4 | 43.0 | 70.7 | 40.8 | 18.7  | 39.6 | 57.4  | 22.2 | 27.0  | 33.3  | 85.6  | 63.3  | 45.7  | 21.9 | 24.7  | 56.7 | 44.5  | 42.7 |

### Table 2. Results on adaption from Cityscapes to Foggy-Cityscapes (synthetic → foggy). The backbone network is VGG-16.

| Methods              | Ap on Car | Method | Ap on Car |
|----------------------|-----------|--------|-----------|
| Source Only          | 24.1      | 33.1   | 43.4      |
| DA-Faster [5]        | 25.0      | 31.0   | 40.5      |
| SCDA [40]            | 33.5      | 38.0   | 48.5      |
| SWDA [32]            | 29.9      | 42.3   | 43.5      |
| DDMRL [20]           | 30.8      | 40.5   | 44.3      |
| ATF [17]             | 34.6      | 47.0   | 50.0      |
| PBDA [35]            | 36.4      | 47.3   | 51.7      |
| HTCN [4]             | 33.2      | 47.5   | 49.1      |
| FSANet               | 33.5      | 47.6   | 45.8      |
| Oracle               | 33.2      | 45.9   | 47.5      |

### Table 3. Results on adaption from Sim10k to Cityscapes (synthetic → real). The backbone network is VGG-16.

| Method    | Ap on Car | Method | Ap on Car |
|-----------|-----------|--------|-----------|
| Source Only| 34.6      | DA-Faster [5] | 38.9      |
| SWDA [32]  | 40.1      | HTCN [4]    | 42.5      |
| ATF [17]   | 42.8      | SCDA [40]   | 43.0      |
| FSANet     | **43.2**  |         |           |
Figure 2. Examples of detection results on the target domain. From first to second rows (a): there is not foggy noise in the original images, (b-c): Cityscapes → Foggy-Cityscapes. (d): PASCAL → Clipart1k. (e): Sim10k → Cityscapes.

Table 4. Ablation experiments of FSANet on PASCAL → Clipart1k. More results on different datasets are shown in supplemental material.

| Method               | mAP | Method               | mAP |
|----------------------|-----|----------------------|-----|
| Source Only          | 35.6 | Only LGFA            | 25.1 |
| FSANet w/o CSFS      | 33.6 | FSANet w/o RILA      | 32.5 |
| FSANet w/o LGFA      | 29.8 | FSANet w/o diff loss | 32.8 |
| FSANet (RGB S)       | 26.8 | FSANet               | 26.8 |
| FSANet               | 31.0 |                      |     |

Table 5. Results of domain adaptation for object detection from PASCAL VOC to Clipart Dataset with K-Means or SSF. The $K$ is the numbers of clustering of K-Means.

| Method       | mAP | Method       | mAP |
|--------------|-----|--------------|-----|
| Source Only  | 27.8| K-Means ($K = 2$) | 35.6|
| K-Means ($K = 4$) | 41.6| K-Means ($K = 8$) | 39.8|
| SSF          | 42.7|              |     |

Figure 3. The mAP with the variation of IoU thresholds on transfer task PASCAL→Clipart1k. HTCN$^*$ stands for HTCN trained without interpolation (w/o pixel-level alignment via CycleGAN [4]).

4.4. Further Empirical Analysis

In this section, some ablation experiments are established to show the rationality for different components in FSANet.

Example of Detection Results. Examples of various adap-
Figure 4. Samples in PASCAL VOC → Clipart. (a): The change curve of the “Lifetime” with the number of iterations. It can be seen that the “Lifetime” is the longest when $K = 3$, so the number of adaptive categories is 3. (b): Predicting results of cluster centers and scales by SSF. The yellow circled area indicates the cluster center that is used for clustering, and the points outside the circle will be deleted as outliers. Obviously, the category center basically coincides with the regions where the objects are located. (c-e): The clustering results of K-Means method in different $K$. From left to right: $K=2, 4$ and $8$, respectively. Compared with the clustering result of SSF, the clustering centers of K-Means are away from the object regions.

Figure 5. Visualization of features obtained by transfer task Cityscapes → Foggy-Cityscapes. Blue/Red dots: source/target samples. (a-b): The distractive and shared features by FSANet, (c): The shared features by FSANet (w/o GSFS).

tive object detection tasks on the target domain are exhibited in Figure 2. We find that FSANet has good transferability and adaptivity on different datasets. For instance, from normal to foggy, FSANet can detect the indiscernible objects in the foggy noise. As for the detection of artistic images, we can also get wonderful object and accurate bounding box predictions.

Ablation Study. We design various ablation experiments to prove the contributions of different modules in FSANet. They are shown as follows: Only LGFA denotes that we remove the RILA module and the Feature Separation module. FSANet w/o GSFS removes the GSFS module. FSANet w/o RILA eliminates the RILA module. FSANet w/o LGFA removes the LGFA module. FSANet w/o diff loss denotes that we do not use different loss in the GSFS module. FSANet (RGB S) denotes that we train the feature separation module by RGB images instead of grayscale images.

The results are reported in Table 4 on PASCAL → Clipart1k. Compared with Only LGFA, adding RILA module or feature separation module can improve the performance of the model. FSANet w/o GSFS increases from 35.7% to 40.8% and the FSANet w/o RILA increases by +5.3%. As shown in Figure 5, the GSFS module effectively promotes the features alignment. In addition, the separated distractive information is highly differentiated, demonstrating the rationality of feature separation. While, mAP is only 31.1% in the FSANet w/o LGFA, indicating that high-dimensional feature alignment is essential to avoid excessive separation of high-dimensional features. Then, network performance will decline if different loss is not utilized, indicating that different loss is necessary to limit feature separation component. Moreover, experiment FSANet (RGB S) shows that RGB images will reduce the performance of feature separation module. In short, these experimental results fully demonstrate that the proposed module is more conducive to improving the transferability of the model.

Region-Instance-level v.s. Instance-level. The mAP of different methods with the variation of IoU thresholds is displayed in Figure 3. Noticeably, the mAP reduces as the IoU threshold decreases and that of RILA is significantly improved compared with instance-level alignment on the IoU range of 0.50-0.95, which indicates that RILA can promote the adaptability and make bounding box regression more robustly.

Comparisons with K-Means. We compare K-Means with our SSF algorithm to test whether the adaptively selecting region is efficient. In Table 5, it is obvious that mAP has huge fluctuations when $K$ is changed. In addition, in Figure 4, the fixed category number reduces the flexibility for region selection, which shows the superiority for adaptive determination of region categories.

5. Conclusion

In this paper, we propose a feature separation and alignment network (FSANet) for domain adaptive object detection. The FSANet can effectively decompose distractive information which is useless for detection by a feature separation module, and can restrain background noise and redundancy information by a region-instance-level alignment module, which can adaptively extract the regions to be aligned. Compared with existing methods, our novel FSANet can separate the distractive features and make our model focus on the features useful for detection. At the same time, region proposal redundancy and the background noise in feature alignment can be avoided. Extensive experiments
demonstrate that our method surpasses other existing models for greatly improve the transferability and adaptability on several benchmark datasets.
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