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Abstract

Clinical decision support using deep neural networks has become a topic of steadily growing interest. While recent work has repeatedly demonstrated that deep learning offers major advantages for medical image classification over traditional methods, clinicians are often hesitant to adopt the technology because its underlying decision-making process is considered to be intransparent and difficult to comprehend. In recent years, this has been addressed by a variety of approaches that have successfully contributed to providing deeper insight. Most notably, additive feature attribution methods are able to propagate decisions back into the input space by creating a saliency map which allows the practitioner to “see what the network sees.” However, the quality of the generated maps can become poor and the images noisy if only limited data is available—a typical scenario in clinical contexts. We propose a novel decision explanation scheme based on CycleGAN activation maximization which generates high-quality visualizations of classifier decisions even in smaller data sets. We conducted a user study in which these visualizations significantly outperformed existing methods on the LIDC dataset for lung lesion malignancy classification. With our approach we make a significant contribution to a better understanding
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of clinical decision support systems based on deep neural networks and thus aim to foster overall clinical acceptance.
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1. Introduction

Within the last years, clinical decision support using deep neural networks (DNNs) has become a topic of steadily growing interest. This includes applications in microscopy and histopathology [1,2], time-continuous biosignal analysis [3,4], and, quite prominently, medical image analysis for volumetric imaging data as generated by computed tomography [5,6], positron emission tomography [7,8] or magnetic resonance imaging [9,10,11]. In the field of medical imaging, recent work has demonstrated a variety of applications for DNNs, such as organ segmentation [12], anomaly detection [13], lesion detection [14], segmentation [15] and assessment [16], providing major advantages and even repeatedly outperforming gold-standard human assessment [17].

A nearby field of similarly growing research interest established with the publications of Kumar et al. and Aerts et al. [18,19] is „Radiomics“ using traditional machine learning (ML) techniques. Compared to deep learning techniques, traditional ML methods like random forests and support vector machines have a largely transparent decision-making process, which is generally easier to comprehend and/or depict – a clear argument for their preference in clinical practice. Many publications have shown the advantages of DNNs in comparison to traditional machine learning techniques, such as the ability to learn descriptive features from data instead of a complex and expensive handcrafted feature design, as well as an improved classification performance on medical imaging tasks [20,21], with some architectures being on par with gold-standard human assessment [17]. However, as DNNs learn features from the given data, the semantic of these features is in general not immediately evident. Thus, clinicians understandably approach these methods with a high degree of skepticism.
1.1. Related Work

A variety of methods have been proposed for decision explanation in DNNs, ranging from model-dependent analysis methods, over model-agnostic methods, to image synthesis-based approaches. Common to these approaches is a visualization of the decision process, or part of it, by highlighting regions in the input image which the algorithm identified as decision-relevant within the given image context. This allows a human observer to visually inspect the classifier's regions of interest and whether these match with expected image areas.

Model-dependent analysis methods like DeconvNet \[22\], (Grad)CAM(++) \[23, 24, 25\] and Attention Gated Networks \[26\] work by explicitly modifying the network structure in such a way that there is an immediate spatial representation of relevance as a condition for a successful classification, e.g. by predicting attention areas and masking activations in regions which are expected by the network to be non-relevant. Typically, methods like these result in blob-like structures (cf. \[26\], \[25\]) and, while giving a coarse idea of decision-relevant image areas, still provide only little insight into the decision-making process.

Model-agnostic methods like LRP \[27\], DeepLIFT \[28\], LIME \[29\] and SHAP \[30\], as demonstrated by Lundberg and Lee, utilize a mechanism called additive feature attribution and therefore provide comparable results \[30\]. The basic idea of these methods is to use a backward pass through the network for splitting "relevance" starting from the target output, and attributing it to the previous layers with respect to their respective contribution to the output activation. This procedure is done recursively until the input layer is reached. While employing an equal mechanism, these methods differ in the quality of their generated explanations, with user studies indicating the most intuitive results for DeepSHAP, a deep learning based approximation of SHAP inspired by DeepLIFT. However, as we will show in Sec. \[4\] the quality of visualization can be highly dependent on the classifier used, and may be poor if the classifier is trained on only few samples.

Regarding image synthesis-based approaches, recent methods attempted to maximize the class output probability of a given class using a gradient ascent
optimization on the image input space, e. g. Activation Maximization (AM) [31]. Other work used a more complex approach to achieve this goal, for instance by using a generative adversarial network (GAN)-based activation maximization [32]. GANs are a method for synthesizing images based on a zero-sum game-like training process [33], and are able to produce images of high quality. AM, however, often results in images of low realism [34], and while this can be improved with GAN-based AM approaches, recent work focused on visualizing the information within the network, rather than the decision-relevant areas for the given image context. For clinical acceptance in a medical environment, however, intuitive visualizations with realistic images that fit the image context are crucial, meaning that the images should reflect the original radiological image as best as possible. While having significantly contributed to the scientific State of the Art (SoA) on network visualization, current image synthesis-based approaches therefore do not satisfyingly address the task of decision explanation.

1.2. Outline

We propose a method which follows the notion of activation maximization and combines it with a cycle-consistent GAN (CycleGAN) to improve the overall realism of the generated decision-explanations. To the best of our knowledge, we are the first to propose a combination of CycleGANs and activation maximization for this purpose. In detail:

- We will discuss the steps needed for such an algorithm and explain how each of its parts participates in creating a realistic decision-explanation in Sec. 2.4.2.6.

- In Sec. 3 we are constructing an experimental setup employing both, a quantitative, as well as a qualitative evaluation technique to evaluate our method in comparison to SoA approaches.

- We will present and discuss the results achieved within both experiments in Sec. 4.
• In Sec. 5 an outlook is given, showing up future directions as well as limitations of the study at hand.

2. Material and Methods

Our proposed method is based on training a cycle-consistent generative adversarial network (CycleGAN [35], see Sec. 2.1-2.3) which is used for activation maximization (Sec. 2.4). Within this CycleGAN, each generator is trained to generate images which maximize the activation of one of the output neurons, i.e. class probabilities, of a given two-class classifier for which a decision-explanation should be given. After training (Sec. 2.5), a difference image of the results of both generators is created, emphasizing decision-relevant regions for arbitrary image inputs (Sec. 2.6).

2.1. Basic Architecture

Generally, a CycleGAN consists of a pair of generative adversarial networks (GANs), each consisting of one generator and one discriminator network. In a GAN, a generator network is trained to create synthetic images for the discriminator’s image domain. Simultaneously, the discriminator is trained to distinguish real from fake images (see Fig. 1).

A CycleGAN employs this process cyclically using image-to-image translations between two domains. The discriminator networks are analogously trained to identify fake images, i.e. images which originate from the respective other
domain, resulting in a zero-sum game like behavior with increasingly growing image realism over the curse of the training (see Fig. 2).

In our approach we use the same architecture, but in contrast to the original approach train both generators with the same image domain and add an additional loss term to each of the generators to maximize one of the classifier’s output activations. An overview of the overall architecture is depicted in Fig. 3 and will be the basis of the explanations in the following subsections.

### 2.2. Cycle Consistency

CycleGANs are trained to preserve cycle consistency, i.e. $G^+(G^-(x)) \approx x$ and $G^-(G^+(x)) \approx x$ for image inputs $x$ and generators $G^+, G^-$, meaning that a successive mapping through both generators should approximately reconstruct the original input. To enforce cycle consistency, we use the multiscale structural dissimilarity loss ($MS\text{-}DSSIM$) as proposed by Isola et al. Structural dissimilarity considers the image context, luminance, contrast and structure, and—from a perceptual point of view—is thus preferable to other losses such as L1 or binary cross entropy. The corresponding loss function reads:

$$L_{DSSIM}(x, y) = 1 - \frac{(2\mu_x\mu_y + c_1) \cdot (2\sigma_{xy} + c_2)}{2 \cdot (\mu_x^2 + \mu_y^2 + c_1) \cdot (\sigma_x^2 + \sigma_y^2 + c_2)}.$$

\[ \text{Figure 2: Basic CycleGAN architecture. A pair of GANs } (F, D_F) \text{ and } (G, D_G) \text{ is cyclically connected to form a domain transfer between domains X and Y by creating fake images } X', Y' \text{ using the GAN training concept.} \]
with stabilizing parameters $c_1 = .01$ and $c_2 = .03$. As we furthermore want to preserve the average intensity, and DSSIM mainly accounts for covariances, we add an L1 term with a weight of 0.5, resulting in a cycle consistency loss of

$$L_{\text{cycle}}(x, x') = \frac{1}{2}(|x - x'| + L_{\text{DSSIM}}(x, x'))$$ (2)

This cycle consistency loss is applied to both generator networks $G^+$ and $G^-$ as $L_{\text{cycle}}(x, G^+(G^- (x)))$ and $L_{\text{cycle}}(x, G^-(G^+ (x)))$, respectively. Additionally, changes to the original image should be kept as small as possible, as only directly decision-relevant regions should be highlighted in the final visualization. To this end, we add additional similarity losses $L_{\text{sim.}}(x, G^+(x))$ and $L_{\text{sim.}}(x, G^-(x))$ using the same loss definition as above with $L_{\text{sim.}} \equiv L_{\text{DSSIM}}$.

### 2.3. Domain Transfer

We chose the Markovian discriminator approach commonly known as PatchGAN [36]. In a PatchGAN, the discriminator network’s final output is not reduced to a binary (or categorical) variable, but rather preserved as an image-like output, with each output neuron representing the likelihood of its receptive field, i.e. patch, to stem from a real image. We will call these outputs likelihood maps.
As shown by Isola et al. [36], the PatchGAN structure prevents the discriminator from focusing on image artifacts, such as the ones created by convolutions at image corners, as otherwise it might not provide useful feedback for the generator anymore. We use multiple intermediate scales, i.e. receptive field sizes, of the same discriminator to further improve the image quality (cf. [38, 39]).

The PatchGAN structure expects varying difficulties of identifying fake images, depending on the image region, with some easily assessable, e.g. at image borders (see above), and some rather hard. Difficult regions therefore contribute less to improvements as they provide less information for the generator. Given two images, one real and one fake, the task of deciding which one is real becomes easier, as it reduces to a categorical decision, creating a more stable feedback and thus facilitates learning. To achieve this, our discriminator is given the likelihood maps of two images, one fake and one real, with image patches extracted using weight sharing. At each image position, a two-neuron dense layer with softmax activation is appended. The patches are shuffled and reordered after classification to prevent the emergence of a real- and a fake-neuron. The discriminators are trained using categorical cross entropy:

\[ L_{CE}(y, \hat{y}) = y \cdot \log(\hat{y}) + (1 - y) \cdot \log(1 - \hat{y}) \]  

(3)

where \( y \) indicates whether a sample is real or generated and \( \hat{y} \) being the discriminator’s prediction. The generators are trained by back-propagating the discriminator loss with inverted label information while freezing the discriminator weights. It is noteworthy that none of the generators receive label information at any time. However, while both generators are trained using the same images, they aim for maximizing opposite class activations (see Fig. 3).

2.4. Activation Maximization

As pointed out in Sec. 2.1, each generator is trained to maximize one of the classifier’s output activations using Activation Maximization (AM). The AM is realized using an additional loss term while training the generators. We again use categorical cross entropy \( L_{AM}(l, \hat{l}) = L_{CE}(l, \hat{l}) \), where \( l \) denotes the label.
the generator is trained to maximize, e.g. \( l = 1 \) for \( G^+ \) and \( l = 0 \) for \( G^- \), and \( \hat{l} \) denotes the classifier’s prediction for the current sample. The actual label of the sample is not used in this process.

2.5. Training Overview

The generators and discriminators are trained alternately using random pairs of images \((x_a, x_b)\) from the same domain as the classifier input. First the discriminators, afterwards both generators are trained on one batch at a time. Combining the loss functions from above, the overall generator loss for \( G^+ \) reads:

\[
\mathcal{L}_{\text{gen}}(x_a, x_b, l, G^+, G^-, D^+, C) = \mathcal{L}_{\text{cycle}}(x_a, G^-(G^+(x_a))) + \mathcal{L}_{\text{sim}}(x_a, G^+(x_a)) + \\
\mathcal{L}_{\text{CE}}(D^+(G^+(x_a), x_b), 0) + \mathcal{L}_{\text{AM}}(l, C(x_a))
\]

with \( x_a, x_b \) being images in the classifier image domain \( X \), \( C \) being the classifier to be explained, the label \( l \) which should be maximized by the generator \( G^+ \), its respective discriminator \( D^+ \), and \( G^- \) being the opposite generator. The loss function is analogously applied to generator \( G^- \) with inverted + and −. The procedure is repeated until the overall loss function of both generators converges.

Using this loss definition, the CycleGAN is trained to

1. maximize the output probability of the class assigned to each of the generators (AM loss) with only small changes (similarity loss),
2. generate images indistinguishable from real images (discriminator loss),
3. be cycle-consistent (cycle-consistency loss)

2.6. Relevancy Visualization

Based on the loss function above, the generators are trained to provide two slightly modified versions \( G^+(x), G^-(x) \) of the original images \( x \) for which the decision of the classifier should be explained, with each of them maximizing one of the classifier’s output activations. As the generators are trained to introduce as few changes as possible (similarity loss), the modified regions are expected to be immediately decision-relevant within the given image context. Assuming
that the generators $G^+$ and $G^-$ are trained on the same data set and realize the transitions $C(G^+(x)) \to 1$ and $C(G^-(x)) \to 0$, respectively, differences between $x$, $G^+(x)$, and $G^-(x)$ can be attributed to semantic differences with respect to the classifier’s decision strategy. Let us define the unadjusted decision relevance per class as:

$$\Delta^+ = G^+(x) - x, \quad \Delta^- = G^-(x) - x. \tag{5}$$

We define overall relevance $R$ as:

$$R = \Delta^+ - \Delta^-$$

$$= (G^+(x) - x) - (G^-(x) - x) \tag{6}$$

$$= G^+(x) - G^-(x).$$

Assuming a successful training of $G^+$ and $G^-$ according to the above-mentioned targets, $R$ has the following properties: it shows low absolute magnitudes in areas for which a modification would not result in an activation modification for the classifier, and high magnitudes in areas either only relevant for $G^+$, or $G^-$, or both, but with different signs, as they would result in an output modification for the classifier. Therefore, $R$ is an immediate indicator of decision relevance.

### 3. Experimental

For the experimental evaluation, we chose a two-step experimental setup. First, we train a classification network on the well-known LIDC-IDRI computed tomography dataset for lung lesion malignancy estimation [40, 41, 42]. After validating its ability to separate malignant from benign cases, our method for decision explanation is trained on the created classifier as described in Sec. 2.1-2.6. For ensuring a successful training of the CycleGAN, a quantitative evaluation is done, analyzing whether the generated samples are indeed modifying the class output probabilities of the classifier in the expected way. In a second step, a double-blind user study is employed to compare our method to various SoA approaches for decision explanation. The generated results are comprehensively evaluated and statistically tested.
3.1. Dataset

We used the LIDC-IDRI dataset for lung lesion malignancy classification. The data was preprocessed in accordance with prior work by Nibali et al. \cite{43}. Lesions were extracted as axial slices at 64 x 64 pixels using bilinear interpolation and represented a window of 45 x 45 mm in world coordinates around the lesion’s midpoint. Only lesions with at least three radiological annotations were used, assuming a lesion with a median malignancy rating above three to be malignant and below benign. As in Nibali et al. \cite{43}, samples with a borderline malignancy rating of three were discarded to enforce separability. The resulting data set contained 772 samples with 348 positive and 424 negative samples. 70% of the data were used for training (236/301), 30% as test set (112/123).

3.2. Architecture and Training

A ConvNet was used for malignancy classification, built of four convolutional blocks using strided convolutions with a stride of 1 in the first and 2 for the subsequent layers, followed by batch normalization and ReLU activation. In order, the blocks had 32, 64, 128 and 256 kernels. After flattening, a softmax layer was appended. The classifier was trained until convergence using weighted categorical cross entropy. Afterwards, our method for decision explanation was trained. The CycleGAN’s generator networks were based on U-Net \cite{44}, using a depth of 3, with 3 convolutions per stage. The convolutional layers had 48, 96, 192 and 384 kernels at stages 0, 1, 2 and 3, respectively. The discriminators were based on the same architecture, but clipped to the outputs of stages 2 and 3 (cf. PatchGAN, see Sec. 2.3). The architecture of the generator and discriminator networks are depicted in Figs. 4 and 5, respectively.

3.3. Quantitative Evaluation

For the quantitative evaluation, we first evaluate whether the trained classifier is adequate for the task at hand. Therefore we evaluate the classifier’s performance for lung lesion malignancy classification on the test set using various classification metrics, such as accuracy, sensitivity, specificity, positive and
Figure 4: Overview on the generator network architecture used for domain transfer in the CycleGAN. The architecture is based on U-Net [44] using LeakyReLU and strided convolutions. We applied $3 + 1$ stages of 3 convolutional layers per stage (beige), each followed by LeakyReLU activation and batch normalization. Upsampling (blue) is done using nearest neighbor interpolation.
Figure 5: Overview on the discriminator network architecture. The architecture resembles the generator architecture from Fig. 4 but is cut off after stages 2 and 3 for multiscale patch classification (cf. [38, 39]). Each output neuron represents a receptive field of the input space (PatchGAN). Feature extraction is done on two images simultaneously, one real and one fake with randomized order, using weight sharing. The final classification is done by concatenating the features and appending a 2-neuron softmax output for each pair of patches (see Sec. 2.3).
negative predictive value, informedness, markedness, Matthews correlation coefficient and area under the curve (AUC). After ensuring the classifier is applicable, we evaluate whether our proposed CycleGAN network is capable of a successful domain transfer by evaluating the classifier’s output class probabilities on the original data, as well as the modified versions, i.e. the outputs of $G^+$ and $G^-$, and thus whether a change in the indicated regions is associated with an actual modification of the class output probabilities in the expected way.

3.4. User Study

For the qualitative evaluation, we asked $N = 8$ medical engineers with multiple years of experience in the field of medical algorithm development (average: 6.5 years) to evaluate the results in terms of a) intuitive validity of the visualization („Does it look reasonable?”), b) semantic meaningfulness in the context of lung lesion malignancy classification („Does it make sense?”), and c) overall image quality („Does it look good?”). For each criterion we analyzed the inter-observer reliability using pairwise Pearson product-moment correlation $\rho$ over all participants with questionnaires $Q$ as:

$$\rho = \frac{1}{\binom{N}{2}} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} r(Q_i, Q_j),$$

(7)

We double-blindly evaluated our method against DeepSHAP [30] using the reference implementation from Lundberg et al., as well as DeepTaylor [45] and LRP [27] using the iNNvestigate library from Alber et al. [46]. Each participant received images of 24 lesions (12 benign, 12 malignant) with the classifier’s decisions being visualized by each of the methods, depicted as a colored overlay over the original lesion image, resulting in a total of 192 answers per criterion and algorithm, 576 samples for each algorithm, or 2,304 answers in total. The image order was randomized for each question by a computer program to avoid an identification of the decision-explanation algorithm which generated the image. Two questionnaire variants (A and B) have been generated to avoid order effects [47]. The images were randomly drawn from the correctly classified test
Table 1: Test set performance of the used ConvNet classifier for malignancy estimation with 95% CI.

| Metric       | Result            |
|--------------|-------------------|
| Accuracy     | .809 [.757,.860]  |
| F1           | .801 [.737,.856]  |
| Sensitivity  | .813 [.737,.884]  |
| Specificity  | .805 [.729,.866]  |
| PPV          | .790 [.715,.861]  |
| NPV          | .826 [.757,.894]  |
| Informedness | .618 [.514,.719]  |
| Markedness   | .616 [.511,.718]  |
| MCC          | .617 [.511,.718]  |
| AUC          | .809 [.757,.860]  |

The participants were asked to assign an integral score from -4 (low) to 4 (high) for each criterion to each image. Afterwards, the scores were collected and de-randomized by the computer program again. All responses were adjusted by z-normalizing over all answers for the same lesion and criterion. The results of the different decision explanation methods were compared against each other with respect to their average adjusted scores as well as their average rank scores and statistically tested using a two-tailed $t$-test with $t(N-2) = t(6)$. Finally, after verifying its applicability using the Kaiser-Meyer-Olkin measure [48, 49], a principal component analysis (PCA) was employed to analyze whether the preferability of an image can be described by a general factor $\Phi$ that covers most of the variance.
4. Results

4.1. Quantitative Results

Classifier Performance. The employed classifier achieves a sensitivity of 0.813 (95% CI [0.737, 0.856]) and a specificity of 0.805 (95% CI [0.729, 0.866]) with an area under the curve (AUC) of 0.800 (95% CI [0.741, 0.847]), giving a reasonable baseline for decision explanation. More detailed performance results can be found in Tab. 1.

Domain transfer. The classifier’s average malignancy estimates on the test data were 0.470 (95% CI [0.418, 0.522]) before modification, 0.289 (95% CI [0.250, 0.330]) after negative transfer, and 0.820 (95% CI [0.788, 0.848]) after positive transfer, i.e. $x$, $G^-(x)$ and $G^+(x)$. The pairwise differences between the transferred and the original domains were each highly significant with $p \ll 10^{-5}$ (two-tailed $t$-test, $t(233) = 17.9$ for $x/G^+(x)$, 14.5 for $x/G^-(x)$), implying a substantial modification of the classifier’s class output probabilities using the proposed CycleGAN architecture.

4.2. User Study

The results of the user study are depicted in Tab. 2-4 and visualized in Fig. 7. A qualitative comparison of our approach to DeepSHAP, DeepTaylor and LRP is depicted in Fig. 6. Regarding the tested criteria, our method outperformed all other tested methods with average raw values of 1.92 (95% CI [0.50, 3.13]), 1.76 (95% CI [0.25, 3.13]), and 1.04 (95% CI [-0.63, 2.50]) for intuitive validity, semantic meaningfulness and image quality, respectively. Average values for the second best method for each criterion were -1.52 (DeepTaylor, $t(6) = 3.07, p = .018$, two-tailed $t$-test), -1.54 (DeepSHAP, $t(6) = 3.26, p = .014$), and -.85 (DeepTaylor, $t(6) = 1.71, n.s.$). Regarding intuitive validity and semantic meaningfulness, our method was significantly superior to all other tested methods with $p < .05$. Regarding image quality, significant superiority could be shown to DeepSHAP and LRP ($p = .015/.015$), while for DeepTaylor the result was non-significant with $p = .132$.

The z-adjusted values of our method were 2.84 (95% CI [1.50, 3.98]), 2.78 (95% CI [1.39, 4.10]) and 2.04 (95% CI [0.50, 3.41]) for intuitive validity, semantic meaningfulness
| Algorithm    | Intuitivity    | Semantics    | Quality    |
|-------------|---------------|--------------|------------|
| Ours        | 1.92 [0.50, 3.13] | 1.76 [0.25, 3.13] | 1.04 [-0.63, 2.50] |
| DeepSHAP    | -1.56* [-3.13, 0.13] | -1.54* [-3.13, 0.25] | -2.02* [-3.25, -0.63] |
| DeepTaylor  | -1.52* [-3.25, 0.38] | -1.72* [-3.38, 0.13] | -0.85 [-2.50, 0.75] |
| LRP         | -2.53** [-3.63, -1.25] | -2.57** [-3.75, -1.13] | -2.16* [-3.38, -0.75] |

Table 2: Raw questionnaire average results per algorithm with 95% CI (higher is better). p-values for two-tailed t-test with t(6) are indicated as p < .05*, p < .01**. The best result is marked bold.

| Algorithm    | Intuitivity    | Semantics    | Quality    |
|-------------|---------------|--------------|------------|
| Ours        | 2.84 [1.50, 3.98] | 2.78 [1.39, 4.10] | 2.04 [0.50, 3.41] |
| DeepSHAP    | -0.64* [-2.00, 0.86] | -0.52* [-1.97, 1.05] | -1.02* [-2.12, 0.16] |
| DeepTaylor  | -0.60* [-2.16, 1.10] | -0.71* [-2.23, 1.00] | 0.14 [-1.32, 1.57] |
| LRP         | -1.61** [-2.72, -0.33] | -1.55** [-2.73, -0.11] | -1.16* [-2.24, -0.02] |

Table 3: Questionnaire results after z-adjustment with 95% CI (higher is better). p-values for two-tailed t-test with t(6) are indicated as p < .05*, p < .01**. The best result is marked bold.

| Algorithm    | Intuitivity    | Semantics    | Quality    |
|-------------|---------------|--------------|------------|
| Ours        | 1.28 [1.00, 1.75] | 1.36 [1.00, 1.88] | 1.52 [1.06, 2.19] |
| DeepSHAP    | 2.78** [2.19, 3.38] | 2.75* [2.13, 3.31] | 3.04* [2.50, 3.50] |
| DeepTaylor  | 2.71* [2.06, 3.31] | 2.75* [2.06, 3.38] | 2.36 [1.75, 3.00] |
| LRP         | 3.23*** [2.75, 3.63] | 3.14** [2.63, 3.56] | 3.07* [2.50, 3.56] |

Table 4: Average rank per criterion and question with 95% CI (lower is better). p-values for two-tailed t-test with t(6) are indicated as p < .05*, p < .01**, p < .001***. The best result is marked bold.
and image quality. Significant superiority could be shown analogously to the unadjusted values to each method and each criterion with $p$-values between .002 – .019 with the exception of image quality for the DeepTaylor algorithm ($t(6) = 1.71, p = .131$).

The average rank of our method in direct comparison was 1.28, 1.36 and 1.52, for intuitive validity, semantic meaningfulness and image quality, compared with 2.78, 2.71, 3.23 (DeepSHAP/DeepTaylor/LRP) for intuitive validity, 2.75, 2.75, 3.41 for semantic meaningfulness and 3.04, 2.36, 3.07 for image quality. $p$-values ranged from < .001 – .019, again with the exception of image quality for the DeepTaylor algorithm ($p = .152$).

The pairwise Pearson correlations between the tested criteria over all questionnaires were between $r = .689$ (image quality and intuitive validity) and $r = .862$ (intuitive validity and semantic meaningfulness), implying an expected association between the tested criteria (see Fig. 8). The inter-observer reliability was $\rho = .639/.590/.557$ for intuitive validity, semantic meaningfulness and image quality.
Figure 7: Comparison of the z-adjusted questionnaire results for each criterion and method cumulative (left) and by lesion type (right) for benign (blue) and malignant (red) lesions.
quality, respectively, implying a substantial to moderate inter-observer agreement [50]. The Kaiser-Mayer-Olkin criterion for our sample was $KMO = .716$, implying the adequacy of our distribution for principal component analysis [49]. Applying the PCA, it was possible to extract a general factor of preferability $\Phi$, which accounted for 84.6% of the observed variance (see Fig. 9).

The differences between the questionnaire sheets A and B for each method and criterion were all non-significant with $p$-values between .133 and .957 (avg: .649, .002 < $t(6) < 1.68$), implying that there was no systematic difference between the questionnaires and no order effects occurred.

4.3. Discussion

Based on the results of the user study, our method was able to outperform DeepSHAP, DeepTaylor and LRP in terms of intuitive validity, semantic mean-
The criteria measured for the image analysis were:\n
| Criterion   | Value |
|-------------|-------|
| Intuitivity | .358  |
| Semantics   | .367  |
| Quality     | .274  |

The extraction of a general factor of preferability Φ, as well as the inter-criteria correlations showed that the measured performance criteria are correlated and influence each other, expressing the need for future work on decision explanation to account for them. With an average rank of 1.28, 1.36 and 1.52 over all questions, our method markedly ranked best in comparison to the analyzed SoA methods, followed by DeepTaylor, DeepSHAP and LRP. The survey evaluation revealed no significant differences between the different questionnaire variants (cf. Sec. 3.4) and showed a substantial to moderate correlation between the raters, which suggests a reasonable questionnaire design.
5. Conclusion

Deep learning is an important tool for medical image analysis due to its ability to analyze vast amounts of data autonomously. Its low transparency and the resulting lack of understanding of its decision-making process, however, pose a major obstacle for its application in clinical routine. In medical imaging, it is particularly important to understand the inner workings of an algorithm with respect to issues such as algorithm validation, product quality, and finally liability. For this reason, there is a need for methods which allow clinicians as well as engineers to intuitively visualize the network decision process, i.e. to “see what the network sees.” As shown in Sec. 4, existing methods reach this aim only to a limited degree, and there is a lot of room for improvement.

With our method we were able to generate high-quality decision explanations for a trained classifier, which are both intuitively valid as well as semantically correct, and could clearly improve on the tested SoA approaches. As shown in Sec. 4, our method focuses on decision-relevant areas, and changes in these regions were demonstrated to be associated with changes in the classifier output probabilities. Regarding the analyzed criteria, it could be shown that intuitive validity, semantic meaningfulness and image quality go hand-in-hand with each other, and that therefore algorithms for decision explanation should account for all of them equally. With only 772 samples, the medical data set we used is significantly smaller than comparable computer vision benchmark data sets, such as the CIFAR-10/CIFAR-100 (60,000 samples) [51], MNIST (70,000 samples) [52] or cityscapes dataset (20,000 samples) [53]. Nevertheless, our method was able to successfully visualize network decisions, making it a candidate for explaining deep learning-based models for medical image analysis.

With our work, we contribute a significant step towards a better understanding of DNN-based classifier decisions, which in the future could help both engineers as well as clinical practitioners to better understand and hence develop medical algorithms more effectively, which might ultimately lead to an improved overall clinical acceptance.
5.1. Limitations

The quality of our method is determined by the quality of the trained Cycle-GAN. While recent work suggested approaches for dealing with non-convergence in GANs \cite{54, 55}, there is currently no well-established measure of convergence, especially regarding perceptual quality of decision explanations. While in our experiments the model did not appear to behave chaotically, it was not analyzed whether this is a side-effect of the model structure, or was specific to our problem. As our model is based on GAN training, creating a decision explanation network requires a high amount of computational resources, which becomes more relevant with increasing input image sizes. Thus, our approach is applicable to the explanation of fully-trained networks, yet it may be less suitable for immediate visualization and rapid prototyping. Additionally, future work should investigate the applicability to further problems, including tasks other than binary classification. While we could show significant improvements over the analyzed SoA methods, the average raw questionnaire results for our method were between 1.04 and 1.92 on a scale from -4 to 4, indicating that there is still room for improvement. Compared to -1.52 to -0.85 for the second ranked method DeepTaylor, our method was able to cover some of this potential. However, it is desirable that future research can further improve on that.

With only \( N = 8 \) participants, our user study was rather small. Each of our \( N = 8 \) participants evaluated 24 lesions for 3 criteria each, resulting in a total of 576 samples per algorithm or 2,304 answers in total. All statistical tests were done using a two-tailed \( t \)-test with \( t(N - 2) = t(6) \). However, due to the large effect sizes, statistical significance could be shown for most comparisons. Nonetheless, based on the promising results of this study, a more comprehensive user survey in future work is highly desirable.
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Appendix

*Questionnaires.* The following pages cover the questionnaires (A/B) of the user study described in Sec. 3.4. Each user received a study introduction sheet (first page), followed by 8 pages including 12 benign and 12 malignant lesions.
Deep Decision Visualization for Lung Malignancy Estimation
User Study

Deep learning has become the dominating method in artificial intelligence (AI). While the use of deep learning goes hand in hand with major benefits regarding the overall classification accuracy, it generally suffers from being difficult to explain, and to comprehend. Deep learning is often seen as a black box, which poses a major obstacle for the daily clinical use. While deep learning seems able to do such a classification, its low explainability leads to clinicians being reluctant of employing the method.

Lung lesion malignancy is an example for a well-gradable problem when using deep learning, as demonstrated in recent studies[1,2]. Typical visual criteria[3] are depicted in the following:

With a) smooth edges typically indicating benign lesions, b) lobulation indicating an intermediate probability for malignancy, and c) spiculation and d) partly solidness being clear indicators for malignancy. Note that lesion margins are most important for malignancy classification in deep neural networks, as they are clinically, too.

In recent years, decision visualization algorithms have been proposed to project network decisions back to the input space by visualizing decision-relevant regions. Due to the network structure, however, this projection can become ambiguous, allowing for multiple explanations. For clinical use, it is therefore important for the explanations to be a) most intuitive, as well as b) semantically meaningful. Furthermore, c) decision visualizations should provide the highest possible quality.

Within our user study, we analyze multiple methods for visualizing deep learning decisions by projecting them back to the original image input. In all images, input regions are colored 1.) blue for benign, and 2.) red for regions indicating malignancy. Your task is to evaluate all variants in terms of a) intuitivity, b) semantical meaningfulness, according to the above criteria, and c) image quality.

For each of the given images, please evaluate each criterion in a scale ranging from -4 (very low) to +4 (very high).

References:
[1]: Nibali, A., He, Z., & Wollersheim, D. (2017). Pulmonary nodule classification with deep residual networks. International journal of computer assisted radiology and surgery, 12(10), 1799-1808.
[2]: Yasaka, K., Akai, H., Kunimatsu, A., Kiryu, S., & Abe, O. (2018). Deep learning with convolutional neural network in radiology. Japanese journal of radiology, 36(4), 257-272.
[3]: Snoeckx, A., Reyntiens, P., Desbuquoit, D., Spinhoven, M. J., Van Schil, P. E., van Meerbeeck, J. P., & Parizel, P. M. (2018). Evaluation of the solitary pulmonary nodule: size matters, but do not ignore the power of morphology. Insights into imaging, 9(1), 73-86.
Benign lesions (A)

All of the following depicted lesions are benign, as given by the ground truth data. Also, all lesions are recognized as such by the classifier, i.e. the images contain no false predictions. For each image, benignity is indicated in blue while malignancy is indicated in red. Please rate a) intuitivity, b) semantical meaningfulness, and c) image quality. For each criterion, please use a scale from -4 (very low) to 4 (very high).

1)  

Intuitivity:  
Semantic:  
Image Quality:  

2)  

Intuitivity:  
Semantic:  
Image Quality:  

3)  

Intuitivity:  
Semantic:  
Image Quality:  


| Intuitivity | Semantic | Image Quality |
|-------------|----------|---------------|
| ![Intuitivity](image1.png) | ![Semantic](image2.png) | ![Image Quality](image3.png) |
| ![Intuitivity](image4.png) | ![Semantic](image5.png) | ![Image Quality](image6.png) |
| ![Intuitivity](image7.png) | ![Semantic](image8.png) | ![Image Quality](image9.png) |
| ![Intuitivity](image10.png) | ![Semantic](image11.png) | ![Image Quality](image12.png) |
| ![Intuitivity](image13.png) | ![Semantic](image14.png) | ![Image Quality](image15.png) |
Malignant lesions (A)

All of the following depicted lesions are malignant, as given by the ground truth data. Also, all lesions are recognized as such by the classifier, i.e. the images contain no false predictions. For each image, benignity is indicated in blue while malignancy is indicated in red. Please rate a) intuitivity, b) semantical meaningfulness, and c) image quality. For each criterion, please use a scale from -4 (very low) to 4 (very high).

1.)

Intuitivity:  
Semantic:  
Image Quality:

2.)

Intuitivity:  
Semantic:  
Image Quality:

3.)

Intuitivity:  
Semantic:  
Image Quality:
AM4]  

Intuitivity: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Semantic: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Image Quality: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  

5]  

Intuitivity: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Semantic: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Image Quality: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  

6]  

Intuitivity: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Semantic: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Image Quality: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  

7]  

Intuitivity: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Semantic: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  
Image Quality: 0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  0000|0|0000  

7
| Image Quality | Semantic | Intuitivity | Intuitivity | Intuitivity | Intuitivity |
|---------------|----------|-------------|-------------|-------------|-------------|
| OOOO|O|OOOO | OOOO|O|OOOO | OOOO|O|OOOO | OOOO|O|OOO |

### AMS)

- **Intuitivity:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Semantic:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Image Quality:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

### 9)

- **Intuitivity:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Semantic:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Image Quality:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

### 10)

- **Intuitivity:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Semantic:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Image Quality:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

### 11)

- **Intuitivity:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Semantic:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000

- **Image Quality:**
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
  - 0000|0|0000
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Benign lesions (B)

All of the following depicted lesions are benign, as given by the ground truth data. Also, all lesions are recognized as such by the classifier, i.e. the images contain no false predictions. For each image, benignity is indicated in blue while malignancy is indicated in red. Please rate a) intuitivity, b) semantical meaningfulness, and c) image quality. For each criterion, please use a scale from -4 (very low) to 4 (very high).

1)

Intuitivity: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Semantic: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Image Quality: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2)

Intuitivity: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Semantic: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Image Quality: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3)

Intuitivity: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Semantic: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Image Quality: 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2
Malignant lesions (B)

All of the following depicted lesions are malignant, as given by the ground truth data. Also, all lesions are recognized as such by the classifier, i.e. the images contain no false predictions. For each image, benignity is indicated in blue while malignancy is indicated in red. Please rate a) intuitivity, b) semantical meaningfulness, and c) image quality. For each criterion, please use a scale from -4 (very low) to 4 (very high).

1)

![Image 1](image1.png)

Intuitivity: 0004 0 0004 0 0004 0 0004 0 0004 0
Semantic: 0004 0 0004 0 0004 0 0004 0 0004 0
Image Quality: 0004 0 0004 0 0004 0 0004 0 0004 0

2)

![Image 2](image2.png)

Intuitivity: 0004 0 0004 0 0004 0 0004 0 0004 0
Semantic: 0004 0 0004 0 0004 0 0004 0 0004 0
Image Quality: 0004 0 0004 0 0004 0 0004 0 0004 0

3)

![Image 3](image3.png)

Intuitivity: 0004 0 0004 0 0004 0 0004 0 0004 0
Semantic: 0004 0 0004 0 0004 0 0004 0 0004 0
Image Quality: 0004 0 0004 0 0004 0 0004 0 0004 0
Intuitivity:

Semantic:

Image Quality: