Robust and Fast Data-Driven Power System State Estimator Using Graph Neural Networks

Ognjen Kundacina, Student Member, IEEE, Mirsad Cosovic, Member, IEEE, Dejan Vukobratovic, Senior Member, IEEE

Abstract—The power system state estimation (SE) algorithm estimates the complex bus voltages based on the available set of measurements. Because phasor measurement units (PMUs) are becoming more widely employed in transmission power systems, a fast SE solver capable of exploiting PMUs’ high sample rates is required. To accomplish this, we present a method for training a model based on graph neural networks (GNNs) to learn estimates from PMU voltage and current measurements, which, once it is trained, has a linear computational complexity with respect to the number of nodes in the power system. We propose an original GNN implementation over the power system’s factor graph to simplify the incorporation of various types and numbers of measurements both on power system buses and branches. Furthermore, we augment the factor graph to improve the robustness of GNN predictions. Training and test examples were generated by randomly sampling sets of power system measurements and annotated with the exact solutions of linear SE with PMUs. The numerical results demonstrate that the GNN model provides an accurate approximation of the SE solutions. Additionally, errors caused by PMU malfunctions or the communication failures that make the SE problem unobservable have a local effect and do not deteriorate the results in the rest of the power system.
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I. INTRODUCTION

Motivation: The state estimation (SE), which estimates the set of power system state variables based on the available set of measurements, is an essential tool used for the power system’s monitoring and operation [1]. With the increasing deployment of phasor measurement units (PMUs) in power systems, a fast state estimator is required to maximise the use of their high sampling rates. Solving PMU-based SE, represented as a linear weighted least-squares (WLS) problem, involves matrix factorisations. Neglecting the PMU measurement covariances represented in rectangular coordinates is a common practice [2] that results in near $O(n^2)$ computational complexity for sparse matrices, where $n$ denotes the number of power system’s buses. Recent advancements in graph neural networks (GNNs) [3]–[5] open up novel possibilities for developing power system algorithms with linear computational complexity and potential distributed implementation. One of the primary advantages of using GNNs in power systems instead of traditional deep learning methods is that the prediction model is not restricted to training and test examples of fixed power system topologies. GNNs take advantage of the graph structure of the input data, resulting in fewer learning parameters, lower memory requirements, and the incorporation of connectivity information into the learning process. Furthermore, the inference phase of the trained GNN model can be distributed and performed locally, since the prediction of the state variable of a node requires only $K$-hop neighbourhood measurements. Additional motivation for using GNNs as well as the other deep learning methods for data-driven SE comes from the power system parameters’ uncertainty [6]. However, note that GNNs provide an option of incorporating power system parameters via edge input features [7].

Literature Review: Several studies suggest using a deep learning model to learn the solutions to computationally demanding algorithms for power system analysis. In [8], a combination of recurrent and feed-forward neural networks is used to solve the power system SE problem, given the measurement data and the history of network voltages. An example of training a feed-forward neural network to initialise the network voltages for the Gauss-Newton distribution system SE solver is given in [9]. GNNs are beginning to be used for solving similar problems, like in [10] and [11], where power flows in the system are predicted based on the power injection data labelled by the traditional power flow solver. Similarly, [12] proposes using a trained GNN as an alternative to computationally expensive probabilistic power flow, which calculates probability density functions of the unknown variables. Different approach is suggested in [13], where a GNN is trained to perform the power flow calculation by minimizing the violation of Kirchhoff’s law at each bus, avoiding the requirement for having data labeled by a conventional power flow solver. In [14], the authors propose a combined model and data-based approach in which GNNs are used for the power system parameter and SE. The model predicts power injections/consumptions in the nodes where voltages and phases are measured, whereas it does not include the branch measurements, as well as node measurement types other than the voltage in the calculation. In [15], GNN was trained by propagating simulated or measured voltages through the graph to learn the voltage labels from the historical dataset and used as a part of the regularization term in the SE loss function. However, the proposed GNN also does not take into account measurement types other than node voltage measurements, though they are handled in other parts of the algorithm. An additional feed-forward neural network was trained to learn the solutions that minimise the SE loss function, resulting in
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accelerated SE solution with $O(n^2)$ computational complexity during inference. In [16], state variables are predicted based on a time-series of node voltage measurements, and the SE problem is solved by employing GNNs enriched with gated recurrent units.

**Contributions:** This paper proposes training a GNN for a regression problem using the inputs and the solutions of linear SE with PMUs to provide fast and accurate predictions during the evaluation phase. The following are the paper’s main contributions:

- Inspired by [17], we present the first attempt to utilise GNNs over the factor graphs [18] instead of the bus-branch power system model for the SE problem. This enables trivial integration and exclusion of any and number of measurements on the power system’s buses and branches, by adding or removing the corresponding nodes in the factor graph. Moreover, the factor graph is augmented by adding direct connections between variable nodes to improve information propagation during neighborhood aggregation, particularly in unobservable scenarios when the loss of the measurement data occurs.

- We present a graph attention network (GAT) [5] based model to solve the SE problem, with the architecture specialised for the proposed heterogeneous augmented factor graph. GNN layers that aggregate into factor and variable nodes each have their own set of trainable parameters. Furthermore, distinct sets of parameters are used for variable-to-variable and factor-to-variable message functions in GNN layers that aggregate into variable nodes.

- Due to the sparsity of the power system graph, and the fact that the node degree does not increase with the total number of nodes, the proposed approach has $O(n)$ computational complexity, making it suitable for application in large-scale power systems.

- We investigate the proposed model’s local-processing nature and demonstrate that significant result degradation caused by PMU or communication failures affects only the local neighborhood of the node where the failure occurred.

- We examine the proposed model’s robustness to outliers and improve it solely by augmenting the training set with examples that contain outliers.

- The inference of the trained GNN is easy to distribute and parallelize. Even in the case of centralised SE implementation, the processing can be done using distributed computation resources, such as graphical-processing units.

We note that this paper significantly extends the conference version [19]. The GNN model architecture is additionally improved and described in greater detail, and the algorithm’s performance and scalability are enhanced by using variable node index binary encoding. GNN inputs now additionally include measurement covariances represented in rectangular coordinates, and discussions on robustness to outliers and computational complexity are added. We extended the numerical results section with experiments that include additional cases of measurement variances and redundancies and tested the algorithm’s scalability on larger power systems with sizes ranging from 30 to 2000 buses. In addition, we compared all of the results with the approximate linear WLS solution of SE with PMUs, in which covariances of measurement represented in rectangular coordinates are neglected.

The rest of the paper is organised as follows. Section II provides a formulation of the linear SE with PMUs problem. Section III gives the theoretical foundations of GNNs and defines the augmented factor graph and describes the GNN architecture. Section IV shows numerical results from various test scenarios, while Section V draws the main conclusions of the work.

**II. LINEAR STATE ESTIMATION WITH PMUS**

The SE algorithm estimates the values of the state variables $x$ based on the knowledge of the network topology and parameters, and measured values obtained from the measurement devices spread across the power system.

The power system network topology is described by the bus/branch model and can be represented using a graph $G = (\mathcal{H}, \mathcal{E})$, where the set of nodes $\mathcal{H} = \{1, \ldots, n\}$ represents the set of buses, while the set of edges $\mathcal{E} \subseteq \mathcal{H} \times \mathcal{H}$ represents the set of branches of the power network. The branches of the network are defined using the two-port $\pi$-model. More precisely, the branch $(i,j) \in \mathcal{E}$ between buses $\{i,j\} \in \mathcal{H}$ can be modelled using complex expressions:

$$
\begin{bmatrix}
I_{ij} \\
J_{ij}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{\tau_{ij}}(y_{ij} + y_{sij}) & -\alpha_{ij} y_{ij} \\
-\alpha_{ij} y_{ij} & y_{ij} + y_{sij}
\end{bmatrix}
\begin{bmatrix}
V_i \\
V_j
\end{bmatrix},
$$

where the parameter $y_{ij} = y_{ij} + jb_{ij}$ represents the branch series admittance, half of the total branch shunt admittance (i.e., charging admittance) is given as $y_{sij} = jb_{sij}$. Further, the transformer complex ratio is defined as $\phi_{ij} = (1/\tau_{ij})e^{-j\phi_{ij}}$, where $\tau_{ij}$ is the transformer tap ratio magnitude, while $\phi_{ij}$ is the transformer phase shift angle. It is important to remember that the transformer is always located at the bus $i$ of the branch described by (1). Using the branch model defined by (1), if $\tau_{ij} = 1$ and $\phi_{ij} = 0$ the system of equations describes a line. In-phase transformers are defined if $\phi_{ij} = 0$ and $y_{sij} = 0$, while phase-shifting transformers are obtained if $y_{sij} = 0$.

The complex expressions $I_{ij}$ and $J_{ij}$ define branch currents from the bus $i$ to the bus $j$, and from the bus $j$ to the bus $i$, respectively. The complex bus voltages at buses $\{i,j\}$ are given as $V_i$ and $V_j$, respectively.

PMUs measure complex bus voltages and complex branch currents. More precisely, phasor measurement provided by PMU is formed by a magnitude, equal to the root mean square value of the signal, and phase angle [20 Sec. 5.6]. The PMU placed at the bus measures bus voltage phasor and current phasors along all branches incident to the bus [2]. Thus, the PMU outputs phasor measurements in polar coordinates. In addition, PMU outputs can be observed in the rectangular coordinates with real and imaginary parts of the bus voltage and branch current phasors. In that case, the vector of state variables $x$ can be given in rectangular coordinates $x = [V_{re}, V_{im}]^T$, where we can observe real and imaginary...
components of bus voltages as state variables:

\[
V_{re} = [\Re(V_1), \ldots, \Re(V_n)]
\]

\[
V_{im} = [\Im(V_1), \ldots, \Im(V_n)].
\] (2)

Using rectangular coordinates, we obtain the linear system of equations defined by voltage and current measurements obtained from PMUs. The measurement functions corresponding to the bus voltage phasor measurement on the bus \(i \in H\) are simply equal to:

\[
\begin{align*}
\Re(V_i)(\cdot) &= \Re\{V_i\} \\
\Im(V_i)(\cdot) &= \Im\{V_i\}.
\end{align*}
\] (3)

According to the unified branch model (1), functions corresponding to the branch current phasor measurement vary depending on where the PMU is located. If PMU is placed at the bus \(i\), functions are given as:

\[
\begin{align*}
\Re(V_i)(\cdot) &= q\Re\{V_i\} - w\Im\{V_i\} - (r - t)\Re\{V_j\} + (u + p)\Im\{V_j\} \\
\Im(V_i)(\cdot) &= w\Re\{V_i\} + q\Im\{V_i\} - (u + p)\Re\{V_j\} - (r - t)\Im\{V_j\},
\end{align*}
\] (4)

where \(q = g_{ij}/\tau_{ji}^2\), \(w = (b_{ij} + b_{ji})/\tau_{ji}^2\), \(r = (g_{ij}/\tau_{ji})\cos \phi_{ij}\), \(t = (b_{ij}/\tau_{ji})\sin \phi_{ij}\), \(u = (b_{ij}/\tau_{ji})\cos \phi_{ij}\), \(p = (g_{ij}/\tau_{ji})\sin \phi_{ij}\). In the case where PMU is installed at the bus \(j\), measurement functions are:

\[
\begin{align*}
\Re(V_i)(\cdot) &= z\Re\{V_i\} - e\Im\{V_i\} - (r + t)\Re\{V_j\} + (u - p)\Im\{V_j\} \\
\Im(V_i)(\cdot) &= e\Re\{V_i\} + z\Im\{V_i\} - (u - p)\Re\{V_j\} - (r + t)\Im\{V_j\},
\end{align*}
\] (5)

where \(z = g_{ij}\) and \(e = b_{ij} + b_{ji}\). The presented model represents the system of linear equations, where the solution can be found by solving the linear weighted least-squares problem:

\[
(H^T\Sigma^{-1}H)x = H^T\Sigma^{-1}z,
\] (6)

where the Jacobian matrix \(H \in \mathbb{R}^{k \times 2n}\) is defined according to measurement functions (3)-(5), \(k\) is the total number of linear equations, the observation error covariance matrix is given as \(\Sigma \in \mathbb{R}^{k \times k}\), and the vector \(z \in \mathbb{R}^k\) contains measurement values given in rectangular coordinate system.

The main disadvantage of this approach is that measurement errors correspond to polar coordinates (i.e., magnitude and angle errors), whereas the covariance matrix must be transformed from polar to rectangular coordinates [21]. As a result, measurement errors are correlated and covariance matrix \(\Sigma\) does not have a diagonal form. Despite that, because of the lower computational effort, the non-diagonal elements of the covariance matrix \(\Sigma\) are usually neglected, which has an effect on the accuracy of the state estimation [2]. Using the classical theory of propagation of uncertainty, the variance in the rectangular coordinate system can be obtained using variances in the polar coordinate system. For example, let us observe the voltage phasor measurement at the bus \(i\), where PMU outputs the voltage magnitude measurement value \(v_{|V_i|}\) with corresponding variance \(v_{|V_i|}\), and voltage phase angle measurement \(\theta_{|V_i|}\) with variance \(v_{\theta|V_i|}\). Then, variances in the rectangular coordinate system can be obtained as:

\[
\begin{align*}
v_{\Re(V_i)} &= v_{|V_i|}(\cos \theta_{|V_i|})^2 + v_{\theta|V_i|}(\sin \theta_{|V_i|})^2 \\
v_{\Im(V_i)} &= v_{|V_i|}(\sin \theta_{|V_i|})^2 + v_{\theta|V_i|}(\cos \theta_{|V_i|})^2.
\end{align*}
\] (7)

Analogously, we can easily compute variances related to current measurements \(v_{\Re(V_j)}\), \(v_{\Im(V_j)}\) or \(v_{\Re(V_j)}\), \(v_{\Im(V_j)}\). We will refer to the solution of (6) in which measurement error covariances are neglected to avoid the computationally demanding inversion of the non-diagonal matrix \(\Sigma\) as an approximative WLS SE solution.

In this work, we will research if the GNN model trained with measurement values, variances, and covariances labeled with the exact solutions of (6) is more accurate than the approximative WLS SE, which neglects the covariances. Inference performed using the trained GNN model scales with linear computational complexity regarding the number of power system buses, making it significantly faster than both the approximate and the exact solver of (6).

### III. Graph Neural Network-based State Estimation

In this section, we present the GNN theory foundations, augmentation techniques for the power system’s factor graph, the details of the proposed GNN architecture, and analyse the computational complexity and the distributed implementation of the GNN model’s inference.

#### A. Basics of Graph Neural Networks

The spatial GNNs used in this study learn over graph-structured data using a recursive neighbourhood aggregation scheme, also known as the message passing procedure [3]. This results in an \(s\)-dimensional vector embedding \(h \in \mathbb{R}^s\) of each node, which captures the information about the node’s position in the graph, as well as it’s own and the input features of the neighboring nodes. The GNN layer, which implements one iteration of the recursive neighbourhood aggregation consists of several functions, that can be represented using a trainable set of parameters, usually in form of the feed-forward neural networks. One of the functions is the message function \(\text{Message}(: \theta_{\text{Message}}) : \mathbb{R}^{2s} \rightarrow \mathbb{R}^u\), which outputs the message \(m_{ij} \in \mathbb{R}^u\) between two node embeddings, \(h_i\) and \(h_j\). The second one is the aggregation function \(\text{Aggregate}(\cdot : \theta_{\text{Aggregate}}) : \mathbb{R}^{\text{deg}(j) \cdot u} \rightarrow \mathbb{R}^u\), which defines in which way are incoming neighboring messages combined, which outputs the aggregated messages denoted as \(m_j \in \mathbb{R}^u\) for node \(j\). The output of one iteration of neighbourhood aggregation process is the updated node embedding obtained by applying the update function \(\text{Update}(: \theta_{\text{Update}}) : \mathbb{R}^u \rightarrow \mathbb{R}^u\) on the aggregated messages. The recursive neighbourhood aggregation process is repeated a predefined number of iterations \(K\), also known as the number of GNN layers, where the initial node embedding values are equal to the \(l\)-dimensional node input features, linearly transformed to the initial node embedding \(h_i^0 \in \mathbb{R}^s\). The iteration that the node embeddings and calculated messages correspond to is indicated by the superscript. One iteration of the neighbourhood aggregation process for the \(k\)th GNN layer is depicted in Fig. 1 and also described by equations (8).

\[
\begin{align*}
m_{ij}^{k-1} &= \text{Message}(h_i^{k-1}, h_j^{k-1} : \theta_{\text{Message}}) \\
m_j^{k-1} &= \text{Aggregate}(\{m_{ij}^{k-1} \mid j \in N_i\} : \theta_{\text{Aggregate}}) \\
h_j^k &= \text{Update}(m_j^{k-1} : \theta_{\text{Update}})
\end{align*}
\] (8)
where $N_j$ denotes the 1-hop neighbourhood of the node $j$. The output of the whole process are final node embeddings $h^k_j$, which can be used for the classification or regression over the nodes, edges, or the whole graph, or can be used directly for the unsupervised node or edge analysis of the graph. In the case of supervised learning over the nodes, the final embeddings are passed through the additional nonlinear function, creating the outputs that represent the predictions of the GNN model for the set of inputs fed into the nodes and their neighbours. The GNN model is trained by backpropagation of the loss function between the labels and the predictions over the whole computational graph. We refer the reader to [2] for a more detailed introduction to graph representation learning and GNNs.

**B. Graph attention networks**

An important decision to be made while creating the GNN model is to select the GNN’s aggregation function. Aggregation functions that are commonly used include sum, mean, min and max pooling, and graph convolution [22]. One common drawback of these approaches is that incoming messages from all of the node’s neighbours are weighted equally, or using weights calculated using the structural properties of the graph (e.g., node degrees) prior to training. Graph attention networks (GATs) [5] propose using the attention-based aggregation, in which the weights that correspond to the importance of each neighbour’s message are learned from the data.

The attention mechanism introduces an additional set of trainable parameters in the aggregation function, usually implemented as a feed-forward neural network $\text{Attend}(\cdot; \theta_{\text{Attend}}) : \mathbb{R}^{2s} \rightarrow \mathbb{R}$ applied over the concatenated initial embeddings of the node $j$ and each of its neighbours:

$$e_{i,j} = \text{Attend}(h^0_i, h^0_j; \theta_{\text{Attend}}).$$

We obtain the final attention weights $a_{i,j} \in \mathbb{R}$ by normalising the output $e_{i,j} \in \mathbb{R}$ using the softmax function:

$$a_{i,j} = \frac{\exp(e_{i,j})}{\sum_{i' \in N_j} \exp(e_{i',j})}.$$  

**C. Power System factor graph augmentation and the proposed GNN architecture**

Inspired by the recent work [23] in which the power system SE is modelled as a probabilistic graphical model, the initial version of the graph over which GNN operates has a power system’s factor graph topology, which is a bipartite graph that consists of the factor and variable nodes and the edges between them. Variable nodes are used to generate an s-dimensional node embedding for all of the state variables defined in (2), i.e., real and imaginary parts of the bus voltages, $\mathbb{R}(V_i)$ and $\mathbb{I}(V_i)$. Factor nodes, two per each measurement phasor, serve as inputs for the measurement values, variances, and covariances, also given in rectangular coordinates, and whose embedded values are sent to variable nodes via GNN message passing. Note that by adding the measurement covariances to the GNN inputs, we provide the predictive model with the information which is neglected in the approximative WLS SE solution. Feature augmentation using binary index encoding is performed for variable nodes only, to help the GNN model represent the neighbourhood structure of a node better since variable nodes have no additional input features. Using binary encoding, as opposed to the one-hot encoding suggested in [19], significantly reduces the number of input neurons of the GNN layers, reducing the overall number of trainable parameters as well as training and inference time. Nodes connected by full lines in Fig. 2 represent a simple example of the factor graph for a two-bus power system, with a PMU on the first bus, containing one voltage and one current phasor measurement. Compared to the approaches like [14], in which GNN nodes correspond to state variables only, we find factor-graph-like GNN topology convenient for incorporating measurements in the GNN, because factor nodes can be added or removed from any place in the graph, using which one can simulate inclusion of various types and quantities of measurements both on power system buses and branches.

Augmenting the factor graph topology by connecting the variable nodes in the 2-hop neighbourhood significantly improves the model’s prediction quality in unobservable scenarios [19]. The idea behind this proposal is that the graph should stay connected even in a case of simulating measurement loss by removing the factor nodes, enabling the messages to still be propagated in the whole $K$-hop neighbourhood of the variable node. In other words, a factor node corresponding to a branch current measurement can be removed, while still preserving the physical connection that exists between the power system buses. This requires adding an additional set of trainable parameters for the variable-to-variable message...
function. We will still use the terms factor and variable nodes, although the augmented factor graph displayed in Fig. 2 with both full and dashed lines, is not a factor graph since it is no longer bipartite.

Since our GNN operates on a heterogeneous graph, in this work we employ two different types of GNN layers, Layer \(^f\)(\(\theta^{Layer^f}\)) : \(\mathbb{R}^{\text{deg}(f) \times s} \mapsto \mathbb{R}^s\) for aggregation in factor nodes \(f\), and Layer \(^v\)(\(\theta^{Layer^v}\)) : \(\mathbb{R}^{\text{deg}(v) \times s} \mapsto \mathbb{R}^s\) for variable nodes \(v\), so that their message, aggregation, and update functions are learned using a separate set of trainable parameters, denoted all together as \(\theta^{Layer^f}\) and \(\theta^{Layer^v}\). Additionally, we use a different set of trainable parameters for variable-to-variable and factor-to-variable node messages, Message \(\rightarrow v\)(\(\theta^{Message\rightarrow v}\)) : \(\mathbb{R}^{2s} \mapsto \mathbb{R}^u\) and Message \(\rightarrow f\)(\(\theta^{Message\rightarrow f}\)) : \(\mathbb{R}^{2s} \mapsto \mathbb{R}^v\), in the Layer \(^v\)(\(\theta^{Layer^v}\)) layer. In both GNN layers, we used two-layer feed-forward neural networks as message functions, single layer neural networks as update functions and the attention mechanism in the aggregation function. Furthermore, we apply a two-layer neural network \(\text{Pred}(\cdot;\theta^{Pred}) : \mathbb{R}^s \mapsto \mathbb{R}\) on top of the final node embeddings \(h^K\) of variable nodes only, to create the state variable predictions \(x^{pred}\). For the factor and variable nodes with indices \(f\) and \(v\), neighbourhood aggregation, and state variable prediction can be described as:

\[
\begin{align*}
\mathbf{h}^v_k &= \text{Layer}^v(\{\mathbf{h}^{k-1}_i | i \in \mathcal{N}_v\} | \theta^{Layer^v}) \\
\mathbf{h}^f_k &= \text{Layer}^f(\{\mathbf{h}^{k-1}_i | i \in \mathcal{N}_f\} | \theta^{Layer^f}) \\
x^{\text{pred}}_i &= \text{Pred}(\mathbf{h}^v_k | \theta^{Pred}) \\
k & \in \{1, \ldots, K\},
\end{align*}
\]

where \(\mathcal{N}_v\) and \(\mathcal{N}_f\) denote the 1-hop neighbourhoods of the nodes \(v\) and \(f\). All of the GNN trainable parameters \(\theta\) are updated by applying gradient descent (i.e., backpropagation) to a loss function calculated over the whole mini-batch of graphs, as a mean squared difference between the state variable predictions and labels \(x^{\text{label}}\):

\[
L(\theta) = \frac{1}{2nB} \sum_{i=1}^{2nB} (x^{\text{pred}}_i - x^{\text{label}}_i)^2
\]

\[
\theta = \{\theta^{Layer^v} \cup \theta^{Layer^f} \cup \theta^{Pred}\}
\]

\[
\begin{align*}
\theta^{Layer^v} &= \{\theta^{Message\rightarrow v} \cup \theta^{Message\rightarrow v} \cup \theta^{Aggregate^v} \cup \theta^{Update^v}\} \\
\theta^{Layer^f} &= \{\theta^{Message\rightarrow f} \cup \theta^{Aggregate^f} \cup \theta^{Update^f}\},
\end{align*}
\]

where \(2n\) is the total number of variable nodes in a graph, and \(B\) is the number of graphs in the mini-batch. Fig. 3 shows the high-level computational graph for the output of a variable node from the augmented factor graph given in Fig. 2. For simplicity, we present only one unrolling of the neighbourhood aggregation, as well as the details of \(\theta^{Layer^v}\) only.

\[\text{D. Computational complexity and distributed inference}\]

Because the node degree in the graph of the power system does not increase with the total number of nodes, the same is true for the node degrees in the augmented factor graph. As a result, the inference time per variable node remains constant, because the inference only requires information from the node’s \(K\)-hop neighbourhood, the number of which also does not increase with the total number of nodes in the graph. This implies that the computational complexity of inferring all of the state variables is \(\mathcal{O}(n)\). Due to the over-smoothing problem in GNNs \([24]\), a small value is assigned to \(K\), thus not affecting the computational complexity of the inference.

The inference should be computationally and geographically distributed, to make the best use of the proposed approach for the large scale power systems in which the communication delays between the PMUs and the central processing unit are the obstacle for full utilisation of the PMU large sampling rates. The distributed implementation is possible as long as all of the measurements within the \(K\)-hop neighbourhood in the augmented factor graph are fed into the computational module that generates the predictions. For arbitrary \(K\), PMUs required for the inference will be physically located within the \([K/2]\)-hop neighbourhood of the power system bus.

\[\text{IV. NUMERICAL RESULTS}\]

In this section, we describe the training setups used for augmented factor graph-based GNN models and assess the prediction quality of the trained models in various test scenarios. Training, validation, and test sets are obtained by labeling various samples of measurement means, variances, and covariances with the WLS solutions of the system described in (6). The measurements are obtained by adding Gaussian noise to the exact power flow solutions, with each power flow calculation executed with a different load profile. GNN models are tested in situations in which the number of PMUs is optimal (with minimal measurement redundancy under which the WLS SE provides a solution), in underdetermined scenarios, as well as in scenarios with maximal measurement redundancy. We used the IGNNITION framework \([25]\) for

1Source code is available online at https://github.com/ognjenkundacina.
building and utilising GNN models, with the hyperparameters presented in Table I used in all of the experiments.

A. Power system with optimally placed PMUs

In this subsection, we will run a series of experiments on the IEEE 30-bus power system, each using different measurement variances for training and test set generation, with values $10^{-5}$, $10^{-3}$, $10^{-2}$, $10^{-1}$, and 0.5. The training set for each of the experiments consists of 10000 samples, while the validation and test set both contain 100 samples. The number and the positions on PMUs are fixed and determined using the optimal PMU placement algorithm [26], which finds the smallest set of PMU measurements that make the system observable. The algorithm has resulted in a total of 10 PMUs and 50 measurement phasors, 10 of which are the voltage phasors and the rest are the current phasors.

Table I displays test set results in the form of average mean square errors (MSEs) between GNN predictions and test set labels for all experiments, distinguished by the measurement variances column. These results are compared with the average MSE between the labels and the approximative WLS SE solutions defined in Sec. II. The results show that for systems with optimally placed PMUs and low measurement variances, GNN predictions have very small deviations from the exact WLS SE, despite being outperformed by the approximative WLS SE. For higher measurement variances, GNN has a lower estimation error than the approximative WLS SE while also having lower computational complexity in all of the cases.

| Hyperparameters | Values |
|-----------------|--------|
| Node embedding size $s$ | 64 |
| Learning rate | $4 \times 10^{-4}$ |
| Minibatch size $B$ | 32 |
| Number of GNN layers $K$ | 4 |
| Activation functions | ReLU |
| Optimizer | Adam |
| Batch normalization type | Mean |

Table II displays test set results in the form of average mean square errors (MSEs) between GNN predictions and test set labels per variable node index for one test example with no measurement phasors removed.

| Meas. variances | GNN | Approx. SE |
|-----------------|-----|------------|
| $10^{-5}$       | $2.48 \times 10^{-6}$ | $1.87 \times 10^{-8}$ |
| $10^{-3}$       | $8.21 \times 10^{-6}$ | $2.25 \times 10^{-3}$ |
| $10^{-2}$       | $2.25 \times 10^{-5}$ | $3.66 \times 10^{-5}$ |
| $10^{-1}$       | $7.47 \times 10^{-4}$ | $2.27 \times 10^{-3}$ |
| 0.5             | $6.71 \times 10^{-3}$ | $3.66 \times 10^{-2}$ |

In Fig. 4 we present the predictions and the labels for each of the variable nodes for one of the test samples. The results for the real parts of complex node voltages in the upper plot and the imaginary parts in the lower plot indicate that GNNs can be used as accurate SE approximators.

To further analyse the robustness of the proposed model, we test it by excluding several measurement phasors from the previously used test samples, making the system of equations that describes the SE problem underdetermined. Excluding the measurement phasor from the test sample is realised by removing its real and imaginary parts from the input data, which is equivalent to removing two factor nodes from the augmented factor graph. Using the previously used 100-sample test set we create a new test set, by removing selected measurement phasors from each sample, while preserving the same labels obtained as SE solutions of the system with all of the measurements present. As an example, we observe the predictions for the scenario where two neighboring PMUs fail to deliver measurements to the state estimator, hence all of the 8 measurement phasors associated with the removed PMUs are excluded from the GNN inputs. Average MSE for the test set of 100 samples created by removing these measurements from the original test set used in this section equals $3.45 \times 10^{-3}$. Predictions and labels per variable node index for one test set sample are shown in Fig 5 in which vertical dashed lines indicate indices of the variable nodes within the 2-hop neighbourhood of the removed PMUs. We can observe that significant deviations from the labels occur for some of the neighboring buses, while GNN predictions are a decent fit for the remaining node labels. The proposed model demonstrated the ability to sustain the error in the neighborhood of the malfunctioning PMU, as well as robustness in scenarios not solvable using the standard WLS approaches.

B. Scalability and sample efficiency analysis

To assess how does the our approach scale to larger power systems, we compare the GNN model results with the approximative WLS SE for IEEE 118-bus, IEEE 300-bus and the ACTIVSg 2000-bus power systems [27]. In contrast to the example in Sec. IV-A we used maximal measurement redun-
Fig. 5. GNN predictions and labels for one test example with phasors from two neighboring PMUs removed.

In this research, we investigate how GNNs can be used as fast solvers of linear SE with PMUs. The proposed graph attention network based model, specialised for newly introduced heterogeneous augmented factor graphs, recursively propagates the inputs from the factor nodes to generate the predictions in the variable nodes based on the WLS SE solutions. Evaluating the trained model on the unseen data samples confirms that the proposed GNN approach can be used as a very accurate approximator of the linear WLS SE solutions, with the added benefit of linear computational complexity at the inference time. The model is robust in unobservable scenarios that are not solvable using standard WLS.

C. Robustness to outliers

We evaluate the robustness of the proposed model to outliers among input data using the same experiment setup described in Sec. IV-A and test samples generated with measurement variance $10^{-5}$. In every test set sample, we randomly replace an existing measurement with a value generated with a variance 1600 times higher than the original one and transformed it into rectangular coordinates. For labels, we use WLS SE solutions with no outliers among the inputs. Table IV displays MSEs between the labels and the outputs of three different approaches, along with the results of the WLS SE and the approximative WLS SE algorithm for the same test set.

The first approach, which uses the already trained model from Sec. IV-A results in high MSE of the prediction on the test set with outliers. The main contribution to the MSE are large mismatches from the labels in the $K$-hop neighbourhood of the outlier, caused by the fact that the ReLU activation function does not limit its inputs during neighbourhood aggregation. To cope with this problem, as the second approach, we trained a GNN model with the same architecture as the previous one, but which uses the tanh (hyperbolic tangent) activation function instead of ReLU. As presented in Table IV, this approach resulted in a test set MSE that is significantly lower than the proposed GNN with ReLU activations, WLS SE, and the approximative WLS SE as well. The saturation effect of tanh prevents high values stemming from outliers from propagating through the neural network but also diminishes the training quality due to the vanishing gradient problem. Namely, all of the experiments we conducted under the same conditions for GNN with tanh activations required more epochs to converge to the solution with lower prediction qualities compared to the GNN with ReLU activations. As a third approach, we propose training a GNN model with ReLU activations on a dataset in which half of the samples contain outliers, which are generated in the same manner as the test samples used in this subsection. This approach is the most effective because the GNN learns to neutralise the effect of unexpected inputs from the dataset examples while maintaining accurate predictions in the absence of outliers in the input data. We note that these are only preliminary efforts to make the GNN model robust to outliers, and that future research could combine ideas from standard bad data processing methods in SE with the proposed GNN approach.

V. Conclusions

In this research, we investigate how GNNs can be used as fast solvers of linear SE with PMUs. The proposed graph attention network based model, specialised for newly introduced heterogeneous augmented factor graphs, recursively propagates the inputs from the factor nodes to generate the predictions in the variable nodes based on the WLS SE solutions. Evaluating the trained model on the unseen data samples confirms that the proposed GNN approach can be used as a very accurate approximator of the linear WLS SE solutions, with the added benefit of linear computational complexity at the inference time. The model is robust in unobservable scenarios that are not solvable using standard WLS.
TABLE III

| Power system | 10 samples   | 100 samples  | 1000 samples | 10000 samples | Approx. SE |
|--------------|--------------|--------------|--------------|---------------|------------|
| IEEE 30      | 3.77 x 10^-2 | 3.44 x 10^-2 | 1.98 x 10^-3 | 6.71 x 10^-3 | 3.66 x 10^-2 |
| IEEE 118     | 9.89 x 10^-3 | 9.01 x 10^-3 | 9.00 x 10^-3 | 8.81 x 10^-3 | 4.15 x 10^-2 |
| IEEE 300     | 2.34 x 10^-2 | 1.61 x 10^-2 | 1.11 x 10^-2 | 1.07 x 10^-2 | 5.14 x 10^-2 |
| ACTIVSg 2000 | 1.25 x 10^-2 | 5.011 x 10^-3 | 4.68 x 10^-3 | No results    | 3.79 x 10^-2 |

SE methods, such as when individual phasor measurements or entire PMUs fail to deliver measurement data to the proposed SE solver. Furthermore, when measurement variances are high or outliers are present in the input data, the GNN model outperforms the approximative WLS SE. The proposed approach demonstrates scalability as well as sample efficiency when tested on power systems of various sizes, as it predicts the state variables well even when trained on a small number of randomly generated samples.

While we focused on solving linear SE with PMUs, the proposed learning framework, graph augmentation techniques, and conclusions could be applied to a variety of SE formulations. One of them could be a GNN-based SE for highly unobservable distribution systems, motivated by the GNN’s ability to provide relevant solutions in underdetermined scenarios.
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