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\textbf{ABSTRACT}

User attributes, such as gender and education, face severe incompleteness in social networks. In order to make this kind of valuable data usable for downstream tasks like user profiling and personalized recommendation, attribute inference aims to infer users’ missing attribute labels based on observed data. Recently, variational autoencoder (VAE), an end-to-end deep generative model, has shown promising performance by handling the problem in a semi-supervised way. However, VAEs can easily suffer from over-fitting and over-smoothing when applied to attribute inference. To be specific, VAE implemented with multi-layer perceptron (MLP) can only reconstruct input data but fail in inferring missing parts. While using the trending graph neural networks (GNNs) as encoder has the problem that GNNs aggregate redundant information from neighborhood and generate indistinguishable user representations, which is known as over-smoothing. In this paper, we propose an attribute inference model based on Adversarial VAE (Infer-AVAE) to cope with these issues. Specifically, to overcome over-smoothing, Infer-AVAE unifies MLP and GNNs in encoder to learn positive and negative latent representations respectively. Meanwhile, an adversarial network is trained to distinguish the two representations and GNNs are trained to aggregate less noise for more robust representations through adversarial training. Finally, to relieve over-fitting, mutual information constraint is introduced as a regularizer for decoder, so that it can make better use of auxiliary information in representations and generate outputs not limited by observations. We evaluate our model on 4 real-world social network datasets, experimental results demonstrate that our model outperforms baselines by 7.0% in accuracy.

1. Introduction

With the popularity of online social networks, more and more users provide demographic information such as gender, education, and location on their accounts as their personal identification. These user attributes, on the other hand, is a kind of important social network data supporting applications like personalized recommendation, user profiling, community detection, etc. In real-world social networks, however, user attributes are severely incomplete. For example, only 40% of Facebook users provide their employers \cite{1} and 16% of Twitter users provide their home cities \cite{2}. This kind of situation makes attribute data suffers from severe sparsity and hard to be made use of. Take online recommendation as an example, without the gender information, advertisers may recommend products for female to male users, which is a waste of resources. Aiming at inferring the missing user attributes, attribute inference is important for online services to take full advantage of this kind of valuable data.

Inspired by the phenomenon of homophily \cite{3,4} and easy access to users’ social connections in social networks, researchers have been attempting to infer attributes through social connections. Existing works used to regard attribute inference as a classification problem and classify users to different attribute labels using features extracted from network structure \cite{5,6,7}. But these methods suffered from designing features manually which is often ineffective in a different dataset, and they are usually computationally complicated.

Recently, variational auto-encoder, which is an end-to-end deep generative model, has been applied to regard attribute inference as a semi-supervised problem \cite{8,9}. As shown in Figure 1, VAE embeds sparse attribute data into latent representation through encoder for each user and reconstructs input data from decoder with missing attribute values inferred. Using VAE for attribute inference has the benefit that the learned latent representation can capture the distribution of attribute data \cite{10} without extra human interference and relieve attribute inference from a classification problem. Such encoder-decoder structure improves efficiency dramatically and is more suitable for today’s social networks with a bulk of users and attributes. But VAE’s performance depends on the expressiveness of the learned latent representations heavily. Through experiments, we find that VAE shows unsatisfactory performance in attribute inference. As shown in Figure 2, when we use simple MLP as VAE’s encoder, the model can fit the input data well (achieve high accuracy in the training set), but it contain little useful information for inferring missing values, which leads to poor performance in the test set. For more expressive representations, some researchers \cite{8,11} tried to adopt graph neural networks as encoder to aggregate extra attribute information from the neighborhood. Even though VAEs implemented with GNNs performs much better than the ones
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Figure 1: An example of attribute inference on social network based on variational autoencoder. VAE takes incomplete attribute data as input and learn latent representation for each user through encoder. Decoder then reconstructs input data with missing attribute values inferred according to the learned representations.

Using MLP, GNNs still have limitations that hinder further performance improvement. The most common one is over-smoothing [12], which indicates that GNNs will generate indistinguishable representations after several layers’ message passing based on graph structure [13]. This issue become more severe in attribute inference where users have multiple attributes types and labels. For example, users graduated from the same college will connect densely with each other while their other attributes like gender and employer may not be the same. When GNNs generate “similar” user representations, as the results shown in Figure 2, the decoder of VAE has difficulty in reconstructing the input data and converging [14], let alone inferring missing data. Inferring attributes using these indistinguishable representations is sure to be a disaster. Due to the problem aforementioned, simple combination of VAE and GNNs cannot generate robust latent representations for accurate attribute inference either.

In general, current VAE-based models have the problem of over-fitting and over-smoothing when they are applied to attribute inference. In this paper, we propose an attribute inference model based on adversarial VAE (Infer-AVAE) to alleviate the above issues. Inspired by Generative Adversarial Network (GAN) [15], our model equips VAE with adversarial network to relieve over-smoothing. As shown in Figure 3, Infer-AVAE first unifies MLP and GNNs in the encoder to learn dual latent representations. To be specific, MLP layers of the encoder only embed the observed attributes data into mid latent representations which contain limited but valid data of each user. GNN layers are then adopted to converge mid latent representations according to social connections and learn user latent representations. In contrast, user latent representations generated from GNN layers contain extra information for inference but can be noisy. After having dual latent representations, we train an adversarial network to leverage the difference between the two representations and regularize GNN layers to aggregate information of less noise through adversarial training. What’s more, apart from focusing on learning latent representations like existing works, we specially design a regularization term, which is called mutual information constraint, to regularize the decoder and relieve over-fitting. The constraint evaluates mutual information between the dual latent representations, and encourages decoder to make more use of extra information. In this way, the decoder is encouraged to generate diverse outputs in the process of inference rather than reconstructing the inputs only.

Our contributions can be summarized as follows:

- We propose a new model, Infer-AVAE, which unifies VAE with adversarial network under one framework to relieve GNNs from over-smoothing and improve the performance of VAE in attribute inference.
- Unlike existing works focusing on learning representations only, we specifically design a regularization term for the decoder to alleviate over-fitting by estimating mutual information.
- We evaluate the proposed model over 4 real-world social networks datasets. The results demonstrate that our model not only achieves performance improvements compared to baseline methods but also gets robust results under different settings of label sparsity.

The rest of this paper is organized as follows. In Section 2, the related work was introduced. In Section 3, we give the formal problem formulation of attribute inference. In Section 4, we introduce our model, including the framework and training strategy, in detail. In Section 5, the results of the experiments are presented and discussed. Finally, we ends the paper with conclusions and acknowledgements.

2. Related Work

2.1. Attribute Inference

There have a lot of methods been studied inferring attributes via social connections [16, 17, 6, 5, 8, 11]. Label
propagation (LP) is a semi-supervised method for spreading node attributes (labels) based on link structure [16]. BLA [17] makes use of interaction between users’ attributes and links and iteratively addresses the problems of link prediction and attribute inference to promote both performances. To further explore the relationship between attributes and social links, some methods [6, 5] discriminate attribute types and the corresponding links, and thus significantly outperform label propagation when inferring user attributes with multiple types. But these approaches need designing handcrafted features which are usually partial for complicated social networks and inefficient.

Recently, inspired by the success of graph representation learning on graph-related tasks, researchers [8, 11] used graph neural networks to learn latent representation for users and infer attributes according to the representations. For example, CAN [8] gets user embedding and attribute embedding collaboratively from relation data and attribute data using GCN, and the model can solve various problems on graphs including attribute inference. HGAT [11] incorporates attention mechanism in heterogeneous graph neural network and solves the problem of attribute inference (user profiling) with the help of relationships between multiple kinds of entities.

However, the learned representations usually contain too much irrelevant information and suffers from severe over-smoothing [12], which impedes these models from making accurate attribute inference in social networks.

### 2.2. Variational Auto-encoders

Variational Auto-encoders [18, 19, 20] are a kind of deep generative model that is comprised of an encoder and a decoder. CAN [8] uses Graph Convolution Networks (GCN) as encoder to get user embedding and attribute embedding, and regards inner product layer as decoder to generate user attributes from the two embedding with missing ones inferred. HAGT [11] uses Graph Attention Networks (GAT) as encoder to get user embedding and uses softmax function to get the final results. We argue that a simple combination of the GNN and VAE will generate representations containing too much noise. What’s more, their simple decoders lacks adequate inference ability to achieve satisfactory results on attribute inference.

Recently, inspired by GANs, the generative model achieved state-of-art performance in computer vision [15, 21, 22], there are works trying to improve the performance of VAEs through adversarial training [23, 24, 25] on images. A few researchers starts to use this insight on non-Euclidean data. ARGA [26] adapts adversarial training approach on VAE by forcing the embedding learned form encoder to match a prior distribution which is Gaussian distribution. AVAE [10] proposes a framework of VAE generating two kinds of embedding from the input data and trains a discriminator the discern the two, so that the robustness of VAE can be improved. We argue that our model is different from AVAE in that the two representations are generated for distinct purposes and the adversarial training strategy is totally different. The dual representations are learned by leveraging the characteristics of user attribute data in social networks, and adversarial training is leveraged to overcome over-smoothing in GNNs.

Meanwhile, some researchers also tried to improve VAEs performance on some specific problems with adversarial training. For example, VAEGAN [27] introduced an auxiliary discriminator to VAE to better approximate the data posterior, so that the model can get better performance on collaborative filtering. AGAE [28] developed an adversarial regularizer to train the encoder with an adaptive partition-dependent prior in order to improve VAE’s performance on clustering. All in all, those methods are either general models [26, 10] or developed for other applications [27, 28]. Most of them are usually designed to regulate latent representations to a certain distribution, while the data from social network can hardly be fitted by a simple distribute, as a result, these existing methods fail in meeting the need of attribute inference and achieving satisfactory results.

### 3. Problem Formulation

In this section, we will introduce some formal notations and formulate the problem of attribute inference.

#### 3.1. Attributed Network

Given a social network \( S \), we represent its set of users as \( V \), their links as \( E \), and their attributes as \( A \). In our settings, users have multiple attribute types\(^1\), e.g., gender, employer, college. Each attribute type can have multiple attribute labels, for example, gender can have attribute label male, female, and so on. Therefore, \( S \) can be represented as an attributed network \( G = (V, E, A) \). \( \forall a_j \in A \) is the attribute vector for \( v_i \) which records user labels of \( L \) attributes. \( a_{ij} \) is a nonzero integer indicates which attribute label of attribute type \( j \) user \( v_i \) owns. For example, if \( j = 0 \) indicates the attribute gender, \( a_{ij} = 1 \) indicates the gender of user \( v_i \) is male, \( a_{ij} = 2 \) indicates her gender is female, while \( a_{ij} = 0 \) means \( v_i \’s \) gender is unknown (attribute missing). For user with no missing attributes (no 0 in \( a_{ij} \)), their attributes are complete, and we represent them as \( V^F \); and the rest users, whose attribute data is incomplete, are represented as \( V^U \).

For convenience, we introduce adjacency matrix \( A \) and attribute matrix \( X \) to represent graph \( G \). For adjacent matrix \( A \in \mathbb{R}^{N \times N} \), where \( N \) is the number of users, \( A_{ij} = 1 \) if there’s a link between \( v_i \) and \( v_j \), otherwise \( A_{ij} = 0 \). For each attribute type, we convert \( a_{ij} \) (each column of \( A \)) to one-hot encoding vectors (zero vectors for \( a_{ij} = 0 \)) and concatenate one-hot encoding vectors of different attributes as users’ feature vectors and produce \( X \in \mathbb{R}^{N \times F} \), where \( F \) is the total number of attribute labels. \( X_{ij} = 1 \) if \( v_i \) owns label \( j \), otherwise \( X_{ij} = 0 \).

#### 3.2. Attribute Inference

Given an attributed network \( G \), we regard attribute inference as a semi-supervised problem which aims at inferring

---

\(^1\)In this paper, we use attribute type and attribute interchangeably.
missing attribute values for users in $Y^U$ using observed attribute data and large-scale unsupervised information in social connections. The formal format of attribute inference is as follows,

$$ (A, X) \xrightarrow{\Xi} \hat{X} \quad (1) $$

where $\Xi$ is the inference model and $\hat{X} \in \mathbb{R}^{N \times F}$ is the output attribute matrix after inference. $\hat{X}$ is a real value matrix indicating the probability of user owning each attribute label.

4. Methodology

In this section, we first give a description of our model’s general framework. Then we introduce each part of the model in detail and finally, illustrate how to optimize our model.

4.1. Framework

Under a VAE framework for attribute inference, the encoder of VAE takes observed attributes $X$ as input and produces latent representations by reparameterization trick. Then, the decoder uses the learned representations and generates reconstructed user attributes $\hat{X}$, which hopefully will complete the missing attributes in $X$. However, we find that VAE can easily suffer from over-fitting and over-smoothing in attribute inference. As shown in Figure 2, using MLPs as the encoder can match the training data well but the representations contains little useful information for inference, which leads to low accuracy in test set. While implementing the encoder with GNNs results in upsurge of performance due to aggregating promisingly useful information from neighbourhood in the learned representations. But recent studies found that GNNs have the issue of over-smoothing that they generate indistinguishable representations [12]. Over-smoothing hinders GNNs from improving models performance in attribute inference.

To solve the challenges mentioned above, we propose our model called Infer-AVAE to infer missing attribute values in the input attribute matrix based on adversarial variational autoencoders, which is illustrated in Figure 3. Our model is consisted of 4 components: MLP layers, GNN layers, decoder, and a discriminator. Specifically, to overcome the over-smoothing problem of GNNs, our model unifies VAE with adversarial network. Dual latent representations are generated from MLP layers and GNNs layers. MLP layers encode only the observed attributes into mid latent representations. GNN layers encode only the observed attributes into mid latent representations. GNN layers converges these mid latent representations according to social connections and produce user latent representation containing extra information. Then the adversarial network is employed to leverage the differences between the two representations and GNN layers is trained to aggregate less irrelevant information and learn more robust representations via adversarial training. After that, to improve the inference ability of decoder and alleviate over-fitting, we specifically design an extra regularization term in loss function. The regularizer measures the mutual information between dual latent representations and encourages the decoder to make use of extra information in the learned representations for attribute inference. Next, we will elaborate on the details of our model.

4.2. Generating Dual Latent Representations

In this section, we will describe how to generate dual latent representation for each user.

4.2.1. Embedding Observed Attributes

First, MLP layers are employed to embed users’ observed attributes, which are represented by attribute matrix $X$ here, into low-dimensional vector space and produce mid latent representations $Z_m$,

$$ q_{\phi_1}(Z_m|X) = f_{MLP}(Z_m; X, \phi_1) \quad (2) $$

where $f_{MLP}$ denotes the MLP layers which is consisted of multi-layer perceptrons [18], while $\phi_1$ denotes parameters of MLP. It is obvious that $Z_m$ only contains observed attribute data, while for users in $Y^U$ whose input attribute data is incomplete, the learned $Z_{m}^U$ is not useful for inferring missing attributes. To handle this limitation, we further leverage social connections to learn representations containing extra information.
4.2.2. Converging Information Through Graph Structure

Homophily is a common phenomenon in social networks, which means users tend to have connections with those sharing similar attributes [3, 4]. Inspired by homophily, we adopt graph neural networks to merge $Z_m$ according to network structure and have user latent representation $Z_u$ as output,

$$q_{\phi_2}(Z_u|Z_m, \mathbf{A}) = f_{GNN}(Z_u, Z_m, \mathbf{A}, \phi_2)$$  \hspace{1cm} (3)

where $f_{GNN}$ denotes GNN layers which in this paper is 2-layer GCNs [29], while $\phi_2$ denotes parameters of GNN layers. The user latent representation $Z_u$ can be learned by,

$$[\mu(Z_u), \sigma(Z_u)] = \tilde{\mathbf{A}} \text{ReLU} \left( \tilde{\mathbf{A}} Z_m W(0) \right) W(1)$$  \hspace{1cm} (4)

$$Z_u = \mu(Z_u) + \sigma(Z_u) \ast \epsilon$$  \hspace{1cm} (5)

where $\mu(Z_u)$ and $\sigma(Z_u)$ are the means and variances of the learned Gaussian embedding, $\epsilon \in \mathcal{N}(0, I)$ is Gaussian noise variable, $\text{ReLU}(\cdot) = \max(0, \cdot)$ is the non-linear activation function, $\tilde{\mathbf{A}} = \mathbf{D}^{-1/2} \mathbf{A} \mathbf{D}^{-1/2}$ is the symmetrized normalized adjacency matrix with $D_{ii} = \sum_j A_{ij}$ being $G$‘s degree matrix, and $\phi_2 = [W(0), W(1)]$ are trainable weights for GNN layers, respectively.

In this way, the learned $Z_u$ for each user contains not only their own attribute data in the observations, and also abundant extra information from their neighborhood which is promising to be useful for attribute inference due to homophily of users in social network.

4.3. Improving Robustness of Representations by Adversarial Network

After incorporating encoder with GNN layers, here comes another problem that GNNs easily suffer from over-smoothing and generate indistinguishable representations. Over-smoothing deteriorates GNNs’ performance in attribute inference severely for inference accuracy highly depends on the expressiveness of user’s representations. One reason that over-smoothing occurs is that GNNs over-mixes information and noise, the messages gotten from neighbourhood may be useless even harmful [13]. Once $Z_u$ contains too much irrelevant or noise information, the attribute data decoded from it will hardly match users’ real attributes. In this paper, we address this issue by training an adversarial network leveraging the differences between dual latent representations.

We notice that for users who are in $\mathcal{V}^L$ with complete attribute information in the observed data, the learned mid latent representation $Z_u^L$ contains enough information, while the learned user latent representation $Z_u^L$ after convolution contains redundant information which, on the contrary, may be noisy. Consequently, we develop an adversarial network to distinguish $Z_u^L$ (positive) from $Z_u$ (negative) so that it learns to judge whether there is noise in representations. The adversarial network $D$ is built on two layers of standard MLP where the output layer only has one dimension with a sigmoid function. The objective of the discriminator is as follows,

$$L_D = -E_{Z \sim p(Z_u)} \log D(Z) - E_{Z \sim p(Z_u)} \log(1 - D(Z))$$  \hspace{1cm} (6)

After training $D$, we use it to do adversarial training on GNN layers which act as the generator in GAN [15]. In adversarial training, GNN layers aims at generating $Z_u$ and cheating $D$ to regard $Z_u$ as $Z_u^L$. The equation for training GNN layers with $D$ can be written as,

$$L_{GNN} = -E_{Z \sim p(Z_u)} \log D(Z)$$  \hspace{1cm} (7)

In other words, $D$ and GNN layers play the maximin game with value function $V(GNN, D)$:

$$\min_{f_{GNN}} \max_D E_{Z \sim p(Z_u)} \log D(Z) - E_{Z \sim p(Z_u)} \log(1 - D(f_{GNN}(Z)))$$  \hspace{1cm} (8)

After iterative learning, GNN layers will generate robust representations that $D$ is hard to distinguish from the ones generated from MLP layers. In this way, the parameters of GNN layers will be optimized so that the learn user latent representations contain as little noise as possible.

4.4. Mutual Information Constraint

The decoder in vanilla VAEs is used to decode information from the learned latent representation and reconstruct observations while for attribute inference, we use the decode to generate $\hat{X}$ with the missing attribute values inferred using user latent representations $Z_u$,

$$p_{\theta_{dec}}(\hat{X}|Z_u) = f_{DEC}(\hat{X}; Z_u, \theta_{dec})$$  \hspace{1cm} (9)

where $f_{DEC}$ denotes the decoder, which in this paper is MLP with parameters $\theta_{dec}$, $\hat{X}$ denotes the reconstructed attribute matrix. The encoder and decoder in VAE will be trained as a whole by optimizing the loss function called evidence lower bound (ELBO) using the reparameterization trick [18] and stochastic gradient descent,

$$L_{VAE} = -E_{Z \sim q_{\phi_m}(Z_u|X,A)}[\log p_{\theta_{dec}}(\hat{X}|Z_u)] + KL(q_{\phi_m}(Z_u|X,A)||p(Z_u))$$  \hspace{1cm} (10)

where $\phi_m = [\phi_1, \phi_2]$ denotes parameters of the encoder and GNN layers and $KL(\cdot||\cdot)$ is the Kullback-Leibler (KL) divergence.

From the loss function above, we observe that the main objective of VAE is to reconstruct the input attribute matrix while hardly addresses the problem of inferring the missing part, which doesn’t meet the needs of attribute inference and makes VAEs suffer from severe over-fitting. In order to adapt VAE to attribute inference and improve decoder’s inference ability, we specifically design an additional term.
which is mutual information constraint in the loss function for training decoder.

As mentioned above, the learned mid latent representation $Z_m$ only encodes the information from observations, which means if send $Z_m$ to decoder directly, the output $\hat{X}_m$ can match the input attribute matrix well but fail in inferring the missing one,

$$ p_{de}(\hat{X}_m|Z_m) = f_{DEC}(\hat{X}_m; Z_m, \theta_{de}) \tag{11} $$

where $f_{DEC}$ denotes decoder the same as Eq.(7), while $\hat{X}_m$ denotes the reconstructed attribute data directly from $Z_m$.

Now, we have two pairs of reconstructed attribute matrix: $(X_m^L, \hat{X}_m^L)$, which belongs to users in $V^L$ with complete attributes in observations; $(\hat{X}_m^U, \hat{X}_m^U)$, which belongs to users with unknown attributes in the input data $V^U$. For an ideal decoder, we want the first pair to be close to each other because $X_m^L$ has the exact user information and $\hat{X}_m^L$ should be just the same; while the later pair should be different from each other because $X_m^U$ contains little information and $\hat{X}_m^U$ should decode as much extra information from user latent representations as possible. To implement such instinct, we introduce an extra term in loss function called mutual information constraint to train the decoder as a discriminator and use mutual information to evaluate the difference within each pair,

$$ L_{MI} = -MI(X_m^L, \hat{X}_m^L) + MI(\hat{X}_m^U, \hat{X}_m^U) \tag{12} $$

The mutual information constraint aims at maximizing mutual information between $(X_m^L, \hat{X}_m^L)$ while minimizing mutual information between $(X_m^U, \hat{X}_m^U)$. Following the previous two researches, we get mutual information here by calculating the lower bounds on MI, which is InfoNCE [30],

$$ MI(X, Y) \geq \mathbb{E}[\frac{1}{K} \sum_{i=1}^{K} \log \frac{1}{\mathbb{E}^{\frac{1}{K}} \sum_{j=1}^{K} e^{f(x,y)}}] \tag{13} $$

where the expectation is over $K$ independent samples, for the first pair $(X_m^L, \hat{X}_m^L)$, $K = |V^L|$; for the second pair $(X_m^U, \hat{X}_m^U)$, $K = |V^U|$. $f(x, y)$ is critic function and we choose the inner product critic [31] $f(x, y) = x^T y$.

4.5. Model Optimization

The final loss function of our model is as follows,

$$ L = L_{VAE} + \beta L_{GAN} + \lambda L_{MI} \tag{14} $$

where $L_{GAN} = L_D + L_{Gen}$ and all terms are presented in former equations. $\beta$ and $\lambda$ are hyper-parameters. All the hyper-parameters will be further discussed in Section 5.4.

To be specific, Infer-AVAE will be optimized according to Algorithm 1. Given attribute matrix $X$ and adjacent matrix $A$, in step 3, we generate dual latent representations $Z_m$ and $Z_u$ from the encoder. Then, in step 4, $Z_m$ and $Z_u$ will be sent to decoder respectively and decoder produces $\hat{X}_m$ and $\hat{X}_u$ correspondingly. The loss of VAE and mutual information constraint will be minimized and back-propagated at the same time. Then comes the adversarial training. In step 7, $Z_m^L$ and $Z_u$ is sampled and used to train the adversarial network $D$ in step 8. Parameters of GNN layers will be further updated by the output of adversarial network in step 9. After multiple iterations of training when the whole model finally converged, we will return the reconstructed attribute matrix $\hat{X}$ as the result of attribute inference.

**Algorithm 1** Infer-AVAE

**Input:** adjacency matrix $A$, attribute matrix $X$, iterations $r$, hyper-parameter $\beta$ and $\lambda$.

**Parameter:** network parameters $\phi_{en} = \phi_1, \phi_2$, $\theta_{de}$, $\theta_D$

**Output:** reconstructed attribute matrix $\hat{X}$

1. Initialize network parameters.
2. for $i = 1 \rightarrow r$
3. Generate dual latent representations $Z_m$ and $Z_u$;
4. Generate $X$ and $\hat{X}_m$ from $Z_u$ and $Z_m$;
5. Update $\phi_{en}, \theta_{de}$ by minimizing $L_{VAE} + \lambda L_{MI}$ in Eq.(14);
6. Update $\theta_{de}$ by minimizing $L_G$ in Eq. (12);
7. Sample $Z_m^L, Z_u^L$ from $Z_m, Z_u$;
8. Update $\theta_D$ by minimizing $L_D$ in Eq.(6);
9. Update $\phi_2$ by minimizing Eq.(7);
10. end for
11. Generate $\hat{X}$ from $Z_u$
12. return $\hat{X}$

5. Experiments

We provide experimental results to demonstrate the effectiveness of our proposed Infer-AVAE on real-world social network datasets. The experiments are designed to evaluate Infer-AVAE from three aspects: (1) Accuracy on attribute inference (2) Sensitiveness to different levels of label sparsity (3) Effectiveness of Infer-AVAE’s each component.

5.1. Experimental Settings

5.1.1. Datasets

To evaluate our proposed method in attribute inference, we chose three public social network datasets: Facebook100-Carnegie49 (fb-CMU), Facebook100-Carnegie49 (fb- Harvard) [33], Facebook dataset (fb-SNAP) from SNAP social network datasets [34]. What’s more, we collect data from
Facebook (fb-Ours) to further evaluate proposed model in inferring different attributes. Statistics of the four datasets are shown in Table 1. These social network datasets have multiple attribute types and corresponding attribute labels. Here, attribute types means attribute types like gender, education, employer, and so on. Labels means attribute labels under attribute types, e.g., label "male" and "female" of attribute gender.

In fb-CMU dataset, users have 6 attribute types including student/faculty status (6 labels), gender (2 labels), major (41 labels), second major/minor (42 labels), dorm/house (51 labels) and year (18 labels). In fb-Harvard dataset, users have 6 attributes including student/faculty status (6 labels), gender (2 labels), major (59 labels), second major/minor (59 labels), dorm/house (42 labels) and year (53 labels). In fb-SNAP dataset, users have 5 attributes including gender (2 labels), education (34 labels), location (75 labels), year of birth (40 labels), and hometown (98 labels). In fb-Ours dataset, users have 4 attributes including gender (2 labels), education (279 labels), and hometown (218 labels).

### 5.1.2. Baselines

We compare our proposed model with the following methods: vanilla VAE, 2 state-of-the-art attribute inference models (CAN and BLA), and 2 graph neural networks showing the best performance on graph representation learning (GCN and GAT). Note that GCN and GAT cannot directly used for attribute inference. In our experiments, we implement them under the framework of VAE, implementation details are shown in Section 5.1.4.

**VAE** Variational Auto-Encoder embeds input data into low dimensional representations that are sampled from Gaussian priors and reconstructs data through decoder [18].

**CAN** Co-embedding Attributed Networks learns the low-dimensional representations of nodes and attributes in the same semantic space basing on VAEs [8].

**BLA** Bi-directional joint inference for user Links and Attributes utilizes the mutual reinforcement between links and attributes and improves label propagation with link prediction [17].

**GCN** Graph Convolution Network is a semi-supervised learning algorithm on data of graph structure. It is widely used for node classification [35].

**GAT** Graph Attention Network is one of state-of-the-art graph neural network models. By learning different attention coefficients to neighbors, it can acquire a better representation of nodes [32].

### 5.1.3. Evaluation Metrics

In the experiments, we choose two metrics Accuracy and Macro – F1, which are widely used in attribute inference and user profiling problems [36], to evaluate the performance of our model. In the testing process, if the jth attribute of user i’s true label of is k and, according to X̂, the predicted value of user i’s k label is the largest in the labels of user i’s attribute j, then we regard user i’s attribute j as correctly inferred, which means label k of user i is true positive and the other labels of user i’s attribute j is true negative. For example, if user i’s true label of attribute "gender" (attribute j) is “female” (label k), when “female” label is larger than her other gender labels in X̂, which is “male” label, then “female” label is true positive for user i. The two evaluation metrics are calculated as follows [37].

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{15}
\]

where TP is the number of true positives (correctly inferred label belongs to the user), TN is the number of true negatives (correctly identified labels not belongs to the user), FP is the number of false positives (label mistakenly classified as belonging to the user), and FN is the number of false negatives (label mistakenly classified as not belonging to the user).

\[
\text{Macro – F1} = \frac{1}{L} \sum_{i=1}^{L} \frac{2 \cdot P_i \cdot R_i}{P_i + R_i} \tag{16}
\]

where L is the number of attributes, P_i is the precision of attribute i, and R_i is the recall of attribute i.

We conduct each experiment 20 times and report the mean values as the final scores.

### 5.1.4. Implementation Details

For all methods, we randomly split existing labeled user attributes into training set, validation set and test set with the ratio 80:10:10 following previous works [8]. The edges between users are all kept in the training set. During the training stage, we use the latent representations of all relevant users, but only the labels assigned to the users in the training set. In the validation and testing stages, we use the labels of users in the validation and test set to evaluate the methods.

For baselines, we implemented both vanilla VAE’s encoder and decoder with 2 layers of MLP. For GCN and GAT, we implemented them under the framework of VAE. We
| Method      | fb-CMU Accuracy | fb-CMU Macro-F1 | fb-Harvard Accuracy | fb-Harvard Macro-F1 | fb-SNAP Accuracy | fb-SNAP Macro-F1 | fb-Ours Accuracy | fb-Ours Macro-F1 |
|-------------|----------------|----------------|---------------------|---------------------|-----------------|----------------|-----------------|----------------|
| VAE         | 0.3812         | 0.077          | 0.2531              | 0.0319              | 0.2396          | 0.015          | 0.3014          | 0.1372          |
| CAN         | 0.4293         | 0.4316         | 0.4751              | 0.4986              | 0.4455          | 0.4374         | 0.4254          | 0.3659          |
| BLA         | 0.5795         | 0.5486         | 0.5353              | 0.5414              | 0.4180          | 0.4348         | 0.4110          | 0.4244          |
| GAT         | 0.6023         | 0.6232         | 0.5323              | 0.5836              | 0.4398          | 0.4721         | 0.5307          | 0.4377          |
| GCN         | 0.6099         | 0.6204         | 0.5693              | 0.5678              | 0.4171          | 0.4619         | 0.5043          | 0.4093          |
| Infer-AVAE w/o A | 0.6034       | 0.6107         | 0.5059              | 0.5149              | 0.4540          | 0.4818         | 0.4881          | 0.3988          |
| Infer-AVAE w/o M | 0.6216       | 0.6250         | 0.6165              | 0.6153              | 0.4563          | 0.4899         | 0.4836          | 0.3799          |
| Infer-AVAE  | **0.6542**     | **0.6666**     | **0.6431**          | **0.6413**          | **0.4737**      | **0.4975**     | **0.5613**      | **0.4644**      |

Table 2: Attribute Inference performance comparison by Accuracy and Macro-F1. Best results are shown in bold. w/o indicates Infer-AVAE without some component for ablation analysis.

Figure 3: Accuracy of each attribute in datasets fb-CMU and fb-Harvard.

used them separately as the encoder of VAE, and the decoder is implemented with 2 layers of MLP. For we implemented all the baselines based on the codes released by the authors.

The hyperparameters of all baselines are tuned to be optimal.

For Infer-AVAE, the dimension of MLP layer is 64, GNN layers consist of 2 layers of 64-dimensional GCN. The decoder is a 128-dimensional hidden layer and output layer, both of which are MLP. The learning rate for encoder and decoder is 0.01. Adversarial network is built with two hidden layers (16-dimensional, 4-dimensional MLP respectively) and there is a softmax layer to obtain the categorical probability before the output layer. Its learning rate is set as 0.001. We train our model for 500 iterations by Adam optimizer. The two hyper-parameters $\lambda$ and $\beta$ are set to 0.2 and 0.3, respectively. The discussion on the influence of hyper-parameters is in Section 5.4.

5.2. Comparison with Baselines

5.2.1. Overall comparison.

Table 2 shows the results between our proposed model and the baselines mentioned above. Infer-AVAE achieves the best performance on four datasets with both evaluation metrics, which illustrates the effectiveness of our proposed model. Next, we analyze the results from 3 aspects.

First, Infer-AVAE outperforms all the baselines in the experiments. In detail, we observe that vanilla VAE suffers from severe overfitting (also shown in Figure 2) and achieves low performance while CAN, GAT, and GCN have significant performance improvements after incorporating graph neural networks, which demonstrates the effectiveness of GNNs in learning more expressive latent representations. Infer-AVAE outperforms these GNN-based methods for generating more meaningful representations after filtering out noise information with the help of adversarial network. Moreover, the decoder of our model can make better use of the information in latent representations under the training of mutual information constraint. We notice that even though BLA and CAN achieved the state-of-art results under the evaluation metrics like AUC (Area Under Curve) and Precision@K [17, 8], they failed in showing satisfying results in our experiment settings where we aim to infer user’s specific label under each attribute. Such inference results are more meaningful and the completed user attributes are more useful for
downstream tasks like user profiling and personalized recommendation.

Second, Infer-AVAE achieves the best performance across 4 datasets. Take Accuracy for example, our model achieves 7.2%, 13.0%, 1.9%, 5.8% improvement over the most competitive method on the four datasets respectively. We observe that the performance of attribute inference models is highly influenced by the characteristics of datasets. Both Infer-AVAE and the baselines achieve relatively higher accuracy and Macro-F1 scores in datasets fb-CMU and fb-Harvard than in fb-SNAP and fb-Ours. That may be due to the reason that fb-CMU and fb-Harvard were collected within colleges where users are densely connected and the phenomenon of homophily is more obvious. While the data of fb-SNAP and fb-Ours was collected from open social networks where users may build relationship with each other due to various reasons, which is hard to infer their attributes according to social connections. In baseline methods, we find that GCN shows the most competitive performance in fb-CMU and fb-Harvard datasets, which indicates its advantage of leveraging task-specific graph structure. When it comes to fb-SNAP and fb-Ours datasets, GAT shows the ability to handle irrelevant linkages due to self-attention mechanism. But facing different datasets, Infer-AVAE is still able to achieve the best results, which illustrates the robustness of our proposed model.

Third, Infer-AVAE achieves stable performance in different attribute types. As shown in Figure ??, we explore our model’s effectiveness on each attribute type in datasets fb-CMU and fb-Harvard, both of which have 6 attributes. According to the histograms, our model not only achieved better overall performance but also has higher accuracy in most of attributes. In a nutshell, all the methods show similar trends that they achieved high accuracy in attributes with fewer labels (states, gender, and year) but had difficulty in inferring attributes with more labels (major, minor, and house). The phenomenon is caused by sparser user distribution in attributes with fewer labels and there are also fewer training (user, label) samples for models to learn. We observe that in attribute house that other baselines performed badly but our model is able to improve the accuracy to a large degree. This result may be caused by denoising the learned representation and decoder’s improved inference ability. After filtration, even though the input data of the attribute “house” is inadequate for inference, the representation can capture the correlation between “house” and other attributes so that it contains more information for decoder to generate and make more accurate inference. The decoder is able to make use of such auxiliary information by evaluating the mutual information between dual latent representations.

5.2.2. Performance under different settings of label sparsity.

Label sparsity is a factor we particularly care about in real world social network. We may face different sparsity of user attributes, the ideal attribute inference model should be robust enough to handle these conditions. In this experiment, we trained Infer-AVAE and baseline methods with different ratios of labeled attributes and compared their performances. Here, we set the test set fixed with 20% of all labeled attributes while changing the training set containing labeled attributes ranges from 10% to 80%. Note that there has already been uses missing attribute labels in these datasets, and this experiment further worsened data sparsity.

We report the results on the 4 datasets in Figure 4. When the ratio of labeled attributes decreases on datasets these datasets, the performance of all methods will drop accordingly, while Infer-AVAE achieves the best results in all conditions across the 4 datasets, which indicates the robustness of our proposed model. The superiority of Infer-AVAE may because when training data is sparse, the decoder is encouraged to make use of the extra information which GNN layers converges from the neighborhood. The decoder will not be restricted by the training data which is especially useful when training data is extremely sparse. While other methods will learn little knowledge due to limited input attribute data. When the number of labelled attributes increases, the adversarial network can guide GNN layers to filter out redundant information and generate robust representations, which leads to better performance than the baselines.

5.3. Ablation Analysis

5.3.1. Effectiveness of Adversarial Network.

Table 2 (Infer-AVAE w/o A) shows the results of our model on each dataset without adversarial network and adversarial training. By comparing Infer-AVAE w/o A with Infer-AVAE, we find that the performance will drop a lot using user representation gotten from GNN layers without adversarial training’s guidance and is no better than other GNN-based methods. That is reasonable because adversarial training is the key component of Infer-AVAE. As we have mentioned, the performance of VAE-based models depends heavily on the latent representa-
In this way, Infer-AVAE is less affected by over-smoothing. However, the performance decreases when the inputs. In this way, Infer-AVAE is less affected by over-
larger than 0.2. The reason is that when
presentation
use of the difference between the dual latent representations
is because decoder’s inference ability improved by making
distinguish
should be. If
should be and, more importantly, how different
representations can result in better performance than MLP (vanilla VAE), the embeddings contain too
much noise, which hinders the further improvements on accuracy of attribute inference. The adversarial network can
help regulate the GNN layers filter out noise information and learn more useful representations, which lays a solid foundation for accurate inference.

5.3.2. Effectiveness of mutual information constraint.
Table 2 (Infer-AVAE w/o M) shows the results of our model on each dataset without the regularization term, which is the mutual information constraint, in the loss function . Compare Infer-AVAE w/o A with Infer-AVAE, we find that the performance will drop accordingly without extra training. Only by learning to discriminate the two dual latent representations through evaluating mutual information, can the decoder better leverage the auxiliary information in user latent representations which is converged by GNN layers. After the training of the regularization term, the inference ability of the decoder is thus promoted and it can reconstruct data not limited by the input and alleviate overfitting.

5.4. Influence of Key Hyperparameters
We investigate the influence of two key hyperparameters in this section. Specifically, we evaluate how the hyperparameter $\lambda$ and $\beta$ affect the performance. We conduct this experiment on four datasets and obtain a similar trend. So we only report the results on the fb-CMU dataset for brevity in Figure 5.

5.4.1. Influence of $\lambda$
For the influence of hyperparameter $\lambda$, $\lambda$ indicates the degree of influence the regularizer mutual information constraint $\mathcal{L}_{MI}$ has on the decoder, that is how close $(\hat{X}_m,X^U)$ should be and, more importantly, how different $(\hat{X}_m,X^U)$ should be. If $\lambda = 0$, this means the decoder will not learn to distinguish $Z_m$ from $Z_u$. As $\lambda = 0$ gradually rises from 0 to 0.2, as shown in Figure 5(a), the performance improves. This is because decoder’s inference ability improved by making use of the difference between the dual latent representations and thus decodes more information from user latent representation $Z_u$ and generate diverse outputs instead of copying the inputs. However, the performance decreases when $\lambda$ goes larger than 0.2. The reason is that when $\lambda$ is too large, the training process will not be stable and generate diverse but useless outputs.

5.4.2. Influence of $\beta$
For the influence of hyperparameter $\beta$, $\beta$ indicates influence of adversarial training on GNN layers. The larger $\beta$ is, the more influence adversarial network has on the whole model. As shown in Figure 5(b), with proper adversarial training to regulate GNN layers, which is $\beta = 0.3$ in our experiments, it successfully improves the robustness of user latent representation $Z_u$. However when $\beta$ gets larger, the learned $Z_u$ will be over-regularized by $Z_m$. As a result, GNN layers can hardly converge information from neighbourhood leveraging information in social connections.

6. Conclusions
In this paper, we present an attribute inference model unifying VAEs with adversarial network called Infer-AVAE. Our proposed model alleviates the problem of over-smoothing and over-fitting in existing VAE-based attribute inference model and achieves better performance. Infer-AVAE first generates dual latent representations by incorporating encoder with MLP layers and GNN layers, and then adversarial network adopted to leverage the two representations for more robust latent representations. Moreover, by adding the mutual information constraint in loss function, the decoder’s inference ability is further improved after being trained to leverage auxiliary information in representations. Extensive experiments on real social networks have not only demonstrated Infer-AVAE’s significant performance improvements compared to the baseline methods but also its usability under various degrees of label sparsity.
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