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**ABSTRACT**

Federated Learning (FL) has become a practical and widely adopted distributed learning paradigm. However, the lack of a comprehensive and standardized solution covering diverse use cases makes it challenging to use in practice. In addition, selecting an appropriate FL framework for a specific use case can be a daunting task. In this work, we present UniFed, the first unified platform for standardizing existing open-source FL frameworks. The platform streamlines the end-to-end workflow for distributed experimentation and deployment, encompassing 11 popular open-source FL frameworks. In particular, to address the substantial variations in workflows and data formats, UniFed introduces a configuration-based schema-enforced task specification, offering 20 editable fields. UniFed also provides functionalities such as distributed execution management, logging, and data analysis.

With UniFed, we evaluate and compare 11 popular FL frameworks from the perspectives of functionality, privacy protection, and performance, through conducting developer surveys and code-level investigation. We collect 15 diverse FL scenario setups (e.g., horizontal and vertical settings) for FL framework evaluation. This comprehensive evaluation allows us to analyze both model and system performance, providing detailed comparisons and offering recommendations for framework selection. UniFed simplifies the process of selecting and utilizing the appropriate FL framework for specific use cases, while enabling standardized distributed experimentation and deployment. Our results and analysis based on experiments with up to 178 distributed nodes provide valuable system design and deployment insights, aiming to empower practitioners in their pursuit of effective FL solutions.

1 INTRODUCTION

Federated Learning (FL) (McMahan et al., 2017; Kairouz et al., 2021) has become a practical and popular paradigm for training machine learning (ML) models, and there are many existing open-source FL frameworks, such as TFF (TFF, 2022), Flower (Beutel et al., 2020), FATE (Liu et al., 2021) and FedScale (Lai et al., 2022a). However, unlike PyTorch (Paszke et al., 2019) and TensorFlow (Abadi et al., 2016) for ML, currently, there is not a unified systematic solution that is maturely developed for most use cases. FL practitioners often face the challenge of selecting the most suitable solution for specific use cases, which requires significant exploration effort. In addition, it is usually challenging to interpret and analyze the output of different FL frameworks given their different output formats and functionalities.

To tackle these challenges, we build UniFed (https://bit.ly/unifed), a standardization platform to facilitate easy experimentation with open-source FL solutions and enable real-world deployments. The platform unifies different frameworks and streamlines a consistent end-to-end workflow covering most FL use cases.

Figure 1 provides an overview of the UniFed platform. A user first interacts with the framework recommendation UI to find potential matching frameworks. To run experiments, the user then fills in the form in the configuration generation UI. The generation UI provides detailed options about algorithm, model, and data source selection as well as training parameters. However, unlike PyTorch (Paszke et al., 2019) and TensorFlow (Abadi et al., 2016) for ML, currently, there is not a unified systematic solution that is maturely developed for most use cases. FL practitioners often face the challenge of selecting the most suitable solution for specific use cases, which requires significant exploration effort. In addition, it is usually challenging to interpret and analyze the output of different FL frameworks given their different output formats and functionalities.
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The contribution of this paper is summarized as follows. (1) To understand the challenge of standardizing FL frameworks, we conduct developer surveys and code-level investigations to compare eleven existing open-source solutions, summarizing their functionalities, such as the supported FL algorithms and privacy protection mechanisms. (2) To address the substantial variations in workflows and data format, based on our observation of existing solutions, we built UniFed, a unified platform to standardize the input, execution, and output of different FL frameworks, streamlining the workflow for distributed FL experimentation and deployment consistently. (3) Based on UniFed, we evaluate the model and system performance of all eleven FL frameworks on a diverse collection of FL setups covering horizontal and vertical settings. We consolidate the comparison results and offer valuable insights to facilitate potential FL framework recommendations for different use cases.

2 RELATED WORK

2.1 Existing FL datasets

There are two kinds of federated datasets used in the experiments of FL studies: 1) simulated federated datasets by artificially partitioning a centralized dataset into multiple clients; 2) real federated datasets where the client datasets are collected from different sources. For the first category, existing FL studies (McMahan et al., 2017; Luo et al., 2021; Fallah et al., 2020; Cheng et al., 2021; Wu et al., 2020) usually use the centralized image datasets (e.g., MNIST, CIFAR-10) or tabular datasets (e.g., credit) for partitioning due to their popularity and ease of use. FATE (Liu et al., 2021) provides a collection of simulated federated datasets varying from images, tabular data, to sensor data. For the second category, LEAF (Caldas et al., 2019) collects six datasets that naturally fit the cross-device horizontal FL setting. For example, Sentiment140 in LEAF is a federated text dataset of tweets by considering each Twitter user as a client. However, as mentioned in (Kairouz et al., 2021), there lack of open-source real feature-partitioned datasets for vertical FL.
We consider both simulated and real FL setups in diverse application domains. Specifically, considering the real-world usage of FL frameworks, we adopt the datasets from LEAF (Caldas et al., 2019) to evaluate cross-device horizontal FL. For cross-silo horizontal FL and vertical FL, we adopt datasets from FATE (Liu et al., 2021), covering representative applications from finance to healthcare.

2.2 Existing FL frameworks

There are many system construction efforts on building FL frameworks to support various FL scenarios. In this work, we focus on open-source FL frameworks that are available for evaluation. Here we identify three general categories along with representative examples and provide detailed comparisons in Section 3.3.

All-in-one frameworks cover most FL-related techniques in both horizontal and vertical FL settings. Such FL frameworks, including FATE (Liu et al., 2021), FedML (He et al., 2020), PaddleFL (PaddleFL, 2022), Fedlearner (Fedlearner, 2022), FederatedScope (Xie et al., 2023), and TFF (TFF, 2022), focus on supporting different use-cases.

Horizontal-only frameworks aim to provide easy-to-use APIs for users to develop horizontal FL algorithms, e.g., Flower (Beutel et al., 2020), FLUTE (Dimitriadis et al., 2022), FedScale (Lai et al., 2022a).

Specialized frameworks are designed for specific purposes instead of general FL, including CrypTen (Knott et al., 2021) and FedTree (Li et al., 2022a). CrypTen provides secure multi-party computation (Yao, 1986) primitives, while FedTree is designed for FL with decision trees.

2.3 Existing FL benchmarks

Existing FL benchmarks (1) mainly curate federated datasets from various domains and (2) develop own FL implementations (which may not be comprehensive enough for industrial purposes) to evaluate FL algorithms on their proposed datasets (Caldas et al., 2019; Hu et al., 2020; He et al., 2021; Lai et al., 2022b; Lin et al., 2022; Li et al., 2022b; Liang et al., 2020; Chai et al., 2020). Specifically, LEAF (Caldas et al., 2019) is a popular benchmark including 6 FL tasks on synthetic, CV and NLP data, but it only evaluates FedAvg. FLBench (Liang et al., 2020) proposes 9 federated datasets in medicine, finance, and IoT domains, yet without any empirical evaluation. OARF (Hu et al., 2020) collects a total of 22 datasets on CV, NLP, and GIS tasks for horizontal FL and tabular datasets for vertical FL, and evaluates algorithm utility under differential privacy. To generate non-IID FL datasets from existing centralized datasets, NIID-Bench (Li et al., 2022b) proposes 6 partitioning strategies and compares several FL algorithms on its partitioned datasets. FedEval (Chai et al., 2020) compares FedAvg and FedSGD on existing FL datasets and provides privacy and robustness evaluation. To accelerate the FL research on more domains and tasks, FedNLP (Lin et al., 2022) creates 4 federated NLP datasets and FedGraphNN (He et al., 2021) provides 36 federated graph datasets. FedScale (Lai et al., 2022b) incorporates 20 federated datasets spanning various tasks on CV, NLP, RL, and also a client system behavior dataset. FLINT (Wang et al., 2023) discusses simulations of cross-device settings.

In summary, existing benchmarks mainly focus on creating federated datasets in different tasks, either from natural client data or from artificially partitioned centralized datasets, to evaluate FL algorithms. However, they do not provide a unified platform to systematically evaluate different FL frameworks that are built with industry efforts in practice. To fill in this gap, we build a unified platform UniFed, which provides the option to incorporate and compare eleven open-source FL frameworks with 15 common FL setups to cover different FL settings, data modalities, tasks, as well as workload sizes.

3 SYSTEM DESIGN

3.1 Workflow overview

Integrating diverse FL frameworks poses a significant challenge, owing to the distinct usage and learning processes associated with each framework. To tackle this issue, UniFed implements a modular design that seamlessly facilitates the entire workflow of FL. As illustrated in Figure 2, the user starts by selecting a setup and a framework according to our recommendation, specifying the training details following the configuration format without prior knowledge about certain FL frameworks. With the specification, the user connects with the training nodes through our distributed task management module and sends the well-formatted configuration file. The task management module distributes the task to the execution module on each node. The execution module interprets the configuration into specific operations using the selected setup and framework to conduct the training in a distributed way. After the task execution, each node generates a local log reflecting the training procedure also in a unified format. The log files are collected for further investigations with rich integration with different data analysis platforms.

Through our modular design, UniFed unifies different FL frameworks across input, execution, and output stages. To unify the input stage, UniFed provides a setup loading module with rich example setups and a consistent configuration format. To unify the execution stage, UniFed incorporates multi-host task management and node execution modules to simplify distributed evaluation. To unify the output stage, UniFed designs an event-focused logging format.
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Figure 2. An end-to-end FL workflow across input, execution, and output stages facilitated by UniFed.

3.2 Input stage: example setup collection and the setup loading module

FL setups vary in participant setting, input data modality, and task types. UniFed supports setups in both horizontal and vertical settings, depending on whether the data split among participants is on instances or features. Specifically, for horizontal settings, it supports both cross-silo and cross-device setups, with scales from two participants to hundreds. As discussed in Section 2, we collect 15 representative setups for evaluation. Our collection covers various ML task types and input data modalities of tabular, image, text, and others. We summarize the characteristics in Table 1.

UniFed provides a setup loading module for accessing the setup collection, facilitating experiments with different frameworks and training parameter selections. It automates the source dataset download and caching, splits datasets with a deterministic partition across different clients to stably generate setups for evaluation reproducibility, and is compatibly usable in different FL framework implementations for easy integration. The setup loading module is also easily customizable to add more example setups or connect with real-world data sources.

3.3 Input stage: unified configuration interface with enforcement

UniFed allows users to access rich functionalities in 11 different open-source FL frameworks. These frameworks have different system designs, use different libraries, and target different privacy protection goals. As a result, there are huge differences in how they operate. We first investigate the functionality support in these FL frameworks. Building upon our observations of the accessible choices and parameters, we proceed to design a universal configuration interface that enables the definition of an FL task capable of running on any of these frameworks.

To investigate the functionality support, we conduct surveys targeting framework authors and maintainers and also explore the implementation ourselves to get first-hand experience. We designed a questionnaire form with 18 questions reflecting the framework support from the perspectives of model types, deployment, privacy protection, and utility. We sent out the questionnaires to the maintainer teams of all 11 frameworks and received 5 official replies covering around a hundred critical answers. The design of the questionnaire form and detailed discussions are in Appendix B. To confirm the survey results and get further details, we explore the open-source implementations and evaluate their support for different models in different participant settings. Based on the survey and verified by our integration and testing, we summarize our findings about the functionality support of different frameworks in Table 2 and the usability features of different frameworks in Table 3.

Based on our observations of available functionalities, we design a configuration schema to reflect options provided by different FL frameworks. To run FL tasks, UniFed users only need to create a configuration JSON file, and UniFed system automates the rest of the procedure following the configuration as the blueprint. Furthermore, UniFed also provides wizard UI\(^1\) to guide the users in configuration file generation, which is as simple as filling an interactive form as shown in Figure 1. Specifically, the JSON-formatted configuration includes 6 main fields and 14 optional fields, covering selections of the framework, training algorithm, model architecture, evaluation setup, deployment mode, and various training parameters. Leveraging a structural

\(^1\)https://bit.ly/unifed-wizard
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| Setting           | Setup name                  | Modality  | Task type                          | Performance metrics | Number of clients | Number of samples |
|-------------------|-----------------------------|-----------|-----------------------------------|---------------------|------------------|------------------|
| cross-device      | celeba (Liu et al., 2015)   | Image     | Binary Classification             | Accuracy            | 894              | 20,028           |
|                   | femnist (LeCun; Cohen et al., 2017; Caldas et al., 2019) | Image     | Multiclass Classification (62 classes) | Accuracy            | 178              | 40,203           |
|                   | reddit (Caldas et al., 2019) | Text      | Next-word Prediction              | Accuracy            | 813              | 27,738           |
| cross-silo        | breast_horizontal (bre)     | Medical   | Binary Classification             | AUC                 | 2                | 569              |
|                   | default_credit_horizontal (Yeh & Lien, 2009; Dua & Graff, 2017) | Tabular   | Binary Classification             | AUC                 | 2                | 22,000           |
|                   | give_credit_horizontal (giv) | Tabular   | Binary Classification             | AUC                 | 2                | 150,000          |
|                   | student_horizontal (Cortez & Silva, 2008; Dua & Graff, 2017) | Tabular   | Regression (Grade Estimation)     | MSE                 | 2                | 395              |
|                   | vehicle_scale_horizontal (Siebert, 1987; Dua & Graff, 2017) | Image     | Multiclass Classification (4 classes) | Accuracy            | 2                | 846              |
| vertical          | breast_vertical (bre)       | Medical   | Binary Classification             | AUC                 |                  |                  |
|                   | default_credit_vertical (Yeh & Lien, 2009; Dua & Graff, 2017) | Tabular   | Binary Classification             | AUC                 |                  |                  |
|                   | dvisits_vertical (Cameron et al., 1988) | Tabular   | Regression (Number of consultations Estimation) | MSE                 |                  |                  |
|                   | give_credit_vertical (giv)  | Tabular   | Binary Classification             | AUC                 |                  |                  |
|                   | motor_vertical (mot)        | Sensor data | Regression (Temperature Estimation) | MSE                 |                  |                  |
|                   | student_vertical (Cortez & Silva, 2008; Dua & Graff, 2017) | Tabular   | Regression (Grade Estimation)     | MSE                 |                  |                  |
|                   | vehicle_scale_vertical (Siebert, 1987; Dua & Graff, 2017) | Image     | Multiclass Classification (4 classes) | Accuracy            |                  |                  |

Table 1. Evaluation setups in UniFed. UniFed borrow 15 datasets from existing works to cover different FL settings, modalities, task types, and workload sizes.

schema definition file, the automatically generated UI not only reduces the human learning effort but also provides strong enforcement to prevent malformed configurations with invalid value combinations.

### 3.4 Execution stage: distributed task management and node execution modules

FL involves asymmetric computation procedures on multiple machines. Managing such distributed computation introduces significant challenges. Existing FL frameworks employ different workflows for distributed training. Some of them focus on simulation only and their workflows require further wrapping for real-world deployment. UniFed bridges the gap between different user experiences among frameworks and provides necessary system features to support realistic deployment.

Specifically, in UniFed, we identify three major challenges for managing distributed FL training in a realistic setting: multiple execution separation, dynamic committee formation, and bridging framework differences. First, many frameworks handle one training run by default, providing scripts for a single execution without organizing the output result. However, real-world FL training often involves the reuse of the local data across multiple runs and requires separation in their computation procedure. Second, many frameworks assume known participants on known machines before execution, while in the real world, the committee is often decided by the instantiation of the training task rather than before the system set-up. Last, although UniFed configuration provides a consistent way to define an FL task, there still exist great differences between the setup procedure and operation in different FL frameworks. Realizing the specified training procedure consistently across different FL frameworks still requires significant effort.

UniFed incorporates a distributed task management module and a node execution module to tackle the above challenges. The distributed task management module provides APIs on a command node to connect with participant nodes, while the execution management module is deployed on each participant node. Specifically, we employ three key designs in response to the challenges in realistic FL training. To support multiple training procedures and provide separation, in the distributed task management module, we pack an FL training procedure as an asynchronous distributed task and employ task management: assigning task IDs, managing their states, and queuing the computation request. Each FL training task is defined by a configuration file discussed in Section 3.3. Then later in the node execution module, training runs with different task IDs are conducted in the separated space. To support customized set-up for specific
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| Framework | FATE | FedML | PaddleFL | Fedlearner | FederatedScope | TFF | Flower | FLUTE | FedScale | CrypTen | FedTree |
|-----------|------|-------|----------|------------|----------------|-----|--------|-------|----------|---------|---------|
| Model support - Horizontal | 🟢 | 🟢 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | N/A | 🟢 |
| Regressor | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | N/A | ✓ |
| Neural network | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | N/A | ✓ |
| Tree-based model | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | N/A | ✓ |
| Model support - Vertical | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Regressor | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Neural network | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Tree-based model | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Deployment support | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Single-node simulation | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Multi-host simulation on one machine | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Multi-host simulation on multiple machines | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Edge-device deployment (e.g., mobile) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Table 2. Functionality support in different FL frameworks. Asterisks(*) indicate a claimed support for certain functionalities that are missing or cannot run in the open-source implementation. TF stands for “TensorFlow”.

| Framework | FATE | FedML | PaddleFL | Fedlearner | FederatedScope | TFF | Flower | FLUTE | FedScale | CrypTen | FedTree |
|-----------|------|-------|----------|------------|----------------|-----|--------|-------|----------|---------|---------|
| Networking protocols | Customized | gRPC | gRPC | µRPC | µRPC | µRPC | µRPC | µRPC | Torch Distributed | µRPC | ✓ |
| Privacy protection against the semi-honest server | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Does not require a third party aggregate | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Aggregator does not access to individual gradients/updates | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Privacy protection against semi-honest peer clients | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Clients do not learn gradients from other clients | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Model parameters are partially revealed to clients | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Privacy protection in the FL model | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Private training mechanisms (e.g., DP-SGD) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Utility | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| GPU support | Customized | gRPC | gRPC | µRPC | µRPC | µRPC | µRPC | µRPC | Torch Distributed | µRPC | ✓ |
| Rich Optimizers | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| ML backend | PyTorch, TF | PyTorch | Customized | PaddlePaddle | TF | PyTorch, TF | TF, JAX | PyTorch, TF, JAX, etc. | PyTorch | PyTorch, TF | Only SGD |

Table 3. Usability feature comparison in different FL frameworks.

Frameworks and form the committee dynamically, in the node execution module, we add a pre-training step for participants to exchange communication address information and prepare the framework execution environment. Then during the execution, the node execution module interprets the configuration and translates it into operations following the workflow in the selected FL framework. The distributed deployment of the two modules free UniFed users from digging into details of how specific framework operates, allowing them to focus on the important model training and parameter tuning.

3.5 Output stage: event-focused logging with analysis platform integration

In addition to unifying the input of the configuration file in Section 3.3, and the training process in Section 3.4, UniFed also aligns the output of the FL training and simplifies its analysis. The output of an FL training procedure usually consists of two parts: the model checkpoints and the meta-information about the training procedure. In UniFed, we keep the model checkpoints generated by FL frameworks as is and focus on the meta-information. This is because the trained models are usually already in good shape for being deployed with the original framework. In addition, there are existing orthogonal efforts (e.g. (Bai et al., 2019)) bridging the gap between different model formats.

In practice, the meta-information about the FL training procedure is often reported in both the standard output of the training process and the logging files. However, even though different FL frameworks offer the same type of information, the information is often provided in different workflows and formats. For direct and consistent comparison, UniFed designs its own format for tracking meta-information output. Specifically, it uses event-focused distributed logging to track the training details reflecting both the model performance (AUC, MSE, and accuracy) and system performance (training time, communication size, and memory usage).

The design to handle output from different FL frameworks should satisfy three requirements: distributed, expressive, and comprehensive. As the training procedure is on multiple machines, distributed tracking with views from all participants is informative for performance analysis. Considering various FL algorithms involve different protocol steps and various metrics should be tracked, the output format needs
to be expressive and flexible. Not all frameworks provide all the required information for a fair comparison, to conduct a comprehensive analysis, an additional mechanism is required for adding the missing and unaligned information.

To match the requirements, UniFed augments its node execution module with both the training and a post-training stage. First, to provide separate views from different participants, each node generates its local log and later sends it back to the command node to form a group of distributed logs. Second, to reflect the changes in training and protocol steps and report both computation and communication-related consumption, the log records the timestamped training event start and end with relevant metrics. Finally, to generate such logs, if the off-the-shelf FL framework has already provided the required information, we aligned the information to our format by adding a conversion in the post-training stage. However, if the framework itself does not track the required information, following a minimal modification principle, we create patches targeting specific frameworks to generate the required log. We summarize the main modifications of our patch in Appendix C.

With our structural and expressive logging format, UniFed also facilitates convenient integration with data analysis platforms. For example, we build connector modules to provide native support to existing MLOps and visualization platforms, porting our format to match their APIs. The MLOps platform helps provide easy model performance comparisons tracking the training parameter selection, while the visualization platform provides detailed illustrations for profiling the distributed procedure and analyzing system performance. With UniFed, FL practitioners can easily compare different FL frameworks and gain insights into both model and system performance on various training setups using different frameworks.

4 EXPERIMENT

UniFed facilitates easy FL experimentation and deployment with a rich framework, algorithm, and model support. While our main goal is to provide a platform for FL researchers and practitioners to use, in this section, we conduct experiments based on UniFed to show its ability to run and compare different FL frameworks. UniFed supports metrics for different tasks, including AUC for binary classification, MSE for regression, and accuracy for multi-class classification. Also, UniFed includes important factors to reflect the system performance including training efficiency, communication cost, and resource consumption. Based on our experiments, we summarize insights to guide the selection and configuration of frameworks. For conciseness, here we present the key insights and representative experimental results in the main paper and put additional experiment results in Appendix D.

Not all selected frameworks support distributed deployment. Furthermore, for the ones that allow distributed evaluation, some of them only support simulators on worker nodes that act as different clients in different rounds. To measure model performance, simulations are sufficient as they usually perform the same computation procedure as the distributed version. However, the comparison of system performance is only meaningful when the frameworks are in deployment mode. With such considerations, in the rest of this section, we first discuss our implementation and evaluation environment. Then, we discuss our experiment in different settings to provide insights on framework usage and configuration selection. Moreover, through experiments, it becomes apparent that relying solely on a single framework often imposes limitations on functionality. The versatility offered by UniFed allows one to seamlessly experiment with multiple frameworks while adhering to a unified workflow, facilitating convenient exploration for the optimal choice for each encountered setup.

4.1 Implementation

We implement and have released UniFed system discussed in Section 3. Specifically, the distributed task management module uses gRPC (gRPC Authors) to communicate task status and configurations with execution modules. We wrap the data loading for datasets from (Liu et al., 2021), further automate the file caching from (Caldas et al., 2019), and fix the dataset splits for the evaluation setup following the procedures and parameters in the previous works. For each framework, we create a separate code patch following the principle of minimal intrusion and resource consumption. We explain the details about separate patches for frameworks in Appendix C. We implement W&B (Biases, 2022) and Grafana (Grafana Labs) connectors to support potential further analysis. We use node exporter in Prometheus (Prometheus Authors, 2012) to collect certain system metrics. An example of CPU, memory, and network IO monitoring for distributed environment is provided in Appendix D.3.

Machines All cross-silo experiments use AWS r6i.2xlarge instances with 8 vCPU (2.90GHz) and 64 GiB RAM, and cross-device experiments with AWS r6i.xlarge instances with 4 vCPU (2.90GHz) and 32 GiB RAM. All instances are running Ubuntu 20.04 LTS.

Hyperparameters For femnist dataset, we randomly select a subset of clients out of 178 clients at each round. Each client uses the SGD algorithm with a batch size of 8, a learning rate of 0.001, and a momentum of 0.9 to update its
local model for 1 local epoch. We run the FL algorithm for 2000 rounds to converge. For given credit_horizontal dataset, we select all clients and update the local models with SGD for 1 local epoch. The batch size is 64, the learning rate is 0.01 and the momentum is 0.9, and we run 30 rounds. In addition, for default_credit_vertical dataset, we use a batch size of 128, a learning rate of 0.01, and a momentum of 0.9 to update its local model for 1 local epoch. We run the FL algorithm for 10 rounds to converge. Similarly, for breast_horizontal dataset, every client runs the SGD algorithm with a batch size of 32, a learning rate of 0.01, and a momentum of 0.9 to update its local model for 1 local epoch. We run 30 rounds for the FL algorithm to converge. For default_credit_horizontal we use a batch size of 64, a learning rate of 0.01, and a momentum of 0.9 to update its local model for 1 local epoch. We run the FL algorithm for 30 rounds to converge. We refer the readers to Appendix A for versions of the evaluated FL frameworks.

4.2 Cross-silo horizontal setting: the model selection dominates the framework selection

Cross-silo horizontal setups often involve a few participants with different sets of data instances but the same feature set. As the simplest among the three settings in terms of the system orchestration and communication pattern, the implementations of training algorithms from different frameworks are often similarly efficient. In our experiment, we observed consistently good system performance for all candidates, where the convergence is usually within ten minutes. For model performance, we observe that the selection of model is decisive, similar to centralized ML training.

We first observe that when fixing the algorithm and model configuration, the framework selection does not introduce observable differences in the final model performance. Table 4 show representative comparisons for the use of FedAvg on regression and NN-based models among different frameworks. In Table 4, the difference between 3-layer MLP model performance is within 0.9%. For tree-based models, in our evaluation, Fate and FedTree achieve the same AUC (86.10).

Isolating the factor of framework selection, we further observe that, similar to centralized training, to get better model performance, one should carefully choose the model type. Table 5 compares the NN-based model and tree-based model among the five setups in our collection. For results from different frameworks, we choose the best one available for comparison here. As we can observe, the tree-based model achieves better performance in most setups except for the "vehicle_scale_horizontal" with a small difference. Similar to centralized ML training, the tree-based model demonstrates an advantage as in our FL setups, the feature numbers are limited.

4.3 Cross-silo vertical setting: the algorithm selection leads to significant system trade-offs

The cross-silo vertical setting often involves two participants. However, the privacy protection required by the feature split makes the solution more complicated. We observe that, unlike cross-silo horizontal settings, the system performance difference is significant for frameworks implementing various vertical algorithms. Particularly, when considering the characteristics of computation, communication cost, and resource consumption, different algorithms provide clear trade-offs.

As discussed in Table 2, the supported model types in the vertical setting include regression, NN, and tree-based models. Here we compare the system performance to train the same model with different algorithms. The first step is to find candidates that provide the required training functionalities. Fedlearner, FedTree, and FATE implement the distributed training of tree-based models, while Crypten, PaddleFL, FATE, and Fedlearner support the training of regression and NN-based models. However, in practice, for PaddleFL, we fail to run the sMPC example following the official instructions in its latest release 1.2.0 and its split learning feature is removed. Similarly, the official distributed deployment tool for FATE failed to be installed on standard AWS servers. While Fedlearner supports distributed training for tree-based models, it only provides the network with one hidden layer for split learning off-the-shelf thus is not general to run any MLP for a fair comparison.

Table 6 provides a performance comparison. We record the total transmitted bytes from all participants and sum it up to measure the communication cost. As shown in the table, there is a huge system performance difference between different algorithm implementations. As indicated by the analysis of the log, we observe the pattern that Fedlearner is only consuming one CPU core on the machine, thus is slower than FedTree (which uses 4 to 8 cores) implementation but consumes less memory because of the smaller parallel workload. Between FedTree and Crypten, we observe that sMPC-based NN training also only use one core, is generally slower, introduces significant communication cost, but consumes less memory. We conclude that existing tree-based vertical FL frameworks are more efficient than NN-based FL frameworks.

4.4 Cross-device horizontal setting: parallelism and sampling cause performance difference

Cross-device setups often involve more participants and thus harder to deploy. While certain frameworks use local simulators acting as different clients to reduce the simulation cost, with UniFed, we run evaluations in the actual deployment environment with hundreds of machines. Here we present the training results on 178 machines (with potentially a few
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| Model            | FedML | Flower | FLUTE | FedereatedScope | FedScale | FATE | TFF | Fedlearner | PaddleFL |
|------------------|-------|--------|-------|-----------------|----------|------|-----|------------|----------|
| Regression       | 78.85±0.46 | 73.21±5.44 | 76.11±5.55 | 77.93±1.11 | 78.53±0.00 | 67.36±0.67 | 77.56±1.40 | 78.56±0.68 | 77.75±0.08 |
| SLP              | 83.07±0.10 | 82.93±0.39 | 83.02±0.08 | 83.12±0.08 | 82.96±0.00 | 82.81±0.16 | 83.56±0.66 | 83.19±0.11 | 82.82±0.01 |
| 3-layer MLP      | 83.37±0.03 | 83.51±0.06 | 83.42±0.08 | 83.39±0.08 | 83.31±0.00 | 83.01±0.08 | 83.31±0.70 | 83.39±0.16 | 82.73±0.02 |

Table 4. Model performance comparison across different frameworks supporting FedAvg in the setup “give_credit_horizontal”. Most framework implementations achieve similar model performance.

| Name             | alg&model     | 1st perf       | 2nd perf       | 3rd perf       |
|------------------|---------------|----------------|----------------|---------------|
| breast_horizontal (AUC) | HistSecAgg gbd6_64_6 | 100.00±0.00% | FedAvg mlp128_128_128 | FedAvg mlp128 |
| default_credit_horizontal (AUC) | HistSecAgg gbd6_64_6 | 77.72±0.00% | FedAvg mlp128_128_128 | FedAvg mlp128 |
| give_credit_horizontal (AUC) | HistSecAgg gbd6_64_6 | 86.10±0.00% | FedAvg mlp128_128_128 | FedAvg mlp128 |
| student_horizontal (MSE) | HistSecAgg gbd6_64_6 | 22.56±0.98 | FedAvg mlp128_128_128 | FedAvg mlp128 |
| vehicle_scale_horizontal (Accuracy) | FedAvg mlp128_128_128 | 100.00±0.00% | FedAvg mlp128 | HistSecAgg gbd6_64_6 |

Table 5. Model performance comparison in different setups. The top 3 model algorithm pairs are reported.

| Name             | alg&model     | 1st perf       | 2nd perf       | 3rd perf       |
|------------------|---------------|----------------|----------------|---------------|
| Fedlearner       | SecureBoost GBDT | SecureBoost GBDT | CryptTen sMPC | 3-layer-MLP |
| Time             | 9513.9s | 456.0s | 688.1s | 66.15G |
| Total comm       | 1.33G | 1.46G | 66.15G | 66.15G |
| Memory           | 0.69G, 0.40G | 2.16G, 0.64G | 0.38G, 0.38G | 0.38G, 0.38G |
| Final perf       | 81.41% | 81.89% | 78.86% (10 epochs) | 78.86% (10 epochs) |

Table 6. Performance comparison in vertical setup “default_credit_vertical”. Memory consumption for both participants are reported.

| Name             | alg&model     | 1st perf       | 2nd perf       | 3rd perf       |
|------------------|---------------|----------------|----------------|---------------|
| Flower           | FedML         | Fedlearner     |                |               |
| Time             | 57.4s | 48.4s | 66.2s | 81.42G |
| Total comm       | 0.62G | 0.58G | 0.83G | 1.82G, 1.63G |
| Memory           | 2.12G, 1.64G | 1.18G, 1.08G | 1.18G, 1.08G | 1.82G, 1.63G |

Table 7. System performance comparison for training a LeNet in setup “femnist”. Memory consumption on aggregator (left) and client (right) nodes in each cell are reported separately.

| Name             | alg&model     | 1st perf       | 2nd perf       | 3rd perf       |
|------------------|---------------|----------------|----------------|---------------|
| Flower           | FedML         | Fedlearner     |                |               |
| Time             | 82.13% | 80.40% | 69.06% |               |

Table 8. Model performance comparison for training LeNet in setup “femnist”.

For Flower and FedML, we run 25 epochs sampling 20% clients each time to train a LeNet model. However, Fedlearner does not support the sub-sampling of the clients. To align the training procedure for a preliminary comparison, we run 5 epochs of training on Fedlearner targeting all the clients. Table 7 summarizes the results. We note that FedML achieves better system performance than Flower, probably due to different sampling procedures in its implementation. In addition, although Fedlearner handles the same total workload with similar time consumption, it should have completed faster due to higher parallelism in its 5 epochs. Considering that a complete training would require at least 2000 epochs, the absolute system performance difference could be significant in real-world deployment.

In terms of model performance, we present the result in Table 8 after more training rounds: 2000 rounds for Flower and FedML, and 400 rounds for Fedlearner. Fedlearner’s performance is significantly lower due to low training efficiency caused by gradient descent on data from all clients.

To better understand the reason behind the model performance difference between Flower and FedML, we investigated their implementations and concluded that the difference is mainly due to the different sampling procedures in the two frameworks. In Flower, each client uses the same fixed set of instances for training across different epochs, while the server samples different subsets of clients in each epoch. On the other hand, in FedML, although all clients are connected to the server, only a fixed subset of clients is sampled for all epochs, and each client samples different sets of instances from the dataset for simulation. Although both cases calculate model gradients from a random subset of instances sampled from the dataset, the mathematical procedure for selection is not the same.

To conclude, in cross-device settings, for framework selection one should consider the trade-off between the sampling
method (which has potential influences on model performance) and system performance.

5 DISCUSSION AND FUTURE WORK

With UniFed, framework developers can easily comprehend potential bottlenecks in development. Moreover, based on our observations (Table 2) and on experiments (Section 4), UniFed provides framework recommendations for the given FL setup. Specifically, FL practitioners can first analyze the qualitative requirement of the use case and narrow down the scope with Table 2. Then referring to example setups with similar settings discussed in Section 4 to gain performance insights, they can start trying out different options conveniently with UniFed. Furthermore, the procedure could be automated with additional modeling. As an example shown in Figure 1, we built a default decision tree\(^3\) in UniFed that uses interactive questions to help select frameworks based on our findings.

There are the following future directions to further improve UniFed: (1) we expect more datasets can be incorporated into UniFed as the FL studies grow, especially for vertical FL. (2) We will periodically check the latest and representative FL frameworks (e.g., OpenFL (ope), FLSim (fls), OpenFed (Chen et al., 2021)) and include them into UniFed. Furthermore, the procedure could be automated with additional modeling. As an example shown in Figure 1, we built a default decision tree in UniFed that uses interactive questions to help select frameworks based on our findings.

(3) We may evaluate the fairness, incentives and personalization of FL frameworks when there are enough frameworks supporting these lines of research. (4) We plan to launch open competitions to make existing frameworks more secure and efficient.
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A FRAMEWORK VERSIONS

Versions We specify the versions of the evaluated frameworks in Table 9. We use the corresponding ML backend for each framework as listed in Table 2. For the frameworks supporting more than one ML backend, we choose TensorFlow for FATE because almost all of its official examples are using TensorFlow; we use PyTorch in Flower because covers the most examples provided by Flower; for FederatedScope and FedScale, we use PyTorch because it is their default supports, and their tutorials also use PyTorch.

B SURVEY ON FL FRAMEWORKS

Survey design We designed a questionnaire form with 18 questions reflecting the framework support from the perspectives of model types, deployment, privacy protection, and utility. The original form is available at https://bit.ly/unifed-survey. Specifically, for both horizontal FL and vertical FL, we consider the model supports for regression, neural networks, and tree-based models. Regarding the support for deployment, we consider various scenarios such as single-host simulation, multi-host simulation on a single machine, and multi-host simulation on different machines, etc. In terms of network protocols, our considerations include gRPC, MPI, and Torch Distributed. When it comes to privacy protection, we assess the following aspects:

- The extent of client access to model parameters (e.g., completely hidden from the clients, partial disclosure, full access).
- Whether clients have access to model gradients/updates from other clients.
- Whether the aggregator has access to individual model gradients/updates.
- Whether the framework supports private training mechanisms (e.g., DP-SGD, perturbed gradient, perturbed model update).
- Whether the framework provides formal differential privacy (DP) guarantees for private training, such as user-level DP and sample-level DP.

Regarding utility, we take into account several factors. These include whether the framework provides its own (probably naive) test and performance benchmarks, whether it supports GPU, and its compatibility with various types of neural networks. We also consider the framework’s support for different machine learning optimizers and its compatibility with popular ML backends such as PyTorch, TensorFlow, and JAX. Additionally, we consider the usability features of different frameworks, particularly their documentation support. This involves evaluating the availability and quality of documentation provided for the frameworks. Concretely,

1. A tutorial should give a step-by-step explanation for code writing, leading the user from the installation to a first successful end-to-end FL training procedure.
2. Example source code files should demonstrate the use of framework APIs and can serve as boilerplate for supporting new but similar application scenarios.
3. Fine-grained API documentation should exhaustively explain the available configuration options to handle different FL scenarios in different network topologies and train different types of models.

We sent out the questionnaires to the maintainer teams of all 11 frameworks and received 5 official replies covering around a hundred critical answers. Based on the survey and verified by our integration experience, we compare the functionality support of different frameworks in Table 2 and the usability features of different frameworks in Table 3.

Supported algorithms We compare the algorithm implementations, possible client failures, and asynchronous aggregation supports of FL frameworks in Table 10. For the horizontal FL setting, FedAvg is the only algorithm that is supported by all frameworks except for specialized frameworks. That is why we only evaluate the horizontal settings on FedAvg for RQ1. To handle data heterogeneity, some frameworks (FedML, FederatedScope, TFF, FedScale) support FedProx (Li et al., 2020) or FedNova (Wang et al., 2020). For adaptive server optimizations, FedML, FederatedScope, Flower and FedScale support FedOpt (Reddi et al., 2020), FedAdam (Reddi et al., 2020), FedAdagrad (Reddi et al., 2020) or FedYogi (Reddi et al., 2020), which enable use of adaptive learning rates without increase in client storage or communication costs, and ensure compatibility with cross-device FL. In contrast to the wide range of supports on horizontal settings, vertical FL is only supported by a part of the frameworks, and there is no vertical algorithm that is universally supported by all these frameworks. For example, Fedlearner only supports MLP with one hidden layer for split learning, while FederatedScope only supports regression.

C CODE PATCH DETAILS IN EACH FL FRAMEWORK

FATE provides a service interface named FATE-Flow which allows FL training task submission in the format of pipelines. We write Python scripts using FATE-Pipeline to construct various FL training pipelines. To run evaluation scenarios from our scenario loader, we upload the corresponding data records with pipeline-upload to FATE-Flow. For comprehensive logging for global analysis, we add tracking in the
pipeline Python script and also inject code patches to FATE libraries.

FedML provides the flexibility to implement custom data-loading modules and model architectures. It also uses a configuration file to indicate the dataset, the model architecture, and the training parameters. Therefore, we are able to adapt our configuration file to FedML’s format and use its Python script to start the training. We track all metrics with our code patch.

PaddleFL provides an interface for defining models. We modify its demo Python scripts to adapt our scenarios and calculate the target model performance metrics. To get the system performance metrics, we inject our logging code to its core. We also shorten the sleep time after each epoch and wait action in this framework from 3s/5s to 0.2s to speed up our evaluation procedure. We find the split learning algorithm for vertical scenarios in this framework does not work because the code generation function for the grpc proto file is commented in its setup.py, and the demo code can not run normally. And we also can not run the demo code for mpc in its latest official docker image.

Fedlearner provides an interface to define both the model

and metrics in its FedAvg algorithm implementation. We set our models and expected metrics in our Python script to test our scenarios. In its tree-based model architecture, it provides parameters to set the necessary training parameters. However, its split learning model is hard to customize. By default, it only provides one-layer networks and it needs significant efforts to support three layers networks. Similar to FedML, We track all metrics we need by our code patch in it.

TFF provides a wrapped interface for simulation on a single host and we can get the model performance metrics and system performance metrics we need from it directly. So we write the corresponding Python scripts.

Flower requires self-defined training and evaluating procedures. Thus, we write our evaluation code to build different evaluation scenarios and get the model performance metrics through it. And we also add a code patch to get the system performance metrics from it.

FLUTE starts training procedures from configuration files. So we write a script to convert our evaluation scenario and dataset into its format and define our model in the configuration file. In addition, we inject our logging system into its codebase to get both the model performance metrics and system performance metrics.
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CrypTen provides a PyTorch-like Python API, so we write a Python script to define our model and pass our data. And we also use our Python script to start the evaluation and get the model performance metrics and parts of system performance metrics like computation cost. To get the communication cost, we patch our logging system into its statistics-related module.

FedTree is a framework written in C++ and also supports starting from configuration files. We write a script to convert the evaluation scenario to its configuration file and start the evaluation. Because of its C++ backend, it’s hard to directly inject our logging patch into it, so we use a script to convert its log information into our logging files.

FedScale is a scalable and extensible open-source federated learning (FL) engine and benchmark. We mainly work with its code of model and dataset while injecting our logging system into it.

FederatedScope provides some examples of dataset and model customization, where we write specifically-formatted code files in a specific directory. These datasets and models are registered into the framework when the configuration calls them. We also write a script to convert our scenarios and parameters into its configuration format, which is required to start training. For unified logging, we leverage a code patch to inject our logging system into the original code of the framework.

D EXPERIMENTAL OUTPUT AND ADDITIONAL RESULTS

In the main paper, we only cover representative results to demonstrate our findings. In this section, we demonstrate the evaluation metrics supported by UniFed and present the additional experimental results that are not covered in the main paper.

D.1 Metrics

Our logging output covers various metrics including model performance and system performance. To get the performance metrics such as the time consumption of computations and communications, the size of communication data, and the model performance, we need to track the execution procedure of the target framework. We inject our logging system into the target FL framework codebase to track the timestamp and meta-information about the beginning and the ending of certain events. Here in Figure 3 is an example of the log format.

D.2 Model performance

While UniFed supports 15 different FL scenarios, in addition to “give_credit_horizontal” presented in Section 4.2, we select four scenarios to compare the model performance across different frameworks covering finance (“default_credit_vertical”), healthcare (“breast_horizontal” and “breast_vertical”), and image classification (“femnist”). The results are presented in Table 11 to Table 15 (we omit the frameworks if they do not support the corresponding settings). From the results, we observe that the frameworks achieve similar model performance given the same model in most cases since they have the same underlying algorithms. Also, we have the following interesting findings.

- FATE has limited support in the cross-device setting (e.g., femnist). This limitation arises from a file naming issue within FATE, which prevents it from scaling to handle hundreds of clients effectively. Also, FATE has a relatively low performance when using logistic regression in “breast_horizontal”, which might be relevant to its default early-stop behavior triggered by convergence.

- PaddleFL consistently exhibits lower model performance compared to other frameworks in the femnist scenario. This discrepancy can be attributed to PaddleFL’s utilization of a distinct machine learning back-end, PaddlePaddle (Ma et al., 2019).

- Vertical FL, unlike horizontal FL, encounters limited support within existing FL frameworks. Furthermore, unlike the widely used FedAvg algorithm in horizontal FL and lossless federated training of GBDT, there is no commonly agreed de-facto approach for vertical federated training of neural networks. These factors contribute to performance differences between frameworks.

In summary, UniFed offers framework developers a convenient tool for comparing model performance and identifying anomalies, facilitating debugging and framework improvements. Additionally, to minimize the effort of trying multiple frameworks, users can refer to our recommended framework selection tree for choosing the most suitable framework for a given scenario.

D.3 System performance

UniFed enables live tracking for all evaluation nodes. In addition to the statistics reported in the main paper, UniFed also tracks the dynamics in the training procedure. In Figure 4, we provide an example of using Grafana to illustrate the system performance tracking during the training procedure. We can directly observe the sampling procedure in Flower framework from CPU usage.
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Figure 3. Logging format.

Table 1. Model performance comparison across different frameworks in the setup "breast_horizontal".

| Model      | FATE       | FedML       | PaddleFL      | FederatedScope | TFF       | Flower       | FLUTE       |
|------------|------------|-------------|---------------|----------------|-----------|--------------|-------------|
| Regression | 0.624±0.001 | 0.982±0.002 | 0.981±0.001   | 0.986±0.001    | 0.981±0.003 | 0.981±0.001  | 0.982±0.002 |
| SLP        | 0.98±0.002  | 0.97±0.003  | 0.98±0.002    | 0.98±0.001     | 0.98±0.003  | 0.98±0.001   | 0.98±0.001  |
| 3-layer MLP| 0.98±0.002  | 0.98±0.001  | 0.98±0.002    | 0.98±0.001     | 0.98±0.001  | 0.98±0.003   | 0.98±0.003  |

Table 2. Model performance comparison across different frameworks in the setup “femnist” sampling 20 clients.

| Model      | FedML       | PaddleFL      | FederatedScope | TFF       | Flower       | FLUTE       | FedScale       |
|------------|-------------|---------------|----------------|-----------|--------------|-------------|----------------|
| Regression | 0.044±0.011 | 0.066±0.008   | 0.004±0.003    | 0.064±0.014 | 0.038±0.004  | 0.037±0.002  | 0.127±0.017    |
| SLP        | 0.647±0.004 | 0.533±0.035   | 0.655±0.006    | 0.676±0.007 | 0.652±0.011  | 0.602±0.008  | 0.674±0      |
| 3-layer MLP| 0.699±0.005 | 0.594±0.015   | 0.698±0.006    | 0.757±0.062 | 0.690±0.016  | 0.589±0.009  | 0.637±0.027   |
| LeNet      | 0.808±0.006 | 0.770±0.011   | 0.834±0.001    | 0.816±0.059 | 0.816±0.005  | 0.744±0.027  | 0.633±0.015   |

Table 3. Model performance comparison across different frameworks in the setup “breast_vertical”.

| Model      | FATE       | FedML       | FederatedScope | CrypTen       |
|------------|------------|-------------|----------------|---------------|
| Regression | 0.967±0.011 | 0.988±0.002 | 0.937±0.034    | 0.996±0        |
| SLP        | X          | 0.993±0.001 | X              | 1.0±0         |
| 3-layer MLP| 1±0        | 0.995±0.001 | not supported  | 1.0±0         |

Table 4. Model performance comparison across different frameworks in the setup “default_credit_vertical”. We run FATE for only one epoch due to its slow training speed (>6 hours per epoch). We run FedML for 50 epochs since it achieves only 0.5 AUC given 10 epochs.

| Model      | Framework   | breast_horizontal | breast_vertical | default_credit_vertical |
|------------|-------------|--------------------|-----------------|-------------------------|
| GBDT       | FATE        | 0.986±0            | 1±0             | 0.820±0                 |
|            | FedTree     | 1±0                | 1±0             | 0.814±0                 |
|            | Fedlearner  | X                  | 1±0             | 0.819±0                 |

Table 5. Model performance comparison between FATE and FedTree using GBDT across different setups. The training of GBDT is deterministic so the standard derivation is zero.
Figure 4. Example of CPU, Memory, and Network IO monitoring in FL training.