Identification of Babbitt Damage and Excessive Clearance in Journal Bearings through an Intelligent Recognition Approach
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Abstract—Journal bearings play an important role on many rotating machines placed on industrial environments, especially in steam turbines of thermoelectric power plants. Babbitt damage (BD) and excessive clearance (C) are usual faults of steam turbine journal bearings. This paper is focused on achieving an effective identification of these faults through an intelligent recognition approach. The work was carried out through the processing of real data obtained from an industrial environment. In this work, a feature selection procedure was applied in order to choose the features more suitable to identify the faults. This feature selection procedure was performed through the computation of typical testors, which allows working with both quantitative and qualitative features. The classification tasks were carried out by using Nearest Neighbors, Voting Algorithm, Naïve Associative Classifier and Assisted Classification for Imbalance Data techniques. Several performance measures were computed and used in order to assess the classification effectiveness. The achieved results (e.g., six performance measures were above 0.998) showed the convenience of applying pattern recognition techniques to the automatic identification of BD and C.
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I. INTRODUCTION

Many rotating machine failures are related to bearing faults [1-5]. Journal bearings (JB) are usually found in heavy industries that include large rotating machines, whose early fault identification can yield a favorable impact on plant availability [6-9]. The stable operation of JB requires the clearance not to exceed the operating boundaries. If the clearance is out of bounds, mechanical instabilities in the shaft rotation, such as oil whirl, oil whip, looseness, or journal-to-bearing contact can arise [10, 11]. Mechanical stress due to these instabilities can also cause damage on the bearing babbitt surface, particularly, the oil whip is an unsafe operation that may cause severe damage on the machine [9-11]. Journal bearings are inspected during the maintenance process by a clearance measuring procedure, as well as an accurate examination of the babbitt surface; if a high-level damage occurs then a re-babbitting procedure will be necessary. Babbitt damage (BD) and excessive clearance (C) have been widely addressed in several researches [9-13].

Several classification methods have been applied on the automatic diagnosis of JB faults [14-33]. However, no research work addressing the automatic detection of BD and C in cylindrical journal bearings, through data gathered from real industrial environments, have been found by the authors of this paper, despite cylindrical journal bearings (CJB) are among the most common types of hydrodynamic journal bearings used by the turbomachinery [34, 35].

Even though the staff specialized in the diagnostic of JB faults evaluates a wide range of features expressed by numerical, ordinal and nominal variables (mixed features) [36-38], most research works addressing JB faults use only numerical variables, which are mainly vibration features extracted from both time and frequency domains [14-33]. Expert knowledge was previously considered in [38], but such a work only addressed the feature selection task.

This paper is focused on the automatic identification of BD and C in CJB by means of the processing of mixed features extracted from data gathered at a real industrial environment. The proposed methodology involves a feature selection procedure as a primary step, and then, the application of several classifiers. The mixed features processing is provided by the application of the Logical Combinatorial Pattern Recognition approach (LCPR) [39].

This paper is organized as follows: Section II provides a brief summary of previous works on the automatic fault diagnosis of JB. Section III presents some concepts and tools of the LCPR approach. The main features of the JB vibration spectrum that are traditionally used for diagnostics purposes are presented in Section IV. Section V presents the features and datasets used in this work. Section VI describes the proposed methodology. Section VII shows the main results and related discussions, and Section VIII presents the conclusions and future works.

II. REVIEW OF PREVIOUS WORKS ON AUTOMATIC FAULT DIAGNOSIS OF JOURNAL BEARINGS

Both supervised and unsupervised classification methods have been applied on the automatic diagnosis of JB faults [14-33]. While most of such works have used either data collected from a testbench [16-31] or data obtained from numerical models of faults [32, 33], just a few has used data gathered from a real life environment [14, 15]. For example, in [32, 33],
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different conditions of ovalization and wear were simulated by using numerical models. The classification methods used in these works were based on Convolutional Neural Networks (CNN) and resulted in a good accuracy. In [16-18], several faults (related to oil supply, looseness and bearing surface damages), induced in a journal bearing testbench, were diagnosed by means of Artificial Neural Networks (ANN) and Deep Neural Networks (DNN); a high effectiveness was achieved. Different friction and wear conditions were diagnosed in [24-26]. In these works, two test rigs were used and both Random Forest Classifier (RFC) and Support Vector Machines (SVM) were successfully applied. In [19-23], the effective diagnostic of unbalance, misalignment, rubbing and oil whirl was performed by applying Fisher Discriminant Analysis (FDA), Multilayer Perceptron (MLP), CNN and SVM. The data was gathered from a Bently-Nevada RK4 rotor kit and a feature selection procedure was implemented through the application of the Fisher Discriminant Ratio (FDR), Deep Belief Network (DBN), Kullback-Leibler Divergence (KLD) and Probability of Separation (PoS). In [27], a CNN classifier was applied on contact rubbing, block looseness, rotor unbalance and misalignment diagnostics. The results were compared with those obtained by SVM and a Probabilistic Neural Network (PNN). In that work, two testbenches were used. In [28], Genetic algorithms (GA) and ANN were used in order to identify three different lubrication conditions induced in a journal bearing test bed. The inadequate lubrication, oil starvation, corrosion, metal-to-metal contact, and extreme wear in the main journal bearing of an internal combustion engine were the faults addressed in [29-31]. In these works, k-Nearest Neighbor (kNN), Fisher Linear Discriminant (FLD), ANN and SVN classifiers were satisfactory applied. In [15], DBN, MLP, FDA and Self-Organizing Map (SOM) were the techniques used in order to diagnose the misalignment, the rubbing and the oil whirl produced in both a Bently-Nevada RK4 rotor kit and the journal bearings of a 500 MW steam turbine in a power plant. Several malfunctions like friction, abnormal lubrication and C were accurately diagnosed by means of Linear Discriminant Analysis (LDA), FDA and SVM techniques [14]. Such work was performed on induction motors and generators under full load conditions.

However, none of the previously mentioned paper address the automatic detection of BD and C in CJB, through data gathered from real industrial environments.

III. BRIEF INTRODUCTION TO LCPR APPROACH

LCPR constitutes an approach suitable to deal with mixed data (i.e., both quantitative and qualitative features) in feature selection and pattern classification applications. This approach provides several useful tools for processing mixed and incomplete data [39]. LCPR involves multiples comparison criteria to establish comparisons between the values of a feature. A comparison criterion (CC) is a mathematical formulation that allows for computing the similarity or dissimilarity between the values taken by a feature for two different objects. The following CCs are two examples that allow for determining the dissimilarity between either nominal or numerical features, respectively:

\[
CC_1(X_{s}(O_i), X_{s}(O_j)) = \begin{cases} 
1 & \text{if } X_{s}(O_i) \neq X_{s}(O_j) \\
0 & \text{otherwise} 
\end{cases}
\]

(1)

\[
CC_2(X_{s}(O_i), X_{s}(O_j)) = \begin{cases} 
1 & \text{if } |X_{s}(O_i) - X_{s}(O_j)| > \sigma, \\
0 & \text{otherwise} 
\end{cases}
\]

(2)

where \(X_{s}(O_i)\) and \(X_{s}(O_j)\) are the values of the feature \(s\) for the objects \(O_i\) and \(O_j\), respectively, and \(\sigma\) is the standard deviation of the values taken by the feature \(s\), in case of being a numerical feature. The output takes values ‘0’ or ‘1’ indicating that the comparison results are similar or dissimilar, respectively. For example, Table 1 presents three objects described by two features: the feature 1 (a nominal feature) and the feature 2 (a numerical feature).

Then, CC1 can be used in order to compare the values taken by feature 1 and CC2 can be used for the values taken by feature 2. Assuming that the standard deviation of feature 2 is \(\sigma_2=0.28\), the comparison \((Cr)\) between the three objects results yields:

\[
Cr = \begin{bmatrix} 
1 & 1 \\
0 & 1 \\
1 & 0 
\end{bmatrix}
\]

where the row 1 is the result of comparing \(O_1\) and \(O_2\): “dissimilar” for both features. The row 2 is the result of comparing \(O_1\) and \(O_3\): “similar” for feature 1 and “dissimilar” for feature 2. And the row 3 is the result of comparing \(O_2\) and \(O_3\): “dissimilar” for feature 1 and “similar” for feature 2.

The feature selection can be accomplished by means of a useful tool: The Typical Testor (TT) computation. A testor (T) is defined as a subset of features that allows for differentiating between any two objects that belong to different classes; CCs defined for the comparison of such features are used. A TT is an irreducible T; that is, if any feature of a TT is removed, then the TT stops being a T [39]. Therefore, a TT is the most compact form in which a testor can appear. In a pattern recognition problem, the set of all TTs contains all the minimum-length subsets of features that allow for class differentiation. The TTs make contribution to both the classification process and the selection of only the more significant features.

Sometimes, the computation of the whole set of TTs can take long times. This is due to the algorithms need to check several features subsets, bounded by the exponential of the number of features. Undoubtedly, this is a non-polynomial problem that could incur in a high computational cost. Several algorithms or methods have been developed for the minimization the TT searching time [40]. In this work, the TTs were computed by means of one of the most powerful algorithms: the fast-BR algorithm [41].

TABLE I. EXAMPLE OF OBJECT DESCRIPTION

| Object | Feature 1 | Feature 2 |
|--------|-----------|-----------|
| \(O_1\) | 1Xh       | 3.07      |
| \(O_2\) | 2Xv       | 1.78      |
| \(O_3\) | 1Xh       | 2.03      |
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According to the pattern classification task, testors bring out an idea about which features are more significant or which features provide more information. Accordingly, the importance of a feature can be assessed by the number of TTs that include such a feature [39]. That is,

$$P(x) = \frac{\omega(x)}{\omega}$$

(3)

where \(\omega\) is the number of TTs and \(\omega(x)\) is the number of TTs that include the feature \(x\). According to equation (3), the higher the number of TTs that include a feature, the higher the importance of such a feature. In addition, the feature importance can be assessed through the dimensions of the TTs that include such a feature [39]. That is,

$$L(x) = \frac{1}{\psi(x)} \sum_{i=1}^{\psi(x)} I_i$$

(4)

where \(I_i\) is the number of features of each TT including the feature \(x\), and \(\psi(x)\) is the number of TTs that include the feature \(x\). According to equation (4), a feature is more important as it is found in shorter TTs. Finally, the feature importance can be expressed as follows [39]:

$$\rho(x) = \alpha P(x) + \beta L(x)$$

(5)

where \(\alpha\) and \(\beta\) are weighting coefficients of \(P(x)\) and \(L(x)\), respectively. Then, the features selection is completed by removing the resulting features with importance values below thresholds empirically established.

IV. FEATURES OF THE JOURNAL BEARING VIBRATION SPECTRUM

Vibration analysis is essential for the condition evaluation of journal bearings [37]. Frequency domain representations of vibration signals bring out features very significant to JB fault diagnosis [21]. The spectrum of the journal bearing vibration signals usually exhibits several harmonics. If \(X\) is the value of the rotational speed in Hz, then some features of the vibration spectrum that are usually inspected for diagnostics purposes are [21, 37]: the synchronous spectral component (the amplitude of the spectral component at frequency \(1X\)), its harmonics (the amplitudes of the spectral components at frequencies corresponding to integer multiples of \(1X\), e.g., \(2X, 3X, \ldots\)), its inter-harmonics (the amplitudes of the spectral components between successive harmonics, e.g., \(1.5X\)), and its sub-synchronous (the amplitudes of the spectral components under frequency \(1X\), e.g., \(0.4X\)).

Figure 1 shows an example of a real JB velocity vibration spectrum, where some of the aforementioned features can be seen. Taking into account that the rotational speed is 3600 revolutions per minute (60 Hz), the more predominant spectral components are the harmonics \(1X, 2X, 3X, 4X, 6X\) and \(8X\). These features could be used for automatic JB fault diagnosis [20, 21, 33]; however, in several cases many of them could either appear at very low amplitudes or be not visible in the spectrum (e.g., the sub-synchronous, inter-harmonics or some harmonics components do not appear in the spectrum shown in Figure 1). In such cases, these features will not be contributing with meaningful information to the diagnosis process.

Other features, such as ratios between the aforementioned features, as well as different statistical measures, can also be extracted from the vibration spectrum [20, 31].

V. FEATURES AND DATASETS SUPPORTING THE CLASSIFICATION TASKS

From the set of features of the velocity vibration spectrum, presented in Section 3, this work addressed the use of the features that provided the information more useful to the diagnosis procedure. In this work, a new approach of feature arrangement was applied: while a small number of features is well defined, another group of features is undetermined and will be defined by the spectral components representing the largest amplitudes. In this work, 35 mixed features were used for the pattern classification task; a brief description of them is presented in Table 2.

The feature 1 was the synchronous spectral component of the horizontal vibration; features from 2 to 6 were the highest-amplitude spectral components of the horizontal vibration, regardless the frequencies at which they were given rise; feature 7 was the synchronous spectral component of the vertical vibration; features from 8 to 12 were the highest-amplitude spectral components of the vertical vibration, regardless the frequencies at which they were given rise; features from 13 to 17 were the ratios of the highest-amplitude spectral components of the horizontal vibration (features from 2 to 6) to the synchronous spectral component of the horizontal vibration (feature 1); features from 18 to 22 were the ratios of the highest-amplitude spectral components of the vertical vibration (feature 7); feature 23 was the ratio of the synchronous spectral component of the horizontal vibration (feature 1) to the synchronous spectral component of the vertical vibration (feature 7); and features from 24 to 35 were the names (nominal features) of the spectral components denoted by features from 1 to 12 arranged in descendant order according to their values. The nominal features allow for the identification of the spectral components selected as the first 12 features and supply information about their amplitude order. Two examples of the set of features can be found in Table 3.
TABLE II. FEATURE DESCRIPTION

| No. | Value description (H: Horizontal Vibration; V: Vertical Vibration) | Frequency | Domain (R: Real; N: Nominal) |
|-----|------------------------------------------------------------------|-----------|-----------------------------|
| 1   | amplitude of the synchronous component (H), 1Xh                 | Rotational| R                           |
| 2   | highest amplitude of a spectral component (H) different to 1Xh  | ?         | R                           |
| 3   | second highest amplitude of a spectral component (H) different to 1Xh | ?     | R                           |
| 4   | fifth highest amplitude of a spectral component (H) different to 1Xh | ?     | R                           |
| 5   | amplitude of the synchronous component (V), 1Xv                 | Rotational| R                           |
| 6   | highest amplitude of a spectral component (V) different to 1Xv  | ?         | R                           |
| 7   | second highest amplitude of a spectral component (V) different to 1Xv | ?     | R                           |
| 8   | fifth highest amplitude of a spectral component (V) different to 1Xv | ?     | R                           |
| 9   | rate of value of feature 2 to the value of feature 1            | --        | R                           |
| 10  | rate of value of feature 3 to the value of feature 1            | --        | R                           |
| 11  | rate of value of feature 6 to the value of feature 1            | --        | R                           |
| 12  | rate of value of feature 8 to the value of feature 7            | --        | R                           |
| 13  | rate of value of feature 9 to the value of feature 7            | --        | R                           |
| 14  | rate of value of feature 12 to the value of feature 7           | --        | R                           |
| 15  | rate of value of feature 1 with the highest amplitude            | ?         | N                           |
| 16  | rate of value of feature 1 with the second highest amplitude     | ?         | N                           |
| 17  | name of the feature from 1 to 12 with the highest amplitude      | ?         | N                           |
| 18  | name of the feature from 1 to 12 with the second highest amplitude | ?     | N                           |
| 19  | name of the feature from 1 to 12 with the twelfth highest amplitude | ?     | N                           |

TABLE III. TWO EXAMPLES OF SET OF FEATURES

| Objects | Features Values |
|---------|-----------------|
| object 1 | 5.03, 1.61, 1.04, 0.76, 1.43, 1.84, 1.45, 1.24, 1.15, 0.78, 0.32, 0.21, 1.05, 1.02, 0.87, 0.81, 0.55, 3.52, 1.24, 3Xv, 2Xh, 2Xv, 1Xv, 4Xv, 5Xv, 6Xh, 3Xh, 4Xh, 6Xv |
| object 2 | 3.13, 0.51, 0.39, 0.32, 0.16, 0.12, 3.27, 1.71, 1.52, 1.27, 0.53, 0.53, 0.16, 0.13, 0.05, 0.04, 0.52, 0.46, 0.39, 0.16, 0.06, 1Xv, 1Xh, 2Xv, 4Xv, 3Xv, 6Xv, 5Xv, 6Xh, 2Xh, 3Xh, 5Xh, 4Xh |

The aim of this research is to identify automatically the BD and C in CJB through data taken from real industrial environments. Figure 2 shows a scheme of the methodology developed in order to accomplish this goal; this methodology is described as follows.

Firstly, a feature selection process addressing the determination of the TTs from the set of 35 features presented in the section 4, was implemented. The algorithm used in order to search the TTs was the fast-BR [41]. The feature importance was computed by applying the equation (5) for both parameters α and β being equal to 0.5. After the implementation of several tests, the threshold for feature selection was chosen to be the difference between the mean and the half of the standard deviation of the computed importance records.

Afterwards, a classification strategy was implemented: on one hand, the classification procedure was carried out by using only the important (selected) features and, on the other hand, the classification procedure was performed by using the whole set features. This strategy will reveal how effective the implemented feature selection procedure was.
Four classification techniques were applied: kNN [42], Voting Algorithm (ALVOT) [39], Naïve Associative Classifier (NAC) [43] and Assisted Classification for Imbalance Data (ACID) [44]. These methods are very suitable to be applied when mixed-data processing is required and they have exhibited high effectiveness in different scenarios. The initialization parameters and dissimilarity function of the ALVOT and NAC algorithms were the same as those presented in [43]. For the kNN and ACID classifiers the dissimilarity function used was HEOM [45]. Table 5 summarizes the parameters used for the compared classifiers.

The classification tests were carried out on the Experimental Platform for Intelligent Computing (EPIC) [46]. Although this platform is not among the most popular tools for intelligent computing experiments (such as WEKA [47] and KEEL [48]), it allows for processing mixed and incomplete data and it provides the classifiers proposed to be applied on this research.

Cross-validation methodology, specifically, the k-fold cross-validation procedure with k equal to 10, was applied in order to warrant the reliability of the results. This procedure has been widely employed in the context of pattern recognition, machine learning and data mining, and the most common scheme has been the 10-fold cross-validation [49]. Although the available dataset is imbalanced, the class with the lowest number of objects admits 10-fold cross-validation.

The performance measures applied for the evaluation of the classification results, given the imbalance of the dataset presented in Table 2, were: the balanced accuracy (BalancedAcc) [50], the geometric mean of the recall measure (Gmean) [51], the macro precision (PrecisionM) [52], the macro geometric mean of the precision and recall measures (GmeasureM) [53], the macro F-measure (FScoreM) [52] and the kappa (Kappa) statistic [54]. These indexes are good measures of the classifiers’ performance and they are recommended to be used in multiclass and imbalanced problems [54].

The results obtained by means of the NAC classifier are shown in Figure 4. According to the six performance measures, the best performance was obtained when the set of selected features was used, except for the PrecisionM measure, which reached a value slightly higher for the set of all features. With regard to the six performance measures, the application of the ALVOT classifier yielded values higher than 82% and according to the BalancedAcc and Gmean measures the values were higher than 90%.

The results obtained by means of the NAC classifier are shown in Figure 4. According to the six performance measures, the best results were obtained when the set of selected features was used. The six performance measures show values higher than 92%, which proves that NAC is a good classifier for automatic identification of BD and C in CJB.

Figure 6 shows the results obtained by means of the kNN classifier. In this case, the best performance was obtained when the set of all features was used. kNN was an effective classifier for the automatic fault identification, since the six performance measures yielded values higher than 95%.

**TABLE V. CLASSIFIER PARAMETERS**

| Classifier | Parameter values |
|------------|------------------|
| ACID       | \( N_{p}=25, \,\, t_{0}=100, \,\, \varepsilon = 0.1, \,\, \text{Dissimilarity: HEOM} \) |
| ALVOT      | \( f_{j}(o) = \frac{\sum_{r=1}^{R} \Gamma_{j}^{(r)}(o, y)}{\sum_{r=1}^{R} \Gamma_{j}^{(r)}(o, y)} , \,\, \beta(o, y, \alpha_j) = \rho_{y} * \rho_{y} * \beta(o, y, \alpha_j) \) |
| kNN        | \( k = 1, \,\, \text{Dissimilarity: HEOM} \) |
| NAC        | \( w_{j} = 1 \, \text{for all features} \) |
Fig. 3. Feature Importance for the Identification of B, C, T, BC and BCT Faults.

Fig. 4. Results obtained by ALVOT Classifier.

Fig. 5. Results obtained by NAC Classifier.

Fig. 6. Results obtained by kNN Classifier.

Figure 7 shows the results obtained when the ACID classifier was applied. In this case, as the six performance measures reveal, the best results were obtained when the set of selected features was used; every computed measure yielded values higher than 99.8%. This classifier also proved to be suitable for the automatic fault identification in CJB.

Summarizing, the values achieved by the computed performance measures proved that the four classifiers are suitable to be applied on fault diagnostics of CJB when the features proposed in this paper are used. It should be noticed that the kNN and ACID classifiers yielded the best performances.

These results validate the methodology proposed for the automatic identification of BD and C in CJB. This methodology involves the use of TTs for feature selection and the classifiers ALVOT, NAC, kNN and ACID for fault diagnosis.

These results are highly relevant since they constitute a first report on the automatic identification of BD and C in CJB through data collected at a real industrial environment. Besides, the importance of using mixed features for such purpose was also validated for first time.
VIII. CONCLUSIONS

This paper presents the results of a study about the identification of BD and C in journal bearing through the use of features extracted from the vibration spectrum. In this work, the faults and data processed have come from four journal bearings of a 100 MW steam turbine placed in an active thermolectric power plant.

To the best of our knowledge, this work constitutes the first study addressing the automatic classification of BD and C in CJB placed in a real industrial environment. Besides, the use of only the more useful features that could be extracted from the vibration spectrum, as well as the use of both numerical and nominal features (all representing the expert's knowledge) for JB fault identification is proposed as a new methodological approach that led to remarkable results.

The classification process, which consisted in using four different classifiers and working with both selected features and the whole set of features, was very successful, since the effectiveness obtained was very high. In particular, the highest performance (99.8%) was achieved by ACID algorithm. This algorithm and kNN are the classifiers recommended to be used for the identification of BD and C in journals bearings. The search of typical testors is recommended for performing feature selection.

Several significant novelies were presented in this paper: the use of real-world dataset for CJB fault identification; the use of a new set of features, involving both numerical and nominal features for fault identification; the implementation of a feature selection procedure for improving the classification tasks; and the application of two effective classifiers (NAC and ACID) on the automatic fault diagnosis of machinery.

As future work we want to address other feature selection techniques, as well as other strategies for computing feature importance.
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