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Abstract

We analytically decide whether the broadcast transmission scheme or the distributed transmission scheme achieves the optimal age of information (AoI) performance of a multiuser system where a base station (BS) generates and transmits status updates to multiple user equipments (UEs). In the broadcast transmission scheme, the status update for all UEs is jointly encoded into a packet for transmission, while in the distributed transmission scheme, the status update for each UE is encoded individually and transmitted by following the round robin policy. For both transmission schemes, we examine three packet management strategies, namely the non-preemption strategy, the preemption in buffer strategy, and the preemption in serving strategy. We first derive new closed-form expressions for the average AoI achieved by two transmission schemes with three packet management strategies. Based on them, we compare the AoI performance of two transmission schemes in two systems, namely, the remote control system and the dynamic system. Aided by simulation results, we verify our analysis and investigate the impact of system parameters on the average AoI. For example, the distributed transmission scheme is more appropriate for the system with a large number UEs. Otherwise, the broadcast transmission scheme is more appropriate.
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I. Introduction

Real-time applications, such as intelligent transport systems and factory automation, have recently attracted rapidly increasing interests from academia and industry. In these applications, timely status update plays an indispensable role in accurate monitoring and control [1]–[4]. To reduce transmission latency in real-time applications, short packet communication has been widely considered as a promising solution, due to its unique benefits in delay reduction [5]–[8]. Moreover, in order to fully characterize the freshness of delivered status information, the concept of age of information (AoI) has been introduced as a new and effective performance metric [9]. Specifically, the AoI is defined as the elapsed time since the last successfully received status update being generated by the transmitter, which is a time metric capturing both latency and freshness of transmitted status information.

Since being introduced in [9], the concept of AoI has reaped a wide range of attention and interests. The authors of [10] studied the average AoI in a first-come-first-served (FCFS) single-user system. Different from [10], [11] proposed the last-come-first-served (LCFS) queuing policy, which was shown to achieve a lower average AoI than the FCFS queuing policy. Building upon these efforts on the single-user system, increasing research efforts have been devoted to investigating the AoI performance of multiuser systems. The authors of [12] extended [10] to analyze the average AoI under the FCFS queuing policy in a multiuser system. By considering the effect of unreliable channels on packet loss, [13] introduced a feedback mechanism to deliver generated packets as timely as possible. Moreover, [14] examined the average AoI for three different scheduling policies, i.e., round robin (RR), work-conserving non-collision, and random access. The authors of [14] further pointed out that the RR policy is the optimal arrival-independent scheduling policy to minimize the average AoI. By considering sporadic packet generation rates of users, [15] proposed a random access based transmission scheme to improve the average AoI performance. In addition, [16] designed a Whittle index based scheduling policy to optimize the AoI performance while considering the effect of unreliable channels.

To improve the AoI performance, multiple packet management strategies were discussed, e.g., [17]–[21]. As an early study, [17] introduced two different packet management strategies for the LCFS system, namely, the preemption strategy and the non-preemption strategy in a single-user system. In the preemption strategy, when a new packet is generated at the source, it is allowed to replace the current packet in service. In contrast, for the non-preemption strategy, the newly
generated packet has to wait for the current packet in service to be transmitted. The authors of [18] extended [17] into a multiuser system and revealed the superiority of the preemption strategy when the packet generation rate is large. A retransmission strategy was proposed in [19], where the source keeps transmitting the most recent packet once the transmission is completed. [19] further pointed out that the retransmission strategy significantly reduces the peak AoI (PAoI) when the transmission error rate is high. In [20], a hybrid automatic repeat request (HARQ) protocol was employed such that several incremental redundancy bits are sent when the receiver cannot successfully decode. Very recently, [21] introduced a packet dropping strategy and demonstrated the benefit of this strategy on decreasing the average AoI.

Motivated by the benefits of short packet communications on latency reduction, the AoI performance of short packet communications was analyzed to evaluate the impact of short packets on the freshness of transmitted information, e.g., [22]–[27]. Specifically, [22] investigated the impact of the packet blocklength on the delay and the PAoI in a single-user system. Considering the same system, [23] extended [22] to analyze the probability of the peak-age violation exceeding a threshold. Focusing on a decode-and-forward relaying system, [24] estimated the impact of the packet generation rate, the packet blocklength, and the blocklength allocation factor on the average AoI. Moreover, [25] studied the optimal packet blocklength of non-preemption and preemption strategies for minimizing the average AoI, while [26] derived the average AoI and the AoI violation probability in a downlink system. Considering a feedback mechanism, [27] derived the average AoI under two protocols, i.e., the traditional protocol and the ARQ protocol, and presented sub-optimal blocklengths to minimize the average AoI for both protocols.

Although the aforementioned studies have investigated the impact of the packet blocklength on the AoI performance of short packet communication systems, the impact of different packet management strategies on the AoI performance of multiuser short packet communication systems has not been touched. Moreover, the impact of correlation among the information for user equipments (UEs) on the average AoI has not been studied in the literature. To the best of our knowledge, this is the first work to investigate transmission scheme selection to optimize the AoI performance based on the correlation among the information for UEs. The main contributions of this paper are summarized as follows:

- We derive new closed-form expressions for the average AoI of a multiuser system, where we consider two transmission schemes with three packet management strategies, i.e., the non-preemption strategy, the preemption in buffer strategy, and the preemption in serving
strategy. Aided by simulations, we demonstrate the accuracy of our analytical results. We also find that the block error rate has a more significant impact on the average AoI for the distributed transmission scheme than the broadcast transmission scheme. We further find that the non-preemption strategy achieves a lower average AoI than the preemption in serving strategy in the broadcast transmission scheme, and the preemption in buffer strategy achieves the lowest average AoI compared with the non-preemption and the preemption strategy in serving strategies in the distributed transmission scheme.

• Considering the information correlation among UEs, we compare the average AoI achieved by both transmission schemes with non-preemption strategy in a remote control system. In this system, with the feature of stochastic status update generation, we derive the threshold of the information ratio between the broadcast transmission scheme and the distributed transmission scheme to decide which transmission scheme is adopted. We then show the relationship between this threshold and the number of UEs in two special cases. We further find that the distributed transmission scheme achieves a lower average AoI than the broadcast transmission scheme when the number of UEs is large.

• We then extend the comparative study of the two transmission schemes to a dynamical system. In this system, we approximate the expected average AoI under the zero-waiting policy. Based on the approximation result, we determine the approximated threshold of the ratio between the individual information and the common information to decide which transmission scheme is adopted. We observe that the increase in this ratio has a more pronounced impact on the average AoI for the broadcast transmission scheme than the distributed transmission scheme.

The rest of the paper is organized as follows. In Section II the system model and two transmission schemes are described. New closed-form expressions for the average AoI of two transmission schemes with different packet management strategies are derived in Section III. In Section IV, the transmission schemes are decided based on the AoI performance in two systems. The numerical results are discussed in Section V and the paper is concluded in Section VI.

II. System Model

A. System Description

We consider a multiuser wireless communication system, as depicted in Fig. 1 where a base station (BS) transmits status update to \( N \) UEs. We denote the \( n \)th UE by \( U_n \), where
Fig. 1. Illustration of our considered multiuser system where the BS transmits status update to $N$ UEs.

$n = 1, 2, \cdots, N$. In this system, the BS generates the status update for $N$ UEs according to a Poisson process with the rate $\lambda$. Then, packets are generated by the BS based on the generated status update, and the packets are transmitted from the BS to UEs. In this system, we consider two transmission schemes, namely, the broadcast transmission scheme and the distributed transmission scheme, described as follows:

- In the broadcast transmission scheme, we assume that the status update for $N$ UEs contains $L$ bits, where $L$ is a fixed value. Once the BS generates the status update, it encodes these $L$ bits into a packet with the blocklength of $M$ channel use (c.u.) and transmits this packet to $N$ UEs. For this transmission, we define the coding rate, $R$, as the ratio between the number of bits in the status update and the blocklength of the transmitted packet, i.e., $R = \frac{L}{M}$.

- In the distributed transmission scheme, the BS separately transmits the status update to $N$ UEs by following an RR policy. We denote the length of the status update and the packet blocklength for $U_n$ by $L_n$ and $M_n$, respectively. For this transmission, we define the
coding rate for $U_n$, $R_n$, as the ratio between the number of bits in the status update and the blocklength of the transmitted packet, i.e., $R_n = \frac{L_n}{M_n}$.

We clarify that the total number of bits of the status update for $N$ UEs is $L$ in the broadcast transmission scheme and $\sum_{n=1}^{N} L_n$ in the distributed transmission scheme. According to the information correlation among UEs, the joint information is less than or equal to the sum of individual information, i.e., $L \leq \sum_{n=1}^{N} L_n$. Thus, we denote $\alpha$ as the information ratio between the broadcast transmission scheme and the distributed transmission scheme and express it by $\alpha = \frac{L}{\sum_{n=1}^{N} L_n}$, where $0 < \alpha \leq 1$.

We assume an additive white Gaussian noise (AWGN) channel between the BS and each UE, which has been widely considered in the literature, e.g., [25]. We clarify that the results obtained for the AWGN channel can be easily extended to other channels. According to [28], the block error rate for $U_n$ using finite block length coding can be approximated as

$$\epsilon_n(l, m, \gamma_n) = Q \left( \frac{\frac{1}{2} \log_2(1 + \gamma_n) - \frac{l}{m}}{\log_2(e) \sqrt{\frac{1}{2m} \left( 1 - \frac{1}{(1 + \gamma_n)^2} \right)}} \right),$$

where $l$ is the number of bits in the status update, $m$ is the packet blocklength, $\gamma_n$ is the received signal-to-noise ratio (SNR) at $U_n$, and $Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{t^2}{2} \right) dt$ is the $Q$-function. We note that (1) is very tight for short packet communications when $m \geq 100$ [28]. For our considered system, we denote $T_u$ as the transmission time for each c.u.. To facilitate our analysis, we define $T_u$ as the unit time.

We note that, apart from the transmission time, the BS requires an extra pre-processing and status update processing time to send connection requests for establishing the transmission link with each UE and processing the status update for each UE in the distributed transmission scheme, comparing with the broadcast transmission scheme [29]. Here, we denote $M_L$ as the time spent on the pre-processing and status update processing for each UE. Hence, we define the serving time as $M_L + M_n$ and the ratio between the transmission time and the serving time for $U_n$ is $\rho_n = \frac{M_n}{M_L + M_n}$ in the distributed transmission scheme.

B. Packet Management Strategies

To ensure the freshness of packets, we assume that the LCFS queuing policy is adopted and the buffer at the BS only stores the newest status update. In the broadcast transmission scheme, when a new status update is generated and the BS is in the idle state, the BS encodes the status
update into a packet and transmits this packet to all UEs. When a new status update is generated at the BS and the BS is transmitting a packet, we examine two packet management strategies, namely, the non-preemption strategy and the preemption in serving strategy, detailed as follows:

- **Broadcast transmission with non-preemption (BRNP) strategy**: In this strategy, if a new status update is generated at the BS and the BS is transmitting a packet, the BS stores the new status update in the buffer and keeps the current transmission.

- **Broadcast transmission with preemption in serving (BRPS) strategy**: In this strategy, preemption is considered such that the newly generated status update always preempts the transmission of the current status update. Specifically, if a new status update is generated at the BS and the BS is transmitting a status update, the BS discards the current transmission and starts to transmit the new status update.

In the distributed transmission scheme, when a new status update is generated and the BS is in the idle state, the BS processes the status update and transmits the packets to $N$ UEs, i.e., $U_1$, $U_2$, $\cdots$, $U_N$. In particular, the BS processes the status update and encodes the required status update information for $U_n$ into a packet. Then the BS establishes the transmission link with $U_n$ and transmits this packet. After the transmission of $U_n$’s packet, the BS repeats this step.
for $U_{n+1}$ until all UEs are served. We note that the BS sends the status update only once for each UE. When a new status update is generated at the BS and the BS is serving a packet, we examine three packet management strategies, namely the non-preemption strategy, the preemption in buffer strategy, and the preemption in serving strategy, detailed as follows:

- **Distributed transmission with non-preemption (DNP) strategy:** In this strategy, if a new status update is generated at the BS and the BS is serving a UE, the BS stores the new status update in the buffer and keeps current service. We note that the serving order of each status update is always from $U_1$ to $U_N$ in this strategy.

- **Distributed transmission with preemption in buffer (DPB) strategy:** In this strategy, when a new status update is generated at the BS and the BS is serving $U_n$, the BS stores the new status update in the buffer. After the transmission of $U_n$’s packet, the BS processes this status update and transmits it to $U_{n+1}$.

- **Distributed transmission with preemption in serving (DPS) strategy:** In this strategy, preemption is considered such that the newly generated status update always preempts the service of the current status update. Specifically, if a new status update is generated at the BS and the BS is serving $U_n$, the BS discards the current serving and starts to serve the new status update for $U_n$.

In Fig. 2, we provide an example of the timeliness of the distributed transmission scheme with three packet management strategies in a three-UE system. We note that the BRNP strategy and the BRPS strategy can be considered as the special case of the DNP strategy and the DPS strategy with $N = 1$ and $M_L = 0$, respectively.

### C. Formulation of AoI

In this subsection, we formulate the average AoI of the considered system. Without loss of generality, we arbitrarily select one UE, $U_n$, and analyze its average AoI, $\Delta_n$. We denote $\Delta_n(t)$ as the AoI of $U_n$ at time slot $t$. Fig. 3 plots a sample variation $\Delta_n(t)$ as a function of $t$. We assume that the observation begins at $t = 0$ with the AoI of $\Delta_n(0)$. From Fig. 3, we express the AoI at time $t$ as

$$\Delta_n(t) = t - u_n(t), \quad (2)$$
where $u_n(t)$ is the generation time of the most recently received status update at $U_n$ at time $t$. Then, the time-average AoI of $U_n$ over the observation time interval $(0, \tau)$ is calculated as

$$\Delta_n = \frac{1}{\tau} \int_0^\tau \Delta_n(t)dt.$$  \hspace{1cm} (3)

We denote $P_j$ as the $j$th successfully received status update generated for $U_n$ after time $t = 0$, $j = 1, 2, \ldots$. We then denote $Y_j$ as the time interval from the received time of $P_{j-1}$ to the received time of $P_j$ and denote $T_j$ as the time interval from the generation time of $P_j$ to the received time of $P_j$. Therefore, we express $Y_j$ and $T_j$ as

$$Y_j = t'_j - t'_{j-1}$$  \hspace{1cm} (4)

and

$$T_j = t'_j - t_j,$$  \hspace{1cm} (5)

respectively, where $t_j$ is the generation time of $P_j$ and $t'_j$ is the time for $U_n$ to receive $P_j$. According to [17], the average AoI of $U_n$ is thus calculated as

$$\Delta_n = \frac{\mathbb{E}[Y_j^2]}{2\mathbb{E}[Y_j]} + \mathbb{E}[T_j],$$  \hspace{1cm} (6)
where \( E[] \) denotes the expectation. By averaging \( \Delta_n \) over all UEs, we obtain the average AoI of the considered system as

\[
\Delta = \frac{1}{N} \sum_{n=1}^{N} \Delta_n. 
\]

**III. CLOSED-FORM ANALYSIS OF AVERAGE AOI**

In this section, we derive new closed-form expressions for the average AoI of \( U_n \) in two transmission schemes with different packet management strategies. We first focus on the DNP strategy and derive the closed-form expression for its average AoI in the following Theorem.

**Theorem 1:** In the DNP strategy, the closed-form expression for the average AoI of \( U_n \) with the received SNR, \( \gamma_n \), is derived as

\[
\Delta_{\text{DNP},n} = \frac{1 + \epsilon_n}{2(1 - \epsilon_n)} \left( M_T + \frac{1}{\lambda} e^{-\lambda M_T} \right) + \frac{2e^{-\lambda M_T} - e^{-2\lambda M_T}}{2(\lambda^2 M_T + \lambda e^{-\lambda M_T})} \\
- \sum_{k=n+1}^{N} M'_k + \left( \frac{1}{\lambda} + M_T \right) (1 - e^{-\lambda M_T}),
\]

where \( M'_k = M_k + M_L, M_T = \sum_{k=1}^{N} M'_k, \) and \( \epsilon_n = \epsilon(L_n, M_n, \gamma_n) \).

**Proof:** See Appendix A.

Using Theorem 1, the average AoI of the system in the DNP strategy can be obtained by averaging \( \Delta_n \) over all UEs. We find that the average AoI of the system is minimized if \( M_n \) is monotonically non-decreasing with respect to \( n \), i.e., \( M_{n_1} \geq M_{n_2} \), for any \( n_1 > n_2 \). It indicates that the UE with the shortest blocklength needs to be served first in the DNP strategy.

We next derive the average AoI in the DPB strategy. To facilitate our derivation, we define \( k_n = k + n \) if \( k + n \leq N \), but \( k_n = k + n - N \) if \( k + n > N \), and present the closed-form expression for the AoI in the following theorem.

**Theorem 2:** In the DPB strategy, the closed-form expression for the average AoI of \( U_n \) with the received SNR, \( \gamma_n \), is derived as

\[
\Delta_{\text{DPB},n} = \frac{1 + \epsilon_n}{2(1 - \epsilon_n)} \left( M_T + \xi \right) + \frac{1 - e^{-\lambda M_T}}{\lambda} + \frac{2\xi - \lambda \xi^2}{2\lambda(M_T + \xi)} \\
- \sum_{k=1}^{N} M'_k \left( \frac{e^{-\lambda M_T} \left( 1 - e^{-\lambda \sum_{n=k}^{N-1} M'_n} \right)}{1 - e^{-\lambda M_T}} \right) + M'_n (1 - e^{-\lambda M_T}),
\]

where \( \xi = \frac{e^{-\lambda M_T}}{\lambda(1 - e^{-\lambda M_T})} \sum_{k=1}^{N} (1 - e^{-\lambda M'_k}) \).

**Proof:** See Appendix B.
To improve the freshness of information, the system is always designed to eliminate the waiting time in the buffer, which is the zero-waiting policy. Under this policy, we obtain the closed-form expressions for the average AoI in the DNP and DPB strategies in the following Corollary.

**Corollary 1:** With the received SNR, $\gamma_n$, the closed-form expression for the average AoI of $U_n$ in the DNP strategy under the zero-waiting policy is given by

$$\Delta_{DNPZ,n} = \frac{1 + \epsilon_n}{2\lambda(1 - e^{-\lambda M_T})(1 - \epsilon_n)} \sum_{k=1}^{N} \frac{p_k}{1 - p_k} + \sum_{k=1}^{N} M'_{k_n} \frac{e^{-\lambda} \sum_{k=k+1}^{N} M'_{k_n} - e^{-\lambda M_T}}{1 - e^{-\lambda M_T}}$$

$$+ \frac{\lambda e^{-\lambda M_T}}{2\psi} \left[ \frac{2\psi - \psi^2}{\lambda^2} + \sum_{k=1}^{N} \left( \frac{p_k}{1 - p_k} \left( \frac{2}{\lambda^2} + \frac{p_k}{\lambda^2(1 - p_k)} \right) - \frac{2M'_{k_n}}{\lambda(1 - p_k)} \right) \right] - \frac{2e^{-\lambda M_T}}{1 - e^{-\lambda M_T}} \sum_{k=1}^{N} \frac{p_k}{1 - p_k} \sum_{\kappa=1}^{k-1} \frac{p_{\kappa}}{1 - p_{\kappa}} \left( \frac{1}{\lambda} - \frac{M'_{\kappa_n}(1 - p_{\kappa})}{p_{\kappa}} \right).$$

(12)

From Corollary 1, we find that the DPB strategy always outperforms the DNP strategy by achieving a lower average AoI under the zero-waiting policy. This is due to the fact that comparing with the DNP strategy, the DPB strategy eliminates the waiting time of status update for each UE caused by the service of other UEs.

We further derive the average AoI in the DPS strategy in the following Theorem.

**Theorem 3:** In the DPS strategy, the closed-form expression for the average AoI of $U_n$ with the received SNR, $\gamma_n$, is derived as (12), where $p_k = 1 - e^{-\lambda M'_{k_n}}$ and $\psi = \frac{e^{-\lambda M_T}}{1 - e^{-\lambda M_T}} \sum_{k=1}^{N} \frac{p_k}{1 - p_k}$.

**Proof:** See Appendix C.

Since the BRNP strategy and the BRPS strategy are the special case of the DNP strategy and the DPS strategy with $N = 1$ and $M_L = 0$, respectively, we obtain the closed-form expressions for the average AoI in the BRNP strategy and the BRPS strategy in the following Corollary.
Corollary 2: The closed-form expressions for the average AoI of $U_n$ with the received SNR, $\gamma_n$, in the BRNP strategy and the BRPS strategy are given by

$$\Delta_{\text{BRNP},n} = \frac{1 + \epsilon_n}{2(1 - \epsilon_n)} \left( M + \frac{1}{\lambda} e^{-\lambda M} \right) + \frac{2e^{-\lambda M} - e^{-2\lambda M}}{2(\lambda^2 M + \lambda e^{-\lambda M})} + \left( \frac{1}{\lambda} + M \right) \left( 1 - e^{-\lambda M} \right)$$

and

$$\Delta_{\text{BRPS},n} = \frac{1}{\lambda e^{-\lambda M}(1 - \epsilon_n)},$$

respectively.

Proof: By substituting $L = L_1$, $M = M_1$, $N = 1$, and $M_L = 0$ into (8) and (12), we obtain the closed-form expressions for the average AoI of $U_n$ in the BRNP strategy and the BRPS strategy, given by (13) and (14), respectively.

From Corollary 2, we find that the average AoI monotonically decreases with respect to the status update generation rate, $\lambda$, in the BRNP strategy. Moreover, we find that the optimal status update generation rate is $\lambda = \frac{1}{M}$ in the BRPS strategy.

IV. TRANSMISSION SCHEME SELECTION

In this section, we investigate the selection of appropriate transmission for two systems, namely, a remote control system and a dynamic system, which correspond to a remote control automation factory and a vehicular network, respectively. To facilitate this investigation, we compare the average AoI achieved by both transmission schemes with the non-preemption strategy, i.e., the BRNP strategy and the DNP strategy, against the information ratio, $\alpha$. Specifically, we assume that all UEs require the same length of the status update, i.e., $L_n = L_h$, $n = 1, 2, \ldots, N$.

A. Remote Control System

In a remote control automation factory, a large number of UEs are employed and the distances between the control BS and these UEs are almost same. Moreover, these UEs may require to cooperate with each other [30], implying that the required information between the cooperated UEs is highly correlated. To characterize these properties in a remote control automation factory, we consider a remote control system in this subsection and compare the average AoI achieved by the BRNP strategy and the DNP strategy against the information ratio, $\alpha$. In this system, we assume that UEs have the same received SNR, i.e., $\gamma_n = \gamma_h$, and consider the same coding rate, $R$, in the two strategies, i.e., $R = \frac{L}{M} = \frac{L_h}{M_h}$, where $M_n = M_h$ and $\rho = \rho_n$, $n = 1, 2, \ldots, N$. 
We also assume that the coding rate is low, leading to a low block error rate, which is due to the fact that high reliable communication scenarios are of great interests in practice. Theorem 4 characterizes the condition of \( \alpha \) where the average AoI in one strategy is better than another.

**Theorem 4:** In the remote control system, the BRNP strategy has a better AoI performance than the DNP strategy, if \( \alpha \leq \alpha_{th} \), and the DNP strategy has a better AoI performance than the BRNP strategy, if \( \alpha > \alpha_{th} \). Specifically, the information ratio threshold \( \alpha_{th} \) satisfies

\[
\left( 3 \frac{2}{2} - e^{-\lambda \alpha_{th} \rho M_T} \right) \alpha_{th} \rho M_T + \frac{1}{2\lambda} \Omega (\lambda \alpha_{th} \rho M_T) = \left( \frac{2N + 1}{2N} - e^{-\lambda M_T} \right) M_T + \frac{1}{2\lambda} \Omega (\lambda M_T), \tag{15}
\]

where \( \Omega(\omega) = \frac{2e^{-\omega} - e^{-2\omega}}{\omega + e^{-\omega}} - e^{-\omega} \).

**Proof:** See Appendix D.

Theorem 4 reveals that the BRNP strategy is better when there is high correlation among the information for UEs, but the DNP strategy is better when there is low correlation among the information for UEs. Moreover, we find that the threshold \( \alpha_{th} \) monotonically decreases as the ratio between the transmission time and the serving time, \( \rho \), increases. This indicates that the BRNP strategy has a better AoI performance than the DNP strategy when the time spent on the pre-processing and status update processing, \( M_L \), is long.

We then examine the value of \( \alpha_{th} \) under the zero-waiting policy, i.e., \( \lambda \to \infty \), and the sporadic status update generation rate, i.e., \( \lambda \to 0 \), in the following Corollary.

**Corollary 3:** The information ratio threshold \( \alpha_{th} \) under the zero-waiting policy is given by

\[
\alpha_{th} = \frac{2N + 1}{3N\rho}, \tag{16}
\]

and \( \alpha_{th} \) under the sporadic status update generation rate is given by

\[
\alpha_{th} = \frac{N + 1}{2N\rho}. \tag{17}
\]

**Proof:** When \( \lambda \to \infty \), (15) can be rewritten as

\[
\frac{3}{2} \alpha_{th} \rho M_T = \frac{2N + 1}{2N} M_T, \tag{18}
\]

which leads to (16). When \( \lambda \to 0 \), we substitute \( e^{-\lambda M_T} = 1 - \lambda M_T \) into (15), which gives

\[
\frac{1}{2} \alpha_{th} \rho M_T - \frac{1 - \lambda \alpha_{th} \rho M_T}{2\lambda} + \frac{1}{2\lambda} = \frac{1}{2N} M_T - \frac{1 - \lambda M_T}{2\lambda} + \frac{1}{2\lambda^2}. \tag{19}
\]

Hence, we obtain (17).

From Corollary 3, we find the relationship between the number of UEs and the information ratio threshold, i.e., the information ratio threshold monotonically decreases when the number
of UEs increases. This finding indicates that the DNP strategy is better than the BRNP strategy when the number of UEs is large. Moreover, we find that the information ratio threshold is high under the zero-waiting policy, but is low under the sporadic status generation rate. This finding indicates that the BRNP strategy is better for large $\lambda$ and the DNP strategy is better for small $\lambda$.

**B. Dynamic System**

In vehicular wireless networks, the number and locations of UEs may change from time to time. Thus, the information of each vehicle, such as its location, moving direction, and velocity, is required by other vehicles, implying that all vehicles may share a large amount of common information. In this subsection, we consider a dynamic system to characterize the features of a vehicular network [31]. In this system, we assume that the BS is located at the center and covers a circular annulus with inner radius $D_1$ and outer radius $D_2$, where $D_2 > D_1 \geq 1$. In this area, we assume that the location of UEs follows a two-dimensional Poison point process (2D-PPP) with the intensity $\lambda_{UE}$. In this system, we assume that all UEs have the same common information and each UE has its own individual information. Here, we denote $L_{co}$ as the number of bits of the common information and $L_{id}$ as the number of bits of the individual information. Hence, with $N$ UEs in the system, the number of bits of the required status update for each UE is $L_h = L_{co} + L_{id}$ and the total number of bits of the status update is $L = L_{co} + NL_{id}$. We then denote $\beta$ as the ratio between the individual information and the common information, i.e., $\beta = \frac{L_{id}}{L_{co}}$. We note that the information ratio, $\alpha$, is given as $\alpha = \frac{N\beta+1}{N(\beta+1)}$ of the system with $N$ UEs. Since the information ration, $\alpha$, changes as the as number of UEs changes, we compare the AoI performance of two strategies based on the ratio between the individual information and the common information, $\beta$, in this system. We further assume that all UEs have the same path loss exponent, $\eta \geq 2$, and the received SNR at the BS is $\gamma = \gamma_0$. As per the path loss model, the received SNR of UE with the distance $d$ to the BS is $\gamma = \gamma_0 d^{-\eta}$. Accordingly, we denote $C_0 = \frac{1}{2} \log_2 (1 + \gamma_0)$ as the channel capacity with the received SNR $\gamma_0$, $C_{D_1} = \frac{1}{2} \log_2 (1 + \gamma_{D_1})$ as the channel capacity with the received SNR $\gamma_{D_1} = \gamma_0 D_1^{-\eta}$, and $C_{D_2} = \frac{1}{2} \log_2 (1 + \gamma_{D_2})$ as the channel capacity with the received SNR $\gamma_{D_2} = \gamma_0 D_2^{-\eta}$. In the BRNP strategy, the BS transmits the status update with the coding rate $C_{D_2}$, i.e., $R = C_{D_2}$, which covers the entire area. In the DNP strategy, we assume that the BS detects the location of UEs and transmits their packets based on their location to minimize the average AoI of the system. Since the BS monitors the covered area in real time, the zero-waiting policy is adopted in this system.
Considering the dynamic system, we analyze and compare the expected average AoI achieved by the BRNP strategy and the DNP strategy in the following Theorem.

**Theorem 5:** In the dynamic system, the expected average AoI in the BRNP strategy is approximated by

\[
E[\Delta_{\text{BRNP}}] \approx \frac{3}{2C_{D_2}} \left( (1 - e^{-\Lambda}) L_{\text{co}} + \Lambda L_{\text{id}} \right),
\]
and the expected average AoI in the DNP strategy is approximated by

\[
E[\Delta_{\text{DNP}}] \approx \left( \frac{1 - e^{-\Lambda}}{2} + \Lambda \right) \left( \frac{L_{\text{co}} + L_{\text{id}}}{C_{\Lambda}} + M_L \right),
\]
where \( \Lambda = \lambda U_E \pi (D_2^2 - D_1^2) \) and \( C_{\Lambda} = \frac{(D_2^2 - D_1^2)\eta}{2^2 \frac{\Lambda}{\eta} \ln 2 (Ei(x_1) - Ei(x_2))} \). In \( C_{\Lambda} \), \( Ei(x) = -\int_{-x}^{\infty} e^{-t} dt \) is the exponential integral function, \( x_1 = -\frac{4}{\eta} C_{D_1} \ln 2 \), and \( x_2 = -\frac{4}{\eta} C_{D_2} \ln 2 \).

**Proof:** See Appendix E.

Based on Theorem 5, we compare the expected average AoI achieved by two schemes based on the ratio between the individual information and the common information, \( \beta \), presented in Corollary 4.

**Corollary 4:** In the dynamic system, the broadcast transmission scheme has a better AoI performance than the distributed transmission scheme, if \( \beta \leq \beta_{\text{th}} \), and the distributed transmission scheme has a better AoI performance than the broadcast transmission scheme, if \( \beta > \beta_{\text{th}} \). Specifically, \( \beta_{\text{th}} \) is given by

\[
\beta_{\text{th}} = \frac{1 - e^{-\Lambda} + 2\Lambda}{C_{\Lambda}} - \frac{3(1 - e^{-\Lambda})}{C_{D_2}} + \left( \frac{2\Lambda + 1 - e^{-\Lambda}}{C_{D_2} - 2C_{D_2} C_{\Lambda} + 2\Lambda + e^{-\Lambda}} \right) \frac{M_L}{L_{\text{co}}}. \tag{22}
\]

**Proof:** The expected average AoI difference between the two schemes is approximated as

\[
\Delta_{\text{Diff}} = \frac{3}{2C_{D_2}} \left( (1 - e^{-\Lambda}) L_{\text{co}} + \Lambda L_{\text{co}} \right) - \left( \frac{1 - e^{-\Lambda}}{2} + \Lambda \right) \left( \frac{1 + \beta L_{\text{co}}}{C_{\Lambda}} + M_L \right). \tag{23}
\]

Based on (23), we find that \( \Delta_{\text{Diff}} \leq 0 \) when \( \beta \leq \beta_{\text{th}} \), and \( \Delta_{\text{Diff}} > 0 \) when \( \beta > \beta_{\text{th}} \).

Corollary 4 reveals that the BRNP strategy achieves the better AoI performance when the common information has a high proportion of the required status update of each UE, but the DNP strategy achieves the better AoI performance when the individual information has a high proportion of the required status update of each UE. Moreover, based on Corollary 4, we approximate the threshold \( \beta_{\text{th}} \) as

\[
\beta_{\text{th}} \approx \frac{2C_{D_2}}{3C_{\Lambda} - 2C_{D_2}}, \tag{24}
\]
when $M_L$ is small and the average number of UEs in the area, denoted by $\Lambda$, is large. This indicates that the BRNP strategy achieves the better AoI performance if the BS covers a small area, where the difference in the received SNR among UEs is small, and the DNP strategy achieves the better AoI performance if the BS covers a large area, where the difference in the received SNR among UEs is large.

V. NUMERICAL RESULTS

In this section, we first present numerical results and evaluate the impact of various parameters, including the coding rate, the status update generation rate, and the number of UEs on the average AoI in the homogeneous case where all UEs have the same received SNR, i.e., $\gamma_n = \gamma_h$, and the same length of the required information, i.e., $L_n = L_h$, $n = 1, 2, \cdots, N$. We then examine how different transmission schemes affect the AoI performance in the considered remote control system and dynamic system.

Fig. 4 plots the average AoI of the considered system versus the coding rate, $R$. We first observe that the analytical average AoI precisely matches the simulation results, which demonstrates the correctness of our analytical results in Theorem 1, Theorem 2, Theorem 3, and Corollary 2. We then observe that for all strategies, the average AoI first decreases and then increases when $R$ increases. This observation is due to the fact that the increase in $R$ has a two-fold effect on the average AoI. When $R$ is small, its increase leads to the shorter packet
blocklength, which decreases the average AoI of the system. When $R$ exceeds a certain threshold, its increase leads to the significant increase in the block error rate, thereby degrading the AoI performance. We further observe that the optimal coding rate, which minimizes the average AoI, increases when the number of bits in a status update increases in all strategies. This is because that the increase in the number of bits in a status update leads to the increase in transmission time and the decrease in the block error rate. When the number of bits in a status update is low, the decrease in the block error rate dominantly and positively affects the average AoI. When the number of bits in a status update is high, the increase in transmission time dominates the average AoI, thereby degrading the AoI performance. Additionally, we observe that the BRNP strategy achieves a lower average AoI than the BRPS strategy, and the DPB strategy achieves the lowest average AoI compared with the DNP and DPS strategies. This observation reveals that the non-preemption strategy should be adopted in the broadcast transmission scheme and the preemption in buffer strategy should be adopted in the distributed transmission scheme.

Fig. 5 plots the average AoI of the considered system versus the status update generation rate, $\lambda$. We first observe that the average AoI decreases monotonically when $\lambda$ increases for the DNP, DPB, and BRNP strategies. This is because that the increase in $\lambda$ leads to the decrease in the waiting time after successful transmission, which decreases the average AoI of the system. We then observe that the average AoI first decreases and then increases when $\lambda$ increases for the DPS and BRPS strategies. This observation is due to the fact that the increase in $\lambda$ has
a two-fold effect on the average AoI. When \( \lambda \) is small, its increase reduces the waiting time after successful transmission, which improves the AoI performance. When \( \lambda \) exceeds a certain threshold, its increase leads to the significant increase in the probability that a status update is preempted, thereby degrading the AoI performance.

Fig. 6 plots the average AoI of the considered system versus the number of sensors, \( N \). We first observe that the average AoI achieved by all strategies increases monotonically when \( N \) increases. This is because that the increase in \( N \) results in the longer transmission time of status updates for all UEs, which increases the average AoI of the system. We then observe that when \( N \) increases, the average AoI increases gently for the DPS strategy, but it increases dramatically for the BRPS strategy. In the BRPS strategy, the increase in \( N \) leads to the increase in the probability that a status update is preempted, which increases the average AoI. Differently, in the DPS strategy, the increase in \( N \) does not increase the probability that a status update is preempted for each UE, which leads to a gentle increase in the average AoI. This observation also implies that the preemption in serving is more suitable in the distributed transmission scheme than in the broadcast transmission scheme.

Fig. 7 plots the average AoI of the remote control system versus the information ratio, \( \alpha \). We first observe that the analytical \( \alpha_{th} \) precisely matches the simulation result, which demonstrates the correctness of our analytical result in Theorem 4. It indicates that we can adopt Theorem 4 to find the optimal transmission scheme to minimize the average AoI based on the information.
Fig. 7. The average AoI of the remote control system versus the information ratio, $\alpha$, with $L_h = 100$, $\lambda = 0.002$, $\gamma_h = 3$, $M_L = 20$, and $R = 0.8$.

We then observe that the average AoI increases when $\alpha$ increases for the BRNP strategy. This is because that the increase in $\alpha$ leads to a larger number of bits in status updates for the transmission. Hence, the packet blocklength for transmission increases, which in turn increases the average AoI of the system. We further observe that $\alpha_{th}$ decreases as the number of UEs increases. This observation is due to the fact that when $N$ is large, the DNP strategy significantly decreases the average waiting time of the status update for each UE, compared with the BRNP strategy, which decreases the average AoI. This observation implies that the BRNP strategy should be adopted when the number of UEs is small, while the DNP strategy should be adopted when the number of UEs is large.

Fig. 8 plots the expected average AoI of the dynamic system versus the ratio between the individual information and the common information, $\beta$. We first observe that the approximation in Theorem 5 is close to the simulation result and there is a small gap between the approximation
Fig. 8. The expected average AoI of the dynamic system versus the ratio between the individual information and the common information, $\beta$, with $L_{co} = 1000$, $\gamma_{D_{2}} = 10$, $M_{L} = 10$, $D_{1} = 1$, $D_{2} = 20$, and $\eta = 2.2$. and the simulation result. This gap is due to the fact that the coding rate cannot achieve the channel capacity and the transmission error is inevitable in short packet communications. Due to the gap between the approximation and the simulation result, there is a gap between $\beta_{th}$ in Corollary 4 and the exact $\beta_{th}$. We note that the gap between the expected average AoI in both schemes with $\beta_{th}$ in Corollary 4 is small. It indicates that we can adopt Corollary 4 as a simple method to find the transmission scheme for minimizing the expected average AoI based on $\beta$. We further observe that the average AoI increases when $\beta$ increases for both strategies. Moreover, this increase in the BRNP strategy is faster than the DNP strategy. This is because that the increase in $\beta$ leads to the increase in the length of the status update in both strategies and this increase has a more pronounced impact on the average AoI for the BRNP strategy than the DNP strategy.
VI. CONCLUSION

This paper analyzed the AoI performance achieved by two transmission schemes, i.e., the broadcast transmission scheme and the distributed transmission scheme, of a multiuser system where a BS generates status updates and transmits them to multiple UEs. In both transmission schemes, we examined three packet management strategies, i.e., the non-preemption strategy, the preemption in buffer strategy, and the preemption in serving strategy. We first derived closed-form expressions for the average AoI achieved by these two transmission schemes with different packet management strategies. Such expressions allowed us to compare the AoI performance achieved by both transmission schemes in two systems, namely, the remote control system and the dynamic system. Aided by simulation results, we demonstrated the accuracy of our analysis. Moreover, we found that the distributed transmission scheme is more appropriate for the system with a large number of UEs, while the broadcast transmission scheme is more appropriate for the system with a small number of UEs and high correlation among the information for UEs.

APPENDIX A
PROOF OF THEOREM I

To obtain \( \Delta_{DNP,n} \), we need to derive \( \mathbb{E}[T_j], \mathbb{E}[Y_j], \) and \( \mathbb{E}[Y_j^2] \) in (6). We first derive \( \mathbb{E}[T_j] \) by calculating it as
\[
\mathbb{E}[T_j] = \mathbb{E}[S_j] + \mathbb{E}[W_j] = \sum_{k=1}^{n} M'_k + \mathbb{E}[W_j],
\]
where \( S_j \) is the serving time of \( P_j \) from the time that \( P_j \) is served by the BS to the time that \( U_n \) receives \( P_j \), and \( W_j \) is the waiting time of \( P_j \) in the buffer. We then derive \( \mathbb{E}[W_j] \) as
\[
\mathbb{E}[W_j] = \int_{0}^{M_T} x \lambda e^{-\lambda x} dx = \frac{1 - e^{-\lambda M_T}}{\lambda} - M_T e^{-\lambda M_T}.
\]
By substituting (26) into (25), we obtain \( \mathbb{E}[T_j] \).

We then derive \( \mathbb{E}[Y_j] \). Here, we denote \( H_j \) as the number of status update transmitted to \( U_n \) after \( P_{j-1} \) is received by \( U_n \) and before \( P_j \) is received by \( U_n \), and denote \( P_{j,h} \) as the \( h \)-th status update transmitted to \( U_n \) after \( P_{j-1} \), where \( P_{j,H_j} = P_j \). We note that
\[
\mathbb{E}[Y_j] = \mathbb{E} \left[ \sum_{h=1}^{H_j} B_{j,h} \right] = \mathbb{E}[H_j] \mathbb{E}[B_{j,h}],
\]
where \( B_{j,h} \) is the time interval from the time that \( P_{j,h-1} \) is transmitted to \( U_n \) to the time that \( P_{j,h} \) is transmitted to \( U_n \), since \( B_{j,h} \) is independent and identical distributed for \( \forall h \). Here, we
note that if \( h = 1 \), \( P_{j,0} = P_{j-1} \). We find that \( H_j \) follows a geometric distribution, where the probability mass function (PMF) of \( H_j \) is given by

\[
\Pr(H_j = H) = (1 - \epsilon_n)\epsilon_n^{H-1}.
\] (28)

According to (28), we obtain the expectation of \( H_j \) and \( H_j^2 \), i.e., \( \mathbb{E}[H_j] \) and \( \mathbb{E}[H_j^2] \), are

\[
\mathbb{E}[H_j] = \frac{1}{1 - \epsilon_n},
\] (29)

and

\[
\mathbb{E}[H_j^2] = \frac{1 + \epsilon_n}{(1 - \epsilon_n)^2},
\] (30)

respectively. In (27), \( B_{j,h} \) is calculated by

\[
B_{j,h} = V_{j,h} + M_T,
\] (31)

where \( V_{j,h} \) is the time that the BS is in the idle state during \( B_{j,h} \). Since \( V_{j,k} \) follows an exponential distribution, we obtain \( \mathbb{E}[V_{j,h}] \) as

\[
\mathbb{E}[V_{j,h}] = \int_{M_T}^{\infty} x \lambda e^{\lambda x} dx = \frac{1 + \epsilon_n}{\lambda e^{\lambda M_T}}.
\] (32)

By substituting (29), (31), and (32) into (27), we obtain \( \mathbb{E}[Y_j] \) as

\[
\mathbb{E}[Y_j] = \frac{1 - \epsilon_n}{\lambda} \left( M_T + \frac{e^{-\lambda M_T}}{\lambda} \right).
\] (33)

We next derive \( \mathbb{E}[Y_j^2] \). Due to the independence and identical distribution of \( B_{j,h_1} \) and \( B_{j,h_2} \) when \( h_1 \neq h_2 \), we calculate \( \mathbb{E}[Y_j^2] \) as

\[
\mathbb{E}[Y_j^2] = \mathbb{E} \left[ \left( \sum_{h=1}^{H_j} B_{j,h} \right)^2 \right] = \mathbb{E}[H_j] \mathbb{E}[B_{j,h}^2] + \mathbb{E}[H_j^2 - H_j] \mathbb{E}[B_{j,h}]^2.
\] (34)

Since \( V_{j,k} \) follows an exponential distribution, we obtain \( \mathbb{E}[V_{j,h}^2] \) as

\[
\mathbb{E}[V_{j,h}^2] = \int_{M_T}^{\infty} x^2 \lambda e^{\lambda x} dx = \frac{2}{\lambda x^2} e^{\lambda M_T}.
\] (35)

By substituting (29), (30), (31), and (35) into (34), we obtain \( \mathbb{E}[Y_j^2] \) as

\[
\mathbb{E}[Y_j^2] = \left( M_T + \frac{e^{-\lambda M_T}}{\lambda} \right)^2 \left( 1 + \epsilon_n \right) + \frac{2e^{-\lambda M_T} - e^{-2\lambda M_T}}{(1 - \epsilon_n)\lambda^2}.
\] (36)

By substituting (25), (33), and (36) into (6), we obtain the final result given in (8), which completes this proof.
Appendix B

Proof of Theorem 2

Based on (6), we need to calculate $\mathbb{E}[T_j]$, $\mathbb{E}[Y_j]$, and $\mathbb{E}[Y_j^2]$ to obtain $\Delta_{DPB,n}$. We first derive $\mathbb{E}[T_j]$ by calculating it as

$$
\mathbb{E}[T_j] = \mathbb{E}[S_j] + \mathbb{E}[W_j].
$$

(37)

Here, we denote $A_{j,k}$ as the event that $P_j$ received by $U_n$ is generated when the BS is serving $U_{kn}$ and $A_{j,0}$ as the event that $P_j$ received by $U_n$ is generated when the BS is in the idle state. Then, the probability of $A_{j,k}$ is obtained as

$$
\Pr(A_{j,k}) = \begin{cases} 
\prod_{\kappa=k+1}^{N-1} p_\kappa (1-p_\kappa), & \text{if } k \neq N_n \text{ and } k \neq 0, \\
\prod_{\kappa=1}^{N} (1-p_\kappa), & \text{if } k = 0, \\
\prod_{\kappa=1}^{N} p_n (1-p_\kappa), & \text{otherwise},
\end{cases}
$$

(38)

where $p_k = 1 - e^{-\lambda M'_k}$ is the probability that at least one status update is generated when the BS is serving $U_{kn}$. Hence, $\mathbb{E}[W_j]$ is calculated as

$$
\mathbb{E}[W_j] = \sum_{k=1}^{N} \frac{\Pr(A_{j,k})}{p_k} \int_0^{M'_k} x \lambda e^{-\lambda x} dx = \frac{1-e^{-\lambda M_T}}{\lambda} - \sum_{k=1}^{N-1} M'_k e^{-\lambda \sum_{\kappa=k}^{N-1} M'_\kappa} - M'_{N_n} e^{-\lambda M_T}.
$$

(39)

We denote $G_{j,k}$ as the event that the first packet of $P_j$ is transmitted to $U_{kn}$, where the probability of $G_{j,k}$ is given by

$$
\Pr(G_{j,k}) = \begin{cases} 
\frac{\Pr(A_{j,k-1})}{1-e^{-\lambda M_T}}, & \text{if } k \neq 1, \\
\frac{\Pr(A_{j,N})}{1-e^{-\lambda M_T}}, & \text{otherwise}.
\end{cases}
$$

(40)

Based on (40), we calculate $\mathbb{E}[S_j]$ by

$$
\mathbb{E}[S_j] = \sum_{k=1}^{N} \Pr(G_{j,k}) \sum_{n=k}^{N} M'_{\kappa_n} = \sum_{k=1}^{N} M'_k \frac{e^{-\lambda \sum_{\kappa=k}^{N-1} M'_\kappa} - e^{-\lambda M_T}}{1-e^{-\lambda M_T}}.
$$

(41)

By substituting (39) and (41) into (37), we obtain $\mathbb{E}[T_j]$ as

$$
\mathbb{E}[T_j] = \frac{1-e^{-\lambda M_T}}{\lambda} - \sum_{k=1}^{N} M'_k \left( e^{-\lambda M_T} \left( \frac{1-e^{-\lambda \sum_{\kappa=k}^{N-1} M'_\kappa}}{1-e^{-\lambda M_T}} \right) \right) + M'_{N_n} (1-e^{-\lambda M_T}).
$$

(42)

We then derive $\mathbb{E}[Y_j]$ based on (27) and (31). We denote $Z_{j,k,h}$ as the event that the last packet of $P_{j,h-1}$ is for $U_{kn}$ and the BS does not generate any status update during the service of $P_{j,h-1}$. Then, the probability of $Z_{j,k,h}$ is given by

$$
\Pr(Z_{j,k,h}) = \frac{1-e^{-\lambda M'_n}}{1-e^{-\lambda M_T}}.
$$

(43)
Hence, we calculate $\mathbb{E}[V_{j,h}]$ as

$$\mathbb{E}[V_{j,h}] = \frac{1}{\lambda} \sum_{k=1}^{N} \Pr(Z_{j,k,h}) = \frac{e^{-\lambda M_T}}{\lambda(1 - e^{-\lambda M_T})} \sum_{k=1}^{N} \left(1 - e^{-\lambda M'_{k,n}}\right). \quad (44)$$

By substituting $(44)$ into $(31)$ and the result in $(27)$, we obtain $\mathbb{E}[Y_j]$ as

$$\mathbb{E}[Y_j] = \frac{1}{1 - \epsilon} \left(M_T + \frac{e^{-\lambda M_T}}{\lambda(1 - e^{-\lambda M_T})} \sum_{k=1}^{N} \left(1 - e^{-\lambda M'_{k,n}}\right)\right). \quad (45)$$

We next derive $\mathbb{E}[Y^2_j]$. Based on the independence and identical distribution of $B_{j,h_1}$ and $B_{j,h_2}$ when $h_1 \neq h_2$, we calculate $\mathbb{E}[Y^2_j]$ from $(34)$ as

$$\mathbb{E}[Y^2_j] = \frac{1}{1 - \epsilon} \left(M_T^2 + 2M_T\mathbb{E}[V_{j,h}] + \mathbb{E}[V^2_{j,h}]\right) + \frac{2\epsilon}{(1 - \epsilon)^2} (M_T + \xi)^2$$

$$= 1 + \frac{\epsilon}{(1 - \epsilon)^2} (M_T + \xi)^2 + \frac{2\xi - \lambda \epsilon^2}{\lambda(1 - \epsilon)}, \quad (46)$$

where $\mathbb{E}[V^2_{j,h}] = \frac{2}{\lambda^2} \sum_{k=1}^{N} \Pr(Z_{j,k,h})$ and $\mathbb{E}[V_{j,h}]$ is given in $(44)$. By substituting $(42)$, $(45)$, and $(46)$ into $(6)$, we obtain the final result given in $(9)$, which completes this proof.

**APPENDIX C**

**PROOF OF THEOREM 3**

Based on $(6)$, we need to calculate $\mathbb{E}[T_j]$, $\mathbb{E}[Y_j]$, and $\mathbb{E}[Y^2_j]$ to obtain $\Delta_{\text{DPS},n}$. We first derive $\mathbb{E}[T_j]$. In the DPS strategy, the waiting time of $P_j$ is 0, i.e., $W_j = 0$, since preemption is considered. Thus, we calculate $\mathbb{E}[T_j]$ as

$$\mathbb{E}[T_j] = \mathbb{E}[S_j]. \quad (47)$$

We note that in this strategy, the probability of $A_{j,k}$ and $G_{j,k}$ are given by

$$\Pr(A_{j,k}) = \begin{cases} 
\prod_{\kappa=k}^{N} p_{k}(1 - p_{\kappa}), & \text{if } k \neq 0, \\
\prod_{\kappa=1}^{N} (1 - p_{\kappa}), & \text{otherwise,} 
\end{cases} \quad (48)$$

and

$$\Pr(G_{j,k}) = \frac{1}{1 - e^{-\lambda M_T}} \Pr(A_{j,k}), \quad (49)$$

respectively. Based on $(49)$, we calculate $\mathbb{E}[T_j]$ as

$$\mathbb{E}[T_j] = \mathbb{E}[S_j] = \sum_{k=1}^{N} \Pr(G_{j,k}) \sum_{\kappa=k}^{N} M'_{k,n} = \sum_{k=1}^{N} M'_{k,n} \frac{e^{-\lambda \sum_{\kappa=k+1}^{N} M'_{k,n}} - e^{-\lambda M_T}}{1 - e^{-\lambda M_T}}. \quad (50)$$
We then derive $E[Y_j]$ based on (27). We note that

$$B_{j,h} = V_{j,h} + \sum_{k=1}^{N} S_{j,k,h}, \quad (51)$$

where $S_{j,k,h}$ is the serving time of the $U_{kn}$’s packet during $B_{j,h}$. We then note that the probability of $Z_{j,k,h}$ is given by

$$Pr (Z_{j,k,h}) = \frac{(1 - e^{-\lambda M'_k + 1n})e^{-\lambda M_T}}{1 - e^{-\lambda M_T}}, \quad (52)$$

for the DPS strategy. Based on (52), we calculate $E[V_{j,h}]$ as

$$E[V_{j,h}] = \frac{1}{\lambda} \sum_{k=1}^{N} Pr (Z_{j,k,h}) = \frac{e^{-\lambda M_T}}{\lambda(1 - e^{-\lambda M_T})} \sum_{k=1}^{N} \frac{p_k}{1 - p_k}. \quad (53)$$

For $S_{j,k,h}$, it is calculated as

$$S_{j,k,h} = \sum_{\theta=0}^{\Theta_k} S_{j,k,h,\theta} + M'_{kn}, \quad (54)$$

where $\Theta_k$ is the times of preemption of status update for $U_{kn}$ and $S_{j,k,h,\theta}$ is the serving time of the $\theta$-th preempted status update. We note that $\Theta_k$ follows a geometric distribution, i.e., $Pr (\Theta_k = \Theta) = (1 - p_k)p_k^{\Theta}$, and the average serving time of the $\theta$-th preempted status update is calculated as

$$E[S_{j,k,h,\theta}] = \frac{1}{p_k} \int_0^{M'_k} \lambda t e^{-\lambda t} dt = \frac{1}{\lambda} - \varphi, \quad (55)$$

where $\varphi = \frac{(1-p_k)M'_k}{p_k}$. Combining (54) with (55), we calculate $E[S_{j,k,h}]$ by

$$E[S_{j,k,h}] = E[\Theta_k]E[S_{j,k,h,\theta}] + M'_{kn} = \frac{p_k}{1 - p_k} \left( \frac{1}{\lambda} - \varphi \right) + M'_{kn} = \frac{p_k}{\lambda(1 - p_k)}. \quad (56)$$

By substituting (53) and (56) into (51), we obtain $E[B_{j,h}]$ as

$$E[B_{j,h}] = \frac{1}{\lambda(1 - e^{-\lambda M_T})} \sum_{k=1}^{N} \frac{p_k}{1 - p_k}. \quad (57)$$

Then, by substituting (57) into (27), we obtain $E[Y_j]$ as

$$E[Y_j] = \frac{1}{\lambda(1 - \epsilon_n)(1 - e^{-\lambda M_T})} \sum_{k=1}^{N} \frac{p_k}{1 - p_k}. \quad (58)$$

We next calculate $E[Y_j^2]$ based on (34). According to (51), we calculate $E[B_{j,h}^2]$ in (34) as

$$E[B_{j,h}^2] = E[V_{j,h}^2] + 2E[V_{j,h} \left( \sum_{k=1}^{N} S_{j,k,h} \right)] + E \left[ \left( \sum_{k=1}^{N} S_{j,k,h} \right)^2 \right]. \quad (59)$$
We note that $V_{j,h}$ is not independent from $S_{j,k,h}$ in (59). If the BS is in the idle state before transmitting the packet of $U_k$, the packet of $U_{\kappa}$, $\kappa \in \{1, 2, \ldots, k\}$, is not preempted during $B_{j,h}$. Hence, we obtain

$$\mathbb{E}\left[V_{j,h} \left( \sum_{k=1}^{N} S_{j,k,h} \right) \right] = \frac{e^{-\lambda M_T}}{\lambda(1-e^{-\lambda M_T})} \sum_{k=1}^{N} p_k \left( \sum_{\kappa=k}^{N} \frac{p_{\kappa}}{\lambda(1-p_{\kappa})} \right).$$

(60)

We then calculate $\mathbb{E}\left[V_{j,h}^2\right]$ and $\mathbb{E}\left[\left(\sum_{k=1}^{N} S_{j,k,h}\right)^2\right]$ in (59) as

$$\mathbb{E}\left[V_{j,h}^2\right] = \frac{2e^{-\lambda M_T}}{\lambda^2(1-e^{-\lambda M_T})} \sum_{k=1}^{N} \frac{p_k}{1-p_k},$$

(61)

and

$$\mathbb{E}\left[\left(\sum_{k=1}^{N} S_{j,k,h}\right)^2\right] = \sum_{k=1}^{N} \frac{p_k}{1-p_k} \left( \frac{2}{\lambda^2} - \frac{2\varphi}{\lambda} - \varphi M_{k,n}' \right)$$

$$+ \sum_{k=1}^{N} \sum_{\kappa \neq k} \frac{p_k}{1-p_k} \left( \frac{1}{\lambda} - \varphi \right) \frac{p_{\kappa}}{1-p_{\kappa}} \left( \frac{1}{\lambda} - \frac{M_{\kappa,n}'(1-p_{\kappa})}{p_{\kappa}} \right)$$

$$+ \sum_{k=1}^{N} \frac{2p_k^2}{(1-p_k)^2} \left( \frac{1}{\lambda} - \varphi \right)^2 + 2M_T \sum_{k=1}^{N} \left( \frac{p_k}{1-p_k} \left( \frac{1}{\lambda} - \varphi \right) \right) + M_T^2,$$

(62)

respectively. By substituting (60), (61), and (62) into (59), and combining (59) with (34), we obtain $\mathbb{E}\left[Y_j^2\right]$. By substituting (50), (58), and $\mathbb{E}\left[Y_j^2\right]$ into (6), we obtain the final result in (12), which completes the proof.

**APPENDIX D**

**PROOF OF THEOREM 4**

In the remote control system, we find that the block error rate $\varepsilon_n$ is negligible, as a low coding rate is assumed. With the information ratio, $\alpha$, and the same coding rate, $R$, we obtain the transmitted packet length, $M$, in the BRNP strategy as

$$M = \frac{L}{R} = \frac{\alpha N L_{th}}{R} = \alpha \rho M_T.$$ 

(63)

Hence, the average AoI in the BRNP strategy is calculated as

$$\Delta_{\text{BRNP}} = \frac{1}{2} \left( M + \frac{1}{\lambda} e^{-\lambda M} \right) + \frac{2e^{-\lambda M} - e^{-2\lambda M}}{2\lambda^2(M + \frac{1}{\lambda} e^{-\lambda M})} + \left( \frac{1}{\lambda} + M \right) \left( 1 - e^{-\lambda M} \right)$$

$$= \frac{1}{2} \left( \alpha \rho M_T + \frac{1}{\lambda} e^{-\lambda \alpha \rho M_T} \right) + \frac{2e^{-\lambda \alpha \rho M_T} - e^{-2\lambda \alpha \rho M_T}}{2\lambda^2(\alpha \rho M_T + \frac{1}{\lambda} e^{-\lambda \alpha \rho M_T})} + \left( \frac{1}{\lambda} + \alpha \rho M_T \right) \left( 1 - e^{-\lambda \alpha \rho M_T} \right).$$

(64)
Since all UEs require the same length of the status update, $L_h$, and have the same coding rate $R$, the system average AoI in the DNP strategy is calculated as

$$\Delta_{DNP} = \frac{1}{2} \left( M_T + \frac{1}{\lambda} e^{-\lambda M_T} \right) + \frac{2 e^{-\lambda M_T} - e^{-2\lambda M_T}}{2\lambda^2 (M_T + \frac{1}{\lambda} e^{-\lambda M_T})} - \frac{N - 1}{2N} M_T + \left( \frac{1}{\lambda} + M_T \right) \left( 1 - e^{-\lambda M_T} \right).$$

(65)

By calculating the average AoI difference between the BRNP strategy and the DNP strategy, we obtain the final result in (15).

**APPENDIX E

PROOF OF THEOREM 5**

In the dynamic system, we denote $N_\Lambda$ as the number of UEs, which follows a Poisson distribution with the PMF given by

$$\text{Pr}(N_\Lambda = N) = \frac{\Lambda^N e^{-\Lambda}}{N!}. \quad (66)$$

We first analyze the expected average AoI in the BRNP strategy. We assume that the coding rate of transmission is close to the channel capacity and the block error rate is negligible. Then, the average AoI of the system with $N$ UEs, where $N \neq 0$, is approximated as

$$\Delta_{BRNP}^{(N)} \approx \frac{3(L_{co} + NL_{id})}{2C_D^2}. \quad (67)$$

By averaging the average AoI with respect to the number of UEs, the expected average AoI is calculated as

$$\mathbb{E}[\Delta_{BRNP}] = \sum_{N=1}^{\infty} \text{Pr}(N_\Lambda = N) \Delta_{BRNP}^{(N)} \approx \sum_{N=1}^{\infty} \frac{3\Lambda^N e^{-\Lambda}(L_{co} + NL_{id})}{2N!C_D^2}, \quad (68)$$

which results in (20).

We then analyze the expected average AoI in the DNP strategy. Here, we approximate the average AoI by considering the coding rate to be close to the channel capacity of each UE and neglecting the block error rate. Hence, we approximate the average AoI of the system with $N$ UEs, where $N \neq 0$, as

$$\Delta_{DNP}^{(N)} \approx \frac{3}{2} \sum_{n=1}^{N} \left( \mathbb{E} \left[ \frac{L_{co} + L_{id}}{C_n} \right] + M_L \right) - \frac{1}{N} \sum_{n=1}^{N} \sum_{k=n+1}^{N} \left( \mathbb{E} \left[ \frac{L_{co} + L_{id}}{C_n} \right] + M_L \right), \quad (69)$$

where $C_n$ is the channel capacity of $U_n$. Due to the fact that the location of UEs follows the same Poisson process, we simplify (69) as

$$\Delta_{DNP}^{(N)} \approx \frac{2N + 1}{2} \left( (L_{co} + L_{id}) \mathbb{E} \left[ \frac{1}{C_n} \right] + M_L \right). \quad (70)$$
To obtain $\Delta_{\text{DNPZ}}^{(N)}$, we need to calculate $\mathbb{E}[1/C_n]$. Since the distance from each UE to the BS follows a 2D Poisson process, the probability density function (PDF) of the distance between the BS and each UE is given by

$$f(d) = \frac{2d}{D_2^2 - D_1^2}. \tag{71}$$

With high received SNR, the channel capacity is approximated as

$$C_n = \frac{1}{2} \log_2 (1 + \gamma_n) \approx \frac{1}{2} \log_2 (\gamma_n). \tag{72}$$

Based on (71) and (72), we calculate $\mathbb{E}[1/C_n]$ as

$$\mathbb{E} \left[ \frac{1}{C_n} \right] \approx \int_{D_1}^{D_2} \frac{1}{C_0 - \frac{n}{2} \log_2 d} f(d) \, dd = \frac{2^{2 + \frac{4\Lambda}{\pi}} \ln 2}{(D_2^2 - D_1^2) \eta} \left( \text{Ei} (x_1) - \text{Ei} (x_2) \right) = \frac{1}{C_\Lambda}. \tag{73}$$

By substituting (73) into (70), we obtain the average AoI of the system with $N$ UEs in the DNP strategy as

$$\Delta_{\text{DNPZ}}^{(N)} \approx \frac{2N + 1}{2} \left( \frac{L_{\text{co}} + L_{\text{id}}}{C_\Lambda} + M_L \right). \tag{74}$$

By averaging the average AoI with respect to the number of UEs, the expected average AoI is calculated as

$$\mathbb{E}[\Delta_{\text{DNPZ}}] = \sum_{N=1}^{\infty} \Pr(N_\Lambda = N) \Delta_{\text{DNPZ}}^{(N)} \approx \sum_{N=1}^{\infty} \frac{\Lambda^N e^{-\Lambda} (2N + 1)}{2N!} \left( \frac{L_{\text{co}} + L_{\text{id}}}{C_n} + M_L \right), \tag{75}$$

which results in (21).
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