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Abstract—Estimating and reacting to disturbances is crucial for robust flight control of quadrotors. Existing estimators typically require significant tuning for a specific flight scenario or training with extensive ground-truth disturbance data to achieve satisfactory performance. In this article, we propose a neural moving horizon estimator (NeuroMHE) that can automatically tune its key parameters modeled by a neural network and adapt to different flight scenarios. We achieve this by deriving the analytical gradients of the MHE estimates with respect to the MHE weighting matrices, which enables a seamless embedding of the MHE as a learnable layer into the neural network for highly effective learning. Interestingly, we show that the gradients can be computed efficiently using a Kalman filter in a recursive form. Moreover, we develop a model-based policy gradient algorithm to train NeuroMHE directly from the quadrotor trajectory tracking error without needing the ground-truth disturbance data. The effectiveness of NeuroMHE is verified extensively via both numerical and physical experiments on quadrotors in various challenging flights. Notably, NeuroMHE outperforms a state-of-the-art neural network-based estimator, reducing force estimation errors by up to 76.7%, while using a portable neural network that has only 7.7% of the learnable parameters of the latter. The proposed method is general and can be applied to robust adaptive control of other robotic systems.
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I. INTRODUCTION

QUADROTORS have been increasingly engaged in various challenging tasks, such as aerial swarming [1], racing [2], aerial manipulation [3], and cooperative transport [4], [5]. They can suffer from strong disturbances caused by capricious wind conditions, unmodeled aerodynamics in extreme flights or tight formations [6], [7], [8], [9], [10], force interaction with environments, time-varying cable tensions from suspended payloads [11], etc. These disturbances must be compensated appropriately in control systems to avoid significant deterioration of flight performance and even crashes. However, it is generally intractable to have a portable model capable of capturing various disturbances over a wide range of complex flight scenarios. Therefore, online disturbance estimation that adapts to environments is imperative for robust flight control.

Estimating and reacting to disturbances has long been a focus of quadrotor research. Some early works [3], [12], [13], [14], [15] proposed momentum-based estimators using a stable low-pass filter. These filters depend on a static disturbance assumption, and thus have limited performance against fast-changing disturbances. McKinnon et al. [16] modeled the dynamics of the disturbances as random walks and applied an unscented Kalman filter (UKF) to estimate external disturbances. This method generally works well across different scenarios. However, its performance relies heavily on manually tuning tens of noise covariance parameters that are hard to identify. In fact, the tuning process can be rather obscure. It requires significant experimental efforts together with much expert knowledge of the overall hardware and software systems. Recently, there has been an increasing interest in utilizing deep neural networks (DNNs) for quadrotor disturbance estimation [9], [10], [11], [17], [18]. Shi et al. [10] trained DNNs to capture the aerodynamic interaction forces between multiple quadrotors in close-proximity flight. Bauersfeld...
et al. [9] proposed a hybrid estimator NeuroBEM to estimate aerodynamics for a single quadrotor at extreme flights. The latter combines the first-principle blade-element-momentum model for single rotor aerodynamics modeling and a DNN for residual aerodynamics estimation. Generally, these DNN estimators use relatively large neural networks to achieve satisfactory performance. Their training demands substantial amounts of ground-truth disturbance data and can involve complex learning curricula.

In this article, we propose a neural moving horizon estimator (NeuroMHE) that can accurately estimate the disturbances and adapt to different flight scenarios. Distinct from the aforementioned methods, NeuroMHE fuses a portable neural network with a control-theoretic MHE, which can be trained efficiently without needing the ground-truth disturbance data. MHE solves a nonlinear dynamic optimization online in a receding horizon manner. It is well known to have superior performance on nonlinear systems with uncertainties [19], [20]. The performance of MHE depends on a set of weighting matrices in the cost function. They are roughly inversely proportional to the covariances of the noises that enter the dynamic systems [21], [22], [23], [24]. However, the tuning of these weightings is difficult in practice due to their large number and strong coupling, as well as the nonlinearity of system dynamics. It becomes even more challenging when the optimal weightings are dynamic and highly nonlinear in reality. For example, this is the case when the noise covariances are functions of states or some external signals [25], [26], [27]. In NeuroMHE, we employ a portable neural network to generate adaptive weightings and develop a systematic way to tune these weightings online using machine learning techniques. Our approach leverages the advantages of both model-free and model-based methods—the expressive power of neural networks and the control-theoretic optimal estimation. Such a fusion provides NeuroMHE with high estimation accuracy for various disturbances and fast online environment adaption.

Fig. 1 outlines the robust flight control system using NeuroMHE and its learning pipelines. The estimated disturbance forces and torques (denoted by $d_{i}(t)$ from NeuroMHE are used in the controller for disturbance compensation. We develop a model-based policy gradient algorithm to train the neural network directly from the quadrotor trajectory tracking error. One of the key ingredients of the algorithm is the computation of the gradients of the MHE estimates with respect to (w.r.t) the weightings. They are derived by implicitly differentiating through the Karush–Kuhn–Tucker (KKT) conditions of the corresponding MHE optimization problem. In particular, we derive a Kalman filter to compute these gradients very efficiently in a recursive form. These analytical gradients enable a seamless embedding of the MHE as a learnable layer into the neural network for highly effective learning. They allow for training NeuroMHE with powerful machine learning tools.

There has been a growing interest in joining the force of control-theoretic policies and machine learning approaches, such as OptNet [28], differentiable MPC [29], and Pontryagin differentiable programming [30], [31]. Our work adds to this collection another general policy for estimation, which is of interdisciplinary interest to both robotics and machine learning communities. Other recent works on optimally tuning MHE using gradient descent include [32], [33]. There the gradients are computed via solving the inverse of a large KKT matrix, whose size is linear to the MHE horizon. The computational complexity is at least quadratic w.r.t the horizon. Besides, the method in [33] requires the system dynamics to be linear. In comparison, our proposed algorithm of computing the gradients explores a recursive form using a Kalman filter, which has a linear computational complexity w.r.t the MHE horizon. Moreover, it directly handles general nonlinear dynamic systems, which has more applications in robotics.

We validate the effectiveness of NeuroMHE extensively via both numerical and physical experiments on quadrotors in various challenging flights. Using the real agile and extreme flight dataset collected in the world’s largest indoor motion capture room [9], we show that compared with the state-of-the-art estimator NeuroBEM, our method: 1) requires much less training data; 2) uses only 7.7% of the neural network parameters; and 3) achieves superior performance with force estimation error reductions of up to 76.7%. Further utilizing a trajectory tracking simulation with synthetic disturbances, we show that a stable NeuroMHE with a fast dynamic response can be efficiently trained in merely a few episodes from the trajectory tracking error. Beyond the impressive training efficiency, this simulation also demonstrates the robust control performance of using NeuroMHE under Gaussian noises with dynamic covariances. As compared to fixed-weighting MHE and $L_1$ adaptive control, NeuroMHE reduces the average tracking errors by up to 86.3%. Finally, we conduct experiments to show that NeuroMHE robustifies a baseline flight controller substantially against challenging disturbances, including state-dependent cable forces and downwash flow.

This article is based on our previous conference paper [34]. The earlier version of this work proposed an autotuning MHE algorithm with analytical gradients and demonstrated training of fixed-weighting MHE to achieve quadrotor robust control in simulation. In this work, we additionally:

1) propose a more powerful autotuning NeuroMHE to further improve the estimation accuracy and achieve fast online adaptation;
2) provide a theoretical justification of the computational efficiency of the Kalman filter-based gradient solver;
3) extend the theory and algorithms to consider constraints in the estimation, which helps meet various physical limits;
4) conduct extensive simulations using both real and synthetic data to demonstrate the training efficiency, the fast environment adaptation, and the improved estimation and trajectory tracking accuracy over the state-of-the-art estimator and adaptive controller; and
5) further test the proposed algorithm on a real quadrotor to show that NeuroMHE can significantly robustify a widely used baseline flight controller against various challenging disturbances.

The rest of this article is organized as follows. Section II briefly reviews the quadrotor dynamics and the MHE problem for disturbance estimation. Section III formulates NeuroMHE.
In Section IV, we derive the analytical gradients in a recursive form. Section V develops the model-based policy gradient algorithm for training NeuroMHE without the need for ground-truth data. Section VI considers constrained NeuroMHE problems. Simulation and experiment results are reported in Section VII. We discuss the advantages and disadvantages of our approach compared to the state-of-the-art methods in Section VIII and conclude this article in Section IX.

II. PRELIMINARIES

A. Quadrotor and Disturbance Dynamics

We model a quadrotor as a 6-degree-of-freedom (DoF) rigid body with the mass $m$ and the moment of inertia $J \in \mathbb{R}^{3 \times 3}$. Let $p \in \mathbb{R}^3$ denote the position of center-of-mass (CoM) in world frame $\mathcal{I}$, $v \in \mathbb{R}^3$ the velocity of CoM in $\mathcal{I}$, $R \in SO(3)$ the rotation matrix from body frame $\mathcal{B}$ to $\mathcal{I}$, and $\omega \in \mathbb{R}^3$ the angular rate in $\mathcal{B}$. The quadrotor model is given by

\[
\dot{p} = v, \quad \dot{v} = m^{-1} (-mg e_3 + R(\omega e_3 + d_f)) \tag{1a}
\]
\[
\dot{R} = R \omega \times, \quad \dot{\omega} = J^{-1} (-\omega \times J \omega + \tau_m + d_\tau), \tag{1b}
\]

where the disturbance forces $d_f = [d_{f_x}; d_{f_y}; d_{f_z}]$ and torques $d_\tau = [d_{\tau_x}; d_{\tau_y}; d_{\tau_z}]$ are expressed in $\mathcal{I}$ and $\mathcal{B}$, respectively, $g$ is the gravitational acceleration, $e_3 = [0; 0; 1]$; $\omega \times$ denotes the skew-symmetric matrix form of $\omega$ as an element of the Lie algebra $so(3)$, and $f$ and $\tau_m = [\tau_{m_x}; \tau_{m_y}; \tau_{m_z}]$ are the total thrust and control torques produced by the quadrotor’s four motors, respectively. We define $x^d = [p; v; vec(R); \omega]$ as the quadrotor state, where $vec(\cdot)$ denotes the vectorization of a given matrix and $u = [f; \tau_{m_x}; \tau_{m_y}; \tau_{m_z}]$ as the control input. Hereafter, we denote by $a = [a; b; \cdots]$ a column vector and $b = [a, b, \cdots]$ a row vector.

The disturbance can come from various sources (e.g., aerodynamic drag, tension force from cable-suspended payloads, or system internal uncertainties). A general way to model its dynamics is using random walks

\[
\dot{d}_f = w_f, \quad \dot{d}_\tau = w_\tau \tag{2}
\]

where $w_f$ and $w_\tau$ are the process noises. This model has been proven very effective in estimation of unknown and time-varying disturbances [16]. Augmenting the quadrotor state $x^d$ with the disturbance state $\tilde{d} = [d_f; d_\tau]$, we define the augmented state $x = [p; v; d_f; vec(R); \omega; d_\tau] \in \mathbb{R}^n$. The overall dynamics model can be written as

\[
\dot{x} = f_{\text{dyn}}(x, u, w) \tag{3a}
\]
\[
y = h(x) + \nu \tag{3b}
\]

where $f_{\text{dyn}}$ consists of both the quadrotor rigid body dynamics (1) and the disturbance model (2), $w = [w_f; w_\tau] \in \mathbb{R}^m$ is the process noise vector, $h$ is the measurement function, and $y$ is the measurement subject to the noise $\nu$. The model (3) will be used in MHE for estimation.

B. Moving Horizon Estimator

MHE is a control-theoretic estimator, which solves a nonlinear dynamic optimization online in a receding horizon manner. At each time step $t \geq N$, the MHE estimator optimizes over $N + 1$ state vectors $x = [x_k]_{k=-N}^t$ and $N$ process noise vectors $w = [w_k]_{k=-N}^t$ on the basis of $N + 1$ measurements $y = [y_k]_{k=t-N}$ and $N$ control inputs $u = [u_k]_{k=t-N}$ collected in a retrospective sliding window of length $N$. We denote by $x = [\tilde{x}_{k|t}]_{k=-N}^t$ and $\tilde{w} = [\tilde{w}_{k|t}]_{k=t-N}$ the MHE estimates of $x$ and $w$, respectively at time step $t$. They are the solutions to the following optimization problem:

\[
\min_{x, w} J = \frac{1}{2} ||x_{t-N} - \tilde{x}_{t-N}||_P^2 \tag{4a}
\]

\[
+ \frac{1}{2} \sum_{k=t-N}^{t-1} ||y_k - h(x_k)||_{R_k}^2 + \frac{1}{2} \sum_{k=t-N}^{t-1} ||w_k||_{Q_k}^2 \tag{4b}
\]

s.t. $x_{k+1} = f(x_k, u_k, w_k, \Delta t)$

where all of the norms are weighted by the positive-definite matrices $P, R_k,$ and $Q_k$, e.g., $||w_k||_{Q_k}^2 = w_k^TQ_kw_k$. $\Delta t$ is the sampling time, $f(x_k, u_k, w_k, \Delta t)$ is the discrete-time model of $f_{\text{dyn}}$ for predicting the state, and $\tilde{x}_{t-N}$ is chosen as the MHE estimate $x_{t-N|t-1}$ of $x_{t-N}$ obtained at $t - 1$ [35]. The first term of (4a) is referred to as the arrival cost, which summarizes the historical running cost before the current estimation horizon [36]. The second and third terms of (4a) represent the running cost, aiming to minimize the predicted measurement error and the process noise, respectively.

III. FORMULATION OF NEUROMHE

A. Problem Statement

The MHE performance depends on the choice of the weighting matrices. Their tuning typically requires a priori knowledge of the covariances of the noises that enter the dynamic systems. For example, the higher the covariance is, the lower confidence we have in the polluted data. Then, the weightings should be set smaller for minimizing the predicted estimation error in the running cost. Despite these rough intuitions, the tuning of the weighting matrices is still demanding due to their large number and complex coupling. It becomes even more challenging when the optimal weightings are nonstationary in reality.

For clarity, we represent all the elements in $P, R_k,$ and $Q_k$ as $\theta := [vec(P), vec(R_k)]_{k=-N}^t, vec(Q_k)]_{k=-N}^t \in \mathbb{R}^p$, parameterize Problem (4) as $\text{MHE}(\theta)$, and denote the corresponding MHE estimates by $\tilde{x}(\theta)$. If the ground-truth system state is available, we can directly evaluate the estimation quality using a differentiable scalar loss function $L(\tilde{x}(\theta))$ built upon the estimation error. Probably more meaningful in robust trajectory tracking control, $L(\tilde{x}(\theta))$ can be chosen to penalize the tracking error. Thus, the tuning problem is to find optimal weightings $\theta^*$ such that the tracking error loss is minimized. It can be
interpreted as the following optimization problem:
\[
\min_{\theta} L(\hat{x}(\theta)) \tag{5a}
\]
\[
s.t. \hat{x}(\theta) \text{ generated by MHE}(\theta) \tag{5b}
\]
Traditionally, a fixed $\theta^*$ is tuned for the vanilla MHE, as in our previous conference paper [34] by solving Problem (5). The fixed $\theta^*$ may not be optimal and can lead to substantially degraded performance when the noise covariances are nonstationary. Therefore, we are interested in designing an adaptive $\theta^*$ to improve the estimation or control performance.

B. Neural MHE Adaptive Weightings

The adaptive weightings are generally difficult to model using the first principle. Instead, we employ a neural network (NN) to improve the estimation or control performance.

C. Tuning NeuroMHE via Gradient Descent

For NeuroMHE, the tuning becomes finding the optimal neural network parameters $\varpi^*$ to minimize the loss function
\[
\min_{\varpi} L(\hat{x}(\varpi)) \tag{7a}
\]
\[
s.t. \hat{x}(\varpi) \text{ generated by NeuroMHE}(\theta(\varpi)) \tag{7b}
\]
Compared with the fixed $\theta^*$ employed in (5), the neural network parameterized $\theta(\varpi)$ is more powerful. It varies according to different states or external signals, enabling fast online adaptation to different flight status and scenarios.

We aim to use gradient descent to train $\varpi$. The gradient of $L(\hat{x}(\varpi))$ w.r.t $\varpi$ can be calculated using the chain rule
\[
\frac{dL(\hat{x}(\varpi))}{d\varpi} = \frac{dL(\hat{x}(\theta))}{d\theta} \frac{d\hat{x}(\theta)}{d\theta} \frac{d\theta}{d\varpi}. \tag{8}
\]
Fig. 1 depicts the learning pipelines for training NeuroMHE. Each update of $\varpi$ consists of a forward pass and a backward pass. In the forward pass, given the current $\varpi$, the weightings $\theta_t$ are generated from the neural network for MHE to obtain $\hat{x}$, and thus $L(\hat{x}(\varpi))$ is evaluated. In the backward pass, the gradients components $\frac{dL(\hat{x})}{d\theta}$, $\frac{d\hat{x}(\theta)}{d\theta}$, and $\frac{d\theta}{d\varpi}$ are computed.

In solving MHE, $\hat{x}$ can be obtained using any numerical optimization solver. In the backward pass, the gradient $\frac{dL(\hat{x})}{d\theta}$ is straightforward to compute as $L(\hat{x})$ is generally an explicit function of $\hat{x}$; computing $\frac{d\theta}{d\varpi}$ for the neural network is standard and handy via many existing machine learning tools. The main challenge is how to solve for $\frac{d\theta}{d\varpi}$, the gradients of the MHE estimates w.r.t $\theta$. This requires differentiating through the MHE problem (4), which is a nonlinear optimization. Next, we will derive $\frac{\partial \hat{x}(\theta)}{\partial \varpi}$ analytically and show that it can be computed recursively using a Kalman filter.

IV. Analytical Gradients

The idea to derive $\frac{\partial \hat{x}}{\partial \varpi}$ is to implicitly differentiate through the KKT conditions associated with the MHE problem (4). The KKT conditions define a set of first-order optimality conditions which the locally optimal $\hat{x}$ must satisfy. We associate the equality constraints (4b) with the dual variables $\lambda = \{\lambda_k\}_{k=1}^{t-N}$ and denote their optimal values by $\lambda^* \in \mathbb{R}^n$. The corresponding Lagrangian can be written as
\[
\mathcal{L} = \frac{1}{2} \|x_{t-N} - \hat{x}_{t-N}\|^2_P + \tilde{\mathcal{L}} \tag{9}
\]
where
\[
\tilde{\mathcal{L}} = \frac{1}{2} \sum_{k=t-N}^t \|y_k - h(x_k)\|^2_R + \frac{1}{2} \sum_{k=t-N}^{t-1} \|w_k\|^2_Q + \sum_{k=t-N}^{t-1} \lambda^*_k (x_{k+1} - f(x_k, u_k, w_k, \Delta t)).
\]
Then, the KKT conditions of (4) at $\hat{x}$, $\hat{w}$, and $\lambda^*$ are given by
\[
\nabla_{\hat{x}_{t-N}} \mathcal{L} = \mathcal{P} (\hat{x}_{t-N} - \hat{x}_{t-N}) - H_{t-N}^T R_{t-N} (y_{t-N} - h(\hat{x}_{t-N})) - F_{t-N}^T \lambda^* = 0 \tag{10a}
\]
\[
\nabla_{\hat{w}_{k+1}} \mathcal{L} = Q_k \hat{w}_{k+1} - G_k^T \lambda^*_k = 0 \tag{10b}
\]
\[
\nabla_{\lambda^*_k} \mathcal{L} = \hat{x}_{k+1} - f(x_k, u_k, w_k, \Delta t) = 0 \tag{10c}
\]
where
\[
F_k = \frac{\partial f}{\partial \hat{x}_k}, \quad G_k = \frac{\partial f}{\partial \hat{w}_k}, \quad H_k = \frac{\partial h}{\partial \hat{x}_k} \tag{11}
\]
and $\lambda^*_k = 0$ by definition. Equations (10a), (10b), and (10c) are the Lagrangian stationarity conditions at $\hat{x}$, $\hat{w}$, and $\lambda^*$. Equation (10d) is the primal feasibility from the system model.

A. Differential KKT Conditions of MHE

Recall that $x = \{\hat{x}_{k+1}\}_{k=1}^{t-N}$ is the optimal estimates from $t-N$ to $t$. To calculate
\[
\frac{\partial \hat{x}}{\partial \varpi} \text{ is straightforward to compute as } L(\hat{x}) \text{ is generally an explicit function of } \hat{x}, \text{ computing } \frac{\partial \theta}{\partial \varpi} \text{ for the neural network is standard and handy via many existing machine learning tools. The main challenge is how to solve for } \frac{\partial \hat{x}(\theta)}{\partial \varpi}, \text{ the gradients of the MHE estimates w.r.t } \theta. \text{ This requires differentiating through the MHE problem (4), which is a nonlinear optimization. Next, we will derive } \frac{\partial \hat{x}(\theta)}{\partial \varpi} \text{ analytically and show that it can be computed recursively using a Kalman filter.}
\[
\frac{\partial \hat{x}(\theta)}{\partial \varpi} = \left\{ \frac{\partial \hat{x}(\theta)}{\partial \varpi} \right\}_{k=1}^{t-N} \tag{12}
\]
we are motivated to implicitly differentiate the KKT conditions (10) on both sides w.r.t $\theta$. This results in the following differential KKT conditions:
\[
\frac{d}{d\theta} \nabla_{\hat{x}_{t-N}} \mathcal{L} = L_{xx} \frac{\partial \hat{x}_{t-N}}{\partial \theta} - P \frac{\partial \hat{x}_{t-N}}{\partial \theta} + L_{x^T} \frac{\partial \hat{x}_{t-N}}{\partial \theta} + \tilde{\mathcal{L}} \tag{13a}
\]
\[
+ \tilde{L}_{w^T} \frac{\partial \hat{w}_{t-N}}{\partial \theta} - F_{t-N}^T \frac{\partial \lambda^*_{t-N}}{\partial \theta} = 0 \tag{13b}
\]
\[
\frac{d\hat{x}_k}{d\theta} = L_k \frac{\partial \hat{\theta}_k}{\partial \theta} + L_k \frac{\partial \hat{\theta}_k}{\partial \theta} - F_k \frac{\partial \lambda_k^+}{\partial \theta} + \frac{\partial \lambda_{k-1}}{\partial \theta} + L_k^{\theta} = 0
\]

\[
\frac{d\hat{w}_k}{d\theta} = L_k \frac{\partial \hat{\theta}_k}{\partial \theta} + L_k \frac{\partial \hat{\theta}_k}{\partial \theta} - G_k \frac{\partial \lambda_k^+}{\partial \theta} + \frac{\partial \lambda_{k-1}}{\partial \theta} + L_k^{\theta} = 0, \quad k = t - N + 1, \ldots, t
\]

\[
\frac{d\hat{w}_k}{d\theta} = L_k \frac{\partial \hat{\theta}_k}{\partial \theta} - F_k \frac{\partial \hat{\theta}_k}{\partial \theta} - G_k \frac{\partial \lambda_k^+}{\partial \theta} = 0, \quad k = t - N, \ldots, t - 1
\]

where the coefficient matrices are defined as follows:

\[
L_k^{xx} = \frac{\partial^2 \mathcal{L}}{\partial \hat{\theta}_k \partial \hat{\theta}_k}, \quad L_k^{w} = \frac{\partial^2 \mathcal{L}}{\partial \hat{\theta}_k \partial \lambda_k^+}, \quad L_k^{\theta} = \frac{\partial^2 \mathcal{L}}{\partial \lambda_k^+ \partial \hat{\theta}_k}
\]

\[
L_k^{ww} = \frac{\partial^2 \mathcal{L}}{\partial \hat{\theta}_k \partial \hat{\theta}_k}, \quad L_k^{w} = \frac{\partial^2 \mathcal{L}}{\partial \hat{\theta}_k \partial \lambda_k^+}, \quad L_k^{\theta} = \frac{\partial^2 \mathcal{L}}{\partial \lambda_k^+ \partial \hat{\theta}_k}
\]

\[
\begin{aligned}
\min_{X, W} J_2 &= \frac{1}{2} \left\| X_{t-N} - \hat{X}_{t-N} \right\|^2_F + \text{Tr} \sum_{k=t-N}^t \left( 1 \right) X_k \left( F_k X_k + G_k W_k \right) + \text{Tr} \sum_{k=t-N}^t \left( 1 \right) X_k \left( F_k X_k + G_k W_k \right) \\
&+ \text{Tr} \sum_{k=t-N}^{t-1} \left( 1 \right) W_k T_k \left( L_k^{w} \right)^T W_k + \left( L_k^{\theta} \right)^T W_k
\end{aligned}
\]

\[\text{s.t. } X_{k+1} = F_k X_k + G_k W_k \]

A proof of Lemma 1 can be found in Appendix-B. This lemma shows that the KKT conditions of (15) are the same as the differential KKT conditions of (13) of the original MHE problem (4). In particular, the solution \( \hat{X} \) for (15) represents exactly the gradients of \( \hat{x} \) w.r.t. \( \theta \). Hence, we can compute the desired gradients (12) by solving the auxiliary MHE system (15). Notice that for the auxiliary MHE, its cost function (15a) is quadratic and the dynamics model (15b) is linear. Therefore, it is possible to obtain \( \hat{X} \) in a closed form. Instead of solving the auxiliary MHE by some numerical optimization solver, we propose a computationally more efficient method to recursively solve for \( \hat{X} \) using a Kalman filter. We now present the key result in the following lemma, which is obtained using forward dynamic programming introduced in [38].

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]

\[X_{k+1} = F_k X_k + G_k W_k \]

\[\hat{X}_{k+1} = F_k \hat{X}_k + G_k \hat{W}_k \]

\[\hat{X}_{t-N} = \left( I - P_{t-N} S_{t-N} \right)^{-1} P_{t-N} \hat{X}_{t-N} + C_{t-N} T_{t-N} \]
Algorithm 1: Solving for \( \hat{X} \) Using a Kalman Filter.

**Input:** The trajectories \( \hat{x}, \dot{\hat{x}}, \) and \( X^* \) generated by solving Problem (4), the current weightings \( \Theta \), the control inputs \( u \), the previous estimate \( \hat{X}_{t-N} \), and the matrices in (11) and (14);

1. **def** Kalman_Fitler_based_Gradient_Solver;
2. ☐ implementation of Lemma 2
3. Set \( \hat{X}_{t-N} \) using (17);
4. for \( k \leftarrow t - N + 1 \) to \( t \) by 1 do
5. ▶ Update \( \hat{X}_{k|k} \) using the Kalman filter (18);
6. end for
7. for \( k \leftarrow t - N + 1 \) by -1 do
8. ▶ Update \( \Lambda_{k-1}^* \) using (19) with \( \Lambda_k^* = 0 \);
9. end for
10. for \( k \leftarrow t - N \) to \( t \) by 1 do
11. ▶ Update \( \hat{X}_{k|t} \) using (20);
12. end for
13. return \( \hat{X} = \{ \hat{X}_{k|t} \}_{k=t-N}^t \)

**Return:** \( \frac{\partial L}{\partial \Theta} \approx \hat{X} \) due to Lemma 1

\[
\begin{align*}
\hat{F}_k &= F_k - G_k (L_k^{wu})^{-1} L_k^{wx}, \quad k = t - N, \ldots, t - 1 \\
S_t &= -L_t^{xx}, \quad T_t = -L_t^{x\theta}.
\end{align*}
\]

Step 2: The new optimal dual variables \( \Lambda^* = \{ \Lambda_k^* \}_{k=t-N}^{t-1} \) are obtained by solving the following equation backward from \( k = t \) to \( t - N + 1 \), starting with \( \Lambda_t^* = 0 \):

\[
\Lambda_{k-1}^* = (I + S_k C_k) \hat{F}_k^{TF} \Lambda_k^* + S_k \hat{X}_{k|k}^{KF} + T_k.
\]  

(19)

Step 3: The optimal estimates \( \hat{X} \) are computed by solving

\[
\hat{X}_{k|t} = \hat{X}_{k|k}^{KF} + C_k \hat{F}_k^{TF} \Lambda_k^*.
\]  

(20)

C. Sparse Parameterization of Weightings

We design an efficient sparse parameterization for the MHE weightings. First, we introduce two forgetting factors \( \gamma_{1,2} \in (0,1) \) to parameterize the time-varying weighting matrices \( R_k \) and \( Q_k \) in the MHE running cost by \( R_k = \gamma_1^{t-k} R_t \) for \( k = t - N, \ldots, t \) and \( Q_k = \gamma_2^{t-k} Q_t \) for \( k = t - N, \ldots, t - 1 \).

That is, instead of training a neural network to generate all \( R_k \) and \( Q_k \), we only need to train it to generate adaptive forgetting factors together with (adaptive) \( P, R_t, \) and \( Q_{t-1} \). This effectively reduces the size of the neural network and keeps it portable, while enabling a flexible adjustment of the weightings over the horizon. Second, we set \( P, R_t, \) and \( Q_{t-1} \) as diagonal matrices to further reduce the problem’s size. With these simplifications, we parameterize the diagonal elements as \( P = \varsigma + p^2, R = \varsigma + r^2, \) and \( Q = \varsigma + q^2 \), respectively. This representation ensures the positive definiteness of the weighting matrices, where \( \varsigma > 0 \) is a small constant and the subscript “\(^*\)” denotes the appropriate index. We further use two sigmoid functions \( S(\gamma_{1,2}) = (1 + \exp(-\gamma_{1,2}))^{-1} \) to constrain the values of \( \gamma_1 \) and \( \gamma_2 \) to be in \( (\gamma_{\text{min}}, 1) \), where \( \gamma_{\text{min}} > 0 \) is some prechosen small constant, and have \( \gamma_{1,2} = \gamma_{\text{min}} + (1 - \gamma_{\text{min}}) S(\gamma_{1,2}) \).

Therefore, the output of the neural network becomes \( \Theta = [p, \gamma_1, r, \gamma_2, q] \), where the subscript “\(^*\)” denotes the appropriate dimension of a vector that collects the corresponding diagonal elements such as \( p = [p_1, p_2, \ldots, p, \ldots] \). To reflect the parameterization, the chain rule for the gradient calculation is further written as

\[
\frac{dL}{d\varpi} = \frac{dL}{dx} \frac{dx}{d\varpi} \frac{d\varpi}{d\Theta} \frac{d\Theta}{d\varpi}.
\]  

(21)

V. MODEL-BASED POLICY GRADIENT ALGORITHM

In this section, we propose a model-based policy gradient reinforcement learning (RL) algorithm to train NeuroMHE. This algorithm enables the neural network parameters \( \varpi \) to be learned directly from the trajectory tracking error without needing the ground-truth disturbance data.

Denote the robust tracking controller by

\[
u_t = u \left( x^q_{t, \text{ref}}, \hat{x}_{t|t} \right)
\]

(22)

where the current estimate \( \hat{x}_{t|t} \), computed online by solving Problem (4), includes the quadrotor state estimate \( \hat{x}_{t|t}^q \) and the disturbance estimate \( \hat{d}_{t|t} \). Such a controller can be simply designed as directly compensating \( \hat{d}_{t|t} \) in a nominal geometric flight controller [39]. Supervised training of NeuroMHE forms the estimation error \( \| \hat{d}_{t|t} - d_t \| \) as the loss function, which requires the ground truth disturbance. In practice, the ground truth \( d_t \) is often difficult to obtain. It is of great convenience to train NeuroMHE directly by minimizing the trajectory tracking error (the difference between the quadrotor states estimated by MHE and the reference states). For example, the loss can be chosen as

\[
L(\hat{x}) = \sum_{k=t-N}^{t} \left\| \hat{x}_{k|t}^q - x_{k, \text{ref}}^q \right\|_w^2
\]

(23)
Algorithm 2: Model-Based Policy Gradient RL.

Input: The quadrotor reference trajectory $x^g,_{\text{ref}}$ and the learning rate $\varepsilon$;

Initialization: $\theta_0$.

1 while $L_{\text{mean}}$ not converged do
  2 for $t \leftarrow 0$ to $T$ by $\Delta t$ do
    \begin{enumerate}
    \item \textbf{Forward Pass}:
      \begin{enumerate}
      \item Compute the adaptive weightings $\theta_i$ using $\Theta_i = f_{\omega_i}$, and the sparse parameterization;
      \item Solve Problem (4) to obtain $\hat{x}, \theta$ using any numerical optimization solver;
      \item Compute the loss function $L(\hat{x})$ using (23);
      \item Compute $u_t$ from the control law (22);
      \item Apply $u_t$ to update the quadrotor state $x_t^\theta$;
      \end{enumerate}
    \item \textbf{Backward Pass}:
      \begin{enumerate}
      \item Compute $\frac{\partial g_k}{\partial x}$ using Algorithm 1 given $\hat{x}$ and $\theta_i$;
      \item Compute $\frac{\partial g_k}{\partial x}$ from the loss $L(\hat{x})$;
      \item Compute $\frac{\partial g_k}{\partial \omega}$ from the sparse parameterization;
      \item Compute $\frac{\partial \theta}{\partial \omega}$ of the NN; $\theta$ using any machine learning tool;
      \item Apply the chain rule (21) to obtain $\frac{\partial L}{\partial \omega}$;
      \item Update $\theta_t$, using gradient-based optimization;
      \end{enumerate}
  \end{enumerate}
  3 Calculate $L_{\text{mean}} = \frac{T}{T+\Delta t} \sum_{k=0}^T L(\hat{x})$ for the next episode $\triangleright$ one training episode

end while

where $W_\varepsilon$ is a positive-definite weighting matrix. Thus, minimizing the loss (23) can train NeuroMHE for better trajectory tracking control.

In training, we perform gradient descent to update $\theta_t$. We first obtain the analytical gradients $\frac{\partial L}{\partial \theta}$ through Algorithm 1, then compute $\frac{\partial L}{\partial \hat{x}}$, $\frac{\partial L}{\partial x}$, and $\frac{\partial L}{\partial \omega}$ from their analytical expressions, and finally apply the chain rule (21) to obtain the gradient $\frac{\partial L}{\partial \omega}$, $\frac{\partial L}{\partial \theta}$. We summarize the training procedures in Algorithm 2, where $L_{\text{mean}}$ is the mean value of the loss (23) over one training episode with the duration $T$.

VI. CONSTRAINED NEUROMHE

Problem (4), as in our earlier conference work [34], does not consider inequality constraints imposed on the system state and process noise. To address this limitation, we extend our method to the case where inequality constraints need to be respected in MHE. This can enhance flight safety by preventing unrealistic estimations. For example, when a quadrotor is carrying an unknown payload, the estimated payload disturbance should not exceed the maximum collective force produced by the propellers. Without loss of generality, we consider the following constraints defined in one horizon, i.e., at the time step $k \in [t - N, t]$:

$$g_{k,i}(x_k, w_k) \leq 0, i = 1, \ldots, n.$$  \hspace{1cm} (24)

Although the inequalities (24) can have a general form, they must satisfy the linear independence constraint qualification (LICQ) to ensure the KKT conditions hold at the optimal solutions$^1$. In other words, $\nabla g_{k,i}, i = 1, \ldots, n$ are linearly independent. It is worth noting that this requirement is not overly conservative and can be satisfied by various common constraints in practice, such as box constraints.

By enforcing (24) as hard constraints in the MHE optimization problem, we have

$$\min_{x, w} J$$  \hspace{2cm} (25a)

s.t. $x_{k+1} = f(x_k, u_k, w_k, \Delta t)$  \hspace{2cm} (25b)

$$g_{k,i}(x_k, w_k) \leq 0, i = 1, \ldots, n$$  \hspace{1cm} (25c)

where $J$ is the same as defined in (4). We denote the optimal constrained estimates of (25) by $\hat{x}, \hat{w}_\varepsilon$. Similar to (4), $\hat{x}, \hat{w}_\varepsilon$ is parameterized as $\hat{x}(\theta)$ by the weighting parameters. This method, however, has several implementation difficulties for computing the gradients $\frac{\partial \tilde{g}_k}{\partial \theta}$. When differentiating the KKT conditions of (25) w.r.t. $\theta$, one needs to identify all active constraints $g_{k,i}(x_k, w_k) = 0$, which can be numerically inefficient. Moreover, the discontinuous switch between inactive and active inequality constraints may incur numerical instability in learning. Instead of treating (24) as hard constraints, we use interior-point methods to softly penalize (24) in the cost function of the MHE optimization problem. In particular, using the logarithm barrier functions, we have

$$\min_{x, w} J - \delta \sum_{k=t-N}^t \sum_{i=1}^n \ln (-g_{k,i}(x_k, w_k))$$  \hspace{2cm} (26a)

s.t. $x_{k+1} = f(x_k, u_k, w_k, \Delta t)$  \hspace{2cm} (26b)

where $\delta$ is a positive barrier parameter.

Compared with (25), the optimal estimates $\hat{x}$ to the soft-constrained MHE problem (26) is now determined by both $\theta$ and $\delta$, denoted by $\hat{x}(\theta, \delta)$. If $\delta = 0$, then $\hat{x}(\theta, \delta) \rightarrow \hat{x}_c(\theta)$ and $\frac{\partial \hat{x}(\theta, \delta)}{\partial \theta} \rightarrow \frac{\partial \hat{x}_c(\theta)}{\partial \theta}$, which is a well-known property of interior-point methods [40]. Hence, by setting $\delta > 0$ to be sufficiently small, we can utilize $\frac{\partial \hat{x}(\theta, \delta)}{\partial \theta}$ to approximate $\frac{\partial \hat{x}_c(\theta)}{\partial \theta}$ with arbitrary accuracy. This allows for applying Algorithm 1 to calculate $\frac{\partial \hat{x}(\theta, \delta)}{\partial \theta}$. Similarly, by approximating the adaptive $\theta$ in (26) with the neural network (6), we can train the soft-constrained NeuroMHE (26) using Algorithm 2.

VII. EXPERIMENTS

We validate the effectiveness of NeuroMHE in robust flight control through both numerical and physical experiments on quadrotors. In particular, we will show the following advantages of NeuroMHE. First, it enjoys computationally efficient training and significantly improves the force estimation performance over a state-of-the-art estimator (see Section VII-B). Second, a stable NeuroMHE with a fast dynamic response can be trained directly from the trajectory tracking error using Algorithm 2 (see Section VII-B1). Third, NeuroMHE exhibits superior estimation

$^1$It is straightforward to show that the equality constraint (4b) satisfies the LICQ when the system is both controllable and observable.
and robust control performance than a fixed-weighting MHE and a state-of-the-art adaptive controller for handling dynamic noise covariances (see Section VII-B2). Finally, NeuroMHE is efficiently transferable to different challenging flight scenarios on a real quadrotor without extra parameter tuning, including counteracting state-dependent cable forces and flying under downwash flow (see Section VII-C).

In our experiments, we design the neural network to take the current partial or full quadrotor state $x_t^i$ as input, which we assume is available through onboard sensors or motion capture systems. Correspondingly, we set the measurement of the augmented system (3) to be $y_t = x_t^i + \nu$. A multilayer perceptron (MLP) network is adopted, and its architecture is depicted in Fig. 2. The MLP has two hidden layers with the rectified linear unit (ReLU) $\phi(x) = \max(x, 0)$ as the activation function. The linear layer undergoes spectral normalization, which involves rescaling the weight matrix with its spectral norm. This technique constrains the Lipschitz constant of the layer, thereby enhancing the network’s robustness and generalizability [41]. The adopted MLP is therefore expressed mathematically as

$$f(\hat{y}_t) = A_o \phi (A_2 \phi (A_1 y_t + b_1) + b_2) + b_o \tag{27}$$

where $A_o \in \mathbb{R}^{D_{out} \times D_h}$, $A_1 \in \mathbb{R}^{D_h \times D_{in}}$, and $A_2 \in \mathbb{R}^{D_h \times D_{out}}$ are the weight matrices, $b_o \in \mathbb{R}^{D_{out}}$, $b_1 \in \mathbb{R}^{D_h}$, and $b_2 \in \mathbb{R}^{D_h}$ are the bias vectors, they are the neural network parameters $Ψ$ to be learned, $D_{in}$, $D_h$, and $D_{out}$ denote the numbers of the neurons in the input, hidden, and output layers, respectively.

We implement our algorithm in Python and use ipopt with CasADi [37] to solve the nonlinear MHE optimization problem (4). The MLP (27) is built using PyTorch [42] and trained using Adam [43]. In the implementation, we customize the loss function (23) to suit the typical training procedure in PyTorch. Specifically, the customized loss function for training the neural network (27) is defined by $L_{pytorch} = \frac{dL}{d\Theta} |_{\Theta} \Theta$, where $\frac{dL}{d\Theta} |_{\Theta} \Theta$, $\frac{dL}{d\phi_1} |_{\Theta}$, $\frac{dL}{d\phi_2} |_{\Theta}$, $\frac{dL}{d\phi_3} |_{\Theta}$ is the gradient of the loss (23) with respect to $\theta$ evaluated at $\Theta$, such that $\frac{dL}{d\Theta} |_{\Theta} \Theta = \frac{dL}{d\Theta} \Theta$.

In training with gradient descent, overlarge gradients can lead to unstable training. This could occur when the lower bounds $\zeta$ and $\gamma_{\min}$ of the parameterized weights are very small, since the calculation of $\frac{dL}{d\Theta}$ requires the inverse of the weightings. Thus, we additionally set a threshold $\rho$ for the 2-norm of the gradient $\| \frac{dL}{d\Theta} \|$ to improve training. Whenever $\| \frac{dL}{d\Theta} \| \geq \rho$, we bound the gradient $\frac{dL}{d\Theta}$ via multiplying it by $\rho \| \frac{dL}{d\Theta} \|^{-1}$ and increase the lower bounds slightly.

A. Efficient Learning for Accurate Estimation

In this numerical experiment, we compare NeuroMHE with the state-of-the-art estimator NeuroBEM [9] using the same flight dataset presented in [9], which was collected in the world’s largest indoor motion capture room from various agile and extreme flights. The ground-truth data (quadrotor states and disturbance) can be obtained from the dataset and the quadrotor dynamics model. To be consistent with NeuroBEM, we train NeuroMHE from the estimation error using supervised learning. Specifically, we use Algorithm 1 to compute the gradients $\frac{\partial L}{\partial \theta}$, build the loss function $L$ using the estimation error, and apply gradient descent to update the neural network parameters $\Psi$.

The ground-truth disturbance forces and torques $d = [F; \tau]$ are computed by

$$F = m (a_v + g e_3), \quad \tau = J a_o + \omega \times J \omega \tag{28}$$

where $J = \text{diag}(2.5, 2.1, 4.3) \times 10^{-3} \text{kgm}^2$ and $m = 0.772 \text{kg}$ as used in [9] $^2$, $a_v$ and $a_o$ are the ground-truth linear and angular accelerations given in the dataset. Here $F$ and $\tau$ include the control forces and torques generated by the quadrotor’s motors, following the convention in [9].

As introduced in Section I, NeuroBEM fuses first principles with a DNN that models the residual aerodynamics caused by interactions between the propellers. The DNN takes as input both the linear and angular velocities, along with the motor speeds. In practice, measuring the motor speeds typically requires specialized sensors and autopilot firmware. In comparison, we only need the linear and angular velocities (i.e., a subset of the quadrotor state-space) as input to our network. They are also the only measurements utilized by MHE. Moreover, we use a reduced quadrotor model in MHE, which contains only the velocity dynamics. We augment these velocities with the unmeasurable disturbances to define the augmented state $x_t = [\nu; F; \omega; \tau]$, and the corresponding dynamics model with the random walks (2) for predicting the state in MHE is given by

$$\dot{\nu} = m^{-1} (-m g e_3 + F), \quad F = w_{f}, \tag{29a}$$

$$\dot{\omega} = J^{-1} (-\omega \times J \omega + \tau), \quad \tau = w_{\tau}. \tag{29b}$$

The above configuration results in the weightings of NeuroMHE having the following dimensions: $P \in \mathbb{R}^{12 \times 12}$, $R_k \in \mathbb{R}^{6 \times 6}$, and $Q_k \in \mathbb{R}^{6 \times 6}$. The weightings are subject to the sparse parameterization, which is elaborated in IV-C. Additionally, the first diagonal element in $R_k$ is fixed at 100. Then, we train the MLP (27) to tune the remaining 23 diagonal elements and the two forgetting factors, which are collected in the vector $\Theta = [p_{1:12}, \tilde{\gamma}_{1:5}, \tilde{\gamma}_{6:16}]$. Fixing the numerical scale helps improve the training efficiency and optimality, as it reduces the number of local optima for the gradient descent. For the MLP (27), we set $D_{in} = 6$, $D_h = 30$, and $D_{out} = 25$, leading to total 1915 network parameters. The dynamics model (29) is

2The quadrotor’s mass was initially reported as 0.752 kg in [9]. However, a subsequent update on the NeuroBEM website (https://rpg.ifi.uzh.ch/neuro_bem/Readme.html) revised this to 0.772 kg. We have confirmed with the authors that the revised mass was used in both the training of NeuroBEM and the computation of RMSE values.
discretized using the fourth-order Runge–Kutta method with the same time step of 2.5 ms as in the dataset.

For the training data, we choose a 10-s-long trajectory segment from a wobbly circle flight, which covers a limited velocity range of 0.19 to 5.18 m/s. One training episode amounts to training the NeuroMHE over this 10-s-long slow dataset once. For the test data, we use the same dataset as in [9] to compare the performance of NeuroMHE with NeuroBEM over 13 unseen agile flight trajectories. The corresponding disturbance estimation results of NeuroBEM are provided in the dataset. The parameters of these trajectories are summarized at our GitHub repository, where a visual comparison of the velocity-range space between the training and the test datasets is provided.

Before showing the estimation performance of NeuroMHE, we first test its computational efficiency in training by measuring the CPU runtime of Algorithm 1 for different MHE horizons. As summarized in Table I, the runtime is approximately linear to the horizon, thus the algorithm can scale efficiently to a large MHE problem with a long horizon. This is made possible by the proposed Kalman filter-based gradient solver (Algorithm 1), which has a linear computational complexity w.r.t the horizon length $N$. Given the quadrotor’s fast dynamics in extreme flights, we set $N = 10$ in training.

Fig. 3 shows a comparison between the ground truth disturbances and the estimation performance of NeuroMHE and NeuroBEM on a highly aggressive flight dataset (see “Figure-8_4” in Table III). The force estimates of NeuroMHE can converge quickly to the ground truth from the initial guess within about 0.1 s [see the zoom-in figure in Fig. 3(b)]. The estimation is of high accuracy even around the most fast-changing force spikes [see Fig. 3(a) and (b)], where NeuroBEM, however, demonstrates sizeable estimation performance degradation. The torque estimates of NeuroMHE also show satisfactory performance, but are noisier than its force estimates. To compare with NeuroBEM quantitatively, we utilize the root-mean-square errors (RMSEs) to quantify the estimation performance and summarize the comparison in Table II. As can be seen, the estimation errors of force and torque in NeuroMHE are all much

| Table I: Runtimes of Algorithm 1 for Different MHE Horizons |
|------------------------------------------------------------|
| Horizon N | Runtime [ms] |
|-----------|--------------|
| 10        | 1.83         |
| 20        | 3.74         |
| 40        | 6.97         |
| 60        | 12.36        |
| 80        | 14.93        |
| 100       | 18.71        |

The time is measured in a workstation with a 11th Gen Intel Core i7-11700K processor.

| Table II: Estimation Errors (RMSEs) Comparisons |
|------------------------------------------------|
| Method   | $F_x$ [N] | $F_y$ [N] | $F_z$ [N] | $\tau_{xy}$ [Nm] | $\tau_{xz}$ [Nm] |
|----------|-----------|-----------|-----------|------------------|------------------|
| NeuroBEM | 0.508     | 1.084     | 0.027     | 0.009            |
| NeuroMHE | 0.242     | 0.237     | 0.017     | 0.007            |
|          | 1.197     | 0.028     | 0.339     | 0.018            |

[Online]. Available: https://github.com/RCL-NUS/NeuroMHE
smaller than those in NeuroBEM. In particular, it outperforms NeuroBEM substantially in the planar and the vertical forces estimation with the estimation error reductions of 52.4% and 78.1%, respectively.

For a comprehensive comparison, we further evaluate the performance of the trained NeuroMHE on the entire NeuroBEM test dataset. The results are delineated in Table III. Notably, NeuroMHE demonstrates a significantly smaller RMSE in the overall force estimation than NeuroBEM across all of these trajectories, achieving a reduction of up to 76.7% (see \( F \) column). The only exception is the “3D Circle_1” trajectory, where both methods exhibit a similar RMSE value. Furthermore, NeuroMHE exhibits a comparable performance in the overall torque estimation to that of NeuroBEM. The torque estimation performance could potentially be improved by using inertia-normalized quadrotor dynamics, wherein the force and torque magnitudes are similar. These findings underscore the superior generalizability of NeuroMHE to previously unseen challenging trajectories.

Thanks to the fusion of a portable neural network into the model-based MHE estimator, our auto-tuning/training algorithm achieves high data efficiency. For instance, NeuroBEM requires a 3150-s-long flight data to train a high-capacity neural network consisting of temporal-convolutional layers with 25k parameters. In contrast, our method uses only a 10-s-long flight data to train a portable neural network that has only 7.7% of the parameters of NeuroBEM (1.915k), while improving the overall force estimation by up to 76.7%.

### B. Online Learning With Fast Adaptation

#### 1) Training Setup: We design a robust trajectory tracking control scenario in simulation to show the second advantage of our algorithm. We synthesize the external disturbances by integrating the random walk model (2), where \( w_f \sim \mathcal{N}(0, \sigma_f^2) \) and \( w_\tau \sim \mathcal{N}(0, \sigma_\tau^2) \) are assumed to be Gaussian noises. The standard deviations are modeled by two polynomials of the quadrotor state, i.e., \( \sigma_f = c_v \text{diag}^2(v) + c_p \text{diag}^2(p) + c_f \) and \( \sigma_\tau = c_\omega \text{diag}^2(\omega) + c_\Theta \text{diag}^2(\Theta_e) + c_\tau \), where \( \Theta_e \) denotes the Euler angles of the quadrotor, and \( c_v, c_p, c_f, c_\omega, c_\Theta, \text{and } c_\tau \) are 3 × 3 diagonal positive definite coefficient matrices. The diagonal elements of \( c_v, c_p, \text{and } c_f \) are set to 2, 1, and 1, respectively. The coefficients in \( \sigma_f \) are set to 0.1, which is consistent with the relatively small aerodynamic torques in common flights. We generate a disturbance dataset offline for training by setting \( v, p, \Theta_e, \text{and } \omega \) in \( \sigma_f \) and \( \sigma_\tau \) to be the desired quadrotor states on the reference trajectory.

To highlight the benefits of the adaptive weightings, we conduct ablation studies by comparing NeuroMHE against fixed-weighting MHE. The latter is automatically tuned using gradient descent. For example, the RMSE of the planar force \( F_x \) is defined as \( \sqrt{\sum_{i=1}^{N_d} (\Delta F^x_i / \Delta F^x_i)^2} \), where \( N_d \) is the number of data points. \( \Delta F_x \) denotes the force estimation error between the NeuroMHE estimate and the ground truth data along \( x \)-axis. The force is expressed in the body frame to facilitate the comparison with NeuroBEM (which is provided in the body frame in the dataset and labeled as the “predicted force” in [9]). Note that the residual force data provided in the NeuroBEM dataset (columns 36-38 in “predictions.tar.gz”) was computed using the initially reported mass of 0.752 kg instead of the later revised value of 0.772 kg. As a result, we refrain from utilizing this data to compare NeuroMHE’s RMSE. The rest of the dataset remains unaffected.
descent under the same conditions and is referred to as differentiable moving horizon estimator (DMHE) [34]. Specifically, to train DMHE, we first use Algorithm 1 to compute the gradients \( \frac{\partial \mathbf{F}}{\partial \mathbf{g}} \), then obtain the gradient of the loss function w.r.t \( \mathbf{g} \) using the chain rule \( \frac{\partial L(x; \mathbf{g})}{\partial \mathbf{g}} = \frac{\partial L(x; \mathbf{g})}{\partial \mathbf{w}} \frac{\partial \mathbf{w}}{\partial \mathbf{g}} \), where \( \mathbf{g} \) and \( \mathbf{w} \) are related by the sparse parameterization (see Section IV-C), and finally apply gradient descent to update \( \mathbf{g} \). Different from the adaptive weightings of NeuroMHE, the weightings of DMHE are fixed at their optimal values \( \mathbf{\Theta}^* \) after training.

We develop the robust flight controller (22) based on a geometric controller [39], which serves as the baseline method in this simulation. The control objective is to have the quadrotor track a reference trajectory \( \mathbf{p}_d(t) \) and a desired yaw angle \( \psi_d(t) \) for time \( t \) under the external disturbances defined above. We generate \( \mathbf{p}_d(t) \) using the minimum snap method [44] and set \( \psi_d(t) \) to 0 rad. The robust flight controller incorporates the current disturbance estimates \( \hat{\mathbf{d}}_f \) and \( \hat{\mathbf{d}}_r \) from NeuroMHE as feedforward terms in the baseline controller to compensate for the disturbances. Mathematically, the robust flight control force and torque are given by

\[
\mathbf{F}_d = \mathbf{F}_{\bar{d}} - \hat{\mathbf{d}}_f \tag{30a}
\]

\[
f = \mathbf{F}_d \cdot (\mathbf{R}e_3) \tag{30b}
\]

\[
\mathbf{\tau}_m = \mathbf{\tau}_{\bar{m}} - \hat{\mathbf{d}}_r \tag{30c}
\]

where \( \mathbf{F}_d \) is the nominal control force, \( \mathbf{F}_{\bar{d}} \) is the robust control force, \( f \) is the desired collective thrust obtained by projecting \( \mathbf{F}_d \) onto the current body-z axis in \( \mathbf{z} \), \( \mathbf{\tau}_m \) is the nominal control torque, and \( \mathbf{\tau}_{\bar{m}} \) is the robust control torque. We denote \( \mathbf{u}_b = [f; \mathbf{\tau}_m] \) as the baseline geometric control input, where \( f = \mathbf{F}_d \cdot (\mathbf{R}e_3) \), and \( \mathbf{u}_r = [f; \mathbf{\tau}_m] \) as the robust geometric control input. The detailed design procedures of the geometric controller, specifically \( \mathbf{F}_d \) and \( \mathbf{\tau}_m \), are provided in Appendix-D.

In the simulation environment, the quadrotor model (1) is integrated using fourth-order Runge–Kutta method with a time step of 10 ms to update the measurement \( \mathbf{y} \). We set the measurement noise \( \mathbf{v} \) to Gaussian with a fixed covariance matrix much smaller than those of \( \mathbf{w}_f \) and \( \mathbf{w}_e \). The same numerical integration is used in NeuroMHE for state prediction. As explained earlier in this section, the noise covariances are defined as polynomials of the complete quadrotor states (i.e., \( \mathbf{p}, \mathbf{v}, \mathbf{\Theta}_e, \) and \( \mathbf{\omega} \)). Therefore, these states are selected as input for the neural network (27). Consistent with Section VII-A, we also fix the first diagonal element in \( \mathbf{R}_i \) at 100. Then, we train the network to tune the remaining 47 diagonal elements and the two forgetting factors. Finally, the number of neurons in both hidden layers is 50, and the MHE horizon is 10. The simulations are done with the same workstation as in Section VII-A.

We begin with visualizing the training process by a 3-D trajectory plot in Fig. 4. It shows that the tracking performance in all three directions is substantially improved online. Remarkably, the quadrotor can already track the reference trajectory accurately starting from the second training episode. This is attributed to the rapid convergence of the disturbance estimates to the ground truth in all directions, as shown in Fig. 5 after only two training episodes. Fig. 6 further illustrates the accuracy of NeuroMHE in estimating the complete quadrotor states on the training trajectory, which align closely with the ground truth. We then train DMHE under the same conditions and compare its training loss with that of NeuroMHE in Fig. 7. Although both methods exhibit efficient training, the mean loss of NeuroMHE stabilizes at a much smaller value, indicating better trajectory tracking performance.

In addition to DMHE, we also compare NeuroMHE with a state-of-the-art adaptive controller proposed in [45]. It employs \( \mathcal{L}_1 \) adaptive control (\( \mathcal{L}_1 \)-AC) as an augmentation in the geometric controller to estimate and compensate for disturbances. We adopt the methodology presented in [45] for designing the \( \mathcal{L}_1 \)-AC, which comprises two primary components: 1) a state predictor with a tunable Hurwitz matrix \( \mathbf{A}_p \), and 2) an adaptation law responsible for updating the estimations of both matched (\( \hat{\mathbf{d}}_m \)) and unmatched (\( \hat{\mathbf{d}}_{\text{im}} \)) disturbances. The control
law, denoted by $\mathbf{u}_{\text{rad}}$ for the $L_1$-AC, represents the estimated matched disturbance, which is processed via a low-pass filter. The detailed design procedures are provided in Appendix-E.

Fig. 8 compares the control architectures between the $L_1$-augmented geometric controller [45] and our robust geometric controller (30). The definitions of $\mathbf{F}_d$ and $\mathbf{F}_{\text{ad}}$ are provided in (44a) and (30a), respectively, while the integration of the desired body-z axis into the desired rotation matrix $\mathbf{R}_d$ is further elaborated in Appendix-D. (a) Control architecture used in [45]. (b) Proposed control architecture.

Fig. 6. Estimation of the complete quadrotor states using the trained NeuroMHE on the training trajectory in the presence of the external disturbance. The standard deviations of the measurement noise $\mathbf{w}$ for the position, velocity, Euler angle, and angular rate are set to $\sigma_p = 0.001$ m, $\sigma_v = 0.005$ m/s, $\sigma_e = 0.001$ rad, and $\sigma_w = 0.001$ rad/s. The RMSEs of the estimation are $0.0039$ m/s, $0.0048$ m/s, and $0.0048$ m/s for $v_x$, $v_y$, $v_z$ velocities. The RMSEs of the estimation are $0.0007$ rad for $\omega_x$, $\omega_y$, $\omega_z$ angular rates. The NeuroMHE estimations can track the ground truth values accurately and reduce the noise. (a) Position estimation. (b) Velocity estimation. (c) Euler angle estimation. (d) Angular rate estimation.

Fig. 7. Comparison of the mean loss between NeuroMHE and DMHE. The mean loss is obtained by averaging the loss (23) over the trajectory. For fair comparisons, the initial weightings $\Theta_0$ of DMHE are manually tuned such that its untrained mean loss is very close to that of NeuroMHE.

Fig. 8. Comparison of the control architectures between the $L_1$-augmented geometric controller [45] and the proposed robust flight controller (30). The definitions of $\mathbf{F}_d$ and $\mathbf{F}_{\text{ad}}$ are provided in (44a) and (30a), respectively, while the integration of the desired body-z axis into the desired rotation matrix $\mathbf{R}_d$ is further elaborated in Appendix-D. (a) Control architecture used in [45]. (b) Proposed control architecture.

estimate $\mathbf{d}$. This is reflected by the computation of the desired body-z axis (45), which uses the nominal control force $\mathbf{F}_{\text{ad}}$. In contrast, our control architecture [see Fig. 8(b)] updates both the control input and the desired attitude using the estimation $\mathbf{d}$. Our improved design enables the quadrotor to actively respond to the horizontal disturbances in the world frame and compensate for them as much as possible through rotation. Note that the $L_1$-AC can also be applied with the proposed control architecture. To do so, we first express the estimated disturbance force from (48) in the world frame, calculate $\mathbf{R}_d$ for the robust geometric control input $\mathbf{u}_s$ and finally replace $\mathbf{u}_s + \mathbf{u}_{\text{rad}}$ with $\mathbf{u}_s$. We will refer to this improved $L_1$-augmented robust geometric controller as Active $L_1$-AC.

2) Evaluation and Comparison on an Unseen Trajectory: We evaluate the trained NeuroMHE and compare it with DMHE, $L_1$-AC, Active $L_1$-AC, and the baseline geometric controller on an unseen trajectory to show the third advantage of our method. First, we create an offline disturbance dataset for the purpose of equitable evaluation and comparison within a single episode. It is generated by integrating the random walk model (2) with the same noise covariance parameters as in training, but on a previously unseen race-tracking trajectory. For the $L_1$-AC and Active $L_1$-AC in evaluation, we set $T_s = 10$ ms and $\mathbf{A}_s = -\mathbf{diag}([5, 5, 10, 10, 10])$. For the associated LPFs, we use a first-order LPF with $\omega_c = 8$ rad/s for the force channel and two cascaded first-order LPFs with $\omega_{c1} = 4$ rad/s and $\omega_{c2} = 6$ rad/s for the torque channel. These parameters of $L_1$-AC are manually tuned to achieve the best estimation and trajectory tracking performance while keeping the system stable. The control gains are the same as those in training.

Fig. 9 illustrates the tracking performance of each controller on the unseen race-track trajectory. Significant tracking errors are observed in both the horizontal and vertical directions when using the baseline controller alone. The $L_1$-AC only slightly improves the tracking error in the horizontal plane over the baseline controller, whereas active $L_1$-AC, DMHE, and NeuroMHE all achieve much more accurate tracking. This clearly shows the advantage of the proposed robust control architecture. Fig. 10 compares the disturbance estimation performance among all the methods except for the baseline controller. Both NeuroMHE and DMHE demonstrate more accurate estimation than the $L_1$-AC and active $L_1$-AC, particularly in the disturbance torque estimation, where the latter two algorithms have large oscillations and biases. Fig. 10(a) and (b) also show that NeuroMHE
Fig. 9. Comparison of the tracking performance between NeuroMHE, DMHE, \(\mathcal{L}_1\)-AC, Active \(\mathcal{L}_1\)-AC, and the baseline geometric controller on a previously unseen race-track trajectory. (a) Horizontal tracking performance. (b) Vertical tracking error.

Fig. 10. Comparison of the disturbance estimation performance between NeuroMHE, DMHE, \(\mathcal{L}_1\)-AC, and active \(\mathcal{L}_1\)-AC on an unseen race-track trajectory with an unseen synthetic disturbance dataset. The plotted estimated disturbance forces are in the world frame. The disturbance estimations from the \(\mathcal{L}_1\)-AC methods are filtered by the LPF as required by the \(\mathcal{L}_1\) adaptive control law. (a) Disturbance force in \(xy\) plane. (b) Disturbance force in \(z\) axis. (c) Disturbance torque in \(xy\) plane. (d) Disturbance torque in \(z\) axis.

NeuroMHE outperforms DMHE in terms of smaller time lag and estimation error.

The advantages of NeuroMHE over DMHE are attributed to its MLP-modeled weightings, which effectively adapt to the inverse of the noise covariance parameters on the unseen trajectory, as shown in Fig. 11. The neural network’s increased \(\gamma_1\) and decreased \(\gamma_2\) impose a greater penalty on the predicted measurement error than on the process noise during the period of \(1.5 \sim 8.5\) s. This time-varying pattern allows for rapid changes of the force estimates, thus enabling NeuroMHE to track the fast-changing disturbance forces during that period. In contrast, without the neural network, the optimized values of \(\gamma_1\) and \(\gamma_2\) in the trained DMHE are fixed at 0.788 and 0.183, respectively.

We further compare NeuroMHE, DMHE, \(\mathcal{L}_1\)-AC, and active \(\mathcal{L}_1\)-AC over 100 episodes. In each episode, the quadrotor is controlled to follow the same race-track trajectory as in evaluation, and the external disturbances are updated online by integrating the random walk model (2) with the state-dependent noise using the current quadrotor state. In Fig. 12, we present boxplots of the force and torque estimation errors as well as the trajectory tracking error in terms of RMSE. Fig. 12(a) and (b) demonstrate that NeuroMHE outperforms all other methods in all spatial directions, reducing the force and torque estimation errors by up to 51% and 78.9%, respectively. The accurate estimation of NeuroMHE leads to superior trajectory tracking performance with up to 86.3% tracking error reduction over the other methods, as shown in Fig. 12(c).

Overall, our simulation results indicate:
1) a stable NeuroMHE with a fast dynamic response can be efficiently learned online in merely a few episodes from the quadrotor trajectory tracking error without the need for the ground-truth disturbance data;
2) the neural network can generate the adaptive weightings online, thus improving both the estimation and control performance of the NeuroMHE-augmented flight controller when the noise covariances are dynamic.

C. Physical Experiments

Finally, we validate the performance of the proposed NeuroMHE-based robust flight controller by comparing it with
DMHE-based and $\mathcal{L}_1$-AC-based robust controllers, as well as the baseline controller, on a real quadrotor under various external disturbance forces. The baseline controller is a Proportional-Derivative (PD) controller with gravity compensation. In the robust version of the controller, the estimated disturbance force is included as a feedforward term to compensate for the disturbance. To demonstrate the effectiveness of our approach in improving tracking and stabilization performance under state-dependent disturbances and complex aerodynamic effects, we conduct experiments in two settings:

1) Setting A: Trajectory-tracking control in the presence of the state-dependent cable forces; and
2) Setting B: Holding the position against the challenging aerodynamic disturbances from both an electric fan and the downwash flow generated by a second quadrotor.

In the experiments, we employ two quadrotors as shown in Fig. 13. The ego quadrotor (EQ) weighs 1 kg and is equipped with a Pixhawk autopilot and a 64-bit Intel NUC onboard computer featuring an Intel Core i7-5557 U CPU. The onboard computer runs a Linux operating system to perform real-time computation of the robust flight control algorithms and interface with the autopilot through the Robot Operating System (ROS). We implement our method based on the off-the-shelf PX4 control firmware, as illustrated in Fig. 14. Specifically, we modify the official v1.11.1 PX4 firmware to bypass the PX4’s position and velocity controllers. Since the PX4 attitude control pipeline requires the normalized force setpoint $f_{sp}^n$, we convert $f_{sp}$ to $f_{sp}^n$ via $f_{sp}^n = f_{sp} / (4 f_{max})$, where $f_{max}$ is the maximum thrust provided by each rotor with the local gravity constant $g = 9.78 \text{ m/s}^2$ in Singapore. A Vicon motion capture system, which records the quadrotor’s pose at 100 Hz, transmits the pose data to the onboard computer through Wi-Fi. The PX4 employs an Extended Kalman Filter (EKF) to fuse the pose measurements with the data from other sensors, such as the Inertial Measurement Unit (IMU) and the gyroscope, to estimate the quadrotor’s state. By leveraging the sensor fusion,
we compare the disturbance estimation performance of NeuroMHE, DMHE, and $L_1$-AC, and assess their influence on the control performance.

Remark 1: Our disturbance estimator utilizes the collective thrust command $f_{cmd}$ instead of the true collective thrust $f$. Acquiring the latter accurately is challenging in practice due to the complicated rotor aerodynamics, the open-loop rotor speed control accuracy, the force setpoint normalization in the PX4 autopilot, and the impact of battery depletion, etc. By using the commanded value, NeuroMHE actually estimates the aggregation of external disturbances $d_{ext}$, such as the tension force, and internal uncertainties arising from the unmeasurable discrepancy $\Delta f := f - f_{cmd}$. Specifically, the estimated disturbance is the sum of two components: $d := H\Delta f e + d_{ext}$. This approach provides a more convenient strategy for enhancing the robustness of existing flight controllers. Additionally, although the tension sensor is allowed to move freely in pitch and yaw (see Fig. 15), there are times when it does not align with the cable precisely due to its own weight. Hence, in these instances the force sensor only measures the cable tension component projected onto its measured direction, which additionally contributes to the difference.

In Setting A (see Fig. 15), we attach an elastic cable to the center of the ego quadrotor to generate a tension force. The control objective is to track a desired trajectory that passes through multiple waypoints. These waypoints are chosen such that the tension force vector in the world frame exhibits comparable components in three directions. The training of NeuroMHE is conducted by implementing Algorithm 2 in numerical simulation with the same workstation as in Sections VII-A and VII-B. In training, we numerically simulate the tension force vector using the model $f_t = -k(l - l_0) + p_0 / |p|$, where $k = 50$ N/m is the cable stiffness, $l_0 = 1.5$ m is the cable's natural length, and $l$ is the cable's actual length that depends on the quadrotor's position $p$. Given our primary focus on the disturbance force, we employ only the velocity dynamics $\dot{v}$ from (1a) and the random walk model $d_f$ from (2) for force estimation in MHE. Consequently, the neural network's output reduces to $\Theta = [p_{1:6}, \gamma_{1:1}, r_{1:3}, \gamma_{2:2}, q_{1:3}] \in \mathbb{R}^{14}$, where $r_{1:3}, q_{1:3}$ are the weightings for the quadrotor's velocity and the process noise $w_f$. We select the quadrotor's velocity as input for the neural network, as it reflects the force change. The number of neurons is 20 in both hidden layers, and the MHE horizon is 10. Finally, under the same conditions, we also train DMHE and manually tune the Hurwitz matrix and the LPF's bandwidth for the $L_1$-AC to $A_s = -\text{diag}(1, 1, 1)$ and $\omega_c = 5$ rad/s, respectively. The trained NeuroMHE and DMHE, as well as the tuned $L_1$-AC, are deployed to the real quadrotor without extra tuning.

Fig. 16 compares the tracking performance between all control methods under the tension effect. Notably, using the baseline controller alone results in significant tracking errors. In an attempt to mitigate these errors, we increase the control gain to four times its baseline value. However, this causes the quadrotor to become unstable as soon as the cable is taut, indicating extremely poor robustness to the state-dependent disturbance and leading to a severe crash.\(^5\) In contrast, augmenting the baseline controller with NeuroMHE, DMHE, and $L_1$-AC for the disturbance compensation substantially improves the tracking performance, despite using the baseline gain. Fig. 17 compares the disturbance estimation performance of NeuroMHE with that of DMHE and $L_1$-AC. It is evident that the disturbance estimate of DMHE suffers from severe oscillations, particularly in the $z$ direction, when compared to that of NeuroMHE and $L_1$-AC. Due to this poor estimation performance, the trajectory of the quadrotor using the DMHE-based controller is also highly oscillatory [see Fig. 16(c)]. In addition, we observe in Fig. 17(a) and (c) that NeuroMHE exhibits smaller estimation time lag and error than $L_1$-AC.

\(^5\)A video showing the crash can be found on https://www.youtube.com/watch?v=H6NPr4wJ74g.
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The components $d_x$, $d_y$, and $d_z$ are expressed in the ENU world frame. The ground truth disturbance $d$ is offline calculated using the quadrotor’s position dynamics $\dot{\mathbf{v}} = -g \mathbf{e}_3 + m^{-1} (\mathbf{R}_f \mathbf{w} \mathbf{e}_3 + d)$ for comparison. The true acceleration $\ddot{\mathbf{v}}$ is obtained from the IMU and smoothed by a finite-impulse-response high-order low-pass filter with a cutoff frequency of 2 Hz. The rotation matrix $\mathbf{R}$ is obtained from the quaternions $\mathbf{q}$ provided by the PX4’s sensor fusion (see Fig. 14). The primary purpose of providing the tension force is to illustrate the dynamic pattern of the external disturbance. Please refer to Remark 1 for the explanation of the difference between the tension force and the ground truth disturbance. In particular, note that the quadrotor’s attitude only experiences small perturbations relative to the hovering state during the flight. Hence, the difference between the tension force and the ground truth is more prominent in the $z$-axis.

(a) NeuroMHE estimation performance. (b) DMHE estimation performance. (c) $L_1$-AC estimation performance.

![Fig. 17. Comparison of the disturbance estimation performance between NeuroMHE, DMHE, and $L_1$-AC in Setting A.](image)

These findings are further supported by the quantitative comparisons in terms of RMSEs, which are summarized in Table IV. The data in the first three columns indicate that our method outperforms DMHE and $L_1$-AC in all directions. Specifically, we achieve up to 80.8% reduction in force estimation errors. On the other hand, the data in the last three columns reveal that all the robust control methods are able to reduce the tracking RMSEs significantly when compared to the baseline controller. Moreover, comparing the tracking RMSE of NeuroMHE with that of DMHE and $L_1$-AC, we observe that while NeuroMHE exhibits comparable tracking performance to these two methods in $x$ and $y$ directions, it reduces the tracking error by up to 63.9% in the $z$ direction.

The subsequent experiment conducted in Setting B aims to evaluate the robustness of the proposed method in challenging aerodynamic conditions. All controllers are the same as those used in Setting A. The experimental setup, shown in Fig. 18, involves the generation of external aerodynamic disturbances along the $x$, $y$, $z$ axes via an electric fan and the second quadrotor. The experiment begins with the second quadrotor hovering 2.2 m above its starting point $[1.5; 1.5; 0]$ m. Next, the ego quadrotor ascends to hover at 1.2 m above the origin, followed by the second quadrotor flying toward it, hovering 1 m above it for 9 s, and subsequently departing to land. This maneuver generates a downwash disturbance force in a square-wave-like pattern, as shown in Fig. 19.

Our evaluation of the estimation and control performance consists of two stages: The downwash stage and the recovery stage after the second quadrotor flies away. Fig. 20 illustrates the stabilization performance of all the control methods, and quantitative comparisons are summarized in Table V. During the downwash stage, the baseline controller yields significant...
tracking errors in all directions. A straightforward way to reduce the tracking errors is to increase the control gains (i.e., “high-gain” control). However, its improved performance is often at the cost of reduced system stability margin [46], as exemplified by the crash in Setting A. Practically, it can only handle relatively small disturbances before the system becomes unstable. To further push the performance boundary against large disturbances, disturbance estimation and compensation are typically needed. Note that the 3xBaseline controller outperforms all the robust controllers only in horizontal tracking. Its vertical tracking error remains considerably large with a steady-state value of about 0.5 m. This is exactly due to the fact that the horizontal disturbance is relatively small (about 0.5 N, see Fig. 19) and more amenable to high-gain control, whereas the substantial vertical disturbance is beyond the capability of stable high-gain control (about 7 N, see Fig. 19). Hence, we refrain from amplifying the baseline control gain by more than three times to prevent the potential instability. By comparing this experiment setting with Setting A (where both horizontal and vertical directions have large disturbances), we hope to elucidate the limitation of high-gain control and the practical usage of disturbance estimation-based robust control. Moreover, the unsatisfactory horizontal tracking performance of all the robust controllers is due to their inadequate estimation accuracy, with the best among them achieving an RMSE of around 0.2 N (NeuroMHE). This is due to the relatively low running frequency (For fair comparisons, we run all the controllers at the same frequency of 25 Hz). It is possible to further improve the estimation accuracy by increasing the running frequency, which can lead to improved tracking performance.

In the vertical direction, all the robust controllers benefit from the disturbance compensation using the estimation, reducing the steady-state height tracking error to within 0.06 m. In particular, our NeuroMHE-based method achieves the most accurate height tracking performance with the smallest oscillation among all the methods, as evidenced by the values of $\bar{e}_{ss}^z$, $e_{max}^z$, and $\sigma_{ss}^z$. This is due to the accurate disturbance estimation of NeuroMHE, which outperforms DMHE and $L_1$-AC by up to 45.1%. During the recovery stage, the NeuroMHE-base, DMHE-based, and $L_1$-AC-based robust controllers result in the height overshoot of 0.110 m, 0.079 m, and 0.149 m, respectively, relative to the desired height of 1.2 m. Despite the slightly larger overshoot produced by NeuroMHE compared to DMHE, the height trajectory using NeuroMHE is much smoother, indicating better stability.

Overall, the experiment results demonstrate:

1) Our method outperforms the state-of-the-art methods in terms of both control performance and adaptation to different flight scenarios, exhibiting superior simulation-to-real transfer capability;
2) The proposed NeuroMHE can be easily integrated with the widely used PX4 control firmware and effectively robustify an existing baseline controller against various external and internal disturbances.

VIII. DISCUSSION

NeuroMHE features autotuning and a portable neural network for modeling the online adaptive MHE weightings. It outperforms the state-of-the-art NeuroBEM in terms of training efficiency and estimation accuracy across various agile flight trajectories. NeuroMHE-based robust controller exhibits superior trajectory tracking performance and adaptation
to different scenarios over the state-of-the-art $\mathcal{L}_1$-AC method, particularly under state-dependent disturbances. The recently proposed PI-TCN [47] improves over NeuroBEM using more advanced learning techniques. Both methods try to learn an accurate quadrotor dynamics model. However, these methods will fail when the model is subject to changes, such as load variation or thrust loss due to battery depletion. In contrast, NeuroMHE can accurately account for such unmodeled dynamics by referring to the nominal model and, hence, compensates for a variety of external and internal disturbances.

On the other hand, NeuroMHE demands more computational resources for real-time estimation than the other three state-of-the-art methods due to its reliance on solving a non-linear optimization problem. Our existing onboard hardware can only run it at about 25 Hz to support the outer-loop position control in real-world flight. Torque compensation is in the inner-loop attitude control, demanding a much higher running frequency of hundreds of Hertz (e.g., 400 Hz [48]). To achieve it in real-world flight, more powerful hardware and particularly optimized numerical solvers would be needed. NeuroBEM and PI-TCN can be employed in model predictive control to explicitly account for future disturbances. It is nevertheless impractical to utilize NeuroMHE for such predictive control. Finally, $\mathcal{L}_1$-AC is the only method that has theoretical stability guarantee, while the stability of nonlinear MHE and neural network based estimators still remains largely an open problem.

IX. CONCLUSION

This article proposed a novel estimator NeuroMHE that can accurately estimate disturbances and adapt to different flight scenarios. Our critical insight is that NeuroMHE can automatically tune its key parameters generated by a portable neural network online from the trajectory tracking error to achieve optimal performance. At the core of our approach is the computationally efficient method to obtain the analytical gradients of the Lagrangian using gradient descent, and 2) modeling of $\theta$ using a neural network. For Case 1, a solution for $\frac{\partial \hat{\theta}_{t-1}}{\partial \theta_t}$ can be obtained from the one-step update: $\hat{\theta}_t = \hat{\theta}_{t-1} - \alpha \nabla_L \hat{L}$ as:

$$\frac{\partial \hat{\theta}_{t-1}}{\partial \theta_t} = (I - \alpha \mathcal{H}_{\hat{\theta}} \hat{L})^{-1}$$

where $\alpha$ is the learning rate and $\mathcal{H}_{\hat{\theta}} \hat{L}$ is the Hessian of the loss $\hat{L}$ w.r.t. $\theta$. Since $\alpha$ is typically very small, the RHS of (32) approaches the identity matrix $I$. This results in the desired approximation:

$$\frac{\partial \hat{x}_{t-N}}{\partial \theta_t} \approx \frac{\partial \hat{x}_{t-N|t-1}}{\partial \theta_{t-1}}.$$  

For Case 2, since the input features of the neural network (e.g., the quadrotor states) are typically not subject to sudden changes, the gradient $\frac{\partial \hat{\theta}_{t-1}}{\partial \theta_t}$ can still approach the identity matrix $I$. Thus, the approximation (33) holds for the output of the network.

B. Proof of Lemma 1

For the auxiliary MHE system (15), we define the following Lagrangian

$$\mathcal{L}_2 = \frac{1}{2} \text{Tr} \left\| X_{t-N} - \hat{X}_{t-N} \right\|^2_P + \bar{\mathcal{L}}_2$$

where

$$\bar{\mathcal{L}}_2 = \text{Tr} \sum_{k=t-N}^{t} \left( \frac{1}{2} X_k^T L_k \hat{X}_k + W_k T L_k w \hat{X}_k \right) + \text{Tr} \sum_{k=t-N}^{t-1} \left( \frac{1}{2} W_k T L_k w W_k \right) + \text{Tr} \sum_{k=t-N}^{t} \left( (L_k^T)^T X_k \right) + \text{Tr} \sum_{k=t-N}^{t-1} A_k^T (X_{k+1} - F_k X_k - G_k W_k).$$

The optimal estimates $\hat{\hat{X}}$ and $\hat{W}$, together with the new optimal dual variables $\Lambda^* = \{\Lambda^*_{k}\}_{k=t-N}$, satisfy the following KKT conditions:

$$\nabla_{\hat{X}_{t-N}} \mathcal{L}_2 = (P + \bar{L}_k^{\hat{X}}) \hat{X}_{t-N} - P \hat{X}_{t-N} + L_{t-N} \hat{X}$$

$$\nabla_{\hat{W}_{k}} \mathcal{L}_2 = \bar{L}_k^{\hat{X}} \hat{X}_{k+1} + L_k^{\hat{W}} \hat{W}_k - F_k^T \hat{L}_k^{\hat{X}} - G_k^T \Lambda_k$$

$$\nabla_{\hat{W}_{k}} \mathcal{L}_2 = L_k^{\hat{X}} \hat{X}_{k+1} + L_k^{\hat{W}} \hat{W}_k - G_k^T \Lambda_k$$

The first gradient in the right-hand side (RHS) of (31) can be obtained from the gradient trajectory $\left\{ \frac{\partial \hat{x}_{t-N|t-1}}{\partial \theta_t} \right\}_{k=t-N}$ made at $t-1$, as will be detailed in Lemma 2.

Next, we approximate the second gradient in the RHS for two cases: 1) direct updating of $\theta$ using gradient descent, and 2) modeling of $\theta$ using a neural network. For Case 1, a solution for $\frac{\partial \hat{\theta}_{t-1}}{\partial \theta_t}$ can be obtained from the one-step update: $\hat{\theta}_t = \hat{\theta}_{t-1} - \alpha \nabla_L \hat{L}$ as:

$$\frac{\partial \hat{\theta}_{t-1}}{\partial \theta_t} = (I - \alpha \mathcal{H}_{\hat{\theta}} \hat{L})^{-1}$$

APPENDIX

A. Approximation of $\frac{\partial \hat{x}_{t-N}}{\partial \theta_t}$

As defined in (4), $\hat{x}_{t-N}$ is the MHE estimate $\hat{x}_{t-N|t-1}$ of $x_{t-N}$ made at $t-1$. Therefore, the gradient $\frac{\partial \hat{x}_{t-N|t-1}}{\partial \theta_t}$ at $t$ can be computed using the chain rule:

$$\frac{\partial \hat{x}_{t-N}}{\partial \theta_t} = \frac{\partial \hat{x}_{t-N|t-1}}{\partial \theta_{t-1}} \frac{\partial \theta_{t-1}}{\partial \theta_t}.$$  

(31)
\[ \nabla_{\lambda_{k}} L_{2} = \dot{X}_{k+1|t} - F_{k} X_{k|t} - G_{k} \dot{W}_{k|t} = 0 \]
\[ k = t - N, \ldots, t - 1. \]  
(35d)

The above (35) are the same as the differential KKT conditions (13), and thus (16) holds. This completes the proof.

C. Proof of Lemma 2

We establish a proof by induction to demonstrate that if (20) is satisfied by \( \dot{X}_{k|t} \), it will also hold true for \( \dot{X}_{k+1|t} \). First, we solve for \( \dot{W}_{k|t} \) from (35c) as

\[ \dot{W}_{k|t} = (L_{w}^{\perp})^{-1} \left( G_{k}^{T} \dot{L}_{w}^{\perp} \dot{X}_{k|t} - L_{w}^{\perp} \dot{L}_{w}^{\perp} \right). \]  
(36)

After substituting \( \dot{W}_{k|t} \) in (35b) and (35d), we obtain

\[ \dot{X}_{k+1|t} = \dot{F}_{k} \dot{X}_{k|t} - G_{k} (L_{w}^{\perp})^{-1} L_{w}^{\perp} + G_{k} (L_{w}^{\perp})^{-1} G_{k}^{T} \hat{A}_{k} \]

respectively, where the definitions of \( \dot{F}_{k}, S_{k}, \) and \( T_{k} \) can be found below (18).

Suppose that \( \dot{X}_{k|t} \) satisfies (20) for \( k \in [t - N, t - 1] \). Then, from (38), we have

\[ \dot{X}_{k+1|t} = \dot{F}_{k} \dot{X}_{k|t} - G_{k} (L_{w}^{\perp})^{-1} L_{w}^{\perp} + [\dot{F}_{k} C_{k} \dot{F}_{k}^{T} + G_{k} (L_{w}^{\perp})^{-1} G_{k}^{T}] \hat{A}_{k}. \]  
(39)

Using (18a) for \( k + 1 \), we can simplify (39) to

\[ \dot{X}_{k+1|t} = \dot{X}_{k+1|k} + [\dot{F}_{k} C_{k} \dot{F}_{k}^{T} + G_{k} (L_{w}^{\perp})^{-1} G_{k}^{T}] \hat{A}_{k}. \]  
(40)

Substituting \( P_{k+1} \) from (18b) and \( \Lambda_{k}^{*} \) from (37) for \( k + 1 \), we obtain

\[ \dot{X}_{k+1|t} = \dot{X}_{k+1|k} + P_{k+1} T_{k+1} + P_{k+1} S_{k+1} \dot{X}_{k+1|k} \]

\[ + P_{k+1} \dot{F}_{k+1} \Lambda_{k+1}^{*}. \]  
(41)

The above equation is equivalent to the following form:

\[ (I - P_{k+1} S_{k+1}) \dot{X}_{k+1|t} = (I - P_{k+1} S_{k+1}) \dot{X}_{k+1|k} \]

\[ + P_{k+1} T_{k+1} + P_{k+1} \dot{F}_{k+1} \Lambda_{k+1}^{*}. \]  
(42)

Multiplying both sides by \((I - P_{k+1} S_{k+1})^{-1}\), and substituting \( C_{k-1} \) from (18c) and \( \dot{X}_{k+1|k+1} \) from (18d) for \( k + 1 \), we obtain the desired relation as below:

\[ \dot{X}_{k+1|t} = \dot{X}_{k+1|k+1} + C_{k-1} \dot{F}_{k+1} \Lambda_{k+1}^{*}. \]  
(43)

It reflects the relation between the solution to the auxiliary MHE \( \dot{X}_{k+1|t} \) and the solution to the Kalman filter \( \dot{X}_{k+1|k+1} \). The latter’s initial value \( \dot{X}_{k+1|t-N} \) can be derived from (35a) by removing the term related to \( \Lambda_{k-1, N}^{*} \). Specifically, plugging \( \dot{W}_{t-N|t-N} = (L_{w}^{\perp})^{-1}(-L_{w}^{\perp} \dot{X}_{t-N|t-N} \]

\[ \dot{L}_{t-N|t-N}^{\perp}) \) from (35c) into (35a), we obtain \( \dot{X}_{t-N|t-N}^{KF} = \dot{X}_{t-N} + P_{t-N} S_{t-N} \dot{X}_{t-N|t-N}^{KF} + P_{t-N} T_{t-N} \). Using the same technique as in (42), we can achieve the initial condition defined in (17c). This completes the proof.

D. Design of Geometric Flight Control

Based on the quadrotor dynamics (1), the nominal control force and torque of the geometric controller are given by

\[ \tilde{F}_{d} = -K_{p} \rho_{p} - K_{e} \omega e_{e} + mg e_{3} + m \tilde{p}_{d} \]  
(44a)

\[ \tau_{m} = -K_{R} e_{R} - K_{\omega} e_{\omega} + \omega^{\times} J \omega \]

\[ -J (\omega^{\times} R^{T} R_{d}^{e} \omega_{d} - R^{T} R_{d} \omega_{d}) \]  
(44b)

where \( K_{p}, K_{e}, K_{R}, K_{\omega} \in \mathbb{R}^{3 \times 3} \) are positive-definite gain matrices. These gains are manually tuned with the nominal controller for optimal tracking performance in an ideal, disturbance-free scenario before training. The tracking errors are defined by

\[ e_{p} = p - \dot{p}_{d}, \quad e_{v} = v - \dot{v}_{d} \]

\[ e_{R} = \frac{1}{2} (R_{d}^{T} R - R^{T} R_{d}) \quad \omega_{R} = -R^{T} R_{d} \omega_{d} \]

where \( \omega^{\times} \) is the vee operator. \( \theta(3) \to \mathbb{R}^{3} \), and \( \omega_{d} \) is the desired angular rate defined using the method presented in [49, Appendix-F]. The desired rotation matrix \( R_{d} \) is defined by \( R_{d} = [b_{d1}, b_{d2}, b_{d3}] \), where \( b_{d2} = (b_{d3} \times b_{d1} \times b_{d3}) \) and \( b_{d3} = [1; 0; 0] \) for \( \psi_{d} = 0, b_{d2} = b_{d3} \times b_{d2} \), and \( b_{d3} = \frac{[F_{d}]}{[F_{d}]} \) for \( u_{s} \), \( \frac{[F_{d}]}{[F_{d}]} \) for \( u_{th} \).

E. Design of \( L_{1} \) Adaptive Flight Control

With the disturbance decomposition, the quadrotor model (1) can be rewritten as:

\[ \dot{z} = f_{v} + B (u + d_{m}) + B^{i} d_{um} \]  
(46)

where \( z = [v; \omega], d_{m} \) is the matched disturbance (i.e., the disturbance force along the body-z axis and the disturbance torque), \( d_{um} \) denotes the unmatched disturbance (i.e., the remaining disturbance forces on the body-x-y plane), \( f_{v}, B, \) and \( B^{i} \) denote the components of the dynamics w.r.t. the decomposition. The design of \( L_{1}-AC \) follows the methodology presented in [45]. We outline two key components below.

1) State Predictor:

\[ \dot{\hat{z}} = f_{v} + B (u_{th} + u_{ad} + d_{m}) + B^{i} d_{um} + A_{s} \hat{z} \]  
(47)

where \( u_{ad} \) is the \( L_{1} \) adaptive control law, \( d_{m} \) and \( d_{um} \) are the disturbance estimates in the body frame, \( \hat{z} = \hat{z} - z \) is the prediction error, and \( A_{s} \in \mathbb{R}^{6 \times 6} \) is a diagonal Hurwitz matrix.

2) Piecewise-Constant \( L_{1} \) Adaption Law:

\[ \dot{d}(t) = d(t_{s}) = -B (t_{s})^{i} \Phi^{-1} \mu (t_{s}) \]  
(48)

where \( B(t_{s}) = [B(R(t_{s})), B^{i}(R(t_{s}))], \Phi = A_{s}^{i} \), \( \mu(t_{s}) = \exp (A_{s} t_{s}) \hat{z}(t_{s}) \) for \( i \in \mathbb{N}, \) and \( T_{s} \) is the time step. The \( L_{1} \) adaptive control law \( u_{ad} \) is designed to...
compensate only for \(d_m\) through a low-pass filter (LPF) whose bandwidth \(\omega_c\) must satisfy the stability conditions [50].
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