PT challenge: validation of ShapeFit on large-volume, high-resolution mocks
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Abstract. The ShapeFit compression method has been shown to be a powerful tool to gain cosmological information from galaxy power spectra in an effective, model-independent way. Here we present its performance on the blind PT challenge mock products presented in [1]. Choosing a set-up similar to that of other participants to the blind challenge we obtained \( \Delta \ln (10^{10} A_s) = -0.018 \pm 0.014 \), \( \Delta \Omega_m = 0.0039 \pm 0.0021 \) and \( \Delta h = -0.0009 \pm 0.0034 \), remaining below 2\( \sigma \) deviations for a volume of 566 \([h^{-1}\text{Gpc}]^3\). This corresponds to a volume 10 times larger than the volume probed by future galaxy surveys. We also present an analysis of these mocks oriented towards an actual data analysis using the full redshift evolution, using all three redshift bins \( z_1 = 0.38 \), \( z_2 = 0.51 \), and \( z_3 = 0.61 \), and exploring different set-ups to quantify the impact of choices or assumptions on noise, bias, scale range, etc. We find consistency across reasonable changes in set-up and across redshifts and that, as expected, mapping the redshift evolution of clustering helps constraining cosmological parameters within a given model.
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1 Introduction

With the advent of precision cosmology, our lack of understanding of the nature of the dark components of the Universe (dark matter and dark energy) has been and continues to be the main science driver for galaxy redshift surveys of increasingly large cosmological volumes. The global effort of mapping the large scale structure (LSS) with high fidelity and over large cosmic volumes of the Universe continues to provide data sets of unprecedented statistical power, and ever more stringent constraints on cosmology [2, 3]. It is therefore of fundamental importance to have accurate theoretical modeling for the key summary statistics which can then be confronted to those measured from these surveys. As the statistical errors shrink with the larger cosmological volumes mapped, systematic errors introduced by the theoretical modeling should be kept under exquisite control. In this spirit, the authors of [1] launched the (blind) PT challenge, where PT stands for “perturbation theory”. This is a N-body mock challenge, initially used to (blindly) test Effective Field Theory of Large Scale Structure (EFTofLSS); the — still blind — simulations outputs were subsequently made available to the community and several other groups have participated to the challenge with their own theoretical modeling approaches and implementations.

To date, all the entries to the challenge have adopted modeling methodologies that fall under the “full modeling” (FM) approach, in the terminology of [4]. This approach follows the same philosophy as the analyses of Cosmic Microwave Background (CMB) data: the
maps are compressed into power spectrum summary statistics (a compression that is nearly lossless for CMB, and would be nearly lossless for LSS in the fully linear regime) and these quantities are directly compared to theory predictions for a given cosmological model to constrain the model’s parameters.

But this is not the main way clustering analysis of LSS galaxy redshift surveys has been carried out for the past \( \sim 15 \) years, which refs. [4, 5] refers to as “classic”. In contrast to FM, the “classic” clustering analysis is done by first compressing the power spectrum data into physical variables — the Alcock-Paczynski (AP) scaling factors and the amplitude of velocity fluctuations — and then interpreting the physical variables in light of a model. The advantage of this “classic” approach is that the (cosmological) model-dependence is introduced at the very end of the process, at the interpretation stage, leaving most of the analysis as model-independent as possible. It also offers a simple way to disentangle late-time physics information from that coming from the early Universe. The compression aims at isolating the part of cosmological signal which information-content is least affected by systematics (see e.g., [6–9]), for this reason called BAO+RSD, where BAO stands for baryon acoustic oscillations and RSD by redshift space distortions. This, however comes at a cost: the compression is not lossless. By emphasising robustness and accuracy over precision, the “classic” compressed variables approach produces less stringent constraints on cosmological parameters than the FM approach, especially in the (minimal, flat) \( \Lambda \)CDM model.

Refs. [5] and [4] shed light on the origin, localization and physics of extra signal responsible for the spectacular improvement in cosmological parameters constraints provided by the FM over the “classic” approach. A simple, one-parameter phenomenological extension of the “classic” approach was hence proposed: ShapeFit. It has been shown that ShapeFit can capture most of the FM extra signal and that it provides virtually the same statistical power in terms of cosmological parameter constraints. In [4], ShapeFit was applied to the BOSS DR12 data and its performance compared to that of the FM approach of a specific implementation of the EFTofLSS by [10]. In this paper we present the application of ShapeFit to the PT challenge. While the application to real data presented in [4] offer a well-rounded test, because real survey data include a whole suite of real-world effects, the sheer combined volume of the PT challenge reduces the statistical errors to a point that they become negligible (its volume is an order of magnitude larger than that of the forthcoming galaxy redshift surveys [11]) and clearly surfaces any residual modeling systematics. This is the added value of the results presented in this paper.

The rest of the paper is organized as follows. In section 2 we give a brief overview of the PT challenge set-up. In section 3 we review the “classic” and FM approaches, motivating ShapeFit and its advantages over “classic” and FM; we briefly describe the ShapeFit compression and its cosmological interpretation. In any of these analyses several different choices are possible in terms of priors, freedom given to nuisance parameters, and various (simulated) data cuts. Section 4 presents the different choices (set-ups) we explored and motivates our two baseline set-up which results were submitted to the PT challenge. This section also includes an explanation on how to transform (cosmological) model-independent constraints on the physical variables to constraints on the value of the cosmological parameters of a specific model (e.g., \( \Lambda \)CDM). The main results are presented in section 5 where we also compare the performance of ShapeFit with that of FM in one implementation of EFTofLSS, while section 6 reports results for the other set-ups and serves to illustrate the sensitivity of the recovered constraints to various assumptions and modeling choices. Because the single redshift output set-up is highly idealized, in section 7 we present results for a more realistic scenario where different redshift bins are co-analyzed. Finally, we conclude in section 8.
2 (Blind) PT challenge set-up

The blind PT challenge was designed by [1] with the aim to provide a controlled means of testing and benchmarking theoretical models for summary statistics of galaxy redshift surveys with a particular focus on each model’s or approach’s ability to recover and constrain cosmological parameter within $\Lambda$CDM. For that purpose, they carried out a suit of simulations consisting in 10 realizations (which we will later refer to as $\#1,\ldots,10$, each of these representing a different realization of the initial conditions at a given cosmology) in cubes of comoving side length $3840\,[h^{-1}\text{Mpc}]$ with $3072^3$ particles, where the 3 input $\Lambda$CDM parameters, $\Omega_m, A_s$ and $H_0$, were randomly selected from a Gaussian probability distribution centered at the Planck fiducial cosmology with a width of $4\sigma$ of the Planck experiment. These randomly drawn values (which are the same for the 10 simulations) were kept secret (blind) and not known to us or any of the participants. Other cosmological parameters such as the primordial tilt and the baryon-to-matter ratio were fixed to $\Omega_b/\Omega_m = 0.1571$ and $n_s = 0.9649$.

From the simulation output, galaxy mock catalogs were generated using the ROCKSTAR halo finder [12] and a Halo Occupation Distribution (HOD) description roughly matching BOSS galaxy data. The mock catalogs of the 10 simulations were produced for three snapshots at redshifts $z_1 = 0.38$, $z_2 = 0.51$, $z_3 = 0.61$ each, all coming from the evolution of the same initial conditions and therefore, not independent.

Power spectra were measured from the actual galaxy positions in redshift space. The AP distortion is later included by re-defining the $k$-vectors and the line-of-sight (LOS, constant throughout the box) assuming a fiducial cosmology with $\Omega^\text{fid}_m = 0.3$ (see section III-C of [1] for details). The Poissonian shot noise term was measured and subtracted from the signal. The authors of ref. [1] made public the measured power spectra monopole, quadrupole and hexadecapole for each simulation and each snapshot and the corresponding covariance matrix [13]. The covariance matrices are provided for two different scenarios: one to match the volume and number density of BOSS data, and the other one corresponding to the simulation volume and density itself. In both cases the covariance was estimated analytically; the correlation between different multipoles $\ell$ at same wave-vector $k$ is nonzero, and the correlation between adjacent $k$-bins is ignored. Moreover, the covariance matrices are provided individually at each snapshot and do not include any correlation among redshift bins.

Several groups have already participated in this challenge and presented their — blindly obtained — results. Already in the initial paper by [1], results were presented by the so called “east coast” and “west coast” teams who validated their implementations of the Effective Theory of Large Scale Structure (EFTofLSS) based on their works [10] and [14], respectively. This was followed by [15] who used the PT challenge public material for testing their implementations of MONE, REPT and LPT [16]. Finally, [17] participated in the challenge using a halo-model based emulator. Participants have kept the challenge blind for the community by publishing their results (after unblinding) only as differences between input and derived parameters values.

3 ShapeFit

3.1 Motivation

The ShapeFit methodology provides a bridge between the classic BAO+RSD approach and the FM approach: by extending the classic fixed template fit with one extra effective parameter which captures most of the information that the classic BAO+RSD approach neglects;
ShapeFit has been shown to match well the FM constraining power while retaining the advantages of a model-agnostic compression [4]. The advantages that the ShapeFit compression offers include being:

- easy to implement, because it relies on the standard BAO+RSD analysis requiring only minimal modifications to existing pipelines.
- easy to interpret, as the compressed parameters have an intuitive physical meaning, easy to access via analytical formulae and/or Boltzmann codes.
- very fast, because -as a fixed template method- it does not need calls to Boltzmann and PT codes at each evaluation step.
- computationally cheap, as it only requires a minimal set of runs for a given analysis, that do not need to be repeated for each cosmological model under investigation.
- conveniently practical due to the reduced number of degrees of freedom (four cosmology parameters per redshift bin) with respect to the full \( n \)-point statistics dataset (\( \mathcal{O}(100) \)). This eases massively the requirements on the number of mock catalogs needed to estimate correctly the inverse covariance matrix [18–20] in a combined pre- and post-reconstruction analysis of a real survey with overlapping redshift bins.
- robust, as it makes explicit how each physical observable correlates with systematic uncertainties.
- highly modular, as the cosmological implications of each observable can be studied independently.

In what follows, we summarize the most important ingredients of ShapeFit as applied to the blind PT challenge in two steps. First, we explain the compression step based on the fixed template (or standard ruler) method and second we explain how to interpret the compressed parameters in terms of cosmological models. For a more comprehensive description we refer to ref. [5], and in particular its figure 5 for a complete overview.

### 3.2 The ShapeFit compression

The first step in the ShapeFit pipeline consists of computing the non-linear galaxy power spectrum in redshift space for a fiducial cosmology. This process is standard to most previously employed BAO+RSD or “Full Shape” template fits. The linear power spectrum template is generated with the publicly available with CAMB [21] code using the CAMB parameter file provided at the PT challenge website [13]. Since this file does not contain information on the blinded parameters values, we choose \( h_{\text{fid}} = 0.676 \), \( A_{s,\text{fid}} = 2.05 \times 10^{-9} \) and \( \Omega_{m,\text{fid}} = 0.3 \). The choice of \( \Omega_{m,\text{fid}} \) is motivated by the fact that the same value is used by ref. [1] for the AP distortion, while our choices for \( h_{\text{fid}} \) and \( A_{s,\text{fid}} \) are arbitrary.

Next, we compute the perturbation theory (PT) kernels corresponding to the adopted linear template. In this work we test two PT models: one-loop Standard Perturbation Theory (1LSPT, see [22]) and two-loop Renormalized Perturbation Theory (2LRPT, see [23]). Both models incorporate four bias parameters describing the connection between dark matter and galaxy density fluctuations in real space: the first and second order biases, \( b_1 \) and \( b_2 \) [24], and the non-local biases, \( b_{s2} \) and \( b_{3nl} \) [25]. The latter are often assumed to follow the local Lagrangian relations [26–28], \( b_{s2} = -4/7(b_1 - 1) \) and \( b_{3nl} = 32/315(b_1 - 1) \), establishing a direct
link between the non-local biases and \((b_1 - 1)\). But these relations are motivated by theoretical considerations on the dark matter to halo connection, which does not necessarily translate equivalently into the dark matter to galaxy connection. Therefore, we may later relax this assumption in certain occasions. Our adopted redshift space formulation is based on \([29]\) and extended by the TNS model \([30]\) including a Lorentzian Fingers-of-God (FoG) suppression term parametrized by \(\sigma_{\text{FoG}}\). In addition, our model allows for a shot noise term whose amplitude coefficient is \(A_{\text{noise}}\) (see \([31]\) for details) providing a correction which captures possible deviations from Poissonian statistics. Since shot noise is well under control in this idealized application, we employ a tight Gaussian prior \(A_{\text{noise}} = 1.00 \pm 0.00\) by default, similar to \([1]\). In a practical application, however, it is common (and recommendable) to allow for deviations from Poissonian shot noise, which can lead to additional parameter degeneracies, which, if non-Gaussian in a high-dimensional parameter space, can appear as mild biases when marginalization effectively projects them in a lower-dimensional parameter space. Hence we also study the impact of relaxing this prior allowing for a width of up to 30\%, \(1.00 \pm 0.30\). To summarize, so far we introduced six parameters per redshift bin \(\{b_1, b_2, b_3, b_{3\text{nl}}, \sigma_{\text{FoG}}, A_{\text{noise}}\}\) representing our nuisance parameters \(\theta_{\text{nuis}}\) (where different priors/relations between them are possible as explained above and as explicitly adopted later on).

As common to other standard BAO+RSD template fit pipelines, the precomputed non-linear galaxy power spectrum in redshift space (plus modifications due to \(\theta_{\text{nuis}}\)) is in parallel modified by a set of physical parameters per redshift bin \(\theta_{\text{phys}} = \{\alpha_\parallel, \alpha_\perp, f, m\}\) defined in the following. The scaling parameters \(\alpha_\parallel\) and \(\alpha_\perp\) add the degree of freedom of a distance dilation along and across the line of sight respectively. The growth rate \(f\) allows for a variation in anisotropy that enters our adopted RSD prescription. Finally, the slope \(m\) -the new ShapeFit ingredient- is applied to the linear power spectrum \(a\text{ posteriori}\) to effectively parametrize a slope variation at the pivot scale \(k_p\), at which the slope between its large scale and small scale limits reaches its maximum. In practice, this is achieved by multiplying the fiducial linear power spectrum template with the exponential of a generic sigmoid function

\[
P_{\text{lin}}^\prime(k, m) = \exp \left( \frac{m}{a} \tanh \left[ a \ln \left( \frac{k}{k_p} \right) \right] \right) \cdot P_{\text{lin}}^\text{fid}(k) \tag{3.1}
\]

and replace \(P_{\text{lin}}^\text{fid}(k)\) by \(P_{\text{lin}}^\prime(k)\) in each term that depends on the linear power spectrum. As in \([5]\), we set \(a = 0.6\) and \(k_p = 0.03 \left[ h\text{Mpc}^{-1} \right] \) motivated by the analytic Eisenstein and Hu, 1998 (EH98) formula \([32, 33]\).

### 3.3 The cosmological interpretation

Let us now review the physical meaning and interpretation of the physical parameters \(\theta_{\text{phys}}\) to guide their interpretation in terms of cosmology.

It is important to keep in mind that, in the context of the fixed template approach, the scaling parameters \(\alpha_\parallel, \alpha_\perp\) do not probe the absolute distance scale but rather the relative distance with respect to the standard ruler. This standard ruler is given by the sound horizon at radiation drag, \(r_d\), which sets the scale of the linear power spectrum template. The length of the standard ruler is set by early-time physics and can be constrained by early-time physics observations when interpreted within a cosmological model for the early Universe. From late-time observations, such as LSS, and without early-time physics assumptions, the length of the standard ruler is not known. Therefore, the scalings \(\alpha_\parallel, \alpha_\perp\) are interpreted as the
ratio between the underlying ("true") distances $D_\parallel, D_\perp$ and the fiducial distances $D_\parallel^{\text{fid}}, D_\perp^{\text{fid}}$ respectively in units of the standard ruler $r_d$,

$$
\alpha_\perp(z) = \frac{D_M(z)/r_d}{D_M^{\text{fid}}(z)/r_d^{\text{fid}}}, \quad \alpha_\parallel(z) = \frac{D_H(z)/r_d}{D_H^{\text{fid}}(z)/r_d^{\text{fid}}}, \quad (3.2)
$$

where the distance $D_\parallel$ along the LOS is the Hubble distance $D_H(z) = c/H(z)$, the distance $D_\perp$ across the LOS is the comoving angular diameter distance $D_M(z) = \int_0^z c/H(z')dz'$ and $H(z)$ is the Hubble expansion rate.

The growth rate $\tilde{f}$ is related to the logarithmic derivative of the growth factor $g(a)$ with respect to the scale factor $a$. In the context of the fixed template approach however, we need to be careful, since the fit is carried out with fixed overall amplitude. Therefore, we need to take into account that the estimated growth rate $\tilde{f}$ -as well as the bias parameters- implicitly scales with the power spectrum amplitude. Although there are several ways to describe this, here we adopt the notation,

$$
\tilde{f}(z) = \frac{d \ln g(a)}{d \ln a} A_p(z), \quad A_p = \left( \frac{r_d^{\text{fid}}}{r_d} \right)^3 P_{\text{lin}} \left( \frac{r_d^{\text{fid}}}{r_d} k_p, z \right) \frac{1}{T_{\text{nw}}^2 (k_p)} \left( \frac{r_d^{\text{fid}}}{r_d} \right)^3 P_{\text{lin}}^{\text{fid}} (k_p, z), \quad (3.3)
$$

where $A_p$ is the square root of the ratio between the amplitude of the underlying power spectrum, suitably rescaled by the choice of the fiducial sound horizon, to that of the power spectrum of the fiducial cosmology at the pivot scale $k_p = \pi/r_d$. This convention is motivated in eqs. (3.7) and (3.8) of [5].

It is straightforward to convert $\tilde{f}$ into the conventionally-used velocity fluctuation amplitude $f\sigma_8$. But within ShapeFit, it is convenient to define the amplitude as in eq. (3.3), because at the pivot scale $k_p$ -by construction- the amplitude remains constant when varying the slope $m$.

The slope $m$ is related to the smooth (no-wiggle) linear matter transfer function $T_{\text{nw}}(k)$ which in practice we recompute at each model evaluation during posterior exploration with MCMC, and the fiducial one by

$$
m = \frac{d}{dk} \ln \left( \frac{\left( \frac{r_d^{\text{fid}}}{r_d} \right)^3 T_{\text{nw}}^2 \left( \frac{r_d^{\text{fid}}}{r_d} k \right)}{T_{\text{nw}}^{\text{fid}} (k)} \right) \bigg|_{k=k_p}, \quad (3.4)
$$

where the derivative is taken at the pivot scale $k_p$.\footnote{The factor $(r_d^{\text{fid}}/r_d)^3$ in the numerator of eq. (3.4) was omitted in ref. [5] as it does not change the derivative. It is included here explicitly to make more transparent the connection to eq. (3.3).} Following ref. [5] prescription, we use the analytic Eisenstein & Hu 1998 (referred to as EH98) formula [32, 33] to calculate the no-wiggle transfer function, but other methods like a numerical separation of the transfer function into a wiggle and a no-wiggle part are also possible (see appendix D on [34]).

Given a cosmological model described by a set of cosmological parameters, the dependence of the physical parameters on the cosmological parameters is enclosed in $r_d$, $D_M$, $D_H$, $g$, $P_{\text{lin}}$ and $T_{\text{nw}}$.\footnote{The factor $(r_d^{\text{fid}}/r_d)^3$ in the numerator of eq. (3.4) was omitted in ref. [5] as it does not change the derivative. It is included here explicitly to make more transparent the connection to eq. (3.3).}
4 Methodology

We briefly describe our adopted set-up for the ShapeFit compression and its cosmological interpretation, as applied to the blind PT challenge data. We list several different set-up variations and motivate our baseline choice, adopted to represent our fiducial results which were submitted to the blind PT challenge coordinator. The extensive variations on the fiducial set-up serve to quantify the robustness of the results to these choices.

4.1 ShapeFit compression set-up

For our baseline analysis we take the average of the power spectra of all 10 realisations at a single redshift, in this particular case we chose $z_3 = 0.61$. We also analyzed the $z_1$ and $z_2$ redshift bins, finding equivalent results. The provided covariance, corresponding to the volume of a single realization, was rescaled to a volume of $566\;[h^{-1}\text{Gpc}]$ (10 realisations).

As explained in section 3.2, we create a template using the blind PT challenge CAMB input file, adding $h_{\text{fid}} = 0.676$, $A_{s,\text{fid}} = 2.05 \times 10^{-9}$ and $\Omega_{m,\text{fid}} = 0.3$. We compute the first and second-order loop corrections using $\text{PTcool}$ [35].The ShapeFit analysis is carried out by varying the four physical parameters, $\theta_{\text{phys}}$, and several combinations of nuisance parameters. We consider different fitting configurations exploring combinations of nuisance parameters being varied, multipoles and range of scales considered, modelling of non-linearities, which are all listed in Table 1.2 Broadly, these set-ups can be split in two categories:

1. **SIM-like** (also labeled as initial letter “S”). These set-ups are tuned towards fitting a synthetic, simulated and thus idealized dataset, where the very large scales are under control and the shot noise is known. Therefore, we employ a narrow 1% prior on the shot noise amplitude $A_{\text{noise}}$ and set $k_{\text{min}} = 0.0$, not imposing any large scale cut. This is compatible with the analysis choices of other blind PT challenge participants. To be consistent with the choices of most of the other participants, we also set $k_{\text{max}} = 0.12\;[h\text{Mpc}^{-1}]$, fit the monopole and quadrupole only, and choose 1LSPT as our baseline modeling for non-linearities.

2. **DATA-like** (also labeled as initial letter “D”). These cases are tuned towards an actual data analysis, similar to the methodologies employed in [2, 3], where large scales are affected by systematics and the shot noise value is unknown. Therefore, we allow for a broader prior on $A_{\text{noise}}$ of up to 30% and set a large-scale cut at $k_{\text{min}} = 0.02\;[h\text{Mpc}^{-1}]$. As in the data analyses of [2, 3] we set $k_{\text{max}} = 0.15\;[h\text{Mpc}^{-1}]$, fit monopole, quadrupole and hexadecapole and choose the 2LRPT as baseline modeling for non-linearities for our template-fits.

As far as non-local bias parameters $b_{s2}$ and $b_{3nl}$ are concerned, for the DATA-like cases we explore all possible combinations of setting them to their local Lagrangian prediction (“local” in the label) or varying them freely. For the SIM-like cases, we vary both parameters freely, to explore potential deviations from the local Lagrangian dark matter-halo connection and to enable a more direct comparison with previous analyses based on the EFT approach. For more details, see the section 4.2 of [5]. There it is shown that varying $b_{s2}$ and $b_{3nl}$ (labeled

---

2Not all the cases presented in the table are discussed in details in the main text or shown in the figures, but are presented in the table for completeness. In the spirit of open science, readers interested in the outputs of specific runs can send a reasonable request to the authors.
| Case         | Bias                  | $\sigma_{A_{\text{bias}}}$ | Model    | $k$-range | Multipoles | Geo | Blind? |
|-------------|-----------------------|-----------------------------|----------|-----------|------------|-----|--------|
| S008        | $b_z$, $b_{\text{nl}}$ free | 1%                          | 1LSPT    | [0.00, 0.08] | $\ell = 0.2$ | No  | Yes    |
| SIM-like    | $b_z$, $b_{\text{nl}}$ free | 1%                          | 1LSPT    | [0.00, 0.12] | $\ell = 0.2$ | Yes | Yes    |
| S1          | $b_z$, $b_{\text{nl}}$ free | 1%                          | 1LSPT    | [0.00, 0.12] | $\ell = 0.2$ | No  | Yes    |
| S2          | $b_z$, $b_{\text{nl}}$ free | 1%                          | 2LRPT    | [0.00, 0.12] | $\ell = 0.2$ | No  | Yes    |
| **DATA-like MAX** | $b_z$, $b_{\text{nl}}$ free | **30%** | **2LRPT** | **[0.02, 0.15]** | **$\ell = 0.2, 4$** | **Yes** | **No** |
| * (geo)     | $b_z$, $b_{\text{nl}}$ free | **30%** | **2LRPT** | **[0.02, 0.15]** | **$\ell = 0.2, 4$** | **Yes** | **No** |
| Dbs2b3nl-20 | $b_z$, $b_{\text{nl}}$ free | 20%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2b3nl-15 | $b_z$, $b_{\text{nl}}$ free | 15%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2b3nl-5  | $b_z$, $b_{\text{nl}}$ free | 5%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2b3nl-1  | $b_z$, $b_{\text{nl}}$ free | 1%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2b3nl-1-geo | $b_z$, $b_{\text{nl}}$ free | 1%                          | 2LRPT    | [0.02, 0.12] | $\ell = 0.2, 4$ | Yes | No     |
| Dbs2b3nl-1-12 | $b_z$, $b_{\text{nl}}$ free | 1%                           | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | No     |
| Dbs2b3nl-1-20 | $b_z$, $b_{\text{nl}}$ free | 1%                           | 2LRPT    | [0.02, 0.20] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2b3nl-1-25 | $b_z$, $b_{\text{nl}}$ free | 1%                           | 2LRPT    | [0.02, 0.25] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2b3nl-1-20-geo | $b_z$, $b_{\text{nl}}$ free | 1%                           | 2LRPT    | [0.02, 0.12] | $\ell = 0.2, 4$ | Yes | No     |
| Dbs2b3nl-1-25-geo | $b_z$, $b_{\text{nl}}$ free | 1%                           | 2LRPT    | [0.02, 0.20] | $\ell = 0.2, 4$ | Yes | No     |
| Dbs2-30     | $b_z$ free            | 30%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2-30-geo | $b_z$ free            | 30%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | No     |
| Dbs2-20     | $b_z$ free            | 20%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2-15     | $b_z$ free            | 15%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2-5      | $b_z$ free            | 5%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2-1      | $b_z$ free            | 1%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2-1-geo  | $b_z$ free            | 1%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | No     |
| Db3nl-30    | $b_{\text{nl}}$ free | 30%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Db3nl-30-geo | $b_{\text{nl}}$ free | 30%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | No     |
| Db3nl-20    | $b_{\text{nl}}$ free | 20%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Db3nl-15    | $b_{\text{nl}}$ free | 15%                         | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Db3nl-5     | $b_{\text{nl}}$ free | 5%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Db3nl-1     | $b_{\text{nl}}$ free | 1%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Db3nl-1-geo | $b_{\text{nl}}$ free | 1%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | No     |
| **DATA-like MIN** | all local            | **30%** | **2LRPT** | **[0.02, 0.15]** | **$\ell = 0.2, 4$** | **No** | **Yes** |
| * (geo)     | all local            | 30%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | No     |
| Dbs2local-20 | all local            | 20%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2local-15 | all local            | 15%                          | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2local-5  | all local            | 5%                           | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2local-1  | all local            | 1%                           | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | No  | Yes    |
| Dbs2local-1-geo | all local            | 1%                           | 2LRPT    | [0.02, 0.15] | $\ell = 0.2, 4$ | Yes | Yes    |

Table 1. Blind PT challenge set-up overview. Most fits were carried out before unblinding, but some of them (indicated by the final column) were updated after unblinding to take into account the geometric correction, see text for more details. Only the boldface cases were submitted to the blind PT challenge coordinator including the DATA-like runs corrected after unblinding. These are discussed in section 5. The other cases represent further tests of the different ingredients such as the bias option, the prior on shot noise, the PT model, the fitted scale range and the geometric correction (Geo) presented in section 6. Unless specified otherwise in the second column, each of the non-local bias parameters $b_z$, $b_{\text{nl}}$ is set to the local Lagrangian prediction. In all cases we fit the mean of all 10 realizations at the highest redshift bin $z_3 = 0.61$ using the corresponding high-volume covariance matrix. Not all these cases are discussed in details in the main text or shown in the figures, but are presented here for completeness.
“MAX” in [5]) is equivalent to the EFT case with varying $b_2$ and counterterm $c_0$. In fact, $c_0$ has been found to be very degenerate with $b_3n_l$ [1, 10], hence varying only one of the two parameters is equivalent to varying only the other (or varying both). In [2, 3] on the other hand, both bias parameters are set to their local Lagrangian predictions (labeled “MIN” in [5]). This choice has been shown to be valid for the BOSS and eBOSS analyses which focus on BAO scales, neglecting large-scales broadband shape information [31, 34]. As it is not clear yet whether this strategy remains valid for upcoming surveys, we submitted to the blind challenge both the freely varying (DATA-like MAX) and local Lagrangian (DATA-like MIN) cases. For the submitted SIM-like case, it is important to note, we employed the “geometric correction” introduced in section 6 of [5]. At the largest scales, where $k$-bins are broad and there are few modes per bin, mode-discreteness introduces a mismatch between the conventionally averaged and the mode-averaged model evaluated at each bin. The “geometric correction” is a fast way to account for this effect. As we show in figure 4, this correction is important when fitting the whole $k$-range, and even when applying a large-scale cut at $k_{\text{min}} = 0.02 \left[ h \text{Mpc}^{-1} \right]$.3

The adopted parameters priors for the fits are given in the second and third sections of table 2. The results of the three submitted fits (highlighted in boldface in table 1) are presented in section 5. The remaining, not highlighted, cases are presented in section 6, where further tests of the different configuration ingredients such as the bias option, the prior on shot noise, the PT choices in modeling of non-linearities, the fitted scale range and the geometric correction are discussed.

4.2 From physical parameters to cosmological parameters constraints (and back)

While for any set of values for the cosmological parameters of a given cosmological model it is always possible to derive the corresponding physical parameter values, the converse is not true. There can be regions of physical parameter space that do not correspond to any choice of cosmological parameters within the families of models under consideration. To convert the ShapeFit constraints on the physical parameters into constraints on cosmological parameters for a given cosmological model we proceed as described in section 3.3.

For the fiducial model we compute the quantities $r_{d\text{d}}^{\text{fid}}, D_{M}^{\text{fid}}(z), D_{H}^{\text{fid}}(z), P_{\text{lin}}^{\text{fid}}(k_p, z)$ and the fiducial smooth EH98 power spectrum. In-line with the blind PT challenge recommendations, we vary $\{\omega_b, \omega_{\text{cdm}}, h, \ln \left( 10^{10} A_s \right) \}$ while setting the neutrino mass to zero, fixing the scalar tilt $n_s = 0.9649$ and employing a tight Gaussian prior on the baryon to matter ratio $\omega_b/\omega_m = 0.1571 \pm 0.0001$. This prior basically fixes $\omega_b$ for a given input value of $\omega_{\text{cdm}}$, such that the degrees of freedom of our $\Lambda$CDM fit are $\{\omega_{\text{cdm}}, h, \ln \left( 10^{10} A_s \right) \}$. With these choices we are matching the set-up of the other blind PT challenge participants. For each choice of cosmological parameters, and with the pre-computed values of the fiducial quantities, we obtain model predictions for $\{\alpha_\parallel(z), \alpha_\perp(z), f(z), A_p(z), m\}$ which are then compared with the ShapeFit constraints obtained from a cosmological MCMC using MontePython[36–38]. But note that running additional chains is actually not necessary, as they can instead be easily obtained from the ShapeFit chains via importance sampling [39]. This way of proceeding effectively imposes a $\Lambda$CDM prior on the ShapeFit results. With this approach it is then possible to visualize what the ShapeFit physical parameters constraints would be in a $\Lambda$CDM model by recomputing the physical parameters as if they were derived parameters of the ($\Lambda$CDM) cosmological parameters.

3We realized this fact after unblinding as explained in the second paragraph of section 5.
| Parameter name | Prior type | Prior range | Prior type |
|---------------|------------|-------------|------------|
| $\omega_b$    | flat       | [0.005, 0.04] | flat       |
| $\omega_{cdm}$| flat       | [0.01, 0.99] | flat       |
| $h$           | flat       | [0.1, 3.0]   | flat       |
| $\ln(10^{10}A_s)$ | flat       | [0.1, 10]    | flat       |
| $\omega_b/(\omega_b + \omega_{cdm})$ | Gaussian | $(0.1571 \pm 0.0001)$ | Gaussian |
| $n_s$         | fixed      | 0.9649      | fixed      |
| $M_\nu$ [eV]  | fixed      | 0.0         | fixed      |
| $\alpha_{\parallel}$ | flat     | [0.5, 1.5]   | flat       |
| $\alpha_{\perp}$ | flat     | [0.5, 1.5]   | flat       |
| $f$           | flat       | [0.3]        | flat       |
| $m$           | flat       | [-3, 3]      | flat       |
| $b_1$         | flat       | [0, 20]      | flat       |
| $b_2$         | flat       | [-20, 20]    | flat       |
| $b_{s2}$      | derived    | lag. / [-20, 20] | derived / flat |
| $b_{3nl}$     | derived    | lag. / [-20, 20] | derived / flat |
| $\sigma_P$ $[h^{-1}\text{Mpc}]$ | flat | [0, 10] | flat |
| $A_{\text{noise}}$ | Gaussian | $(1 \pm \sigma_{A_{\text{noise}}})$ | Gaussian |

Table 2. Prior ranges for parameters used for ShapeFit and the cosmological fit. Flat priors are given as $[\text{min}, \text{max}]$, Gaussian priors are denoted as $(\text{mean} \pm \text{std})$. The prior knowledge about the baryon fraction $\omega_b/\omega_m = 0.1571$ is implemented as a Gaussian prior with very small width, which is equivalent to treating the ratio as fixed.

A summary of all parameters and priors used for ShapeFit and for the cosmological $\Lambda$CDM fit is given by table 2.

5 Results submitted to the blind PT challenge and changes post-unblinding

The results initially presented in this section (but now slightly updated as described below) were submitted to the blind PT challenge coordinator. After submission, the organizer revealed to us the true underlying model values (unblinding). To keep the PT challenge blind for the rest of the community in all figures and tables throughout this work we only show our results as differences from the true values.

More specifically, for any measured parameter $\theta$ we show $\Delta \theta = \theta - \theta^{\text{true}}$. This applies both to physical and cosmological parameter constraints. Results not submitted to the PT challenge coordinator (some computed before the unblinding, see table 1) are presented in section 6.

We initially estimated that the geometric correction would be unimportant if a minimum wavenumber $k$ cut was imposed. This is certainly true for current and forthcoming surveys, for the full PT challenge volume it is still not statistically significant — not applying the geometric correction induces small shifts in the recovered variables, less than $1-\sigma$ — but the effect is visible under close inspection. The results initially submitted neglected the
geometric correction, which was then included subsequently. All the results presented here always include the geometric correction even with a minimum $k$ cut. As a consequence, these results are technically not blind (see table 1 for more details) but the changes compared to the blind version can only be appreciated upon very careful scrutiny.

The ShapeFit bestfit to the PT challenge multipoles is shown for one particular configuration (DATA-like MAX) in the top panel of figure 1. Since the error bars correspond to the mean of the realizations equivalent to 566 $[h^{-1}\text{Gpc}]^3$ they are not visible by eye, but from the residuals in the lower panel it can be appreciated that the model delivers a good fit on the displayed wavevector range up to $k_{\text{max}} = 0.15 \ [h\text{Mpc}^{-1}]$. The data points mostly remain within the $2\sigma$ band, but for the hexadecapole there is visibly a larger scatter, the most divergent (4.5$\sigma$) data point is at $k = 0.045 \ [h\text{Mpc}^{-1}]$. This hints towards a problem with the hexadecapole related to the inhomogeneous distribution of the directions of the $k$-vectors, that we will return to later.

The physical parameters constrained with ShapeFit are shown as dashed curves in the left panel of figure 2. The SIM-like constraints (see specifications in table 1) are displayed in green-dotted, the DATA-like MAX and MIN cases in orange and red-dotted, respectively. For all cases we recover the true values $\Delta \theta_{\text{phys}} = 0$ (indicated by black dashed lines) well within 1.5$\sigma$, except for $\alpha_\parallel$ in the DATA-like cases, where we find a bias of $4 - 5\sigma$. In the DATA-like cases there are four main changes compared to the SIM-like cases: use of 2LRPT instead of 1LSPT, the wider prior on the shot-noise amplitude, the higher $k_{\text{max}}$ and the inclusion of
Figure 2. These represent our main results for the blinded physical parameters (left panel) and the blinded cosmological parameters $\{\Delta h, \Delta \Omega_m, \Delta \ln (10^{10} A_s)\}$ (right panel). To ensure that the PT challenge remains blind for the rest of the community, results are visualized as differences from their true values. The dashed vertical and horizontal lines guide the eye to zero difference. Dotted, empty contours represent the ShapeFit (SF) results and continuous, filled contours the corresponding (cosmological parameters) results with a $\Lambda$CDM prior imposed. We show the SIM-like results in green, the DATA-like MAX case in orange and the DATA-like MIN case in red. The numerical results can also be found in table 3.

We verify in section 6 that the inclusion of the hexadecapole drives the systematic shift; in particular, it shifts $\alpha_\parallel$ by $\Delta \alpha_\parallel = 0.005$, which amounts to most of the difference between the maximum of the green-dotted and range-dotted $\alpha_\parallel$ posteriors. The effect on the $\alpha$’s of the inclusion of the hexadecapole has not been explored thoroughly in the literature (but see [31] and footnote in sec B1 of [1]). The shift induced by the hexadecapole seen here is below the 2$\sigma$ level for DESI-like survey and not significant for a BOSS/eBOSS-like survey. We leave this to further investigation in future work. Also, the higher $k_{\text{max}}$ and the inclusion of the hexadecapole result in smaller error-bars for the $\alpha$’s. The size of the error-bars on $m$ (and somewhat on $f_{A_p}$) on the other hand is driven by the choice of prior on the nuisance bias parameters.

The ShapeFit results, which are (cosmological) model-independent, can be interpreted within the $\Lambda$CDM model as discussed in section 4.2. We refer to this as imposing a $\Lambda$CDM prior and this case is shown as filled contours in both panels of figure 2. It is easier to understand the filled contours in the left panel of figure 2 after considering the right figure panel, where the ShapeFit+$\Lambda$CDM prior constraints are shown for the cosmological parameters constrained by the analysis: $h$, ln $(10^{10} A_s)$, $\Omega_m$. For all cases we find excellent agreement with the true cosmology with biases of at most 2$\sigma$. Comparing the DATA-like MIN and MAX cases, we find that the local Lagrangian bias assumption leads to reduced error bars.

$^4$The remaining bit of $\Delta \alpha = 0.003$ can be explained by the choice of maximum wavevector. See section 6 and figure 7 in particular.
In the ShapeFit compression with a but significantly tightens the eq. (3.2)). Within the perpendicular distance is the integral of the parallel distance (see the definitions below α relevance for the ongoing and future surveys. In section 6 we further investigate the various bias assumptions and discuss their ume of simulations. Recall that the error-bars reported here for the PT challenge are for a vol-
but does not bias the cosmological results, even given the precision of the PT challenge suite of simulations. Recall that the error-bars reported here for the PT challenge are for a volume of 566 Gpc$^{-1}$ which is about 10 times bigger than the volume covered by forthcoming surveys. In section 6 we further investigate the various bias assumptions and discuss their relevance for the ongoing and future surveys.

The $\lesssim 2\sigma$ deviations of the DATA-like cases in the cosmological parameter space seem mild compared to the $4\sigma$ deviations seen in the physical parameter space. To understand this, in the left panel of figure 2 we show the physical parameters constraints corresponding to the $\Lambda$CDM parameter constraints of the right panel. The filled contours in the left panel are hence derived from the dashed, empty contours by imposing a $\Lambda$CDM prior.

In the SIM-like case (green contours) this prior does not affect much under the umbrella of $\Lambda$CDM- their $\alpha_\parallel$ posteriors agree very well with the SIM-like case, even though the pure ShapeFit constraints show a $4\sigma$ deviation. The filled contours are markedly shifted towards the true parameter values compared to the dashed contours. This means that the bias in $\alpha_\parallel$ observed in the ShapeFit DATA-like cases displaces $\alpha_\parallel$ to a region which is excluded by (or unphysical in) $\Lambda$CDM. Hence, the $\Lambda$CDM prior drives $\alpha_\parallel$ towards its correct value, at the expense of creating a tension between the $\Lambda$CDM and the model-independent result for $\alpha_\parallel$. For the other physical parameters the shifts induced by imposing the $\Lambda$CDM are much less dramatic.

| Type          | Parameter       | SIM-like         | DATA-like MAX   | DATA-like MIN   |
|---------------|-----------------|------------------|-----------------|-----------------|
| Physical      | $\Delta\alpha_\parallel$ | $0.0026 \pm 0.0030$ | $0.0071 \pm 0.0019$ | $0.0076 \pm 0.0018$ |
|               | $\Delta\alpha_\perp$ | $0.0031 \pm 0.0020$ | $-0.0002 \pm 0.0015$ | $-0.0003 \pm 0.0012$ |
|               | $\Delta f A_p$   | $-0.0035 \pm 0.0063$ | $-0.0131 \pm 0.0111$ | $-0.0101 \pm 0.0052$ |
|               | $\Delta m$       | $0.0049 \pm 0.0071$ | $0.0042 \pm 0.0112$ | $-0.0012 \pm 0.0034$ |
| $\Lambda$CDM  | $\Delta \Omega_m$ | $0.0039 \pm 0.0021$ | $0.0006 \pm 0.0020$ | $0.0008 \pm 0.0011$ |
| Cosmological  | $\Delta h$       | $-0.0009 \pm 0.0034$ | $-0.0059 \pm 0.0048$ | $-0.0025 \pm 0.0018$ |
|               | $\Delta \ln(10^{10} A_s)$ | $-0.0182 \pm 0.0136$ | $0.0168 \pm 0.0325$ | $-0.0032 \pm 0.0121$ |
| Derived       | $\Delta\alpha_\parallel$ | $0.0019 \pm 0.0012$ | $0.0025 \pm 0.0014$ | $0.0013 \pm 0.0008$ |
|               | $\Delta\alpha_\perp$ | $0.0035 \pm 0.0017$ | $0.0028 \pm 0.0012$ | $0.0016 \pm 0.0011$ |
|               | $\Delta f A_p$   | $-0.0024 \pm 0.0048$ | $0.0053 \pm 0.0097$ | $-0.0012 \pm 0.0046$ |
|               | $\Delta m$       | $0.0048 \pm 0.0071$ | $-0.0084 \pm 0.0104$ | $-0.0026 \pm 0.0034$ |

Table 3. Here we show the mean values and their corresponding symmetric errorbars of the constrained parameters for the SIM-like, DATA-like MAX and DATA-like MIN cases specified in table 1. Using the configuration of table 2, the physical parameters are constrained with ShapeFit and the cosmological parameters are obtained by fitting the $\Lambda$CDM model to the ShapeFit results. Finally, we show again the physical parameters but this time derived from the cosmological fits, hence with a $\Lambda$CDM prior. The results shown here correspond to the same results shown in figure 2.
As further explored in section 6, it is important to investigate the ShapeFit model ingredients, such as the bias assumption, the shot noise prior, and others which may be responsible for the $\alpha_{ij}$ systematic bias. Nevertheless the left panel of figure 2 highlights an important point: some systematic biases can only be seen at the model-independent parameter compression stage and would not be spotted in the context of direct, model-dependent fits (especially for minimal-$\Lambda$CDM type-models).

Our main results are also summarized in table 3, where we show the physical parameters constrained with ShapeFit, the cosmological results of the $\Lambda$CDM fits and again the physical parameters, but this time derived from the model (which is equivalent to imposing a $\Lambda$CDM prior). As discussed before, the agreement with the truth is very good, especially for the SIM-like case. In the DATA-like cases, there are notable biases in $\alpha_{ij}$, that vanish once they are interpreted in light of the $\Lambda$CDM model. Interestingly, upon this model interpretation all the error bars decrease significantly by up to 50%, only the error on $m$ remains stable. This also occurs in the SIM-like case.

To quantify the apparent bias, for the two DATA-like cases we compare the corresponding $\chi^2$-values divided by the number of degrees of freedom $\text{ndf} = (N_{\text{data}} - N_{\text{params}})$ at the model-independent ShapeFit bestfit (SF) and at the $\Lambda$CDM bestfit (SF+$\Lambda$CDM):

\begin{align*}
\text{DATAlike MAX : } & \chi^2_{\text{SF}}/\text{ndf} = 62.2/(39 - 10) & \chi^2_{\text{SF}+\Lambda\text{CDM}}/\text{ndf} = 80.7/(39 - 6) \\
\text{DATAlike MIN : } & \chi^2_{\text{SF}}/\text{ndf} = 63.5/(39 - 8) & \chi^2_{\text{SF}+\Lambda\text{CDM}}/\text{ndf} = 79.7/(39 - 4) 
\end{align*}

(5.1)

Note that the number of free parameters $N_{\text{params}}$ is reduced by 4 for the $\Lambda$CDM case, as we fix the four physical parameters to the model prediction when evaluating the corresponding $\chi^2$. As argued before and shown in section 6, these relatively poor $\chi^2/\text{ndf}$ of order $\sim 2 - 2.5$ are mostly induced by the hexadecapole.

For comparison, for the SIMlike case (without hexadecapole) we find a value $\chi^2_{\text{SF}}/\text{ndf} = 11.3/(24 - 10)$ of order $\sim 1$ similar to other PT challenge participants [1].

This indicates that indeed the ShapeFit best fit without the $\Lambda$CDM condition imposed is better than when imposing it. However the absolute value of the $\chi^2$ is not a good absolute indicator to be used to test cosmology, because the $\chi^2$ is heavily affected by inadequacies of the modeling of the signal, independently of cosmology- as seen in the hexadecapole behaviour.

Since the SIM-like case is oriented towards reproducing as much as possible the settings chosen by the teams participating in [1], here we also show a direct comparison to one of the EFT implementations. In particular, we choose the publicly available CLASS-PT implementation by [10] and run the EFT model\(^5\) using the same cosmological parameters and priors as in table 2. For the EFT nuisance parameters (bias parameters and counterterms) we choose the default configuration of [10] but without shot noise correction (i.e., shot noise correction set to zero as shot noise is assumed to be fully under control and correctly subtracted).

The results are shown in figure 3, where the green contours are the same as the SIM-like case in figure 2. Again, we show the physical parameters -with (filled contours) and without (dashed, empty contours) the $\Lambda$CDM prior- in the left panel and the $\Lambda$CDM cosmological parameters in the right panel. As we can see, the SIM-like results are in excellent agreement with the EFT results (grey contours)- both in terms of mean parameters and errors. The ShapeFit SIM-like case errors are somewhat smaller than for EFT, especially for the amplitude parameter, which might be due to the exclusion of additional significant freedom in extra nuisance parameters, the so-called counterterms, in our model. This is further explored in an upcoming work [34].

\(^5\) When running the EFT model the ShapeFit pipeline and results of the SIM-like configuration were frozen.
6 Additional tests

As anticipated in table 1 we perform a suite of tests to the blind PT challenge data to quantify the effect of our different model ingredients on the inferred parameters. These tests include the impact of i) the geometric correction, ii) including the second order loop correction, iii) dialing the allowed prior range on the shot noise amplitude, iv) choosing a certain bias prescription, v) varying the maximum wave-number used for the analysis, $k_{\text{max}}$, and vi) including or not the hexadecapole. A few representative cases are illustrated in figures 4 to 7.

Figure 4 addresses points i) and ii); it shows that the effect of including second-order loop corrections is completely negligible, even for a large survey volume of $566 \left[ h^{-1}\text{Gpc} \right]^3$. The central values for the parameters are affected at the sub-percent level and the error bars are unaffected. On the other hand, the effect of the geometric correction is very important, but only for $m$, which induces a shift in $m$ of $\mathcal{O}(2\sigma)$ when is not taken into account. As expected, the other parameters are relatively unaffected by this correction. This effect is driven by the largest scales: when excluding the large scales by increasing $k_{\text{min}}$ to $0.02 \left[ h\text{Mpc}^{-1} \right]$ we find that the effect of the geometric correction is reduced by a factor 5 (towards $\Delta m \sim \mathcal{O}(10^{-3})$), which is of same order of magnitude as the $1\sigma$ precision we find for $m$.

Figure 5 displays the impact of varying the amplitude of shot noise as a free parameter. Blue contours show the Poisson prediction with a Gaussian prior of 1% standard deviation, whereas for the orange contour this is increased up to 30%. When the shot noise prior is relaxed from 1% to 30% strong degeneracies appear with other bias parameters, mostly $b_{s2}$ and $\sigma_{\text{FoG}}$, which make the multi-dimensional posteriors highly non-Gaussian. As a consequence,
the marginalized low-dimensional posteriors become moderately shifted, and the constraints on cosmological parameters degrade significantly, as shown. In terms of cosmology this degradation in statistical precision highly impacts $h$ and $A_s$, and mildly $\Omega_m$. Thus, we conclude that the choice of the prior around the shot noise amplitude may not severely impact the inferred means of cosmology, but their errors, which in addition tend to become less Gaussian.

The assumptions we make on the non-local bias parameters can highly impact the results on the compressed cosmological parameters. In particular, we find that the non-local bias parameter $b_{3nl}$ is very degenerate with $m$, and therefore using an incorrect value (or functional form with $(b_1 - 1)$ may translate into a systematic shift on our inferred cosmology. When we enforce the local Lagrangian bias relation, $b_{3nl} = 32/315(b_1 - 1)$ we find that $m$ is biased by $\sim 0.015 \Delta m$ (corresponding to $\sim 1.3\sigma_m$ deviation) with respect to the best-fitting value when $b_{3nl}$ is allowed to freely vary. We find that this is much less a problem for $b_{s2}$ than for $b_{3nl}$. Inevitably, when both biases are free to vary, the error bars on cosmological parameters increase by a factor $2 - 3$ due to correlations. This is illustrated in figure 6 for some representative cases. We conclude that for this particular sample, the non-local Lagrangian biases follow the halo local Lagrangian predictions well. Consequently, the main cosmological results are not systematically shifted when relaxing this assumption. However, the resulting error-bars do increase significantly. When the total volume of our sample is closer to that of forthcoming data (typically 10 to 100 times smaller than the PT challenge sample) this can become a problem, as relaxing both non-local bias parameters significantly weakens or, in the case of high noise samples, essentially erases the constraints on $m$ (as will be shown in a separate paper [34]). In these cases, using the local Lagrangian halo relation helps
to constrain $m$, and hence use the shape of the power spectrum for cosmology constrains, but at the expenses of being more model-dependent. Alternatively one could impose strong Gaussian priors on higher order bias parameters, as done in most FM analyses, that would otherwise loose a lot of their constraining power. However, from the PT challenge simulations we do not find any strong reasons why to abandon the local Lagrangian assumption.

In addition, we compare the results obtained from different $k$ cuts at small scales. We select $k_{\text{max}} \in \{0.12, 0.15, 0.20, 0.25\} \left[ h \text{Mpc}^{-1} \right]$, where in all cases we set the minimum wavenumber to $k_{\text{min}} = 0.02 \left[ h \text{Mpc}^{-1} \right]$, the model to 2LRPT, the bias parameters to follow the local Lagrangian prediction and the shot noise amplitude prior to 1%.

In the left panel of figure 7 we show the compressed parameter results for these different $k_{\text{max}}$ cases. While for $k_{\text{max}} = 0.12 \left[ h \text{Mpc}^{-1} \right]$ and $k_{\text{max}} = 0.15 \left[ h \text{Mpc}^{-1} \right]$ only $\alpha_\parallel$ appears slightly biased, the fit degrades significantly and leads to large biases once higher wavenumbers are considered. We conclude that the 2LRPT+TNS fixed template approach with local bias assumption is not accurate enough for describing the non-linear scales of $k \geq 0.20 \left[ h \text{Mpc}^{-1} \right]$ for the statistical precision of the PT challenge suite.

Finally, in the right panel of figure 7 we show the effect of including (or excluding) the hexadecapole signal ($\ell = 4$) from PT challenge data. We see that the hexadecapole biases $\alpha_\parallel$ by $\Delta \alpha_\parallel = 0.005$ and at the same time reduces the error bar by $\sim 50\%$. As anticipated in section 5, this effect together with the effect of increasing $k_{\text{max}}$ from 0.12 $\left[ h \text{Mpc}^{-1} \right]$ to 0.15 $\left[ h \text{Mpc}^{-1} \right]$ (left panel of figure 7) drives the bias in $\alpha_\parallel$ observed in the “DATA-like” cases with respect to the “SIM-like” case.
7 Combining all redshift bins: constructing a real data analysis scenario

So far, we have only considered cosmological analyses on individual redshift bins. In practice however, surveys observe dark matter tracers throughout a broad redshift range. It is customary to divide these tracers in several, and usually partially overlapping, redshift bins in order to capture cosmological information related to the evolution of cosmic structure across cosmic ages. In this section we analyze the PT challenge in a very similar way. In the FM approach the cosmological parameters are defined at $z = 0$ and therefore the redshift evolution is somewhat predetermined within the chosen model. In the classic (and ShapeFit) approach, the compressed variables are determined independently for each redshift bin, hence it is possible to track their time evolution in a model-independent way. The model dependence enters at the very end, when the compressed variables are interpreted in light of a model of choice.

As a preparatory step, we analyze the redshift outputs $z_1$ and $z_2$ in the same way as $z_3$ has been analyzed in section 5. In all cases considered here our baseline set-up is as follows: we fit the monopole, quadrupole, and hexadecapole data using 2LRPT on a wavevector range $0.02 \, [h \text{Mpc}^{-1}] < k < 0.15 \, [h \text{Mpc}^{-1}]$, where the non-local bias parameters are fixed to their local Lagrangian prediction and the shot noise term is varied within a 30% Gaussian prior. This corresponds to the set-up labeled “DATA-like MIN” in table 1.

Then, we take the following approach: we compute the average of realizations #1-3 evaluated at $z_1 = 0.38$, realizations # 4-7 at $z_2 = 0.51$, and realizations # 8-10 at $z_3 = 0.61$. In this way, we reproduce the behaviour of an actual lightcone, which would capture the full redshift range where the 3 redshift bins are independent from each other. This
Figure 7. Left panel: comparison of the ShapeFit compressed variable constraints for different maximum scale cuts, including (in units $[\text{hMpc}^{-1}]$) $k_{\text{max}} \in \{0.12, 0.15, 0.20, 0.25\}$ shown in (green, orange, red, violet) filled contours respectively. In all cases we set the minimum scale to $k_{\text{min}} = 0.02$, the model to 2LRPT, the bias parameters to follow the local Lagrangian prediction and the shot noise amplitude prior to 1%. Due to the systematic bias for $k_{\text{max}} \geq 0.20 \ [\text{hMpc}^{-1}]$, we do not show the cosmological $\Lambda$CDM constraints here. Right panel: comparison of the compressed variables between including (filled, green contours) or not (empty, black contours) the hexadecapole ($\ell = 4$) from the fit. Regarding the remaining set-up, we choose the same as in the left panel, and set $k_{\text{max}} = 0.12 \ [\text{hMpc}^{-1}]$. Note that, therefore, the green contours are identical in both panels.

6This assumption is based on the Ergodic hypothesis, and it breaks down for scales comparable to the size of the bin. For this reason it is usual to split the survey in redshift bins which are overlapping and infer their correlation using mocks, as was done for BOSS DR12.
arise due to i) differences in non linear structure formation (including non linear galaxy bias and RSD) at different redshifts, both in the N-body simulation and in the fiducial template, ii) different impact of shot noise in the different volumes, iii) and the degree of validity of the assumption of local Lagrangian bias may vary for the different HODs of the different redshift bins. As mentioned already in sections 5 and 6, the ShapeFit constraints on $\alpha_\parallel$ are biased in the “DATA-like MIN” case; this bias vanishes when applying the $\Lambda$CDM prior.

One might have expected the combined constraints (empty black contours) on cosmological parameters to be slightly tighter than the individual redshift constraints, although the effective number of sampled modes is the same. This is because in the framework of the LCDM model, having information at different epochs (or redshift bins) helps to break degeneracies among model parameters, more effectively than having more volume at a single redshift bin. This effect is seen very clearly, for example, in the $\Omega_m - h$ plane for the BAO cases when Ly-$\alpha$ measurements are combined with low galaxy measurements (see for e.g. figure 1 of [40]). Here the effect is not really appreciable because of the smaller redshift range explored.

8 Conclusions

We have applied for the first time the (model-independent) compressed variables analysis to the (blind) PT challenge simulations. All previous entries to the PT challenge used the full modeling approach instead. This work thus enables a more transparent comparison of these two complementary approaches to the cosmological analyses and interpretation of
clustering of galaxy redshift surveys. In particular, for the compressed variables approach we implement ShapeFit [4, 5] which is fully equivalent to the “classic” approach for the AP and RSD parameters but includes in addition an extra effective parameter \( m \) which captures the power spectrum broadband shape information.

Our chosen baseline (SIM-like) set-up in terms of range of scales, multipoles, shot noise and bias modeling assumptions, prescription for modeling non-linearities, nuisance parameters etc. was chosen to be as close as reasonably possible to the set-up of other PT challenge entries to facilitate comparison.

The volume of the PT challenge simulations is 10 times larger than that envisioned for future surveys, making it possible to uncover small systematic biases even below the level of statistical significance for foreseeable practical applications.

We find that, in general, ShapeFit recovers the input parameters well within \( 2\sigma \), and this accuracy level does not vary dramatically for reasonable changes from the baseline set-up (when changing the range of scales — within reason, — shot noise and bias modelling assumptions, prescription for modelling non-linearities, nuisance parameters etc.).

However, we find that the inclusion of the hexadecapole induces a significant systematic shift on the compressed variable \( \alpha_\parallel \), when extracted in ShapeFit. This shift would be well below the \( 2\sigma \) level for future surveys, but clearly indicates that the modeling of the hexadecapole should be improved and the effect should be further investigated (for example, it is well-known that the hexadecapole is very sensitive to the inhomogeneous distribution of \( k \)-vector directions with respect to the line of sight, see 5.1 of [41]). Nevertheless, it is important to note that this shift is only appreciable in the ShapeFit approach, and the constraints it produces on the model-independent compressed variables. There is no systematic offset in the FM approach within a \( \Lambda \)CDM model, or when interpreting the constraints on the compressed variables as constraints on the cosmological parameters for a \( \Lambda \)CDM model. This is because the systematic shift in \( \alpha_\parallel \) happens to be in a direction that is not allowed by (or unphysical in) a \( \Lambda \)CDM model. This teaches us an important lesson: some systematic biases can be seen at the model-independent compressed variables stage, which would not be spotted in the context of direct, model-dependent fits (especially for minimal-\( \Lambda \)CDM type-models). More explicitly, it is not sufficient to calibrate and quantify the accuracy of a FM approach on a given family of models (say, \( \Lambda \)CDM-like models) and then extend it to a different family of models, especially if non-standard, non-trivial extensions of \( \Lambda \)CDM. Doing so might severely underestimate the predicted accuracy of the selected FM approach.

We find that the HOD adopted by the PT challenge produces a galaxy bias which is consistent with the local Lagrangian prescription. When analyzing real data, where we have very little control over bias, it may be of interest to sacrifice precision for accuracy and leave the bias parameters free; this would reduce potential biases at the expense of larger error-bars. However, depending on the survey specifications, leaving the bias parameters completely free might be too conservative, increasing the error-bars and reducing the signal-to-noise for interesting signatures (see [34]).

To conclude, looking at the performance of all the PT challenge entries so far (as in this site), the agreement is remarkable considering how different the approaches are and that the challenge is blind. Not only the statistical error bars are quite comparable — the statistical error-bars are not blind, but all approaches require some compression and compressing can be lossy — but that the systematic shifts (which are blind) are comparable and under control at least for forthcoming surveys. This agreement is particularly significant when comparing FM with compressed variable approaches given the fundamentally different nature of the
two. A direct comparison is presented in figure 3: our results and constraints are in excellent agreement with the EFT results both in terms of mean parameters and errors. The small residual differences in the size of error-bars which may be due to the priors on specific nuisance parameters, will be explored elsewhere [34].

Because of its flexibility, speed, model-independence and, as demonstrated here, precision and accuracy, we envision that the compressed variables approach (including the ShapeFit extension) can offer a valuable contribution in improving the robustness of the analysis and interpretation of forthcoming galaxy redshift surveys.
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A Impact of IR resummation correction on ShapeFit

Since for most FM applications to galaxy power spectra it is crucial to account for large scale bulk flows via the so-called Infrared (IR) resummation, we implement this strategy within our ShapeFit template fits as well and test its impact. Typically, the role of IR resummation is to damp the baryon acoustic oscillation amplitude by an exponential term depending on a certain damping scale \( \Sigma(z) \) which depends on redshift. Formally, this damping scale depends on the cosmological model, which is why IR resummation is not usually implemented in the model-independent, “classic” template fits.

Here, we present an approximate scheme, where we ignore this weak cosmology dependence and fix \( \Sigma = 3.91 \, [h^{-1} \text{Mpc}] \), which is the value we obtain for the fiducial template cosmology at \( z = 0.61 \). We adopt the implementation of IR resummation within 1LSPT given by eq. (7.4) of [42], where the corrected, IR resummed non-linear power spectrum is written as a function of the damping scale \( \Sigma \), the growth factor \( g(z) \) (called \( D(z) \) in [42]) and the linear power spectrum decomposed into a smooth \( (P_s) \) and a wiggle \( (P_w) \) part. The impact of this correction is actually small in the BAO features compared to the standard (No IR) PT, as the exponential factor damping the wiggles gets compensated by the \( (1 + k^2 g^2 \Sigma^2) \) factor within the \( g^2 \) term. Then, the effect of IR in the first loop correction, i.e., the \( g^4 \) term, is quite small. We do not consider the \( g^6 \) factor as it represent a small correction in the \( k \)'s of interest.

In the left panel of figure 9 we show the impact of including IR resummation (empty, dotted contours) with respect to the baseline (filled contours) on the ShapeFit compressed parameters for either \( k_{max} = 0.12 \, [h \text{Mpc}^{-1}] \) (green) or \( k_{max} = 0.15 \, [h \text{Mpc}^{-1}] \) (red). As expected, due to the very small correction of IR resummation on the BAO amplitude, the
differences with respect to the baseline are mild. For $k_{\text{max}} = 0.12$ (green contours) the filled and empty contours are nearly indistinguishable, while for $k_{\text{max}} = 0.15$ (red contours) we see small differences below $0.2\sigma$ for $\alpha_\parallel, \alpha_\perp, fA_p$ and $1\sigma$ for $m$. However, this is a very mild deviation given the large volume of $566 \left[ h^{-1}\text{Gpc}\right]^3$ considered here. In summary the inclusion of IR resummation corrections has no significant effects for the ShapeFit approach.

\section*{B Impact of the baryon density prior choice}

Since there might be some confusion in the literature about this, here we test the impact of the prior choice on the baryon density on cosmological constraints. In the case of the PT challenge, the baryon to matter density ratio is known \textit{a priori}, motivated by the baseline $\Lambda$CDM Planck 2018 constraints:

$$\frac{\omega_b}{\omega_m} = 0.1571. \quad \text{(B.1)}$$

However, in most cases in the literature where late time quantities such as the BOSS DR12 and eBOSS DR16 data products are used to constrain cosmological parameters jointly with early time probes, priors on the baryon density today, $\omega_b$, are adopted. These priors can be motivated either by CMB data, or by the observation of primordial Deuterium and Helium abundances in distant systems, often referred as “Big Bang Nucleosynthesis” (BBN) measurements.

Therefore, it is interesting to investigate to what degree our cosmological parameter constraints depend on the choice of prior information about the baryon density. For that purpose, we choose the bestfit value of $\omega_b$ from our “SIM-like” run as a fiducial value. Then, we perform an additional cosmological fit to the “SIM-like” ShapeFit results but using a Gaussian prior centered around that fiducial $\omega_b$ value with width $\Delta \omega_b = 0.0001$ instead of imposing a prior on $\omega_b/\omega_m$ as done in our baseline analysis. The width of the prior is chosen such that $\omega_b$ is effectively fixed to the same degree as $\omega_b/\omega_m$ has been fixed for the baseline (see table 2), such that there is no residual effect of the prior when carrying out the comparison.

The results are presented in the right panel of figure 9. The baseline “SIM-like” results with fixed baryon to matter density ratio are shown in green, while the additional run with fixed baryon density is shown in violet. Of course, both runs deliver the same mean results, as the prior on $\omega_b$ chosen for the violet contours is given by the bestfit value of the green contours. While the errors on the matter density $\Omega_m$ and the primordial fluctuation amplitude $A_s$ are insensitive to the type of baryon density prior, we see that the constraints on the Hubble parameter $h$ become tighter by a factor 2 once we employ a prior on $\omega_b$ instead of $\omega_b/\omega_m$. This is in fact expected, as the former parameter contains information on $h$, while the latter does not.

From this we conclude that the constraints on $\Omega_m$ and $A_s$ from LSS data are more robust and insensitive to the specific prior choice than constraints on $h$. Care has to be taken in particular when showing LSS results on $h$, that made use of an early-time physics assumption, as different, physically well motivated assumptions can lead to subtle differences in the posterior constraints.
Figure 9. Left panel: impact on the ShapeFit compressed parameter constraints of including IR resummation (empty, dotted contours) or not (filled contours). The results are presented for two different choices of maximum wavevector, $k_{\text{max}} = 0.12 \, [h\text{Mpc}^{-1}]$ (green) and $k_{\text{max}} = 0.15 \, [h\text{Mpc}^{-1}]$ (red), where the bias parameters follow the local Lagrangian prediction and the shot noise correction prior is fixed to 1%. We find that including IR leads to very mild differences typically below $0.2\sigma$ reaching at maximum $1\sigma$ in $m$ for the $k_{\text{max}} = 0.15 \, [h\text{Mpc}^{-1}]$ case. Right panel: blinded cosmological parameters obtained for the “SIM-like” set-up choosing two different implementations of baryon density $\omega_b$ prior. In green, we show the baseline case for which we use our prior knowledge that the baryon to matter density ratio is set to $\omega_b/\omega_m = 0.1571$. In violet, we show the results for fixing the baryon density $\omega_b$ to its best fit value found from the baseline run. The latter choice (motivated by BBN or CMB data) is more often used in the literature when constraining $\Lambda$CDM parameters using actual survey data. We find that the $\Omega_m$ and $A_s$ constraints are insensitive to this prior choice, while constraints on $h$ broaden by a factor $\sim 2$ when choosing a prior on the baryon to matter density ratio rather than the baryon density itself.
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