Abstract—This paper presents an estimation framework to assess the performance of the sorting function over data that is perturbed. In particular, the performance is measured in terms of the Minimum Mean Square Error (MMSE) between the values of the sorting function computed on the data without perturbation and the estimation that uses the sorting function applied to the perturbed data. It is first shown that, under certain conditions satisfied by the practically relevant Gaussian noise perturbation, the optimal estimator can be expressed as a linear combination of estimators on the unsorted data. Then, a suboptimal estimator is proposed and its performance is evaluated and compared to the optimal estimator. Finally, a lower bound on the desired MMSE is derived by solving a novel estimation problem that might be of an independent interest and consists of estimating the norm of an unsorted vector from a noisy observation of it.

I. INTRODUCTION

Sorting is a widely used function and a benchmark for several modern recommender and distributed computing systems (e.g., Hadoop MapReduce). Today, sorting is often performed over massive amounts of data, which might be sensitive (e.g., clinical/genomic health) and hence it is required to remain confidential/private. For instance, in a recommender system, a user may not wish to fully reveal her interests or previous purchases. In order to ensure data confidentiality, one solution would consist of perturbing the data with some noise. This gives rise to a natural question: How does data perturbation affect the performance of the sorting function?

In this paper, we focus on assessing the performance of the sorting function over data that is perturbed (e.g., because of data privacy purposes). Our goal is to quantify the performance loss of the sorting function versus different levels of noise perturbation. Towards this end, we pose the problem within an estimation framework. In particular, as a metric, we adopt the Minimum Mean Square Error (MMSE) between the values of the sorting function computed on the original data (i.e., with no perturbation) and the estimation that uses the sorting function applied to the noisy version of the data.

We first analyze the optimal estimator, i.e., the conditional expectation of observing the original data as sorted, given the observation of the noisy sorted data. We show that, under certain conditions satisfied by the practically relevant Gaussian noise perturbation, the optimal estimator can be expressed as a linear combination of estimators on the unsorted data. Then, by leveraging the structure of the optimal estimator, we propose a suboptimal estimator and prove that, with Gaussian noise perturbation, it is asymptotically optimal in the low noise regime, and its MMSE performance is always to within a constant gap of the optimal MMSE. Finally, we derive a lower bound on the desired MMSE term. This consists of another MMSE term obtained by estimating the norm of an unsorted vector from a noisy observation of it. As such, this new MMSE term, beyond providing a closed-form lower bound on the desired MMSE, might also be of an independent interest since it provides the solution to another estimation problem.

In deriving our results, we leverage tools and properties from the theory of order statistics, which lately has gained significant traction, as we discuss in what follows.

Related Work. Order statistics represents an indispensable tool in the modern theory of statistical inference. Next, we briefly mention some notable examples.

The estimation of parameters of a family of distributions from an ordered vector has received a considerable attention. For example, for a location-scale family of distributions with density function \( f(x; \mu, \sigma) = \frac{1}{\sigma} \phi \left( \frac{x - \mu}{\sigma} \right) \), the best linear unbiased estimator (BLUE) of \( \mu \) and \( \sigma \) has been found in [1]. In particular, the BLUE was shown to be a function of only the covariance matrix and the mean vector of the order statistics. However, note that the computation of the covariance matrix and the mean vector of the order statistics is often a formidable task. Explicit expressions for moments of order statistics are in fact known only for some specific distributions and have been tabulated in [2]. A rich body of literature also exists on universal bounds on moments of order statistics [3].

Having observed a partial sample of the first \( r \) order statistics from a sample of size \( n \), the best linear unbiased predictor (BLUP) of the remaining \( n - r \) terms has been characterized in [4]. Specifically, the predictor in [4] was shown to depend only on the covariance matrix and the mean of the order statistics. Interesting connections between the BLUE and BLUP have been derived in [5].

Due to its application to life-testing experiments, inference of censored (i.e., incomplete data) order statistics has received significant attention. Interestingly, for various types of censoring protocols, closed-form expressions for maximum likelihood estimators of parameters are available. A comprehensive survey of several censoring scenarios can be found in [6].

Order statistics also appears in the study of outliers since these are expected to be a few extreme order statistics. Several effective tests are formed from extreme order statistics that seek to compute the deviation of the candidate outliers from the rest of the data [7]. Another application of order statistics is on the goodness-of-fit tests. The most classical example of such a test is the Shapiro and Wilk's test for normality [8].

A collection of articles summarizing applications, results and historic perspectives on order statistics can be found in [9].
Paper Organization. Section II introduces the notation, presents some definitions and describes the system model. Section III studies the MMSE of estimating a sorted vector from a noisy sorted observation of it, and proposes a suboptimal estimator. Section IV considers the practically relevant Gaussian noise case and derives a lower bound on the desired optimal estimator. Finally, Section V concludes the paper.

II. NOTATION, DEFINITIONS AND SYSTEM MODEL

Boldface upper case letters \( \mathbf{X} \) denote vector random variables; the boldface lower case letter \( x \) specifies a particular realization of \( \mathbf{X} \); \( \mathbf{X} \) is ordered in ascending order; \( X_i \) specifies the \( i \)-th entry of \( \mathbf{X} \) and \( X_{(i)} \) indicates the \( i \)-th entry of \( \mathbf{X} \); \( ||x|| \) denotes the \( \ell_2 \)-norm of the vector \( x \); the set \( \mathbb{R}_n = \{x : x \in \mathbb{R}_n\} \); \( \delta(x) \) is the Dirac delta function; \( 1_{\{X_i\}}(x_i) \) is the indicator function of \( X_i \) taking value \( x_i \); \( [n] \) indicates the set of integers \( \{1, \ldots, n\} \); \( \mathbf{P}_n \) is the matrix containing all permutations of the elements of \( [n] \), and \( \mathbf{P}_n(i,:)=i \)-th row of \( \mathbf{P}_n \); \( \mathbf{Y}_v \) is a vector whose components are ordered according to the \( n \)-length vector \( v \), i.e., \( y_{v_1} \leq y_{v_2} \leq \ldots \leq y_{v_n} \); \( \mathbf{I}_n \) is the identity matrix of dimension \( n \).

We next provide three definitions, which will be used in the proof of our main results.

**Definition 1.** A sequence of random variables \( U_1, U_2, \ldots, U_n \) is said to be exchangeable (or interchangeable) if the distribution of the random vector \( (U_1, U_2, \ldots, U_n) \) is the same as that of \( (U_{\pi_1}, U_{\pi_2}, \ldots, U_{\pi_n}) \) for any permutation \( (\pi_1, \pi_2, \ldots, \pi_n) \) of the indices \( [n] \). More formally,

\[
(U_1, U_2, \ldots, U_n) \overset{d}{=} (U_{\pi_1}, U_{\pi_2}, \ldots, U_{\pi_n}),
\]

where \( \overset{d}{=} \) denotes equality in distribution.

Note that any convex combination or mixture distribution of independent and identically distributed sequences of random variables is exchangeable.

**Definition 2.** The confluent hypergeometric function is given by

\[
F_{1,1}(a, b; x) = \sum_{k=0}^{\infty} \frac{\Gamma(a+k)\Gamma(b)}{\Gamma(a)\Gamma(b+k)} x^k, \quad \min\{a, b, x\} > 0, \tag{1}
\]

where \( \Gamma(\cdot) \) is the gamma function.

**Definition 3.** The modified Bessel function of the first kind of order \( \nu \geq 0 \) is defined as

\[
I_{\nu}(x) = \frac{x^{\nu}}{2^\nu \sqrt{\pi} \Gamma(\nu + \frac{1}{2})} \int_0^\pi e^{x\cos\theta} (\sin\theta)^{2\nu} d\theta, \quad x \in \mathbb{R}. \tag{2}
\]

We consider the framework shown in Fig. 1 where an \( n \)-dimensional random vector \( X \) is generated according to a certain probability density function (PDF) \( f_X(x) \) and then passed through a noisy channel with a transition probability equal to \( f_{Y|X}(y|x) \). In particular, this is assumed to be a parallel channel, i.e.,

\[
f_{Y|X}(y|x) = \prod_{i=1}^{n} f_{Y_i|X_i}(y_i|x_i).
\]

The output of the channel – denoted as \( Y \) – is finally sorted in ascending order, i.e., \( \hat{Y} \) is the sorted version of \( Y \).

In this work, as thoroughly explained in Section III, we are interested in characterizing the MMSE of estimating \( \hat{X} \) – which denotes the sorted version of \( X \) (i.e., the ground truth) – when \( \hat{Y} \) is observed.

III. ON THE OPTIMAL MMSE ESTIMATOR

The objective of this section is to study the MMSE of estimating \( \hat{X} \) from an observation \( \hat{Y} \). The MMSE is given by

\[
\text{nmse}(\hat{X}|\hat{Y}) = \mathbb{E}\left[||\hat{X} - \mathbb{E}[\hat{X}|\hat{Y}]||^2\right]. \tag{3}
\]

It is well known that the conditional expectation \( \mathbb{E}[\hat{X}|\hat{Y}] \) is the optimal estimator under the square error criterion. The next theorem provides a characterization of \( \mathbb{E}[\hat{X}|\hat{Y}] \) in terms of the distribution of \( (X, Y) \) under certain symmetry conditions.

**Theorem 1.** Let \( (X, Y) \) be continuous random vectors. Assume that \( X \) is exchangeable (see Definition 1) and that

\[
\frac{1}{n!} \sum_{\ell=1}^{n!} \sum_{j=1}^{n!} f_{Y|X}(\tilde{y}_{\mathbf{P}_n(j,:)}|X_{\mathbf{P}_n(\ell,:)})
\]

\[
= \sum_{j=1}^{n!} f_{Y|X}(\tilde{y}_{\mathbf{P}_n(j,:)}|X), \quad \forall (X, Y). \tag{4}
\]

Then, for any \( k \in [n] \)

\[
\mathbb{E}[X_{(k)}|\hat{Y} = \tilde{y}]
\]

\[
= n! \sum_{j=1}^{n!} \frac{f_{Y|X}(\tilde{y}_{\mathbf{P}_n(j,:)}|X)}{f_{\hat{Y}}(\tilde{y})} \mathbb{E}\left[X_k \cdot 1_{\mathbb{R}_n}(X)|Y = \tilde{y}_{\mathbf{P}_n(j,:)}\right]. \tag{5}
\]

In addition, if \( Y \) is exchangeable (see Definition 2), then for any \( k \in [n] \)

\[
\mathbb{E}[X_{(k)}|\hat{Y} = \tilde{y}] = \sum_{j=1}^{n!} \mathbb{E}\left[X_k \cdot 1_{\mathbb{R}_n}(X)|Y = \tilde{y}_{\mathbf{P}_n(j,:)}\right]. \tag{6}
\]
Proof: We have
\[
\mathbb{E} \left[ X(k) | Y = \tilde{y} \right] = \int_{\mathbb{R}_n} t_k f_{X|Y}(t|\tilde{y}) dt
\]
\[
= \int_{\mathbb{R}_n} t_k f_{X|Y}(t|\tilde{y}) \sum_{j=1}^{n!} f_{Y|X}(\tilde{y}P_{(j::)}|t) dt
\]
\[
= \frac{n!}{f_{\tilde{y}}(\tilde{y})} \sum_{j=1}^{n!} \int_{\mathbb{R}_n} t_k f_{Y|X}(\tilde{y}P_{(j::)}|t) f_X(t) dt
\]
\[
= \frac{n!}{f_{\tilde{y}}(\tilde{y})} \sum_{j=1}^{n!} \int_{\mathbb{R}_n} t_k f_Y(\tilde{y}P_{(j::)}) f_X(t) dt
\]
\[
= \frac{n!}{f_{\tilde{y}}(\tilde{y})} \sum_{j=1}^{n!} \int_{\mathbb{R}_n} t_k f_Y(\tilde{y}P_{(j::)}) \frac{f_X(t)}{f_{\tilde{y}}(\tilde{y})} dt
\]
\[
= \frac{n!}{f_{\tilde{y}}(\tilde{y})} \sum_{j=1}^{n!} \int_{\mathbb{R}_n} t_k \frac{f_Y(\tilde{y}P_{(j::)})}{f_Y(\tilde{y})} f_X(t) dt
\]

We now use this identity to propose and study the following suboptimal estimator of \(X(k)\)
\[
\hat{f}_k(\tilde{y}) = \sum_{j=1}^{n!} \mathbb{E} \left[ X(k) | Y = \tilde{y}P_{(j::)} \right]
\]
\[
= \mathbb{E} \left[ X(k) | \tilde{Y} = \tilde{y}P_{(j::)} \right] \cdot P \left[ \tilde{X} \in \mathbb{R}_n | Y = \tilde{y}P_{(j::)} \right],
\] (8a)
and the following suboptimal estimator of \(\tilde{X}\)
\[
\tilde{f}(\tilde{y}) = [\hat{f}_1(\tilde{y}), \ldots, \hat{f}_n(\tilde{y})].
\] (8b)
Observe that the only difference between the optimal estimator in (6) and the suboptimal estimator in (8a) is that in the latter the conditioning on \(X \in \mathbb{R}_n\) has been dropped. In other words, we are implicitly using the approximation
\[
\mathbb{E} \left[ X(k) | Y = \tilde{y}P_{(j::)} \right] \approx \mathbb{E} \left[ X(k) | Y = \tilde{y} \right].
\]

The next theorem, whose proof can be found in Appendix A, compares the performance of the optimal estimator in (6) to the proposed suboptimal estimator in (8a).

Theorem 2. Suppose that \(X\) and \(Y\) are exchangeable and the assumption in (4) holds. Let
\[
\Delta = \mathbb{E} \left[ \left\| \tilde{X} - \tilde{f}(\tilde{y}) \right\|^2 \right] - \text{mmse}(\tilde{X} | \tilde{Y}).
\] (9)

Then,
\[
\Delta \leq \Delta_{up} = \sum_{j=1}^{n!} \mathbb{E} \left[ \left\| YP_{(j::)} \right\|^2 \cdot P \left[ X \in \mathbb{R}_n | Y = \tilde{y}P_{(j::)} \right] \right],
\] (10)
where
\[
g(\tilde{y}) = P \left[ X \in \mathbb{R}_n | Y = \tilde{y} \right].
\] (11)

In Section IV, under the assumption of an additive Gaussian noise, the estimator in (8a) will be shown to be optimal in a small noise regime. Moreover, in the very noisy regime the mean squared error (MSE) of the estimator in (8a) will be shown to be within a constant gap of the MMSE (i.e., the error attained by the optimal estimator in (6)).

IV. ANALYSIS WITH GAUSSIAN STATISTICS

In this section, we consider the practically relevant case of Gaussian noise, i.e., we assume that \(Y|X = x \sim \mathcal{N}(x, \sigma^2 I_n)\).

We start by noting that, under the additional assumption that the input \(X \sim \mathcal{N}(0, I_n)\), the proposed suboptimal estimator in (8a) takes the form of a weighted linear function given by
\[
\hat{f}_k(\tilde{y}) = \sum_{j=1}^{n!} a_j(\tilde{y}) \left[ \tilde{y}P_{(j::)} \right]_k,
\] (12)
where \(\left[ \tilde{y}P_{(j::)} \right]_k\) is \(k\)-th component of the vector \(\tilde{y}P_{(j::)}\) and where
\[
a_j(\tilde{y}) = \frac{\sigma}{1 + \sigma^2} P \left[ X \in \mathbb{R}_n | Y = \tilde{y}P_{(j::)} \right].
\] (13)
Fig. 2 compares the performance, in terms of the MSE, of the estimator in (12) and the optimal estimator in (6), versus different values of the noise standard deviation $\sigma$. From Fig. 2 we observe that the suboptimal estimator performs closely to the optimal estimator for small values of $\sigma$, whereas for higher values of $\sigma$ Fig. 2 suggests that the MSE of the estimator in (12) is to within a constant gap of the MSE of the optimal estimator. We next formalize these observations in Theorem 3.

**Theorem 3.** Let $X$ be exchangeable and let $Y | X = x \sim \mathcal{N}(x, \sigma^2 I_n)$. Assume that $E[X_k^2] < \infty$ for all $k \in [n]$. Then, the approximation error in (10) satisfies the following
\begin{align*}
\lim_{\sigma \to 0} \Delta_{ap} &= 0, \quad \text{(a)} \\
\lim_{\sigma \to \infty} \Delta_{ap} &= E[\|X\|^2] \left(1 - \frac{1}{n!}\right). \quad \text{(b)}
\end{align*}

**Proof:** We start by noting that, by a simple application of the dominated convergence theorem, we have that
\begin{align*}
\lim_{\sigma \to 0} P \left[ X \in \mathbb{R}_n \right| Y = y \right] &= 1_{\mathbb{R}_n}(y), \quad \text{(a)} \\
\lim_{\sigma \to \infty} P \left[ X \in \mathbb{R}_n \right| Y = y \right] &= P \left[ X \in \mathbb{R}_n \right] = 1_{\mathbb{R}_n}. \quad \text{(b)}
\end{align*}

Now observe that
\begin{align*}
\lim_{\sigma \to 0} E \left[ X_k^2 \cdot g \left( Y | X = x \right) \right] &= X_k^2 \cdot g \left( \mathbf{Y} \right) \left( 1 - 1_{\mathbb{R}_n}(X) \right) \cdot 1_{\mathbb{R}_n}(Y) \\
\lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( Y | X = x \right) \right] &= X_k^2 \cdot g \left( \mathbf{Y} \right) \left( 1 - 1_{\mathbb{R}_n}(X) \right) \cdot 1_{\mathbb{R}_n}(Y) \\
\lim_{\sigma \to 0} E \left[ X_k^2 \cdot g \left( Y | X = x \right) \right] &= X_k^2 \cdot g \left( \mathbf{Y} \right) \left( 1 - 1_{\mathbb{R}_n}(X) \right) \cdot 1_{\mathbb{R}_n}(Y) \\
\lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( Y | X = x \right) \right] &= X_k^2 \cdot g \left( \mathbf{Y} \right) \left( 1 - 1_{\mathbb{R}_n}(X) \right) \cdot 1_{\mathbb{R}_n}(Y)
\end{align*}

where the labeled equalities follow from: (a) using the dominated convergence theorem with the bound
\begin{align*}
X_k^2 \cdot g \left( \mathbf{Y} \right) \left( 1 - 1_{\mathbb{R}_n}(X) \right) \cdot 1_{\mathbb{R}_n}(Y) \leq X_k^2, \quad \text{(a)}
\end{align*}

and the assumption that $E[X_k^2] < \infty$; (b) using the limit in (16); and (c) using the fact that $1_{\mathbb{R}_n}(X) \left( 1 - 1_{\mathbb{R}_n}(X) \right) = 0$. Combining (18) with the definition of $\Delta_{ap}$ in (10), we arrive at
\begin{align*}
\lim_{\sigma \to 0} \Delta_{ap} &= 0.
\end{align*}

We now focus on the case of $\sigma \to \infty$, and we obtain
\begin{align*}
\lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( \mathbf{Y} \right) \right] &= \lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( \mathbf{Y} \right) \right] \\
\lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( \mathbf{Y} \right) \right] &= \lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( \mathbf{Y} \right) \right] \\
\lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( \mathbf{Y} \right) \right] &= \lim_{\sigma \to \infty} E \left[ X_k^2 \cdot g \left( \mathbf{Y} \right) \right]
\end{align*}

where the labeled equalities follow from: (a) using the dominated convergence theorem with the bound in (19) and the assumption that $E[X_k^2] < \infty$; and (b) using the limit in (17). Combining (18) with the definition of $\Delta_{ap}$ in (10), we obtain
\begin{align*}
\lim_{\sigma \to \infty} \Delta_{ap} &= \sum_{k=1}^{n} E \left[ X_k^2 \right] \left(1 - \frac{1}{n!}\right) \\
\lim_{\sigma \to \infty} \Delta_{ap} &= \sum_{k=1}^{n} E \left[ X_k^2 \right] \left(1 - \frac{1}{n!}\right).
\end{align*}

This concludes the proof of Theorem 3. 

As highlighted above, Theorem 3 shows that the estimator proposed in (12) is asymptotically optimal in the low noise regime, and its MMSE performance is always to within a constant gap of the optimal MMSE. The plot of the upper bound on the penalty in (10) for the Gaussian input $X \sim \mathcal{N}(0, I_n)$ is shown in Fig. 2 versus different values of $\sigma$.

Obtaining a closed-form expression for $\text{mse}(\hat{X}, \hat{Y})$ is in general not possible, and hence computable lower bounds become necessary. The next theorem presents a lower bound on the desired MMSE term.
Let $\tilde{X} \sim \mathcal{N}(0, I_n)$. Then,
\[
\text{mmse}(\tilde{X} | \tilde{Y}) \geq \text{mmse}(\|X\| | Y)
\]
\[= \text{mmse}(\|X\| | \|Y\|).
\] (21)

Moreover,
\[
\text{mmse}(\|X\| | \|Y\|) = n - \frac{2\sigma^2 + n}{1 + \sigma^2} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{a_k a_m}{(\sigma^2 + 2)^{k+m+2}} \frac{\Gamma\left(\frac{1}{2} + k + m\right)}{\Gamma\left(\frac{1}{2}\right)},
\]
where
\[a_k = \frac{\Gamma\left(k + \frac{n+1}{2}\right)}{k! \Gamma\left(k + \frac{n}{2}\right)},
\]
and $\Gamma(\cdot)$ being the gamma function. In addition,
\[
\mathbb{E}(\|X\| | \|Y\| = \|y\|) = \mathbb{E}(\|X\| | Y = y)
\]
\[= \frac{\Gamma\left(\frac{n+1}{2}\right) \sqrt{2\sigma^2 e^{-\frac{\|y\|^2}{2\sigma^2}}}}{\Gamma\left(\frac{1}{2}\right) \sqrt{1 + \sigma^2}} F_{1,1}\left(\frac{n + 1}{2}, \frac{n}{2}, \frac{\|y\|^2}{2\sigma^2(1 + \sigma^2)}\right),
\]
where $F_{1,1}(\cdot, \cdot, \cdot)$ is the confluent hypergeometric function defined in Definition 2.

Proof: We here prove the bound in (21), and delegate the computations of $\text{mmse}(\|X\| | \|Y\|)$ and $\mathbb{E}(\|X\| | \|Y\| = \|y\|)$ to Appendix C. We have
\[
\text{mmse}(\tilde{X} | \tilde{Y}) \overset{(a)}{=} \mathbb{E}(\|\tilde{X}\|^2) - \mathbb{E}\left[\mathbb{E}(\tilde{X} | \tilde{Y})^2\right]
\]
\[\overset{(b)}{=} \mathbb{E}(\|X\|^2) - \mathbb{E}\left[\mathbb{E}(\tilde{X} | \tilde{Y})^2\right]
\]
\[\overset{(c)}{=} \mathbb{E}(\|X\|^2) - \mathbb{E}\left[\mathbb{E}(\|X\| | \|Y\|)^2\right]
\]
\[= \text{mmse}(\|X\| | \|Y\|)
\]
\[\overset{(d)}{=} \mathbb{E}(\|X\|^2) - \mathbb{E}\left[\mathbb{E}(\|X\| | Y)^2\right]
\]
\[= \text{mmse}(\|X\| | Y),
\]
where the labeled (in)-equalities follow from: (a) since $\|X\| = \|\tilde{X}\|$; (b) using modulus inequality (i.e., $\mathbb{E}|U||\leq \mathbb{E}|U|$ for any random vector $U$); (c) and (d) using the fact that
\[
\mathbb{E}(\|\tilde{X}\| | \tilde{Y} = \tilde{r}) = \mathbb{E}(\|X\| | \|Y\| = \|r\|) = \mathbb{E}(\|X\| | Y = r),
\]
which is formally proved in Lemma 8 in Appendix C-B.

Observe that the approach taken in Theorem 4 is an unconventional one. Indeed, instead of taking a usual approach, such as finding a Bayesian Cramer-Rao lower bound, Theorem 4 produces a lower bound on the MMSE by finding a closed-form expression for the MMSE of an ‘easier’ problem, namely estimating the norm of $X$ from the noisy observation $Y$. While we are interested in finding lower bounds on mmse $(\tilde{X} | \tilde{Y})$, the result in Theorem 4 might be of an independent interest. This is also a reason for including the expression for the estimator of $\|X\|$ from a noisy observation $Y$.

V. CONCLUSIONS

In this paper, we presented an estimation framework to study the performance of the sorting function over perturbed data. The main contribution of our work is three-fold: (1) we analyzed the optimal MMSE estimator and showed that, under certain conditions, its structure depends on the estimators on the unsorted data; (2) we proposed a suboptimal estimator, which in the low noise regime is asymptotically optimal and, in general, offers a performance that is to within a constant gap of the optimal MMSE; (3) we derived a lower bound on the desired MMSE which has two appealing features: (i) it is in closed-form, and (ii) it provides the solution to a novel estimation problem, which consists of estimating the norm of an unsorted vector from a noisy observation of it.

APPENDIX A

AUXILIARY RESULTS ON THE DISTRIBUTION OF $(\tilde{X}, \tilde{Y})$

In this section, we state and prove some properties on exchangeable random variables.

Lemma 5. Let $X$ be an exchangeable random vector (see Definition 7). Then,
\[
f_{X|X}(\tilde{x} | x) = \sum_{j=1}^{n!} \delta(x - \tilde{x}_{P_n(j,:)})
\] (23)
and
\[
f_{\tilde{X}}(\tilde{x}) = n! f_{X}(\tilde{x}).
\] (24)

Proof: The proof of (23) follows by inspection.

To show (24) observe that
\[
f_{\tilde{X}}(\tilde{x}) = \int_{x} f_{X}(\tilde{x} | x) f_{X}(x) \, dx
\]
where the equality in (a) follows by using (23), and the equality in (b) follows because of the exchangeable property of X. This concludes the proof of Lemma 5. ■

Lemma 6. Let X be an exchangeable random variable. Then,

\[ f_{\bar{Y}|X}(\bar{y}|\bar{x}) = \sum_{j=1}^{n!} f_{Y|X}(\bar{y}|\bar{y}_{P,(j,:)})f_{X}(\bar{x}) \]

and

\[ f_{\bar{X}|Y}(\bar{x}|\bar{y}) = \frac{n!}{f_{\bar{Y}|\bar{X}}(\bar{y}|\bar{x})}f_{\bar{X}}(\bar{x}) \sum_{j=1}^{n!} f_{Y|\bar{X}}(\bar{y}|\bar{y}_{P,(j,:)})f_{X}(\bar{x}) \]

Proof: To show (25), observe that

\[
\begin{align*}
f_{Y|X}(\bar{y}|\bar{x}) &= \int f_{Y|X}(\bar{y}|\bar{x})f_{X}(\bar{x}|\bar{x})d\bar{x} \\
&= \sum_{j=1}^{n!} f_{Y|X}(\bar{y}|\bar{x})f_{X}(\bar{x}|\bar{x})d\bar{x} \\
&= \sum_{j=1}^{n!} f_{Y|X}(\bar{y}|\bar{x})f_{X}(\bar{x}) \\
&= \sum_{j=1}^{n!} f_{Y|X}(\bar{y}|\bar{x})f_{X}(\bar{x}) \\
&= \sum_{j=1}^{n!} f_{Y|X}(\bar{y}|\bar{x})f_{X}(\bar{x})
\end{align*}
\]

where the equalities follow from: (a) using the Markov chain \( \bar{X} \to \bar{X} \to \bar{Y} \) and marginalizing; (b) using Bayes’ rule; (c) using the Markov chain \( \bar{X} \to \bar{Y} \to \bar{Y} \) and marginalizing; (d) using the fact that (see (25) in Lemma 5)

\[
f_{\bar{Y}|\bar{X}}(\bar{y}|\bar{x}) = \sum_{j=1}^{n!} \delta(\bar{y} - \bar{y}_{P,(j,:)});
\]

(e) using (23) in Lemma 5, (f) using (24) in Lemma 5

The proof of (26) now follows by using Bayes’ rule, the exchangeable property of X and (25).

\[
f_{\bar{X}|Y}(\bar{x}|\bar{y}) = \frac{n!}{f_{\bar{Y}|\bar{X}}(\bar{y}|\bar{x})}f_{X}(\bar{x}) \sum_{j=1}^{n!} f_{Y|\bar{X}}(\bar{y}|\bar{y}_{P,(j,:)})f_{X}(\bar{x})
\]

This concludes the proof of Lemma 6. ■

APPENDIX B

PROOF OF THEOREM 2

Using (6) and (8a), we have that

\[
|E[X(k)|Y = \bar{y}] - \bar{f}_{k}(\bar{y})|
\]

\[
\leq \sum_{j=1}^{n!} |E[X_{k} \cdot 1_{\bar{y}_{P,(j,:)}}|Y = \bar{y}_{P,(j,:)}] - E[X_{k}|Y = \bar{y}_{P,(j,:)}] \cdot p_{\bar{X}|Y}(\bar{y}_{P,(j,:)})|
\]

where we let

\[
p_{\bar{X}|Y}(\bar{y}_{P,(j,:)} = P[\bar{X} \in \mathbb{R}^{n}|Y = \bar{y}_{P,(j,:)}].
\]

Next, observe that

\[
|E[X_{k} \cdot 1_{\bar{y}_{P,(j,:)}}|Y = \bar{y}_{P,(j,:)}] - E[X_{k}|Y = \bar{y}_{P,(j,:)}] \cdot p_{\bar{X}|Y}(\bar{y}_{P,(j,:)})|
\]

\[
\leq \sqrt{E[X_{k}^{2}|Y = \bar{y}_{P,(j,:)}]} \cdot \sqrt{E[1_{\bar{y}_{P,(j,:)}} - p_{\bar{X}|Y}(\bar{y}_{P,(j,:)})]^{2}|Y = \bar{y}_{P,(j,:)}}
\]

where the labeled (in-)equalities follow from: (a) using the property that \( E[Uf(W)|W] = E[Uf(W)f(W) \cdot \text{Cauchy-Schwarz inequality}; and (c) using the next sequence of steps

\[
E[1_{\bar{y}_{P,(j,:)}} - p_{\bar{X}|Y}(\bar{y}_{P,(j,:)})]^{2}|Y = \bar{y}_{P,(j,:)}]
\]

\[
= E[1_{\bar{y}_{P,(j,:)}} - 2 \cdot 1_{\bar{y}_{P,(j,:)}} \cdot p_{\bar{X}|Y}(\bar{y}_{P,(j,:)}])Y = \bar{y}_{P,(j,:)}]
\]

\[
+ E[p_{\bar{X}|Y}(\bar{y}_{P,(j,:)})|Y = \bar{y}_{P,(j,:)}]
\]

\[
= p_{\bar{X}|Y}(\bar{y}_{P,(j,:)}) \cdot (1 - p_{\bar{X}|Y}(\bar{y}_{P,(j,:)}))
\]

\[
= g(\bar{y}_{P,(j,:)}),
\]

where we used the fact that, for an event \( E \), we have \( E[1_{E}] = p(E) \) (property of indicator function).
Now, by using the Pythagorean theorem observe that
\[ E \left[ \| \vec{X} - \hat{f}(\vec{Y}) \|^2 \right] = \text{mmse}(\vec{X} | \vec{Y}) \]
\[ = E \left[ \left\| E[\vec{X} | \vec{Y}] - \hat{f}(\vec{Y}) \right\|^2 \right] \]
\[ = \sum_{k=1}^{n} E \left[ \left\| E[\vec{X}(k) | \vec{Y}] - \hat{f}_k(\vec{Y}) \right\|^2 \right]. \tag{29} \]
Next, using the bound in (28) on terms in (29) we have the following bound
\[ E \left[ \left\| E[\vec{X}(k) | \vec{Y}] - \hat{f}_k(\vec{Y}) \right\|^2 \right] \leq \sum_{j=1}^{n!} E \left[ X_k^2 | Y = Y_{P_n(j,:)} \right] g(Y_{P_n(j,:)} | Y \in \mathbb{R}_n) \]
\[ = \sum_{j=1}^{n!} E \left[ X_k^2 | Y = Y_{P_n(j,:)} \right] g(Y_{P_n(j,:)} | Y \in \mathbb{R}_n) \]
\[ \overset{(a)}{=} \sum_{j=1}^{n!} E \left[ X_k^2 \right] g(Y_{P_n(j,:)} | Y = Y_{P_n(j,:)} | Y \in \mathbb{R}_n) \]
\[ = \sum_{j=1}^{n!} E \left[ X_k^2 \right] \cdot g(Y_{P_n(j,:)} | Y \in \mathbb{R}_n), \tag{30} \]
where the equality in (a) follows by using the property that \( E[f(W) | W] = E[f(W)] \), Combining (29) and (30) concludes the proof of Theorem 2.

### Appendix C

**Proof of Theorem 3**

#### A. Useful Distributions

The PDF of the non-central chi distribution is denoted and given by
\[ f_{\text{Chi}}(x; n, \lambda) = e^{-\frac{x^2 + \lambda^2}{2}} \left( \frac{x}{\lambda} \right)^{\frac{n}{2} - 1} \lambda^\frac{n}{2} \left( \lambda x \right), x > 0, \tag{31} \]
where \( n \) specifies the degrees of freedom, \( I_0(z) \) is the modified Bessel function of the first kind defined in Definition 3 and
\[ \lambda = \sqrt{\sum_{i=1}^{n} \left( \frac{\mu_i}{\sigma_i^2} \right)^2}, \]
such that \( X_i \) are \( n \) independent, normally distributed random variables with means \( \mu_i \) and variances \( \sigma_i^2 \).

The PDF of the non-central chi-squared distribution is denoted and given by
\[ f_{\text{Chi-Sq}}(x; n, \gamma) = \frac{1}{2} e^{-\frac{x^2 + \gamma^2}{2}} \left( \frac{x}{\gamma} \right)^{\frac{n}{2} - 1} \frac{1}{2} I_{\frac{n}{2} - 1} \left( \sqrt{\gamma^2 x} \right), x > 0, \tag{32} \]
where \( \gamma = \sum_{i=1}^{n} \mu_i^2 \). Note that, if \( X_1, \ldots, X_n \) are distributed with \( \sigma^2 = 1 \), then if \( U \sim f_{\text{Chi}}(x; n, \lambda) \) and \( V = U^2 \), we have that \( V \sim f_{\text{Chi-Sq}}(v; n, \lambda^2) \).

#### B. Auxiliary results for the proof of the lower bound in (21)

In order to prove the lower bound in Theorem 3, we leverage Lemma 5 and Lemma 8 below.

**Lemma 7.** Let \( X \sim \mathcal{N}(0, I_n) \). Then, for \( t \geq 0 \)
\[ f_{\|X\|}(t) = \frac{1}{\Gamma(\frac{n}{2})} t^{n/2 - 1} e^{-\frac{t}{2}}, \tag{33a} \]
\[ f_{\|Y\|}(t, y, \lambda) = \frac{e^{-\frac{t}{2}} e^{-\frac{|y|^2 + \lambda^2}{2}}}{\sqrt{2 \pi}} \left( \frac{t}{\sqrt{\|y\|}} \right)^{\frac{n}{2} - 1} \left( \frac{\|y\|}{\sigma^2} \right)^{\frac{n}{2} - 1}, \tag{33b} \]
\[ f_{\|X\|}^t(t \mid y) = \frac{f_{\|X\|}^t(t, y)}{f_Y(y)} - f_{\|X\|}^\lambda(t \mid y). \tag{33d} \]

**Proof:** See Appendix C-D.

**Lemma 8.** Let \( X \sim \mathcal{N}(0, I_n) \). Then, for any \( \vec{f} \in \mathbb{R}^n \)
\[ E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] \]
\[ = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] \]
\[ = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] \]
\[ = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] . \]

**Proof:** The first equality follows since \( \| \vec{X} \| = \| \vec{X} \| \).

The identity that
\[ E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] \]
follows from (33b), where it is shown that \( f_{\|X\|}(y, t) \) is only a function of \( \|Y\| \).

Similarly, the proof that
\[ E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] \]
follows from (33c), where it is shown that \( f_{\|X\|}^t(y \mid \vec{f}) \) is only a function of \( \|Y\| \).

Finally, the proof that
\[ E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] = E \left[ \| \vec{X} \mid \vec{Y} = \vec{f} \right] \]
follows from (33d) and the Bayes’ rule, i.e.,
\[ f_{\|X\|}^t(t \mid \vec{f}) = \frac{f_{\|X\|}^t(t, \vec{f})}{f_Y(\vec{f})} = \frac{f_{\|X\|}^t(t \mid \vec{f})}{f_Y(\vec{f})} = f_{\|X\|}^t(t \mid \vec{f}) . \]

This concludes the proof of Lemma 8.
C. Computation of \( \text{mse}(\|X\|, \|Y\|) \) and \( \mathbb{E}[\|X\| | Y = y] \) in Theorem 2

In order to find the expression for the conditional expectation in Theorem 2, we start by stating the following lemma, whose proof can be found in Appendix C-F.

**Lemma 9.** Let \( Z \sim \mathcal{N}(0, I_n) \) and let \( V_\lambda \) be the non-central chi-squared random variable with non-centrality \( \lambda \) and \( n \) degrees of freedom. Then, for \( -\frac{1}{2} < t < 0 \)

\[
\mathbb{E}[V_\lambda e^{-tV_\lambda}] = \frac{(n-1)e^{-\frac{\lambda}{2(1+t)^{n-1}}}}{(1+2t)^{\frac{n-2}{2}}} + \frac{(1+\lambda+2t)e^{-\frac{\lambda}{2(1+t)^{n-1}}}}{(1+2t)^{\frac{n-4}{2}}},
\]

and

\[
\mathbb{E}\left[\sqrt{V_\lambda} e^{-t\sqrt{V_\lambda}}\right] = e^{-\frac{\lambda}{2(1+t)^{n-1}}} \sqrt{2(1+t)^{n-1}} \Gamma\left(\frac{n+1}{2}\right) \frac{\lambda}{2(1+t)^{n-1}} F_{1,1}\left(\frac{n+1}{2}, \frac{n}{2}; \frac{\lambda}{2(1+t)^{n-1}}\right),
\]

where

\[
ak_k = \Gamma\left(k + \frac{n+1}{2}\right) k! \Gamma\left(\frac{k}{2} + \frac{n}{2}\right),
\]

and

\[
\mathbb{E}\left[\|Z\|^k e^{-t\|Z\|^2}\right] = \frac{2^\frac{k+1}{2}}{(1+2t)^{\frac{k+n+1}{2}}} \Gamma\left(\frac{n+k+1}{2}\right), \quad k \geq 0.
\]

Next, we derive the expression for the conditional expectation in Theorem 4. We have

\[
\mathbb{E}[\|X\| | Y = r] = \int_0^\infty t f_{\|X\| | Y}(t|r) dt = \int_0^\infty t \frac{f_{\|X\|}(t) f_Y(r)}{f_Y(r)} dt,
\]

(a) \[
= \int_0^\infty \frac{1}{t^{(2n-1)/2}} e^{-u^2/2\sigma^2} f_{\text{chi}}\left(\frac{t}{\sqrt{\sigma^2}}; n, \frac{|r|^2}{\sigma^2}\right) dt
\]

(b) \[
= \sqrt{\frac{\sigma^2}{2\pi}} \frac{1}{f_Y(r)} \mathbb{E}\left[U_{\|X\|^2, \|Y\|^2, r} \exp\left(-\frac{\sigma^2}{2} U_{\|X\|^2, \|Y\|^2, r}\right)\right],
\]

(c) \[
= \sqrt{\frac{\sigma^2}{2\pi}} \frac{1}{f_Y(r)} \mathbb{E}\left[\sqrt{\frac{X_r}{\sigma^2}} \exp\left(-\frac{\sigma^2}{2} \frac{X_r}{\sigma^2}\right)\right],
\]

and (e) using the transformation between chi and chi-squared random variables.

Now, by using the expressions in (34b) and (34c), we have the following equivalent characterizations of the conditional expectation:

\[
\mathbb{E}[\|X\| | Y = r] = \sqrt{\frac{2\sigma^2}{1+\sigma^2}} e^{-\frac{|r|^2}{2\sigma^2(1+\sigma^2)}} \sum_{k=0}^{\infty} a_k \frac{\left(\frac{|r|^2}{2\sigma^2(1+\sigma^2)}\right)^k}{2^{k+1} \Gamma(\frac{n+k}{2})},
\]

(35)

where the steps in (36) and (37) follow by inserting the expression of \( f_Y(r) \).

Finally,

\[
\mathbb{E}\left[\mathbb{E}[\|X\| | Y] \right] = \sqrt{\frac{2\sigma^2}{1+\sigma^2}} e^{-\frac{|Y|^2}{2\sigma^2(1+\sigma^2)}} \sum_{k=0}^{\infty} a_k \frac{\left(\frac{|Y|^2}{2\sigma^2(1+\sigma^2)}\right)^k}{2^{k+1} \Gamma(\frac{n+k}{2})},
\]

(37)

where the labeled equalities follow from: (a) Bayes’ rule; (b) using the expression in (33b); (c) doing a change of variable \( u = \frac{t}{\sqrt{\sigma^2}} = u \); (d) noting that \( f_{\text{chi}}\left(u; n, \frac{|r|^2}{\sigma^2}\right) \) is the PDF of the non-central chi random variable \( U_{\|X\|^2, \|Y\|^2, r} \) with parameter \( \frac{|r|^2}{\sigma^2} \);

and (e) using the transformation between chi and chi-squared random variables.

D. Proof of Lemma 2

We here prove the result in Lemma 2. In particular, we prove the equations in (33) into three different subsections.

1. **Proof of (33a):** The expression in (33a) follows since, if \( X_i \) are \( n \) independent random variables with means \( \mu_i \) and standard deviations \( \sigma_i \), then the statistic

\[
Y = \sqrt{\sum_{i=1}^{n} \left(\frac{X_i - \mu_i}{\sigma_i}\right)^2}
\]

(33a)
is distributed according to the chi-distribution. In our case, we have $\mu_i = 0$ and $\sigma_i = 1$, for all $i \in [n]$, and hence

$$Y = \sqrt{\sum_{i=1}^{n} X_i^2} = \|\mathbf{X}\|.$$  

It therefore follows that $\|\mathbf{X}\|$ is distributed according to the chi-distribution.

2) **Proof of (33b) and (33c)**: To show (33b) and (33c) consider the following:

$$f_{\mathbf{Y} \mid \|\mathbf{X}\|}(\mathbf{y} \mid t) = \int f_{\mathbf{Y} \mid \|\mathbf{X}\|}(\mathbf{y} \mid t \mid \|\mathbf{X}\|) f_{\|\mathbf{X}\|}(\|\mathbf{X}\|) \, d\|\mathbf{X}\|,$$

$$= \int f_{\mathbf{Y} \mid \|\mathbf{X}\|}(\mathbf{y} \mid t \mid \|\mathbf{X}\|) f_{\|\mathbf{X}\|}(\|\mathbf{X}\|) \, d\|\mathbf{X}\|,$$

$$= \int_{\mathbb{R}^n} e^{-\frac{\|y - \mathbf{x}\|^2}{2\sigma^2}} \delta(t - \|\mathbf{x}\|) \frac{1}{(2\pi)^{n}} e^{-\frac{y^2}{2}} \, d\mathbf{x},$$

$$= \int_{\mathbb{R}^n} e^{-\frac{\|y - \mathbf{x}\|^2}{2\sigma^2}} \delta(t - \|\mathbf{x}\|) \frac{1}{(2\pi)^{n}} e^{-\frac{y^2}{2}} \, d\mathbf{x},$$

$$= \frac{2\pi^2}{n-1} \int \frac{e^{-\frac{\|y - \mathbf{x}\|^2}{2\sigma^2}}}{(2\pi)^{n}} \, d\mathbf{x},$$

$$= \frac{2\pi^2}{n-1} \int \frac{e^{-\frac{\|y - \mathbf{x}\|^2}{2\sigma^2}}}{(2\pi)^{n}} \, d\mathbf{x},$$

$$= \frac{1}{(2\pi)^{n}} \int \frac{e^{-\frac{\|y - \mathbf{x}\|^2}{2\sigma^2}}}{(2\pi)^{n}} \, d\mathbf{x},$$

$$= \frac{1}{(2\pi)^{n}} \int \frac{e^{-\frac{\|y - \mathbf{x}\|^2}{2\sigma^2}}}{(2\pi)^{n}} \, d\mathbf{x},$$

where the labeled equalities follow from: (a) Markov chain $\|\mathbf{X}\| \rightarrow \mathbf{X} \rightarrow \mathbf{Y}$; this is because

$$f_{\mathbf{Y} \mid \|\mathbf{X}\|}(\mathbf{y} \mid \|\mathbf{X}\|) = f_{\mathbf{Y} \mid \|\mathbf{X}\|}(\mathbf{y} \mid \|\mathbf{X}\|),$$

$$f_{\|\mathbf{X}\|}(\|\mathbf{X}\|) = f_{\|\mathbf{X}\|}(\|\mathbf{X}\|),$$

where the first equality follows by using the chain rule of the PDF, and the second equality follows since, given $\mathbf{X} = \mathbf{x}$, then $\mathbf{X} = \mathbf{x}$ is determined; (b) changing the integration to spherical coordinates, where $S_{n-1}$ denotes the $n$-dimensional unit-hypersphere defined as $S_{n-1} = \{ \mathbf{x} : \|\mathbf{x}\| \leq 1 \}$; (c) properties of the delta function; and (d) using the following integral whose report is in Appendix C-E

$$\int_{\|\mathbf{x}\|=1} e^{\mathbf{x}^T R \mathbf{x}} \, d\mathbf{x} = \left(\frac{\|\mathbf{y}\|}{2}\right)^{1-\frac{n}{2}} 2\pi^{\frac{n}{2}} 1_{\|\mathbf{y}\| < \|\mathbf{R}\|}:$$

(c) by using the non-central chi distribution in (31).
where the labeled equalities follow from: (a) using the transformation in (40), and by applying the definition of inner product; (b) observing that the integration over \( \theta_2, \ldots, \theta_{n-1} \) is an integral over \( S_{n-2} \) sphere; and (c) using the definition of modified Bessel function in (2) and the fact that the \( n \)-linearity of expected value and independence of random variables; (c) by using the following well known integrals:

\[
E[Z_t^2 e^{-tZ_t}^2] = \int_R x^2 e^{-tx} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx
\]

\[
t_{t > 1/2} = \frac{1}{(2t + 1)^{3/2}}
\]

\[
E[e^{-tZ_t^2}] = \int_R e^{-tx^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx
\]

\[
t_{t > 1/2} = \frac{1}{(2t + 1)}
\]

\[
E[e^{-tZ_n^2, \chi^2}] = \int_R x^2 e^{-tx^2} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx
\]

\[
t_{t > 1/2} = \frac{1}{(1 + \lambda + 2t)e^{-\frac{\lambda t}{2}}}
\]

2) Proof of (34b) and (34c): We begin with the proof of (34b). We have

\[
E[\sqrt{V_t} e^{-t\chi^2}]
\]

\[
= \int_0^\infty \sqrt{x} e^{-tx} f_{\chi^2}(x; n, \lambda) dx
\]

\[
= \int_0^\infty \sqrt{x} e^{-tx} \frac{1}{2} \left( \frac{x}{\lambda} \right)^{n/2 - 1} 1_{x > 1} dx
\]

\[
= \frac{1}{1 + 2t} \int_0^\infty \sqrt{u} e^{-\frac{u}{2} - \frac{\lambda}{2}} \left( \frac{u}{1 + 2t} \right)^{n/2 - 1} du
\]

\[
= \frac{e^{-\frac{\lambda}{2}}}{(1 + 2t)^{n/2}} \int_0^\infty \sqrt{u} e^{-\frac{u}{2} - \frac{\lambda}{2}} \left( \frac{u}{1 + 2t} \right)^{n/2 - 1} du
\]

\[
= \frac{e^{-\frac{\lambda}{2}}}{(1 + 2t)^{n/2}} E\left[ \sqrt{V_t} \right]
\]

(43)

where the labeled equalities follow from: (a) change of variable \((1 + 2t)x = u\); and (b) using the definition of \(f_{\chi^2}(u; n, \frac{\lambda}{1 + 2t})\) in (32). Next, we use the Poisson representation of the PDF of the non-central chi-squared random variable \(\chi^2\), i.e.,

\[
f_{\chi^2}(u; n, \lambda) = \sum_{k=0}^\infty p \left( \frac{k \lambda}{2} \right) f_{\chi^2}(u; n + 2k, 0),
\]

where the labeled equalities follow from: (a) independence of random variables; (b) linearity of expected value and
where \( p(k; x) = \frac{e^{-\frac{x^2}{2}}}{k!} \) for \( k = 0, 1, 2, \ldots \). Now, let \( V_{0,x} \) denote a centered chi-squared random variable of order \( x \). We have

\[
\mathbb{E} \left[ \sqrt{V_{0,x}} \right] = \sum_{k=0}^{\infty} p \left( k; \frac{\lambda}{2(1+2t)} \right) \mathbb{E} \left[ \sqrt{V_{0,n+2k}} \right]
\]

\[
= \sum_{k=0}^{\infty} \frac{e^{-\frac{\lambda^2}{2(1+2t)}} \left( \frac{\lambda}{2(1+2t)} \right)^k}{k!} \mathbb{E} \left[ \sqrt{V_{0,n+2k}} \right]
\]

\[
= \sum_{k=0}^{\infty} \frac{e^{-\frac{\lambda^2}{2(1+2t)}} \left( \frac{\lambda}{2(1+2t)} \right)^k}{k!} \sqrt{2} \Gamma \left( \frac{n+2k+1}{2} \right)
\]

(44)

where the last expression follows by using the expression for the moments of a centered chi-squared random variable, i.e.,

\[
\mathbb{E}[X^m] = 2^n \Gamma \left( \frac{m + \frac{1}{2}}{2} \right), \quad m > 0.
\]

Combining (43) and (44), we arrive at

\[
\mathbb{E} \left[ \sqrt{V_{0,x}} e^{-tV_{0,x}} \right] = e^{-\frac{t}{2}} (1 + 2t)^{-\frac{n+1}{2}} \sqrt{2} \sum_{k=0}^{\infty} a_k \left( \frac{\lambda}{1 + 2t} \right)^k,
\]

(45)

where \( a_k = \frac{1}{n} \frac{\Gamma(k + \frac{n+1}{2})}{\Gamma(k + \frac{1}{2})} \). The proof is concluded by using the definition of a confluent hypergeometric function in (1).

3) Proof of (34e): The expression in (34e) can be proven as follows:

\[
\mathbb{E} \left[ \|Z\|^k e^{\frac{k}{2} \Theta^2} \right]
\]

\[
= \frac{1}{(2\pi)^{\frac{m}{2}}} \int_{\mathbb{R}^m} \|x\|^k e^{\frac{k-1}{2} x^2} e^{-\frac{1}{2} x^2} dx
\]

\[
= \frac{1}{(1-t)^{\frac{m}{2}}} \frac{1}{(2\pi)^{\frac{m}{2}}} (1-t)^{\frac{m}{2}} \int_{\mathbb{R}^m} \|x\|^k e^{-\frac{1}{2} (1-t) x^2} dx
\]

(a)

\[
= \frac{1}{(1-t)^{\frac{m}{2}}} \mathbb{E} \left[ \|X_G\|^k \right]
\]

\[
= \frac{1}{(1-t)^{\frac{m}{2}}} \mathbb{E} \left[ \left\| \sqrt{1-t} Z \right\|^k \right]
\]

\[
= \frac{1}{(1-t)^{\frac{m}{2}}} \frac{1}{(1-t)^{\frac{m}{2}}} \mathbb{E} \left[ \|Z\|^2 \right]
\]

(b)

\[
= \frac{1}{(1-t)^{\frac{m+1}{2}}} 2^{\frac{k}{2}} \Gamma \left( \frac{k+n}{2} \right),
\]

(46)

where the labeled equalities follow from: (a) defining \( X_G \sim \mathcal{N} \left( 0, \frac{1}{1-t} I_m \right) \); (b) by using the \( \frac{k}{2} \)-th moment about zero of a chi-squared distribution with \( n \) degrees of freedom. This concludes the proof of Lemma 9.
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