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Abstract

We provide Vasiliev’s four-dimensional bosonic higher-spin gravities with six families of exact solutions admitting two commuting Killing vectors. Each family contains a subset of generalized Petrov Type-D solutions in which one of the two $\mathfrak{so}(2)$ symmetries enhances to either $\mathfrak{so}(3)$ or $\mathfrak{so}(2,1)$. In particular, the spherically symmetric solutions are static and we expect one of them to be gauge-equivalent to the extremal Didenko-Vasiliev solution [1]. The solutions activate all spins and can be characterized either via generalized electric and magnetic charges defined asymptotically in weak-field regions or via the values of fully higher-spin gauge-invariant observables given by on-shell closed zero-forms. The solutions are obtained by combining the gauge-function method with separation of variables in twistor space via expansion of the Weyl zero-form in Di-Rac supersingleton projectors times deformation parameters in a fashion that is suggestive of a generalized electromagnetic duality.
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1 Introduction

1.1 Motivations

The importance of higher-spin gravities [2, 3, 4, 5] — both in themselves, as some of the few known consistent interacting gauge field theories, and as systems of intermediate complexity between ordinary gauge theories and string field theories — is currently becoming more widely appreciated. All known models in four dimensions and above consist of an infinite tower of gauge fields, essentially tied to dressings of the minimal-bosonic models consisting perturbatively of symmetric-tensor gauge fields of even ranks including a physical scalar [3, 21]. Such infinite towers resemble the leading Regge trajectory of string theories collapsed to critical masses given in units of a finite cosmological constant. Indeed, just like string field theories, higher-spin gravities admit a formulation, found by Vasiliev [2], in terms of master fields depending on commuting spacetime coordinates and internal oscillators, and interacting via star-product algebras. However, their algebraic structures are simple enough that equations of motion based on a gauge principle — including generalized spacetime symmetries — can be spelled out explicitly in a background-independent fashion, as for ordinary (super)gravities.

Corresponding off-shell formulations have been proposed recently in [8] and related issues concerning globally-defined formulations on-shell and off-shell have been studied in [44]. Moreover, the properties of discretized strings in Anti-de Sitter spacetime [18] (motivated by the semi-classical results of [9, 10]) suggest that higher-spin gravities are sub-sectors of particular tensionless limits of closed string field theories. Higher-spin gravities are thus tractable models for studying large-curvature effects in stringy completions of ordinary gravities.

In particular, this opens a new window on holography in regimes where the boundary theories are weakly coupled and the bulk theories contain higher-spin gravities (and that are hence complementary to the more widely studied dual pairs involving strongly-coupled boundary theories and string theories with low-energy effective gravity descriptions on the bulk side). In this regime, the massless higher-spin fields correspond to the bilinears in free fields on the boundary, which is a manifestation of the Flato–Fronsdal theorem [19]. An important special case is the holographic correspondence between three-dimensional O(N)-vector models and four-dimensional higher-spin gravities [20, 24], for which supersymmetries are not essential and the absence of boundary gauge symmetries implies simplified 1/N expansions. At the level of three-point functions, this correspondence was verified in the case of scalar self-couplings [21] and more recently for general couplings in [22, 23]. Moreover, possessing the full bulk field equations allows for more direct and detailed studies of holography using, for example, exact renormalization-group equations [25] or bilocal fields [26].

Vasiliev’s equations [2, 3] (see [4, 5, 6] for reviews) provide a fully nonlinear framework for higher-spin gravities. They encode the classical dynamics of a highly complicated system — in which infinitely many fields of all spins are coupled through higher-derivative interaction vertices — into a combination
of zero-curvature constraints, for suitable master fields with simple higher-spin gauge transformations, and algebraic constraints, that actually describe a deformed $\star$-product algebra. This elegant description is achieved within the unfolded formulation of dynamics [14, 15, 4, 5], which is a generalization based on differential algebras of the covariant Hamiltonian formulation of dynamics. The resulting unfolded systems consist of finitely many fundamental differential forms, which are the aforementioned master fields, living on extensions of spacetime referred to as correspondence spaces. Locally, these are products $T^*X \times T$, where $X$ contains spacetime, and $T$ is a non-commutative twistor space in the case of four-dimensional spacetime. The unexpected simplicity of the equations resides in that all spacetime component fields required for the unfolded formulation are packed away into the master fields in such a way that contractions of the coordinates of $T$, controlled by the deformed $\star$-product algebra, reconstruct generally covariant albeit non-local interactions in spacetime\(^2\). In this sense, the gauge principle based on higher-spin symmetries leads to a departure from the more familiar framework of Einstein gravity with perturbative stringy corrections into a radically different realm involving interesting new phenomena, already at the classical level, for which we would like to gain more intuition.

Given the aforementioned non-localities, exact solutions of Vasiliev’s equations are of great interest as they can provide important insights on both the physics and the geometry underlying such an unconventional physical regime. To find examples, one can conveniently solve the zero-curvature constraints locally on $X$ using gauge functions; the local degrees of freedom are thus encoded into suitable fibre elements that solve the remaining deformed-oscillator problem on $T$ [40, 41]. In this precise sense, Vasiliev’s unfolded equations naturally map the original dynamical problem in spacetime to an arguably more tractable problem in the fibre space – a property that has not only proved useful for finding exact solutions [28, 31, 32] but also greatly simplified the computations of three-point functions in [23].

\(^2\)Barring the issue of topologically nontrivial configurations on $T$, which we shall address later in Section 3.4 and Appendix G, projecting out $T$ yields a full set of infinitely many component fields on spacetime that can be expressed on-shell in terms of a set of dynamical fields and their derivatives (see Appendix D). In particular, there is always a dynamical metric tensor that one can treat non-perturbatively while treating all other dynamical fields as weak. More precisely, the generally-covariant dynamical equations take the form of standard kinetic terms with critical mass terms [39], equated to source terms that admit a double expansion in weak fields and derivatives. At every fixed order in weak fields, the derivative expansions do not terminate, at least not in the naively defined basis of dynamical fields (see for example [11, 12, 13] and references therein). Moreover, the derivatives are given in units of the cosmological constant and, as a consequence, the higher-derivative interaction terms are huge on-shell for unitarizable fluctuation fields belonging to lowest-weight spaces. Thus, an important open problem is to specify admissible boundary conditions, possibly related to a weakened notion of perturbative locality [13].
1.2 Known exact solutions to higher-spin gravity

Besides the anti-de Sitter vacuum solution, a number of non-trivial solutions have been found in recent years. In $2+1$ dimensions, where higher-spin fields do not propagate, a class of vacuum solutions have been constructed in models containing non-trivial matter sectors [27] by making use of a specific Ansatz for the deformed oscillators. More recently, the BTZ black-hole has been embedded into Vasiliev’s three-dimensional higher-spin gravity [28] and black-hole-like solutions to a certain Chern-Simons higher-spin gravity have appeared [29, 30]. In $3+1$ dimensions, the first non-trivial example of an exact solution was found in [31] by using the gauge-function method and adapting the aforementioned Ansatz for deformed oscillators to the four-dimensional case. In various four-dimensional spacetime signatures, further classes of exact solutions were presented in [32], including algebraically special generalizations of type-D$^3$ gravitational instantons, with all higher-spin fields turned on, and some new vacuum solutions describing topologically non-trivial field configurations on $Z$. Finally, in [1], Didenko and Vasiliev have given a solution that in many respects corresponds to an extremal generalization of the Schwarzschild solution to AdS gravity.

In the latter solution, characterized by a single deformation parameter $M$, spherically symmetric modes for each spin are switched on in a coherent fashion. The spin-$s$ Weyl tensors depend on the radial coordinate $r$ of the spherically symmetric coordinate system of $AdS_4$ as $C^{(s)} \propto r^{-s-1}$, are all of (generalized) Petrov-type D [37], and are built in terms of covariant derivatives of a time-like $AdS_4$ Killing vector. Asymptotically, at spatial infinity where $r \to \infty$, the different spins decouple and one can meaningfully identify the spin-2 Weyl tensor with that of the AdS-Schwarzschild black hole with mass proportional to $M$. However, near $r = 0$ the Weyl tensors are large and the strong coupling between infinitely many fields of all spins may give rise to important deviations from the standard results in gravity. This raises the very interesting question whether the non-localities associated to the unbroken higher-spin symmetry suppress the short-distance singularities.

A remarkable feature of the Didenko-Vasiliev solution, shared with $4D$ gravity black holes, is that it linearizes the full equations of motion. Technically, this property is encoded into the fact that $4D$ black hole metrics as well as the higher-spin gauge fields of the solution can be written in Kerr-Schild form [1] in a certain gauge. In the Didenko-Vasiliev solution, this is achieved by factorizing a certain operator appearing in the Vasiliev equations, known as the inner Kleinian operator, into a product of two delta functions on $T$ [36, 1], and by expressing the fluctuation part of the master fields via a spacetime-dependent vacuum projector related to the above-mentioned $AdS_4$ Killing vector, providing an Ansatz that simultaneously solves the linearized equations and trivializes all nonlinear corrections.

---

3This terminology refers to Petrov’s invariant classification of the Weyl tensors [37, 38], based on the algebraic properties of the latter at any spacetime point; for further details, related notation and conventions, see Appendix A.
In this paper, we find six families of exact solutions to four-dimensional bosonic higher-spin gravities by combining the gauge-function method on $X$ with the aforementioned factorization property of the inner Kleinians on $T$. The latter facilitates the separation of variables in the twistor-space $T \cong Y \times Z \setminus D$, where $Y = \mathbb{C}^2$ is a non-commutative fibre space on which the master fields admit expansions in terms of symbols belonging to associative algebras with well-defined traces, $Z = \mathbb{C}^2$ is a non-commutative base space, and $D$ stands for some submanifold of $Y \times Z$ on which the master fields may develop suitable singularities — as it happens on some of the solutions, as we shall see. The corresponding factorized Ansatz amounts to expanding the master fields in terms of projector algebras on $Y$ times coefficient matrices on $Z$ that solve the deformed oscillator problem (modulo subtleties having to do with potential non-trivial $D$ developing over certain points in spacetime).

All our solutions possess the Kerr-Schild property of the Didenko-Vasiliev solution, i.e. the full Weyl tensors coincide with the linearized ones. This implies that the full Weyl zero-forms belong to linear spaces, while gauge fields and internal connections on $Z$ contain interference terms (that do not cancel out in the gauge we use, though they do in other gauge choices [1]).

The projectors are functions of pairs of generators in the complexified Cartan subalgebra of $\mathfrak{so}(3,2)$, that can be any inequivalent combination of rotations $J$, boosts $iB$ or spatial and time translations $iP$ and $E$, respectively, namely $(E,J)$, $(J,iB)$ and $(iB,iP)$. This yields three classes of $\mathfrak{so}(2) \times \mathfrak{so}(2)$-invariant solutions, that we shall refer to as being biaxially symmetric (or simply axisymmetric), consisting of master fields that are diagonalized over bases of eigenstates $|n\rangle$ of the above pairs of generators. These solution spaces are coordinatized by massive deformation parameters $\nu_n$ representing the eigenvalues of the Weyl zero-form master field in the aforementioned bases.

The two Cartan generators can be identified as the linear combinations of the number operators acting in two Fock spaces, say $\mathcal{F}_i^+(i = 1,2)$, and the corresponding anti-Fock spaces $\mathcal{F}_i^-$. The total state space $(\mathcal{F}_1^+ \oplus \mathcal{F}_1^-) \otimes (\mathcal{F}_2^+ \oplus \mathcal{F}_2^-)$ decomposes under $\mathfrak{so}(3,2)$ into four sub-sectors $(\pm,\pm) \equiv \mathcal{F}_1^\pm \otimes \mathcal{F}_2^\pm$. In each sub-sector, one of the two Cartan generators is either positive or negative definite, and is to be referred to as the principal Cartan generator. The full equations admit discrete global symmetries (the $\tau$-map) that relate $(+,+)$ to $(-,-)$ and $(+,-)$ to $(-,+)$, Hence $(+,+)$ or $(-,-)$ and $(+,-)$ or $(-,+)$ form two independent families of solutions, which can be labelled by their principal Cartan generators. In other words, denoting each family by $\mathcal{M}_{K_{(\pm)}}(h_\mathbb{R})$ with distinct symmetry sub-algebras $h_\mathbb{R} = \mathfrak{so}(2)_{(+)} \oplus \mathfrak{so}(2)_{(-)} \subset \mathfrak{so}(3,2) \cong \mathfrak{sp}(4;\mathbb{R})$ and principal Cartan generator $K_{(\pm)} \in \mathfrak{sp}(4;\mathbb{C})$ (formed as either the sum $(+)$ or difference $(-)$ of the aforementioned number operators), the six

\footnote{More precisely, the solutions are left invariant by the intersection of the enveloping algebra of $\mathfrak{so}(2) \times \mathfrak{so}(2)$ with the underlying higher-spin symmetry algebra.}
families of solutions can be organized into the following three pairs:

\[ \mathcal{M}_E(E, J), \mathcal{M}_J(E, J); \mathcal{M}_J(J, B), \mathcal{M}_{iB}(J, B); \mathcal{M}_{iB}(B, P), \mathcal{M}_{iP}(B, P). \quad (1.1) \]

In case the principal Cartan generator is imaginary, the reality condition implies that the corresponding master fields must contain both Fock-space and anti-Fock-space projectors. The required projector algebra can be realized by presenting the dependence on the Cartan-subalgebra generators via inverse Laplace-like transforms introducing auxiliary closed-contour integrals, which we refer to as regular presentations. The co-existence of Fock-space and anti-Fock-space projectors is also required for the minimal-model projection of all our solutions.

In this paper we shall mainly focus on the two solution spaces \( \mathcal{M}_E(E, J) \) and \( \mathcal{M}_J(E, J) \). Drawing on the results obtained in [42], the projectors used in the \((+, +)\) and \((-,-)\) sub-sectors of \( \mathcal{M}_E(E, J) \) are related to supersingleton and anti-supersingleton states, respectively, while the \((+,-)\) and \((-,+)\) sub-sectors of \( \mathcal{M}_J(E, J) \) are related to analogous ultra-short albeit non-unitary \( \mathfrak{so}(3,2)\)-irreps. Specific combinations of such axisymmetric solutions give rise to solutions with enhanced spherical \( \mathfrak{so}(3) \oplus \mathfrak{so}(2)\)-symmetry or cylindrical \( \mathfrak{so}(2,1) \oplus \mathfrak{so}(2)\)-symmetry (and their higher-spin extensions), arising from enhancing either \( \mathfrak{so}(2)_J \) to \( \mathfrak{so}(3) \) or \( \mathfrak{so}(2)_E \) to \( \mathfrak{so}(2,1) \), respectively (see Table 1). In the general-relativistic terminology, which is valid in the asymptotic weak-curvature regions, this amounts to that the non-enhanced Killing vector becomes hypersurface-orthogonal; if the latter is time-like, the corresponding stationary solution is, in fact, static. This is the case for all the solutions belonging to the rotationally-invariant family, one member of which is the Didenko-Vasiliev solution that we find here being based on the singleton ground-state projector \( \mathcal{P}_1(E) := 4e^{-4E} \).

All the solutions found in this paper are algebraically special. In particular, all the Weyl tensors of the symmetry-enhanced solutions are always of generalized Petrov-type D. This means that the Weyl tensors have two principal spinors, \( i.e. \), that at every spacetime point there exists a (normalized) tangent-space twistor basis \( (u^{\alpha}_i(x), u_{\alpha}^{-}(x)) \) \( (a \text{ spin-frame, in the terminology of [38])} \) on which the self-dual part of the spin-\( s \) Weyl tensor takes the form\(^5\) \( C_{\alpha(2s)} \sim f(x)(u^+_{\alpha}u^-_{\alpha})^s \), which we shall also refer to as type-\( \{s, s\} \) \( (\text{analogously for the anti-selfdual part with the complex conjugate twistors} (\bar{u}^+_{\bar{\alpha}}(x), \bar{u}^-_{\bar{\alpha}}(x))). \)

Furthermore, the principal spinors of the Weyl tensors of the above solutions are those of the Killing two-form \( \kappa_{\mu\nu} = \nabla_{\mu}v_{\nu} \) where \( v_{\mu} \) is a specific \( AdS_4 \) Killing vector, \( i.e. \), the Weyl tensors can be rewritten as \( C_{\alpha(2s)} \sim F(x)(\kappa_{\alpha\alpha})^s \). In four-dimensional Einstein gravity, if the corresponding Killing vector is asymptotically time-like, this is a local hallmark of black-hole solutions [33, 34, 35]. The Weyl tensors of the axisymmetric solutions are less special, as we shall see: they are algebraically general for spin \( s \leq k \) and type-\( \{s-k, s-k, 1, \ldots, 1\} \) for \( s > k \) (the integer \( k \) depending on the projector the solution is built on), which we shall refer to as \textit{almost type-D}.

\(^5\)We use the shorthand notations \( T_{a(n)} \) to denote a tensor with \( n \) totally symmetrized indices \( T_{a_1 \ldots a_n} = T_{(a_1 \ldots a_n)}. \)

Repeated non-contracted indices are also to be understood as totally symmetrized, \( S_{ab}T_{ab} := S_{(a_1a_2}\rangle T_{a_3a_4)}. \)
For our spherically-symmetric solutions, which are based on energy-dependent supersingleton state projectors $\mathcal{P}_n(E)$, the aforementioned specific AdS Killing vector is asymptotically time-like and given by the time-translation $\partial/\partial t$. These solutions contain an infinite tower of Weyl tensors, one for every spin, of the form

$$C_{\alpha(2s)}^{(n)} \sim \frac{i^{n-1} \mu_n}{r^{s+1}} (u^+ \alpha u^-)^s,$$

where $\mu_n = i^{-n} \nu_n$ are real deformation parameters, as explained in Sections 3 and 5. As first observed in [1] for the case $n = 1$, the $s = 2$ sector coincides with the AdS-Schwarzschild Weyl tensor. Interestingly, the curvatures are real for $n$ odd and imaginary for $n$ even, which suggests that solutions built on projectors $\mathcal{P}_n(E)$ over combinations of states belonging to the scalar ($n$ odd) or spinor ($n$ even) singleton representation, related to the Type A or Type B models \cite{21}, are connected via a generalized electric/magnetic duality.

Starting with the asymptotically space-like Killing vector $\partial/\partial \varphi$, on the other hand, leads to cylindrically-symmetric solutions, based on the rotation-dependent projectors $\mathcal{P}_n(J)$, the Weyl curvatures of which exhibit a non-singular behaviour,

$$C_{\alpha(2s)}^{(n)} \sim \frac{i^{n+s+1} \mu_n}{(1 + r^2 \sin^2 \theta)^{s+1}} (u^+ \alpha u^-)^s,$$

where $\mu_n$ are real deformation parameters.

Finally, in the case of strictly axisymmetric solutions in $\mathcal{M}_E(E,J)$, the Weyl tensors diverge at the origin with a power-law that is in general different from that of the spherically-symmetric case (see for instance Eq. (5.5)). On the other hand, in $\mathcal{M}_J(E,J)$, the Weyl tensors inherit the regularity of the cylindrically-symmetric solutions.

Therefore, for a number of reasons, it is tempting to identify the singular family $\mathcal{M}_E(E,J)$ as higher-spin generalizations of black holes. A more detailed study of whether or not, for instance, the singularity is physical and not a gauge artifact, and whether or not these solutions possess an event horizon, can be performed by analyzing the propagation of small fluctuations over them. The deviations from Einstein gravity in the strong-curvature region, as discussed above, may be radical, essentially due to the non-locality of interactions induced by the unbroken higher-spin symmetry. To probe this region, it may be necessary to extend the usual tools of differential geometry to the higher-spin context, since standard concepts such as the relativistic interval are not higher-spin invariant.

However, we already have at our disposal some useful instruments for distinguishing gauge-inequivalent solutions and for characterizing them physically even in strong-field regions, namely

---

\textsuperscript{6}As explained in \cite{42}, the projectors $\mathcal{P}_n(E)$ belong to $\mathcal{D}(1/2, 0) \otimes \mathcal{D}^*(1/2, 0)$ for $n$ odd and to $\mathcal{D}(1, 1/2) \otimes \mathcal{D}^*(1, 1/2)$ for $n$ even, where $\mathcal{D}(1/2, 0)$ is the scalar-singleton representation and $\mathcal{D}(1, 1/2)$ the spinor singleton representation. From the point of view of a two-sided, twisted-adjoint action they are an enveloping-algebra realization of states belonging to the tensor product of two scalar and two spinor singletons, respectively, which are in their turn related to the spectrum of the Type A and Type B minimal bosonic models defined in \cite{21}.
zero-form charges [31, 32, 43, 44], that we shall use in this paper. They are a set of functionals of the zero-form master-fields, defined via the trace of the \( \star \)-product algebra, that are conserved on the field equations and provide classical observables that do not break the higher-spin gauge symmetries. As the non-locality on \( \mathcal{T} \) of the star-product is mapped via the field equations to spacetime non-locality, the zero-form charges hide their higher-derivative nature into the \( \star \)-products between master-fields, and this facilitates their evaluation. We find that certain zero-form charges involving the spacetime curvatures are well-defined on our solutions, and amount to linear combinations of powers of the squared deformation parameters \( \mu_n^2 \), that therefore characterize the various field configurations in a gauge-independent way. Interestingly enough, all these invariants are finite everywhere – unless the solution under consideration is based on infinitely many projectors and the eigenvalues \( \mu_n \) are not too small. Whether or not this is the signal of a true singularity in higher-spin gravity is a question that needs further study. We speculate on this and related issues in the final Section of this paper, where we also mention a possible way of turning on an angular momentum, the details of which we leave for future work.

1.4 Plan of the paper

The organization of this paper is as follows. In Section 2 we recall some relevant aspects of the Vasiliev’s equations, in a general fashion that also encompasses details that are relevant for the off-shell extensions and globally defined formulations [8, 44], including some discussion of observables in higher-spin gravity. Moreover, in Section 2.3 we recall the gauge-function solution method and give the reduced, twistor-space equations that we shall solve in the next Section. In Section 3 we spell out our solution strategy and Ansätze: in particular, we give the details of the gauge functions we work with, introduce the main objects the solutions will be made up of, discuss their spacetime meaning, and solve the deformed oscillator problem. Section 3.7 contains a summary of the obtained internal, twistor-space solutions, where we also show that they form a subalgebra under \( \star \)-product, and analyze their singular points in \( \mathcal{Y} \times \mathcal{Z} \) — i.e., the appearance of a non-trivial submanifold \( \mathcal{D} \) of singular points in \( \mathcal{Y} \times \mathcal{Z} \). In Section 4 we obtain the spacetime master-fields by evaluating the relevant \( \star \)-products with the gauge function. We show that all the master-fields and the generating functions of the gauge fields are regular, except possibly at spacetime points where the curvatures are singular. Thus, introducing the spacetime coordinates softens the behaviour of the singular solutions on \( \mathcal{T} \): for example, in the spherically-symmetric case the radial coordinate \( r \) enters the Weyl master zero-form as the parameter of a limit representation of a delta function in twistor space. Section 5 is devoted to the study of the individual spin-\( s \) Weyl tensors (to which one can assign a physical meaning only in asymptotic regions, where the curvatures are weak and the different spins effectively decouple) focusing on solutions depending on \( E \) and \( J \). We then turn, in Section 6, to characterizing the solutions also in strong-field regions by evaluating the above-mentioned zero-form observables. Finally, in Section
we draw our conclusions and mention a number of directions for future study and open problems. The paper is completed by seven appendices, where we spell out our conventions (Appendix A), give some general discussion of the \( \ast \)-product algebras for the Vasiliev system and orderings (Appendix B), recall some background material (Appendices C and D), and collect some results that are used in the main body of the paper (Appendices E, F and G).

2 Vasiliev’s Equations for Four-Dimensional Bosonic Models

In this section we describe various aspects of Vasiliev’s four-dimensional higher-spin gravities, with focus on bosonic models. The direct requisites for the construction of the exact solutions are found mainly in Sections 2.1.2, 2.1.3, 2.2.2, 2.2.3, 2.3 and 2.4.1, and in Appendix B.3; in particular, the original form of the Vasiliev equations, which we shall solve using the gauge-function method, is given in Eqs. (2.41)–(2.45). For the general picture and some terminology we refer to Appendix C, and for the weak-field expansion we refer to Appendix D.

2.1 Kinematics

2.1.1 Correspondence space

The basic variables of Vasiliev’s formulation of higher-spin gravity are differential forms on \( \mathcal{C} \), a non-commutative symplectic manifold with symplectic structure \( \Gamma \), that we shall refer to as the correspondence space. Locally, \( \mathcal{C} \) is the product of a phase-spacetime, containing the ordinary (commutative) spacetime, and internal directions. Like in ordinary gravity, the moduli space of the theory, say \( \mathcal{M} \), consists of super-selection sectors \( \mathcal{M}^{(\Sigma)} \), here labelled by \( \Sigma \), related to various classes of boundary condition on \( \mathcal{C} \), as we shall detail in Section 2.3. In higher-spin gravity, each sector, which consists of field configurations on-shell, arises inside a larger, graded-associative differential algebra defined off-shell, here denoted by \( \Omega^{(\Sigma)}(\mathcal{C}) \), that is endowed with a differential \( \hat{d} \) and a binary composition rule \( \ast \), such that if \( \hat{f}, \hat{g} \in \Omega^{(\Sigma)}(\mathcal{C}) \) then

\[
\hat{d}
\left(\hat{f} \ast \hat{g}\right) = \left(\hat{d} \hat{f}\right) \ast \hat{g} + (-1)^{\text{deg}(\hat{f})} \hat{f} \ast \left(\hat{d} \hat{g}\right), \quad \hat{d}^2 = 0, \tag{2.1}
\]

and a hermitian conjugation operation obeying

\[
\left(\hat{f} \ast \hat{g}\right)^\dagger = (-1)^{\text{deg}(\hat{f})\text{deg}(\hat{g})} \left(\hat{g}\right)^\dagger \ast \left(\hat{f}\right)^\dagger, \quad \left(\hat{d} \hat{f}\right)^\dagger = \hat{d}\left(\left(\hat{f}\right)^\dagger\right). \tag{2.2}
\]

The graded bracket \([\cdot, \cdot]_\ast\) is defined by

\[
\left[\hat{f}, \hat{g}\right]_\ast = \hat{f} \ast \hat{g} - (-1)^{\text{deg}(\hat{f})\text{deg}(\hat{g})} \hat{g} \ast \hat{f}. \tag{2.3}
\]

In the atlas approach, the manifold \( \mathcal{C} \) consists of charts \( \mathcal{C}_I \) covered by real canonical coordinates \( \Xi^M_I \) obeying

\[
\left[ \Xi^M_I, \Xi^N_J \right]_\ast = 2i \Gamma^M_{IJ}^{\phantom{M}N}, \quad \left[ d\Xi^M_I, d\Xi^N_J \right]_\ast = 0, \quad \left[ d\Xi^M_I, d\Xi^N_J \right]_\ast = 0, \tag{2.4}
\]
where $\Gamma^M P \Gamma_{MN} = \delta^P_N$ and we shall write $d \Xi^M_I d \Xi^N_I := d \Xi^M_I \star d \Xi^N_I$. The charts are glued together via canonical transformations

$$
\Xi^M_I = (\hat{T}^I_J)^{-1} \star \Xi^M_J \star \hat{T}^J_I ,
$$

such that $\Gamma|_{\epsilon_I} = \frac{1}{2} d \Xi^M_I \star d \Xi^N_I \Gamma_{MN}$ where $d \Xi^M_I \equiv \hat{d}(\Xi^M_I)$ and $\Gamma_{MN}$ is a constant symplectic matrix. As we shall discuss below, the globally-defined elements $\hat{f} \in \Omega^{(2)}(\mathfrak{C})$ are represented by sets $\left\{ \hat{f}_I(\Xi^M_I, d \Xi^M_I) \right\}$ of locally-defined composite operators. The $\Xi^M_I$-dependence of the latter is expanded in a basis presented using a suitable prescription, or regular presentation, with the following two key properties: i) it is adapted to the boundary conditions related to $\Sigma$; and ii) it provides $\Omega^{(2)}(\mathfrak{C}_I)$ with two algebraic structures, namely that of iia) an associative $\star$-product algebra; and iib) a separate left- and right-module for the $\star$-product algebra consisting of arbitrary polynomials in $(\Xi^M_I, d \Xi^M_I)$. In other words, the regularly-presented basis elements must have $\star$-product compositions among themselves as well as with arbitrary polynomials that are finite as well as compatible with associativity, and their symbols must be functions that facilitate the imposition of the boundary conditions in question.

Turning to Vasiliev’s formulation of four-dimensional higher-spin gravity, the local splitting of the correspondence space into a phase-spacetime and internal directions is of the form:

$$
\mathfrak{C}_I \cong T^* \mathcal{X}_I \times \mathcal{Y} \times \mathcal{Z} , \quad \Gamma|_{\epsilon_I} = \Gamma_{T^* \mathcal{X}} + \Gamma_{\mathcal{Y}} + \Gamma_{\mathcal{Z}} ,
$$

where $T^* \mathcal{X}_I$ is a chart of a phase space $T^* \mathcal{X}$ and $\mathcal{Y} \times \mathcal{Z}$ is a twistor space; the corresponding canonical coordinates $(\alpha = (\alpha, \dot{\alpha}); \alpha, \dot{\alpha} = 1, 2)$

$$
\Xi^M = (X^M, P_M; Y^\mathfrak{A}, Z^\mathfrak{A}) , \quad (Y^\mathfrak{A}, Z^\mathfrak{A}) = (y^\alpha, \bar{y}^{\dot{\alpha}}; z^\alpha, -\bar{z}^{\dot{\alpha}}) ,
$$

are defined such that

$$
\Gamma_{T^* \mathcal{X}} = dP_M dX^M , \quad \Gamma_{\mathcal{Y}} = \frac{1}{2} (dy^\alpha dy_{\alpha} + d\bar{y}^{\dot{\alpha}} d\bar{y}_{\dot{\alpha}}) , \quad \Gamma_{\mathcal{Z}} = -\frac{1}{2} (dz^\alpha dz_{\alpha} + d\bar{z}^{\dot{\alpha}} d\bar{z}_{\dot{\alpha}}) ,
$$

$$
(X^M)\dagger = X^M , \quad (P_M)\dagger = P_M , \quad (y^\alpha)\dagger = \bar{y}^{\dot{\alpha}} , \quad (z^\alpha)\dagger = \bar{z}^{\dot{\alpha}} ,
$$

which implies

$$
[X^M, P_N] = i \delta^M_N , \quad [y^\alpha, y^{\beta}] = 2i \epsilon^{\alpha\beta} , \quad [z^\alpha, z^{\beta}] = -2i \epsilon^{\alpha\beta} ,
$$

and hermitian conjugates, and our conventions for spinors are collected in Appendix A. In what follows, we shall construct exact solutions on submanifolds of $\mathcal{X}$ by first projecting to the reduced correspondence space

$$
\tilde{\mathfrak{C}} \cong \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} ,
$$

and then further down to four-dimensional submanifolds of $\mathcal{X}$. 




2.1.2 Bosonic master fields

The fundamental fields are a locally-defined zero-form $\Phi_I$; a locally-defined one-form $A_I$; and a globally-defined complex two form $(\widetilde{J}, \widehat{J})$. These master fields obey the reality conditions

$$ (\Phi_I, A_I, \widetilde{J}, \widehat{J})^\dagger = (\pi(\Phi), -A_I, -\widetilde{J}, -\widehat{J}) \quad (2.12) $$

In bosonic models, they also obey the projections

$$ \pi \bar{\pi}(\Phi, A) = (\Phi, \bar{A}) \quad \pi(\widetilde{J}, \widehat{J}) = \bar{\pi}(\widetilde{J}, \widehat{J}) \quad (2.13) $$

where $\pi$ and $\bar{\pi}$ are the involutive automorphisms defined by $\hat{d} \pi = \pi \hat{d}$, $\hat{d} \bar{\pi} = \bar{\pi} \hat{d}$ and

$$ \pi(X^M, P_M; y^\alpha, \bar{y}^\dot{\alpha}; z^\alpha, \bar{z}^{\dot{\alpha}}) = (X^M, P_M; -y^\alpha, \bar{y}^\dot{\alpha}; -z^\alpha, \bar{z}^{\dot{\alpha}}) \quad \pi(\hat{f} \star \hat{g}) = \pi(\hat{f}) \star \pi(\hat{g}) \quad (2.14) $$

$$ \bar{\pi}(X^M, P_M; y^\alpha, \bar{y}^\dot{\alpha}; z^\alpha, \bar{z}^{\dot{\alpha}}) = (X^M, P_M; y^\alpha, \bar{y}^\dot{\alpha}; z^\alpha, \bar{z}^{\dot{\alpha}}) \quad \bar{\pi}(\hat{f} \star \hat{g}) = \bar{\pi}(\hat{f}) \star \bar{\pi}(\hat{g}) \quad (2.15) $$

In minimal bosonic models, the master fields obey the stronger projections

$$ \tau(\Phi, A, \widetilde{J}, \widehat{J}) = (\pi(\Phi), -\bar{A}, -\widetilde{J}, -\widehat{J}) \quad (2.16) $$

where $\tau$ is the graded anti-automorphism defined by $\hat{d} \tau = \tau \hat{d}$ and

$$ \tau(X^M, P_M; Y^\alpha, Z^{\dot{\alpha}}) = (X^M, -P_M; iY^\alpha, -iZ^{\dot{\alpha}}) \quad \tau(\hat{f} \star \hat{g}) = (-1)^{\hat{f} \hat{g}} \tau(\hat{g}) \star \tau(\hat{f}) \quad (2.17) $$

and obeying $\tau^2 = \pi \bar{\pi}$. The perturbative spectra of the bosonic and minimal bosonic models consist of real Fronsdal fields of integer and even-integer spins, respectively, with each spin occurring in the spectrum with multiplicity one.

2.1.3 Inner Kleinians

The automorphisms $\pi$ and $\bar{\pi}$ are inner and generated via the adjoint action of inner Kleinians as follows:

$$ \pi(\hat{f}) = \widehat{\kappa} \star \hat{f} \star \widehat{\kappa} \quad \widehat{\kappa} = \cos(\pi \hat{w}) \quad \widehat{\kappa} \star \widehat{\kappa} = 1 \quad (2.18) $$

$$ \bar{\pi}(\hat{f}) = \widehat{\kappa} \star \hat{f} \star \widehat{\kappa} \quad \widehat{\kappa} = (\widehat{\kappa})^\dagger = \cos(\pi \bar{w}) \quad \widehat{\kappa} \star \widehat{\kappa} = 1 \quad (2.19) $$

where the holomorphic and anti-holomorphic (shifted) number operators, respectively, are realized as

$$ \hat{w} = \frac{1}{2} \{ \hat{a}_\alpha, \hat{a}^{+\alpha} \} \quad \text{such that} \quad \hat{w} = \frac{i}{2} y^\alpha \star z_\alpha \quad \hat{\bar{w}} = -\frac{i}{2} \bar{y}^{\dot{\alpha}} \star \bar{z}_{\dot{\alpha}} \quad (2.20) $$

The Kleinians can be expressed in various ordering schemes; for details, see Appendix B.4. For the weak-field expansion, it is convenient to normal-order with respect to the complexified Heisenberg
algebra \((\hat{\alpha}, \hat{\alpha})\) [17], which we denote by \(\hat{N}_+\)-order, where the induced \(*\)-product among symbols is given by (B.25), that is
\[
[\hat{f}_1]\hat{N}_+ \ast [\hat{f}_2]\hat{N}_+ = \int_{\mathcal{R}_C} \frac{d^4UD^4V}{(2\pi)^4} e^{i(v^\alpha u_\alpha + \bar{v}^\alpha \bar{u}_\alpha)} [\hat{f}_1]\hat{N}_+ (y+u, \bar{y}+\bar{u}; z+u, \bar{z}-\bar{u}) [\hat{f}_2]\hat{N}_+ (y+v, \bar{y}+\bar{v}; z-v, \bar{z}+\bar{v}) ,
\]
(2.21)
where \([\cdot]\_B\) and \([\cdot]\_B\) denote the Wigner map to the basis \(B\) and its inverse, respectively, that is, \([\cdot]\_B\) maps totally-symmetric operators to \(B\)-ordered operators and \([\cdot]\_B\) maps operators to totally-symmetric symbols (for further details, see Appendix B). In the \(\hat{N}_+\)-order, one has [2, 17]
\[
\hat{k} = [\exp(iz_\alpha z_\alpha)]_{\hat{N}_+} , \quad \hat{k} = [\exp(-iy_\alpha z_\alpha)]_{\hat{N}_+} .
\]
(2.22)
while in the Weyl order
\[
\hat{k} = [(2\pi)^2 \delta^2(y)\delta^2(z)]_{\text{Weyl}} , \quad \hat{k} = [(2\pi)^2 \delta^2(y)\delta^2(z)]_{\text{Weyl}} ,
\]
(2.23)
which implies the factorization property [1]
\[
\hat{k} = \kappa_y \ast \kappa_z , \quad \kappa_y = [2\pi \delta^2(y)]_{\text{Weyl}} , \quad \kappa_z = [2\pi \delta^2(z)]_{\text{Weyl}} ,
\]
(2.24)
where \(\kappa_y\) and \(\kappa_z\) are the inner Kleinians for the chiral oscillator algebras generated by \(y_\alpha\) and \(z_\alpha\), respectively (for further details, see Appendix B.4). This factorization property, which holds in all orders, is crucial for the separation of twistor-space variables that we shall use below.

2.2 UNFOLDED EQUATIONS OF MOTION

2.2.1 QUASI-FREE DIFFERENTIAL ALGEBRA

The unfolded equations of motion of the four-dimensional bosonic higher-spin gravities that we shall study can be written as\(^7\)
\[
\Gamma^2_\phi \ast \tilde{D}\Phi = 0 , \quad \Gamma^2_\phi \ast \left( \tilde{F} + \mathcal{F}(\Phi) \ast \tilde{F} + \Phi(\Phi) \ast \tilde{J} \right) = 0 ,
\]
(2.25)
\[
\Gamma^2_\phi \ast \tilde{d} \tilde{J} = 0 , \quad \Gamma^2_\phi \ast \tilde{d} \tilde{J} = 0 ,
\]
(2.26)
with Yang-Mills-like curvatures \(\tilde{F} := \tilde{d}\tilde{A} + \tilde{A} \ast \tilde{A}\) and \(D\Phi := \tilde{d}\tilde{\Phi} + [\tilde{A}, \tilde{\Phi}]_\pi\), where \([\tilde{f}, \tilde{g}]_\pi := \tilde{f} \ast \tilde{g} - (-1)^{\deg(\tilde{f})\deg(\tilde{g})} \tilde{g} \ast \pi(\tilde{f})\) for \(\tilde{f}, \tilde{g} \in \Omega(\mathcal{C})\). The interaction ambiguities \(\mathcal{F}\) and \(\tilde{\mathcal{F}} = (\mathcal{F})^\dagger\) are given by
\[
\mathcal{F}(\Phi) = \sum_{n=0}^{\infty} f_{2n+1}(\tilde{\Phi} \ast \pi(\tilde{\Phi})) \left( \tilde{\Phi} \ast \pi(\til{\Phi}) \right)^{*n} \ast \til{\Phi} ,
\]
(2.27)
\(^7\)In the topological open-string C-model proposed in [18] as a microscopic origin for Vasiliev’s equations, the \(*\)-multiplication by \(\Gamma^2_\phi\) has a natural interpretation as the insertion into the path integral of delta-functions for fermionic zero-modes.
where \( f_{2n+1} \) are complex-valued zero-form charges obeying
\[
\hat{d}f_{2n+1} = 0 ,
\] (2.28)
as we shall describe in more detail below. Integrability requires the algebraic constraints
\[
\hat{J} \star \pi(\hat{\Phi}, \hat{A}) = (\hat{\Phi}, \hat{A}) \star \hat{J} ,
\] (2.29)
modulo terms that are annihilated by \( \Gamma^2 \). In other words, Eqs. (2.25)–(2.26) and Eq. (2.28) are compatible with \( \hat{d}^2 \equiv 0 \) modulo Eq. (2.29), hence defining a universal (i.e. valid on any \( \mathcal{X} \)) quasi-free associative differential algebra. Factoring out perturbative redefinitions of \( \hat{\Phi} \), the ambiguity residing in \( F \) reduces down to [17, 4, 44]
\[
F = B \star \hat{\Phi} ,
\] (2.30)
\[
\theta[\hat{\Phi} \star \pi(\hat{\Phi})] = \sum_{n=0}^{\infty} \theta_{2n}[\hat{\Phi} \star \pi(\hat{\Phi})] \left( \hat{\Phi} \star \pi(\hat{\Phi}) \right)^{\ast n} ,
\] (2.31)
which breaks parity except in the following two cases [21]:
\begin{align*}
\text{Type A model (scalar) : } & \quad \theta = 0 , \quad P(\hat{\Phi}, \hat{A}, \hat{J}) = (\hat{\Phi}, \hat{A}, \hat{J}) , \\
\text{Type B model (pseudo-scalar) : } & \quad \theta = \frac{\pi}{2} , \quad P(\hat{\Phi}, \hat{A}, \hat{J}) = (-\hat{\Phi}, \hat{A}, -\hat{J}) ,
\end{align*}
(2.32, 2.33)
where the parity operation is the automorphism of \( \Omega(\mathcal{C}_I) \) defined by
\[
P(X^M, P_M, y^\alpha, y^\dot{\alpha}, z_\alpha, z^{\dot{\alpha}}) = (X^M, P_M, y^\dot{\alpha}, y^\alpha, -z_\dot{\alpha}, -z^\alpha) , \quad \hat{d}P = P\hat{d} .
\] (2.34)
The gauge transformations read
\[
\delta_{\hat{e}}\hat{\Phi} = -[\hat{e}, \hat{\Phi}]_\pi , \quad \delta_{\hat{e}}\hat{A} = \hat{D}\hat{e} , \quad \delta_{\hat{e}}\hat{J} = 0 ,
\] (2.35)
with \( \hat{D}\hat{e} := \hat{d}\hat{e} + [\hat{A}, \hat{e}]_\ast \), and where \( \hat{e} \) is subject to the same kinematic conditions as \( \hat{A} \). In globally-defined formulations, the transition functions \( T_I^{I'} \) defined in (2.5) glue together the locally-defined configurations \( (\hat{\Phi}_I, \hat{A}_I, \hat{J}_I) \) as follows:
\[
\hat{\Phi}_I = (\hat{T}_I^{I'})^{-1} \star \hat{\Phi}_{I'} \star \pi(\hat{T}_I^{I'}) , \quad \hat{A}_I = (\hat{T}_I^{I'})^{-1} \star (\hat{A}_{I'} + \hat{d}) \star \hat{T}_I^{I'} , \quad \hat{J}_I = \hat{J}_{I'} .
\] (2.36)

2.2.2 Free differential algebra and deformed oscillators

The projection implied by the \( \ast \)-multiplication by \( \Gamma^2 \) can be solved locally on \( \mathcal{C}_I \) by taking the master fields to be forms on \( T^*\mathcal{X}_I \times \mathbb{Z} \) valued in the algebra \( \Omega^{[0]}(\mathcal{Y}) \) of zero-forms on \( \mathcal{Y} \). Thus
\[
\hat{A} = \hat{U} + \hat{V} ,
\] (2.37)
In order to find exact solutions, it is convenient to cast\(^8\) the remaining differential constraints into Vasiliev’s original deformed-oscillator format:\(^9\)

\[
d\hat{U} + \hat{U} \times \hat{U} = 0, \quad d\hat{\Phi} + \hat{U} \star \hat{\Phi} - \hat{\Phi} \star \pi(\hat{U}) = 0,
\]

\[
d\hat{S}_\alpha + [\hat{U}, \hat{S}_\alpha]_* = 0, \quad \hat{S}_\alpha \star \hat{\Phi} + \hat{\Phi} \star \pi(\hat{S}_\alpha) = 0,
\]

\[
[\hat{S}_\alpha, \hat{S}_\beta]_* = -2i\epsilon_{\alpha\beta}(1 - B \star \hat{\Phi} \star \hat{\kappa}) , \quad [\hat{S}_\alpha, \hat{S}_\beta]_* = -2i\epsilon_{\alpha\beta}(1 - \overline{B} \star \hat{\Phi} \star \hat{\kappa}) ,
\]

\[
[\hat{S}_\alpha, \hat{S}_\alpha]_* = 0,
\]

where we have defined \(d = dX^M \partial_M + dP_M \partial^M\) and

\[
\hat{S}_\alpha = Z_\alpha - 2i\hat{V}_\alpha = (\hat{S}_\alpha, -\hat{S}_\alpha) = (z_\alpha - 2i\hat{V}_\alpha, -z_\alpha + 2i\hat{V}_\alpha).
\]

The integrability of the system implies the gauge transformations

\[
\delta_\varepsilon \hat{\Phi} = -[\varepsilon, \hat{\Phi}]_\pi, \quad \delta_\varepsilon \hat{S}_\alpha = -[\varepsilon, \hat{V}_\alpha]_* , \quad \delta_\varepsilon \hat{U} = d\varepsilon + [\hat{U}, \varepsilon]_* .
\]

\(^8\)As an intermediate step, the twistor-space components of the master field equations can be rewritten as

\[
\partial_\alpha \hat{\Phi} + \hat{V}_\alpha \star \hat{\Phi} + \hat{\Phi} \star \pi(\hat{V}_\alpha) = 0, \quad \partial_\alpha \hat{\Phi} + \overline{V}_\alpha \star \hat{\Phi} + \hat{\Phi} \star \pi(\hat{V}_\alpha) = 0,
\]

\[
d\hat{V}_\alpha + \partial_\alpha \hat{U} + [\hat{U}, \hat{V}_\alpha]_* = 0, \quad \hat{F}_{\alpha\beta} = -i\varepsilon_{\alpha\beta}B \star \hat{\Phi} \star \hat{\kappa}, \quad \hat{F}_{\alpha\beta} = i\varepsilon_{\alpha\beta}\overline{B} \star \hat{\Phi} \star \hat{\kappa},
\]

where \(\hat{F}_{\alpha\beta} = 2\partial_\alpha \hat{V}_\beta + [\hat{V}_\alpha, \hat{V}_\beta]_*\), and \(\partial_\alpha \equiv \partial/\partial Z_\alpha\).

\(^9\)This format exhibits two global symmetries: Firstly, the \(Z_2\)-transformations \((\hat{\Phi}, \hat{W}, \hat{S}_\alpha, \hat{S}_\alpha) \rightarrow (\hat{\Phi}, \hat{W}, -\hat{S}_\alpha, -\hat{S}_\alpha)\). Secondly, the transformations

\[
\begin{pmatrix}
y_\alpha \\
z_\alpha
\end{pmatrix}
\rightarrow
\begin{pmatrix}
A_\alpha^\beta & B_\alpha^\beta \\
B_\alpha^\beta & A_\alpha^\beta
\end{pmatrix}
\begin{pmatrix}
y_\alpha \\
z_\alpha
\end{pmatrix},
\]

that preserve (i) the \(\star\)-product algebra, which requires \((A + B)(A^\dagger - B^\dagger) = -1\); (ii) the inner Kleinian operators, which requires \(A^\dagger A - B^\dagger B = -1\); and (iii) the bosonic projection conditions, finally fixing non-minimal \(GL(2; \mathbb{C})\)-transformations with \(B \neq 0\), or minimal \(SL(2; \mathbb{C})_{\text{diag}}\)-transformations with \(B = 0\). In the non-minimal case, the \(GL(2; \mathbb{C})\)-action is the closure of \(SL(2; \mathbb{C})_{\text{diag}}\) and the discrete transformation \((y_\alpha, z_\alpha) \rightarrow i(z_\alpha, y_\alpha)\), that is broken by the \(\tau\)-condition in the minimal models.
2.2.3 Manifest Lorentz invariance

Manifest local Lorentz covariance can be achieved by means of the field redefinition [4, 39, 44]

\[
\hat{W} := \hat{U} - \hat{K}, \quad \hat{K} := \frac{1}{4i} \left( \omega^{\alpha\beta} \hat{M}_{\alpha\beta} + \omega^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}} \right),
\]

where \((\omega^{\alpha\beta}, \omega^{\dot{\alpha}\dot{\beta}})\) is the canonical Lorentz connection, and

\[
\hat{M}_{\alpha\beta} := \hat{M}_{\alpha\beta}^{(0)} + \hat{M}_{\alpha\beta}^{(S)}, \quad \hat{M}_{\dot{\alpha}\dot{\beta}} := \hat{M}_{\dot{\alpha}\dot{\beta}}^{(0)} + \hat{M}_{\dot{\alpha}\dot{\beta}}^{(S)},
\]

are the full Lorentz generators, consisting of the internal part

\[
\hat{M}_{\alpha\beta}^{(0)} := y(\alpha \star y\beta) - z(\alpha \star z\beta), \quad \hat{M}_{\dot{\alpha}\dot{\beta}}^{(0)} := \bar{y}(\dot{\alpha} \star \bar{y}\dot{\beta}) - \bar{z}(\dot{\alpha} \star \bar{z}\dot{\beta}),
\]

rotating the Y and Z oscillators, and the external part

\[
\hat{M}_{\alpha\beta}^{(S)} := \hat{S}(\alpha \star \hat{S}\beta), \quad \hat{M}_{\dot{\alpha}\dot{\beta}}^{(S)} := \hat{S}(\dot{\alpha} \star \hat{S}\dot{\beta}),
\]

rotating the spinor indices carried by \((\hat{S}_\alpha, \hat{S}_{\dot{\alpha}})\). As a result, the master equations read

\[
\nabla \hat{W} + \hat{W} \times \hat{W} + \frac{1}{4i} \left( r^{\alpha\beta} \hat{M}_{\alpha\beta} + r^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}} \right) = 0, \quad \nabla \hat{\Phi} + \hat{W} \times \hat{\Phi} - \hat{\Phi} \times \pi(\hat{W}) = 0,
\]

\[
\nabla \hat{S}_\alpha + \hat{W} \times \hat{S}_\alpha - \hat{S}_\alpha \times \hat{W} = 0, \quad \nabla \hat{S}_{\dot{\alpha}} + \hat{W} \times \hat{S}_{\dot{\alpha}} - \hat{S}_{\dot{\alpha}} \times \hat{W} = 0
\]

\[
\hat{S}_\alpha \times \hat{\Phi} + \hat{\Phi} \times \pi(\hat{S}_\alpha) = 0, \quad \hat{S}_{\dot{\alpha}} \times \hat{\Phi} + \hat{\Phi} \times \pi(\hat{S}_{\dot{\alpha}}) = 0
\]

\[
[\hat{S}_\alpha, \hat{S}_{\dot{\alpha}}] = -2ie_{\alpha\beta}(1 - \mathcal{B} \times \Phi \times \kappa), \quad [\hat{S}_\alpha, \hat{S}_{\beta}] = -2ie_{\dot{\alpha}\dot{\beta}}(1 - \mathcal{F} \times \Phi \times \kappa)
\]

where \(r^{\alpha\beta} := d\omega^{\alpha\beta} + \omega^{\alpha\gamma} \gamma_{\beta} \) and \(r^{\dot{\alpha}\dot{\beta}} := d\omega^{\dot{\alpha}\dot{\beta}} + \omega^{\dot{\alpha}\dot{\gamma}} \gamma_{\dot{\beta}} \), and

\[
\nabla \hat{W} := d\hat{W} + \frac{1}{4i} \left[ \omega^{\alpha\beta} \hat{M}_{\alpha\beta}^{(0)} + \omega^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}}^{(0)}, \hat{W} \right],
\]

\[
\nabla \hat{\Phi} := d\hat{\Phi} + \frac{1}{4i} \left[ \omega^{\alpha\beta} \hat{M}_{\alpha\beta}^{(0)} + \omega^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}}^{(0)}, \hat{\Phi} \right],
\]

\[
\nabla \hat{S}_\alpha := d\hat{S}_\alpha + \omega^{\alpha\gamma} \hat{M}_{\beta\gamma} + \frac{1}{4i} \left[ \omega^{\beta\gamma} \hat{M}_{\beta\gamma}^{(0)} + \omega^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}}^{(0)}, \hat{S}_\alpha \right],
\]

\[
\nabla \hat{S}_{\dot{\alpha}} := d\hat{S}_{\dot{\alpha}} + \omega^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\beta}\dot{\gamma}} + \frac{1}{4i} \left[ \omega^{\beta\gamma} \hat{M}_{\beta\gamma}^{(0)} + \omega^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}}^{(0)}, \hat{S}_{\dot{\alpha}} \right].
\]

Besides their manifest local Lorentz symmetry, these equations are by construction also left invariant under the local shift-symmetry with parameter \((\varsigma^{\alpha\beta}, \varsigma^{\dot{\alpha}\dot{\beta}}) = dX^M(\varsigma_M^{\alpha\beta}, \varsigma_M^{\dot{\alpha}\dot{\beta}}) + dP_M(\varsigma_M^{\alpha\beta}, \varsigma_M^{\dot{\alpha}\dot{\beta}})\) acting such that

\[
\delta_\varsigma(\hat{U}, \hat{\Phi}, \hat{S}_\alpha, \hat{S}_{\dot{\alpha}}) = 0, \quad \delta_\varsigma(\omega^{\alpha\beta}, \omega^{\dot{\alpha}\dot{\beta}}) = (\varsigma^{\alpha\beta}, \varsigma^{\dot{\alpha}\dot{\beta}}) \Rightarrow \delta_\varsigma \hat{W} = -\frac{1}{4i} \left( \varsigma^{\alpha\beta} \hat{M}_{\alpha\beta} + \varsigma^{\dot{\alpha}\dot{\beta}} \hat{M}_{\dot{\alpha}\dot{\beta}} \right).
\]
The canonical Lorentz connection can be embedded into the full theory by using the aforementioned shift-symmetry to impose
\[
\frac{\partial^2}{\partial y^\alpha \partial y^\beta} \hat{W} \bigg|_{Y=Z=0} = 0, \quad \frac{\partial^2}{\partial \bar{y}^\dot{\alpha} \partial \bar{y}^\dot{\beta}} \hat{W} \bigg|_{Y=Z=0} = 0.
\] (2.62)

2.2.4 Spacetime projection and component fields

For the projection of Eqs. (2.52)–(2.56) to manifestly generally-covariant equations of motion for dynamical component fields in four-dimensional spacetime \( \mathcal{X}_4 \), see Appendix D. In essence, after choosing a manifestly \( \text{Sp}(4; \mathbb{R})_{\text{diag}} \)-invariant ordering scheme, eliminating the auxiliary fields related to the unfolded description on \( \mathcal{X}_1 \) and \( Z \), and fixing suitable physical gauges (such as the twistor gauge condition (D.7) on \( \hat{V}_\alpha \) and generalized holonomic gauges on \( W_\mu \)), there remains a set of dynamical fields consisting of a physical scalar field
\[
\phi \equiv C := \hat{\Phi} \big|_{Y=Z=0},
\] (2.63)
which together with the self-dual Weyl tensors \( C_{\alpha(2s)} \) \((s \geq 1)\) make up the generating function \((s \geq 0)\)
\[
\mathcal{C} := \hat{\Phi} \big|_{Z=0, \bar{y}=0} , \quad C_{\alpha(2s)} := \left. \frac{\partial^{2s}}{\partial \alpha_1 \ldots \partial \alpha_{2s}} \mathcal{C} \right|_{y=0} ,
\] (2.64)
and a tower of manifestly Lorentz-covariant, symmetric and doubly-traceless tensor gauge fields, or Fronsdal tensors, given by \((s \geq 1)\)
\[
\phi_{\mu(s)} := 2i e^{\alpha_1 \dot{\alpha}_1} \ldots e^{\alpha_{s-1} \dot{\alpha}_{s-1}} \frac{\partial^{2s-2}}{\partial \alpha_1 \ldots \partial \alpha_{s-1} \partial \dot{\alpha}_1 \ldots \partial \dot{\alpha}_{s-1}} W_\mu \bigg|_{Y=0} ,
\] (2.65)
where \( x^\mu \) are local coordinates on \( \mathcal{X}_4 \) and
\[
W := \hat{W} \big|_{Z=0} = \left( \hat{U} - \frac{1}{4i} \left( \omega^{\alpha \beta}(y_\alpha \ast y_\beta + \tilde{S}_\alpha \ast \tilde{S}_\beta) + \omega^{\dot{\alpha} \dot{\beta}}(\bar{y}_\dot{\alpha} \ast \bar{y}_\dot{\beta} + \tilde{S}_\dot{\alpha} \ast \tilde{S}_\dot{\beta}) \right) \right) \bigg|_{Z=0} .
\] (2.66)
As a result, the regular presentation of the master fields, by its very definition, provides a regularization scheme for the strongly-coupled derivative expansions of the interaction vertices in the component-field formulation that is compatible with higher-spin gauge symmetry. In this sense, the naive spacetime picture, based on a tower of interacting Fronsdal fields without any regular presentation attached to it, does not contain the same amount of information as the full formulation in terms of master fields in correspondence space, as we shall comment on in the Conclusions.

2.3 Gauge functions and moduli

Equations (2.41) and (2.42) can be solved (on a chart \( \mathcal{C}_I \)) by
\[
\hat{U}_I = \hat{L}_I^{-1} \ast d\hat{L}_I , \quad \hat{\Phi}_I = \hat{L}_I^{-1} \ast \hat{\Phi}' \ast \pi(\hat{L}_I) , \quad \hat{S}_{I;2} = \hat{L}_I^{-1} \ast \hat{S}_{2} \ast \hat{L}_I ,
\] (2.67)
where \( \tilde{L}_I(X, P, Y, Z) \) is a gauge function, assumed to obey
\[
\tilde{L}_I|_{X=P=Y=Z=0} = 1 ,
\]
and \((\hat{\Phi}', \tilde{S}_\alpha')\) are integration constants for the zero-forms on \( T^*X \) given by
\[
(\hat{\Phi}', \tilde{S}_\alpha') = (\hat{\Phi}, \tilde{S}_\alpha)|_{X=P=0}
\]
and obeying the remaining twistor-space equations
\[
\tilde{S}_\alpha' \ast \hat{\Phi}' + \hat{\Phi}' \ast \pi(\tilde{S}_\alpha') = 0 , \quad \tilde{S}_\alpha' \ast \hat{\Phi}' + \hat{\Phi}' \ast \pi(\tilde{S}_\alpha') = 0
\]
\[
[\tilde{S}_\alpha', \tilde{S}_\beta']_* = -2i \epsilon_{\alpha\beta}(1 - \mathcal{B} \ast \hat{\Phi}' \ast \kappa) , \quad [\tilde{S}_\alpha', \tilde{S}_\beta']_* = -2i \epsilon_{\alpha\beta}(1 - \mathcal{B} \ast \hat{\Phi}' \ast \kappa)
\]
Given a solution to these equations, the generating functions (2.64) and (2.66) take the form
\[
C_I = \left( \tilde{L}_I^{-1} \ast \hat{\Phi}' \ast \pi(\tilde{L}_I) \right)|_{Z=0, \tilde{g}=0}
\]
subject to (2.62), which serves to determine \((\omega_M^{\alpha\beta}, \omega_M^{\alpha\beta})\).

A particular class of solutions, containing the exact solutions listed in Section 1.2, admits perturbative expansions
\[
\hat{\Phi}' = \sum_{n=1}^\infty \hat{\Phi}'^{(n)}, \quad \tilde{S}_\alpha' = \sum_{n=0}^\infty \tilde{S}_\alpha^{(n)} = \mathcal{Z}_\alpha - 2i \sum_{n=0}^\infty \tilde{V}_\alpha^{(n)},
\]
where \((\tilde{S}_\alpha^{(n)}, \hat{\Phi}'^{(n)})\) are of the \(n\)th order in the integration constant
\[
\hat{\Phi}'(Y) = \hat{\Phi}'(Y, Z)|_{Z=0} ,
\]
and \(\tilde{S}_\alpha^{(0)}\) is a flat connection in twistor space obeying
\[
[\tilde{S}_\alpha^{(0)}, \tilde{S}_\beta^{(0)}]_* = -2i C_{\alpha\beta} := -2i \begin{pmatrix} \epsilon_{\alpha\beta} & 0 \\ 0 & \epsilon_{\alpha\beta} \end{pmatrix}.
\]
Depending on the boundary conditions on \(\tilde{S}_\alpha^{(0)}\) in twistor space there are various natural approaches to solving these equations: If the boundary conditions are chosen such that there exists a gauge where \(\tilde{V}_\alpha^{(0)} = 0\), one may adapt the perturbative scheme based on (D.4) and (D.5) to the case at hand. In this paper, we shall instead obtain solutions of the form (2.74) by solving the deformed oscillator problem (2.70)–(2.72) using separation of variables and the non-perturbative method of [27, 31] spelled out in Appendix G. This method also encompasses non-trivial flat connections \(\tilde{V}_\alpha^{(0)}\), essentially by
activating Fock-space projectors in the space of functions on $\mathcal{Y} \times \mathcal{Z}$. The resulting solutions appear naturally in gauges that differ radically from the aforementioned radial twistor gauge in the sense that the space of residual symmetries is not isomorphic to $\mathfrak{h}s(4)$ or its non-minimal extension, as we shall discuss below.

In constructing exact solutions, we are thus led to the following moduli (for a more detailed discussion on (iii) and (iv), see [8, 44]):

(i) local degrees of freedom contained $\Phi'(Y)$;

(ii) boundary degrees of freedom contained in $\tilde{L}_I|_{\partial \mathcal{C}}$ where $\partial \mathcal{C}$ in particular contains the boundary of its four-dimensional spacetime sub-manifold;

(iii) monodromies and projectors contained in flat connections $\tilde{V}^{(0)}$ on $\mathcal{Z} \times \mathcal{Y}$ and $\tilde{U}^{(0)}$ on $T^*\mathcal{X}$;

(iv) windings contained in the transition functions $\tilde{T}_I'$ defined in (2.5) and (2.36);

In what follows, we shall mainly activate (i), (ii) and to some extent (iii). The Weyl zero-form moduli have so far been examined mainly in the following sectors:

(ia) the non-unitarizable twisted-adjoint sectors consisting of arbitrary twistor-space polynomials [16, 27, 5] and plane waves [41, 43];

(ib) the unitarizable sector consisting of states with compact $\mathfrak{so}(3,2)$-weights belonging to the massless lowest-weight spaces $\mathcal{D}^{(-)} \cong \bigoplus_{s=0,2,4,...} \mathcal{D}(s+1; (s)) \cong [\mathcal{D}(\frac{1}{2}; (0))]^{\otimes 2}_{\text{symm}}$ and $\mathcal{D}^{(+)} \cong \bigoplus_{s=2,4,...} \mathcal{D}(s+1; (s,1)) \oplus [\mathcal{D}(1; (\frac{1}{2}))]^{\otimes 2}_{\text{anti-symm}}$ with oscillator realization in terms of operators represented by finite-dimensional matrices in the scalar and spinor singleton weight-spaces $\mathcal{D}(\frac{1}{2}; (0))$ and $\mathcal{D}(1; (\frac{1}{2}))$, respectively. These spaces are the twisted-adjoint $\mathfrak{h}s(4)$-orbits of the scalar ground states $T^{(0)}_{1; (0)} = \exp(-4E)$ and $T^{(0)}_{2; (0)} = \exp(-4E)(1 - 8E)$, respectively, which are proportional to the projectors $\mathcal{P}_1(E) \equiv \mathcal{P}_{1; (0)} = |\frac{1}{2}; (0)\rangle \langle \frac{1}{2}; (0)|$ and $\mathcal{P}_2(E) \equiv \mathcal{P}_{2; (0)} = |1; (\frac{1}{2})\rangle \langle 1; (\frac{1}{2})|$: for further details, see Appendix F and [42];

(ic) the unitarizable sector of states with compact $\mathfrak{so}(3,2)$-weights belonging to the generalized Verma modules $\mathcal{W}^{(+)}$ and $\mathcal{W}^{(-)}$ given by the twisted-adjoint $\mathfrak{h}s(4)$-orbits of the reference states $\mathcal{T}^{(0)}_{0; (1)} = \frac{\sinh 4E}{4E}$ and $[\mathcal{T}^{(0)}_{0; (1)}]_r = \frac{3}{8E^2} \mathcal{P}_r(4E \cosh 4E - \sinh 4E)$, respectively, modulo the ideal subspaces $\mathcal{D}^{(\pm)}$ [42];

(id) the sector of states with compact $\mathfrak{so}(3,2)$-weights belonging to the spaces $\mathcal{S}^{(\pm)} = \mathcal{D}^{(\pm)} \ast \kappa_y$.

The sector (ia) contains the initial data for the exact $\mathfrak{so}(3,1)$-invariant solutions given together with twistor-space moduli of type (ii) in [31, 32]. The sector (ib) contains Anti-de Sitter analogs of flat-space plane waves and the sector (ic) contains runaway solutions [42]. The completion of the latter two sectors into exact solutions, which includes providing regular presentations along the lines discussed in
Section 2.5, remains an open problem at this stage. Finally, the sector (id) consists of initial data for solutions with at least two Killing symmetries corresponding to the energy operator and one compact spin of $\mathfrak{so}(3,2)$. Below, we provide this sector with a regular presentation that together with other tools facilitates the construction of corresponding exact solutions for both minimal and non-minimal models, including a non-minimal solution that appears to be gauge-equivalent to the extremal solution of [1]. We also treat related sectors singled out by other choices of commuting pairs of Killing vectors. Finally, we dress the resulting solution spaces with additional twistor-space moduli, corresponding to insertions of additional $Z$-dependent projectors into the connection $\hat{V}_\alpha$.

2.4 Classical Observables

In order to provide a gauge-invariant characterization of exact solutions that remains valid in strong-coupling regions where the weak-field expansion (see Appendix D) breaks down, it is useful to develop a formalism for classical observables. These are functionals of the locally-defined master fields and transition functions, defined in (2.5), that are defined globally in generalized spacetimes carrying various higher-spin geometric structures [44]. There are several globally-defined formulations, or phases, of the theory, based on different unbroken gauge groups, or structure groups. In what follows, we shall mainly focus on zero-form charges, which are observables in the unbroken phase. We then present certain $p$-form charges that may play an important rôle in the characterization of solutions, as we shall comment on in the Outlook.

2.4.1 Zero-form charges

In the unbroken phase, the classical observables do no break any gauge symmetries. The basic such observables are Wilson loops in commuting sub-manifolds of $T^*\mathcal{X}$. These loops can be decorated with insertions of zero-form composites that transform as adjoint elements [44]. In the case of trivial monodromy, these can be contracted down to a single point $T^*\mathcal{X}$ resulting in zero-form charges given by the generating function

$$I(\sigma, k, \bar{k}; \lambda, \bar{\lambda}) = \hat{\text{Tr}} [ (\kappa \bar{\kappa})^* \exp(\lambda^\alpha \tilde{S}_\alpha + \bar{\lambda}^{\bar{\alpha}} \tilde{\bar{S}}_{\bar{\alpha}}) \ast (\hat{\Phi} \ast \hat{\bar{\kappa}})^* k \ast (\hat{\bar{\Phi}} \ast \hat{\kappa})^* \bar{k}] ,$$  

(2.77)

where $\hat{\text{Tr}}$ is the chiral trace defined by the integral in (B.26) with integration domain (B.24); $(\sigma, k, \bar{k})$ are natural numbers defined modulo $(\sigma, k, \bar{k}) \sim (\sigma \pm 2, k, \bar{k}) \sim (\sigma, k \pm 2, \bar{k} \mp 2) \sim (\sigma \pm 1, k \pm 1, \bar{k} \mp 1)$; and $(\lambda^\alpha, \bar{\lambda}^{\bar{\alpha}})$ are commuting spinors. The zero-form charges are manifestly higher-spin gauge invariant and hence defined globally on any base manifold; it follows that

$$dI(\sigma, k, \bar{k}; \lambda, \bar{\lambda}) = 0 ,$$  

(2.78)

modulo the equations of motion. The derivatives of $I(\sigma, k, \bar{k}; \lambda, \bar{\lambda})$ with respect to $(\lambda, \bar{\lambda})$ can be re-written as traces of $\ast$-commutators involving the internal Lorentz generators $(\hat{M}^{(S)}_{\alpha\beta}, \hat{\bar{M}}^{(S)}_{\bar{\alpha}\bar{\beta}})$ defined
in (2.51), whose evaluation requires a careful examination of boundary terms in twistor space. In
what follows, we shall mainly be concerned with \( \mathcal{I}(\sigma, k, \bar{k}) := \mathcal{I}(\sigma, k, \bar{k}; 0, 0) \), and in particular the supertraces

\[
\mathcal{I}_{2N} := \mathcal{I}(1, 2N, 0) = \text{Tr}_{\mathcal{R}}[\hat{k}\hat{k} * (\hat{\Phi} * \pi(\hat{\Phi}))^* N].
\]

(2.79)

In the Weyl order, \( [\hat{k}\hat{k}]_{\text{Weyl}} = (2\pi)^4 \delta^4(Y)\delta^4(Z) \), and the zero-form charges assume the localized form

\[
\mathcal{I}_{2N} \quad \left[ (\hat{\Phi} * \pi(\hat{\Phi}))^* N \right]^{\text{Weyl}} \Big|_{Y=Z=0}.
\]

(2.80)

On the other hand, in the normal order where \( [\hat{k}\hat{k}]_{\hat{N}} = \exp i(y^\alpha z_\alpha - \bar{y}^\alpha \bar{z}_\alpha) \), the zero-form charges assume the non-local form

\[
\mathcal{I}_{2N} = \int_{\mathcal{R}_{\mathcal{R}}} \frac{d^4Y d^4Z}{(2\pi)^4} \exp i(y^\alpha z_\alpha - \bar{y}^\alpha \bar{z}_\alpha) \left[ (\hat{\Phi} * \pi(\hat{\Phi}))^* N \right]^{\hat{N}}.
\]

(2.81)

In particular, if \( \hat{\Phi} \) does not depend on \( Z \), that is \( \Phi := \hat{\Phi} \big|_{Z=0} = \hat{\Phi} \), then the equality of (2.80) and (2.81) follows immediately from \( [\Phi]_{\hat{N}} = [\Phi]_{\text{Weyl}} \). In what follows we shall evaluate the zero-form charges \( \mathcal{I}_{2N} \) on exact type-D and almost-type-D solutions. Moreover, in [43] their perturbative \( \Phi' \)-expansion has been shown to be well-defined for \( \Phi' \) in the twistor-space plane-wave sector\(^\text{11}\). These two sectors thus remain well-defined within bosonic models with

\[
\theta_{2n} = \theta_{2n} (\mathcal{I}_{2N})
\]

(2.82)

in the phase factor \( B \) defined in (2.30) and (2.31).

### 2.4.2 Comments on observables in broken phases

The characteristic observables of broken phases break some of the higher-spin gauge symmetries off-shell; these broken symmetries re-surface on-shell albeit with restricted gauge parameters forming sections belonging to bundles associated to the principal bundle of the (unbroken) structure group [8, 44]. One can show that the characteristic observables, also referred to as the order parameters, are actually diffeomorphic invariant.

\(^{10}\)These classical observables can be identified as the on-shell values of certain deformations of the topological action of [8], which can be interpreted as generators of semi-classical amplitudes. These amplitudes were in their turn proposed in [18] to correspond to correlation functions for a topological open-string C-model.

\(^{11}\)In this sector, the first sub-leading term of \( \mathcal{I}_{2N} \) vanishes, \( i.e. \)

\[
\mathcal{I}_{2N}|_{\text{plane-waves}} = \left( \Phi' * \pi(\Phi') \right)^* N \Big|_{Y=0} + O((\Phi')^{2N+2}).
\]

In general, the arguments involved as well as the localization procedure require a careful study since the trace may reduce to a boundary term in \( Z \); for example, from \( (qV + \bar{V} * \bar{V})^2 = -\frac{1}{3} d^2 \bar{y} dq (\hat{\Phi} * \pi(\hat{\Phi})) * \hat{k}\hat{k} \), with \( q = dZ^2 \partial_z \), it follows that \( \mathcal{I}_2 = -\frac{1}{2\pi^2} \int_{\mathcal{R}_{\mathcal{R}}} d^2 y d^2 \bar{y} q (\hat{\Phi} * \pi(\hat{\Phi}) * \hat{k}\hat{k} \) that one can argue leads to protection of \( \mathcal{I}_2 \) to all orders in the \( \Phi' \)-expansion.
One such broken phase, proposed in [44], is the soldered phase with soldering one-form \( \hat{E} := \frac{1}{2}(1 - \pi)\hat{W} \), with \( \hat{W} \) defined in (2.48). Its order parameters are functionals \( O \left[ \hat{E}_I, \hat{\Phi}_I, \hat{S}_{\alpha; I}; \hat{T}_{I'} \right] \) that depend explicitly on \( \hat{E} \) and that are manifestly invariant under the unbroken gauge transformations with locally-defined parameters \( \hat{\Lambda}_I = \pi(\hat{\Lambda}_I) \), that is \( \delta \hat{\Lambda}_O = 0 \) without using the equations of motion or any boundary conditions. Moreover, they are invariant on-shell under gauge transformations with broken gauge parameters \( \hat{\xi}_I = -\pi(\hat{\xi}_I) \) that belong to sections, that is \( \delta \hat{\xi}_O \equiv 0 \) modulo the equations of motion and the transitions (2.36) and \( \xi_I = (\hat{T}_{I'})^{-1} \ast \hat{\xi}_I \ast \hat{T}_{I'}^{-1} \). An example of such order parameters are the charges of complex abelian \( p \)-forms given by (2.83)

\[
Q_{\Sigma} = \oint_{\Sigma} \hat{T}_{R} \left[ \left( \hat{E} \ast \hat{E} + \frac{1}{2}(1 + \pi)\hat{r}^{(S)} \right)^{(p/2)} \ast \hat{r} \right],
\]

where \( \hat{r}^{(S)} = \frac{1}{4!}(r^{\alpha\beta}\hat{M}_{\alpha\beta}^{(S)} + r^{\dot{\alpha}\dot{\beta}}\hat{M}_{\dot{\alpha}\dot{\beta}}^{(S)}) \) and \( \Sigma \) is a non-trivial cycle in a Lagrangian sub-manifold of \( T^*\mathcal{X} \).

### 2.5 Super-selection sectors and regular presentations

Let us end this Section by commenting on super-selection sectors, regular presentations and the interrelations between these two notions. Drawing on the general structure of the theory, it is natural to adopt a working hypothesis, yet to be fully explored, that, like in the case of ordinary gravity, there exists super-selections rules that partition the classical moduli space into super-selection sectors \( \mathcal{M}(\Sigma)(\mathcal{C}) \) that by their very definition are to be coordinatized by preferred sets of classical observables, here denoted by \( \Sigma \). In other words, by this hypothesis, super-selection is tantamount to identifying super-selection sectors as charts of moduli space, which is a good definition in the sense that it amounts to insisting on the finiteness of a set of observable quantities (a property that cannot change through local fluctuations or deformations). In practice, to implement these rules, one separately constructs families of classical observables and classical solutions and evaluates the former on the latter. As solutions of the equations of motion are characterized by boundary conditions or asymptotic behaviors in the correspondence space, it is natural to expect that different classes of boundary conditions are paired up with corresponding sets of observables. This form of duality allows one to identify super-selection sectors as classes of boundary conditions, which is a slightly less abstract way of realizing the former than that of charts in moduli space.

---

12 These classical observables can be identified as the on-shell values of certain deformations of the topological action of [8], which can be interpreted as generators of semi-classical amplitudes associated to the boundaries of \( \Sigma \). Another set of order parameters are minimal \( (p + 1) \)-volumes constructed from Cayley-like determinants of generalized metrics such as \( s = 2, 4, \ldots \) \( G_{M_1 \ldots M_s} = \hat{T}_{R} \left[ \hat{r} \hat{r} \ast \hat{E}_{M_1} \ast \cdots \ast \hat{E}_{M_s} \right] \) and generalizations thereof obtained by inserting adjoint impurities. One may ask whether there exist preferred metrics that can be used to compute not just minimal areas but also \( p \)-brane partition functions.
Moreover, from our discussion in Section 2.3, we see that the boundary conditions form various representations of the underlying higher-spin Lie algebra. In particular, the local degrees of freedom of the theory fall into the twisted-adjoint module. The latter has an indecomposable structure consisting of sub-representations generated from ground states (in finite-dimensional representations of a sub-algebra of the higher-spin algebra); for example, it contains particles, run-away solutions, instantons and solitons, of which the latter are to become the main topic of the remainder of this paper. As in standard classical perturbative field theory, one may start by extending a class of boundary conditions into linearized bulk fields on-shell, assuming some bulk vacuum such as anti-de Sitter spacetime, that can then be dressed into interacting fields on-shell by various techniques, such as the gauge-function method.

In a given sector of boundary conditions, or super-selection sector by the above reasoning, the on-shell master fields are composite operators whose functional nature in twistor space may require the usage of a suitable regular presentation, leading to well-defined \( \ast \)-product compositions (being finite as well as compatible with associativity). These presentations involve not only a choice of ordering scheme (as discussed in Appendix B) but possibly also the usage of auxiliary integration variables entering via Laplace transforms and open or closed-contour generalizations thereof; it would be interesting to develop further the already quite far-going analogies to Schwinger’s first-quantized proper-time presentation of the Feynman propagators in spacetime.

Although the study of regular presentations is a crucial and non-trivial physical problem in higher-spin gravity, it has so far been addressed only in limited number of contexts. The original works [16, 27, 5] concerned the determination of the regular presentation of the dependence on internal canonical coordinates of formal perturbative expansions around maximally-symmetric spacetime backgrounds, later refined to generally-covariant weak-field expansions in [39] (see also Appendix D). As these perturbative expansions do not refer to any specific spacetime boundary conditions, their regular presentations concern the class of arbitrary polynomials in twistor space, or equivalently, the class of twistor-space plane waves, dressed by a certain type of non-polynomial functions stemming from the internal Kleinians. The resulting presentations involve homotopy-contracting integrals, which can be taken along either an open or a closed contour [42, 6], entering only at sub-leading orders in the perturbative approach; for a recent analysis of the rôle of closed-contour homotopy integrals and the duality between zero-form charges and twistor-space plane waves, see [43]. Other recent works [42] (for a discussion, see also [6]) have initiated a systematic study of the interplay between more non-trivial spacetime boundary conditions and the need for non-trivial closed-contour regular presentations of the linearized Weyl zero-form. As we shall see next, the latter are required in order to define minimal models with generalized Type-D solutions, and in particular with spherically symmetric solutions.
3 Gauge Function Ansatz for Generalized Type-D Solutions

This section describes Ansätze for families of exact type-D and almost-type-D solutions to Vasiliev’s equations based on gauge functions in an $AdS_4$ background spacetime and separation of variables in twistor space: the latter is achieved by expanding the master-fields in Fock-space projectors realized as functions on $\Omega^{[0]}(\mathcal{Y})$, leading to a tractable deformed-oscillator problem. For the notations and conventions used in $AdS_4$ spacetime and the terminology used in Petrov classification, see Appendix A; for the explicit realizations of spin-frames and projectors, see Appendices E and F; and for details concerning the deformed oscillators, see Appendix G.

3.1 Solution Strategy and Basic Notation

We divide the presentation of our solutions into the following steps\(^\text{13}\):

I) gauge functions and spin-frames (in Section 3.2);

II) separation of twistor-space variables by expansion in projectors (in Section 3.3, with details on the projectors in Sections 3.5, 3.6 and their regular presentation in Appendix F);

III) solution of the deformed-oscillator problem (in Section 3.4 and Appendix G);

IV) reconstruction of full gauge fields (in Sections 4.1 and 4.2);

V) reconstruction of the full Weyl zero-form (in Section 4.3);

VI) weak-field analysis: disentangling individual spin-$s$ Weyl tensors in regions where all zero-forms approach their vacuum values, i.e. vanish (in Section 5);

VII) strong-field analysis: calculation of $p$-form charges that remain well-defined in regions where the individual zero-forms blow up (in Section 6).

The method spelled out above yields six families of solutions organized into three pairs that we denote by $\mathcal{M}_{K(\pm)}(\mathfrak{h})$ with distinct symmetry sub-algebras $\mathfrak{h} = \mathfrak{so}(2)_{(+)} \oplus \mathfrak{so}(2)_{(-)} \subset \mathfrak{so}(3,2) \cong \mathfrak{sp}(4;\mathbb{R})$ and “principal” Cartan generator $K(\pm) \in \mathfrak{sp}(4;\mathbb{C})$ defined modulo $Sp(4;\mathbb{R})$ rotations, as will be clarified in more detail below. There are four possible such generators, namely

$$K = E, J, iB, iP,$$

where $E = P_0 = M_{00}$ is the AdS energy, $J := M_{12}$ is a spin, $B := M_{03}$ is a boost and $P := P_1 = M_{01}$ is a translation, leading to the three pairs

$$\mathcal{M}_E(E, J), \quad \mathcal{M}_J(E, J); \quad \mathcal{M}_J(J, B), \quad \mathcal{M}_iB(J, B); \quad \mathcal{M}_iB(B, P), \quad \mathcal{M}_iP(B, P).$$

\(^{13}\)In order to sooner recognize the higher-spin generalization of the familiar type-D Weyl tensors characteristic of isolated massive objects in general relativity, the reader may take steps (V) and (VI) directly after step (II).
Each family is a space of biaxially symmetric solutions coordinatized by a set of deformation parameters as follows ($\varepsilon = \pm, N_{\pm1/2} := \{\pm \frac{1}{2}, \pm \frac{3}{2}, \ldots\}$):

$$\mathcal{M}_{K(\varepsilon)}(h) = \{\nu_{n1,n2}; \sigma_{n1,n2}; \theta_{n1,n2}\}_{(n1,n2) \in (N_{1/2} \times N_{1/2}) \cup (N_{3/2} \times N_{3/2})},$$

(3.3)

where $\nu \in \mathbb{C}$ are “$\Phi$-moduli” whose real and imaginary parts are related to generalized masses and TAUB-NUT charges, or generalized electric and magnetic charges, depending on which terminology one prefers to use, while $\sigma, \theta \in \{\pm1\}$ are “$S$-moduli” related to boundary conditions on the twistor-space connection.

The family $\mathcal{M}_E(E,J)$ contains the spherically-symmetric solutions, i.e. solutions with enhanced $\mathfrak{so}(3) \oplus \mathfrak{so}(2)$-symmetry, while the remaining five families contain solutions with enhanced $\mathfrak{so}(2,1) \oplus \mathfrak{so}(2)$-symmetry. The symmetry-enhanced spin-$s$ Weyl tensors are of generalized Petrov-type D, i.e. type-{$s,s$}, while those of the generic $\mathfrak{so}(2)_{(+)} \oplus \mathfrak{so}(2)_{(-)}$-symmetric solutions are less special: for a given fixed projector they are algebraically general for spin $s \leq k$ and of type \{s−k, s−k, 1, . . . , 1\} $\equiv \{(s−k)^2, 1^{2k}\}$ for $s > k$, where the integer $k$ depends on the projector, which we shall refer to as almost type-D (see Appendix A for more details on the generalization of the Petrov classification to higher spins).

### 3.2 Spacetime gauge function

We equip the four-dimensional sub-manifold $\mathcal{X}_4 \subset T^* \mathcal{X}$ with coordinates $x^\mu \in \mathcal{R}_4 \subset \mathbb{R}^4$, and define Gaussian gauge functions

$$\hat{L}(K)(x|Y,Z) = L(x|Y) \ast \hat{L}(K)(x|Z),$$

(3.4)

realized as $\ast$-exponentials of bilinears in $Y^\alpha$ and $Z^\alpha$, respectively, and where $L: \mathcal{R}_4 \to Sp(4;\mathbb{R})/SL(2;\mathbb{C})$ reconstructs spacetime and $\hat{L}(K): \mathcal{R}_4 \to SL(2;\mathbb{C})/C_{SL(2;\mathbb{C})}(K^L)$ aligns the spin-frame of $Z$ with a $K$-adapted spin-frame of $Y$, as we shall describe below. In the above, $C_{SL(2;\mathbb{C})}(M)$ denotes the subgroup of $SL(2;\mathbb{C})$ that commutes with

$$M := \frac{1}{8}M_{\alpha\beta}Y^\alpha \ast Y^\beta \in \mathfrak{sp}(4;\mathbb{C});$$

(3.5)

$K \in \mathfrak{sp}(4;\mathbb{C})$ is the aforementioned principal Cartan generator; and we use the notation

$$f^L(Y) := L^{-1}(x|Y) \ast f(Y) \ast L(x|Y), \quad f^{\hat{L}(K)}(Z) := (\hat{L}(K))^{-1}(x|Z) \ast f(Z) \ast \hat{L}(K)(x|Z).$$

(3.6)

It follows that

$$K_{\alpha\beta}^L = L_{\alpha\gamma}(x)L_{\beta\delta}^\gamma(x)K_{\alpha\gamma\delta},$$

(3.7)

where the matrix representation $L_{\alpha\beta}(x)$ of $L$, idem $\hat{L}(K)$, are defined via

$$Y_{\alpha}^L := L^{-1} \ast Y_{\alpha} \ast L = L_{\alpha\beta}Y_{\beta}, \quad Z_{\alpha}^{\hat{L}(K)} := \hat{L}^{-1}(x) \ast Z_{\alpha} \ast \hat{L}(K) = (\hat{L}(K))_{\alpha\beta}Z_{\beta}.$$

(3.8)
More generally, one has that
\[ \left[ f^L(Y) \right]^{\text{Weyl}} = \left[ f(Y^L) \right]^{\text{Weyl}}, \quad \left[ f^L(\mathcal{K}) (Z) \right]^{\text{Weyl}} = \left[ f(Z^L(\mathcal{K})) \right]^{\text{Weyl}}. \] (3.9)

The Gaussian gauge functions \( \hat{\mathcal{L}}(\mathcal{K}) \) are related to the non-Gaussian dittos \( \hat{\mathcal{L}}(v) \) of the twistor gauge \( (D.7) \) via a higher-spin gauge transformation
\[ \hat{\mathcal{L}}(v)(x | Y, Z) = \hat{\mathcal{G}}^{(K)}(v) \star \hat{\mathcal{L}}(K), \] (3.10)
whose construction we defer to future studies.

The vacuum configuration \( (\hat{\Phi}, \hat{\mathbb{S}}, \hat{U}) = (\hat{\Phi}, \hat{\mathbb{S}}, \hat{U})^{(0)} \) given by
\[ \hat{\Phi}^{(0)}(K) = 0, \quad \hat{\mathbb{S}}^{(0)}(K) = Z^{(0)}_\mathbb{S}, \] (3.11)
\[ \hat{U}^{(0)}(K) = \hat{L}^{-1}(K) \star d\hat{L}(K) = \Omega^{(0)} + \hat{L}^{-1}(K) \star d\hat{L}(K), \quad \Omega^{(0)} := L^{-1} \star dL, \] (3.12)
solves the full Vasiliev equations. Imposing \( (2.62) \) and using \( \hat{L}^{-1}(K) \star d\hat{L}(K) |_Z = 0 \), it follows that
\[ \epsilon^{(0)}_{\alpha \bar{\alpha}} = 2i\lambda \frac{\partial^2}{\partial y^\alpha \partial \bar{y}^{\bar{\alpha}}} \Omega^{(0)} \bigg|_{Y = 0}, \quad (\omega^{(0)}_{\alpha \beta}, \bar{\omega}^{(0)}_{\bar{\alpha} \bar{\beta}}) = 2i \left( \frac{\partial^2}{\partial y^\alpha \partial \bar{y}^{\bar{\beta}}} \frac{\partial^2}{\partial \bar{y}^{\bar{\alpha}} \partial y^\beta} \right) \Omega^{(0)} \bigg|_{Y = 0}, \] (3.13)
describing an AdS\(_4\) background. The above configuration can be brought via
\[ \hat{\mathcal{G}}^{(0)}(K)^{(v)} = \hat{L}^{-1}(K), \] (3.14)
to \( (\Phi, \mathbb{S}, U) = (\Phi, \mathbb{S}, U)^{0}(v) = (0, Z_\mathbb{S}, \Omega^{(0)}) \) in the twistor-gauge \( (D.7) \) with \( v_\mathbb{S} = Z_\mathbb{S} \). The vacuum is invariant under higher-spin gauge transformations obeying \( \delta^{(0)}_{c^{(K)}} (\hat{\Phi}, \hat{\mathbb{S}}, \hat{U})^{(0)}(v) = 0 = \delta^{(0)}_{c^{(v)}} (\hat{\Phi}, \hat{\mathbb{S}}, \hat{U})^{(0)}(v), \) viz.
\[ c^{(0)}_{\alpha \bar{\alpha}} = \hat{L}^{-1}(K) \star c^{(0)}(Y) \star \hat{L}(K) = c^{L}, \quad c^{(0)}_{\alpha \bar{\alpha}} = (\hat{\mathcal{G}}^{(K)}(v))^{-1} \star c^{(0)}_{\alpha \bar{\alpha}} \star \hat{\mathcal{G}}^{(K)}(v) = c^{L}, \] (3.15)
where \( c^{L} \) belongs to either \( \mathfrak{g}_5(4) \) or \( \mathfrak{g}_1(4) \) as defined under \( (D.9) \). In particular, the bilinear sector consists of Killing matrices \( c^{L}_{\alpha \bar{\alpha}} \in \mathfrak{sp}(4; \mathbb{R}) \) whose complexifications \( M^{L}_{\alpha \bar{\beta}} \in \mathfrak{sp}(4; \mathbb{C}) \) obey
\[ D^{(0)} M^{L}_{\alpha \bar{\beta}} = 0, \] (3.16)
where \( D^{(0)} = d + \Omega^{(0)} \) is the AdS-covariant derivative. The decomposition \([34, 35] \)
\[ M^{L}_{\alpha \bar{\beta}} = \begin{pmatrix} \mathbb{X}^{L}_{\alpha \bar{\beta}} & v^{L}_{\alpha \bar{\beta}} \\ \bar{v}^{L}_{\bar{\alpha} \beta} & \bar{\mathbb{X}}^{L}_{\bar{\alpha} \beta} \end{pmatrix}, \quad v^{L}_{\alpha \bar{\beta}} = \bar{v}^{L}_{\bar{\alpha} \beta}, \] (3.17)
\text{idem} \( M^{L}_{\alpha \bar{\beta}} \) yields a complexified AdS\(_4\) Killing vector \( v^{L}_{\alpha \bar{\beta}}(x) = \bar{v}^{L}_{\bar{\alpha} \beta}(x) \) and the self-dual and anti-self-dual components \( \mathbb{X}^{L}_{\alpha \bar{\beta}}(x) \) and \( \bar{\mathbb{X}}^{L}_{\bar{\alpha} \beta}(x) \), respectively, of the corresponding Killing two-form \( \mathbb{X}^{L}_{\mu \nu} := \nabla^{(0)}_{\mu} v^{L}_{\nu} \).
The exact solutions that we shall construct are generalized type-D and almost type-D deformations of the $AdS_4$ vacuum whose symmetry algebra is essentially given by the higher-spin (enveloping) extension of the centralizer $\mathfrak{sp}(4;\mathbb{R})$ of principal Cartan generators $K \in \mathfrak{sp}(4;\mathbb{C})$ that obey

$$K_{\alpha}^{\beta}K_{\beta} = -C_{\alpha\beta}. \quad (3.18)$$

As we shall see in Section 3.5, (3.18) selects the four cases listed in (3.1), i.e. $K = E, J, iB, iP$, modulo $Sp(4;\mathbb{R})$-rotations. To the $\pi$-odd principal generators $E$ and $iP$ correspond block off-diagonal $K_{\alpha\beta}$ matrices ($K_{\alpha\beta} = -(\Gamma_0)_{\alpha\beta}$ and $K_{\alpha\beta} = -(\Gamma_1)_{\alpha\beta}$, respectively, for which $\kappa_{\alpha\beta} = 0$ and $v_{\alpha\beta} \neq 0$) and to the $\pi$-even generators $J$ and $iB$ block diagonal ones ($K_{\alpha\beta} = -(\Gamma_12)_{\alpha\beta}$ and $K_{\alpha\beta} = -(\Gamma_03)_{\alpha\beta}$, respectively, for which $\kappa_{\alpha\beta} \neq 0$ and $v_{\alpha\beta} = 0$). Using the decomposition (3.17), the condition (3.18) reads\(^\text{14}\):

$$\kappa^2 + v^2 = \bar{\kappa}^2 + \bar{v}^2 = 1, \quad \kappa_{\alpha\beta}v_{\beta\gamma} + v_{\alpha\beta}\bar{\kappa}_{\beta\gamma} = 0, \quad (3.19)$$

where

$$v^2 := \frac{1}{2}v^{\alpha\beta}v_{\alpha\beta}, \quad \kappa^2 := \frac{1}{2}\kappa^{\alpha\beta}\kappa_{\alpha\beta}, \quad (3.20)$$

idem $\bar{\kappa}$. Note that the condition (3.18) (equivalently (3.19)) also holds for the $L$-rotated elements $K^L$ ($\kappa^L$ and $v^L$). For a given $K$ and at points where both $(v^L)^2$ and $(\kappa^L)^2$ are non-vanishing, the eigenspinors of $(\kappa^L)_{\alpha\beta}$ define a one-function family of $K$-adapted (normalized) spin-frames $\bar{U} = \bar{U}(K)$ for $\mathcal{Y}$ defined by

$$(\bar{u}^\pm_\alpha(x), \bar{u}^\pm_\alpha(x)) \sim (\epsilon^\pm(x)\bar{u}^\pm_\alpha(x), \epsilon^\pm(x)\bar{u}^\pm_\alpha(x)), \quad (3.21)$$

$$(\bar{u}^\pm_\alpha)^\dagger = \bar{u}^\mp_\alpha, \quad \bar{u}^\pm_\alpha\bar{u}^\mp_\beta - \bar{u}^\mp_\alpha\bar{u}^\pm_\beta = \epsilon_{\alpha\beta}, \quad (3.22)$$

and by

$$\kappa^L_{\alpha\beta} = 2\Theta(x)\bar{u}^\dagger_\alpha(x)\bar{u}^\dagger_\beta(x), \quad v^L_{\alpha\beta} = \tilde{\Theta}(x)\left(\bar{u}^\dagger_\alpha(x)\tilde{u}^\dagger_\beta - \sigma_\pi\sigma_\sigma_\sigma(x) + \bar{u}^\dagger_\alpha(x)\tilde{u}^\dagger_\beta\sigma_\sigma_\sigma(x)\right), \quad (3.23)$$

$$(\Theta, \tilde{\Theta})^\ast = (-\sigma_\pi\Theta, \sigma_\sigma_\sigma\tilde{\Theta}), \quad \Theta^2 - \tilde{\Theta}^2 = \sigma_\pi, \quad (3.24)$$

$$(\chi)^\ast = \sigma_\pi\sigma_\sigma_\sigma\chi, \quad (3.25)$$

where $\sigma_\pi$ and $\sigma_\sigma$ are signs related to properties of $K$, $K^\dagger := \sigma_\pi K$, $\pi(K) := \sigma_\pi^2 K$. The rôle of $\tilde{L}(K)$ is to align the spin-frame of $\mathcal{Z}$ with $\bar{U}$, that is (see Appendix E for an explicit example)

$$\bar{u}^\pm_\beta(\tilde{L}(K))_\beta^\alpha := \tilde{u}^\pm_\alpha, \quad (3.26)$$

\(^\text{14}\)The latter equation in (3.19) is equivalent to the statement that the corresponding $AdS_4$ Killing vector is hypersurface-orthogonal, i.e. $v^L_\mu\nabla_\nu(v^L_\mu) = 0$ (see, for instance, [45]). In gravity, the hypersurface-orthogonality of a time-like Killing vector $v^\mu$ of a metric $g_{\mu\nu}$, i.e. $v_\mu\nabla_\nu v_\mu = 0$, means that the otherwise stationary metric is actually static. As found in [35], the (consistent) truncation of unfolded vacuum gravity to the type-D sub-system, described by a free differential algebra consisting of $(e^{\alpha\beta}, \omega^{\alpha\beta}, \tilde{\omega}^{\alpha\beta}, K_{\alpha\beta})$, admits an integrating flow that deforms $v_\mu := e_{\mu}^{\alpha\beta}v_\alpha$, while preserving the two invariants $K_{\alpha\beta}K_{\beta\alpha}$ and $\text{Tr}(K^4)$ along the flow, and hence the aforementioned property of $v$ if it holds to begin with in the vacuum.
where $u^\pm$ is a fixed common spin-frame of $\mathcal{Y}$ and $\mathcal{Z}$. While $(\mathcal{Z}^L_{\alpha\beta}, v^L_{\alpha\dot{\alpha}})$ are well-defined at any point where $L$ is well-defined, the $K$-adapted spin-frame and hence $\tilde{L}_K$ are well-defined only at points where both $\Theta$ and $\tilde{\Theta}$ are non-vanishing, that is

$$\mathcal{R}_4 = \left\{ x^\mu : L \text{ is well-defined and } \Theta, \tilde{\Theta} \neq 0 \right\}.$$  \hspace{1cm} (3.27)

Working in units where $\lambda = 1$ and defining

$$x^a = -\frac{1}{2}(\sigma^a)^{\dot{\alpha}} x_{\alpha\dot{\alpha}}, \quad x^{\alpha\dot{\alpha}} = (\sigma_a)^{\alpha\dot{\alpha}} x^a,$$  \hspace{1cm} (3.28)

one may choose $L$ to be manifestly Lorentz-covariant leading to $[41, 31, 42]$

\begin{equation}
L = \exp_4(4i x^a P_a) = \frac{2h}{1 + h} \left[ \frac{\exp \frac{4ix^a P_a}{1 + h}}{\exp \frac{4ix^a P_a}{1 + h}} \right]_{\text{Weyl}}, \quad x^2 < 1, \quad x^2 := x^a x_a, \quad (3.29)
\end{equation}

$$\xi := (1 - h^2)^{-\frac{1}{2}} \tanh^{-1} \sqrt{\frac{1 - h}{1 + h}}, \quad h := \sqrt{1 - x^2},$$  \hspace{1cm} (3.30)

corresponding to the following matrix representation:

$$L_{\alpha\dot{\alpha}} = \begin{pmatrix}
\cosh(2\xi x) \delta_{\alpha\beta} & \sinh(2\xi x) \frac{\bar{\alpha}}{x} \\
\sinh(2\xi x) \frac{\bar{\alpha}}{x} & \cosh(2\xi x) \delta_{\dot{\alpha}\dot{\beta}}
\end{pmatrix}.$$  \hspace{1cm} (3.31)

In the notation of Appendix A, the vacuum connection $\Omega^{(0)}$ consists of the $AdS_4$ vierbein $e^{(0)}_{\alpha\dot{\alpha}} = -h^{-2}(\sigma^a)^{\alpha\dot{\alpha}} dx_a$ and Lorentz connection $\omega^{(0)}_{\alpha\beta} = -h^{-2}(\sigma^{ab})_{\alpha\beta} dx_a x_b$ corresponding to presenting the metric in stereographic coordinates as $15$ $ds^2_{(0)} = 4(1 - x^2)^{-2} dx^2$. For relations to global embedding coordinates and global spherically-symmetric coordinates, see Appendix A. The resulting decompositions (3.17) of $K^L_{\alpha\beta}$ take the following forms:

$$\sigma_{\pi} = -1 : \quad v^L_{\alpha\dot{\alpha}} = \frac{1}{h^2} \left( x_{\alpha\dot{\beta}} - x_{\alpha\dot{\alpha}} \bar{v}_\gamma x_{\gamma\dot{\beta}} \right), \quad \mathcal{Z}^L_{\alpha\beta} = \frac{1}{h^2} \left( x_{\alpha\dot{\beta}} \bar{v}_\gamma - x_{\alpha\dot{\gamma}} \bar{x}_{\dot{\beta}} \right),$$  \hspace{1cm} (3.32)

$$\sigma_{\pi} = +1 : \quad v^L_{\alpha\dot{\alpha}} = \frac{1}{h^2} \left( x_{\alpha\dot{\beta}} \bar{v}_\gamma x_{\gamma\dot{\beta}} - x_{\alpha\dot{\alpha}} \bar{x}_{\dot{\beta}} \right), \quad \mathcal{Z}^L_{\alpha\beta} = \frac{1}{h^2} \left( x_{\alpha\dot{\beta}} - x_{\alpha\dot{\gamma}} \bar{v}_{\dot{\gamma}} x_{\dot{\gamma}\beta} \right),$$  \hspace{1cm} (3.33)

where $h$ is defined in (3.29), $\sigma_{\pi} = -1$ for $K = E, iP$ and $\sigma_{\pi} = +1$ for $K = J, iB$, and $v_{\alpha\dot{\beta}}$ and $\mathcal{Z}_{\alpha\beta}$ are the $2 \times 2$ blocks of the corresponding $K_{\alpha\beta}$ matrices given above. Consequently, using (A.11), the pseudo-norm of the $AdS_4$ Killing vector $v^L_{\mu} := e^{(0)}_{\dot{\alpha}a} v^L_{\alpha\dot{\alpha}}$ is given by

$$g^{(0)}_{\mu\nu} v^L_{\mu} v^L_{\nu} = - (v^L)^2 = \begin{cases}
\frac{4}{(1-x^2)^2} \left[ x^2 + (x^a v_a)^2 \right] - 1, & \sigma_{\pi} = -1, \\
\frac{4}{(1-x^2)^2} x^a \mathcal{Z}_a^b \left( x_{bc} + ix_{bc} \right) x^c, & \sigma_{\pi} = 1,
\end{cases}$$  \hspace{1cm} (3.34)

where $\mathcal{Z}_{ab} := \frac{1}{2} \epsilon_{abcd} \mathcal{Z}^{cd}$, and $(v^L)^2 = 1 - (v^E)^2$. The corresponding expressions for $\Theta$ are listed in Table 1. We note that for $K = E$ and $K = J$ the corresponding $AdS_4$ Killing vectors $\frac{\partial}{\partial t}$ and $\frac{\partial}{\partial \sigma}$ are

$^{15}$The metric remains well-defined for $x^2 > 1$ such that the regions $x^2 < 1$ and $x^2 > 1$ together yield a single cover of $AdS_4$. 
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globally time-like and space-like, respectively, \(\text{viz.}\)

\[
\left(\frac{\partial}{\partial t}\right) (\frac{\partial}{\partial \tau}) = -(1 + r^2), \quad (\mathbf{X})^2 = -r^2 \tag{3.35}
\]

\[
\left(\frac{\partial}{\partial \rho}\right) (\frac{\partial}{\partial \varphi}) = r^2 \sin^2 \theta, \quad (\mathbf{Y})^2 = 1 + r^2 \sin^2 \theta, \tag{3.36}
\]

here expressed in global spherically-symmetric coordinates. On the other hand, the imaginary Killing vectors corresponding to \(iB\) and \(iP\) have indefinite pseudo-norm, though they are time-like and space-like, respectively, at spatial infinity (of the anti-de Sitter background). The importance of the principal Cartan generators \(K\) stems from the fact that the corresponding \(X_{\alpha\beta}^L\) determines the spacetime behaviour of the generalized (almost) type-D Weyl tensors, as we shall see in Sections 4.3 and 5.

### 3.3 Separation of Twistor-space Variables

In order to separate the dependence of the internal master fields on the twistor variables \(Y\) and \(Z\), one may take them to be elements of the algebra

\[
\Omega_{\{\Sigma\}}(Y \times Z) := \left\{ \mathcal{O}(Y, Z) = \sum_{n,n'} \sum_{k=0,1} P_{n|n'}(Y) \ast \kappa^k \ast \mathcal{O}_{k,|n|n'}(Z) \right\}, \tag{3.37}
\]

where \(\Psi\) refers to a set of generalized projectors \(P_{n|n'} = \pi \bar{\pi}(P_{n|n'})\) assumed to obey \((i = 1, 2)\)

\[
P_{n|n'} \ast P_{m|m'} = \delta_{n',m} P_{n|m'}, \tag{3.38}
\]

with \((n, n')\) being discrete indices, and to form a set that is invariant under the operations \(\pi, \dag\) and \(\tau\) and \(\ast\)-multiplication by \(\kappa \bar{\kappa}\), such that

\[
\pi(P_{n|n'}) =: P_{\pi(n)\pi(n')}, \quad (P_{n|n'})^\dag =: P_{I(n')|I(n)}, \quad \tau(P_{n|n'}) =: P_{\tau(n')|\tau(n)}, \tag{3.39}
\]

\[
P_{n|n'} \ast \kappa \bar{\kappa} =: \kappa \bar{\kappa} P_{n|n'}, \tag{3.40}
\]

with \(\pi^2(n) = I^2(n) = \tau^2(n) = n\) and \((\kappa(n))^2 = 1\). For explicit realizations of generalized-projector algebras, see Appendix F; in particular, for the proof of associativity, see the discussion below Eq. (F.7). The binary product rule in \(\Omega_{\{\Sigma\}}\) takes the form

\[
\mathcal{O} \ast \mathcal{O}' = \sum_{n,n'} P_{n|n'} \ast \left( (\mathcal{O}_0 \ast \mathcal{O}_0' + \mathcal{O}_1 \ast \pi_y(\mathcal{O}_1'))_{n|n'} + \kappa \ast (\mathcal{O}_0 \ast \mathcal{O}'_1 + \mathcal{O}_1 \ast \pi_y(\mathcal{O}_0'))_{n|n'} \right), \tag{3.41}
\]

using the matrix notation

\[
(\mathcal{F}(Z) \ast \mathcal{F}'(Z))_{n|m'} := \sum_{m} (\mathcal{F}(Z))_{n|m} \ast (\mathcal{F}'(Z))_{m|m'}, \quad (1)_{n|m'} := \delta_{n,n'}, \tag{3.42}
\]

\[
(\pi_y(\mathcal{F}(Z)))_{n|m'} := (\mathcal{F}(Z))_{n|n} \ast (\mathcal{F}(Z))_{m|m'}, \quad (\pi_z(\mathcal{F}(Z)))_{n|m'} := \pi((\mathcal{F}(Z))_{n|m'}). \tag{3.43}
\]
In the minimal-bosonic case, it follows from \( \tau \exp(\lambda Y) \) that (2.15) requires the reality condition (2.12) requires
\[
\overline{\Phi}(n,n') = -\Phi(n',n), \quad \overline{\Phi}(n',n') = \Phi(n,n').
\]
The space of solutions covered by the Ansatz contains a subspace consisting of the gauge orbits
\[
\mathcal{B} \equiv \exp_{\xi} [i \theta (\overline{\Phi} \otimes \Phi)] =: \sum_{n,n'} P(n,n') \otimes B(n,n'),
\]
the factorization property (2.24) implies that the Ansatz must obey the matrix equations
\[
\begin{align*}
\dot{\Sigma}_\alpha \oplus \Phi + \Phi \otimes \sigma(\dot{\Sigma}_\alpha) &= 0, & \dot{\Sigma}_\dot{\alpha} \oplus \Phi + \Phi \otimes \sigma(\dot{\Sigma}_{\dot{\alpha}}) &= 0, \\
[\dot{\Sigma}_\alpha, \dot{\Sigma}_\beta]_* &= -2i\epsilon_{\alpha\beta}(1 - \mathcal{B} \otimes \Phi \otimes \sigma(\dot{\Sigma}_\alpha)), & [\dot{\Sigma}_{\dot{\alpha}}, \dot{\Sigma}_{\dot{\beta}}]_* &= -2i\epsilon_{\dot{\alpha}\dot{\beta}}(1 - \mathcal{B} \otimes \Phi \otimes \sigma(\dot{\Sigma}_{\dot{\alpha}})),
\end{align*}
\]
Expanding also \( \dot{\epsilon}'(Y,Z) = \sum_{n,n'} P(n,n') \otimes \dot{\epsilon}(n,n') \), the gauge transformations take the matrix form
\[
\delta \dot{\epsilon} \Phi = -[\dot{\epsilon}, \Phi]_{\sigma}, \quad \delta \dot{\epsilon} \dot{\Sigma}_\alpha = -[\dot{\epsilon}, \dot{\Sigma}_\alpha]_*.
\]
The space of solutions covered by the Ansatz contains a subspace \(^{16}\) consisting of the gauge orbits reached from diagonal solutions obeying
\[
\dot{\Phi}(n,n')(Z) = \delta_{n,n'} \Phi(Z).
\]

\(^{16}\) Whether or not its complement is non-trivial remains to be investigated.
In the perturbative sector, this implies that

\[ (\tilde{V}_\alpha)_{n|n'}(Z) = \delta_{n,n'} V^n_\alpha(Z), \quad (\tilde{\Sigma}_\alpha)_{n|n'}(Z) = \delta_{n,n'} \Sigma^n_\alpha(Z), \]

modulo gauge artifacts. For diagonal solutions we shall use the notation

\[ P_n := P_{n|n}, \quad \tilde{B}_{n|n'} =: \delta_{n,n'} B_n. \]

The resulting partially gauge-fixed equations of motion read

\[ \Sigma^n_\alpha \Phi_n + \Phi_n * \pi_z(\Sigma^n_\alpha) = 0, \quad \tilde{\Sigma}^n_\alpha \Phi_n + \Phi_n * \tilde{\pi}_z(\Sigma^n_\alpha) = 0, \]

\[ [\Sigma^n_\alpha, \Sigma^n_\beta]_* = -2i \epsilon_{\alpha\beta}(1 - B_n \Phi_n \kappa_z), \]

\[ [\tilde{\Sigma}^n_\alpha, \tilde{\Sigma}^n_\beta]_* = -2i \epsilon_{\alpha\beta}(1 - \kappa_n \tilde{B}_n \Phi_n \tilde{\kappa}_z), \]

\[ [\Sigma^n_\alpha, \tilde{\Sigma}^n_\beta]_* = 0. \]

Perturbative expansion in the initial datum

\[ \nu_n := \Phi_n|_{Z=0}, \]

and taking all gauge artifacts that are either $\pi$-odd or non-holomorphic to vanish, leads to a holomorphic Ansatz obeying

\[ \Phi_n = \nu_n, \]

\[ \bar{\partial}_\alpha \Sigma^n_\alpha = 0, \quad \Sigma^n_\alpha = -\pi_z(\Sigma^n_\alpha), \quad \partial_\alpha \tilde{\Sigma}^n_\alpha = 0, \quad \tilde{\Sigma}^n_\alpha = -\tilde{\pi}_z(\Sigma^n_\alpha), \]

\[ [\Sigma^n_\alpha, \Sigma^n_\beta]_* = -2i \epsilon_{\alpha\beta}(1 - B_n \nu_n \kappa_z), \quad [\tilde{\Sigma}^n_\alpha, \tilde{\Sigma}^n_\beta]_* = -2i \epsilon_{\alpha\beta}(1 - \kappa_n \tilde{B}_n \nu_n \tilde{\kappa}_z), \]

which are defined modulo the residual holomorphic gauge transformations

\[ \delta_{\epsilon_n} \Sigma^n_\alpha = [\Sigma^n_\alpha, \epsilon^n]_*, \quad \delta_{\epsilon_n} \tilde{\Sigma}^n_\alpha = [\tilde{\Sigma}^n_\alpha, \epsilon^n]_* , \]

\[ \bar{\partial}_\alpha \epsilon^n = 0, \quad \partial_\alpha \epsilon^n = 0. \]

### 3.4 Deformed Oscillators

The deformed oscillators $(\Sigma^n_\alpha(z), \Sigma^n_\bar{\alpha}(z))$ defined by (3.65) and (3.66) can be obtained explicitly by adapting the $\circ$-product method of [27], later refined in [31] (see also [32]), resulting in the following two steps:

i) using a spin-frame $u^\alpha_\pm$ to split $(u^\alpha_+ u^-_\alpha = 1)$

\[ \Sigma^n_\alpha(z) = u^-_\alpha \Sigma^n_\alpha^+(z) - u^+_\alpha \Sigma^n_\alpha^-(z), \quad [\Sigma^n_\alpha^-, \Sigma^n_\alpha^+]_* = -2i(1 - B_n \nu_n \kappa_z), \]
and representing the Weyl-ordered symbols \([\Sigma^\mp_z(z)]_{\text{Weyl}}, [\Sigma^\pm_d(z)]_{\text{Weyl}}\) by the generalized Laplace transforms \((z^\pm := u^\pm \alpha_{z\alpha}, w_z := z^+ z^-, [z^-, z^+] = -2i)\)

\[
[\Sigma^\mp]_{\text{Weyl}} = u^\pm \alpha \Sigma^\mp = 4z^\pm \int_{-1}^{1} \frac{dt}{(t + 1)^2} f_{\Sigma^\mp}(t) e^{i\sigma_{n} \frac{t-1}{t+1} w_z},
\]

(3.70)

where \((\sigma_n)^2 = 1\) can be chosen independently for each \(n\), and

\[
f_{\Sigma^\mp}(t) := \delta(t - 1) + j_{\Sigma^\mp}(t)
\]

(3.71)

obey the integral equations \([\kappa_z]_{\text{Weyl}} = 2\pi \delta^2(z)\)

\[
4 \int_{-1}^{1} dt \int_{-1}^{1} dt' \frac{f_{\Sigma^\mp}(t) f_{\Sigma^\mp}(t')}{(t + 1)^2} \left[ 1 + i\sigma_{t} \frac{tt' - 1}{tt' + 1} w_z \right] e^{i\sigma_{t} \frac{tt' - 1}{tt' + 1} w_z} = 1 - \bar{B}_{n\nu n}[\kappa_z]_{\text{Weyl}}
\]

(3.72)

ii) inserting \(1 = \int_{-1}^{1} du \delta(tt' - u)\) into the left-hand side of (3.72) and changing order of integration, using

\[
(h_1 \circ h_2)(u) := \int_{-1}^{1} dt \int_{-1}^{1} dt' h_1(t) h_2(t') \delta(tt' - u),
\]

(3.73)

which defines a commutative and associative product on the space of functions on the unit interval, and the representation

\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} e^{-i\sigma_{1}} w_z = \sigma \kappa_z_{\text{Weyl}},
\]

(3.74)

yields the integral equations

\[
(f_{\Sigma^\mp}(f_{\Sigma^\mp}) = \delta(t - 1) - \frac{\sigma_n \bar{B}_{n\nu n}}{2},
\]

(3.75)

with the following solution space for each value of \(n\) (for details, see Appendix G):

\[
f_{\Sigma^\mp}(t) = g_{\sigma}^{\mp(1)} \circ f_{\sigma}, \quad f_{\sigma} = \delta(t - 1) + j_{\sigma}(t),
\]

(3.76)

\[
j_{\sigma}(t) = q_{\sigma}(t) + \sum_{k=0}^{\infty} \lambda_{\sigma,k} p_k(t), \quad q_{\sigma}(t) = -\frac{\sigma_{\bar{B}_{\nu}}}{4} \frac{1}{F_1} \left[ \frac{1}{2}; 2; -\frac{\sigma_{\bar{B}_{\nu}}}{2} \log t^2 \right],
\]

(3.77)

where \(g_{\sigma}\) is a gauge artifact and we use the notation \(g^{\mp(1)} = g\) and \(g^{\mp(1)} \circ g = 1\); \(p_k(t) := (-1)^{k}\delta(k)\) act as projectors in the \(\circ\)-product algebra; and \(\lambda_k\) are given by (G.33) and (G.36).

The first step relies on the fact that if sources \(\rho^{\pm}\) are used to write (in what follows we suppress \(n\))

\[
[\Sigma^\pm]_{\text{Weyl}} = -4i \frac{\partial}{\partial \rho^\pm} \int_{-1}^{1} \frac{dt}{t + 1} f_{\sigma}(t) e^{i\sigma_{t} \rho^{\pm}(t)} \left[ \sigma(t - 1) w_z + \rho^+ z^+ + \rho^- z^- \right] \bigg|_{\rho^\pm = 0},
\]

(3.78)

\(^{17}\)For the (anti-)normal-ordered forms of the deformed oscillators, see Appendix G.
then the space of generalized Laplace transforms over \([-1, 1]\) with sources is closed under the \(\ast\)-product, as can be seen from the following \(\ast\)-product formula in the Weyl-order:

\[
\frac{1}{t+1} e^{t+1} (\sigma(t) - 1) w_z + \rho^+ z^+ + \rho^- z^-
\ast \frac{1}{t+1} e^{t+1} (\sigma(t') - 1) w_z + \rho^+ z^+ + \rho^- z^-
= \frac{1}{2(t+1)} e^{t+1} \left( \sigma(i) w_z + \rho^+ z^+ + \rho^- z^- - \frac{1}{2} \rho^+ \rho^- + \frac{1}{2} \rho^- \rho^+ - \frac{i}{2} \rho^- \rho^+ - \sigma \frac{1}{2} \rho^+ \rho^- + \frac{i}{2} \rho^- \rho^+ - \sigma \frac{1}{2} \rho^+ \rho^- \right),
\]

where thus the induced map \((t, t') \in [-1, 1] \times [-1, 1] \rightarrow \tilde{t} \in [-1, 1]\). In particular,

\[
\left[ \frac{1}{(t+1)^2} e^{i \sigma \frac{t}{t+1} w_z}, \frac{1}{(t'+1)^2} e^{i \sigma \frac{t'}{t'+1} w_z} \right] = -\frac{i}{2(t+1)^2} \left( 1 + i \sigma \frac{t - 1}{t + 1} w_z \right) e^{i \sigma \frac{t-1}{t+1} w_z}.
\]

In the second step, letting \(h(u) := (f_{\sigma} \circ f_{\sigma}^+(u))\), Eq. (3.72) implies

\[
4 \int_{-1}^{1} \frac{du}{(u + 1)^2} h(u) \left[ 1 + i \sigma \frac{u - 1}{u + 1} w_z \right] e^{i \sigma \frac{u-1}{u+1} w_z} = 1 - 2\pi B \nu \delta^2(z),
\]

that in view of (3.74) admits the unique solution

\[
h(u) = \delta(u - 1) - \frac{\sigma B \nu}{2},
\]

such that Eq. (3.72) is equivalent to the \(\circ\)-product equation (3.75), which is solvable essentially due to the commutative and associative nature of \(\circ\). We also note that the presentation (3.74) is compatible with \(\kappa_z \ast f(z) = f(-z) \ast \kappa_z, \kappa_z \ast \kappa_z = 1, \tau(\kappa_z) = -\kappa_z\) and \(\kappa_y \ast \kappa_z = \tilde{\kappa}\), and that the fact that \(g_{\sigma}\) contains gauge artifacts follows by using holomorphic gauge parameters in (3.67) of the form

\[
\epsilon_{\sigma}(z) = \int_{-1}^{1} \frac{dt}{1 - t^2} \tilde{\epsilon}_{\sigma}(t) e^{i \sigma \frac{t-1}{t+1} w_z},
\]

which induce

\[
\delta \epsilon_{\sigma} f_{\sigma}^\pm(t) = \pm \frac{\sigma}{2} (\tilde{\epsilon}_{\sigma} \circ f_{\sigma}^\pm)(t).
\]

### 3.5 Three inequivalent embeddings of complexified Heisenberg algebras

As we shall see below, generalized projectors obeying (3.38) with \(n = (n_1, n_2) \in (Z + \frac{1}{2}) \times (Z + \frac{1}{2})\) can be obtained by taking

\[
(w_i - n_i) \ast P_{n | n'} = 0, \quad P_{n | n'} \ast (w_i - n'_i) = 0,
\]

where \(w_i\) are the shifted number operators of the mutually-commuting complexified Heisenberg algebras \((i, j = 1, 2, \varepsilon, \varepsilon' = \pm, \varepsilon' = \pm + 1)\)

\[
[y_i^\varepsilon, y_j^\varepsilon'] = \varepsilon \varepsilon' \delta_{ij}.
\]

The latter can be realized as \((\sigma, \sigma') = \pm\)

\[
y_1^\varepsilon = (2i) \frac{1}{2} U_{\alpha}^\varepsilon Y_{\alpha}^\varepsilon \varepsilon^\varepsilon, \quad y_2^\varepsilon = (2i) \frac{1}{2} U_{\alpha}^\varepsilon Y_{\alpha}^{-\varepsilon, -\varepsilon}, \quad Y_{\alpha}^{\sigma, \sigma'} := (\Pi_{\sigma, \sigma'})_{\alpha}^{\beta} Y_{\beta},
\]
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using rank-one projectors \( (\Pi_{+})_{\alpha_{\beta}} := (\Pi_{+})_{\alpha_{\beta}} = (\Pi_{-})_{\alpha_{\beta}} = -(\Pi_{-})_{\alpha_{\beta}} \) given by products of commuting rank-two projectors \( (q = \pm) \)

\[
(\Pi_{(q)})_{\alpha_{\beta}} := \frac{1}{2} \left( C_{\alpha_{\beta}} + i\sigma K^{(q)}_{\alpha_{\beta}} \right) = -(\Pi_{(q)})_{\alpha_{\beta}},
\]

where \( K^{(q)}_{\alpha_{\beta}} = K^{(q)}_{\beta_{\alpha}} \in \mathfrak{sp}(4; \mathbb{C}) \) obey

\[
K^{(q)}_{\alpha_{\beta}} K^{(q)}_{\gamma_{\delta}} = -\delta_{\alpha_{\gamma}}, \quad [K^{(q)}, K^{(q')}_{\alpha_{\beta}}]_{\gamma_{\delta}} = 0.
\]

The commutation relations between the one-dimensional oscillators obtained above read

\[
[Y_{\alpha}^{\sigma}, Y_{\beta}^{\tau}]_{\alpha_{\beta}} = 2i \delta_{\sigma, -\tau} \delta_{\sigma', -\tau'} (\Pi_{\alpha})_{\alpha_{\beta}},
\]

whose independent components are \( [Y_{\alpha}^{\sigma}, Y_{\beta}^{\tau}]_{\alpha_{\beta}} = 2i(\Pi_{\alpha})_{\alpha_{\beta}} \) and \( [Y_{\alpha}^{\sigma}, Y_{\beta}^{\tau}]_{\alpha_{\beta}} = 2i(\Pi_{\alpha})_{\alpha_{\beta}} \).

The corresponding shifted number operators can thus be written as

\[
N_{\alpha_{\beta}} = \frac{1}{2i} (\Pi_{\alpha})_{\alpha_{\beta}} Y_{\alpha}^{\sigma} \star Y_{\beta}^{\tau} = \frac{1}{2i} \left[ C_{\alpha_{\beta}} Y_{\alpha}^{\sigma} \star Y_{\beta}^{\tau} - N^{\sigma, -\sigma'} \right],
\]

\[
[N_{\alpha_{\beta}} Y_{\alpha}^{\sigma}, Y_{\beta}^{\tau}]_{\alpha_{\beta}} = \delta_{\sigma, \tau} \delta_{\sigma', \tau'} Y_{\alpha}^{\sigma} \star Y_{\beta}^{\sigma'} - \delta_{\sigma, \tau} \delta_{\sigma', \tau'} Y_{\alpha}^{\sigma} \star Y_{\beta}^{\sigma'},
\]

and one can identify related Cartan sub-algebras

\[
h := \{K_{(+)}, K_{(-)}\} \in \mathfrak{sp}(4; \mathbb{C}), \quad K_{(q)} = \frac{1}{8} K^{(q)}_{\alpha_{\beta}} Y_{\alpha}^{\sigma} \star Y_{\beta}^{\tau},
\]

as

\[
K_{(q)} := \frac{1}{2} (w_{2} + qw_{1}), \quad w_{1} := N^{+, -}, \quad w_{2} := N^{+, +}.
\]

Using the basis \( M_{AB} = (M_{AB})^{\dagger} \) defined in (A.3) and \( (\alpha_{\beta}, \gamma_{\delta}) = -\eta_{\alpha_{\alpha}} \eta_{\beta_{\beta}} C_{\alpha_{\beta}}, \) one finds that (3.90) admits the following solutions modulo \( Sp(4; \mathbb{R}) \) rotations:

\[
h = \{E, J\}, \quad h = \{J, iB\}, \quad h = \{iB, iP\},
\]

where \( E := P_{0} = M_{00}, J := M_{12}, B := M_{03} \) and \( P := M_{01} = P_{1}. \)

### 3.6 Projectors and kinematical conditions on deformation parameters

For a given \( h \cong \mathfrak{so}(2)+ \oplus \mathfrak{so}(2)- \) with generators \( K_{(\pm)} = \frac{1}{2}(w_{2} \pm w_{1}) \), a set of projectors\(^{18}\)

\[
P_{n_{1}, n_{2}}(w_{1}, w_{2}) \text{ obeying } (n_{i} \in \mathbb{Z} + \frac{1}{2})
\]

\[
P_{n_{1}, n_{2}} \star P_{n'_{1}, n'_{2}} = \delta_{n_{1} n'_{1}} \delta_{n_{2} n'_{2}} P_{n_{1}, n_{2}}, \quad (w_{1} - n_{1}) \star P_{n_{1}, n_{2}} = 0,
\]

\(^{18}\)The \( * \)-product formalism refers \textit{a priori} to bi-modules rather than separate left- and right-modules; the latter types of modules can be introduced by associating the complexified Heisenberg algebras to state spaces

\[
(\mathcal{F}_{i}^{n})_{+} = (\mathcal{F}_{i}^{n})^{+} \oplus (\mathcal{F}_{i}^{n})^{-}, \quad (\mathcal{F}_{i}^{n})_{-} = \left\{ |\omega n\rangle_{i} := \frac{(\omega n - \frac{1}{2})!}{\sqrt{(\omega - \frac{1}{2})!}} |\omega n\rangle_{i} \right\}_{n \in \mathbb{N} + \frac{1}{2}},
\]
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are given by products of two (commuting) sets of projectors, \( \text{viz. } P_{n_1,n_2} = P_{n_1}(w_1) \star P_{n_2}(w_2), \) with auxiliary closed-contour integral realization (F.11) subject to the prescription that \( \star \)-products are to be performed prior to the auxiliary integrals. As shown in Appendix F, this regular presentation ensures the orthogonality conditions in (3.97) simply via a change of variable (see Eq. (F.7)) while preserving associativity. More precisely, if \( \epsilon_1 \epsilon_1' = 1 = \epsilon_2 \epsilon_2' \) then the auxiliary integrals in the quantity \( P_{n_1,n_2} \star P_{n_1',n_2'} \) can be performed before the \( \star \)-product, and the projectors can hence be presented without the former as in (F.11) and (F.29). On the other hand, if \( \epsilon_1 \epsilon_1' = -1 \) or \( \epsilon_2 \epsilon_2' = -1 \) then the non-integral presentation leads to a divergent \( \star \)-product. The divergence can be traced back to the one arising in the \( \star \)-product \( \left[ 2e^{-2w_i} \right]_{\text{Weyl}} \star \left[ 2e^{2w_i} \right]_{\text{Weyl}} \) between the non-integral presentations of the ground-state and anti-ground-state projectors, as can be seen from Eq. (F.5) for \( s = 1 = -s' \).

The projectors \( P_{n_1,n_2} \) have rank one in the sense that \( Tr(P_{n_1,n_2}) = 1 \). With the exception of the (anti-)ground-state projectors \( (q = \epsilon_1 \epsilon_2) \)

\[
P_{\epsilon_1,\epsilon_2} = P_{\epsilon_2}(K(q)) = \left[ 4 \exp \left( \mp \frac{\epsilon_2}{2} \sum_{\alpha} \frac{K^{(q)}_{\alpha \beta}}{\alpha \beta} \right) \right]_{\text{Weyl}} = \left[ 4 e^{\mp 4 \epsilon_2 K(q)} \right]_{\text{Weyl}},
\]

which depend only on the principal Cartan generator, the projectors \( P_{n_1,n_2} \) depend on both \( K(+) \) and \( K(-) \) and are hence \( h \)-invariant. We refer to the latter and to the solutions built on them as being biaxially symmetric (or axisymmetric) in the sense that they are invariant under two commuting rotations in the five-dimensional embedding space. The rank-\( |n| \) projectors \( P_n(K(q)) (n \in \{ \pm 1, \pm 2, \ldots \} \) are given by the sum of \( |n| \) rank-one projectors as in (F.22) and have regular presentations given by the integral realization (F.29). They depend only on the principal Cartan generator \( K(q) \) and are therefore invariant under the centralizer \( \mathfrak{sp}(4;\mathbb{C})(K(q)) \cong \mathfrak{so}(2;\mathbb{C}) \oplus \mathfrak{so}(3;\mathbb{C}) \). We shall refer to these projectors and to the solutions built on them as being symmetry-enhanced axisymmetric solutions, or just symmetry-enhanced for simplicity.

The phase-factors \( \kappa_n \) defined in (3.40) are given by

\[
\kappa_n = (-1)^{|n_1|+|n_2|-1} \kappa(K(\epsilon_1 \epsilon_2)),
\]

where \( \kappa(K(\epsilon_1 \epsilon_2)) \) are collected in Table 1. As for the various discrete maps acting on \( P_n \) we refer

where \( y_i' \star \frac{1}{2} \) define the (anti-)ground state of the (anti-)Fock space and \( (w_i - n_i) \star |n_i\rangle = 0 \). The resulting total state space \( \mathcal{F}^b := \mathcal{F}_1^b \otimes \mathcal{F}_2^b \) thus decomposes under \( \mathfrak{sp}(4;\mathbb{C}) \) into

\[
\mathcal{F}^b = \bigoplus_{\epsilon_1, \epsilon_2 = \pm} (\mathcal{F}^b)^{\epsilon_1, \epsilon_2}, \quad (\mathcal{F}^b)^{\epsilon_1, \epsilon_2} := (\mathcal{F}_1^b)^{\epsilon_1} \otimes (\mathcal{F}_2^b)^{\epsilon_2}.
\]

Introducing dual spaces \( (\mathcal{F}^b)^* \) consisting of states \( i\langle n | \) obeying \( i\langle n | \star |m\rangle = \delta_{n,m} \), generated from dual ground states obeying \( i\langle \frac{1}{2} | \star y_i' = 0 \), one may realize \( (\epsilon_i := n_i/|n_i|) \)

\[
P_{n_1,n_2} = |n_1,n_2\rangle \langle n_1,n_2| = \frac{(\epsilon_1)^{n_1-\frac{1}{2}}(\epsilon_2)^{n_2+\frac{1}{2}}}{([n_1]-\frac{1}{2})!([n_2]-\frac{1}{2})!} (y_1^{n_1}|n_1|-\frac{1}{2}(y_2^{n_2}|n_2|+\frac{1}{2} \star |\frac{\epsilon_1}{2}, \frac{\epsilon_2}{2}\rangle (\frac{\epsilon_1}{2}, \frac{\epsilon_2}{2}) \star (y_1^{n_1}|n_1|-\frac{1}{2}(y_2^{n_2}|n_2|-\frac{1}{2}))},
\]

which can be converted into a proper \( \star \)-product realization by first converting \( |\epsilon_1, \epsilon_2\rangle (\frac{\epsilon_1}{2}, \frac{\epsilon_2}{2}). \)
Table 1: Properties of ground-state projectors. The signs $\sigma_\pi$ and $\sigma_\tau$ are defined above Eq. (3.23) and the signs $\kappa(K)$ are defined by $4 e^{4\pi K} \times \kappa_{\eta} = \kappa(K) e^{4\pi K}$ and evaluated in Appendix F using Gaussian integration. The centralizers leave $\Theta(X^4)$ invariant, as becomes manifest in the global embedding coordinates $X^A$ obeying $\eta_{AB}X^AX^B = -1$. In global spherical coordinates, one has $\sqrt{(X^1)^2 + (X^2)^2 + (X^3)^2} = r$ and $\sqrt{(X^0)^2 + (X^0)^2 - (X^3)^2} = \sqrt{1 + r^2 \sin^2 \theta}$ (see Appendix A).

The manifolds $M_2(g_3)$ are two-dimensional maximally-symmetric foliations with rank-3 isometry algebras $g_3$. While the foliations are unique for the solutions with principal Cartan generators $E$ and $J$ (with corresponding Killing vectors having definite pseudo-norm everywhere), the solutions based on $iB$ and $iP$ generators (with Killing vector fields having indefinite pseudo-norm, see Section 3.2) have different local foliates, i.e., the hyperbolic spacetime $H_2$ and the two-dimensional de Sitter spacetime $dS_2$ in the regions where $(X^3)^2 - (X^0)^2 + 1 > 0$ and $(X^3)^2 - (X^0)^2 + 1 < 0$ or $(X^1)^2 - (X^0)^2 + 1 > 0$ and $(X^1)^2 - (X^0)^2 + 1 < 0$ respectively.

Table 2: Properties of rank-one projectors. The Cartan generators $K_{(\pm)} := \frac{1}{2}(w_2 \pm w_1)$, such that $w_1 = K_{(+)} - K_{(-)}$ and $w_2 = K_{(+)} + K_{(-)}$. The phase factors $\kappa_{n_1,n_2}$ are defined by $P_{n_1,n_2} \times \kappa_{\eta} = \kappa_{n_1,n_2} P_{n_1,n_2}$. The signs $\sigma_\pi$ and $\sigma_\tau$ are defined above Eq. (3.23) and the signs $\kappa(K)$ are defined by $4 e^{4\pi K} \times \kappa_{\eta} = \kappa(K) e^{4\pi K}$ and evaluated in Appendix F using Gaussian integration. The centralizers leave $\Theta(X^4)$ invariant, as becomes manifest in the global embedding coordinates $X^A$ obeying $\eta_{AB}X^AX^B = -1$. In global spherical coordinates, one has $\sqrt{(X^1)^2 + (X^2)^2 + (X^3)^2} = r$ and $\sqrt{(X^0)^2 + (X^0)^2 - (X^3)^2} = \sqrt{1 + r^2 \sin^2 \theta}$ (see Appendix A).

The manifolds $M_2(g_3)$ are two-dimensional maximally-symmetric foliations with rank-3 isometry algebras $g_3$. While the foliations are unique for the solutions with principal Cartan generators $E$ and $J$ (with corresponding Killing vectors having definite pseudo-norm everywhere), the solutions based on $iB$ and $iP$ generators (with Killing vector fields having indefinite pseudo-norm, see Section 3.2) have different local foliates, i.e., the hyperbolic spacetime $H_2$ and the two-dimensional de Sitter spacetime $dS_2$ in the regions where $(X^3)^2 - (X^0)^2 + 1 > 0$ and $(X^3)^2 - (X^0)^2 + 1 < 0$ or $(X^1)^2 - (X^0)^2 + 1 > 0$ and $(X^1)^2 - (X^0)^2 + 1 < 0$ respectively.

Table 2: Properties of rank-one projectors. The Cartan generators $K_{(\pm)} := \frac{1}{2}(w_2 \pm w_1)$, such that $w_1 = K_{(+)} - K_{(-)}$ and $w_2 = K_{(+)} + K_{(-)}$. The phase factors $\kappa_{n_1,n_2}$ are defined by $P_{n_1,n_2} \times \kappa_{\eta} = \kappa_{n_1,n_2} P_{n_1,n_2}$.
\[ \mathcal{P}_n(K) \]

| Non-minimal models | Minimal models |
|-------------------|----------------|
| \( K = E \)      | \( \nu_n = \imath^n \mu_n \) | \( \mu_n = (-1)^{n+1} \mu_{-n} \) |
| \( K = J \)      | \( \nu_n = \imath^{n+1} \mu_n \) | \( \mu_n = (-1)^{n+1} \mu_{-n} \) |
| \( K = iB \)    | \( (\nu_n)^* = (-1)^n \nu_{-n} \) | \( \nu_n = \imath^{n+1} \mu_n \), \( \mu_n = (-1)^{n+1} \mu_{-n} \) |
| \( K = iP \)    | \( (\nu_n)^* = (-1)^{n+1} \nu_{-n} \) | \( \nu_n = \imath^n \mu_n \), \( \mu_n = (-1)^{n+1} \mu_{-n} \) |

Table 3: Reality properties of the deformation parameters \( \nu_n \) for different types of rank-\( n \), symmetry-enhanced projectors \( \mathcal{P}_n(K_{(q)}) \). \( \mu_n \) are real parameters.

which implies

\[
\nu_{n_1,n_2} = \begin{cases} 
\imath^{n_1+n_2} \mu_{n_1,n_2}, & \mathfrak{h} = \{E,J\} \\
(-1)^{n_1+n_2+1} \nu_{n_2,n_1}^*, & \mathfrak{h} = \{J,iB\} \\
(-1)^{n_1+n_2} \nu_{-n_1,-n_2}^*, & \mathfrak{h} = \{iB,iP\}
\end{cases}
\] (3.104)

where \( \mu_{n_1,n_2} \) are real constants. We note that the ranges of \( n_1 \) and \( n_2 \) are identical for \( \mathfrak{h} = \{J,iB\} \) and separately symmetric around zero for \( \mathfrak{h} = \{iB,iP\} \). Moreover, from Eq. (3.104) it follows that if the principal Cartan generator is imaginary then the master fields must contain Fock-space as well as anti-Fock-space projectors which requires the regular presentation based on the auxiliary closed-contour integrals, as discussed above.

In the minimal-bosonic models, the \( \tau \)-projection (3.49), that is, \( \nu_{n_1,n_2} = -\nu_{-n_1,-n_2} \), implies that

\[
\mathfrak{h} = \{E,J\} : \nu_{n_1,n_2} = \imath^{n_1+n_2} \mu_{n_1,n_2}, \quad \mu_{n_1,n_2} = (-1)^{n_1+n_2+1} \mu_{-n_1,-n_2}, \quad (3.105)
\]

\[
\mathfrak{h} = \{J,iB\} : \nu_{n_1,n_2} = (-1)^{n_1+n_2+1} \nu_{n_2,n_1}^*, \quad \mu_{n_1,n_2} = (-1)^{n_1+n_2} \nu_{-n_2,-n_1}^*, \quad (3.106)
\]

\[
\mathfrak{h} = \{iB,iP\} : \nu_{n_1,n_2} = \imath^{n_1+n_2+1} \mu_{n_1,n_2}, \quad \mu_{n_1,n_2} = (-1)^{n_1+n_2+1} \mu_{-n_1,-n_2}, \quad (3.107)
\]

requiring the auxiliary closed-contour presentation of the projectors in all cases.

In the symmetry-enhanced case, it follows from

\[
(\mathcal{P}_n(E))^\dagger = \mathcal{P}_n(E), \quad (\mathcal{P}_n(J))^\dagger = \mathcal{P}_n(J), \quad (\mathcal{P}_n(iB))^\dagger = \mathcal{P}_{-n}(iB), \quad (\mathcal{P}_n(iP))^\dagger = \mathcal{P}_{-n}(iP),
\] (3.108)

that the deformation parameters \( \nu_n \) in non-minimal models must obey

\[
\nu_n = \begin{cases} 
\imath^n \mu_n, & \text{for } \mathcal{P}_n(E) \\
\imath^{n+1} \mu_n, & \text{for } \mathcal{P}_n(J) \\
(-1)^n \nu_{-n}^*, & \text{for } \mathcal{P}_n(iB) \\
(-1)^{n+1} \nu_{-n}^*, & \text{for } \mathcal{P}_n(iP)
\end{cases}
\] (3.109)

where \( \mu_n \) are real constants. In the minimal-bosonic cases, it follows from \( \nu_n = -\nu_{-n} \) that \( \nu_n = \imath^{n+1} \mu_n \) for \( \mathcal{P}_n(iB) \), and that \( \nu_n = \imath^n \mu_n \) for \( \mathcal{P}_n(iP) \), and that \( \mu_n = (-1)^{n+1} \mu_{-n} \) in all cases; see Table 3 for a
summary of these results. Concerning the need for closed-contour presentations of the projectors, the same considerations hold as in the biaxially symmetric case.

As for the internal connection, the reality conditions (3.48) implies

\[
(V_{\alpha}^{n_1,n_2})^\dagger = \begin{cases} 
-\bar{V}_{\alpha}^{n_1,n_2}, & \mathfrak{g} = \{E, J\} \\
-\bar{V}_{\alpha}^{n_2,n_1}, & \mathfrak{g} = \{J, iB\} \\
-\bar{V}_{\alpha}^{n_1,-n_2}, & \mathfrak{g} = \{iB, iP\}
\end{cases}
\] (3.110)

and, in the symmetry-enhanced cases,

\[
(V_{\alpha}^n)^\dagger = \begin{cases} 
-\bar{V}_{\alpha}^n, & \text{for } \mathcal{P}_n(E) \text{ and } \mathcal{P}_n(J) \\
-\bar{V}_{\alpha}^{-n}, & \text{for } \mathcal{P}_n(iB) \text{ and } \mathcal{P}_n(iP)
\end{cases}
\] (3.111)

In the minimal-bosonic models, the \(\tau\)-condition implies

\[
\tau(V_{\alpha}^n) = -iV_{\alpha}^{-n}. \quad (3.112)
\]

### 3.7 Summary of Internal Solution and Minimal-Bosonic Projection

In summary, the diagonal internal solution is given explicitly by

\[
\tilde{\Phi}' = \sum_{n \in (\mathbb{Z}+\frac{1}{2})^2} \nu_n P_n * \kappa_y, \quad \tilde{S}_\alpha' = Z_\alpha - 2i \sum_{n \in (\mathbb{Z}+\frac{1}{2})^2} P_n * V_{\alpha}^n,
\] (3.113)

where \(\nu_n\) are complex coefficients; the projectors are given in Weyl-order (see [42] and Appendix F) by \((n = (n_1, n_2); \varepsilon_i = n_i/|n_i|)\)

\[
[P_n]^{\text{Weyl}} = 4(-1)^{|n_1|+|n_2|} \int_{C(\varepsilon_1)} \frac{ds_1}{2\pi i} (s_1 + 1)^{n_1-\frac{1}{2}} \int_{C(\varepsilon_2)} \frac{ds_2}{2\pi i} (s_2 - 1)^{n_2-\frac{1}{2}} e^{-4\hat{K}(s_1,s_2)}, \quad (3.114)
\]

\[
\hat{K} = \frac{1}{2}(s_1 w_1 + s_2 w_2) = \frac{1}{2}(s_1 + s_2)K(+) + \frac{1}{2}(s_2 - s_1)K(-)
\] (3.115)

\[
= \frac{1}{8}(y^\alpha y^\beta z_{\alpha\beta} + \bar{y}^\dot{\alpha} \bar{y}^\dot{\beta} \bar{z}_{\dot{\alpha}\dot{\beta}} + 2y^\alpha \bar{y}^\dot{\beta} \bar{v}_{\alpha\dot{\beta}}) ;
\] (3.116)

and \(V_{\alpha}^n = (V_{\alpha}^n(z), \bar{V}_{\alpha}^n(\bar{z}))\) with holomorphic part given in symmetric gauge and Weyl order by

\[
[V_{\alpha}^n]^{\text{Weyl}} = 2iz_\alpha \int_{1}^{1} \frac{dt}{(t + 1)^2} J_n(t)e^{i\sigma_n \frac{t-1}{t+1} z^+ \bar{z}^-}, \quad (3.117)
\]

\[
J_n(t) = q_n(t) - 2 \sum_k \theta_n k \left[ 1 - \frac{1 - (-1)^k}{2} \left( 1 - \sqrt{1 - \frac{\sigma_n B_n^k}{1+k}} \right) \right] p_k(t), \quad (3.118)
\]

\[
q_n(t) = -\frac{\sigma_n B_n^k}{4} _1F_1 \left[ \frac{1}{2}, 2; \frac{\sigma_n B_n^k}{2} \log \frac{1}{t^2} \right], \quad p_k(t) = \frac{(-1)^k}{k!} \delta(k)(t), \quad (3.119)
\]
where \( \sigma_n \in \{ \pm 1 \} \) and \( \theta_{n,k} \in \{ 0, 1 \} \). In minimal-bosonic models, the internal connection

\[
\hat{S}_n^{(\text{min})} = Z_n - 2i \sum_{n \in (\mathbb{Z} + \frac{1}{2})^2} (1 + i\tau)(P_n \ast V_n^n), \tag{3.120}
\]

which can be written equivalently as

\[
\hat{S}_n^{(\text{min})} = Z_n - 2i \sum_{n \in (\mathbb{Z} + \frac{1}{2})^2} P_n \ast V_n^n, \quad \nu_n = -\nu_n, \quad \sigma_n = -\sigma_n, \tag{3.121}
\]

as can be seen from \((V_n^n(\nu_n, \sigma_n) := V_n^n) \)

\[
i\tau (P_n \ast V_n^n(\nu_n, \sigma_n)) = P_n \ast V_n^n(-\nu_n, -\sigma_n) = P_n \ast V_n^n(\nu_n, -\sigma_n). \tag{3.122}
\]

The \( \ast \)-product compositions \((\sigma, k, \kappa, m \in \mathbb{N}) \)

\[
(\hat{\kappa} \ast \hat{\kappa})^{\ast} \ast \left( \hat{\Phi} \ast \hat{\kappa} \right)^{\ast} \ast \hat{\Phi} \ast \hat{\kappa} \ast \hat{S}_n^{(\text{min})} \ast \cdots \ast \hat{S}_n^{(\text{min})} \in \hat{A}_{\text{diag}} \tag{3.123}
\]

\[
\hat{A}_{\text{diag}} := \left\{ \sum_n P_n(Y) \ast \sum_{i,j,j'} V_{i,j,j'}^n(z) \ast V_{i,j,j'}^n(z) \ast (\kappa_1) \ast (\kappa_2) \ast (\kappa_3) \ast (\kappa_4) \ast (\kappa_5) \ast (\kappa_6) \right\}, \tag{3.124}
\]

\[
V_{i,i,j,j'}^n := \int_{-1}^{t+1} \Delta_{i,i,j,j'}^n(t; \partial^{(\rho)}) \left[ \frac{1}{e^{t+1}(\sigma(t)z^+ + \rho^+_z + \rho_z^+)} \right] \text{Weyl}, \tag{3.125}
\]

where for each fixed \( n \), the operators

\[
\Delta_{i,i,j,j'}^n(t; \partial^{(\rho)})(t) := \sum_{p=0}^{\infty} \left. f_{i,i,j,j'}^{\alpha_1 \cdots \alpha_p}(t) \partial^{(\rho)}_{\alpha_1} \cdots \partial^{(\rho)}_{\alpha_p}(\cdot) \right|_{\rho_i=0} \tag{3.126}
\]

belong to a space with the commutative and associative composition rule

\[
\left( \Delta(\partial^{(\rho)}) \circ \Delta'(\partial^{(\rho)}) \right)(t) := \sum_{p,p'=0}^{\infty} \left. (f_{p}^{\alpha_1 \cdots \alpha_p} \circ f_{p'}^{\alpha_1 \cdots \alpha_{p'} \cdots \alpha_{p'}})(t) \partial^{(\rho)}_{\alpha_1} \cdots \partial^{(\rho)}_{\alpha_{p+p'}\cdots}(\cdot) \right|_{\rho=0}. \tag{3.127}
\]

The \( \ast \)-product compositions of elements in \( \hat{A}_{\text{diag}} \) thus involve

\[
V(z; \sigma) \ast V'(z; \sigma) = \int_{-1}^{t} dt \int_{-1}^{t'} dt' \frac{1}{2(t+1)} \Delta(t; \partial^{(\rho)}) \Delta'(t'; \partial^{(\rho)}) \left[ \frac{1}{e^{t+1}(\sigma(t)z^+ + \rho^+_z + \rho^+_z)} \right] \text{Weyl}, \tag{3.128}
\]

where \( \tilde{t} = \tilde{t}' \) and \( \tilde{\rho}^\pm \) are defined in (3.80). Rearranging

\[
\frac{1}{2} \left[ \Delta(t; \partial^{(\rho)}) \Delta'(t'; \partial^{(\rho')}) \left[ \frac{1}{e^{t+1}(\rho^+_z + \rho^+_z)} \right] \right] \text{Weyl}
\]

\[
\Delta(t; \partial^{(\rho)}) \Delta'(t'; \partial^{(\rho')}) \left[ \frac{1}{e^{t+1}(\rho^+_z + \rho^+_z)} \right] \text{Weyl}, \tag{3.129}
\]
where $f_p^{I_1\cdots I_p}(t)$ and $f_p^{I_1\cdots I_p}(t')$ are linear combinations of $f_p^{\alpha_1\cdots\alpha_p}(t)$ and $f_p^{\alpha_1\cdots\alpha_p}(t')$, respectively, with coefficients given by finite polynomials in $t$ and $t'$, yields

$$V(z;\sigma) \ast V'(z;\sigma) = \sum I \int_{-1}^{1} \frac{dt}{t+1} \left( \Delta^I(\partial(\rho)) \Phi \Delta^I(\partial(\rho)) \right)(t) \left[ \frac{e^{t\gamma(t-1)z^+z^-+\rho^+z^-+\rho^-z^-}}{\hbar} \right]_{Weyl}. \tag{3.130}$$

As the the $\Delta$-operators form a well-defined $\circ$-product algebra, which is associative by construction, and as the projector algebra spanned by $P_n$ is associative as well, using the prescription based on regular presentations spelled out in Appendix F (for details, see analysis below Eq. (F.7)), it follows that $\hat{A}_{diag}$ is an associave $\ast$-product algebra. Viewed as elements of $\Omega^{[0]}(Y \times Z)$, the Weyl-ordered symbols of the elements in $\hat{A}_{diag}$ have singularities at hyper-planes $y \equiv \sigma_0 \bar{y}$ while if $J$ is principal then $\Phi_{Weyl}$ is singularity-free. In order to exhibit the singularities in the deformed oscillators, we use\(^\dagger\) \((\hat{v}_{\hat{a}} = v_{\hat{a}})\)

$$\hat{O} := \left[ e^{\frac{1}{2}(y^\alpha \beta \gamma_{\alpha \beta} + \sigma \varphi \gamma_{\alpha \beta} + g^\alpha \beta \gamma_{\alpha \beta})} \right]_{Weyl} \ast \left[ e^{\frac{1}{2}(t \gamma(t-1)z^\alpha \beta D_{\alpha \beta} + \rho^\alpha \beta I_{\alpha \beta})} \right]_{Weyl}$$

$$= \frac{1}{\sqrt{2G^2}} \left[ e^{\frac{1}{2}(y^\alpha \beta \gamma_{\alpha \beta} + \sigma \varphi \gamma_{\alpha \beta} + g^\alpha \beta \gamma_{\alpha \beta})} \right]_{Weyl} \ast \left[ e^{\frac{1}{2}(t \gamma(t-1)z^\alpha \beta D_{\alpha \beta} + \rho^\alpha \beta I_{\alpha \beta})} \right]_{Weyl}, \tag{3.133}$$

where the $\hat{N}^+$-order is defined in Appendix B, and

$$D_{\alpha \beta} := 2u_{(\alpha} u_{\beta)}, \quad I_{\alpha \beta} := u_{\alpha} u_{\beta} + u_{\beta} u_{\alpha}, \tag{3.134}$$

$$G_{\alpha \beta} := \bar{z}^{-1}_{\alpha} + i \sigma \frac{t-1}{t+1} D_{\alpha \beta}, \quad b^\alpha := i \left[ y^\alpha + y^\beta \gamma_{\alpha \beta} \bar{z} \gamma_{\alpha} + \frac{1}{t+1} \left( \sigma(t-1)z^\alpha D_{\beta} + \rho^\beta I_{\beta} \right) \right], \tag{3.135}$$

and we recall that $G_{\alpha \beta}^{-1} = \frac{G_{\beta \alpha}}{G^2}$ with $G^2 := \frac{1}{2} G_{\alpha \beta} G_{\alpha \beta}$ and

$$\frac{1}{\sqrt{G^2}} = \frac{(t+1)\sqrt{2}}{\sqrt{(t+1)^2 - \sigma(t-1)z^\alpha \beta D_{\alpha \beta} + \bar{z}^2(t-1)^2}}. \tag{3.136}$$

From the limit

$$\left[ \hat{O} \right]_{\hat{N}^+_{\beta=\bar{z}=0}} = e^{\frac{1}{2}(y^\alpha \beta \gamma_{\alpha \beta} + \sigma(t-1)a^\alpha a^\beta D_{\alpha \beta} + 2\rho^\alpha a^\beta I_{\alpha \beta})}, \quad a_\alpha := z_\alpha + i \gamma_{\alpha} \gamma_{\beta} \bar{y}_\beta, \tag{3.137}$$

\(^\dagger\)The related basic $\ast$-product lemma reads ($yA \gamma := y^\alpha A_{\alpha} \beta y_{\beta}$ and $uy := u^\alpha y_\alpha$ idem $zBz$ and $vz$)

$$\left[ e^{\frac{1}{2}yA \gamma} \right]_{Weyl} \ast \left[ e^{\frac{1}{2}zBz + vz} \right]_{Weyl} = \left( 1 + A_{\alpha} \beta B_{\alpha \beta} + A^2 B^2 \right)^{-\frac{1}{2}} e^{uy + vz + izu + iu^2 + 1/2 \bar{y}(A + A^2 B)(z + i(z + B - A^2 B^2) z - 2\bar{y}(AB - A^2 B)^2)}, \tag{3.132}$$

where $A^2 = \frac{1}{2} A_{\alpha} \beta B_{\alpha \beta}$ idem $B$, and $\tilde{y} = y + iv$ and $\tilde{z} = z - iv.$
it follows that if $E$ is principal then the contribution to $\tilde{S}_\alpha'$ from the ground-state projector $P_1(E) \equiv P_{\frac{1}{2}, \frac{1}{2}}$ contains a singularity of the form $(\sigma \equiv \sigma_{\frac{1}{2}, \frac{1}{2}})$

$$\left[\tilde{S}^{\pm}_{\frac{1}{2}, \frac{1}{2}, \sigma}\right]^{\tilde{N}^+} \sim P_1(E)\alpha^{\pm} \int_{-1}^{1} \frac{dt}{(t+1)^{2}} j_{\frac{1}{2}, \frac{1}{2}, \sigma}^{\pm}(t)e^{-2\pi a^{\pm}a^{-}} \sim P_1(E)\frac{1}{a^{+}}, \quad (3.138)$$

where the last step is based on performing analytical continuation on the twistor-space variables. Similarly, taking the limit $\tilde{c}_{\alpha\bar{\alpha}} = 0 = \tilde{v}_{\alpha\alpha}$ one finds that if $J$ is principal ($\kappa_{\alpha\beta} = i\mathcal{D}_{\alpha\beta}$) then the contribution to $\tilde{S}_\alpha'$ from the ground-state projector $P_1(J) \equiv P_{-\frac{1}{2}, \frac{1}{2}}$ depends on the sign of $\sigma \equiv \sigma_{-\frac{1}{2}, \frac{1}{2}}$; for $\sigma = +1$ one has $G^2 = 4(t+1)^{-2}$ and

$$\left[\tilde{S}^{\pm}_{-\frac{1}{2}, \frac{1}{2}, \sigma=+}(y, \bar{y}, z)\right]^{\tilde{N}^+} \sim P_1(J)\alpha^{\pm} e^{-ia^{+}a^{-}} \int_{-1}^{1} dt J_{-\frac{1}{2}, \frac{1}{2}, \sigma=+} [\tilde{\mathcal{O}}'(t, y, \bar{y}, z)]^{\tilde{N}^+}, \quad (3.139)$$

where $[\tilde{\mathcal{O}}'(t, y, z)]^{\tilde{N}^+}$ is real-analytic in $(t, y, \bar{y}, z)$, and hence $\left[\tilde{S}^{\pm}_{-\frac{1}{2}, \frac{1}{2}, \sigma=+}(y, \bar{y}, z)\right]^{\tilde{N}^+}$ is real-analytic in $(y, \bar{y}, z)$; for $\sigma = -1$ one has $G^2 = 4t^2(t+1)^{-2}$ and the pole at $t = 0$ gives rise to an algebraic singularity.

### 4 Spacetime-dependent Master Fields

This section contains the analysis of the spacetime-dependent master fields $(\tilde{\Phi}_*(K), \tilde{S}_*(K)\alpha, \tilde{W}_*(K))$ obtained from the internal solution $(\tilde{\Phi}', \tilde{S}'_\alpha)$ via the gauge function $\tilde{L}_*(K)$. We shall first demonstrate that if $\tilde{L}_*(K)$ is chosen as to align the spin-frames in $\mathcal{Y}$ and $\mathcal{Z}$ then the internal connection $\tilde{S}_*(K)\alpha$ and spacetime connection $\tilde{W}_*(K)\mu$ become singularity-free in an extended region $\mathcal{R}_{\text{Conn}}$ of spacetime. Finally, we show that the Weyl zero-form $\tilde{\Phi}_*(K)$ is finite in a region $\mathcal{R}_{\text{Weyl}} \supset \mathcal{R}_{\text{Conn}}$. We also note that the combination of the Ansatz (3.113) and the $K$-adapted gauge function leads to an internal connection $\tilde{S}_\alpha$ that is not given in the twistor gauge (D.7) used for the perturbative analysis of Vasiliev’s equations discussed in Appendix D.

#### 4.1 Internal Connection

##### 4.1.1 Alignment of Spin-frames and Absence of Singularities

Using the gauge-function (3.4), the internal connection, given by the third equation in (2.67), takes the form

$$\tilde{S}_*(K)\alpha = (\tilde{L}_*(K))^{-1} \ast \tilde{S}'_\alpha \ast \tilde{L}_*(K) = (\tilde{L}_*(K))_\alpha^\beta z_\beta - 2i \sum_n P_n^L \ast \tilde{V}_n^*(K)\alpha, \quad (4.1)$$

\(^{20}\)The physical meaning of singularities in the spacetime and twistor-space connections, which may very well be gauge artifacts, can be addressed by examining observables depending on $(\tilde{S}_\alpha, \tilde{S}'_\alpha)$ (see Section 2.4.1); we leave this issue for future work.
where the $L$-rotated projector ($\varepsilon_i = n_i/|n_i|$, $q = \varepsilon_1 \varepsilon_2$)

$$P^L_n = 4(-1)^{|n_1|+|n_2|-1} \oint_{C(\varepsilon_1)} \frac{ds_1 (s_1 + 1)^{n_1 - \frac{1}{2}}}{2\pi i (s_1 - 1)^{n_1 + \frac{1}{2}}} \oint_{C(\varepsilon_2)} \frac{ds_2 (s_2 + 1)^{n_2 - \frac{1}{2}}}{2\pi i (s_2 - 1)^{n_2 + \frac{1}{2}}} \left[ e^{-4\tilde{K}^+(s_1,s_2)} \right]_{\text{Weyl}}, \quad (4.2)$$

$$\tilde{K}^L = L^{-1} \ast \tilde{K} \ast L = \frac{1}{2}(s_1 + s_2)K^L_{(+)} + \frac{1}{2}(s_2 - s_1)K^L_{(-)} = \frac{1}{2}(y^\alpha y^\beta \tilde{x}^L_{\alpha \beta} + \tilde{y}^\alpha y^\beta \tilde{x}^L_{\alpha \beta} + 2y^\alpha y^\beta \tilde{y}^L_{\alpha \beta}), \quad (4.3)$$

$$\tilde{x}^L_{\alpha \beta} = \varepsilon_2 \tilde{x}^L_{(+)\alpha \beta} + \frac{1}{2}(s_1 - \varepsilon_1) \left( \tilde{x}^L_{(+)\alpha \beta} - \tilde{x}^L_{(-)\alpha \beta} \right) + \frac{1}{2}(s_2 - \varepsilon_2) \left( \tilde{x}^L_{(+)\alpha \beta} + \tilde{x}^L_{(-)\alpha \beta} \right), \quad (4.4)$$

and the $\tilde{L}(K)$-rotated internal connection

$$\tilde{V}^n_{(K)\alpha} := (\tilde{L}(K))^{-1} \ast V^n_{\alpha} \ast \tilde{L}(K), \quad (4.5)$$

Defining $\tilde{S}^\pm := u^{\pm \alpha} \tilde{S}^\alpha_{\alpha}$, one has

$$\tilde{S}^\pm_{(K)} := (\tilde{L}(K))^{-1} \ast S^\pm \ast \tilde{L}(K) = \tilde{z}^\pm_{(K)} - 2i \sum_n P^L_n \ast \tilde{V}^n_{(K)} \quad (4.6)$$

where $\tilde{z}^\pm_{(K)} := (\tilde{L}(K))^{-1} \ast z^\pm \ast \tilde{L}(K) = \tilde{u}^{\pm \alpha}_{(K)} z_{\alpha}$, using the $K$-aligned spin-frame $\tilde{U}(K)$ defined by (3.26), i.e. $\tilde{u}^{\pm \alpha}_{(K)} := u^{\pm \beta}(\tilde{L}(K))^{-\beta \alpha}$, and

$$\left[ \tilde{V}^n_{(K)} \right]_{\text{Weyl}} = 2i \tilde{z}^\pm_{(K)} \int_{-1}^1 \frac{dt}{(t+1)^2} j^\pm_n(t) e^{i \sigma_n t \pm \tilde{I}(K) \tilde{z}^\pm_{(K)}} \quad (4.7)$$

The internal connection can be represented using a source as

$$\left[ \tilde{V}^n_{(K)} \right]_{\text{Weyl}} = 2 \frac{\partial}{\partial \rho^\pm} \int_{-1}^1 \frac{dt}{t+1} j^\pm_n(t) e^{i \sigma_n t \pm \tilde{I}(K) \tilde{z}^\pm_{(K)}} e^{i \sigma_n (t-1) (z^{(+)\alpha \beta} \tilde{D}_{(K)\alpha \beta} + 2\rho^\alpha \beta \tilde{I}(K) \tilde{I}_{(K)\alpha \beta})} \bigg|_{\rho = 0}, \quad (4.8)$$

$$\tilde{D}_{(K)\alpha \beta} := \left( \tilde{u}^{\pm \alpha}_{(K)} \tilde{u}^{\mp \beta}_{(K)} + \tilde{u}^{\mp \alpha}_{(K)} \tilde{u}^{\pm \beta}_{(K)} \right)_{\alpha \beta}, \quad (4.9)$$

From Eq. (3.133), which implies that

$$\left[ \tilde{S}^\pm_{(K)} \right]_{\text{Weyl}} = -16i \sum_n (-1)^{|n_1|+|n_2|-1} \int_{C(\varepsilon_1)} \frac{ds_1 (s_1 + 1)^{n_1 - \frac{1}{2}}}{2\pi i (s_1 - 1)^{n_1 + \frac{1}{2}}} \int_{C(\varepsilon_2)} \frac{ds_2 (s_2 + 1)^{n_2 - \frac{1}{2}}}{2\pi i (s_2 - 1)^{n_2 + \frac{1}{2}}} \left[ e^{-4\tilde{K}^+(s_1,s_2)} \right]_{\text{Weyl}} \quad (4.10)$$

with $G_{\alpha \beta} = (\tilde{x}^L)^{1 \alpha \beta} + i \sigma_n\tilde{I}_{(K)\alpha \beta}$ and

$$b^\alpha = i \left[ y^\alpha + y^{\bar{\alpha}} \tilde{L}^\alpha (\tilde{x}^L)^{1 \bar{\alpha} \beta} + \frac{1}{t+1} \left( \sigma(t-1) z^\beta \tilde{D}_{(K)\beta}^\alpha + \rho^\beta \tilde{I}_{(K)\beta}^\alpha \right) \right], \quad (4.11)$$
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and the prescription for the closed contours (see Appendix F), it follows that if one chooses a definite $q$-value, say $K = K_q$, then

$$\hat{x}^L_{\alpha\beta} \hat{D}_{(K)\alpha\beta} = -2\varepsilon_2 \Theta + O(s_1 - \varepsilon_1, s_2 - \varepsilon_2) , \quad (\hat{x}^L)^2 = -\Theta^2 + O(s_1 - \varepsilon_1, s_2 - \varepsilon_2) , \quad (4.12)$$

and the potential singularities in the integral representation of $\hat{S}^\pm_K$ are shifted to the zeroes of

$$(t + 1)^2 - i\sigma_n(t^2 - 1)\hat{x}^L_{\alpha\beta} \hat{D}_{(K)\alpha\beta} + (\hat{x}^L)^2(t - 1)^2 \quad (4.13)$$

$$(t + 1)^2 + 2i\sigma_n\epsilon_2 \Theta(t^2 - 1) - \Theta^2(t - 1)^2 + O(s_1 - \varepsilon_1, s_2 - \varepsilon_2) \quad (4.14)$$

$$(1 + i\sigma_n\epsilon_2 \Theta)(t + 1) - 2i\sigma_n\epsilon_2 \Theta) + O(s_1 - \varepsilon_1, s_2 - \varepsilon_2) , \quad (4.15)$$

Moreover, the same shift of the pole in $t = -1$ takes place in the exponent of (4.10); for the spherically-symmetric case, see (4.21) and (4.24). Thus the symbol $[\hat{S}^\pm_{(K)}]_{\tilde{N}^+}$ is real-analytic in $Y$ and $Z$ if $K = E$ and $\Theta > 0$ or if $K = J$ and $\sigma_n\epsilon_2 > 0$ (in which case $-i\Theta = \sqrt{1 + \tilde{T}^2} \geq 1$), while if $K = J$ and $\sigma_n\epsilon_2 < 0$, then there remains a singularity at $t \in [0, 1]$ for all values of $Y$ and $[\hat{S}^\pm_{(K)}]_{\tilde{N}^+}$ is non-analytic in $Y$ and $Z$ for any $x$. If $K = iB$ and $K = iP$ then $\Theta$ is indefinite and there is a finite region of spacetime in which $\Theta$ is real and hence $[\hat{S}^\pm_{(K)}]_{\tilde{N}^+}$ is real-analytic in $Y$ and $Z$.

### 4.1.2 Spherically symmetric case

The rotation (4.3)-(4.4) of the generators for solutions based on the $(E, J)$ Cartan pair proceeds as follows (see also Appendix E). Using the conventions in Appendix A, it follows from $K_{(+)} = E = \frac{1}{2} q^\alpha (\sigma_0)_{\alpha\beta} \tilde{y}^\beta$ that $x_{(E)\alpha\beta} = 0$ and $v_{(E)\alpha\beta} = u^+_{\alpha\beta} + u^-_{\alpha\beta}$. In stereographic coordinates, the $L$-rotated Killing two-form and Killing vector read

$$x^L_{(E)\alpha\beta} = \frac{2x^\alpha}{1-x^2} (\sigma_0)_{\alpha\beta} , \quad v^L_{(E)\alpha\beta} = (\sigma_0)_{\alpha\beta} - \frac{i}{1-x^2} x^\alpha [\sigma_4]_{\alpha\beta} . \quad (4.16)$$

$E^L$ can be brought to a spin-frame $\tilde{u}^\pm_{(E)\alpha}(x)$ in which it takes the canonical form (see Appendix E)

$$x^L_{(E)\alpha\beta} = r \tilde{D}_{(E)\alpha\beta} , \quad \tilde{u}^L_{(E)\alpha\beta} = \sqrt{1 + \tilde{r}^2} \tilde{f}_{(E)\alpha\beta} , \quad (4.17)$$

$$\tilde{D}_{(E)\alpha\beta} = \tilde{u}^+_{(E)\alpha} \tilde{u}^-_{(E)\beta} + \tilde{u}^-_{(E)\alpha} \tilde{u}^+_{(E)\beta} , \quad \tilde{f}_{(E)\alpha\beta} = \tilde{u}^+_{(E)\alpha} \tilde{u}^+_{(E)\beta} + \tilde{u}^-_{(E)\alpha} \tilde{u}^-_{(E)\beta} . \quad (4.18)$$

expressed in spherical coordinates. Similar operations can be repeated for $K_{(-)} = J$ (see Appendix E for the details). Note however that in general $x_{(+)}$ and $x_{(-)}$ are both type-$(1,1)$ but have different principal spinors. This in particular means that on the $E$-adapted spin-frame $\tilde{u}^\pm_{(E)\alpha}$ $J$ takes a non-canonical form and, in spherical coordinates, the resulting $\tilde{K}^L$ for the solutions based on the $(E, J)$

---

\[^{21}\text{We recall that choosing a principal Cartan generator } K = K_q \text{ selects a spin-frame } (\tilde{u}^+_{(K_q)}, \tilde{u}^-_{(K_q)}) \text{ adapted to it, } \text{i.e. such that the matrix } K^{(q)L}_{\alpha\beta} \text{ assumes the corresponding canonical form given in Appendix E (see also Table 1 and (3.23) for the definition of } \Theta).\]
Cartan pair reads \( q = \varepsilon_1 \varepsilon_2 = 1; \eta := \frac{1}{2}(s_1 + s_2) \approx \varepsilon_2; \) and \( \zeta = \frac{1}{2}(s_2 - s_1) \approx 0 \)

\[
\begin{align*}
\dot{z}^L_{\alpha\beta} &= (\eta r + i\zeta \cos \theta) \tilde{D}(E)_{\alpha\beta} + \zeta \sqrt{1 + r^2} \sin \theta \tilde{L}(E)_{\alpha\beta}, \\
\dot{v}^L_{\alpha\beta} &= \eta \sqrt{1 + r^2} \tilde{T}(E)_{\alpha\beta} + \zeta r \sin \theta \tilde{S}(E)_{\alpha\beta},
\end{align*}
\]

(4.19) (4.20)

with \( \tilde{T}(E)_{\alpha\beta} := (\tilde{u}^+(E) \tilde{u}^+(E) + \tilde{u}^-(E) \tilde{u}^-(E))_{\alpha\beta} \) and \( \tilde{S}(E)_{\alpha\beta} := (\tilde{u}^+(E) \tilde{u}^- + \tilde{u}^-(E) \tilde{u}^+(E))_{\alpha\beta} \), while \( \tilde{D}(E)_{\alpha\beta} \) and \( \tilde{L}(E)_{\alpha\beta} \) are defined in (4.9).

For instance, the solution with \( n_1 = n_2 = \frac{1}{2} \) and \( \sigma := \frac{\sigma_1 + \sigma_2}{2} \), corresponding to the spherically symmetric ground state, reads

\[
\begin{align*}
\left[ \hat{S}_K^+ \right]_{\tilde{N}^+} &= \hat{z}^\pm + 32 \left[ \hat{z}^\pm \pm i \hat{y}^\pm + i \sqrt{1 + r^2} \hat{y}^\pm \right] \int_{-1}^1 \frac{dt}{(t + 1 + i\sigma r(t-1))^2} \frac{j^\pm_1(t)}{1} \times \\
&\times \exp \left\{ \frac{1}{t + 1 + i\sigma r(t-1)} \left[ -r(t + 1)\hat{y}^+ \hat{y}^- + \hat{y}^+ \hat{y}^- (i\sigma(t-1) - r(t+1)) - (t+1)\sqrt{1 + r^2} (\hat{y}^+ \hat{y}^- + \hat{y}^- \hat{y}^+) \\ + i\sigma(t-1)\hat{z}^+ \hat{z}^- + \sigma r(t-1) (\hat{y}^- \hat{z}^+ - \hat{y}^+ \hat{z}^-) + \sigma(t-1) \sqrt{1 + r^2} (\hat{y}^+ \hat{z}^- - \hat{y}^- \hat{z}^+) \right] \right\} .
\end{align*}
\]

(4.21)

For higher symmetry-enhanced projectors \( \mathcal{P}_n(E) \) it is convenient to use the integral representation (F.29) in (4.6), and one has

\[
\zeta = 0, \quad \dot{z}^L_{\alpha\beta} = \eta \dot{x}^L_{(E)\alpha\beta} = \eta r \tilde{D}(E)_{\alpha\beta}, \quad \dot{v}^L_{\alpha\beta} = \eta v^L_{(E)\alpha\beta} = \eta \sqrt{1 + r^2} \tilde{T}(E)_{\alpha\beta},
\]

(4.22)

and the corresponding solutions can be conveniently cast into a more compact form using the following generalization of the modified oscillators of [34]:

\[
\hat{a}_\alpha(\eta) := z_\alpha + i(\dot{z}^L_{\alpha\beta} y_\beta + \dot{v}^L_{\alpha\beta} \tilde{y}_\beta), \quad [\hat{a}_\alpha, \hat{a}_\beta]^\star = -2i\epsilon_{\alpha\beta}(1 + \eta^2).
\]

(4.23)

The general spherically-symmetric internal connection can thus be written as \((\varepsilon = n/|n|)\)

\[
\left[ \hat{S}_K^+ \right]_{\tilde{N}^+} = \hat{z}^\pm + 4 \sum_{n=\pm 1, \pm 2, \ldots} (-1)^n \frac{1 + \varepsilon}{2} \int_{-1}^1 dt J^+_n(t) \int_{C(\varepsilon)} \frac{d\eta}{2\pi i(t + 1 + i\sigma r(t-1))^2} \left( \frac{\eta + 1}{\eta - 1} \right)^n \times \tilde{u}^{\alpha\pm\alpha}_{\alpha\beta} \mathcal{P}_1(\eta E^L) e \frac{i\sigma(t-1)}{2(t+1+i\sigma r(t-1))} \delta^{\alpha\beta} \hat{a}_\alpha \hat{a}_\beta .
\]

(4.24)

In particular, for \( n = 1, \ i.e. \ n_1 = n_2 = \frac{1}{2}, \) the solution (4.21) can be cast in the simpler form

\[
\left[ \hat{S}_K^+ \right]_{\tilde{N}^+} = \hat{z}^\pm + 8 \mathcal{P}_1(E^L) \hat{a}^\pm \int_{-1}^1 \frac{dt}{(t + 1 + i\sigma r(t-1))^2} \frac{j^\pm(t)}{1} e \frac{i\sigma(t-1)}{t+1+i\sigma r(t-1)} \hat{a}^+ \hat{a}^-. 
\]

(4.25)

where \( \hat{a}^\pm := \hat{a}^{\alpha\pm} |_{\eta=1} \) coincide with the modified oscillators of [34], obeying \( z_\alpha \star P_{1/2} = a_\alpha P_{1/2} \). Notice that, as anticipated, the internal connection for the spherically-symmetric case may only diverge in \( r = 0 \), as the form of the Weyl tensors (5.9) suggests.
4.2 Lorentz-covariant spacetime gauge-field generating function

We shall now show that the generating function \( \widehat{W}_{(K)\mu}(x|Y) = \Omega^{(0)}_{\mu} + \hat{L}_{(K)}^{-1} * \partial_{\mu} \hat{L}_{(K)} - \hat{K}_{(K)\mu} \),

\[
(4.26)
\]
where \( \Omega^{(0)}_{\mu} = \epsilon^{(0)}_{\mu} + \omega^{(0)}_{\mu} \) is the AdS\(_4\) one-form connection (3.12)-(3.13), has the property of being non-singular for generic spacetime points. From (2.51) it follows that \( \hat{K}_{(K)\mu} \) contains terms that are linear as well as bilinear in \( \hat{V}_{(K)\alpha} \). The former have already been examined and shown to possess the aforementioned property, while the latter contain new structures of the form \( \hat{V}_{(K)(\alpha} * \hat{V}_{(K)\beta)} \). In the adapted spin-frame, the “self-replication” formula (3.79) implies

\[
[V_{\pm}^{n} * V_{\pm}^{n}]^{\text{Weyl}} = 2 \frac{\partial}{\partial \rho^{\pm}} \frac{\partial}{\partial \rho^{\pm}} \int_{-1}^{1} \int_{-1}^{1} dt \int_{-1}^{1} dt' \frac{1}{t + 1} j_{n}^{n,\sigma_{n}(t)} j_{n}^{n,\sigma_{n}(t')} \times \left. \frac{1}{e^{t+1}(\sigma_{n}(t-1)z^{+}z^{-} + \hat{e}^{+}z^{+} + \hat{e}^{-}z^{-} - \frac{1}{2} \rho^{+}\rho^{-} + \frac{1}{2} \rho^{+}\rho^{+}} \right|_{\rho = \rho' = 0}, \tag{4.27}
\]

which shows that the previous considerations for \( \hat{V}_{(K)\alpha} \) still apply. Thus, conjugation by \( \hat{L}_{(K)} \) and \(*\)-multiplication by \( P_{n}^{L} \) shifts the singularity out of the homotopy integration domain; in the cylindrically-symmetric case, this restricts \( \sigma_{n} \), as found above. Thus, the spacetime gauge fields inherit the regular behaviour at generic spacetime points of the twistor-space connection.

In the case of spherically symmetric solutions, which arise for \( K = E \), and recalling that \( \epsilon_{\alpha\beta} = \bar{a}_{\alpha} \bar{u}_{\beta} - \bar{a}_{\alpha} u_{\beta} \), where from now on the gauge index \( (E) \) is suppressed, one has

\[
\hat{K}_{\mu}(Z, Y|x) = \frac{1}{4i} \left( \omega^{+}_{\mu} \hat{M}^{-} + \omega^{-}_{\mu} \hat{M}^{+} - 2\omega^{+}_{\mu} \hat{M}^{+} \right) - \text{h.c.}, \tag{4.28}
\]

with

\[
\begin{align*}
\left[ \hat{M}^{+} \right]^{\tilde{N}_{+}} & = \tilde{y}^{+} \tilde{y}^{+} + \sum_{n=\pm 1, \pm 2, \ldots} 8(-1)^{n-1} \left( \frac{1}{2} \right) \int_{C(e)} \frac{dn}{2\pi i} \left( \eta + 1 \right)^{n} \frac{1}{(\eta - 1)} \mathcal{P}_{1}(\eta E^{L}) (\mathcal{F} - \mathcal{G}) \tilde{a}^{+} \tilde{a}^{+},
\left[ \hat{M}^{-} \right]^{\tilde{N}_{-}} & = \tilde{y}^{-} \tilde{y}^{-} + \sum_{n=\pm 1, \pm 2, \ldots} 8(-1)^{n-1} \left( \frac{1}{2} \right) \int_{C(e)} \frac{dn}{2\pi i} \left( \eta + 1 \right)^{n} \frac{1}{(\eta - 1)} \mathcal{P}_{1}(\eta E^{L}) (\mathcal{F} - \mathcal{G}') \tilde{a}^{-} \tilde{a}^{-},
\left[ \hat{M}^{+} \right]^{\tilde{N}_{+}} & = \tilde{y}^{+} \tilde{y}^{-} - \sum_{n=\pm 1, \pm 2, \ldots} 8(-1)^{n-1} \left( \frac{1}{2} \right) \int_{C(e)} \frac{dn}{2\pi i} \left( \eta + 1 \right)^{n} \frac{1}{(\eta - 1)} \mathcal{P}_{1}(\eta E^{L}) \left[ (\mathcal{Q} + \mathcal{F}) \tilde{a}^{+} \tilde{a}^{-} - \eta (\mathcal{P} + \mathcal{R}) \right],
\end{align*}
\]

\[\]
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where we have defined the following functions of the modified number operator $\tilde{a}^+\tilde{a}^-$,

$$
\mathcal{F}(\tilde{a}^+\tilde{a}^-; \eta; r) = \int_{-1}^{1} dt \int j^n(t) \frac{t + 1}{\chi^3} e^{\frac{i\sigma_n(t-1)}{\chi} \tilde{a}^+\tilde{a}^-},
$$

(4.32)

$$
\mathcal{G}(\tilde{a}^+\tilde{a}^-; \eta; r) = \int_{-1}^{1} dt \int j^n(t) \int_{-1}^{1} dt' j^n(t') \frac{(t'-1)(1+\sigma_n) + (t-1)(1-\sigma_n) + 2 e^{\frac{i\sigma_n(t-1)}{\chi} \tilde{a}^+\tilde{a}^-}}{\chi^3},
$$

(4.33)

$$
\mathcal{G}'(\tilde{a}^+\tilde{a}^-; \eta; r) = \int_{-1}^{1} dt \int j^n(t) \int_{-1}^{1} dt' j^n(t') \frac{(t-1)(1+\sigma_n) + (t'-1)(1-\sigma_n) + 2 e^{\frac{i\sigma_n(t-1)}{\chi} \tilde{a}^+\tilde{a}^-}}{\chi^3},
$$

(4.34)

$$
\mathcal{P}(\tilde{a}^+\tilde{a}^-; \eta; r) = \int_{-1}^{1} dt \int j^n(t) \frac{e^{\frac{i\sigma_n(t-1)}{\chi} \tilde{a}^+\tilde{a}^-}}{\chi^2},
$$

(4.35)

$$
\mathcal{Q}(\tilde{a}^+\tilde{a}^-; \eta; r) = \int_{-1}^{1} dt \int j^n(t) \int_{-1}^{1} dt' j^n(t') \frac{\tilde{t} + 1}{\chi^3} e^{\frac{i\sigma_n\tilde{t}}{\chi} \tilde{a}^+\tilde{a}^-},
$$

(4.36)

$$
\mathcal{R}(\tilde{a}^+\tilde{a}^-; \eta; r) = \int_{-1}^{1} dt \int j^n(t) \int_{-1}^{1} dt' j^n(t') \frac{e^{\frac{i\sigma_n(t-1)}{\chi} \tilde{a}^+\tilde{a}^-}}{\tilde{t} \chi^2}.
$$

(4.37)

with $\chi := t + 1 + i\sigma_n\eta r(t - 1)$ and $\tilde{\chi} := \tilde{t} + 1 + i\sigma_n\eta (\tilde{t} - 1)$. Performing the integrals over $(\eta, t, t')$ yields a generating function of spacetime gauge fields that is real-analytic in $Y$ and $Z$ at $Y = Z = 0$ for positive $r$. At $r = 0$, there are contributions from the integration close to $t = -1$ and $\tilde{t} = -1$ that are singular at $\tilde{y} = 0, \eta = \pm 1, \eta r = \pm i\tilde{y}^\mp 0$. We leave the issue of possible corresponding divergencies in the spacetime gauge fields, to be read off in the twistor gauge, for future studies.

### 4.3 Weyl Zero-Form Master Field

Using the gauge function (3.4), the Weyl zero-form master field in (2.67) takes the following form in the case of the diagonal solutions given by (3.44), (3.56)-(3.58):

$$
\tilde{\Phi}_{(K)}(x|Y, Z) = \sum_n \nu_n P^L_n(Y) \ast \kappa_y,
$$

(4.38)

where we use the notation $P^L_n(Y) \equiv L^{-1}(x|Y) \ast P_n(Y) \ast L(x|Y)$ introduced in (3.6) and we have used $\tilde{L}_{(K)}^{-1} \ast \pi(\tilde{L}_{(K)}) = L^{-1}(x|Y) \ast \tilde{L}_{(K)}^{-1}(z|Z) \ast P_n(Y) \ast \kappa_y \ast \tilde{L}_{(K)}(z|Z) \ast \pi_y(L(x|Y)) = P^L_n(Y) \ast \kappa_y$. We note that in the $K$-gauge the full zero-form $\tilde{\Phi}_{(K)}$ does not depend on $Z$, viz.

$$
\tilde{\Phi}_{(K)} = \tilde{\Phi}_{(K)}|_{Z=0} =: \Phi_{(K)}.
$$

(4.39)

Recalling the definitions in (4.2)-(4.4) and using the $\ast$-product lemma

$$
e^{-\frac{1}{2}Y^\alpha \Omega_{\alpha\beta} Y^\beta} \ast \kappa_y = \frac{1}{\sqrt{z^2}} \exp \left\{ \frac{i}{2} y^\alpha \chi^{-1}_\alpha y^\beta - \frac{i}{2} y^\beta \chi^{-1}_\beta y^\alpha + i y^\alpha \chi^{-1}_\alpha \chi^{-1}_\beta y^\beta \right\} \left[ \exp \left\{ \frac{i}{2} y^\alpha \chi^{-1}_\alpha y^\beta - \frac{i}{2} y^\beta \chi^{-1}_\beta y^\alpha + i y^\alpha \chi^{-1}_\alpha \chi^{-1}_\beta y^\beta \right\} \right]_{\text{Weyl}},
$$

(4.40)
for matrices $M_{\alpha\beta} \in \mathfrak{sp}(4;\mathbb{C})$, which admit the decomposition (3.17), and $\varkappa^2 := \det \varkappa = \frac{1}{2} \varkappa^{\alpha\beta} \varkappa_{\alpha\beta}$ and $\varkappa_{\alpha\beta}^{-1} = -\varkappa^{-2} \varkappa_{\alpha\beta}$, one obtains

$$
\left[ \hat{\Phi}(K) \right]_{\text{Weyl}}^{\alpha\beta} = 4 \sum_{n_1, n_2} \nu_{n_1, n_2} (-1)^{|n_1|+|n_2|-1} \int_{C(e_1)} \frac{ds_1}{2\pi i} \frac{(s_1 + 1)^{n_1-\frac{1}{2}}}{(s_1 - 1)^{n_1+\frac{1}{2}}} \int_{C(e_2)} \frac{ds_2}{2\pi i} \frac{(s_2 + 1)^{n_2-\frac{1}{2}}}{(s_2 - 1)^{n_2+\frac{1}{2}}} \sqrt{(\tilde{\varkappa})^2} \times 
\exp \left\{ \frac{1}{2} y^{\alpha}(\tilde{\varkappa}_L)^{\alpha\beta} - \frac{1}{2} \tilde{\varkappa}^{\alpha\beta} \left[ (\tilde{\varkappa}_L)^{\alpha\beta} - (\tilde{\varkappa}_R)^{\alpha\beta} \right] \right\},
$$

where $\tilde{\varkappa}_L^{\alpha\beta} = \frac{1}{2}(s_2 + s_1)\varkappa_{(+)\alpha\beta} + \frac{1}{2}(s_2 - s_1)\varkappa_{(-)\alpha\beta}$, idem for $\tilde{\varkappa}_R^{\alpha\beta}$ and $\tilde{\varkappa}_L^{\alpha\beta}$.

The expression of the Weyl master field simplifies for the special superpositions of axisymmetric solutions corresponding to the rank-n projectors $P_n(E)$ and $P_n(J)$ defined in (F.28) and (F.29), yielding $\mathfrak{so}(2) \oplus \mathfrak{so}(3)$-symmetric and $\mathfrak{so}(2) \oplus \mathfrak{so}(2,1)$-symmetric solutions. These depend on a single $AdS$ generator, $K_{(+) or K_{(-)}$, the $L$-rotation of which maintains the property that $(K^2)^{\alpha\beta}_{(+)} = -C_{\alpha\beta}$, which means that the corresponding $AdS$ Killing vector $v^L_{\alpha\beta}$ is hypersurface-orthogonal, as explained in Section 3.2. As shown in [35] in a pure gravity context, this property carries over to the corresponding Killing vector of the black-hole solution obtained by consistent deformation of the AdS Killing equation – and the so-obtained black hole is therefore static. Extending this criterion to the higher-spin theory, as in [1], one can therefore refer to the solutions based on the symmetry-enhanced projectors as static. The corresponding Weyl master zero-form reads

$$
\hat{\Phi}(K) = 2 \sum_{n=\pm 1, \pm 2, \ldots} (-1)^{n-1+\epsilon} \nu_n \int_{C(e)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n e^{-4\eta \kappa^L_{(q)} \ast \kappa^y} ,
$$

where $\epsilon = n/|n|$ and $q = \pm$. Using the lemma (4.40) together with the hypersurface-orthogonality condition for $v^L_{\alpha\beta}$ (i.e., the second equation in (3.19)) this can be written as

$$
\left[ \hat{\Phi}(K) \right]_{\text{Weyl}}^{\alpha\beta} = \frac{2}{(\varkappa^{L}_{(q)})^2} \sum_{n=\pm 1, \pm 2, \ldots} (-1)^{n-1+\epsilon} \nu_n \int_{C(e)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n \times 
\exp \left\{ \frac{1}{\eta} \left[ \frac{1}{2} y^{\alpha}(\varkappa^{L}_{(q)})^{-1}_{\alpha\beta} y^{\beta} + \frac{1}{2} \tilde{\varkappa}^{\alpha\beta} (\varkappa^{L}_{(q)})^{-1}_{\alpha\beta} \tilde{\varkappa}^{\gamma} + i y^{\alpha} \tilde{\varkappa}^{\beta} \right] \right\} .
$$

Note the dependence on the inverse square root of $\varkappa^{L}_{(q)}$, both in (4.41) and (4.43), appearing in the prefactor and in the exponent (through $\varkappa^{L}_{(q)}^{-1}_{\alpha\beta}$). This recovers the result in (3.131), in the sense that for the solutions based on $\pi$-odd principal Cartan generators $(E$ and $iP)$, for which $(\varkappa_{(q)})_{\alpha\beta} = 0$ and the diagonal blocks in $K^L_{(q)}$ vanish for $x^\mu = 0$, the internal, $x$-independent Weyl master zero-form $\hat{\Phi}$ has a delta-function-like behaviour in twistor space. The latter is thus softened by the spacetime dependence introduced via the gauge-function, and in particular $\sqrt{(\varkappa^{L}_{(q)})^2}$ appears as the parameter of a limit representation of the delta function.
5 Weak-field Analysis: Weyl Tensors in Asymptotic Regions

In regions where \((\tilde{\Phi}, \tilde{V}_\mu)\) approach their vacuum values, i.e. vanish, the full non-abelian theory can be approximated by its abelian free-theory limit, in which it makes sense to assign physical meaning to individual Weyl tensors of fixed spin, including a physical scalar field. One can check that the latter is always real, for both the axisymmetric and the symmetry-enhanced solutions, due to the reality properties imposed on the deformation parameters that are collected in (3.104) and in Table 3 (note that the reality conditions may also constrain the ranges of \((n_1, n_2)\) and \(n\)). In this section we extract the Weyl zero-form component fields in the \(K\)-adapted gauge and examine their nature, focusing on the solutions depending on \(E\) and \(J\). We defer to a future publication a more thorough study of the individual Weyl tensors as well as of the electric/magnetic duality connecting the solutions of the Type A and Type B models, in particular taking into account the effect of going from the \(K\)-adapted gauge to the twistor gauge (D.7). For notational simplicity, in what follows we shall suppress the label \((K)\) indicating the \(K\)-adapted gauge.

5.1 Bi-axisymmetric case: almost type-D Weyl tensors

The generating function

\[
[C(x|y)]^{\text{Weyl}} := \Phi|_{y=0} = \sum_{s=0}^{\infty} \frac{1}{(2s)!} C_{\alpha(2s)}(x) y^{\alpha(2s)},
\]

(5.1)
of the self-dual Weyl tensors \(C_{\alpha(2s)}(x)\) is found to be

\[
C(y|x) = \sum_{n_1, n_2} \nu_{n_1, n_2} C_{n_1, n_2}(y|x), \quad [C_{n_1, n_2}(x|y)]^{\text{Weyl}} =: \sum_{s=0}^{\infty} \frac{1}{(2s)!} (C_{n_1, n_2})_{\alpha(2s)} y^{\alpha(2s)},
\]

(5.2)

\[
C_{n_1, n_2}(y|x) = 4(-1)^{|n_1|+|n_2|} \int_{C(\varepsilon_1)} \frac{ds_1}{2\pi i} \frac{(s_1 + 1)^{n_1 - \frac{1}{2}}}{(s_1 - 1)^{n_1 + \frac{1}{2}}} \int_{C(\varepsilon_2)} \frac{ds_2}{2\pi i} \frac{(s_2 + 1)^{n_2 - \frac{1}{2}}}{(s_2 - 1)^{n_2 + \frac{1}{2}}} \frac{1}{\sqrt{\ell}} \left[ e^{\frac{1}{2} y^\alpha (x)^{-1}_{\alpha \beta} y^\beta} \right]^{\text{Weyl}}.
\]

(5.3)

As explained in Section 4.1.2, the Killing two-forms \((\omega^L_{(+)}\ket_{\alpha \beta}\) and \((\omega^L_{(-)}\ket_{\alpha \beta}\) are both type-\(\{1, 1\}\) but have different principal spinors. As a consequence, for fixed \(n_1, n_2\) and generic \(x^\mu\), the residues in (5.3) amount to powers of different combinations of \(\omega^L_{(+)}\) and \(\omega^L_{(-)}\), and the spin-s Weyl tensor \(C_{n_1, n_2}^{(s)}(x)\) is algebraically general for \(s \leq k := |n_1| + |n_2| - 1\) and type-\(\{s - k, s - k, 1, \ldots, 1\}\), which we refer to as “almost type-D”, for \(s > k\). For instance, if \(K_{(+)} = E\) and \(K_{(-)} = J\), and if \(n_1, n_2 > 0\) or \(-n_1, -n_2 > 0\), we recall that

\[
(\omega^L_{(E)}\ket_{\alpha \beta} = r \tilde{D}_{\alpha \beta}, \quad (\omega^L_{(J)}\ket_{\alpha \beta} = i \cos \theta \tilde{D}_{\alpha \beta} + \sqrt{1 + r^2 \sin^2 \theta} \tilde{I}_{\alpha \beta},
\]

(5.4)

where thus \(\tilde{D}_{\alpha \beta}(x)\) are the principal spinors of \((\omega^L_{(E)}\ket_{\alpha \beta}\), and \(\tilde{D}_{\alpha \beta}\) and \(\tilde{I}_{\alpha \beta}\) have been defined in (4.9) (and we are suppressing the index \((E)\) on them). For example, the generating functions for the Weyl
5.2 Symmetry-enhanced cases: type-D Weyl tensors

5.2.1 Spherical symmetry: generalized electric and magnetic charges

Specializing Eq. (4.42) to the case of solutions based on the spherically-symmetric projectors \( \mathcal{P}_n(E) \) and inserting the appropriate reality properties of the deformation parameters given in Table 3, the rotationally-invariant Weyl zero-forms are given in the non-minimal models by

\[
\Phi = 2 \sum_{n=1}^{\infty} \sum_{\epsilon=\pm 1} \left( -1 \right)^{\frac{1}{2}(n-1)} \mu_n \int_{C(\epsilon)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n \left[ e^{-4\eta E_L^\epsilon} \right]_{\text{Weyl}} \ast \kappa_y ,
\]

and in the minimal models by

\[
\Phi(Y|x) = -2 \sum_{n=1}^{\infty} \left( -i \right)^n \mu_n \int_{C(\epsilon)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n \left[ e^{-4\eta E_L^\epsilon} \right]_{\text{Weyl}} \ast \kappa_y .
\]

As explained in Section 4.1.2, the \( L \)-rotation of \( E \) generates an element \( E_L^\epsilon \) with components (4.17). It follows that \( e^{-4\eta E_L^\epsilon} \ast \kappa_y |_{\eta=0} = \frac{1}{\sqrt{(\eta + 1)^2}} \exp \frac{1}{2\eta} y^\alpha (x_L^\epsilon)^{-1} y^\beta \) with \( (x_L^\epsilon)^{-1} = \frac{1}{r^2} \tilde{D}_{\alpha\beta} \) and \( (x_L^\epsilon)^2 = -r^2 \), which yields the following Weyl-tensor generating function in non-minimal models:

\[
C(y|x) = \frac{2}{ir} \sum_{n=1}^{\infty} \sum_{\epsilon=\pm 1} \left( -1 \right)^{\frac{1}{2}(n-1)} \mu_n \int_{C(\epsilon)} \frac{d\eta}{2\pi i n} \left( \frac{\eta + 1}{\eta - 1} \right)^n \sum_{\epsilon=\pm 1} \left( -1 \right)^{\frac{1}{2}(n-1)} \mu_n \left[ e^{\frac{\eta}{2\eta} y^\alpha L_{\alpha\beta}^{-1} y^\beta} \right]_{\text{Weyl}} ;
\]

and in minimal models:

\[
C(y|x) = \frac{4i}{r} \sum_{n=1}^{\infty} \left( -i \right)^n \mu_n \int_{C(1)} \frac{d\eta}{2\pi i n} \left( \frac{\eta + 1}{\eta - 1} \right)^n \left[ \cosh \left( \frac{1}{2\eta} y^\alpha L_{\alpha\beta}^{-1} y^\beta \right) \right]_{\text{Weyl}} .
\]

The sum over \( \epsilon = \pm 1 \) in (5.9) includes the independent contributions of positive-energy (\( \epsilon = +1 \)) and negative-energy (\( \epsilon = -1 \)) excitations, that need to be included in the sum with equal coefficients in the case of the minimal model (5.10). In other words, the spherically-symmetric solutions are built in terms of rank-\( n \) projectors on combinations of states (with fixed energy and vanishing \( J \)) in the subsectors \( (\mathcal{F}_1^+ \otimes \mathcal{F}_2^+) \oplus (\mathcal{F}_1^- \otimes \mathcal{F}_2^-) \) of the whole Fock-space.
For a fixed projector $P_n(E)$, expansion in $y$ and auxiliary integration yield the physical scalar $(s = 0)$ and an infinite tower of spherically-symmetric Type-D Weyl tensors of spin $s \geq 1$ of the form (up to real $n$-dependent numerical factors)

$$C_{\alpha(2s)}^{(n)} \sim \frac{i^{n-1} \mu_n}{r^{s+1}} (\bar{u}^+ \bar{u}^-)^s_{\alpha(2s)},$$

(5.11)

where the deformation parameter $\mu_n$ is real in the case of scalar singleton projectors ($n$ odd) and purely imaginary in the case of spinor singleton projectors ($n$ even). Although our solutions are not presented in the physical twistor gauge, one may argue that going to this gauge will alter the leading behaviors of the Weyl tensors only by higher orders in $\mu_n$ (it may also affect the asymptotic anti-de Sitter radius itself). Thus, to the leading order in $\mu_n$, asymptotically defined spin-$s$ charges for $s \geq 1$ can be read off by comparing with the linearized gauge-field equations. Whether it is possible to invert the relation between these charges and the deformation parameters remains to be clarified: if possible then one could in principle choose the deformation parameters as to switch off all spins except one.

The asymptotic charges depend on the parameter $b$. Drawing on the analogy with the general form of the spin-1 Faraday tensor and the spin-2 Weyl tensor of an $AdS_4$ black hole [35], one can thus regard the deformation parameters of the solutions based on the scalar singleton as generalized electric charges (or generalized masses) in the Type A model and generalized magnetic charges (or generalized NUT charges) in the Type B model, and, conversely, those of the solutions based on the spinor singleton as magnetic-like charges in the Type A model and electric-like charges in the Type B model. In this sense, the solutions of the Type A and Type B minimal bosonic models are related by a generalized electromagnetic duality$^{22}$.

In particular, by setting $\mu_n = \delta_{n,1} \mu$ in (5.9), one obtains the static BPS solution (of the non-minimal model) found in [1]$^{23}$

$$\left[\Phi_{1/2,1/2}^{(Y|x)}\right]^{Weyl} = \frac{4\mu}{r} \exp \left\{ \frac{1}{2} y^\alpha (x^L)^{\alpha \beta} y^\beta + \frac{1}{2} y^\alpha (x^L)^{\alpha \beta} y^\beta + iy^\alpha (x^L)^{\alpha \beta} y^\beta \right\},$$

(5.12)

which is therefore based on the scalar singleton vacuum-to-vacuum projector $4e^{-4E}$. Its spin-2 sector contains the Weyl tensor of an $AdS$-Schwarzschild black hole of mass $\mu$, and, as remarked in [1], all the Weyl tensor in (5.12) correspond to spin-$s$ gauge fields of Kerr-Schild type.

$^{22}$The fact that the Type A and Type B models, respectively, with perturbative spectra consisting of the symmetrized tensor product of two scalar singletons (containing a parity-even scalar in $D(1; (0))$) and the anti-symmetrized product of two spinor singletons (containing a parity-odd scalar in $D(2; (0))$) have been conjectured to be dual to free scalars and free fermions [21] implies that the electric-like solutions should have a direct interpretation in terms of the free holographic conformal field theory (perhaps in terms of thermal properties).

$^{23}$As mentioned in the Introduction, the exact solution of [1] was found not via the gauge-function method, but rather by first solving the equations in first-order approximation and then checking that the non-linear corrections vanish identically (due to the Kerr-Schild form of the solution).
The singularities in the individual Weyl tensors at \( r = 0 \) is resolved at the level of the full master-field in twistor space, \( e.g. \)

\[
\hat{\Phi} \frac{1}{r^2} \xrightarrow{r \to 0} \frac{\nu_1}{r^2} \kappa_y - \nu_0 \bar{y} = 2\pi \nu_1 \frac{1}{r^2} \left[ \delta^2(y - i\nu_0\bar{y}) \right]_{\text{Weyl}}, \tag{5.13}
\]

which is actually a well-defined distribution viewed as the symbol of an operator (see Conclusions). For a general \( \pi \)-odd projector \( 4e^{-y^\alpha \nu_\alpha \bar{y}^\beta} \) we have

\[
e^{-y^\alpha \nu_\alpha \bar{y}^\beta} \star \kappa_y = 2\pi \left[ \delta^2(y - i\nu_0\bar{y}) \right]_{\text{Weyl}} = \kappa_y - i\nu_0\bar{y}. \tag{5.14}
\]

In this sense, the radial coordinate \( r \) appears in the generating functions (5.9) and (5.10) as the parameter of a limit representation of a \( \delta \)-function in twistor space.

### 5.3 Cylindrical symmetry: electric and magnetic Weyl tensors

We now turn to symmetry-enhanced projectors that depend on the difference \( w_2 - w_1 \) of the number operators \( w_1 = E - J, w_2 = E + J \) \( (i.e., \) we set \( \epsilon_1 = -\epsilon_2 \) in (F.29)), thus getting the projectors \( \mathcal{P}_n(J) \). Using Eqs. (3.109) and (F.29) the corresponding Weyl zero-form reads

\[
\hat{\Phi} = 2 \sum_{n=1}^{\infty} (-1)^{n+1} \sum_{\epsilon = \pm 1} \mu_\epsilon \int_{C(\epsilon)} \frac{d\zeta}{2\pi i} \left( \frac{\zeta + 1}{\zeta - 1} \right)^n \left[ e^{-\xi J L} \right]_{\text{Weyl}} \kappa_y, \tag{5.15}
\]

for the non-minimal model, and

\[
\hat{\Phi} = 2 \sum_{n=1}^{\infty} (-1)^{n+1} \mu_\epsilon \int_{C(\epsilon)} \frac{d\zeta}{2\pi i} \left( \frac{\zeta + 1}{\zeta - 1} \right)^n \left[ e^{-\xi J L} \right]_{\text{Weyl}} \kappa_y, \tag{5.16}
\]

in the case of the minimal model, with \( e^{-\xi J L} = L^{-1} \star e^{-\xi J} \star L \). One can repeat the same steps of the spherically-symmetric case, beginning this time with the generator \( J = -\frac{1}{8} \left[ y^\alpha (\sigma_{12})_{\alpha\beta} \bar{y}^\beta + \bar{y}^\alpha (\bar{\sigma}_{12})_{\alpha\beta} \bar{y}^\beta \right] \), \( i.e., \) with a \( \pi \)-type \( K \) matrix, with \( \kappa_{\alpha\beta} = i(u^+_{\alpha}u^-_{\beta} + u^-_{\alpha}u^+_{\beta}) \). The \( L \)-rotation gives rise to \( \kappa^L \) and spacelike \( u^L \) (which corresponds, in fact, to \( \frac{\partial}{\partial \phi} \)) that, at any spacetime point, can be brought to the form

\[
u^L_{\alpha\beta} = r \sin \theta (\tilde{u}^+_{\alpha} \tilde{u}^-_{\beta} + \tilde{u}^-_{\alpha} \tilde{u}^+_{\beta}), \tag{5.17}
\]

\[
\kappa^L_{\alpha\beta} = i\sqrt{1 + r^2 \sin^2 \theta} (\tilde{u}^+_{\alpha} \tilde{u}^-_{\beta} + \tilde{u}^-_{\alpha} \tilde{u}^+_{\beta}), \tag{5.18}
\]

in global coordinates and on a properly chosen, \( J \)-adapted spinor basis \( \tilde{u}^\pm_{\alpha}(x) \) (see Appendix E).

One has \( e^{-\xi J L} \star \kappa_y |_{\bar{y}=0} = \frac{1}{\sqrt{(\kappa_{\alpha\beta})^2}} \exp \frac{1}{2} y^\alpha (\kappa^L)^{-1}_{\alpha\beta} \bar{y}^\beta \) with \( (\kappa^L)^{-1}_{\alpha\beta} = -i(1 + r^2 \sin^2 \theta)^{-1/2} \tilde{\sigma}_{\alpha\beta} \) and \( (\kappa^L)^2 = 1 + r^2 \sin^2 \theta \), from which it follows that the Weyl tensor generating function reads

\[
C(y|x) = \frac{2}{\sqrt{1 + r^2 \sin^2 \theta}} \sum_{n=1}^{\infty} (-i)^{n+1} \mu_n \int_{C(1)} \frac{d\zeta}{2\pi i \zeta} \left( \frac{1}{\zeta - 1} \right)^n \sum_{\epsilon = \pm 1} (-1)^{\frac{1+2n}{2}} \mu_\epsilon \left[ e^{\xi y^\alpha \kappa^L_{\alpha\beta} \bar{y}^\beta} \right]_{\text{Weyl}}, \tag{5.19}
\]

for solutions of the non-minimal model, and

\[
C(y|x) = \frac{4}{\sqrt{1 + r^2 \sin^2 \theta}} \sum_{n=1}^{\infty} (-i)^{n+1} \mu_n \int_{C(1)} \frac{d\zeta}{2\pi i \zeta} \left( \frac{1}{\zeta - 1} \right)^n \left[ \cosh \left( \frac{1}{2\zeta} y^\alpha \kappa^L_{\alpha\beta} \bar{y}^\beta \right) \right]_{\text{Weyl}}, \tag{5.20}
\]
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for solutions of the minimal one. Since the Killing two-form is imaginary, for every fixed $n$ the electric/magnetic type of the type-D Weyl tensors flips according to whether the spin is even/odd, for $n$ odd, vice versa for $n$ even,

$$C_{\alpha(2s)}^{(n)} \sim \frac{\nu^{n+s+1}}{(1 + r^2 \sin^2 \theta)^{n+1/2}} (\hat{u}^+ \hat{u}^-)_{\alpha(2s)}^s. \quad (5.21)$$

Note that such Weyl tensors do not blow up anywhere and do not vanish at spatial infinity (they are constant along the $z$ axis, with a behaviour similar to that of the Melvin solution in General Relativity [46]). As anticipated, these solutions are $\mathfrak{so}(2)_{J} \oplus \mathfrak{so}(2,1)_{E,M_03,P_3}$-symmetric, and are built on the spacelike AdS Killing vector $\partial/\partial \varphi$ in the same way as the spherically-symmetric ones are based on the timelike vector $\partial/\partial t$, i.e., the $\mathfrak{so}(2,1)$ is the stability subalgebra of $\partial/\partial \varphi$. In other words, here the roles of $E$ and $J$ are exchanged, with respect to the rotationally-invariant case, and the corresponding solutions are based on projectors onto combination of states belonging to non-unitary analogues of the (anti-)supersingleton of fixed $J$ and vanishing energy. Such states belong to the subspace $(\mathcal{F}_- \otimes \mathcal{F}_+^2) \oplus (\mathcal{F}_+ \otimes \mathcal{F}_-^2)$ of the full Fock space.

Note also that the regularity of such Weyl tensors corresponds, at the level of the internal solution $\Phi'$, to the regularity of the product of a $\pi$-even projector with $\kappa_y$, that in fact reproduces the projector itself up to a sign,

$$e^{\pm \frac{1}{2} \pi^a x_{\alpha \beta} y^\beta} h.c. \ast \kappa_y = \mp e^{-\frac{1}{2} \pi^a x_{\alpha \beta} y^\beta} h.c. \ast \kappa_y. \quad (5.22)$$

### 6 Strong-field Analysis: Zero-form Charges

Given the huge gauge symmetry of the theory, it is extremely important to have some quantities that are invariant under the full set of gauge transformations of the theory and that can be evaluated on the solutions. Such invariants enable one to distinguish gauge-inequivalent field configurations and to characterize them physically even in regions of spacetime where the curvatures are large and consequently the weak-field analysis is not reliable. We shall focus on the evaluation of the zero-form charges (2.79), that, as anticipated in Section 2.4, are finite on the solutions at hand.

Inserting the general expression of the Weyl zero-form (4.38) and using that $\kappa_y \ast \kappa_y = 1$ and the orthogonality and idempotency of the projectors, one gets

$$\mathcal{I}_{2N} := \hat{T}_\mathbb{R}[(\hat{\Phi} \ast \pi(\hat{\Phi}))^{*N} \ast \widehat{\kappa^N}] = \hat{T}_\mathbb{R}[(\hat{\Phi}' \ast \pi(\hat{\Phi}'))^{*N} \ast \widehat{\kappa^N}] = \sum_{n \in (\mathbb{Z}+\frac{1}{2})^2} \nu^{2N}_n P_n|_{Y=0}, \quad (6.1)$$

for the axisymmetric projectors and analogously, substituting the double index $\mathbf{n}$ with the single index $n = \pm 1, \pm 2, ...$ everywhere, for the symmetry-enhanced projectors $\mathcal{P}_n$. From the forms (F.1) and (F.28) (equivalently (F.11) and (F.29)) of the projectors it thus follows that

$$\mathcal{I}_{2N}(K_+,K_-) = 4 \sum_{n \in (\mathbb{Z}+\frac{1}{2})^2} (-1)^{n_1+n_2-1} \nu^{2N}_n, \quad (6.2)$$
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for the axisymmetric solutions based on a given Cartan pair \((K_+), K_-(\cdot)\), and

\[
\mathcal{I}_{2N}(K_\theta) = 4 \sum_{n=\pm 1, \pm 2, \ldots} (-1)^{n-1} |n| \nu_n^{2N}, \tag{6.3}
\]

for the symmetry-enhanced ones, where we recall that the relation between \((n_1, n_2)\) and \(n = n_1 + n_2\) (see also Appendix F for the notation concerning projectors). Specifying to the first Cartan pair \((K_+ = E), K_- = J)\) and recalling the corresponding reality conditions on the deformation parameters (see (3.104) Table 3) one gets

\[
\mathcal{I}_{2N}(E, J) = -4q \sum_{n \in \mathbb{Z} + 1/2} (-1)^{(N+1)(n_1+n_2)} \mu_n^{2N}, \tag{6.4}
\]

and

\[
\mathcal{I}_{2N}(K_\theta) = -4q \sum_{n=\pm 1, \pm 2, \ldots} |n| (-1)^{(N+1)(n+1/2)} \mu_n^{2N}. \tag{6.5}
\]

The conclusion is that the zero-form invariants \(\mathcal{I}_{2N}\) extract, in general, a linear combination of powers of the deformation parameters \(\nu_n\) that characterize every solution, and that can be thought of as the eigenvalues of the expansion of the solution on the (anti-)supersingleton basis of projectors. For solutions based on a single projector (such as, for example, the BPS solution (5.12) of [1]), these local invariants capture (even powers of) the unique deformation parameter sitting in front of the spin-two Weyl tensor as well as of its higher and lower-spin partners, formally resembling the ADM mass. Note also that, for any odd \(N\), there is a sign difference between the invariants referred to solutions based of (anti-)supersingleton projectors (those with \(\epsilon_1 = \epsilon_2\), i.e., projectors on states belonging to the Fock space sectors \((\mathcal{F}^+ \otimes \mathcal{F}^+) \oplus (\mathcal{F}^- \otimes \mathcal{F}^-)\) and on its “non-compact” counterpart \((\epsilon_1 = -\epsilon_2\), i.e., projectors on states in \((\mathcal{F}^+ \otimes \mathcal{F}^-) \oplus (\mathcal{F}^- \otimes \mathcal{F}^+)\), which is related to the opposite reality properties of the deformation parameters. In any case, solutions with deformation parameters \(\nu_n\) such that the combinations (6.2), (6.3) give different results are gauge-inequivalent\(^{24}\).

It is interesting to notice that (6.3) is not divergent for any choice of (finite) deformation parameters, at least as long as the examined solution is based on finitely many projectors. This means that, for instance, although the rotationally-invariant Weyl curvatures (5.11) asymptotically (where all Weyl tensors are weak and fields of different spins decouple from each other) resemble those of a

\(^{24}\text{It is possible, however, to find non-polynomial parameters that transform any projector } P_n \text{ into any other } P_m \text{ (for example, the element } g = 1 - |n\rangle \langle n| - |m\rangle \langle m| + |n\rangle \langle m| + |m\rangle \langle n| \text{ acts as } g^{-1} \star |n\rangle \langle n| \star g = |m\rangle \langle m|, \text{ and that therefore alter the value of the zero-form charges. We shall insist on this set of invariants to distinguish gauge-inequivalent solutions, and consequently restrict the class of allowed gauge transformations to the set of “small” gauge parameters that do not permute projectors. The distinction is similar to the well-known one in Yang-Mills theories between “small” gauge parameters, that do not connect different topological sectors of the theory, and “large” gauge transformations, that map sectors with different winding number into each other. The difference is that in the context of higher-spin gravity the “large” gauge transformations altering the zero-form charges pick boundary terms in twistor-space rather than in spacetime.}\)
collection of “higher-spin Schwarzschild black holes”, the apparent singularity in \( r = 0 \) (i.e., in the strong-curvature region, where the pure spin-2 curvature invariants are no longer good observables) of the individual Weyl tensors does not actually lead to divergent higher-spin invariant zero-form charges.

Let us note also that, under the same conditions, the interaction ambiguity (2.30)-(2.31) is also well-defined on the solutions here presented. The key point is again that any product of the basic building block \( \hat{\Phi} \star \pi(\hat{\Phi}) \) collapses to a single power of the projectors, due to the orthogonality properties of the latter. Indeed, assuming for example (2.82), one has

\[
\theta[\hat{\Phi} \star \pi(\hat{\Phi})] = \sum_{k=0}^{\infty} \sum_{n=(Z+\frac{1}{2})^2} \theta_{2k}(I_{2N})\nu_n^{2k} P_n,
\]

where the coefficients \( \theta_{2k}(I_{2N}) \) reduce to functions of the deformation parameters \( \nu_n \) according to (6.2).

7 Conclusions, Comments and Outlook

7.1 Summary and comments

In this paper we have presented six infinite families of exact solutions to Vasiliev’s four-dimensional higher-spin field equations. The solutions are obtained by combining the gauge-function method, previously used for other exact solutions [31, 32, 28], with an internal Ansatz generalizing that of [1], based on the separation of the dependence of the master-fields on \( Y \) and \( Z \) twistor variables. The resulting solutions are organized in three pairs, each pair characterized by a biaxial isometry group \( \mathfrak{so}(2) \oplus \mathfrak{so}(2) \) embedded into \( \mathfrak{sp}(4; \mathbb{R}) \) in three inequivalent ways. One of the families contains a subset of solutions in which one of the two \( \mathfrak{so}(2) \) enhances to \( \mathfrak{so}(3) \), while in the remaining families the enhanced symmetry algebra is \( \mathfrak{so}(2,1) \). In all of our solutions, all spins are activated for generic choices of deformation parameters. While each of the symmetry-enhanced solutions contains exclusively Petrov type-D Weyl tensors, the Weyl tensors of the biaxially symmetric solutions are not type-D but still algebraically special for large enough spin, such that one may refer to them as “almost type-D”.

Given the high complexity of higher-spin gravity – a theory describing infinitely many fields coupled through infinitely non-linear and non-local interactions – we find it rather interesting that Vasiliev’s remarkable formulation facilitates the systematic construction of non-trivial exact solutions. This is essentially due to the formal simplicity of Vasiliev’s equations formulated as an unfolded system in correspondence spaces \( T^*\mathcal{X} \times \mathcal{T} \), where \( T^*\mathcal{X} \) contains spacetime and \( \mathcal{T} \) is a twistor space. The gauge-function solution method, which locally strips the spacetime dependence off the master-fields, is particularly natural for this type of unfolded equations that relate the \( x \)-dependence of the fields to their internal, twistor-space behaviour. In this fashion, it has been shown in the paper how the spacetime properties of the solutions are to a large extent inherited from those of the twistor-space
projectors they are built on.

For example, the solutions with $\mathfrak{so}(2)_E \oplus \mathfrak{so}(2)_J$-symmetry that admit spherically-symmetric enhancements are based on non-polynomial fibre elements that are projectors $P_{n_1,n_2}(Y)$, with $n_1 n_2 > 0$, onto (anti-)supersingleton states (as shown in [42]), which are characterized by $|E| > |J|$. More precisely, having absorbed the spacetime dependence into gauge functions, the remaining internal, $x$-independent master-fields are expanded over such a basis of projectors, with eigenvalues $\nu_{n_1,n_2}$ playing the role of deformation parameters. The resulting $x$-independent Weyl zero-form turns out to be a distribution in twistor-space (see for example the first of Eqs. (3.131)). Reinstating the $x$-dependence using a specific, convenient gauge function, its singular behaviour is softened: the radial coordinate $r$ indeed appears as the parameter of a limit representation of a twistor-space delta function. The resulting individual Weyl tensors are finite for $r > 0$ and, in fact, in the chosen gauge coincide with the linearized Weyl tensors — thereby extending the well-known Kerr-Schild property of black-hole gravity solutions to the higher-spin context — depending on $r$ as $r^{-s-1}$, where $s$ is their spin. In particular, the spin-2 Weyl tensor exhibits both the singular spacetime behaviour at $r = 0$ and the algebraic structure of that of an AdS-Schwarzschild black-hole solution.

On the other hand, the projectors with $n_1 n_2 < 0$, i.e. the sector where $|E| < |J|$, give rise to an internal, $x$-independent Weyl zero-form master-field that is a regular function on twistor space, corresponding, after reinstating the $x$-dependence, to spacetime curvatures which are regular everywhere and exhibit cylindrical symmetry — in a fashion that is reminiscent of the Melvin solution of General Relativity (though the fall-off behaviour with the cylindrical radius is different).

Instead of looking at individual Weyl tensors, in order to characterize the solutions in strong curvature regions one may instead examine higher-spin invariant observables. As we have seen, no divergence occurs in the higher-spin invariant zero-form charges that we have studied in this paper, even in the cases in which the individual spin-$s$ Weyl tensors blow up. In this sense, the spacetime singularities may be resolved at the level of master-fields living in correspondence space. Let us examine, as a concrete example, the behaviour of the Weyl zero-form master-field of the BPS solution (5.12). As can be seen from Eq. (5.13), at $r = 0$ the Weyl-ordered symbol of this master-field is a distribution in twistor space. However, by moving to normal-ordering the resulting symbol becomes a regular, gaussian function, as discussed in Appendix B (see also Eq. (G.3)). This resolution of component-field singularities is tied to the fact that the fibre-space of higher-spin gravity is infinite-dimensional, which implies that a change of ordering in general gives rise to an infinite “vacuum energy” that may cancel singularities. Therefore, in this sense it is conceivable that the coupling of an infinite tower of gauge fields of all spins results in that the singularities of the individual Weyl tensors are actually artefacts of the choice of ordering. Indeed, the zero-form invariants that we have tested are, at least formally, not only invariant under higher-spin gauge transformations but also under change of ordering (that reduce to total derivatives in twistor space, see Appendix B).
7.2 Outlook

Studying exact solutions to higher-spin gravity poses many stimulating challenges. From a conceptual point of view, one needs to develop tools and methods to analyze their physical properties, and in particular the geometry of a theory that, due to the non-locality of the interactions, represents a departure from the familiar framework of General Relativity, including perturbative stringy corrections.

A natural question induced by the non-locality of higher-spin interactions is whether it can suppress short-distance singularities. Rather than examining individual component fields, it makes more sense to investigate this issue at the level of various higher-spin observables such as those described in Section 2.4 (see also [43] and [44]). The analysis via the zero-form invariants $I_{2N}$ carried out in this paper is, however, not conclusive: apart from subtleties related to the treatment of boundary terms in twistor space, arising from changing the ordering prescription, the singular nature of the solutions at hand remains to be tested with other invariants, some of which resemble more closely the non-local observables familiar from General Relativity. Particularly interesting in this respect is the integral of the on-shell closed two-form (2.83) (with $p = 2$) over a closed surface surrounding the singularity at $r = 0$ of the solutions belonging to our first family. Moreover, higher-spin invariants involving Weyl curvatures, such as $I_{2N}$, may turn out to be the proper quantities for a generalization of the classification criteria of purely gravitational solutions, such as the Petrov classification.

It is actually possible to have divergent zero-form invariants for solutions of the type constructed here, possibly signaling a physical singularity, provided they are based on infinitely many projectors with not too small deformation parameters. Another noteworthy fact that we have observed about such solutions is that, at least for certain choices of the deformation parameters $\mu_n$, the poles of the corresponding Weyl tensors generating function, inherited from the integral realization of the projectors, acquire an imaginary part and move away from the real axis. This migration of poles may turn out to have interesting physical effects, not unrelated to the divergence of the zero-form charges. For instance, in the case of the axisymmetric $(E, J)$ solutions based on supersingleton projectors, this mechanism implies that the angular dependence in the corresponding Killing two-form $\tilde{\kappa}$ is no longer weighted by an evanescent parameter $\zeta$ (which would inevitably fix the singularity of the Weyl tensors in the origin, as in Eqs. (5.5) and (5.6), not differently from the spherically-symmetric case), but rather by a complex, non-vanishing quantity. This gives rise to an angular dependence of the Weyl-tensor singularities, and the solutions may thus acquire a non-trivial angular momentum. We plan to report on this effect in a future publication.

It would also be interesting to study in detail the spacetime behaviour of the gauge-fields generating function $W_\mu$, and in particular the contribution of the $Z$-space projectors resulting from the inclusion of $\circ$-product projectors in $j^\pm_n(t)$, especially in the light of the results of [32] where it was shown that certain specific choices of the parameters $\theta_k$ (see Appendix G) would lead to a degenerate
spin-2 component field. While in the present paper we have mostly been working in what we called $K$-gauge, where the alignment induced by $\hat{L}_K$ (see Section 3.2) ensures that singularities in $\hat{S}_K^\prime\alpha$ at $Z = 0$ are resolved in $\hat{S}_K^\prime\alpha$, it would be important to be able to study the solutions in different gauges – in particular in the twistor gauge, that can be reached by constructing an appropriate element $\hat{G}_K^v$ acting on the gauge-function as in (3.10). As far as the spacetime gauge fields are concerned, based on properties of known exact solutions, we expect that the deviation in the asymptotic behavior of $\hat{W}_K = \hat{L}_K^{-1} \star d\hat{L}_K - \hat{K}_K$ from that of $\hat{W}_v = \hat{L}_v^{-1} \star d\hat{L}_v - \hat{K}_v$ may remain finite at $Z = 0$, that is, $W_K = \hat{W}_K|_{Z=0}$ and $W_v = \hat{W}_v|_{Z=0}$ may exhibit different asymptotic behaviors, possibly amplified by the aforementioned singularities in $\hat{S}_K^\prime\alpha$ at $Z = 0$. We plan to return to these issues, and the construction of the gauge function $\hat{G}_K^v$ in future studies.

Another open question is whether the candidate higher-spin black-hole solutions possess horizons and to investigate the associated thermodynamics. This is a subtle issue in this context, essentially due to the fact that the familiar general-relativistic concepts involved – the standard metric tensor, invariant length interval, trapped surfaces, etc. – are not higher-spin invariant, and suitable generalizations need to be defined to probe the strong-field regions. A class of objects that can be useful in this sense is the set of higher-spin metrics $G_{M_1...M_s} = \hat{\text{Tr}}_{\mathbb{R}} \left[ \hat{\kappa} \hat{\kappa} \star \hat{E}_{(M_1} \cdots \star \hat{E}_{M_s)} \right] (s = 2, 4, \ldots)$, first proposed in [44]. It would be interesting to evaluate such generalized metrics on our solutions and to study their behaviour.

Moreover, a natural direction to explore, in the light of the higher-spin gravity/O(N)-vector models correspondence, is the study of the boundary duals of such solutions – a direction which would not only be worth pursuing in its own right but may also possibly shed some light on some of the above-mentioned issues, including the thermodynamics of such systems. It is an interesting fact, in this sense, that some of our solutions are directly related, through the projectors $P_{n_1,n_2}(E, J)$, to supersingleton states, i.e. to the modes of boundary conformal scalar and fermion fields.

Due to the non-locality of higher-spin interactions, further surprises may be kept in store in the context of the generalization to multi-body solutions obtained by dressing linear combinations of single-body solutions centered at spatially well-separated points. While in supergravity the existence of such solutions is intuitively physically clear, due to the locality of the theory, whether or not a large spatial separation leads to negligible corrections in the higher-spin context is a more non-trivial question. A natural tool at our disposal to study this issue are the zero-form invariants $I_{2N}$, that one may think of as some sort of correlation functions among soliton-like objects and that can be used to test a kind of cluster decomposition principle (for a related discussion, see also [43]). For example, for a hypothetical

\footnote{In [31] it was found that in $\mathfrak{so}(3,1)$-invariant solutions with deformation parameter $\nu$, the metric $ds^2_\nu$ approaches an $AdS_4$ metric $ds^2_{AdS_4}$ with deformed inverse radius $\lambda(\nu) = \lambda(0) \equiv \lambda$ in the asymptotic region where the Weyl zero-form $\hat{\Phi}$ goes to zero. In other words, the fact that $\hat{\Phi}$ falls off in an asymptotic region does not imply that the weak-field expansion in this region is around the undeformed $AdS_4$ vacuum with metric $ds^2_4$.}
two-body solution of the form \( \hat{\Phi} = \hat{\Phi}_1 + \hat{\Phi}_2 + \hat{\Phi}_{12} \), where \( \hat{\Phi}_i \) are two spherically-symmetric solutions (5.12) the centers of which are a distance \( r_{12} \) apart, one has that \( \mathcal{L}_2(\hat{\Phi}) = \overline{T_r} \left[ \hat{\Phi} \right] \) is given by \( \mathcal{L}_2(\hat{\Phi}_1) + \mathcal{L}_2(\hat{\Phi}_2) \) plus small cross-terms \( \overline{T_r} \left[ \hat{\Phi}_1 \right] \) that decay as \( (1 + r_{12}^2)^{-1/2} \) (plus small contributions from \( \Phi_{12} \) that we have not analyzed).

Furthermore, we claim it is possible to further exploit the Ansätze based on Fock-space projectors to obtain other types of exact solutions, with different physical and algebraic properties. For instance, one possibility is to study the inclusion of other Weyl zero-form moduli such as massless particle states (belonging to the \( \mathfrak{sp}(4; \mathbb{R}) \) representation \( \mathfrak{D}^{(\pm)} \), mentioned in Section 2.3, spanned by the twisted-adjoint action on the lowest-weight state projector \( P_1(E) \), as shown in [42]) in the solutions along with the soliton-like, coherent states here treated. Moreover, suitable limits of the Ansätze here presented could be studied, and in particular the possibility of having solutions of Petrov-type \( N \) seems within reach, leading to field configurations where the distributions in twistor-space appearing in the Ansatz actually lead to distributions in spacetime and to generalizations of impulsive-wave solutions of General Relativity.
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A Spinor conventions and AdS$_4$ Background

We use the conventions of [42] in which \( SO(3,2) \) generators \( M_{AB} \) with \( A, B = 0, 1, 2, 3, 0' \) obey

\[
[M_{AB}, M_{CD}] = 4i\eta_{[C][B} M_{A][D]} , \quad (M_{AB})^\dagger = M_{AB} ,
\]

which can be decomposed using \( \eta_{AB} = (\eta_{ab}; -1) \) with \( a, b = 0, 1, 2, 3 \) as

\[
[M_{ab}, M_{cd}]_* = 4i\eta_{[c][b} M_{a][d]} , \quad [M_{ab}, P_c]_* = 2i\eta_{[c][b} P_a] , \quad [P_a, P_b]_* = i\lambda^2 M_{ab} ,
\]
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where $M_{ab}$ generate the Lorentz subalgebra $\mathfrak{so}(3,1)$, and $P_a = \lambda M_\theta a$ with $\lambda$ being the inverse $AdS_4$ radius related to the cosmological constant via $\Lambda = -3\lambda^2$. Decomposing further under the maximal compact subalgebra, the $AdS_4$ energy generator $E = P_0 = \lambda M_\theta 0$ and the spatial $\mathfrak{so}(3)$ rotations are generated by $M_{rs}$ with $r, s = 1, 2, 3$. In terms of the oscillators $Y_\alpha = (y_\alpha, \bar{y}_\alpha)$ defined in (2.10), their realization is taken to be

\[
M_{AB} = -\frac{1}{8}(\Gamma_{AB})_{\alpha\beta} Y^\alpha \star Y^\beta, \quad (A.3)
\]

\[
M_{ab} = -\frac{1}{8} \left[ (\sigma_{ab})^{\alpha\beta} y_\alpha \star y_\beta + (\bar{\sigma}_{ab})^{\dot{\alpha}\dot{\beta}} \bar{y}_{\dot{\alpha}} \star \bar{y}_{\dot{\beta}} \right], \quad P_a = \frac{\lambda}{4} (\sigma_a)^{\alpha\beta} y_\alpha \star \bar{y}_{\dot{\beta}}, \quad (A.4)
\]

using Dirac matrices obeying $(\Gamma_A)_{\alpha(\beta}^{\gamma(\delta} = \eta_{A\delta}C_{\alpha\beta}^{\gamma\delta} + (\Gamma_{AB}C)_{\alpha\beta}^{\gamma\delta}$, and van der Waerden symbols obeying

\[
(\sigma^a)^{\alpha\beta}_{\alpha\beta} = \eta^{\alpha\beta} \delta_\alpha^\gamma + (\sigma^a)_{\alpha\beta} \delta_\alpha^\gamma, \quad (\sigma^a)_{\dot{\alpha}\dot{\beta}} = \eta^{\dot{\alpha}\dot{\beta}} \delta_{\dot{\alpha}}^\gamma + (\bar{\sigma}^a)_{\dot{\alpha}\dot{\beta}} \delta_{\dot{\alpha}}^\gamma, \quad (A.5)
\]

\[
\frac{1}{2} \epsilon_{abcd}(\sigma^{cd})_{\alpha\beta} = i(\sigma_{ab})_{\alpha\beta}, \quad \frac{1}{2} \epsilon_{abcd}(\sigma^{cd})_{\dot{\alpha}\dot{\beta}} = -i(\bar{\sigma}_{ab})_{\dot{\alpha}\dot{\beta}}, \quad (A.6)
\]

\[
((\sigma^a)_{\alpha\beta})^\dagger = (\sigma^a)_{\dot{\alpha}\dot{\beta}} = (\sigma^a)_{\beta\dot{\alpha}}, \quad ((\sigma^b)_{\alpha\beta})^\dagger = (\bar{\sigma}^b)_{\dot{\alpha}\dot{\beta}}. \quad (A.7)
\]

and raising and lowering spinor indices according to the conventions $A^\alpha = \epsilon^\alpha\beta A_\beta$ and $A_\alpha = A^\beta \epsilon_{\beta\alpha}$ where

\[
e^{\alpha\beta} \epsilon_{\gamma\delta} = 2\delta^{\alpha\beta}_{\gamma\delta}, \quad e^{\alpha\beta} \epsilon_{\alpha\gamma} = \delta^\beta_\gamma, \quad (\epsilon_{\alpha\beta})^\dagger = \epsilon_{\dot{\alpha}\dot{\beta}}. \quad (A.8)
\]

The $\mathfrak{so}(3,2)$-valued connection

\[
\Omega := -i \left( \frac{1}{2} \omega^{ab} M_{ab} + e^a P_a \right) := \frac{1}{2i} \left( \frac{1}{2} \omega^{\alpha\beta} y_\alpha \star y_\beta + e^{\alpha\beta} y_\alpha \star \bar{y}_{\dot{\beta}} + \frac{1}{2} \omega^{\dot{\alpha}\dot{\beta}} \bar{y}_{\dot{\alpha}} \star \bar{y}_{\dot{\beta}} \right), \quad (A.9)
\]

\[
\omega^{\alpha\beta} = -\frac{1}{4} (\sigma_{ab})^{\alpha\beta} \omega^{ab}, \quad \omega_{ab} = \frac{1}{2} \left( (\sigma_{ab})^{\alpha\beta} \omega_{\alpha\beta} + (\bar{\sigma}_{ab})^{\dot{\alpha}\dot{\beta}} \bar{\omega}_{\dot{\alpha}\dot{\beta}} \right), \quad (A.10)
\]

\[
e^{\alpha\dot{\alpha}} = \frac{1}{2} (\sigma_a)^{\alpha\dot{\alpha}} e^a, \quad e_a = -\lambda^{-1}(\sigma_a)^{\alpha\dot{\alpha}} e_{\alpha\dot{\alpha}}, \quad (A.11)
\]

and field strength

\[
R := d\Omega + \Omega \star \Omega := -i \left( \frac{1}{2} R^{ab} M_{ab} + R^a P_a \right) := \frac{1}{2i} \left( \frac{1}{2} R^{\alpha\beta} y_\alpha \star y_\beta + R^{\dot{\alpha}\dot{\beta}} y_{\dot{\alpha}} \star \bar{y}_{\dot{\beta}} + \frac{1}{2} R_{\dot{\alpha}\dot{\beta}} \bar{y}_{\dot{\alpha}} \star \bar{y}_{\dot{\beta}} \right), \quad (A.12)
\]

\[
R^{\alpha\beta} = -\frac{1}{4} (\sigma_{ab})^{\alpha\beta} R^{ab}, \quad R_{ab} = \frac{1}{2} \left( (\sigma_{ab})^{\alpha\beta} R_{\alpha\beta} + (\sigma_{ab})^{\dot{\alpha}\dot{\beta}} R_{\dot{\alpha}\dot{\beta}} \right), \quad (A.13)
\]

\[
R^{\alpha\dot{\alpha}} = \frac{1}{2} (\sigma_a)^{\alpha\dot{\alpha}} R^a, \quad R_a = -\lambda^{-1}(\sigma_a)^{\alpha\dot{\alpha}} R_{\alpha\dot{\alpha}}. \quad (A.14)
\]

In these conventions, it follows that

\[
R_{\alpha\beta} = d\omega_{\alpha\beta} - \omega_{\dot{\alpha}} \omega_{\dot{\beta}} - e^\dot{\alpha} \bar{e}_{\dot{\beta}}, \quad R_{\alpha\dot{\alpha}} = de_{\alpha\dot{\alpha}} + \omega_{\alpha\gamma} \wedge e^\gamma_{\dot{\beta}} + \bar{\omega}_{\dot{\beta}} \wedge e_\alpha^\dot{\beta}, \quad (A.15)
\]

\[
R^{ab} = R_{ab} + \lambda^2 e^a \wedge e^b, \quad R_{ab} := d\omega^{ab} + \omega^a_c \wedge \omega^{cb}, \quad (A.16)
\]

\[
R^a = T^a := de^a + \omega^a_b \wedge e^b, \quad (A.17)
\]
where \( R_{ab} := \frac{1}{2} e^c e^d R_{cd,ab} \) and \( T_a := e^b e^c T^a_{bc} \) are the Riemann and torsion two-forms. The metric \( g_{\mu \nu} := e^a \epsilon^b \eta_{\mu \nu} \). The \( AdS_4 \) vacuum solution \( \Omega_0 = \epsilon(0) + \omega(0) \) obeying \( d\Omega_0 + \Omega_0 \star \Omega_0 = 0 \), with Riemann tensor \( R_{(0)\mu \nu \rho \sigma} = -\lambda^2 (\eta(0)_{\mu \rho} \eta(0)_{\nu \sigma} - \eta(0)_{\nu \rho} \eta(0)_{\mu \sigma}) \) and vanishing torsion, can be expressed as \( \Omega_0 = L^{-1} * dL \) where the gauge function \( L \in SO(3,2)/SO(3,1) \). The stereographic coordinates \( x^\mu \) defined by \((3.29)\), are related to the coordinates \( X^A \) of the five-dimensional embedding space with metric \( ds^2 = dX^A dX^B \eta_{AB} \), in which \( AdS_4 \) is embedded as the hyperboloid \( X^A X^B \eta_{AB} = -\frac{1}{\lambda^2} \), as

\[
x^\mu = \frac{X^\mu}{1 + \sqrt{1 + \lambda^2 x^2 \eta_{\mu \mu}}} \quad X^\mu = \frac{2 x^\mu}{1 - \lambda^2 x^2} \quad \mu = 0,1,2,3.\]

The global spherical coordinates \( (t,r,\theta,\phi) \) in which the metric reads

\[
ds^2 = -(1 + \lambda^2 r^2)dt^2 + \frac{dr^2}{1 + \lambda^2 r^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2),
\]

are related locally to the embedding coordinates by

\[
X_0 = \sqrt{\lambda^2 + r^2} \sin t \quad X_{0'} = \sqrt{\lambda^2 + r^2} \cos t
\]

\[
X_1 = r \sin \theta \cos \phi \quad X_2 = r \sin \theta \sin \phi \quad X_3 = r \cos \theta.
\]

providing a one-to-one map if \( t \in [0,2\pi) \), \( r \in [0,\infty) \), \( \theta \in [0,\pi] \) and \( \phi \in [0,2\pi) \) defining the single cover of \( AdS_4 \). This manifold can be covered by two sets of stereographic coordinates, \( x_{(i)}^\mu \), \( i = N,S \), related by the inversion \( x_N^\mu = -x_S^\mu / (\lambda x_S)^2 \) in the overlap region \( \lambda^2 (x_N)^2, \lambda^2 (x_S)^2 < 0 \), and the transition function \( T_N^S = (L_N)^{-1} * L_S \in SO(3,1) \). The map \( x^\mu \rightarrow -x^\mu / (\lambda x)^2 \) leaves the metric invariant, maps the future and past time-like cones into themselves and exchanges the two space-like regions \( 0 < \lambda^2 x^2 < 1 \) and \( \lambda^2 x^2 > 1 \) while leaving the boundary \( \lambda^2 x^2 = 1 \) fixed. It follows that the single cover of \( AdS_4 \) is formally covered by taking \( x^\mu \in \mathbb{R}^{3,1} \).

Petrov’s invariant classification of spin-2 Weyl tensors [37, 38] is based on their algebraic properties at any spacetime point. Generalized to the higher-spin context and by making use of spinor language, it amounts to study the roots of the degree-2s polynomial \( \Omega(\zeta) := C_{(2s)} \zeta^{a_1} \cdots \zeta^{a_2s} \), where \( C_{(2s)} \equiv C_{a_1 a_2 \cdots a_{2s}} = C_{(a_1 a_2 \cdots a_{2s})} \) is the self-dual part of the Weyl tensor and \( \zeta^a \) an arbitrary non-vanishing two-component spinor. Factorizing the polynomial in terms of its roots defines a set of 2s spinors which one refers to as principal spinors, viz. \( \Omega(\zeta) = u_{a_1}^{1} \zeta^{a_1} \cdots u_{a_{2s}}^{2s} \zeta^{a_{2s}} \), so \( C_{(2s)} = u_{a_1}^{1} \cdots u_{a_{2s}}^{2s} \). If \( \Omega(\zeta) \) has multiple roots, the corresponding principal spinors are collinear. The classification then amounts to distinguish how many different roots \( \Omega(\zeta) \) has, i.e., how many non-collinear principal spinors enter the factorization of the spin-s Weyl tensor. Clearly, this classification can be given in terms of the partitions \( \{p_1,\ldots,p_k\} \) \( (k \leq 2s) \) of 2s in integers obeying \( p_1 + p_2 + \cdots + p_k = 2s \) and \( p_i \geq p_{i+1} \). In the spin-2 case, this singles out the familiar six different possibilities: \( \{1,1,1,1\} \) (type I in Petrov’s original terminology); \( \{2,1,1\} \) (type II); \( \{2,2\} \) (type D); \( \{3,1\} \) (type III); and \( \{4\} \) (type N) plus the trivial case of a vanishing Weyl tensor (type O). The type-D case is related to gravitational field configurations surrounding isolated massive objects; for arbitrary spin-s, we refer to the type \( \{s,s\} \) as generalized type D.
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B Properties of the Doubled Oscillator Algebra

B.1 Orderings and Symbols

The algebra \( \hat{\Omega}^{[0]}(Y \times Z) \) in which the master fields takes their values consist of non-polynomial completions of the enveloping algebra \( \mathcal{U}[Y,Z] = \mathcal{U}[Y] \otimes \mathcal{U}[Z] \), consisting of arbitrary \(*\)-polynomials \( \hat{P}(Y,Z) \) subject to the commutation rules

\[
[Y_{\alpha},Y_{\beta}]_* = 2iC_{\alpha\beta}, \quad [Y_{\alpha},Z_{\beta}]_* = 0, \quad [Z_{\alpha},Z_{\beta}]_* = -2iC_{\alpha\beta} .
\]

Such completions can be analyzed using different ordering prescriptions, that is, different bases \( B = \{ \hat{E}_B(Y,Z) \}_{i \in S} \) for \( \mathcal{U}[Y,Z] \) consisting of basis elements \( \hat{E}_B \) that are \(*\)-polynomials in \( Y \) and \( Z \) labelled by discrete indices \( i \). These elements can be expanded in terms of totally symmetric \(*\)-monomials as

\[
\hat{E}_B(Y,Z) = \hat{M}_B(Y,Z) + \hat{I}_B(Y,Z) ,
\]

where \( \hat{M}_B \) denotes the monomial of maximal degree and \( \hat{I}_B \) consists of the remainders. We call \( B \) symbolizable if \( \hat{M}_B \neq \hat{M}_B' \) for \( i \neq j \) so that there exists a linear map \( [\cdot]_B : \mathcal{U}[Y,Z] \to \mathcal{U}[Y,Z] \), referred to as the Wigner map, defined by

\[
\text{Symbolizable ordering : } \left[ \hat{M}_B(Y,Z) \right]_B := \hat{E}_B(Y,Z) .
\]

In particular, the totally-symmetric, or Weyl-ordered, basis for \( \mathcal{U}[Y,Z] \) is defined by \( \hat{L}_{\text{Weyl}}(Y,Z) = 0 \), i.e.

\[
\hat{E}_{\text{Weyl}}(Y,Z) = \left[ \hat{M}_{\text{Weyl}}(Y,Z) \right]_{\text{Weyl}} = \hat{M}_{\text{Weyl}}(Y,Z) .
\]

The symbol \( [\hat{P}]^B \in \mathcal{U}[Y,Z] \) of \( \hat{P} \in \mathcal{U}[Y,Z] \) is the Weyl-ordered element defined by the inverse Wigner map, viz.

\[
\left[ \hat{P}(Y,Z) \right]^B_B := \hat{P}(Y,Z) ,
\]

that is, if \( \hat{P} = \sum_{i \in S} P^B_i \hat{E}_B^i \), with \( P^B_i \in \mathbb{C} \), then \( \hat{P} = \sum_{i \in S} P^B_i \hat{M}_B^i \) from which it follows that \( [\hat{P}]^B = \sum_{i \in S} P^B_i \hat{M}_B^i \). We note that \( \hat{E}_B^i = \hat{M}_B^i \) and that if \( B \) and \( B' \) are two bases related by

\[
\hat{E}_B = (t_{B'}^i)_j \hat{E}_{B'}^j , \quad \hat{M}_B = \hat{M}_{B'}^i =: \hat{M}^i ,
\]

with \( (t_{B'}^i)_j \in \mathbb{C} \), then

\[
\left[ \hat{E}_B \right]^{B'} = (t_{B'}^i)_j \hat{M}^j .
\]

The \(*\)-product of \( \mathcal{U}[Y,Z] \), which does not refer to any specific order, induces a composition rule between symbols also denoted by \(*\), viz.

\[
\left[ [\hat{P}]^B [\hat{Q}]^B \right]_B := \hat{P} * \hat{Q} .
\]
B.2 UNIVERSAL ORDERS

An ordering $B$ is said to be universal if

$$\text{Universal ordering : } \left[ U^\alpha Y_\alpha + V^\alpha Z_\alpha, \ \hat{P} \right]_B = 2i \left[ (U^\alpha \phi^{(Y)} - V^\alpha \phi^{(Z)}) \hat{P} \right]_B \tag{B.9}$$

for all $\hat{P} \in \mathcal{U}(Y, Z)$ and classical spinors $(U^\alpha, V^\alpha)$. The transition (B.6) between two universal orderings $B$ and $B'$ are generated by symmetric bi-vector fields, viz.

$$\left[ \hat{E}_B \right]^{B'} = t_{B'}^{B'}(\Delta) \hat{E}_B, \quad t_{B'}^{B'}(\Delta) = 1 + \sum_{n=1}^{\infty} (t_{B'}^{B'})^n \Delta^n, \quad (t_{B'}^{B'})^n \in \mathbb{C}, \tag{B.10}$$

$$\hat{\Delta} = \Delta^{\hat{\alpha}\hat{\beta}} \partial^{\hat{\alpha}} \partial^{\hat{\beta}}, \quad \partial^{\hat{\alpha}} := (\partial^{(Y)}(\partial^{(Z)})). \tag{B.11}$$

Requiring $sp(4, \mathbb{R})_Y \times sp(4, \mathbb{R})_Z$-invariance implies the Weyl order, while requiring $sp(4, \mathbb{R})_{\text{diag}}$-invariance leaves a family of
diagonal Weyl orders : $\Delta = C_{\alpha\beta} \partial^{(Y)}(\partial^{(Z)})$, \tag{B.12}

that reduces to the Weyl order in $\mathcal{U}(Y)$ or $\mathcal{U}(Z)$, viz.

$$[P(Y)]_{\text{Weyl}_{\text{diag}}} = [P(Y)]_{\text{Weyl}}, \quad [P(Z)]_{\text{Weyl}_{\text{diag}}} = [P(Z)]_{\text{Weyl}}. \tag{B.13}$$

The outer anti-automorphism $\tau$ induces a local action on symbols diagonal Weyl orders, viz.

$$\tau((\hat{P}(Y, Z)]_{\text{Weyl}_{\text{diag}}}) = [\hat{P}(iY, -iZ)]_{\text{Weyl}_{\text{diag}}}. \tag{B.14}$$

Two particular diagonal Weyl orders are the normal order $\hat{N}_+$ and the anti-normal order $\hat{N}_-$ with respect to the complexified Heisenberg algebra

$$[\hat{A}^-, \hat{A}^+] = \delta^\beta_\alpha, \quad \hat{A}^- = \frac{1}{2}(Y_\alpha + Z_\alpha), \quad \hat{A}^+ = \frac{1}{2i}(Y_\alpha - Z_\alpha). \tag{B.15}$$

In terms of $(Y_\alpha, Z_\alpha)$, one has

$$Y_\alpha \star Y_\beta = [Y_\alpha Y_\beta]_{\hat{N}_\pm} \pm iC_{\alpha\beta}, \quad Y_\alpha \star Z_\beta = [Y_\alpha Z_\beta]_{\hat{N}_\pm} \mp iC_{\alpha\beta}, \tag{B.16}$$

$$Z_\alpha \star Y_\beta = [Z_\alpha Y_\beta]_{\hat{N}_\pm} \pm iC_{\alpha\beta}, \quad Z_\alpha \star Z_\beta = [Z_\alpha Z_\beta]_{\hat{N}_\pm} \mp iC_{\alpha\beta}, \tag{B.17}$$

which decompose under $SL(2, \mathbb{C})$, using $Y_\alpha = (y_\alpha, \bar{y}_\alpha)$, $Z_\alpha = (z_\alpha, \bar{z}_\alpha)$ and $C_{\alpha\beta} = \begin{pmatrix} \epsilon_{\alpha\beta} & 0 \\ 0 & \epsilon_{\alpha\beta} \end{pmatrix}$ into

$$y_\alpha \star y_\beta = [y_\alpha y_\beta]_{\hat{N}_\pm} \pm i\epsilon_{\alpha\beta}, \quad y_\alpha \star z_\beta = [y_\alpha z_\beta]_{\hat{N}_\pm} \mp i\epsilon_{\alpha\beta}, \tag{B.18}$$

$$z_\alpha \star y_\beta = [z_\alpha y_\beta]_{\hat{N}_\pm} \pm i\epsilon_{\alpha\beta}, \quad z_\alpha \star z_\beta = [z_\alpha z_\beta]_{\hat{N}_\pm} \mp i\epsilon_{\alpha\beta}, \tag{B.19}$$

$$\bar{y}_\alpha \star \bar{y}_\beta = [\bar{y}_\alpha \bar{y}_\beta]_{\hat{N}_\pm} \pm i\epsilon_{\alpha\beta}, \quad \bar{y}_\alpha \star \bar{z}_\beta = [\bar{y}_\alpha \bar{z}_\beta]_{\hat{N}_\pm} \mp i\epsilon_{\alpha\beta}, \tag{B.20}$$

$$\bar{z}_\alpha \star \bar{y}_\beta = [\bar{z}_\alpha \bar{y}_\beta]_{\hat{N}_\pm} \mp i\epsilon_{\alpha\beta}, \quad \bar{z}_\alpha \star \bar{z}_\beta = [\bar{z}_\alpha \bar{z}_\beta]_{\hat{N}_\pm} \mp i\epsilon_{\alpha\beta}. \tag{B.21}$$
B.3 CHIRAL INTEGRATION DOMAIN

Upon presenting the induced $\star$-products among symbols using auxiliary integration variables, a generic order requires 16 real variables while the $\tilde{N}_\pm$-order is distinguished by only requiring 8 real variables that can be taken to be either complex or chiral as follows:

$$\left[ \tilde{F}_1(Y, Z) \right]^{\tilde{N}_\pm} \ast \left[ \tilde{F}_2(Y, Z) \right]^{\tilde{N}_\pm} = \int_{\mathcal{R}_C} \frac{dU dV}{(2\pi)^4} e^{\pm iV \alpha_\beta} \left[ \tilde{F}_1(Y, Z) \right]^{\tilde{N}_\pm}_{(Y, Z) \to (Y + U, Z + U)} \left[ \tilde{F}_2(Y, Z) \right]^{\tilde{N}_\pm}_{(Y, Z) \to (Y + V, Z - V)}, \quad (B.22)$$

with

Complex ($C = \mathbb{C}$) : $\mathcal{R}_C = \{ (U_\alpha, V_\alpha) = (u_\alpha, \bar{u}_\alpha; v_\alpha, \bar{v}_\alpha) : (u_\alpha)\dagger = \bar{u}_\alpha, (v_\alpha)\dagger = \bar{v}_\alpha \}$ \hspace{1cm} (B.23)

Chiral ($C = \mathbb{R}$) : $\mathcal{R}_R = \{ (U_\alpha, V_\alpha) = (u_\alpha, \bar{u}_\alpha; v_\alpha, \bar{v}_\alpha) : (U_\alpha, V_\alpha)\dagger = (U_\alpha, V_\alpha) \}$ \hspace{1cm} (B.24)

These presentations are equivalent for $\tilde{F}_{1,2} \in \mathcal{U}(Y, Z)$ while they may give different results for the composition of non-polynomial elements.

Upon splitting into $\mathfrak{sl}(2, \mathbb{C})$-doublets one has

$$\left[ \tilde{F}_1 \ast \tilde{F}_2 \right]^{\tilde{N}_\pm} = \int_{\mathcal{R}_C} \frac{dU dV}{(2\pi)^4} e^{\pm i(\alpha u_\alpha + \bar{\alpha} \bar{v}_\alpha)} \left[ \tilde{F}_1 \right]^{\tilde{N}_\pm}_{(y + u, \bar{y} + \bar{u}; z + u, \bar{z} - \bar{u})} \left[ \tilde{F}_2 \right]^{\tilde{N}_\pm}_{(y + v, \bar{y} + \bar{v}; z - v, \bar{z} + \bar{v})}. \quad (B.25)$$

Correspondingly, there are two trace operations

$$\tilde{\text{Tr}}_{\mathcal{C}}[\bar{\mathcal{O}}] = \int_{\mathcal{R}_C} \frac{dU dV}{(2\pi)^4} [\bar{\mathcal{O}}]^{B}(U, V), \quad (B.26)$$

which are formally independent of $B$, while the two choices for $C$ are not equivalent in general.

In this paper, we always use the chiral integration domain, deferring the issue of the physical meaning of the two choices of $C$ for future studies.

B.4 CHIRAL DELTA FUNCTIONS AND INNER KLEINIANS

Working with the chiral integration domain $\mathcal{R}_\mathbb{R}$, it makes sense to define the following real-analytic delta functions ($M_\alpha^\beta \in GL(2; \mathbb{C})$):

$$\delta^2(y_\alpha) := \delta(y_1)\delta(y_2), \quad \delta^2(M y_\alpha) = \frac{1}{\det M} \delta^2(y_\alpha) \quad (B.27)$$

$$\delta^2(z_\alpha) := \delta(z_1)\delta(z_2), \quad \delta^2(M z_\alpha) = \frac{1}{\det M} \delta^2(z_\alpha). \quad (B.28)$$

Their hermitian conjugates are defined by $\delta^2(\bar{y}_\alpha) = (\delta^2(y_\alpha))\dagger$ and $\delta^2(\bar{z}_\alpha) = (\delta^2(z_\alpha))\dagger$. By splitting $y_\alpha$ and $z_\alpha$ into a complexified Heisenberg algebras

$$[y^-, y^+], = 1, \quad y^\pm = u^\pm \cdot y, \quad u^+ \cdot u^- = -\frac{i}{2}, \quad (B.29)$$

$$[z^-, z^+], = 1, \quad z^\pm = v^\pm \cdot z, \quad v^+ \cdot v^- = \frac{i}{2}, \quad (B.30)$$
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one can define idempotent inner Kleinian operators
\[ \kappa_y := (-1)^{N_y}_\ast, \quad N_y := y^+ \ast y^- , \quad (B.31) \]
\[ \kappa_z := (-1)^{N_z}_\ast, \quad N_z := z^+ \ast z^- , \quad (B.32) \]

using the notation \((c \in \mathbb{C})\)
\[ c^\mathcal{P}_* = \exp_\ast(\mathcal{P} \log c), \quad \exp_\ast \mathcal{P} = \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{P}^\ast n , \quad \mathcal{P}^\ast n = \mathcal{P} \ast \cdots \ast \mathcal{P} , \quad (B.33) \]

and representing \((-1)^{N_y}_\ast\) as
\[ \lim_{\epsilon \to 0} \exp_\ast(i(\pi + \epsilon) N_y) =: [\kappa_{y,B}(\epsilon)]_\mathcal{B} \; , \quad (B.34) \]

idem \((-1)^{N_z}_\ast\). The broken \(SL(2,\mathbb{C})\)-invariance is restored in the limit \(\epsilon \to 0\) provided \(B\) is a diagonal Weyl order, such as \(B = \text{Weyl}_1\), \(\tilde{N}_z\), which reduces to Weyl order for operators depending only on \(Y\) or \(Z\), i.e.
\[ \kappa_y = [2\pi \delta^2(y_\alpha)]_{\text{Weyl}_1}, \quad \kappa_z = [2\pi \delta^2(z_\alpha)]_{\text{Weyl}_1} . \quad (B.35) \]

We also define
\[ \tilde{\kappa}_y := (\kappa_y)^\dagger = (-1)^{N_y}_\ast = [2\pi \delta^2(\tilde{y}_\alpha)]_{\text{Weyl}_1}, \quad (B.36) \]
\[ \tilde{\kappa}_z := (\kappa_z)^\dagger = (-1)^{N_z}_\ast = [2\pi \delta^2(\tilde{z}_\alpha)]_{\text{Weyl}_1} , \quad (B.37) \]

using
\[ \tilde{N}_y := (N_y)^\dagger = \tilde{y}^+ \ast \tilde{y}^- , \quad \tilde{y}^\pm := (y^\mp)^\dagger = \tilde{u}^\mp \cdot \tilde{y} , \quad \tilde{u}^\pm := (u^\mp)^\dagger \]  
\[ \tilde{N}_z := (N_z)^\dagger = \tilde{z}^+ \ast \tilde{z}^- , \quad \tilde{z}^\pm := (z^\mp)^\dagger = \tilde{v}^\pm \cdot \tilde{z} , \quad \tilde{v}^\pm := (v^\mp)^\dagger \]  

such that \([\tilde{y}^-, \tilde{y}^+]_\ast = [\tilde{z}^-, \tilde{z}^+]_\ast = 1\) and \(\tilde{u}^+ \cdot \tilde{u}^- = -\tilde{v}^+ \cdot \tilde{v}^- = -\frac{1}{2}\). The inner Kleinian elements generate the involutive automorphisms
\[ \pi_y(\mathcal{F}) := \kappa_y \ast \mathcal{F} \ast \kappa_y , \quad \pi_z(\mathcal{F}) := \kappa_z \ast \mathcal{F} \ast \kappa_z , \quad (B.40) \]
\[ \tilde{\pi}_y(\mathcal{F}) := \tilde{\kappa}_y \ast \mathcal{F} \ast \tilde{\kappa}_y , \quad \tilde{\pi}_z(\mathcal{F}) := \tilde{\kappa}_z \ast \mathcal{F} \ast \tilde{\kappa}_z , \quad (B.41) \]

acting locally on \(\ast\)-composites, viz.
\[ \pi_y(\mathcal{F}(y, \tilde{y}; z, \tilde{z})) = \mathcal{F}(-y, \tilde{y}; z, \tilde{z}) , \quad (B.42) \]

idem \(\kappa_z\), \(\tilde{\kappa}_y\) and \(\tilde{\kappa}_z\). The induced action on symbols, defined by \(\pi_y([\mathcal{F}]^B) := [\pi_y(\mathcal{F})]^B\), idem \(\kappa_z\), \(\tilde{\kappa}_y\) and \(\tilde{\kappa}_z\), acts locally in Weyl order, viz.\(^{26}\)
\[ \pi_y([\mathcal{F}]_{\text{Weyl}}(y, \tilde{y}; z, \tilde{z})) = [\mathcal{F}]_{\text{Weyl}}(-y, \tilde{y}; z, \tilde{z}) . \quad (B.43) \]

\(^{26}\)In diagonal Weyl orders one has \(\pi_y([\mathcal{F}]_{\text{Weyl diag}}(y, \tilde{y}; z)) = [\mathcal{F}]_{\text{Weyl diag}}(-y, \tilde{y}; z)\), while the action of \(\pi_y\) on a symbol is non-local if the symbol depends non-trivially on both \(y_\alpha\) and \(z_\alpha\).
idem $\kappa_z, \bar{\kappa}_y$ and $\bar{\kappa}_z$. The inner automorphisms $\pi = \pi_y \pi_z$ and $\bar{\pi} = \bar{\pi}_y \bar{\pi}_z$ act locally in general $Weyl_{\text{diag}}$ orders, viz.

\[
\pi([F]^{Weyl_{\text{diag}}}(y, \bar{y}; z, \bar{z})) = [F]^{Weyl_{\text{diag}}}(-y, \bar{y}; -z, \bar{z}).
\] (B.44)

This action is generated by conjugation by the elements

\[
\hat{\kappa} = \kappa_y \ast \kappa_z, \quad \hat{\bar{\kappa}} = \bar{\kappa}_y \ast \bar{\kappa}_z.
\] (B.45)

Their Weyl-ordered and normal-ordered symbols are given by

\[
\hat{\kappa}^{\text{Weyl}} = (2\pi)^2 \delta^2(y) \delta^2(z), \quad \hat{\bar{\kappa}}^{\text{Weyl}} = (2\pi)^2 \delta^2(\bar{y}) \delta^2(\bar{z}),
\] (B.46)

\[
[\hat{\kappa}]^{\hat{\mathcal{N}}}_+ = e^{iy^\alpha z_\alpha}, \quad [\hat{\bar{k}}]^{\hat{\mathcal{N}}}_+ = e^{-iy^\alpha \bar{z}_\alpha},
\] (B.47)

where we note the fact that one and the same operator can be completely factorized over $\mathcal{U}[Y] \otimes \mathcal{U}[Z]$ in one order and completely entangled in another order.

### C Terminology and Basic Properties of Unfolded Systems

Vasiliev's formalism [2] provides a fully nonlinear and background-independent unfolded description of classical higher-spin gravities\(^{27}\) in a certain duality picture; for a maximal duality extension in the case of four-dimensional bosonic models related to an action principle with non-trivial Poisson structures, see [8]. The aforementioned statements are to a large extent drawn from basic properties of unfolded dynamics, for which we use the following terminology:

Unfolded dynamics is the formulation of field theory based on free-differential algebras (FDAs), $\hat{\mathcal{A}}$ (see for example [14, 15, 4, 5] and references therein). Such an algebra is an $\mathbb{N}$-graded space of differential forms that remain invariant under the composition under degree-preserving $n$-ary products, possibly modulo further algebraic constraints. The latter can be supplemented either by hand or by compatibility requirements in which cases the algebra is referred to as being constrained or quasi-free, respectively. Depending on the level of complexity exhibited by the $n$-ary products, one distinguishes between FDAs that are graded-commutative (or exterior for short), associative and strongly-homotopy associative (or sh-associative for short); the former two are of relevance to supergravities and Vasiliev’s higher-spin gravities, respectively, and one may expect that the latter are of relevance to extensions of Vasiliev’s theories by mixed-symmetry fields and to tensionless closed strings\(^{28}\). Loosely speaking,

\(^{27}\)For a review of the four-dimensional theory and its lower-dimensional avatars, see [4, 7]; for the natural generalization to symmetric tensor gauge fields in higher dimensions, see [3] for the original work and [5] for a review.

\(^{28}\)A key feature of sh-associative algebras is that the binary product $[\cdot, \cdot]_2$ may have an internal negative degree (a first-quantized ghost number), say $1 - \hat{p}$, such that the basic Yang-Mills-like curvature takes the form $\hat{d}A + \frac{1}{2}[[A, \hat{A}], \hat{A}]_2 + \text{n-ary corrections}$ where thus $\hat{A}$ is a $\hat{p}$-form; for example, in the application to first-quantized open membranes and second-quantized five branes one naturally has $\hat{p} = 2$. 
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sh-associative FDAs have perturbative expansions in terms of associative FDAs each of which in its
turn has perturbative expansions in terms of exterior FDAs, leading to the notion of dualities.

Associative FDAs are algebras of elements, referred to as differential forms, closed under i) an
associative non-commutative binary product $\star$, i.e. $\mathcal{A} \star \mathcal{A} \subseteq \mathcal{A}$; and ii) the action of an exterior
derivative $\delta$ assumed to obey Leibniz' rule, i.e. $\delta(\mathcal{f} \star \mathcal{g}) = (\delta \mathcal{f}) \star \mathcal{g} + (-1)^{\deg \mathcal{f}} \mathcal{f} \star (\delta \mathcal{g})$.
Their generating elements, say $\hat{Z}^i$, are thus differential forms, referred to as master fields for short, obeying $\hat{R}^i := \delta \hat{Z}^i + Q^i_*(\hat{Z}^j) = 0$, referred to as generalized-curvature constraints and which one
can think of as the fundamental equations of motion of the unfolded system (possibly in a given
duality picture). The structure functions $Q^i$, which are built using $\star$-product compositions, define a
structure $\hat{Q} := \{Q^i \partial_i\}$, which is a $\star$-vector field of degree one acting on $\mathcal{A}$. Compatibility, sometimes
referred to Cartan integrability, requires $(Q^i \partial_i) \star Q^j = 0$, that is, $(\mathcal{L}_{\hat{Q}})^2$ or $\hat{Q}^2$ for short, to vanish;
depending on whether integrability requires additional purely algebraic constraints or not, $\mathcal{A}$ is referred to
as being quasi-free or free, respectively; if integrability does not require any truncation in form
degree from above, the (quasi-)FDA is referred to as being universal. A variant of the quasi-free case
is when algebraic constraints are supplemented by hand, referred to as constrained FDAs.

A particular type of associative quasi-FDAs are those in which $\hat{Z}^i = (\hat{Z}^i; \hat{J}^r)$ where $\hat{J}^r$ are central
and closed elements of strictly positive (and even) degree, that is, $\hat{R}^i = \delta \hat{Z}^i + Q^i_*(\hat{Z}^j; \hat{J}^r) = 0$, $\delta \hat{J}^r = 0$
and $\hat{J}^r \star \hat{Z}^i = \hat{Z}^i \star \hat{J}^r$. In the latter case, which contains the free case, the locally-defined solution
space can be made explicit as [8]

$$\hat{Z}^i_{Z'; \hat{\lambda}} = \left[ (\exp_{\star} \hat{T}^{\hat{Z}; \hat{\lambda}}) \star \hat{Z}^i \right]_{\hat{Z}=Z'}, \quad (C.1)$$

where $Z'$ are reference solutions which represent local degrees of freedom; $\hat{\lambda}^i$ are gauge functions for
the fields in strictly positive form degree; and the $\star$-vector field $\hat{T}^{\hat{Z}; \hat{\lambda}} := (\hat{\lambda} \partial_i - \hat{\lambda} \star Q^i) \partial_i$ with
$\hat{\lambda} = \hat{\lambda}^i \partial_i$ is the generator of the Cartan gauge algebra $\hat{g}$ (represented softly in $\mathcal{A}$).

Given a generalized structure group $\hat{G} = \exp_{\star} \hat{\mathfrak{t}}$ generated by an unbroken sub-algebra $\hat{\mathfrak{t}} \subseteq \hat{g}$
(with $= \in$ the unbroken phase) and a non-commutative symplectic manifold $\mathfrak{c} = \bigcup_I \mathfrak{c}_I$ with two
form $\Gamma$ consisting of charts $\mathfrak{c}_I$ and with boundary $\partial \mathfrak{c}$, globally-defined solutions are obtained by using
transition functions $\hat{T}_I^{I''} \in \hat{G}$ to glue together a set of locally-defined configurations $\{\hat{Z}^i_I\}$, and factoring
out $\hat{G}_I$ from each local configuration space leading to gauge equivalence classes $[\hat{T}_I^{I''}]_{\hat{G}}$, $[Z^I]_{\hat{G}}$ and $[\hat{\lambda}^I]_{\hat{G}}$
of which the latter form (generalized) sections. Classical observables, in the form of intrinsically-defined
functionals $\mathcal{O}([\hat{Z}^i_I]; [\hat{T}_I^{I''}]),$ depend on moduli of three types: i) local moduli in the form of the reference
solutions $\{Z^I\}$ (and $\hat{J}^r$); ii) the boundary values $\left( [\hat{\lambda}^I]_{\hat{G}} \right)_{|_{\partial \mathfrak{c}}}$; and iii) global data contained in $[\hat{T}_I^{I''}]_{\hat{G}}$, monodromies and other constructions.

Thinking of $\mathfrak{c}$ as a sort of multiple fibration, or correspondence space, projections down to symplectic
sub-manifolds provide unfolded sub-systems in different dual pictures. In the free case, where

---

29The algebra $\mathcal{A}$ is called minimal if $\hat{\delta} \mathcal{A} \subseteq \mathcal{A} \star \mathcal{A}$.
\(Z'\) can be taken to be integration constants for the zero-forms, such projections preserve \(Z'\), i.e. the local degrees of freedom of the system, while truncating the moduli associated with the master fields in their kernel. This results in the notion of dual pictures: each picture consists of sectors labelled by boundary conditions in dual pictures, i.e. by frozen dual moduli of type (ii) and (iii); each such sector consists of the remaining variable moduli, i.e. the \(Z'\)-moduli and the moduli of type (ii) and (iii) that remain visible in the picture in question.

The aforementioned notion of dual pictures may be enriched by duality extensions \([8]\): given a quasi-FDA \(\hat{\mathcal{A}}\) with master fields \(\hat{Z}^i\) of fixed degrees \(p_i \in \mathbb{N}\) a larger quasi-FDA \(\hat{\mathcal{A}}'\) can be formed by replacing each \(\hat{Z}^i\) by \(\hat{Z}^{\prime i}\) consisting of master fields of degrees \(\{p_i, p_i + 2, p_i + 4, \ldots\}\), and each free parameter (real number) in \(Q^i\) by a real element in the central algebra generated by the \(\hat{J}^r\).

Using the above terminology, higher-spin gravities are based on universal, associative, quasi-FDAs with twisted-central terms and fermionic zero-modes in \(\Omega(\mathcal{C})\) associated with a fibre sub-manifold \(\mathcal{Y}\); see Eqs. (2.25)–(2.26). In the four-dimensional case, Vasiliev’s original twistorial formulation is in terms of \(\hat{Z}^i = (\Phi, \hat{A}; \hat{J}, \hat{J})\) of degrees \((0, 1; 2, 2)\); for a duality-extended formulation and a related action principle, see \([8]\). The total manifold \(\mathcal{C} \supseteq T^*X \times T\), where \(T^*X\) is universal and \(T = Z \times Y \cong \mathbb{C}^2 \times \mathbb{C}^2\), has the structure of a sort of double fibration on which operates a generalized Penrose twistor transform \([38]\); see also \([47]\). The twisted-central elements \((\hat{J}, \hat{J}) \equiv (\hat{J}, \hat{J})|_{T_P}\) for any \(T_P := \{p \in T^*X\} \times Z \times Y\). If the full system can be projected down to an unfolded subsystem on \(\mathcal{C}_{\text{loc}} : \cong X \times T\) (e.g. by imposing Eq. (D.1)), the latter describes deformations of \(\Gamma|_{T_P}\) generated by \(\hat{\Phi}|_{T_P} \equiv \hat{J}\) and its hermitian conjugate.

Further projection down to \(\mathcal{C}_{\text{loc}} : \cong X_4 \times T\), where \(X_4 \subset X\) is a four-manifold, provides the minimal type of picture on which operates a Penrose-style transform:

Projection to \(\mathcal{C}_{\text{loc}} : \cong X_4 \times \{Z = 0\} \times Y\), yields an exterior FDA on \(X_4\) consisting of \(\Phi = \hat{\Phi}|_{\mathcal{C}_4}\) and \(W = (\hat{A} - \hat{K})|_{\mathcal{C}_4}\), with \(\hat{K}\) containing the canonical Lorentz connection (see Eq. (2.48)), and with soldering one-form \(E = \frac{1}{2}(1 - \pi)W\) (see Section 2.4.2). The variable spacetime moduli, to be extracted via classical observables as discussed in Section 2.4, consist of initial data \(\Phi' = \Phi|_{p_0}\) representing local degrees of freedom; diffeomorphism-invariant boundary data contained in the gauge function of \(E\), representing global metric structures on \(\partial X_4\); and other global data contained in \(W\) and the transition functions (see discussion in Section 2.3).

Projection to \(\mathcal{T}_{p_0}\) for some fixed \(p_0 \in X_4\) yields an associative quasi-FDA on \(Z\) consisting of \(\Phi' = \hat{\Phi}|_{\mathcal{T}_{p_0}}\) and \(\hat{V}' := \hat{A}|_{\mathcal{T}_{p_0}}\) and \((\hat{J}, \hat{J}) \equiv (\hat{J}, \hat{J})|_{\mathcal{T}_{p_0}}\). The variable twistor-space moduli consist of \(\Phi' = \Phi'|_{Z = 0}\) and boundary values for \(\hat{V}'\) describing deformations of \(\Gamma|_{T_{p_0}}\).

Thus, the zero-form moduli \(\Phi'\) are visible in both pictures while the spacetime \(W\)-moduli and twistor-space \(\hat{V}'\)-moduli label inequivalent twistor-space and spacetime pictures, respectively; these pictures are related via uplifts to \(\mathcal{C}\) where all one-form moduli become visible\(^{30}\); as far as the “direction” of the

---

\(^{30}\)On top of them, there are further moduli associated with \(T^*X \rightarrow X \rightarrow X_4\) that we leave for future investigations; for example, in the case of spherically symmetric type-D solutions, where we shall activate all moduli on \(\mathcal{C}_4\) and \(\mathcal{C}_{p_0}\), one
twistor-map is concerned, the asymmetry between $\mathcal{X}_4$ and $\mathcal{T}$ implies that standard algebraic methods facilitate starting in $\mathcal{C}'_{p_0}$, uplifting to $\mathcal{C}_4$ via gauge functions, and then reducing to $\mathcal{X}_4$.

\section{Dynamical Equations in Spacetime}

In this Appendix we outline the derivation of the generally-covariant equations of motion for dynamical component fields in four-dimensional spacetime starting from the full master equations \cite{Duff:2003nx}.

\subsection{Graded-commutative free-differential algebra on $\mathcal{X}$}

The master fields on $\mathcal{C}$ consists of totally-symmetric poly-vector fields on $\mathcal{X}$ valued in algebras of differential forms on $\mathcal{X} \times \mathcal{Z} \times \mathcal{Y}$. This system can be truncated consistently to a system on $\mathcal{C}$ by setting all such poly-vector fields of strictly positive rank equal to zero by imposing\footnote{A Maurer-Cartan form $\Omega^{(0)}(X^M, P_M; dX^M, d\Pi; M^\alpha; Y^\alpha)$ depending non-trivially on both $X^M$ and $P_M$ cannot be restricted to $\mathfrak{sp}(4; \mathbb{C})$; in this sense, the extension from $\mathcal{X}$ to $T^*\mathcal{X}$, which is natural from the point-of-view of seeking underlying first-quantized origins of second-quantized field theory, is also naturally connected to higher-spin extensions of gravity.}

\begin{equation}
\hat{U}^M = 0, \quad \partial^M(\hat{\Phi}, \hat{U}_M, \hat{S}_\alpha) = 0 \quad \text{(D.1)}
\end{equation}

Further projection down to a graded-commutative free-differential algebra on $\mathcal{C} := \mathcal{X} \times \{Z^\alpha = 0\} \times \mathcal{Y}$ can be achieved by choosing an ordering scheme $B$ and imposing

\begin{equation}
\left. [\hat{\Phi}]^B \right|_{Z=0} = [\Phi(X,Y)]^B, \quad \left. [\hat{U}]^B \right|_{Z=0} = dX^M[U_M(X,Y)]^B, \quad \hat{V}_\alpha|_{\Phi=0} = 0 \quad \text{(D.2)}
\end{equation}

\textit{i.e.} assuming trivial boundary conditions on $\mathcal{Z}$, and by assuming expansions of the form

\begin{equation}
\hat{\Phi} = \sum_{n=1}^{\infty} \hat{\Phi}^{(n)}, \quad \hat{S}_\alpha = Z_\alpha - 2i \sum_{n=1}^{\infty} \hat{V}_n^{(n)}, \quad \hat{U} = \sum_{n=0}^{\infty} \hat{U}^{(n)}(X, Y, Z) \quad \text{(D.3)}
\end{equation}

where $\left(\hat{\Phi}^{(n)}, \hat{V}^{(n)}_\alpha, \hat{U}^{(n)}\right)$ are $n$th order in $\Phi$ (with $\hat{\Phi}^{(1)} \equiv \Phi$ and $\hat{U}^{(0)} \equiv U$); for generic values of $X^M$, these perturbative building blocks are assumed to have symbols in $B$-order that are real-analytic in $Y^\alpha$ and $Z^\alpha$ and to belong to an associative subalgebra $\hat{A} \subset \Omega(\mathcal{Z}) \otimes \Omega^{[0]}(\mathcal{Y})$ (which requires $[\Phi]^B$ to take values in suitable classes of functions in $\Omega^{[0]}(\mathcal{Y})$ \cite{Duff:2003nx, Duff:2003gy, Duff:2003zn}). Defining the homotopy contractor $\rho_v = i_v(\mathcal{L}_v)^{-1}$, where $\mathcal{L}_v = \{i_v, q\}, \quad q = dZ^\alpha \partial_{\alpha}, \quad v = v^\alpha(Z) \partial_{\alpha}, \quad \partial_{\alpha} := \frac{\partial}{\partial Z^\alpha}$ and $v^\alpha(0) = 0$, it follows that if $\hat{f}, \hat{g} \in \hat{A}$ and $\mathcal{L}_v \hat{f} = \hat{g}$ then $\hat{f} = f + (\mathcal{L}_v)^{-1} \hat{g}$ where $f \in \Omega^{[0]}(\mathcal{Y})$. Thus, Eqs. (2.42)–(2.45) are perturbatively equivalent to

\begin{equation}
\hat{\Phi}^{(n)} = \delta_{n1}\Phi - \rho_v \sum_{n_1+n_2=n} \left[\hat{V}^{(n_1)}_\alpha, \hat{\Phi}^{(n_2)}\right]_\alpha \quad \text{(D.4)}
\end{equation}

may consider evaluating the abelian $p$-form charges (2.83) on $p$-spheres in generalized spacetimes $\mathcal{X}$.

\footnote{For the perturbative regularization of $(\hat{g}^{(n)}, \hat{F}^{(n)})$, see discussion at the end of Section 2.4.1.}
\[
\hat{V}^{(n)} = g\hat{\lambda}^{(n)} - \rho_v \sum_{n_1+n_2 = n} \left( \hat{V}^{(n_1)} \star \hat{V}^{(n_2)} + B^{(n_1)} \star \hat{\Phi}^{(n_2)} + \bar{B}^{(n_1)} \star \hat{\Phi}^{(n_2)} \right),
\]
\[
\hat{U}^{(n)} = d\rho_v g\hat{\lambda}^{(n)} - \rho_v \sum_{n_1+n_2 = n} \left[ \hat{V}^{(n_1)} \hat{U}^{(n_2)} \right],
\]

where \(\hat{\lambda}^{(n)} \in \hat{A}\) are gauge artifacts which can be eliminated by imposing the
twistor gauge condition: 
\[
i_v \hat{V} = 0,
\]
which implies \(\hat{\lambda}^{(n)} = 0\) and
\[
\hat{U} = (1 + \sum_{n=1}^{\infty} \hat{L}^{(n)})^{-1} U , \quad \hat{L}^{(n)}(\cdot) := \rho_v \left[ \hat{V}^{(n)}, \cdot \right].
\]

The residual gauge symmetries are given by
\[
\hat{c} = (1 + \sum_{n=1}^{\infty} \hat{L}^{(n)})^{-1} \epsilon ,
\]
where in the case of the minimal bosonic model, \(\epsilon \in \mathfrak{hs}(4)\), the minimal-bosonic higher-spin Lie algebra
given by arbitrary polynomials in \(Y^\alpha\) obeying \(\tau(\epsilon) = \epsilon^\dagger = -\epsilon\); and in the case of the non-minimal-bosonic model, \(\epsilon \in \mathfrak{hs}_1(4)\), the non-minimal extension of \(\mathfrak{hs}(4)\) in which \(\epsilon\) obeys the weaker conditions \(\pi \pi(\epsilon) = \epsilon\) and \(\epsilon^\dagger = -\epsilon\). The resulting reduced albeit perturbatively defined unfolded system on \(X\) is then given by the reduction of (2.52) to \(Z = 0, \ \text{viz.}\)
\[

\left[ \nabla \hat{W} + \hat{W} \star \hat{W} + \frac{1}{4i} \left( r^{\alpha\beta} \hat{M}_{\alpha\beta} + r^{\alpha\overline{\beta}} \hat{\bar{M}}_{\alpha\overline{\beta}} \right) \right]_{Z=0} = 0 ,
\]
\[
\left[ \nabla \hat{\Phi} + \hat{W} \star \hat{\Phi} - \hat{\Phi} \star \pi(\hat{W}) \right]_{Z=0} = 0 ,
\]
with \(\hat{W}\) given in (2.48), the full Lorentz-generators in (2.49)-(2.51) and the Riemann two-form and Lorentz-covariant derivatives are defined above and in Eqs. (2.57)-(2.60), respectively; assuming \((\omega^{\alpha\beta}, \bar{\omega}^{\alpha\overline{\beta}}) = (\omega^{\alpha\beta}, \bar{\omega}^{\alpha\overline{\beta}})^{(0)}\), the manifest Lorentz-invariance implies that
\[
\hat{W} = \sum_{n=0}^{\infty} \hat{W}^{(n)} = (1 + \sum_{n=1}^{\infty} \hat{L}^{(n)})^{-1} W , \quad W = dX^M W_M(X,Y).
\]

Using \(r^\alpha = Z^\alpha\) and the normal order defined by Eqs. (B.18)-(B.21), Eqs. (D.10) and (D.11) take on the manifestly Lorentz-covariant form
\[
\nabla W + W \star W + r + \sum_{n=1}^{\infty} J^{(n)}(W, W; \Phi, \ldots, \Phi) = 0 ,
\]
\[
\nabla \Phi + [W, \Phi]_g + \sum_{n=2}^{\infty} P^{(n)}(W, W; \Phi, \ldots, \Phi) = 0 ,
\]

---

33By definition, \(\hat{W} = \hat{U} - \hat{K} = (1 + \sum_{n=1}^{\infty} \hat{L}^{(n)})^{-1} U - \omega - \sum_{n=1}^{\infty} \hat{K}^{(n)}\) where \(\omega = \frac{1}{4i}(\omega^{\alpha\beta} y_\alpha \star y_\beta + \bar{\omega}^{\alpha\overline{\beta}} \bar{y}_\alpha \star \bar{y}_\beta)\). It follows that \(\hat{W}^{(0)} = U - \omega =: W\) such that \(\hat{W} = W + ((1 + \sum_{n=1}^{\infty} \hat{L}^{(n)})^{-1} - 1)(W + \omega) - \sum_{n=1}^{\infty} \hat{K}^{(n)}\). Since both \(\hat{W}\) and \(W\) consists of canonical Lorentz tensors, it follows that the terms proportional to \(\omega\) must cancel, which yields (D.12).
where \( r := d\omega + \omega \star \omega \) with \( \omega := \frac{1}{4!} \left( \omega^{\alpha \beta} y_\alpha \star y_\beta + \omega^{\dot{\alpha} \dot{\beta}} \bar{y}_\dot{\alpha} \star \bar{y}_\dot{\beta} \right) \), and the curvature corrections

\[
J^{(n)} = \sum_{n_1+n_2=n} \left[ \left( \hat{W}^{(n_1)} \star \hat{W}^{(n_2)} + i(r^{\alpha \beta} \hat{V}_\alpha^{(n_1)} \star \hat{V}_\beta^{(n_2)} + r^{\dot{\alpha} \dot{\beta}} \hat{V}_{\dot{\alpha}}^{(n_1)} \star \hat{V}_{\dot{\beta}}^{(n_2)}) \right) \right]_{Z=0},
\]

\[
P^{(n)} = \sum_{n_1+n_2=n} \left[ \hat{W}^{(n_1)}, \hat{P}^{(n_2)} \right]_{\pi} \Big|_{Z=0} .
\]

By construction, Eqs. (D.13) and (D.14) are Cartan integrable order by order in the \( \Phi \)-expansion and define an exterior (or graded-commutative) free differential algebra on \( \mathcal{X} \), that can be written on standard form by imposing (2.62) and eliminating \( (r^{\alpha \beta}, r^{\dot{\alpha} \dot{\beta}}) \) from \( J^{(n)} \).

### D.2 Dynamical field equations on \( \mathcal{X}_4 \)

Reducing the universal system (D.13)–(D.14) down to a four-dimensional sub-manifold \( \mathcal{X}_4 \subset \mathcal{X} \) with local coordinates \( x^\mu \) and assuming that

\[
e_{\mu,\alpha \dot{\alpha}} := 2i\lambda^{-1} \left( \frac{\partial^2}{\partial y^\mu \partial \bar{y}^\alpha} \right) [W_\mu(x|Y)]_{\text{Weyl}} \big|_{Y=0}
\]

is invertible yields a dynamical field content given by

- non-minimal-bosonic model: \( \phi, a_\mu, g_{\mu \nu}, \{\phi_{\mu_1...\mu_s}\}_{s=3,4,5,6,...} \),
- minimal-bosonic model: \( \phi, g_{\mu \nu}, \{\phi_{\mu_1...\mu_s}\}_{s=4,6,...} \),

where the (pseudo-)scalar \( \phi \), Maxwell potential \( a_\mu \) and metric \( g_{\mu \nu} \) are given by

\[
\phi = \Phi(x|Y)|_{Y=0}, \quad a_\mu = W_\mu(x|Y)|_{Y=0}, \quad g_{\mu \nu} = e_\mu(x)e_\nu(x),
\]

and the Fronsdal fields are given by \( s \geq 3 \)

\[
\phi_{\mu_1...\mu_s} = 2i\lambda^{-1} e_{(\mu_1} \alpha_1 \alpha_2 ... \alpha_{s-1} \alpha_s \dot{\alpha}_1 \dot{\alpha}_2 ... \dot{\alpha}_{s-1}) \left( \frac{\partial^2}{\partial y^{\alpha_1} \partial \bar{y}^{\dot{\alpha}_1}} \right) ... \left( \frac{\partial^2}{\partial y^{\alpha_{s-1}} \partial \bar{y}^{\dot{\alpha}_{s-1}}} \right) W_{\mu_s}(x|Y)|_{Y=0}.
\]

The dynamical equations of motion read

\[
(\nabla_g^2 + 2\lambda^2)\phi = T, \quad \nabla_g^\mu f_{\mu \nu} = T_{\nu},
\]

\[
G_{\mu \nu} + 3\lambda^2 g_{\mu \nu} = T_{\mu \nu}, \quad G_{\mu_1...\mu_s} = T_{\mu_1...\mu_s},
\]

where \( \nabla_g \) is the standard metric connection; \( f_{\mu \nu} = 2\partial_{[\mu} a_{\nu]} \); \( G_{\mu \nu} \) is the Einstein tensor; \( G_{\mu_1...\mu_s} \) are the covariantized, self-adjoint Fronsdal operators (containing the standard minimal metric couplings); and the composite sources \( (s = 0, 1, 2, \ldots) \)^\[34\] \( T_{\mu(s)} = \sum_{n=2}^\infty T^{<n>}_{\mu(s)} \) where \( T^{<n>}_{\mu(s)} \) are n\( \text{th} \) order in the weak-field expansion under the usual assumptions of perturbation theory.

---

^34 The algorithm for calculating the composite sources is spelled out in [39]; it amounts to iterative elimination of auxiliary fields and imposition of generalized holonomic gauges which can be reached at every order in the weak-field expansion under the usual assumptions of perturbation theory.
fields, i.e. \((\phi, a_\mu, \{\phi_{\mu_1...\mu_s}\})\). For fixed \(n\), the quantities \(T^{<n>}_{\mu(s)}\) and \(r^{<n>}_{\mu(s)}\) have derivative expansions\(^{35}\) to all orders in \(\lambda^{-1}\nabla_\mu\). These dimensionless operators become large when acting on localizable weak-field fluctuations; by examining \(*\)-products at \(Z = 0\), one can show that the derivative expansions are indeed strongly coupled and actually formally divergent for fluctuations fields belonging to lowest-weight and highest-weight spaces [42].

We note that, while the reduced equations of motion on \(X_1\) are manifestly generally covariant, their invariance under spin-one and higher-spin gauge transformations, which can be read off (á la Cartan) from (D.13) and (D.14) and take the form

\[
\delta a_\mu = \partial_\mu \epsilon + r_\mu, \quad \delta \phi_{\mu_1...\mu_s} = \nabla_{(\mu_1} \epsilon_{\mu_2...\mu_s)} + r_{\mu_1...\mu_s},
\]

(D.24)

\[
\delta \phi = r, \quad \delta g_{\mu\nu} = r_{\mu\nu},
\]

(D.25)

with \(r_{\mu(s)}\) given by double expansions in weak fields and derivatives, is subtle in the sense that in order to verify it one would have to collect an infinite number of terms at each fixed order in the double expansion.

E Spin-frames Adapted to \(K\)-Matrices

E.1 Canonical forms of \(L\)-rotated \(K\)-matrices

The van der Waerden symbols can be realized in a given spin-frame

\[
U = (u^\pm_\alpha, \bar{u}^\pm_\alpha), \quad \bar{u}^\pm_\alpha = (u^\pm_\alpha)^\dagger, \quad u^{\pm\alpha}_\alpha u^{-\alpha}_\alpha = 1 = \bar{u}^{\pm\bar{\alpha}} \bar{u}^{-\bar{\alpha}} , \quad (E.1)
\]

\[
\epsilon_{\alpha\beta} = (u^- u^+ - u^+ u^-)_{\alpha\beta}, \quad \epsilon_{0123} = 1, \quad (E.2)
\]

as

\[
\sigma_0|_U = u^+ \bar{u}^+ + u^- \bar{u}^-, \quad \sigma_1|_U = u^+ \bar{u}^- + u^- \bar{u}^+, \quad (E.3)
\]

\[
\sigma_2|_U = i(u^- \bar{u}^+ - u^+ \bar{u}^-), \quad \sigma_3|_U = u^+ \bar{u}^+ - u^- \bar{u}^-, \quad (E.4)
\]

\[
\sigma_{01}|_U = u^+ u^+ - u^- u^-, \quad \sigma_{02}|_U = -i(u^+ u^+ + u^- u^-), \quad \sigma_{03}|_U = -(u^+ u^- + u^- u^+) \quad (E.5)
\]

\[
\sigma_{12}|_U = i\sigma_{03}|_U, \quad \sigma_{23}|_U = i\sigma_{01}|_U, \quad \sigma_{31}|_U = i\sigma_{02}|_U \quad (E.6)
\]

with \(\bar{\sigma}_{ab}|_U\) given by complex conjugates. In what follows we shall let \(U\) denote a well-defined spin-frame at the base-point \(p_0\) where \((\bar{\Phi}', \bar{S}'_\alpha)\) are evaluated.

For a given \(K = E, J, iB, iP\) \((E = P_0 = M_{\theta'0}, J = M_{12}, iB = iM_{03}, iP = iP_1 = iM_{\theta'1})\) there exists an adapted spin-frame \(\bar{U} \equiv \bar{U}_{(K)}\) in which \(K^L \equiv L^{-1} \star K \star L \equiv \frac{1}{2} Y^{\alpha\beta} K^L_{\alpha\beta} Y^\beta_{\alpha}\) assumes the

\(^{35}\)For example, the nonlocal quadratic scalar-field stress-energy tensor \(T^{(2)}_{\mu
u}[\phi]\), that depends quadratically on \(\phi\) and all its derivatives, was calculated in [11].
following canonical form ($\Upsilon \in \mathbb{R}$ for $E^L$ and $J^L$, while it can be real or imaginary, depending on the spacetime region, for $iB^L$ and $iP^L$, see Table 1):

\[
E^L = \begin{bmatrix}
2\Upsilon \tilde{u}^+ \tilde{u}^- & \sqrt{1 + \Upsilon^2} (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) \\
\sqrt{1 + \Upsilon^2} (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) & 2\Upsilon \tilde{u}^+ \tilde{u}^-
\end{bmatrix} = \Upsilon \Gamma^{03} |\tilde{U} - \sqrt{1 + \Upsilon^2} \Gamma^0 |\tilde{U},
\]

\[
J^L = \begin{bmatrix}
2i\sqrt{1 + \Upsilon^2} \tilde{u}^+ \tilde{u}^- & \Ypsilon (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) \\
\Ypsilon (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) & -2i\sqrt{1 + \Upsilon^2} \tilde{u}^+ \tilde{u}^-
\end{bmatrix} = -\sqrt{1 + \Upsilon^2} \Gamma^{12} |\tilde{U} + \Ypsilon \Gamma^1 |\tilde{U},
\]

\[
iB^L = \begin{bmatrix}
2i\sqrt{1 + \Upsilon^2} \tilde{u}^+ \tilde{u}^- & i\Ypsilon (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) \\
i\Ypsilon (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) & 2i\sqrt{1 + \Upsilon^2} \tilde{u}^+ \tilde{u}^-
\end{bmatrix} = -i \left( \sqrt{1 + \Upsilon^2} \Gamma^{03} |\tilde{U} + \Ypsilon \Gamma^0 |\tilde{U} \right),
\]

\[
iP^L = \begin{bmatrix}
2\Ypsilon \tilde{u}^+ \tilde{u}^- & i\sqrt{1 + \Upsilon^2} (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) \\
i\sqrt{1 + \Upsilon^2} (\tilde{u}^+ \tilde{u}^- + \tilde{u}^- \tilde{u}^+) & -2\Ypsilon \tilde{u}^+ \tilde{u}^-
\end{bmatrix} = i \left( \Ypsilon \Gamma^{12} |\tilde{U} - \sqrt{1 + \Upsilon^2} \Gamma^1 |\tilde{U} \right).
\]

(E.7)

The $K$-adapted spin-frames $\tilde{U}_{(K)}$ may have ill-defined limits at $p_0$ while

\[
(\Gamma_A)^{\alpha\beta} |\tilde{U}_{(K)}|_{p \to p_0} = (\Gamma_A)^{\alpha\beta}.
\]

(E.8)

In the remainder of this Appendix we collect the transformations from the fixed spin-frame $U$ to $\tilde{U}_{(E)}$ and $\tilde{U}_{(J)}$.

**E.2 E-ADAPTED AND J-ADAPTED SPIN-FRAMES**

The decomposition (3.17) of the matrix

\[
E^L_{\alpha\beta} := L_\alpha^{\alpha'} L_\beta^{\beta'} (\Gamma_0)_{\alpha'\beta'} = \begin{bmatrix}
\chi^L_{(E)\alpha\beta} & \psi^L_{(E)\alpha\beta} \\
\bar{\psi}^L_{(E)\alpha\beta} & \bar{\chi}^L_{(E)\alpha\beta}
\end{bmatrix},
\]

(E.9)

with $L_{\alpha\beta}(x^\mu)$ given in stereographic coordinates by (3.31), takes the following form in the global embedding coordinates $X^A$ defined in (A.18) ($q(X) := \sqrt{1 + X^\mu X_\mu}$):

\[
\chi^L_{(E)\alpha\beta} = X_{(\alpha} \left( u^+ \tilde{u}^+ + u^- \tilde{u}^- \right)_{\beta)},
\]

\[
\psi^L_{(E)\alpha\beta} = X_3 (u^+ u^- + u^- u^+)_{\alpha\beta} + (X_1 + iX_2) (u^- u^-)_{\alpha\beta} - (X_1 - iX_2) (u^+ u^+)_{\alpha\beta},
\]

\[
\bar{\psi}^L_{(E)\alpha\beta} = \frac{1 + q}{2} \left[ 1 + \frac{X_0 + X_1 X_1}{(1 + q)^2} \right] (u^+ \tilde{u}^+ + u^- \tilde{u}^-)_{\alpha\beta}
\]

\[
- \frac{2X_0}{(1 + q)^2} \left[ X_3 (u^+ \tilde{u}^+ - u^- \tilde{u}^-)_{\alpha\beta} + X_1 (u^+ \tilde{u}^- + u^- \tilde{u}^+)_{\alpha\beta} + iX_2 (u^- \tilde{u}^- - u^+ \tilde{u}^+)_{\alpha\beta} \right]
\]

(E.10)

obeying $\chi^L_{(E)\alpha\beta} |X^i = 0 = 0$ and $\psi^L_{(E)\alpha\beta} |X^i = 0 = (\sigma_0)_{\alpha\beta}$. In global spherical coordinates $(t, r, \theta, \phi)$, as defined in (A.20), one has

\[
\chi^L_{(E)\alpha\beta} = r \left[ \cos \theta (u^+ u^- + u^- u^+)_{\alpha\beta} + \sin \theta e^{i\phi} (u^- u^-)_{\alpha\beta} - \sin \theta e^{-i\phi} (u^+ u^+)_{\alpha\beta} \right].
\]

(E.11)
For \( r > 0 \), the canonical form with \( \Upsilon = r \) is assumed on the \( E \)-adapted spin-frame

\[
\tilde{u}_{(E)\alpha}^+ = \frac{p}{\sqrt{2}} \left[ \sqrt{1 + \cos \theta} u_\alpha^+ + \sqrt{1 - \cos \theta} e^{i\phi} u^\alpha \right] \tag{E.12}
\]

\[
\tilde{u}_{(E)\alpha}^- = \frac{p^{-1}}{\sqrt{2}} \left[ -\sqrt{1 - \cos \theta} e^{-i\phi} u_\alpha^+ + \sqrt{1 + \cos \theta} u^\alpha \right], \tag{E.13}
\]

where

\[
p(x) = \left( \frac{\sqrt{1 + r^2} + |\cos t| + r \sin t}{\sqrt{1 + r^2} + |\cos t| - r \sin t} \right)^{1/4}, \tag{E.14}
\]

leading to (4.17) and (4.18).

Analogously, the \( L \)-rotation of \( K = J = M_{12} \) yields

\[
v^L_{(j)\alpha\beta} = -i \left[ (X_1 + iX_2)u_\alpha^+ u_\beta^- - (X_1 - iX_2)u_\alpha^- u_\beta^+ \right], \tag{E.15}
\]

\[
x^L_{(j)\alpha\beta} = i \left[ \left( 1 + \frac{X_1^2 - X_2^2}{1 + q} \right) (u_\alpha^+ u_\beta^- + u_\alpha^- u_\beta^+) + \frac{(X_0 - X_3)(X_1 + iX_2)u_\alpha^- u_\beta^- + (X_0 + X_3)(X_1 - iX_2)u_\alpha^+ u_\beta^+}{1 + q} \right], \tag{E.16}
\]

which obey \( x^L_{(j)\alpha\beta}|x^i = 0 = -i \sigma_{12})_{\alpha\beta} \) and \( v^L_{(E)\alpha\beta}|x^i = 0 = 0 \), and that acquire the canonical form with \( \Upsilon = \sqrt{1 + r^2 \sin^2 \theta} \) on the \( J \)-adapted spin-frame

\[
\tilde{u}_{(j)\alpha}^+ = \frac{e^{i\pi}}{\sqrt{2}} \left[ f_+ e^{-i\phi/2} \tilde{u}_{(E)\alpha}^+ - f_- e^{i\phi/2} \tilde{u}_{(E)\alpha}^- \right] \tag{E.17}
\]

\[
\tilde{u}_{(j)\alpha}^- = \frac{e^{-i\pi}}{\sqrt{2}} \left[ f_- e^{i\phi/2} \tilde{u}_{(E)\alpha}^+ + f_+ e^{i\phi/2} \tilde{u}_{(E)\alpha}^- \right], \tag{E.18}
\]

where \( \tilde{u}_{(E)\alpha}^+ \) is the \( E \)-adapted spin-frame and

\[
f_\pm(r, \theta) = \sqrt{\frac{1 \pm \cos \theta}{1 + r^2 \sin^2 \theta}}. \tag{E.19}
\]

**F Weyl-ordered and Regular Presentation of Projectors**

Given the complexified Heisenberg algebra (3.87), a set of (diagonal) projectors \( P_n \equiv P_{n,n} \) obeying the orthonormality condition (3.38) and with eigenvalues \( n = (n_1, n_2), n_i \in \mathbb{Z} + \frac{1}{2} \), as in (3.86), is (for details, see for example [42])

\[
P_n = P_{n_1}(w_1) \star P_{n_2}(w_2), \tag{F.1}
\]

\[
w_i = y_i^+ y_i^- = y_i^+ y_i^- + \frac{1}{2} = y_i^+ y_i^- - \frac{1}{2} \quad \text{(no sum over } i), \tag{F.2}
\]

with single-Fock-space projectors having the following Weyl-ordered regular presentation \( n \in \mathbb{Z} + \frac{1}{2}, \varepsilon := n/|n|, w := y^- y^+ \)

\[
P_n(w) = 2(-1)^{|n| - \frac{1}{2}} \int_{C(\varepsilon)} \frac{ds}{2\pi i} \frac{(s + 1)^{n - \frac{1}{2}}}{(s - 1)^{n + \frac{1}{2}}} \left[ e^{-2s w} \right]_{\text{Weyl}}, \tag{F.3}
\]
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where $C(\varepsilon)$ is prescribed to be a small contour encircling $\varepsilon$. With this prescription, and writing $P_n \equiv \oint_{C(\varepsilon)} ds f_n(s|\omega)$, the $\star$-product composition $P_n \star P_n' \equiv \left(\oint_{C(\varepsilon)} ds f_n(s|\omega)\right) \left(\oint_{C(\varepsilon')} ds' f_n'(s'|\omega)\right)$ is, by the very definition of regular presentations, performed by exchanging the auxiliary integrals with the $\star$-product, performing the latter and then performing the auxiliary integrations one after the other, say the $s'$ integral while keeping $s$ fixed, viz.

$$P_n \star P_n' := \oint_{C(\varepsilon)} ds \left[\oint_{C(\varepsilon')} ds' \left(f_n(s|\omega) \ast f_n'(s'|\omega)\right)\right], \quad (F.4)$$

where thus $C_s(\varepsilon') = \{s': |s' - \varepsilon'| \ll |s - \varepsilon| \ll 1\}$. Using the $\star$-product lemma

$$\left[e^{-2sw}\right]_{\text{Weyl}} \ast \left[e^{-2s'w}\right]_{\text{Weyl}} = \frac{1}{1 + ss'}\left[\exp \left(-2\frac{s + s'}{1 + ss'}w\right)\right]_{\text{Weyl}}, \quad (F.5)$$

which holds by analytical continuation for all $s$ and $s'$ such that $ss' \neq -1$, and changing variables from $s'$ to

$$u(s') = (s + s')(1 + ss')^{-1} \quad \text{at fixed } s \in C(\varepsilon), \quad (F.6)$$

it follows that $36$ $u \subset C(\varepsilon')$ for all $s \subset C(\varepsilon)$; as a result, the auxiliary $s$-integral factorizes out and one has

$$P_n \star P_n' = \left[2(-1)^{|n|+n'-1} \oint_{C(\varepsilon)} ds \frac{(s + 1)^{|n-n'|-1}}{2\pi i(s - 1)^{|n+n'|+1}}\right]2(-1)^{|n'|-\frac{1}{2}} \oint_{C(\varepsilon')} du \frac{(u + 1)^{|n'-1|+\frac{1}{2}}}{2\pi i(u + 1)^{|n|+\frac{1}{2}}} [e^{-2uw}]_{\text{Weyl}}$$

$$= \delta_{n,n'} P_{n'}, \quad (F.7)$$

We note that this orthonormalization is consistent with associativity, which requires $P_{\frac{1}{2}} * P_{\frac{1}{2}} = 2P_{\frac{1}{2}} * P_{\frac{1}{2}} = -P_{\frac{1}{2}} * P_{\frac{1}{2}} = 0$, as can be seen from $y^\varepsilon * P_{-\varepsilon} = 0 = P_{-\varepsilon} * y^{-\varepsilon}$ ($\varepsilon = \pm$).

Moreover, it can be seen from the above calculation that the order in which the auxiliary integrals is performed is immaterial for the final result and that one may also choose to replace one of the two auxiliary integrals by its residues prior to performing the $\star$-product, which is equivalent to collapsing the closed contour $C_s(\varepsilon') = \{s': |s' - \varepsilon'| \ll |s - \varepsilon| \ll 1\}$ above. Using the latter, slightly simplified, prescription, the space $A := A^+ \oplus A^-$ spanned by the generalized Fock-space (+) and anti-Fock-space (−) projectors

$$P_{n|n'} := \frac{1}{\sqrt{|n|^{-\frac{1}{2}}(|n'|^{-\frac{1}{2}})}} (\varepsilon y^\varepsilon)^{(|n|^{-\frac{1}{2}})} \ast P_{\frac{1}{2}} \ast (y^{-\varepsilon})^{(|n'|^{-\frac{1}{2}})}, \quad (F.8)$$

(which are non-trivial only if $\varepsilon = \varepsilon'$ and inherit a regular presentation from $P_{\frac{1}{2}}$) can be equipped with a $\star$-product rule whereby one auxiliary integral is introduced for each composition. Thus, given $O_i \in A$ ($i = 1, \ldots, N$), their $N$-fold $\star$-products, namely $(\cdots (O_1 \star O_2) \cdots \star O_{N-1}) \star O_N$ and all other arrangements obtained by permuting the composition order, are to be evaluated by introducing one

---

36 If $\varepsilon = \varepsilon'$ then $u \subset C(\varepsilon')$ provided $|s' - \varepsilon'| \ll 1$ and $|s - \varepsilon| \ll 1$ while if $\varepsilon = -\varepsilon'$ then $u \subset C(\varepsilon')$ provided $|s' - \varepsilon'| \ll |s - \varepsilon| \ll 1$. 

---
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auxiliary integral prior to each \( \ast \)-product; the former integrals can then be factored out, one after the other, as in Eq. (F.7). By induction, it follows that all nestings yield the same answer, \( \text{viz.} \)

\[
(\cdots (O_1 \ast O_2) \ast \cdots \ast O_{N-1}) \ast O_N = \sum_{n,m} \wedge_n \Omega_1 \cdots \Omega_N = \sum_{n,m} P_{n|m}(\hat{\Omega}_1 \cdots \hat{\Omega}_N)_{n|m},
\]

using the notation \( \Omega_i := \sum_{n,m} P_{n|m}(\hat{\Omega}_i)_{n|m} \) and \( (\hat{\Omega} \hat{\Omega}')_{n|m} := \sum_m \hat{\Omega}_n \hat{\Omega}'_m \) and the lemma

\[
P_{n|m} \ast P_{m|m'} = \delta_{nm} P_{n|m'}. \tag{F.10}
\]

Hence, in particular, one has \( (O \ast O') \ast O'' = O \ast (O' \ast O'') \) manifesting associativity.

As for the double-Fock-space projectors in (F.1), their regular presentation reads \( \left(1, n, -\right) \sum_{i} e_{+}^{\ast} \sum_{i} e_{-}^{\ast} = \left. 2 \sum_{i} e_{-}^{\ast} \right| Weyl \right. \) \( \tag{F.11} \)

As each Fock-space projector has the form (F.24) and \( Y_{\Omega} \ast \kappa_y \bar{\kappa}_{\bar{y}} = -\kappa_y \bar{\kappa}_{\bar{y}} \ast Y_{\Omega}, \) one has

\[
P_{n_1,n_2} \ast \kappa_y \bar{\kappa}_{\bar{y}} = \kappa(K_{(\varepsilon_1 \varepsilon_2)}) (-1)^{|n_1|+|n_2|-1} P_{n_1,n_2}, \tag{F.12}
\]

where the sign factors \( \kappa(K) \) for \( K = E, J, iB, iP \), which are collected in Table 1, are determined using Gaussian integration. In the two \( \pi \)-even cases, \( J = M_1 \) and \( iB = iM_3 \), the integrals factorize into holomorphic and anti-holomorphic pieces as follows (assuming Weyl order):

\[
e^{\ast iJ} \ast \kappa_y \bar{\kappa}_{\bar{y}} = (e^{\ast iy} y_{-} \ast \kappa_{y}) \ast (e^{\ast iy} y_{-} \ast \bar{\kappa}_{\bar{y}}), \tag{F.13}
\]

\[
e^{\ast 4iB} \ast \kappa_y \bar{\kappa}_{\bar{y}} = (e^{\ast iy} y_{-} \ast \kappa_{y}) \ast (e^{\ast iy} y_{-} \ast \bar{\kappa}_{\bar{y}}), \tag{F.14}
\]

using the spin-frames in Eqs. (E.1)–(E.6) and \( y_{\pm} := u_{\pm} y \) and \( \bar{y}_{\pm} := \bar{u}_{\pm} \bar{y} \). From the chiral \( \ast \)-product

\[
e^{\ast iy} y_{-} \ast \kappa_{y} = i e^{\ast iy} y_{-}, \tag{F.15}
\]

it follows that

\[
e^{\ast 4iJ} \ast \kappa_y \bar{\kappa}_{\bar{y}} = i (-i) e^{\ast 4iJ} \Rightarrow \kappa(J) = +1, \tag{F.16}
\]

\[
e^{\ast 4iB} \ast \kappa_y \bar{\kappa}_{\bar{y}} = i^2 e^{\ast 4iB} \Rightarrow \kappa(iB) = -1. \tag{F.17}
\]

In the two \( \pi \)-odd cases, \( E = P_0 \) and \( iP = iP_3 \), say, the integrals factorize in a similar fashion as follows:

\[
e^{\ast 4E} \ast \kappa_y \bar{\kappa}_{\bar{y}} = (e^{\ast iy} y_{+} \ast \kappa_{+}) \ast (e^{\ast iy} y_{+} \ast \kappa_{-}), \tag{F.18}
\]

\[
e^{\ast 4iP} \ast \kappa_y \bar{\kappa}_{\bar{y}} = (e^{\ast iy} y_{+} \ast \kappa_{+}) \ast (e^{\ast iy} y_{-} \ast \kappa_{-}), \tag{F.19}
\]

where we have defined \( \kappa_{\pm} := 2\pi [\delta(y_{\pm}) \delta(\bar{y}_{\pm})]_{\text{Weyl}} \). It follows that

\[
\kappa(iP) = \kappa(J) = +1, \tag{F.20}
\]
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while $\kappa(E)$ can be brought back to the case of $\kappa(iB)$ by analytical continuation leading to

$$
\kappa(E) = i^2 \kappa(iB) = -1.
\quad (F.21)
$$

Concerning the rank-$|n|$ projectors \((K_q) := \frac{1}{2}(qw_1 + w_2), \ q = \pm 1\)

$$
\mathcal{P}_n(K_q) := \sum_{n_2 + qn_1 = n \ \epsilon_1 \epsilon_2 = q} P_{n_1,n_2}, \quad n \in \{\pm 1, \pm 2, \ldots\},
\quad (F.22)
$$

they are invariant under the centralizer $c_{\text{sp}(4;C)}(K(q))$. In particular, the ground-state projectors \(P_{\frac{\epsilon_1}{2}, \frac{\epsilon_2}{2}} = \mathcal{P}_{\epsilon_2}(K(\epsilon_1 \epsilon_2))\).

To perform the sum in \((F.22)\) one may first perform the closed-contour integrals in the single-Fock-space projectors, which yields

$$
P_n(w) = \frac{1}{(|n| - \frac{1}{2})} (\varepsilon y \rangle \langle n| - \frac{1}{2} \times P_{\frac{\epsilon_1}{2}} \times (y - \varepsilon)| - \frac{1}{2} = 2(-1)^{|n| - \frac{1}{2}} \left[ e^{-2w} L_{n - \frac{1}{2}}(4w) \right]_{\text{Weyl}},
\quad (F.24)
$$

where \(L_{n - \frac{1}{2}}(x) \equiv L^{(0)}_{\frac{n}{2}}(x)\) and

$$
L_{n - \frac{1}{2}}^{(\alpha)}(x) = \frac{x^{-\alpha} e^x}{(n - \frac{1}{2})!} \left( \frac{d^{n - 1}}{dx^{n - 1}} (e^{-x} x^{\frac{1}{2} + \alpha}) \right)
\quad (F.25)
$$

are the generalized Laguerre polynomials with \(n \geq \frac{1}{2}\). We note that \((F.24)\) holds for all \(n\) by virtue of Kummer’s transformation

$$
L_{n - \frac{1}{2}}^{(\alpha)}(x) = \frac{e^x \sin((n - \frac{1}{2})\pi)}{\sin((n - \frac{1}{2})\pi)} L_{n - \frac{1}{2} - \alpha}(x).
\quad (F.26)
$$

From the recurrence relation $\sum_{p+q=r} L_p^{(\alpha)}(x) L_q^{(\beta)}(y) = L_r^{(\alpha+\beta+1)}(x+y)$ for \(p, q, r \in \mathbb{N}\) and Kummer’s transformation it follows that \((n = \pm 1, \pm 2, \ldots; \varepsilon := n/|n| = \varepsilon_2\) using \(n_2 + qn_1 = \varepsilon_2(|n_1| + |n_2|))\)

$$
\mathcal{P}_n(K_q) = \sum_{n_2 + qn_1 = n \ \epsilon_1 \epsilon_2 = q} 4(-1)^{|n| - 1} \left[ e^{-2(w_1 + w_2)} L_{n_1 - \frac{1}{2}}(4w_1) L_{n_2 - \frac{1}{2}}(4w_2) \right]_{\text{Weyl}} \quad (F.27)
$$

$$
= 4(-)^{n - \frac{1 + \varepsilon}{2}} \left[ e^{-4K(q)} L_{n_1 - 1}^{(1)}(8K(q)) \right]_{\text{Weyl}}
\quad (F.28)
$$

$$
= 2(-)^{n - \frac{1 + \varepsilon}{2}} \int_{C(\varepsilon)} \frac{ds}{2\pi i} \left( \frac{s + 1}{s - 1} \right)^n \left[ e^{-4sK(q)} \right]_{\text{Weyl}} \quad (F.29)
$$

### G Details of the Deformed Oscillators

In this Appendix, we spell out various details of solving the deformed-oscillator problem in Eqs. (3.65) and (3.66) by casting it via the Laplace transformation (3.70) into the solvable $c$-product equation...
The (anti-)normal-ordered form of the inner Klein operator \( \kappa_z \) which breaks manifest \( \tau \)-covariance with respect to the complexified Heisenberg algebra \( z^\pm = u^{\pm \alpha} z_\alpha \) obeying \( [z^-, z^+] = -2i \), where the \(*\)-product is represented by

\[ : f(z^-, z^+) :_+ * : g(z^-, z^+) :_+ = \int \frac{d\xi^- d\eta^+}{4\pi} e^{i\eta^- \eta^+} : f(z^+, z^- + \xi^-) g(z^+ - \eta^+, z^-) : , \quad (G.1) \]

\[ : f(z^-, z^+) :_- * : g(z^-, z^+) :_- = \int \frac{d\xi^- d\eta^+}{4\pi} e^{-i\eta^- \eta^+} : f(z^+ + \xi^+, z^-) g(z^+, z^- - \eta^-) : . \quad (G.2) \]

The (anti-)normal-ordered form of the inner Klein operator \( \kappa_z \) is given by

\[ \kappa_z = (-1)^{N_z} * : e^{-2\sigma N_z} : \sigma , \quad N_z := \frac{i}{2} z^+ * z^- , \quad (G.3) \]

which breaks manifest \( SL(2; \mathbb{C}) \)-covariance as well as \( \tau \)-covariance in the sense that \( \tau(\kappa_z) = -\kappa_z \), while \( \tau( : e^{-2\sigma N_z} : \sigma) = : e^{2\sigma N_z} : -\sigma \). The deformed oscillator problem gets the form \( (N_z = \frac{i}{2} w_z - \frac{1}{2} ; \)

\[ w_z = \frac{1}{2} \{ z^+, z^- \}_* \]

\[ [\Sigma_\alpha, \Sigma_\beta]_* = -2i\epsilon_{\alpha\beta} \left( 1 - B\nu : e^{-i\sigma w_z} : \sigma \right) , \quad (G.4) \]

where the index \( n \) has been suppressed. One proceeds by making the Ansatz

\[ \Sigma^\pm_\sigma := u^{\pm \alpha} \Sigma_\alpha = \int_{-1}^{1} dt f^\pm_\sigma(t) : z^\pm e^{\frac{i\sigma}{2}(t-1)w_z} : \sigma \quad (G.5) \]

\[ = -2i\frac{\partial}{\partial \rho^+} \int_{-1}^{1} dt : e^{\frac{i}{2} \left( \sigma(t-1)w_z + \rho^+ z^+ + \rho^- z^- \right)} : \sigma f^\pm_\sigma(t) \bigg|_{\rho^=0} . \quad (G.6) \]

chosen such that \( f^\pm_\sigma(t) \) shall turn out to be the same as in (3.70). From the lemma

\[ : \exp \frac{i}{2} (\sigma(t-1)w_z + \rho^+ z^+ + \rho^- z^-) : \sigma * : \exp \frac{i}{2} (\sigma(t'-1)w_z + \rho^' z^+ + \rho^- z^-) : \sigma \]

\[ = : \exp \frac{i}{2} (\sigma(tt'-1)w_z + \rho^+ z^+ + \rho^- z^- + \frac{1}{2}(1 + \sigma)\rho^- \rho^+ - \frac{1}{2}(1 - \sigma)\rho^- \rho^+) : \sigma \quad , \quad (G.7) \]

\[ \rho^\pm := \frac{1}{2} (1 \mp \sigma)(\rho^\pm + t\rho^\pm) + \frac{1}{2} (1 \mp \sigma)(\rho^\pm + t\rho^+) \quad , \quad (G.8) \]
one gets
\[
\left[ z^- e^{\frac{i\sigma}{2} (t-1)w_z} :_{\sigma} , z^+ e^{\frac{i\sigma}{2} (t'-1)w_z} :_{\sigma} \right] = -2i : \left( 1 + \frac{i\sigma}{2} (tt' - 1)w_z \right) e^{\frac{i\sigma}{2} (t' - 1)w_z} :_{\sigma} ,
\]  
(\text{G.9})

that is,
\[
\int_{-1}^{1} dt \int_{-1}^{1} dt' f_{\sigma}^{-}(t) f_{\sigma}^{+}(t') \left[ 1 + \frac{i\sigma}{2} (tt' - 1)w_z \right] : e^{\frac{i\sigma}{2} (t' - 1)w_z} :_{\sigma} = 1 - B\nu : e^{-i\sigma w_z} :_{\sigma} .
\]  
(\text{G.10})

Inserting \(1 = \int_{-1}^{1} du \delta(tt' - u)\) into left-hand side and using \(h_{\sigma}(u) := (f_{\sigma}^{-} \circ f_{\sigma}^{+})(u)\) with \(\circ\) given by the convolution defined in (3.73), one obtains the integral equation
\[
\int_{-1}^{1} du h(u) \left[ (u - 1) \frac{\partial}{\partial u} + 1 \right] : e^{\frac{i\sigma}{2} (u-1)w_z} :_{\sigma} = 1 - B\nu : e^{-i\sigma w_z} :_{\sigma} ,
\]  
(\text{G.11})

with the unique solution \(h_{\sigma}(u) = \delta(u - 1) - \frac{\sigma B\nu}{2}\). The original problem is therefore mapped to the \(\sigma\)-product equation (3.75). Going back to Weyl order using
\[
: e^{\frac{i\sigma}{2} t(t-1)z^+z^-+\rho^+z^++\rho^-z^-} :_{\sigma} = \frac{2}{t+1} \left[ e^{\frac{i\sigma}{2} t(t-1)z^+z^-+\rho^+z^++\rho^-z^-} \right] \text{Weyl} ,
\]  
(\text{G.12})

one then retrieves the Ansatz given in (3.70). In order to derive the re-ordering formula above, it is convenient to Fourier-transform the left-hand side as
\[
: e^{\frac{i\sigma}{2} (sz^+z^-+\rho^+z^++\rho^-z^-)} :_{\sigma} = \int \frac{dk dk}{4\pi} : e^{\frac{i\sigma}{2} (skz^++kz^-)} :_{\sigma} + \frac{i}{2} (k\rho^+ + k\rho^-) \right] \text{Weyl} ,
\]  
(\text{G.13})

Then, the Baker-Campbell-Hausdorff formula can be used to write the normal-ordered, \(z\)-dependent part of the integrand as
\[
: e^{-\frac{i\sigma}{2} (skz^++kz^-)} :_{\sigma} = \frac{i}{2} (\rho^+ + isk) z^+ \star e_{\sigma}^z (\rho^- + i\bar{k}) z^- \]
\[
\quad = e_{\sigma}^z (\rho^+ + isk) z^+ \star e_{\sigma}^z (sk\rho^- + k\rho^+) \]
\[
\quad = \left[ e_{\sigma}^z (\rho^+ + isk) z^+ \star e_{\sigma}^z (sk\rho^- + k\rho^+) \right] \text{Weyl} ,
\]  
(\text{G.14})

where the last equality follows from the fact that \(e_{\sigma}^f(z) = \left[ e^f(z) \right] \text{Weyl}\) if \(f\) is linear in \(z\) (as any linear combination \(A^i z_i\), with \(i = -, +\), satisfies \(A^{i_1} z_{i_1} \cdots A^{i_n} z_{i_n} = A^{i_1} z_{i_1} \cdots A^{i_n} z_{i_n}\) since any contraction is proportional to \(\epsilon_{ijk} = -\epsilon_{+ -} = 1 = -\epsilon_{++}, \epsilon_{++} = 0 = \epsilon_{--}\)). Inserting now the Weyl-ordered result (G.14) in (G.13) and performing the integration one obtains (G.12) for \(\sigma = +\). The case of \(\sigma = -\) is treated analogously.

**G.2 Solving the \(\sigma\)-product Equation**

In order to solve the \(\sigma\)-product equation (3.75), i.e.
\[
(f_{\sigma}^{-} \circ f_{\sigma}^{+})(u) = \delta(u - 1) - \frac{\sigma B\nu}{2} ,
\]  
(\text{G.15})

\(^{37}\)The \(\rho^+\rho^-\)-term does not contribute to (G.6).
one begins by observing that the space of functions on the interval \([-1, 1]\) decompose under the ◦-product into even and odd functions, viz.

\[
f(\pi) \circ g(\pi') = \delta_{\pi\pi'} f(\pi) \circ g(\pi'), \quad f(\pi)(-s) = \pi f(\pi)(s), \quad \pi, \pi' = \pm 1. \tag{G.16}
\]

Therefore (G.15) separates into the following two independent equations:

\[
(f_{\sigma}^{(-)} \circ f_{\sigma}^{(+)})(u) = I_0^{(+)}(u) - \frac{\sigma B \nu}{2}, \tag{G.17}
\]

\[
(f_{\sigma}^{(-)} \circ f_{\sigma}^{(-)})(u) = I_0^{(-)}(u), \tag{G.18}
\]

where

\[
I_0^{(\pm)} := \frac{1}{2} [\delta(u - 1) \pm \delta(u + 1)], \tag{G.19}
\]

acts as the identity in the ◦-product algebra. Equations (G.17) and (G.18) can be cast into algebraic equations by expanding \((t \in [-1, 1])\)

\[
f_{\sigma}^{(\pm)}(t) := m_{\sigma}^{(\pm)}(t) + \sum_{k=0}^{\infty} \lambda_{\sigma,k}^{(\pm)} p_{k}^{(\pi)}(t), \quad m_{\sigma}^{(\pm)} := \sum_{k=0}^{\infty} \mu_{\sigma,k}^{(\pm)} I_k^{(\pi)}, \tag{G.20}
\]

in terms of \(I_0^{(\pm)}\) and \((k \geq 1)\)

\[
I_k^{(\pi)}(u) := [\text{sign}(u)]^{\frac{1}{2}(1-\pi)} \int_{-1}^{1} ds_1 \cdots \int_{-1}^{1} ds_k \delta(u - s_1 \cdots s_k)
\]

\[
= [\text{sign}(u)]^{\frac{1}{2}(1-\pi)} \left( \log \left| \frac{1}{\pi} \right| \right)^{k-1} \frac{1}{(k-1)!}, \tag{G.21}
\]

obeying the algebra \((k, l \geq 0)\)

\[
I_k^{(\pi)} \circ I_l^{(\pi)} = I_{k+l}^{(\pi)}, \tag{G.22}
\]

and \(p_k^{(\pi)}(t) \ (k \geq 0)\) are the ◦-product projectors

\[
p_k^{(\pi)}(s) := \frac{(-1)^k}{k!} \delta^{(k)}(s), \quad \pi = (-1)^k, \tag{G.23}
\]

obeying

\[
p_k^{(\pi)} \circ f = L_k[f] p_k^{(\pi)}, \quad L_k[f] = \int_{-1}^{1} ds \ s^k f(s). \tag{G.24}
\]

The property (G.22) implies that \(m_\pi \circ m_\pi\) can be mapped to the algebraic product \(\bar{m}_\pi(\xi) \bar{m}_\pi(\xi)\) between the symbols \((\xi \in \mathbb{C})\)

\[
\bar{m}_\sigma^{(\pm)}(\xi) := \sum_{k=0}^{\infty} \mu_{\sigma,k}^{(\pm)} \xi^k. \tag{G.25}
\]
Therefore, substituting (G.20) into (G.17) and (G.18) and using (G.22) and (G.24) one is left with the algebraic equations

\[
\tilde{m}_{\sigma}^{-}(+) \tilde{m}_{\sigma}^{(+)} = 1 - \frac{\sigma B \nu}{2} \xi , \quad \tilde{m}_{\sigma}^{(-)} \tilde{m}_{\sigma}^{(+)} = 1 ,
\]

and the following condition on the projector part of the expansion (G.20):

\[
\lambda_{\sigma,k}^{(-)} L_n [m_{\sigma}^{(+)}] + \lambda_{\sigma,k}^{(+)} L_n [m_{\sigma}^{(-)}] + \lambda_{\sigma,k}^{(-)} \lambda_{\sigma,k}^{(+)} = 0 .
\]

The solution space to (G.26) is parameterized by an undetermined function \(\tilde{g}_{\sigma}^{(\pm)}\) as follows:

\[
\tilde{m}_{\sigma}^{\pm}(+) = (\tilde{g}_{\sigma}^{(\pm)})^{\pm 1} \sqrt{1 - \frac{\sigma B \nu}{2} \xi} , \quad \tilde{m}_{\sigma}^{\pm} = (\tilde{g}_{\sigma}^{(\pm)})^{\pm 1} .
\]

Likewise, the solution space to (G.27) contains an undetermined set of coefficients, say \(\lambda_{\sigma,k}^{(\pm)}\). One can show that these undetermined quantities are gauge artifacts. One natural gauge choice is to work with symmetric solutions

\[
f^{\pm}_{\sigma} = f_{\sigma} \Rightarrow \mu_{\sigma,k}^{(\pm)} = \mu_{\sigma,k}^{(\pi)} , \quad \lambda_{\sigma,k}^{(\pm)} = \lambda_{\sigma,k}^{(\pi)} .
\]

and we shall hence drop the \(\pm\) referring to the spin-frame henceforth. Thus

\[
\tilde{m}_{\sigma}^{(+)} = \varepsilon_{\sigma}^{(+)} \sqrt{1 - \frac{\sigma B \nu}{2} \xi} , \quad \tilde{m}_{\sigma}^{(-)} = \varepsilon_{\sigma}^{(-)} ,
\]

where \((\varepsilon_{\sigma}^{(\pm)})^{2} = 1, (\pi = (-1)^{k})\)

\[
\lambda_{\sigma,k}^{(\pi)} \left( \lambda_{\sigma,k}^{(\pi)} + 2L_k [m_{\sigma}^{(\pi)}] \right) = 0 .
\]

It follows that

\[
m_{\sigma}^{(+)} = \varepsilon^{(+)} (I_{0}^{(+)}(s) + q_{\sigma}^{(+)}(s)) , \quad m_{\sigma}^{(-)} = \varepsilon^{(-)} I_{0}^{(-)}(s) ,
\]

and that either \(\lambda_{\sigma,k}^{(\pi)} = 0\), and the projectors \(p_k\) do not contribute to the internal connection, or \(\lambda_{\sigma,k}^{(\pi)} = -2L_k [m_{\sigma}^{(\pi)}] = -2L_k [m_{\sigma}^{(\pi)}]\), i.e.,

\[
\lambda_{\sigma,k}^{(\pi)} = -2\theta_{\sigma,k} L_k [m_{\sigma}^{(\pi)}] , \quad \theta_{\sigma,k} = \{0, 1\} .
\]

Requiring that \(\Sigma_{\alpha} = z_{\alpha}\) for \(\nu = 0\) and \(\theta_{\sigma,k} = 0\), that is, \(f_{\sigma}^{\pm}(s) |_{\nu=0=\theta_{\sigma,k}} = \delta(s - 1) = I_{0}^{(+)}(s) + I_{0}^{(-)}(s)\), which implies that

\[
\varepsilon_{\sigma}^{(\pm)} = 1 , \quad \mu_{\sigma,0}^{(\pi)} = 1 , \quad \tilde{q}_{\sigma}^{(\pm)} = \tilde{m}_{\sigma}^{(\pm)} - 1 = \sum_{k=1}^{\infty} \mu_{\sigma,k}^{(\pi)} \xi^{k} = \sqrt{1 - \frac{\sigma B \nu}{2} \xi} - 1 .
\]

Note that, differently from the Lorentz-covariant solutions in [27, 31, 32], the algebraic equations involve the product of two different functions rather than the square of a single one.
The result is the confluent hypergeometric function
\[ q_\sigma^{(+)}(s) = \sum_{k=1}^{\infty} \left( \frac{1}{k} \right) \left( -\frac{\sigma B \nu}{2} \right)^k \left( \log \frac{1}{s^2} \right)^{k-1} = -\frac{\sigma B \nu}{4} \left( \frac{1}{2}; 2; \frac{\sigma B \nu}{2} \log \frac{1}{s^2} \right). \] (G.35)

In order to determine the projector-dependent part of (G.20), all one has to do at this point is to compute the expansion coefficients \( \lambda_{\sigma,k}^{(n)} \) from (G.33), i.e. to calculate
\[ L_k[m_\sigma] = L_k \left[ \delta(s - 1) + q_\sigma^{(+)}(s) \right] = 1 + L_k[q_\sigma^{(+)}], \quad L_k[q_\sigma^{(+)}] = -\frac{1 + (-1)^k}{2} \left( 1 - \sqrt{1 - \frac{\sigma B \nu}{1+k}} \right), \] (G.36)
which shows that \( \lambda_{\sigma,k}^{(n)} \) are \( \nu \)-dependent only for even \( k \). The holomorphic solutions can thus be given in normal order as follows:
\[ \Sigma_\sigma^\pm = z^\pm - 2iV_\sigma^\pm, \quad V_\sigma^\pm = V_\sigma^{(\text{part})} + V_\sigma^{(\text{proj})}, \] (G.37)
\[ V_\sigma^{(\text{part})} = \frac{i}{2} \int_{-1}^{1} ds \left. q_\sigma^\pm(s) : z^\pm e^{\frac{i\sigma}{2}(s-1)z^+z^-} : \sigma \right|_{\sigma}, \] (G.38)
\[ V_\sigma^{(\text{proj})} = -i \sum_{k=0}^{\infty} \theta_{\sigma,k} L_k[m_\sigma^\pm] : z^\pm P_{\sigma,k}(z^+z^-) : \sigma, \] (G.39)
where
\[ P_{\sigma,k}(z^+z^-) = \int_{-1}^{1} ds : e^{\frac{i\sigma}{2}(s-1)z^+z^-} : \sigma p_k(s) = \frac{(i\sigma/2)^k}{k!} : (z^+z^-)^k e^{-\frac{i\sigma}{2}z^+z^-} : \sigma, \] (G.40)
are projectors in the \( \star \)-product algebra (G.1), viz.
\[ P_{\sigma,k} \star P_{\sigma,l} = \delta_{kl} P_{\sigma,k}, \] (G.41)
and the symmetric gauge is reached by taking
\[ m_\sigma^\pm(s) := \delta(s - 1) + q_\sigma^\pm(s) = \delta(s - 1) + q_\sigma(s), \] (G.42)
with \( q_\sigma \) given by (G.35). The anti-holomorphic solution \( \tilde{\Sigma}_\sigma^\pm = (\Sigma_\sigma^\pm)^\dagger \) implying that \( \tilde{\theta}_{\sigma,k} = \theta_{\sigma,k} \). In the symmetric case, the projector part (G.39) of the internal connection can be written as
\[ A_{\sigma}^{(\text{proj})} = -i : z^\pm \sum_{k=0}^{\infty} \left[ \theta_{\sigma,k} P_{\sigma,k} - \left( 1 - \sqrt{1 - \frac{\sigma B \nu}{1+2k}} \right) \theta_{\sigma,2k} P_{\sigma,2k} \right] : \sigma. \] (G.43)
Indepependently of the values of \( \theta_{\sigma,k} \), the branch-cut can be chosen such that the internal connection is analytic for \( \text{Re}(\sigma B \nu) < 1 \), where also the particular solution can be shown to be real analytic [31]. In particular, at \( \nu = 0 \) one has the undeformed oscillators
\[ \Sigma_\sigma^{(\text{proj})} = : z^\pm (1 - 2 \sum_k \theta_{\sigma,k} P_{\sigma,k}) : \sigma, \quad \left[ \Sigma_\sigma^{(\text{proj})}, \Sigma_\sigma^{(\text{proj})} \right]_\star = -2i, \] (G.44)
as can be seen by defining \( P_{\sigma} := \sum_k \theta_{\sigma,k} P_{\sigma,k} \) and using \((1 - 2P_{\sigma})^2 = 1\) and \([z^+ \star z^-, P_{\sigma}]_\star = 0\).
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