Some Serrin type blow-up criteria for the three-dimensional viscous compressible flows with large external potential force
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We provide a Serrin type blow-up criterion for the 3-D viscous compressible flows with large external potential force. For the Cauchy problem of the 3-D compressible Navier–Stokes system with potential force term, it can be proved that the strong solution exists globally if the velocity satisfies the Serrin's condition and the sup-norm of the density is bounded. Furthermore, in the case of isothermal flows with no vacuum, the Serrin's condition on the velocity can be removed from the claimed criterion.
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1 INTRODUCTION

In this present work, we are interested in the 3-D compressible Navier–Stokes equations with an external potential force in the whole space \( \mathbb{R}^3 \) (\( j = 1, 2, 3 \)):

\[
\begin{aligned}
\rho_t + \text{div}(\rho u) &= 0, \\
(\rho u_j)_t + \text{div}(\rho u u_j) + (P)_{x_j} &= \mu \Delta u_j + \lambda (\text{div } u)_{x_j} + \rho f^j.
\end{aligned}
\] (1.1)

Here, \( x \in \mathbb{R}^3 \) is the spatial coordinate, and \( t \in [0, \infty) \) stands for the time. The unknown functions \( \rho = \rho(x, t) \) and \( u = (u^1, u^2, u^3)(x, t) \) represent the density and velocity vector in a compressible fluid. The function \( P = P(\rho) \) denotes the pressure, \( f = (f^1(x), f^2(x), f^3(x)) \) is a prescribed external force, and \( \mu, \lambda \) are positive viscosity constants. The system (1.1) is equipped with initial condition

\[
(\rho(\cdot, 0) - \bar{\rho}, u(\cdot, 0)) = (\rho_0 - \bar{\rho}, u_0),
\] (1.2)

where the nonconstant time-independent function \( \bar{\rho} = \bar{\rho}(x) \) (known as the steady state solution to 1.1) can be obtained formally by taking \( u \equiv 0 \) in (1.1):

\[
\nabla P(\bar{\rho}(x)) = \bar{\rho}(x) f(x).
\] (1.3)

The Navier–Stokes system (1.1) expresses conservation of momentum and conservation of mass for Newtonian fluids, which has been studied by various teams of researchers. The local-in-time existence of classical solution to the full Navier–Stokes equations was proved by Nash\(^1\) and Tani.\(^2\) Later, Matsumura and Nishida\(^3\) obtained the global-in-time
existence of $H^3$-solutions when the initial data were taken to be small (with respect to $H^3$ norm), the results were then generalized by Danchin who showed the global existence of solutions in critical spaces. In the case of large initial data, Lions obtained the existence of global-in-time finite energy weak solutions, yet the problem of uniqueness for those weak solutions remains completely open. In between the two types of solutions as mentioned above, a type of “intermediate weak” solutions was first suggested by Hoff in previous studies and later generalized by Matsumura and Yamagata, Cheung and Suen, and other systems which include compressible magnetohydrodynamics (MHD), compressible Navier–Stokes–Poisson system, and chemotaxis systems. Solutions as obtained in this intermediate class are less regular than those small-smooth type solutions obtained by Matsumura and Nishida and Danchin in such a way that the density and velocity gradient may be discontinuous across some hypersurfaces in $\mathbb{R}^3$. On the other hand, those intermediate weak solutions would have more regularity than the large-weak type solutions developed by Lions so that the uniqueness and continuous dependence of solutions may be obtained; see Hoff and other compressible system.

Nevertheless, the global existence of smooth solution to the Navier–Stokes system (1.1) with arbitrary smooth data is still unknown. From the seminal work given by Xin, it was proved that smooth solution to (1.1) will blow up in finite time in the whole space when the initial density has compact support. Motivated by the well-known Serrin’s criterion on the Leray–Hopf weak solutions to the 3-D incompressible Navier–Stokes equations, Huang et al later proved that the strong solution exists globally if the velocity satisfies the Serrin’s condition and either the sup-norm of the density or the time integral of the $L^\infty$-norm of the divergence of the velocity is bounded. Under an extra assumption on $\lambda$ and $\mu$, Sun et al obtained a Beale–Kato–Majda blow-up criterion in terms of the upper bound of the density, which is analogous to the Beal–Kato–Majda criterion for the ideal incompressible flows. The results from Sun et al were later generalized to other compressible systems.

In this present work, we extend the results from Huang et al and Sun et al to the case of compressible Navier–Stokes equations with large potential force. The main novelties of this current work can be summarized as follows:

- We successfully extend the results from Huang et al and obtain a Serrin type blow-up criterion for (1.1) in which initial vacuum state is allowed;
- For the isothermal case, under the assumption that initial density is away from zero, we obtain a blow-up criterion in terms of density only. Such result is also consistent with the case studied in Suen when the magnetic field is removed.
- We introduce some new methods in controlling extra terms originated from the external force which is absent in Suen.

We give a brief description on the analysis applied in this work, and the main idea of the following discussion comes from Hoff. Due to the presence of the external force $f$, one cannot simply apply the same method given in Suen for obtaining the required blow-up criteria for the solutions. To understand the issue, we consider a decomposition on the velocity $u$ given by

$$u = u_p + u_s,$$

for which $u_p$ and $u_s$ satisfy

$$\begin{align*}
\mu \Delta (u_p) + \lambda \nabla \cdot \nabla (u_p) &= \nabla (P - P(\bar{\rho})), \\
\rho(u_s)_t - \mu \Delta u_s - \lambda \nabla \cdot (u_s) &= -\rho u \cdot \nabla u - \rho (u_p)_t + \bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla P(\bar{\rho}).
\end{align*}$$

(1.4)

The decomposition of $u$ is important for obtaining some better estimates on the velocity $u$, which allows us to control $u$ in terms of $u_s$ and $u_p$ separately. Since we are addressing solutions around the steady state $(\bar{\rho}, 0)$, it is natural to consider the difference $P - P(\bar{\rho})$ as appeared in (1.4). Yet the term $P(\bar{\rho})$ will create extra terms in the following sense:

- On the one hand, since $P(\bar{\rho})$ is not necessary a constant, there is an extra term $\nabla P(\bar{\rho})$ arising from $\nabla (P - P(\bar{\rho}))$;
- On the other hand, using the identity (1.3), we can express $f$ in terms of $\bar{\rho}$ and $P$, so that the term $\rho f$ from (1.1) can be combined with $\nabla P(\bar{\rho})$ to give $\bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla P(\bar{\rho})$ in (1.4).

Compared with the previous work Suen, the term $\bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla P(\bar{\rho})$ is distinctive for the present system (1.1), and we have to develop new method for dealing with it. By examining the regularity, one can see that $\bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla P(\bar{\rho})$ is more regular than $\nabla (P - P(\bar{\rho}))$; hence, it can be used for obtaining $H^1$ estimates on $u_s$ provided that $\|\bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla P(\bar{\rho})\|_{L^2}$ is under control. Thanks to the $L^2$-energy balance law given by (3.1), we can control $\|\bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla P(\bar{\rho})\|_{L^2}$ if $\rho$ is bounded. This is a crucial step for obtaining estimates for $u$ in some higher regularity classes, and the details will be carried out in Section 4.
Another key of the proof is to extract some “hidden regularity” from the velocity \( u \) and density \( \rho \), which is crucial for decoupling \( u \) and \( \rho \). In order to achieve our goal, we introduce an important canonical variable \( F \) associated with the system (1.1), which is known as the effective viscous flux. To see how it works, by the Helmholtz decomposition of the mechanical forces, we can rewrite the momentum Equation (1.1) as follows (summation over \( k \) is understood):

\[
\tilde{\rho} \tilde{u}^i = (\tilde{\rho} F)_{x_i} + \mu \omega^{j,k}_{x_i} + \rho f^j - P(\tilde{\rho})_{x_i},
\]

where \( \tilde{u}^i = u^i_t + u \cdot u^i \) is the material derivative on \( u^i \), \( \omega^{j,k} = u^j_{x_k} - u^k_{x_j} \) is the vorticity, and the effective viscous flux \( F \) is defined by

\[
\tilde{\rho} F = (\mu + \lambda) \text{div} u - (P(\rho) - P(\tilde{\rho})).
\]

By differentiating (1.5) with respect to \( x_j \) and using the anti-symmetry from \( \omega \), we obtain the following Poisson equation for \( F \):

\[
\Delta (\tilde{\rho} F) = \text{div}(\tilde{\rho} \tilde{u} - \rho f + \nabla P(\tilde{\rho})).
\]

The Poisson Equation (1.6) can be viewed as the analog for compressible Navier–Stokes system of the well-known elliptic equation for pressure in incompressible flow. For sufficiently regular steady state \( \tilde{\rho} \), by exploiting the Rankine–Hugoniot condition (see Suen and Hoff\(^{14} \) for example), one can deduce that the effective viscous flux \( F \) is relatively regular than \( \text{div}(u) \) or \( P(\rho) \), which turns out to be crucial for the overall analysis in the following ways:

(i) Equation (1.5) allows us to decompose the acceleration density \( \tilde{\rho} \tilde{u} \) as the sum of the gradient of the scalar \( F \) and the divergence-free vector field \( \omega^{k,j} \). The skew symmetry of \( \omega \) insures that these two vector fields are orthogonal in \( L^2 \), so that \( L^2 \) bounds for the terms on the left side of (1.5) immediately give \( L^2 \) bounds for the gradients of both \( F \) and \( \omega \). These, in turn, will be used for controlling \( \nabla u \) in \( L^2 \) when the estimates of \( u(\cdot, t) \) in \( H^2 \) are unknown, which are crucial for estimating different functionals in \( u \) and \( \rho \); also refer to Lemma 3.2 and Remark 3.3. The details will be carried out in Section 3.

(ii) As we have seen before, we aim at applying a decomposition of \( u \) given by \( u = u_p + u_s \) with \( u_p \) satisfying (1.4). To estimate the term \( \partial_t u_p \), if we apply time derivative on the above identity, then there will be the term \( \nabla (\partial_t P(\rho)) \) appearing in the analysis. In view of the strongly elliptic system (1.4), we can obtain estimates on \( \|\partial_t u_p\|_{L^2} \) in terms of the lower order term \( \|P(\rho) u\|_{L^2} \) if we have

\[
\nabla (\partial_t P(\rho)) = \nabla \text{div}(-P(\rho) u),
\]

which is valid when the system is isothermal, that is, for the case when \( \gamma = 1 \) in (1.7); also refer to Lemma 4.4 and the estimate (4.14).

We now give a precise formulation of our results. For \( r \in [1, \infty] \) and \( k \in [1, \infty) \), we let \( L'^r := L'^r(\mathbb{R}^3) \), \( W^{k,r} := W^{k,r}(\mathbb{R}^3) \) and \( H^k := H^k(\mathbb{R}^3) \) be the standard Sobolev spaces, and we define the following function spaces for later use (also refer to other works\(^{20,21,25} \) for similar definitions):

\[
\begin{align*}
D^{k,r} & := \{ u \in L^1_{loc}(\mathbb{R}^3) : \| \nabla^k u \|_{L^r} < \infty \}, \| u \|_{D^{k,r}} := \| \nabla^k u \|_{L^r}, \\
D^k & := D^{k,2}, D^1_0 := \{ u \in L^2 : \| \nabla u \|_{L^2} < \infty \}.
\end{align*}
\]

We define the system parameters \( P, f, \mu, \lambda \) as follows. For the pressure function \( P = P(\rho) \) and the external force \( f \), we assume that

\[
P(\rho) = a \rho^\gamma \quad \text{with constants} \quad a > 0 \quad \text{and} \quad \gamma \geq 1;
\]

\[
\text{there exists} \quad \psi \in H^2 \quad \text{such that} \quad f = \nabla \psi \quad \text{and} \quad \psi(x) \to 0 \quad \text{as} \quad |x| \to \infty.
\]

The viscosity coefficients \( \mu \) and \( \lambda \) are assumed to satisfy

\[
7 \mu > \lambda > 0.
\]
Next, we define $\bar{\rho}$ as mentioned at the beginning of this section. Given a constant density $\rho_\infty > 0$, we say that $(\bar{\rho}, 0)$ is a steady state solution to (1.1) if $\bar{\rho} \in C^2(\mathbb{R}^3)$, and the following holds:

$$\begin{align*}
\nabla P(\bar{\rho}(x)) &= \bar{\rho}(x) \nabla \psi(x), \\
\lim_{|x| \to \infty} \bar{\rho}(x) &= \rho_\infty.
\end{align*}$$

(1.10)

Given $\rho_\infty > 0$, we further assume that

$$- \int_0^{\rho_\infty} \frac{P'(\rho)}{\rho} d\rho < \inf_{x \in \mathbb{R}^3} \psi(x) \leq \sup_{x \in \mathbb{R}^3} \psi(x) < \int_{\rho_\infty}^{\infty} \frac{P'(\rho)}{\rho} d\rho,$$

(1.11)

and by solving (1.10), $\bar{\rho}$ can be expressed explicitly as follows:

$$\bar{\rho}(x) = \begin{cases} 
\rho_\infty \exp \left( \frac{1}{a} \psi(x) \right), & \text{for } \gamma = 1 \\
\left( \rho_\infty^{-1} + \frac{1}{a} \psi(x) \right)^{-1}, & \text{for } \gamma > 1.
\end{cases}$$

We recall a useful lemma from Li and Matsumura26 about the existence of steady state solution $(\bar{\rho}, 0)$ to (1.1) which can be stated as follows:

**Lemma 1.1.** Given $\rho_\infty > 0$, if we assume that $P, f, \psi$ satisfy (1.7)–(1.9) and (1.11), then there exists positive constants $\rho_1, \rho_2, \delta$ and a unique solution $\bar{\rho}$ of (1.10) satisfying $\bar{\rho} - \rho_\infty \in H^2 \cap W^{2, 6}$ and

$$\rho_1 < \rho_1 + \delta \leq \bar{\rho} \leq \rho_2 - \delta < \rho_2.$$  

(1.12)

From now on, we fix $\rho_\infty > 0$ and choose $\bar{\rho}$ satisfying Lemma 1.1. And for the sake of simplicity, we also write $P = P(\rho)$ and $P = P(\bar{\rho})$ unless otherwise specified.

We give the definitions for strong solution and maximal time of existence as follows.

**Definition 1.2.** We say that $(\rho, u)$ is a (local) strong solution of (1.1) if for some $T > 0$ and $q' \in (3, 6]$, we have

$$\begin{align*}
0 &\leq \rho \in C([0, T], W^{1, q'}), \quad \rho_1 \in C([0, T], L^{q'}), \\
u &\in C([0, T], D^1 \cap D^2) \cap L^2(0, T; D^{2, q'}), \\
\frac{1}{\rho^2}u_t &\in L^\infty(0, T; L^2), \quad u_t \in L^2(0, T; D^1).
\end{align*}$$

(1.13)

Furthermore, $(\rho, u)$ satisfy the following conditions:

- For all $0 \leq t_1 \leq t_2 \leq T$ and $C^1$ test functions $\varphi \in D(\mathbb{R}^3 \times (-\infty, \infty))$ which are Lipschitz on $\mathbb{R}^3 \times [t_1, t_2]$ with $\text{supp} \varphi(\cdot, \tau) \subset K$, $\tau \in [t_1, t_2]$, where $K$ is compact, it holds

$$\int_{\mathbb{R}^3} \rho(x, \cdot) \varphi(x, \cdot) dx \bigg|_{t_1}^{t_2} = \int_{t_1}^{t_2} \int_{\mathbb{R}^3} (\rho \varphi_t + \rho u \cdot \nabla \varphi) dx d\tau.$$

(1.14)

- For test functions $\varphi$ which are locally Lipschitz on $\mathbb{R}^3 \times [0, T]$ and for which $\varphi, \varphi_t, \nabla \varphi \in L^2(\mathbb{R}^3 \times (0, T))$, $\nabla \varphi \in L^\infty(\mathbb{R}^3 \times (0, T))$ and $\varphi(\cdot, T) = 0$, it holds

$$\begin{align*}
\int_{\mathbb{R}^3} (\rho u^i)(x, \cdot) \varphi(x, \cdot) dx \bigg|_{t_1}^{t_2} &= \int_{t_1}^{t_2} \int_{\mathbb{R}^3} \left[ \rho u^i \varphi_t + \rho u^i u \cdot \nabla \varphi + (P - \bar{P}) \varphi \varphi_x \right] dx d\tau \\
&- \int_{t_1}^{t_2} \int_{\mathbb{R}^3} \left[ \mu \nabla u^i \cdot \nabla \varphi + \lambda (\text{div}(u)) \varphi \varphi_x \right] dx d\tau \\
&+ \int_{t_1}^{t_2} \int_{\mathbb{R}^3} (\rho f - \nabla \varphi) \cdot \varphi dx d\tau.
\end{align*}$$

(1.15)
Definition 1.3. We define $T^* \in (0, \infty)$ to be the maximal time of existence of a strong solution $(\rho, u)$ to (1.1) if for any $0 < T < T^*$, $(\rho, u)$ solves (1.1) in $[0, T) \times \mathbb{R}^3$ and satisfies (1.13)–(1.15). Moreover, the conditions (1.13)–(1.15) fail to hold when $T = T^*$.

We are ready to state the following main results of this paper which are summarized in Theorems 1.4 and 1.5:

**Theorem 1.4.** Given $\rho_\infty > 0$, let $\bar{\rho}$ be the steady state solution to (1.10). Let $(\rho, u)$ be a strong solution to the Cauchy problem (1.1) satisfying (1.7)–(1.9) with $\gamma > 1$. Assume that the initial data $(\rho_0, u_0)$ satisfy

$$\rho_0 \geq 0, \quad \rho_0 - \bar{\rho} \in L^1 \cap H^1 \cap W^{1,q}, \quad u_0 \in D^1 \cap D^2,$$

for some $q > 3$ and the compatibility condition

$$-\mu \Delta u_0 - \lambda \nabla \text{div}(u_0) + \nabla P(\rho_0) - \rho_0 f = \rho_0^\frac{1}{2} g,$$

for some $g \in L^2$. If $T^* < \infty$ is the maximal time of existence, then we have

$$\lim_{T \to T^*} \left( \sup_{[\mathbb{R}^3 \times [0, T]} |\rho| + \left\| \rho^\frac{1}{2} u \right\|_{L^2(0, T; \mathbb{R}^3)} \right) = \infty,$$

for some $r, s$ that satisfy

$$\frac{2}{s} + \frac{3}{r} \leq 1, \quad r \in (3, \infty], \quad s > \frac{3}{2}.$$

**Theorem 1.5.** Let $(\rho, u)$ be a strong solution to the Cauchy problem (1.1) satisfying (1.7)–(1.9) with $\gamma = 1$. Assume that the initial data $(\rho_0, u_0)$ satisfy (1.16) and (1.17). Suppose that the initial density $\rho_0$ further satisfies

$$\inf_{x \in \mathbb{R}^3} \rho_0(x) > 0.$$

If $T^* < \infty$ is the maximal time of existence, then we have

$$\lim_{T \to T^*} \sup_{[\mathbb{R}^3 \times [0, T]} |\rho| = \infty.$$

The rest of the paper is organized as follows. In Section 2, we recall some known facts and useful inequalities which will be used in later analysis. In Section 3, we give the proof of Theorem 1.4 by obtaining some necessary bounds on the strong solutions. In Section 4, we give the proof of Theorem 1.5 by introducing a different approach for the isothermal case $\gamma = 1$.

## 2 | PRELIMINARIES

In this section, we give some known facts and useful inequalities. We first state the following local-in-time existence and uniqueness of strong solutions to (1.1) with nonnegative initial density (references can be found in Nash\(^1\) and Tani\(^2\)):

**Proposition 2.1.** Let $\bar{\rho}$ be a steady state solution and $(\rho_0 - \bar{\rho}, u_0)$ be given initial data satisfying (1.16) and (1.17), then there exists a positive time $T > 0$ and a unique strong solution $(\rho, u)$ to (1.1) defined on $\mathbb{R}^3 \times (0, T]$.

Next, we recall the following Gagliardo–Nirenberg inequalities:

**Proposition 2.2.** For $p \in [2, 6]$, $q \in (1, \infty)$ and $r \in (3, \infty)$, there exists some generic constant $C > 0$ such that for any $h_1 \in H^1$ and $h_2 \in L^q \cap D^{1,r}$, we have

$$\|h_1\|_{L^p} \leq C \|h_1\|_{L^2}^{\frac{6-p}{2}} \|\nabla h_1\|_{L^2}^{\frac{3p-6}{2}},$$

(2.1)

$$\|h_2\|_{L^q} \leq C \|h_2\|_{L^3}^{\frac{1}{3}} \|\nabla h_2\|_{L^3}^{\frac{q}{3}}.$$  

(2.2)
We also recall the following two canonical functions, namely, the effective viscous flux $F$ and vorticity $\omega$, which are defined by

$$\hat{\rho}F = (\mu + \lambda) \text{div } u - (P(\rho) - P(\hat{\rho})), \quad \omega = \omega^{jk} = u^j_{,k} - u^k_{,j}. \quad (2.3)$$

The following lemma gives some useful estimates on $u$ in terms of $F$ and $\omega$.

**Lemma 2.3.** For $r_1, r_2 \in (1, \infty)$ and $t > 0$, there exists a universal constant $C$ which depends on $r_1, r_2, \mu, \lambda, a, \gamma$, and $\hat{\rho}$ such that the following estimates hold:

$$\|\nabla F\|_{L^{r_1}} + \|\nabla \omega\|_{L^{r_1}} \leq C \left( \|\hat{\rho}^{\frac{1}{2}} u\|_{L^{r_1}} + \|\rho - \hat{\rho}\|_{L^{r_1}} \right)$$

$$\leq C \left( \|\hat{\rho}^{\frac{1}{2}} u\|_{L^{r_1}} + \|\rho^{\frac{1}{2}} u \cdot \nabla u\|_{L^{r_1}} + \|\rho - \hat{\rho}\|_{L^{r_1}} \right) \quad (2.4)$$

$$\|\nabla u(\cdot, t)\|_{L^{r_2}} \leq C \left( \|F(\cdot, t)\|_{L^{r_2}} + \|\omega(\cdot, t)\|_{L^{r_2}} + \|\rho - \hat{\rho}(\cdot, t)\|_{L^{r_2}} \right). \quad (2.5)$$

**Proof.** By the definitions of $F$ and $\omega$, and together with (1.1), $F$ and $\omega$ satisfy the elliptic equations

$$\Delta(\hat{\rho}F) = \text{div}(\rho \dot{h} - \rho f + \nabla P(\hat{\rho})) = \text{div}(\rho u_t + \rho u \cdot \nabla u - \rho f + \nabla P(\hat{\rho})), \quad (2.4)$$

where $\dot{h} := \partial h + u \cdot \nabla h$ is the material derivative on $h$. Hence by applying standard $L^p$-estimate, the estimates (2.4) and (2.5) follow. □

Finally, we recall the following inequality which was first proved in Beale et al. for the case $\text{div}(u) \equiv 0$ and was proved in Huang et al. for compressible flows.

**Proposition 2.4.** For $q \in (3, \infty)$, there is a positive constant $C$ which depends on $q$ such that the following estimate holds for all $u \in L^2 \cap D^{1,q}$:

$$\|\nabla u\|_{L^q} \leq C(\|\text{div}(u)\|_{L^q} + \|\nabla \times u\|_{L^q} \ln(e + \|\nabla^2 u\|_{L^q})) + C\|\nabla u\|_{L^q} + C, \quad (2.6)$$

where $e$ is the base of the natural logarithm.

### 3 PROOF OF THEOREM 1.4

In this section, we give the proof of Theorem 1.4. Let $(\rho, u)$ be a strong solution to the system (1.1) as described in Theorem 1.4. By performing standard $L^2$-energy estimate (see Suen for example), we readily have

$$\sup_{0 \leq t \leq T} \left( \left\| \rho^{\frac{1}{2}} u(\cdot, \tau) \right\|_{L^2}^2 + \int_0^T G(\rho(x, s)) ds \right) + \int_0^T \|\nabla u(\cdot, \tau)\|_{L^2}^2 d\tau \leq C_0, \quad (3.1)$$

for all $t \in [0, T^*)$, where $C_0$ depends on the initial data but is independent of both $t$ and $T^*$. Here, $G$ is a functional given by

$$\rho \int_0^\rho \frac{P(s) - P(\hat{\rho})}{s^2} ds = \rho \int_0^\rho \frac{as^2 - a\hat{\rho}^2}{s^2} ds.$$

In order to prove Theorem 1.4, for the sake of contradiction, suppose that (1.18) does not hold. Then there exists some constant $M_0 > 0$ such that

$$\lim_{T \rightarrow T^*} \left( \sup_{\mathbb{R}^3 \times [0, T]} \|\rho\| + \left\| \rho^{\frac{1}{2}} u \right\|_{L^1(0,T,L^r)} \right) \leq M_0. \quad (3.2)$$

We first obtain the estimates on $\nabla u$ and $u_t$ under (3.2):
Lemma 3.1. Assume that (3.2) holds, then for \( t \in [0, T^*] \), we have

\[
\sup_{0 \leq t \leq T} \| \nabla u(\cdot, t) \|_{L^2}^2 + \int_0^t \int_{\mathbb{R}^3} \rho \| u \|_{L^2}^2 \, dx \, dt \leq C,
\]

where and in what follows, \( C \) denotes a generic constant which depends on \( \mu, \lambda, a, f, \gamma, \beta, M_0, T^*, \) and the initial data.

Proof. We multiply the momentum Equation (1.1) by \( u_t \) and integrate to obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} \left( \mu \| \nabla u \|_{L^2}^2 + \lambda (\text{div}(u))^2 \right) dx + \int_{\mathbb{R}^3} \rho \| u_t \|_{L^2}^2 \, dx
= \int_{\mathbb{R}^3} P \text{div}(u) dx - \int_{\mathbb{R}^3} \rho u \cdot \nabla u \cdot u_t dx + \int_{\mathbb{R}^3} \rho f \cdot u_t dx.
\]

Using Hölder's inequality and Young's inequality, the term involving \( f \) can be bounded by

\[
\left| \int_{\mathbb{R}^3} \rho f \cdot u_t dx \right| \leq \left( \int_{\mathbb{R}^3} \rho \| u_t \|_{L^2}^2 \, dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^3} \rho \| f \|_{L^2}^2 \, dx \right)^{\frac{1}{2}}
\leq \frac{1}{2} \left( \int_{\mathbb{R}^3} \rho \| u_t \|_{L^2}^2 \, dx \right) + C \left( \int_{\mathbb{R}^3} \rho \| f \|_{L^2}^2 \, dx \right).
\]

Hence by following the steps given in Huang et al., we arrive at

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} \left( \| \nabla u \|_{L^2}^2 + (\text{div}(u))^2 - P \text{div}(u) \right) dx + \frac{1}{2} \int_{\mathbb{R}^3} \rho \| u_t \|_{L^2}^2 \, dx \leq C \| \nabla u \|_{L^2}^2 + C \int_{\mathbb{R}^3} \rho \| u \cdot \nabla u \|_{L^2}^2 \, dx + C.
\]

To estimate the advection term on the right side of (3.4), for \( r, s \) satisfying (1.19), we use (2.1) and (2.5) to obtain

\[
\| \rho \frac{1}{2} u \cdot \nabla u \|_{L^r} \leq C \| \rho u \|_{L^r} \| \nabla u \|_{L^2}^\frac{r}{r-2}
\leq C \| \rho \frac{1}{2} u \|_{L^r} \left( \| F \|_{L^{2r}}^{\frac{1}{2}} \| \nabla F \|_{L^2}^\frac{1}{2} + \| \nabla \omega \|_{L^2}^{\frac{1}{2}} \| \nabla \omega \|_{L^2}^\frac{1}{2} + 1 \right).
\]

Using Young's inequality, for any \( \epsilon > 0 \) being small, there exists \( C_\epsilon > 0 \) such that

\[
\| \rho \frac{1}{2} u \|_{L^r} \left( \| F \|_{L^{2r}}^{\frac{1}{2}} \| \nabla F \|_{L^2}^\frac{1}{2} + \| \nabla \omega \|_{L^2}^{\frac{1}{2}} \| \nabla \omega \|_{L^2}^\frac{1}{2} + 1 \right)
\leq \epsilon (\| \nabla F \|_{L^2} + \| \nabla \omega \|_{L^2}) + C_\epsilon \| \rho \frac{1}{2} u \|_{L^r}^\frac{1}{2} (\| F \|_{L^2} + \| \nabla \omega \|_{L^2} + 1) + C_\epsilon,
\]

and hence, by applying (2.4), we obtain

\[
\| \rho \frac{1}{2} u \cdot \nabla u \|_{L^2} \leq C \| \rho u_t \|_{L^2} + C_\epsilon \| \rho \frac{1}{2} u \|_{L^r}^\frac{1}{2} (\| \nabla u \|_{L^2} + 1) + C_\epsilon.
\]

Applying (3.5) on (3.4) and choosing \( \epsilon > 0 \) small enough,

\[
\frac{d}{dt} \int_{\mathbb{R}^3} \left( \| \nabla u \|_{L^2}^2 + (\text{div}(u))^2 - P \text{div}(u) \right) dx + \frac{1}{2} \int_{\mathbb{R}^3} \rho \| u_t \|_{L^2}^2 \, dx
\leq C \left( \| \rho \frac{1}{2} u \|_{L^r}^\frac{1}{2} + 1 \right) (\| \nabla u \|_{L^2} + 1) + C \leq C (\| \nabla u \|_{L^2} + 1),
\]

where the last inequality follows by (3.2). Hence, the estimate (3.3) follows by using Grönwall's inequality on (3.6).
Next, we make use of Lemma 3.1 to obtain some higher order estimates on $u$ which can be stated in the following lemma:

**Lemma 3.2.** Assume that (3.2) holds, then for all $t \in [0, T^*)$, we have

\[
\sup_{0 \leq \tau \leq t} \rho \|\dot{\rho}(. \tau)\|^2_{L^2} + \int_0^t \int_{\mathbb{R}^3} \rho |\nabla \dot{\rho}|^2 d\tau \leq C. \tag{3.7}
\]

**Proof.** Following the steps given in Huang et al., we readily have

\[
\sup_{0 \leq \tau \leq t} \rho \|\dot{\rho}(. \tau)\|^2_{L^2} + \int_0^t \int_{\mathbb{R}^3} \rho |\nabla \dot{\rho}|^2 d\tau \leq C \int_0^t \|\nabla u(., \tau)\|^4_{L^4} d\tau + C \left( \int_{\mathbb{R}^3} |f| d\tau \right) + C.
\]

To estimate the term $\int_0^t \|\nabla u\|^4_{L^4} d\tau$, we apply (2.4) and (2.5) to get

\[
\int_0^t \|\nabla u\|^4_{L^4} d\tau \leq C \int_0^t (||F||^4_{L^4} + ||\omega||^4_{L^4}) d\tau + C \\
\leq C \int_0^t \left( ||F||^3_{L^4} ||\nabla F||^1_{L^2} + ||\omega||^3_{L^4} ||\nabla \omega||^1_{L^2} \right) d\tau + C \\
\leq C \int_0^t ||\nabla \dot{u}||^3_{L^2} d\tau + C;
\]

hence, by using Young’s inequality and Grönwall’s inequality, the estimate (3.7) holds for all $T \in [0, T^*)$. \hfill \Box

**Remark 3.3.** As pointed out in Section 1, it is important to use the effective viscous flux $F$ and the vorticity $\omega$ for estimating the term $\int_0^t \|\nabla u\|^4_{L^4} d\tau$, since there is no available a priori bound on $\|\nabla u\|_{H^1}$, and hence, we cannot merely apply the Sobolev embedding $H^1 \hookrightarrow L^4$ in Lemma 3.2.

We give the following estimate on the density gradient $\nabla \rho$ and the $H^1$ norm of $\nabla u$:

**Lemma 3.4.** Assume that (3.2) holds, then for all $t \in [0, T^*)$, we have

\[
\sup_{0 \leq \tau \leq t} (||\rho||_{H^1 \cap W^{1,q'}} + \|\nabla u\|_{H^1})(., \tau) \leq C, \tag{3.8}
\]

for all $q' \in (3, 6]$.

**Proof.** For any $p \in [2, 6]$, we have

\[
\frac{d}{dt} (|\nabla \rho|^p) + \operatorname{div}(|\nabla (\rho - \bar{\rho})|^p u) + (p - 1) |\nabla (\rho - \bar{\rho})|^p \operatorname{div}(u) \\
+ p |\nabla (\rho - \bar{\rho})|^{p-2} \nabla (\rho - \bar{\rho}) \nabla u |\nabla (\rho - \bar{\rho})| + p(\rho - \bar{\rho}) |\nabla (\rho - \bar{\rho})|^{p-2} \nabla (\rho - \bar{\rho}) \nabla \operatorname{div}(u) \\
= -p \nabla \operatorname{div}(\dot{\rho} u) \cdot (\nabla (\rho - \bar{\rho})) |\nabla (\rho - \bar{\rho})|^{p-2}.
\]

We integrate the above equation over $\mathbb{R}^3$ and use (2.1), (2.4), and (3.7) to obtain

\[
\frac{d}{dt} ||\nabla (\rho - \bar{\rho})||_{L^p} \leq C (1 + \|\nabla u\|_{L^\infty} + \|\nabla (\dot{\rho})\|_{L^p} + \|u\|_{L^p} + \|\nabla u\|_{L^p} ||\nabla (\rho - \bar{\rho})||_{L^p} \\
\leq C (1 + \|\nabla u\|_{L^\infty} + \|\nabla \dot{u}\|_{L^2}) ||\nabla (\rho - \bar{\rho})||_{L^p}. \tag{3.9}
\]

On the other hand, upon rearranging terms from the momentum Equation (1.1)$_2$, we have

\[
\mu \Delta u + \lambda \nabla \operatorname{div}(u) = \rho \dot{u} + \nabla (P(\rho) - P(\bar{\rho})) + \nabla \bar{P}(\bar{\rho} - \rho) \bar{\rho}^{-1}. \tag{3.10}
\]
Hence for each $q' \in (3, 6)$, by applying $L^{q'}$-estimate on $u$ in (3.10), we have

$$\|\nabla u\|_{L^{q'}} \leq C(1 + \|\nabla \tilde{u}\|_{L^2} + \|\nabla (\rho - \tilde{\rho})\|_{L^{q'}}).$$  (3.11)

Using the Sobolev inequality (2.2), together with the estimates (2.6) and (3.11), we have

$$\|\nabla u\|_{L^{\infty}} \leq C + C(\|\text{div}(u)\|_{L^{\infty}} + \|\omega\|_{L^{\infty}}) \ln(e + \|\nabla \tilde{u}\|_{L^2})$$
$$+ C(\|\text{div}(u)\|_{L^{\infty}} + \|\omega\|_{L^{\infty}}) \ln(e + \|\nabla (\rho - \tilde{\rho})\|_{L^{q'}}).$$  (3.12)

To estimate the time integral of $(\|\text{div}(u)\|_{L^{\infty}}^2 + \|\omega\|_{L^{\infty}}^2)$, using (2.2), (2.4), and (3.7), we readily have

$$\int_0^t (\|\text{div}(u)\|_{L^{\infty}}^2 + \|\omega\|_{L^{\infty}}^2)(\cdot, \tau)d\tau \leq C \int_0^t (\|F\|_{L^{\infty}}^2 + \|\omega\|_{L^{\infty}}^2)(\cdot, \tau)d\tau + C$$
$$\leq C \int_0^t \|\nabla \tilde{u}(\cdot, \tau)\|_{L^{2}}^2 d\tau + C \leq C.$$  (3.13)

Hence by applying (3.12) on (3.9) with $p = q'$, using Grönwall's inequality with the bounds (3.7) and (3.13), we obtain

$$\sup_{0 \leq \tau \leq t} \|\nabla (\rho - \tilde{\rho})(\cdot, \tau)\|_{L^{q'}} \leq C.$$  (3.14)

By combining (3.12) with (3.14) and (3.13), it further gives

$$\int_0^t \|\nabla u(\cdot, \tau)\|_{L^{\infty}} d\tau \leq C.$$  (3.15)

Integrating (3.9) with $p = 2$ over $t$ and together with (3.7) and (3.15), it follows that

$$\sup_{0 \leq \tau \leq t} \|\nabla (\rho - \tilde{\rho})(\cdot, \tau)\|_{L^{2}} \leq C.$$  (3.16)

which gives the bound on $\rho - \tilde{\rho}$ as claimed in (4). The bound on $u$ as appeared in (4) then follows from $L^2$-estimate on (3.10) with the bounds (3.3) and (3.16), and we finish the proof for (4). □

**Proof of Theorem 1.4.** The proof then follows from the same argument given in Huang et al.²⁰; namely, by choosing the function $(\rho, u)(x, T^*)$ to be the limit of $(\rho, u)(x, t)$ as $t \to T^*$, one can show that $(\rho, u)(x, T^*)$ satisfies the compatibility condition (1.17) as well. Therefore, if we take $(\rho, u)(x, T^*)$ to be the new initial data for the system $(1.1)$, then Proposition 2.1 applies and shows that the local strong solution can be extended beyond the maximal time $T^*$. □

## 4 | PROOF OF THEOREM 1.5

In this section, we prove Theorem 1.5 using a different approach compared with the proof of Theorem 1.4. We let $(\rho, u)$ be a strong solution to the system $(1.1)$ for the isothermal case as described in Theorem 1.5, and for the sake of contradiction, suppose that (1.21) does not hold. Then there exists a constant $\tilde{M}_0 > 0$ such that

$$\lim_{T \to T^*} \sup_{[0, T]} |\rho| \leq \tilde{M}_0.$$  (4.1)

Furthermore, together with the bound (3.15) on $\|\nabla u\|_{L^{\infty}}$ and the assumption (1.20) on $\rho_0$, we have

$$\inf_{\mathbb{R}^3 \times (0, T^*)} \rho \geq \tilde{M}_1,$$  (4.2)

where $\tilde{M}_1 > 0$ is a constant which depends on $\mu, \lambda, a, f, \tilde{\rho}, \tilde{M}_0, T^*$, and the initial data.
To facilitate our discussion, we introduce the following auxiliary functionals:

\[
\Phi_1(t) = \sup_{0 \leq \tau \leq t} \| \nabla u(\cdot, \tau) \|_{L^2}^2 + \int_0^t \| \frac{\partial}{\partial \tau} \hat{u}(\cdot, \tau) \|_{L^2}^2 \, d\tau, \tag{4.3}
\]

\[
\Phi_2(t) = \sup_{0 \leq \tau \leq t} \| \rho \frac{\partial}{\partial \tau} \hat{u}(\cdot, \tau) \|_{L^2}^2 + \int_0^t \| \nabla \hat{u}(\cdot, \tau) \|_{L^2}^2 \, d\tau, \tag{4.4}
\]

\[
\Phi_3(t) = \int_0^t \int_{\mathbb{R}^3} |\nabla u|^4 \, dx \, d\tau. \tag{4.5}
\]

We recall the following lemma which gives estimates on the solutions of the Lamé operator $\mu \Delta + \lambda \nabla \text{div}$. Details can be found in Sun et al.\textsuperscript{21}, pp. 39

**Lemma 4.1.** Consider the following equation:

\[
\mu \Delta v + \lambda \nabla \text{div}(v) = J, \tag{4.6}
\]

where $v = (v^1, v^2, v^3)(x)$, $J = (J^1, J^2, J^3)(x)$ with $x \in \mathbb{R}^3$ and $\mu$, $\lambda > 0$. Then for $r \in (1, \infty)$, we have:

- if $J \in W^{2,r}(\mathbb{R}^3)$, then $||\Delta v||_{L^r} \leq C ||J||_{L^r}$;
- if $J = \nabla \varphi$ with $\varphi \in W^{2,r}(\mathbb{R}^3)$, then $||\nabla v||_{L^r} \leq C ||\varphi||_{L^r}$;
- if $J = \nabla \text{div}(\varphi)$ with $\varphi \in W^{2,r}(\mathbb{R}^3)$, then $||v||_{L^r} \leq C ||\varphi||_{L^r}$.

Here, $C$ is a positive constant which depends on $\mu$, $\lambda$, and $r$.

One of the key for the proof of Theorem 1.5 is to estimate the $L^4$ norm of $\rho \frac{\partial}{\partial \tau} u$, and the results can be summarized in the following lemma:

**Lemma 4.2.** Assume that (4.1) holds, then for $t \in [0, T^*)$, we have

\[
\sup_{0 \leq \tau \leq t} \int_{\mathbb{R}^3} \rho |u|^4 \, dx \leq \tilde{C}, \tag{4.7}
\]

where, and in what follows, $\tilde{C}$ denotes a generic constant which depends on $\mu$, $\lambda$, $\alpha$, $\beta$, $\tilde{M}_0$, $T^*$, $\tilde{M}_1$, and the initial data.

**Proof.** It can be proved by the method given in Huang et al.\textsuperscript{20} (also refer to Hoff\textsuperscript{6} and Huang and Li\textsuperscript{27} for more details), and we omit here for the sake of brevity. We point out that the condition (1.9) is required for obtaining (4.7). \qed

We begin to estimate the functionals $\Phi_1$, $\Phi_2$, and $\Phi_3$. The following lemma gives an estimate on $\Phi_1$ in terms of $\Phi_3$:

**Lemma 4.3.** Assume that (4.1) holds. For any $0 \leq t < T^*$,

\[
\Phi_1(t) \leq \tilde{C}[1 + \Phi_3(t)]. \tag{4.8}
\]

**Proof.** Following the proof of Lemma 3.1, we have

\[
\sup_{0 \leq \tau \leq t} \int_{\mathbb{R}^3} |\nabla u|^2 \, dx + \int_0^T \int_{\mathbb{R}^3} \rho |\hat{u}|^2 \, dx \, d\tau \leq \tilde{C} + \tilde{C} \int_0^T \int_{\mathbb{R}^3} |\nabla u|^4 \, dx \, d\tau. \tag{4.9}
\]

The second term on the right side of (4.9) can be bounded by

\[
\int_0^T \int_{\mathbb{R}^3} |\nabla u|^4 \, dx \, d\tau \leq \left( \int_0^T \int_{\mathbb{R}^3} |\nabla u|^2 \, dx \, d\tau \right)^{\frac{1}{2}} \left( \int_0^T \int_{\mathbb{R}^3} |\nabla u|^4 \, dx \, d\tau \right)^{\frac{1}{2}} \leq \tilde{C}\Phi_3^{\frac{1}{2}}.
\]

Applying the above bounds on (4.9), the result follows. \qed
Before we estimate $\Phi_2$, we introduce the following decomposition on $u$ stated in Section 1. We write

$$u = u_p + u_s,$$  \hspace{1cm} (4.10)

where $u_p$ and $u_s$ satisfy (1.4), and we recall that $P := P(\bar{\rho})$. Then by using (4.1), for all $r > 1$, the term $u_p$ can be bounded by

$$\int_{\mathbb{R}^3} |\nabla u_p|^r \, dx \leq C \int_{\mathbb{R}^3} |P - P|^r \, dx \leq C \int_{\mathbb{R}^3} |\rho - \bar{\rho}|^r \, dx.$$  \hspace{1cm} (4.11)

On the other hand, the term $u_s$ can be estimated as follows.

**Lemma 4.4.** For any $0 \leq t < T^*$, we have

$$\sup_{0 \leq \tau \leq t} \int_{\mathbb{R}^3} |\nabla u_s|^2 \, dx \, d\tau + \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_s)|^2 \, dx \, d\tau + \int_0^T \int_{\mathbb{R}^3} |\Delta u|^2 \, dx \, d\tau \leq \tilde{C}. \hspace{1cm} (4.12)$$

**Proof.** We multiply (1.4) by $\partial_t(u_s)$ and integrate to obtain

$$\begin{align*}
&\int_{\mathbb{R}^3} \mu |\nabla u_s|^2 \, dx_0 + \int_0^T \int_{\mathbb{R}^3} (\mu + \lambda) \, \text{div} \, u_s |u|^2 \, dx \, d\tau + \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_s)|^2 \, dx \, d\tau \\
&= -\int_0^T \int_{\mathbb{R}^3} (\rho u - \nabla u) \cdot \partial_t(u_s) \, dx \, d\tau - \int_0^T \int_{\mathbb{R}^3} \rho \partial_t(u_p) \cdot \partial_t(u_s) \, dx \, d\tau \\
&\quad + \int_0^T \int_{\mathbb{R}^3} \bar{\rho}^{-1} (\rho - \bar{\rho}) \nabla P \cdot \partial_t(u_s) \, dx \, d\tau. \hspace{1cm} (4.13)
\end{align*}$$

We estimate the right side of (4.13) term by term. Using (4.7) and (4.11), the first integral can be bounded by

$$\begin{align*}
&\left( \int_0^T \int_{\mathbb{R}^3} \rho |u|^2 |\nabla u|^2 \, dx \, d\tau \right)^{1/4} \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_s)|^2 \, dx \, d\tau \right)^{1/4} \\
&\leq \tilde{C} \left[ \int_0^T \left( \int_{\mathbb{R}^3} \rho |u|^4 \, dx \right)^{1/4} \left( \int_{\mathbb{R}^3} |\nabla u_s|^4 \, dx + \int_{\mathbb{R}^3} |\nabla u_p|^4 \, dx \right)^{1/4} \, d\tau \right]^{1/4} \\
&\quad \times \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_s)|^2 \, dx \, d\tau \right)^{1/4} \\
&\leq \tilde{C} \left[ \int_0^T \left( \int_{\mathbb{R}^3} |\nabla u|^2 \, dx \right)^{1/4} \left( \int_{\mathbb{R}^3} |\Delta u|^2 \, dx \right)^{1/4} \, d\tau + \int_0^T \left( \int_{\mathbb{R}^3} |\rho - \bar{\rho}|^4 \, dx \right)^{1/4} \, d\tau \right]^{1/4} \\
&\quad \times \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_s)|^2 \, dx \, d\tau \right)^{1/8} \\
&\leq \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_s)|^2 \, dx \, d\tau \right)^{1/8} \left( \int_0^T \int_{\mathbb{R}^3} |\Delta u|^2 \, dx \, d\tau \right)^{1/8} + 1.
\end{align*}$$

Next to estimate $-\int_0^T \int_{\mathbb{R}^3} (\rho \partial_t(u_p)) \cdot \partial_t(u_s) \, dx \, d\tau$, we differentiate (1.4) with respect to $t$ and use the assumption that $P(\rho) = a\rho$ to obtain

$$\mu \Delta \partial_t(u_p) + (\mu + \lambda) \text{div} \partial_t(u_p) = \nabla \text{div}(-P \cdot u).$$
Using Lemma 4.1 and the $L^2$-estimate (3.1) on $u$, we have

$$
\int_0^T \int_{\mathbb{R}^3} |\partial_t(u_p)|^2 \, dx \, dt \leq \tilde{C} \int_0^T \int_{\mathbb{R}^3} |P \cdot u|^2 \, dx \, dt \leq \tilde{C}.
$$

(4.14)

Therefore,

$$
- \int_0^T \int_{\mathbb{R}^3} (\rho \partial_t(u_p)) \cdot \partial_t(u_p) \, dx \, dt \leq \left( \int_0^T \int_{\mathbb{R}^3} |\rho \partial_t(u_p)|^2 \, dx \, dt \right)^{\frac{1}{2}} \left( \int_0^T \int_{\mathbb{R}^3} |\partial_t(u_p)|^2 \, dx \, dt \right)^{\frac{1}{2}} \leq \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_p)|^2 \, dx \, dt \right)^{\frac{1}{2}}.
$$

To estimate $\int_0^T \int_{\mathbb{R}^3} (\rho - \bar{\rho}) \nabla P \cdot \partial_t(u_p) \, dx \, dt$, using (3.1) and (4.2), we readily have

$$
\int_0^T \int_{\mathbb{R}^3} (\rho - \bar{\rho}) \nabla \bar{P} \cdot \partial_t(u_p) \, dx \, dt \leq \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} |\rho - \bar{\rho}|^2 \, dx \, dt \right)^{\frac{1}{2}} \left( \int_0^T \int_{\mathbb{R}^3} |\partial_t(u_p)|^2 \, dx \, dt \right)^{\frac{1}{2}} \leq \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_p)|^2 \, dx \, dt \right)^{\frac{1}{2}}.
$$

Combining the above, we have from (4.13) that

$$
\int_{\mathbb{R}^3} |\nabla u_p|^2(x, t) \, dx + \int_0^T \int_{\mathbb{R}^3} |\operatorname{div}(u_p)|^2 \, dx \, dt + \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_p)|^2 \, dx \, dt \leq \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} |\nabla u_p|^2 \, dx \, dt \right)^{\frac{1}{2}} \left( \int_0^T \int_{\mathbb{R}^3} |\Delta u_p|^2 \, dx \, dt \right)^{\frac{1}{2}} + \tilde{C}.
$$

(4.15)

It remains to estimate the term $\int_0^T \int_{\mathbb{R}^3} |\Delta u_p|^2$. Rearranging the terms in (1.4), we have that

$$
\mu \Delta u_p + (\mu + \lambda) \nabla \operatorname{div}(u_p) = \rho \partial_t(u_p) + \rho u \cdot \nabla u + \rho \partial_t(u_p) - \bar{\rho}^{-1}(\rho - \bar{\rho}) \nabla \bar{P}.
$$

Therefore, we can apply Lemma 4.1 and the bound (3.1) to get

$$
\int_0^T \int_{\mathbb{R}^3} |\Delta u_p|^2 \, dx \, dt \leq \tilde{C} \left[ \int_0^T \int_{\mathbb{R}^3} \left( |\rho \partial_t(u_p)|^2 + |\rho u \cdot \nabla u|^2 + |\rho \partial_t(u_p)|^2 + |\rho - \bar{\rho}|^2 \right) \, dx \, dt \right] \leq \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} \rho |\partial_t(u_p)|^2 \, dx \, dt + 1 \right).
$$

(4.16)

Applying the estimate (4.16) on (4.15) and using Gröwall’s inequality, we conclude that for $0 \leq t < T^*$,

$$
\int_{\mathbb{R}^3} |\nabla u_p|^2(x, t) \, dx \leq \tilde{C},
$$

and the result (4.12) follows.

We now give the estimate on $\Phi_2$ as defined in (4.4), which is given in the following lemma:

**Lemma 4.5.** Assume that (4.1) holds. For any $0 \leq t < T^*$,

$$
\Phi_2(t) \leq \tilde{C}[\Phi_1(t) + \Phi_3(t) + 1].
$$

(4.17)
Proof. Following the steps given in Hoff\(^6\), pp. 228-230 (by taking \(\sigma \equiv 1\)), we have

\[
\int_{\mathbb{R}^3} |\hat{u}(x, t)|^2 \, dx + \int_0^T \int_{\mathbb{R}^3} |\nabla \hat{u}|^2 \, dx \, \tau \leq \tilde{C} \left[ \sum_{1 \leq k, l \leq 3} \int_0^T \int_{\mathbb{R}^3} u_{x_k}^l u_{x_l}^l \, dx \, \tau \right]
\]

\[
+ \tilde{C} \left( \int_0^T \int_{\mathbb{R}^3} |u|^4 \, dx \, \tau + \Phi_1(t) + 1 \right).
\]

(4.18)

The summation term in (4.18) can be bounded by \(\tilde{C} \int_0^T \int_{\mathbb{R}^3} |\nabla u|^4\), and hence, it can be bounded by \(\tilde{C} \Phi_3^2\). The estimate (4.17) then follows by Cauchy's inequality.

Finally, we make use of \(u_s\) and \(u_p\) in (1.4) to estimate \(\Phi_3\):

**Lemma 4.6.** For any \(0 \leq t < T^*\),

\[
\Phi_3(t) \leq \tilde{C} \left[ \Phi_1(t)^2 + 1 \right].
\]

(4.19)

**Proof.** Using the decomposition (4.10) on \(u\) and the estimates (4.11) and (4.12), we have

\[
\Phi_3 \leq \int_0^T \int_{\mathbb{R}^3} |\nabla u_s|^4 \, dx \, \tau + \int_0^T \int_{\mathbb{R}^3} |\nabla u_p|^4 \, dx \, \tau
\]

\[
\leq \tilde{C} \int_0^T \left( \int_{\mathbb{R}^3} |\nabla u_s|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^3} |\Delta u_s|^2 \, dx \right)^{\frac{1}{2}} \, \tau + \int_0^T \int_{\mathbb{R}^3} |\rho - \tilde{\rho}|^4 \, dx \, \tau
\]

\[
\leq \tilde{C} \left[ \left( \sup_{0 \leq t \leq T} \int_{\mathbb{R}^3} |\Delta u_s(x, \tau)|^2 \, dx \right)^{\frac{1}{2}} + 1 \right].
\]

To estimate \(\int_{\mathbb{R}^3} |\Delta u_s|^2\), we rearrange the terms in (1.4) to obtain

\[
\mu \Delta u_s + (\mu + \lambda) \nabla \text{div}(u_s) = \rho u - \rho \nabla \phi.
\]

Therefore, Lemma 4.1 implies that

\[
\int_{\mathbb{R}^3} |\Delta u_s|^2 \, dx \leq \tilde{C} \left[ \int_{\mathbb{R}^3} (|\rho|^2 + |\rho \nabla \phi|^2) \, dx \right] \leq \tilde{C} (\Phi_2 + 1),
\]

and the result follows.

**Proof of Theorem.** In view of the bounds (4.8), (4.17), and (4.19), one can conclude that for \(0 \leq t < T^*\),

\[
\Phi_1(t) + \Phi_2(t) + \Phi_3(t) \leq \tilde{C}.
\]

(4.20)

Hence, using the bound (4.20) and applying the same argument given in the proof of Lemma 3.4, for \(T \in [0, T^*]\) and \(q \in (3, 6]\), we also have

\[
\sup_{0 \leq t \leq T} (\|\rho\|_{H^q W^{1,q}} + \|\nabla u\|_{H^q}) \leq \tilde{C}.
\]

Therefore, similar to the proof of Theorem 1.4, we can extend the strong solution \((\rho, u)\) beyond \(t = T^*\), which leads to a contradiction. This completes the proof of Theorem 1.5.

**ACKNOWLEDGEMENTS**

The author would like to thank the anonymous reviewers for their useful comments which have greatly improved the manuscript. The work described in this paper was partially supported from the Dean’s Research Fund of the Faculty of Liberal Arts and Social Science, The Education University of Hong Kong, HKSAR, China (Project No. FLASS/DRF 04634).
CONFLICT OF INTEREST
This work does not have any conflicts of interest.

ORCID
Anthony Suen https://orcid.org/0000-0003-0230-3577

REFERENCES
1. Nash J. Le problème de Cauchy pour les équations différentielles d’un fluidégénéral. Bull Soc Math France. 1962;90:487-497.
2. Tani A. On the first initial-boundary value problem of compressible viscous fluid motion. Publ Res Inst Math Sci. 1977;13(1):193-253.
3. Matsumura A, Nishida T. The initial value problem for the equations of motion of viscous and heat-conductive gases. J Math Kyoto Univ. 1980;20(1):67-104.
4. Danchin R. Global existence in critical spaces for compressible Navier-Stokes equations. Invent Math. 2000;141(3):579-614.
5. Lions P-L. Mathematical Topics in Fluid Mechanics. Vol. 2, Oxford Lecture Series in Mathematics and its Applications, vol 10. New York. The Clarendon Press, Oxford University Press; 1998. Compressible models, Oxford Science Publications.
6. Hoff D. Global solutions of the Navier-Stokes equations for multidimensional compressible flow with discontinuous initial data. J Differential Equations. 1995;120(1):215-254.
7. Hoff D. Compressible ow in a half-space with Navier boundary conditions. J Math Fluid Mech. 2005;7(3):315-338.
8. Hoff D. Uniqueness of weak solutions of the Navier-Stokes equations of multidimensional, compressible flow. SIAM J Math Anal. 2006;37(6):1742-1760.
9. Matsumura A, Yamagata N. Global weak solutions of the Navier-Stokes equations for multidimensional compressible flow subject to large external potential forces. Osaka J Math. 2001;38(2):399-418.
10. Cheung KL, Suen A. Existence and uniqueness of small energy weak solution to multi-dimensional compressible Navier-Stokes equations with large external potential force. J Math Phys. 2016;57(8):81513, 19.
11. Suen A. Global solutions of the Navier-Stokes equations for isentropic ow with large external potential force. Z Angew Math Phys. 2013;64(3):767-784.
12. Suen A. Global existence of weak solution to Navier-Stokes equations with large external force and general pressure. Math Methods Appl Sci. 2014;37(17):2716-2727.
13. Suen A. Existence, stability and long time behaviour of weak solutions of the three-dimensional compressible navier-stokes equations with potential force. J Differential Equations. 2021;299:463-512.
14. Suen A, Hoff D. Global low-energy weak solutions of the equations of three-dimensional compressible magnetohydrodynamics. Arch Ration Mech Anal. 2012;205(1):27-58.
15. Suen A, Hoff D. Global low-energy weak solutions of the equations of three-dimensional compressible magnetohydrodynamics: Thesis (Ph.D.)–Indiana University, Ann Arbor, MI; 2012.
16. Suen A. Existence and a blow-up criterion of solution to the 3D compressible Navier-Stokes-Poisson equations with finite energy. Discrete Contin Dyn Syst. 2020;40(3):1775-1798.
17. Suen A. Existence and uniqueness of low-energy weak solutions to the compressible 3D magnetohydrodynamics equations. J Differential Equations. 2020;268(6):2622-2671.
18. Li T, Suen A. Existence and uniqueness of low-energy weak solutions to the compressible 3D magnetohydrodynamics equations. J Differential Equations. 2020;268(6):2622-2671.
19. Xin Z. Blowup of smooth solutions to the compressible Navier-Stokes equation with compact density. Comm Pure Appl Math. 1998;51(3):229-240.
20. Huang X, Li J, Xin Z. Serrin-type criterion for the three-dimensional viscous compressible flows. SIAM J Math Anal. 2011;43(4):1872-1886.
21. Sun Y, Wang C, Zhang Z. A Beale-Kato-Majda blow-up criterion for the 3-D compressible Navier-Stokes equations. J Math Pures Appl. 2011;95(1):36-47.
22. Beale JT, Kato T, Majda A. Remarks on the breakdown of smooth solutions for the 3-D Euler equations. Comm Math Phys. 1984;94(1):61-66.
23. Suen A. A blow-up criterion for the 3D compressible magnetohydrodynamics in terms of density. Discrete Contin Dyn Syst. 2013;33(8):3791-3805.
24. Suen A. Corrigendum: a blow-up criterion for the 3D compressible magnetohydrodynamics in terms of density [mr3021381]. Discrete Contin Dyn Syst. 2015;35(3):1387-1390.
25. Wen H, Zhu C. Blow-up criterions of strong solutions to 3d compressible Navier-Stokes equations with vacuum. Adv Math. 2013;248:534-572.
26. Li J, Matsumura A. On the Navier-Stokes equations for three-dimensional compressible barotropic flow subject to large external potential forces with discontinuous initial data. J Math Pures Appl. 2011;95(5):495-512.
27. Huang X, Li J. On breakdown of solutions to the full compressible Navier-Stokes equations. Methods Appl Anal. 2009;16(4):479-490.
How to cite this article: Suen A. Some Serrin type blow-up criteria for the three-dimensional viscous compressible flows with large external potential force. Math Meth Appl Sci. 2022;45:2072–2086. doi:10.1002/mma.7908