Constraining the quadrupole deformation of atomic nuclei with relativistic nuclear collisions
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Preliminary data by the STAR collaboration at the BNL Relativistic Heavy Ion Collider shows that the elliptic flow, $v_2$, and the average transverse momentum, $\langle p_t \rangle$, of final-state hadrons produced in high-multiplicity $^{238}\text{U}+^{238}\text{U}$ collisions are negatively correlated. This observation brings experimental evidence of a significant prolate deformation, $\beta \approx 0.3$, in the colliding $^{238}\text{U}$ nuclei. I show that a quantitative description of this new phenomenon can be achieved within the hydrodynamic framework of heavy-ion collisions, and that thus such kind of data in the context of high-energy nuclear experiments can help constrain the quadrupole deformation of the colliding species.

I. INTRODUCTION

Deformation is a fundamental property of atomic nuclei, reflecting the greatly collective and correlated nature of the dynamics of nucleons within the quantum many-body system. The majority of atomic nuclei possess in fact an intrinsic deformation, most notably, an axial quadrupole, or ellipsoidal, deformation. Such deformation exists when a nucleus, described by a charge (or mass) density $\rho(r)$, has a nonvanishing electric (or mass) quadrupole moment:

$$\langle Y_2^0(\Theta, \Phi)r^2\rho(r) \rangle \neq 0,$$

where $r = (\Theta, \Phi, r)$, $Y_2^0 \propto 3\cos^2\Theta - 1$, and angular brackets denote an expectation value with respect to the nuclear wavefunction. The magnitude of the quadrupole deformation, i.e., the eccentricity of the nuclear body, can be roughly obtained by dividing Eq. (1) by the mean-squared nuclear radius, and is typically quantified by a dimensionless deformation parameter, $\beta$ [1].

In the context of low-energy nuclear experiments, the value of $\beta$ is usually inferred from measurements of the transition probability of the electric quadrupole operator from the $0^+\text{ ground state to the first excited } 2^+$ state [2–4]. Simple formulas relating this measurable quantity to the value of $\beta$ are derived under model assumptions, and a comprehensive collection of such experimentally-inferred deformation parameters is provided in Ref. [3]. Alternatively, values of $\beta$ for essentially the whole spectrum of known nuclei have been tabulated in extensive predictions, or extrapolations of theoretical models [5,6]. These results do not necessarily agree with the figures reported in Ref. [3].

In this paper, I argue that high-energy nuclear experiments, or relativistic heavy-ion collisions, can help place new constraints on the values of $\beta$. In these experiments, substantial evidence of a quadrupole deformation in the colliding species has emerged only recently. At the BNL Relativistic Heavy Ion Collider (RHIC), the STAR collaboration observed unambiguous signatures of nuclear deformation by means of accurate comparisons between data in $^{197}\text{Au}+^{197}\text{Au}$ collisions and data in $^{238}\text{U}+^{238}\text{U}$ collisions [7], the latter nuclei being much more deformed in their ground state. The same kind of observations were later made as well at the CERN Large Hadron Collider (LHC), by comparing data in collisions of spherical $^{208}\text{Pb}$ nuclei with collisions of deformed $^{129}\text{Xe}$ nuclei [8,10].

It is natural that the observables measured in heavy-ion collisions enable us to probe the geometry of the colliding nuclei. Two nuclei colliding at relativistic energy produce a quark-gluon plasma [11], the high-temperature fluidlike state of strong-interaction matter. This system is produced at rest, and is set in motion by pressure gradients which are determined by its geometry at the onset of the hydrodynamic behavior. A head-on collision between deformed nuclei can yield significant spatial asymmetry in the shape of the created medium [12–18], which in turn triggers an anisotropic flow of matter towards the detectors. This anisotropy is then observed in experiments as an enhanced quadrupole component in the angular distribution of final-state hadrons, dubbed elliptic flow, $v_2$ [19].

However, it was recently realized [20] that new observables exhibiting a great sensitivity to the deformation of the colliding nuclei can be constructed by looking at the magnitude of the isotropic flow of particles, which is given by the average momentum of hadrons, $\langle p_t \rangle$, in the plane orthogonal to the collision axis. This quantity does not carry information about the spatial anisotropy of the quark-gluon plasma, but is sensitive to its size and temperature (or energy). The realization of Ref. [20] is that systems emitting the same number of particles can be classified according to their temperature by looking at their $\langle p_t \rangle$. By doing so, one can get an experimental handle on the orientation of the nuclear ellipsoids at the time of interaction. This idea is reviewed in detail in Sec. III. The outcome is that in nearly-head-on collisions at fixed final-state multiplicity, there should exist a negative correlation between elliptic flow, $v_2$, and the average transverse momentum of hadrons, $\langle p_t \rangle$, an effect which is entirely engendered by the nonzero value of $\beta$ in the colliding species. Remarkably enough, this prediction has been already investigated by the STAR collaboration at RHIC, and preliminary experimental data confirms [21].
the existence of a negative correlation between \( v_2 \) and \( \langle p_t \rangle \) in central \(^{238}\text{U} + ^{238}\text{U} \) collisions.

Here I show that this new measurement represents a crucial leap towards a quantitative phenomenology of nuclear structure at high-energy nuclear colliders. I take the idea of Ref. [20], and I improve its phenomenological ingredients to show that, within the hydrodynamic framework of heavy-ion collisions, it is indeed possible to achieve a quantitative description of the new phenomenon observed by the STAR collaboration. The most important feature introduced in this work is the implementation of a more realistic initial-state predictor for \( \langle p_t \rangle \), as I shall explain through Sec. II. Secondly, I implement in a realistic way the statistical fluctuations that plague the determination of \( \langle p_t \rangle \) in a single nucleus-nucleus collision event, due to the finite hadron multiplicity, as I explain in Sec. III D. This improved setup allows me to obtain results that can be considered as quantitative predictions, as shown in Sec. IV, and that can be compared with future data. Further assumptions made in Ref. [20], e.g., about the relation between initial and final anisotropies in hydrodynamics, are investigated by means of state-of-the-art hydrodynamic simulations, presented in Appendix B.

II. AVERAGE TRANSVERSE MOMENTUM AND ITS FLUCTUATIONS

Two nuclei colliding at relativistic energy produce a quark-gluon plasma, the hot state of strong-interaction matter. Despite being as large as an atomic nucleus, the dynamics of this entity is driven by macroscopic physics, i.e., pressure gradient forces and velocity fields. Due to an immense Lorentz contraction of the colliding nuclei in the lab frame, the created medium can be considered as invariant under longitudinal boosts [22], so that for most practical purposes it is enough to look at the dynamics of the system in a rapidity slice around the interaction point (midrapidity).

When the plasma decouples to particles, a spectrum of hadrons is produced at midrapidity, \( \frac{dN}{dp_t} \), where \( p_t \) is the particle momentum in the plane transverse to the collision axis, or transverse plane. The quantity I shall focus on is the average transverse momentum of the hadrons emitted in a collision event: \(^3\)

\[
\langle p_t \rangle = \frac{1}{N} \int_{p_t} dN d^2p_t p_t, \tag{2}
\]

where \( p_t \equiv |p_t| \), and \( N = \int d^2p_t dN/d^2p_t \) is the total number of particles (or multiplicity) detected in the event. The average transverse momentum can be evaluated on an event-by-event basis, and its probability distribution can be measured in experiments.

This preliminary section is devoted to elucidating the physical origin of \( \langle p_t \rangle \), and of its fluctuations in nucleus-nucleus collisions. This knowledge will be crucial in the subsequent discussion of the phenomenology of nuclear structure in heavy-ion collisions.

A. Relation between system size and \( \langle p_t \rangle \)

Consider a uniform ideal gas of massless particles with Boltzmann statistics. The energy of a particle, \( E \), in such a system is equal to \( 3T \), where \( T \) is the temperature, while the total entropy, \( S \), is proportional to the number of particles \([23]\). If the system is relativistic, the energy of a particle coincides with its momentum, \( p \), and one has

\[
p \simeq E = 3T. \tag{3}
\]

The quark-gluon plasma created in ultrarelativistic heavy-ion collisions is essentially a relativistic ideal gas of massless particles, and the existence of similar relations in the context of heavy-ion collisions, where one replaces \( p \) with the final \( \langle p_t \rangle \), has been recently established by means of modern hydrodynamic simulations \([24]\):

\[
\langle p_t \rangle \simeq 3T, \tag{4}
\]

where \( T \) is an effective temperature of the system.

Suppose one is given two uniform quark-gluon fluids that have the same entropy, but contained within different volumes. The system with a smaller volume is denser, it has larger temperature, and thus, according to Eq. (4), it yields larger \( \langle p_t \rangle \) in the final state. This discussion is summarized in Fig. 1 for two systems with the same entropy but different volumes. For uniform systems with fixed number of particles, then, there is a one-to-one

\[
\begin{align*}
S_A &= S_B \\
R_A < R_B &\Rightarrow T_A > T_B &\Rightarrow \langle p_t \rangle_A > \langle p_t \rangle_B
\end{align*}
\]

FIG. 1. Relation between system size, \( R \), and average transverse momentum, \( \langle p_t \rangle \), in a system with given entropy, \( S \). Systems A and B have the same total entropy, but B has a larger volume. The temperature in A is therefore larger. Assuming an ideal classical gas of massless particles, this implies that the particles in A carry more momentum, \( p_t \).
correspondence between the system size, which I dub $R$, and $\langle p_t \rangle$, and in fact all other thermodynamic quantities (such as the energy). It is natural, then, that the origin of the fluctuations of $\langle p_t \rangle$ in the literature was identified with the fluctuations of $R$. \cite{BM22,MM23}.

In the limit of small fluctuations, one can write an explicit relation between the fluctuations of these quantities. First write the following thermodynamic identity \cite{BM22}:

$$ c_s^2 = \frac{dP}{d\epsilon} = \frac{d\ln T}{d\ln s}, $$

(5)

where $P$, $\epsilon$, $T$, and $s$ are, respectively, the pressure, energy density, temperature, and entropy density of the fluid. Then, dimensional analysis imply that $s \propto R^{-3}$, while $\langle p_t \rangle \propto T$ from Eq. (4), so that:

$$ \frac{d\langle p_t \rangle}{\langle p_t \rangle} = -3c_s^2 \frac{dR}{R}, $$

(6)

where the minus sign comes from the fact that $\langle p_t \rangle$ is anti-correlated with $R$. In natural units ($c = 1$), the factor $3c_s^2$ is typically of order unity. This is the relation employed in Ref. \cite{BM22} to transform the event-by-event distribution of $R$ into an event-by-event distribution of $\langle p_t \rangle$. However, this picture is modified when the system is not uniform. The first important result of the present paper, described in the next subsection, is an improvement of Eq. (6) via the definition of a better initial-state predictor for $\langle p_t \rangle$.

B. Initial energy as a predictor for $\langle p_t \rangle$

The density profile of the quark-gluon plasma formed in relativistic nuclear collisions is neither uniform nor smooth. It is a rough landscape, that fluctuates significantly on an event-by-event basis. In presence of density fluctuations, Eq. (3) remains valid, and $\langle p_t \rangle$ remains a measure of the temperature, or of the energy, of the system; But the system size, $R$, is no longer in a one-to-one correspondence with the other thermodynamic quantities, and can not be considered as a natural predictor of $\langle p_t \rangle$. I give an explicit illustration of this phenomenon. I define the size of the quark-gluon plasma as follows:

$$ R^2 = \int_x |x|^2 s(x, \tau_0) \frac{dx}{\int_x s(x, \tau_0)}, $$

(7)

where $x$ is a coordinate in the transverse plane, and $s(x, \tau_0)$ is the transverse profile of entropy density at the time $\tau_0$ when hydrodynamics becomes applicable. I also define the initial energy of the medium by:

$$ E_0 \equiv \tau_0 \int_x e(x, \tau_0), $$

(8)

where $e(x, \tau_0)$ is the initial energy-density profile, obtained from $s(x, \tau_0)$ via an equation of state. In Refs. \cite{BM21}, it was indeed shown that, at fixed total entropy (per unit rapidity), $S = \tau_0 \int x s(x, \tau_0)$, the value of $\langle p_t \rangle$ at the end of hydrodynamics is in an almost perfect one-to-one correspondence with the value of $E_0$. This result was obtained in ideal hydrodynamic simulations. Here, in Appendix A in Fig. 13, I check explicitly that this is true as well in viscous hydrodynamics. The correlation between $\langle p_t \rangle$ and $R$ is instead much weaker. The reason is precisely that there is a significant dispersion between $R$ and $E_0$.

I show this dispersion in simulations of Au+Au collisions at top RHIC energy, corresponding to nucleon-nucleon interactions at a center-of-mass energy $\sqrt{s} = 200$ GeV. I do this by means of the TRENTo model of initial conditions, a parametrization of the initial entropy density, $s(x, \tau_0)$, whose working principles and parameters are reported in Appendix A. The entropy density returned by the TRENTo calculation is converted into an energy density by means, for simplicity, of the equation of state of conformal high-temperature QCD ($c_s^2(T) = 1/3$):

$$ e(x, \tau_0) = s(x, \tau_0)^{4/3} \left( \frac{3}{4} \right)^{4/3} \left( \frac{\nu_{QCD} \pi^2}{30} \right)^{-1/3}, $$

(9)

with a number of degrees of freedom $\nu_{QCD} = 40$. $E_0$ is obtained upon integration of the previous equation following Eq. (8). Figure 2 shows the joint distribution of $E_0$ and $R$ in a sample of ultracentral Au+Au collisions, as defined in Appendix A, where the value of $S$ is essentially fixed. The energy and the size are clearly negatively correlated, but they are not in a one-to-one correspondence. Therefore, if $E_0$ is the same thing as $\langle p_t \rangle$, then $\langle p_t \rangle$ is not
the same thing as \( R \).

In this paper, I use \( E_0 \) as a predictor for \( \langle p_t \rangle \) to improve Eq. \( (6) \) and thus the results of Ref. \[20\]. Note that in Fig. 2 and in general throughout this manuscript, the value of \( S \) is not strictly fixed, but the considered events belong to a narrow interval of \( S \) (as explained in detail in Appendix [A]). This is a better representation of the centrality selection performed in experiments. To take the small fluctuations of \( S \) into account, one can simply replace \( E_0 \) with \( E_0/S \).

The improved Eq. \( (6) \) is finally given by:

\[
\frac{d\langle p_t \rangle}{\langle p_t \rangle} = \kappa_0 \frac{d(E_0/S)}{(E_0/S)},
\]

where \( \kappa_0 \) is a phenomenological parameter, which can be inferred from experimental data on the relative fluctuation of \( \langle p_t \rangle \). The latter was determined recently by the STAR collaboration \[33\]. They measured the relative fluctuation of \( \langle p_t \rangle \) originating from genuine collective effects, such as those predicted by the T\( \text{R} \)\( \text{E} \)\( \text{N} \)\( \text{T} \)o model. They found that the left-hand side of Eq. \( (10) \) is equal to:

\[
\frac{\sigma_{\text{dynamical}}(\langle p_t \rangle)}{\langle p_t \rangle} = 0.012, \quad (11)
\]

in central collisions at top RHIC energy. The relative fluctuation of \( E_0/S \), i.e., the right-hand side of Eq. \( (10) \), in my T\( \text{R} \)\( \text{E} \)\( \text{N} \)\( \text{T} \)o calculation is instead of order 0.03, so that in practice one has \( \kappa_0 \approx 0.4 \).

The conclusion of this section is that a natural predictor of \( \langle p_t \rangle \) in presence of initial density fluctuations is provided by the initial energy, and not by the initial size. Throughout this manuscript, I assume that the distribution of \( \langle p_t \rangle/\langle p_t \rangle - 1 \) at a given centrality is equal to the distribution of \( (E_0/S)/(E_0/S) - 1 \), multiplied by a factor \( \kappa_0 \) to match the width of the dynamical \( \langle p_t \rangle \) distribution observed in data.

III. NUCLEAR DEFORMATION IN HEAVY-ION COLLISIONS

The goal of this section is to reproduce the results of Ref. \[20\] with improved theoretical ingredients, in particular, implementing the predictor for the fluctuations of \( \langle p_t \rangle \) introduced in the previous section. I establish a phenomenology of nuclear structure in relativistic heavy-ion collisions centered around the fact that \( \langle p_t \rangle \) can be used as a tool to access the shape of the colliding nuclear species. This provides the platform for the quantitative results and model-to-data comparisons shown in Sec. IV.

\[2\] Note that this choice is not unique. The authors of Ref. \[32\] show, for instance, that \( E_0/A \), where \( A \) is the area of the system, works just as well, or better, than \( E_0/S \).

\[3\] Note that it is more customary to truncate the multipole expansion at the hexadecapole deformation, \( Y_4^2 \), which introduces an additional deformation parameter, \( \beta_4 \). Here I neglect the effects of this deformation, which should be unimportant in studies of ultracentral collisions \[4\].
I explain now the argument introduced in Ref. [20] that the average transverse momentum of hadrons produced in a heavy-ion collision can be used as a tool to somehow freeze the orientation of the colliding nuclei. The focus is always on ultracentral collisions, i.e., on collisions where almost all the nucleons from the colliding ions participate in the interaction, and thus the overlap of the two nuclei is maximal. There are essentially two kinds of fully-overlapping collisions, as illustrated in Fig. 4

- There are body-body configurations, shown in the left panel of Fig. 4 in which the axes of the two nuclei are both orthogonal to the beam direction, i.e., $\theta_A = \theta_B = \pi/2$, and both nuclei are rotated by the same azimuthal angle, $\phi_A = \phi_B$. As shown in the Fig. 4 in such configurations the area of overlap in the transverse plane has an enhanced elliptical deformation, which originates from the shape of the colliding nuclei.

- There are tip-tip configurations, shown in the right panel of Fig. 4 in which the axis of both nuclei is aligned with the beam axis, $z' = z$, or $\theta_A = \theta_B = 0$. The resulting area of overlap is circular.

The realization of Ref. [20] can be formulated as follows. If we look at fully-overlapping events at fixed final-state multiplicity (i.e., fixed initial entropy), then tip-tip collisions correspond to the configurations where the largest densities are achieved. Compared to body-body collisions, a tip-tip event deposits the same amount of entropy in a smaller volume. Consequently, the temperature (and the energy) of the tip-tip event is larger, and thus, if the number of particles is fixed, one naturally expects $\langle p_t \rangle$ to be also larger [Eq. (4)]. The idea is that, in a given sample of events at fixed multiplicity, large values of $\langle p_t \rangle$ are mainly produced by configurations that
are tip-tip-like, while low values of \( \langle p_t \rangle \) come from body-body configurations.\(^4\)

Following Ref. \[20\], I provide now an explicit confirmation that this idea works in the T\(_R\)ENTo model. I collide \( ^{238}\text{U} \) nuclei at top RHIC energy. In Ref. \[29\], it is reported that these nuclei have a significant prolate deformation, \( \beta = 0.289 \), which I round up to 0.3 for simplicity. I focus on ultracentral collisions, as described in Appendix A. I compute the distribution of \( (E_0/S)/(E_0/S) - 1 \), in my sample, and I turn it into the distribution of \( \langle p_t \rangle / \langle p_t \rangle - 1 \) by means of Eq. \((10)\).

In Fig. 5(a), I show the sine of the polar tilts, \( \sin \theta_{A,B} \), as a function of the relative variation of \( \langle p_t \rangle \). The results are shown as circles. We see that the value of the sine quickly grows to unity as soon as we move towards low values of \( \langle p_t \rangle \), which confirms our expectation that low \( \langle p_t \rangle \) selects body-body configurations, i.e., \( \theta_A = \theta_B = \pi/2 \). Note that \( \sin \theta \) does not go to zero at the largest values of \( \langle p_t \rangle \), meaning that, on average, tip-tip collisions are not achieved.

In Fig 5(b), I look instead at the alignment of the colliding nuclei in the azimuthal plane, quantified by the correlation \( \cos 2(\phi_A - \phi_B) \). This result is shown as empty symbols. Moving towards the low-\( \langle p_t \rangle \) tail, I observe that the correlation becomes positive, reaching a value of 0.5. This implies that a selection of fully-overlapping body-body collisions is effectively taking place at low \( \langle p_t \rangle \).

I conclude that one can indeed have an handle on the orientation of the colliding bodies by sorting ultracentral events according to their value of \( \langle p_t \rangle \). Note that the curves in both Fig. 5(a) and Fig. 5(b) are significantly flatter than those shown in Fig. 3 of Ref. \[20\]. This is due to the fact that I am now consistently taking into account the fact that \( R \) and \( \langle p_t \rangle \) are not in a one-to-one correspondence.

C. Anticorrelation between \( \varepsilon_2 \) and \( \langle p_t \rangle \)

The second point made in Ref. \[20\] is that the capability of discerning between body-body and quasi-tip-tip collisions has a very important phenomenological consequence. As illustrated in Fig. 4, body-body collisions have a different geometry than tip-tip collisions, as they are characterized by an elliptical asymmetry, depending on the value of \( \beta \). Let me introduce the initial eccentricity of the quark-gluon plasma, defined as the second Fourier harmonic of the entropy density profile \[39\]:

\[
\varepsilon_2 = \frac{\int_{k} x^2(s(x, \tau_0))}{\int_{k} |x|^2 s(x, \tau_0)},
\]

where \( x^2 \) in the numerator should be read in complex notation, \( x^2 = (x + iy)^2 \).

The results of Fig. 5 combined with the illustration in Fig. 4 imply that collisions at low \( \langle p_t \rangle \), which probe body-body geometries, should have a larger \( \varepsilon_2 \) than collisions at high \( \langle p_t \rangle \). Using my sample of ultracentral \( ^{238}\text{U} + ^{238}\text{U} \)
collisions from the TRENTo calculation, I plot the rms value of $\varepsilon_2$ as a function of $\langle p_t \rangle$ in Fig. 6. The result is shown as black circles. One sees that $\varepsilon_2$ decreases quickly as a function of $\langle p_t \rangle$, confirming the intuitive picture.

The result in Fig. 6 is one of the most important in this paper, because one can easily relate the initial spatial anisotropy, $v_2$, to the measured final-state anisotropy in momentum space, $v_2$, to be defined in Sec. III D and thus obtain a result expressed solely in terms of measurable observables. That is eventually my goal, but before doing so, an additional ingredient needs to be included in the present analysis.

D. Effect of statistical fluctuations

Evaluating quantities as function of $\langle p_t \rangle$ requires the knowledge of the mean transverse momentum in each event. While this is not an issue in a hydrodynamic simulation, where the output of one event is a continuous spectrum in momentum space, the situation is different in an experiment, where the equivalent of Eq. 2 is given by a discrete average:

$$\langle p_t \rangle = \frac{1}{N} \sum_{i=1}^{N} p_{t,i},$$

(15)

where $N$ is the number of particles detected in the event, and $p_{t,i}$ is the transverse momentum of the $i$th particle. The average momentum is evaluated from the sum of a finite number of terms, typically of order 1000 in central U+U collisions, and its determination is therefore affected by a statistical error. This implies in particular that, in an experiment, the event-by-event corresponcence between $\langle p_t \rangle$ and $E_0$ is smeared by the finite number of detected particles. Statistical fluctuations are naturally proportional to $1/\sqrt{N}$, and, relative to the mean value of $N$, are typically of order 1% for $N \approx 1000$. However, this is as large as the relative dynamical fluctuation of $\langle p_t \rangle$, which is about 1.2% in central collisions at RHIC [33] [see Eq. (11)].

The magnitude of statistical fluctuations can be evaluated from the law of large numbers. In a heavy-ion collision, particles are emitted independently from the decoupling surface, with a random value of transverse momentum, $p_t$, taken from an underlying probability distribution, i.e., the $p_t$ spectrum, which can be measured at a given collision centrality. Therefore, the fluctuation of the average transverse momentum due to the finite number of particles is given by:

$$\sigma_{\text{stat}} = \frac{1}{\sqrt{N}} \sqrt{\langle p_t^2 \rangle - \langle p_t \rangle^2},$$

(16)

where the average is weighted with respect to the measured spectrum, $\langle \ldots \rangle = \frac{1}{N} \left[ \int \ldots \frac{dN}{dp_t} \right]$. Considering that at top RHIC energy in the full acceptance of the STAR detector, $|\eta| < 1$, one detects $N \approx 1000$ particles, and using the spectrum measured in central Au+Au collisions [40], I obtain:

$$\sigma_{\text{stat}} = 0.01 \text{ GeV}. \quad (17)$$

The relative statistical fluctuation is, hence:

$$\sigma_{\text{stat}} / \langle \langle p_t \rangle \rangle = 0.18,$$  

(18)

where I used $\langle \langle p_t \rangle \rangle = 0.57 \text{ GeV}$ [41]. This is the relative fluctuation of $\langle p_t \rangle$ coming from the simple fact that $N$ is not infinite.

This result has to be compared with the magnitude of the relative dynamical fluctuation of $\langle p_t \rangle$. Comparing Eq. 18 with Eq. 11, one finds:

$$\frac{\sigma_{\text{stat}}(\langle p_t \rangle)}{\langle \langle p_t \rangle \rangle} = 1.5 \times \frac{\sigma_{\text{dynamical}}(\langle p_t \rangle)}{\langle \langle p_t \rangle \rangle}. \quad (19)$$

Relative statistical fluctuations are, hence, somewhat larger than relative dynamical fluctuations. Any theoretical prediction requiring the evaluation of $\langle p_t \rangle$ on an event-by-event basis is meaningless unless it takes this statistical smearing into account.

Including the effect of these statistical fluctuations in a theoretical calculation is in fact trivial. Since particles are emitted independently at freezeout, their number follows a Poisson distribution, or equivalently, a Gaussian distribution, because $N \gg 1$. Therefore, I can readily correct my TRENTo results for statistical fluctuations. First, I use Eq. 10 to compute the distribution of $\langle p_t \rangle / \langle \langle p_t \rangle \rangle$, whose width, say $\sigma$, is given in Eq. 11. Then, I multiply each entry of this distribution by a random number drawn from a Gaussian distribution of unit mean and width given by $1.5 \times \sigma$, following Eq. 19. This
produces a distribution of fictitious values of \( (p_t) / \langle p_t \rangle \), and if I now evaluate the final observables as function of this corrected quantity, the decorrelation between \( E_0 / S \) and \( \langle p_t \rangle \) due the finite-\( N \) effect will be properly included.

I implement this correction, and I show its impact on the observables analyzed in this section. In Fig. 4(a), the new results are shown as diamonds. The effect of the statistical smearing is very visible. As expected, it washes out much of the correlation between \( \sin \theta_{A,B} \) and \( \langle p_t \rangle \), yielding a curve with a smaller slope. An even larger effect is observed in Fig. 4(b) (diamonds), where the alignment between azimuthal angles is almost entirely washed out by the statistical fluctuations. The slope of \( \varepsilon_n \) as a function of \( \langle p_t \rangle \), now shown as diamonds in Fig. 4 is also significantly reduced. Note that statistical fluctuations make the \( \langle p_t \rangle \) distribution broader.

However, despite this large correction, the conclusion of Ref. 20 remains valid. The TRENTo model clearly predicts that \( \langle p_t \rangle \) is anticorrelated with \( \varepsilon_2 \) in ultracentral collisions of \( ^{238} \text{U} \) nuclei with \( \beta = 0.3 \). Note that one can also define a measure of the correlation between anisotropy and \( \langle p_t \rangle \) which is by construction insensitive to the statistical fluctuations analyzed here. This will be discussed in Sec. IVB.

Let me move on, then, to a quantitative phenomenological study.

### IV. CORRELATION BETWEEN \( \langle p_t \rangle \) AND \( v_n \): QUANTITATIVE ANALYSIS

To exhibit results that can be compared to experimental data, I need to convert \( \varepsilon_2 \) into a quantity that can be measured. This can be done by means of the **elliptic flow** of the final-state spectrum. In polar coordinates,

\[
\frac{dN}{d^2 p_t} = \frac{dN}{p_t dp_t d\phi_p},
\]

and elliptic flow is defined as the second (complex) harmonics of the angular part:

\[
V_2 = \frac{1}{N} \int_{p_t} \frac{1}{2\pi} \frac{dN}{p_t dp_t} e^{-i2\phi_p}.
\]

Elliptic flow originates from a quadrupole-like imbalance of pressure gradient forces, \( \vec{F} = \nabla P \), within the quark-gluon medium. This occurs when the spatial distribution of deposited matter has an elliptical asymmetry. Following Fig. 4 consider a medium that is elongated along a certain transverse direction, e.g., \( R_y > R_x \). Pressure gradient forces in the fluid scale with the inverse of the length, so that one has:

\[
R_x < R_y \Rightarrow F_x > F_y.
\]

Under this condition, then, the hydrodynamic flow builds more momentum along \( x \) than along \( y \), so that the particles emitted at the end of hydrodynamics have more momentum along \( x \) than along the direction orthogonal to it. This phenomenon defines elliptic flow. Hence, body-body collisions in Fig. 4 naturally produce a larger elliptic flow than tip-tip collisions.

Hydrodynamic simulations show that, much as \( E_0 \) can be used as a predictor of \( \langle p_t \rangle \), the value of \( v_2 \equiv |V_2| \) in each event can be traced back to the value of \( \varepsilon_2 \), given by Eq. (14), at the beginning of the hydrodynamic expansion. At a given collision centrality, their rms values can be related through a simple linear scaling, \( v_2 = \kappa_2 \varepsilon_2 \). This provides a convenient and powerful method to estimate elliptic flow at a given centrality without running numerically-expensive hydrodynamic simulations, provided that the value of \( \kappa_2 \) is known. Note that linear scaling is especially valid when \( \varepsilon_2 \) is not large, which is typically the case in ultracentral collisions.

The same procedure works as well for the third harmonic. A nonzero initial triangular deformation, \( \varepsilon_3 \), yields a triangular flow of quark-gluon matter, and thus a nonzero third harmonic in the final hadron spectrum, \( v_3 \).

The two quantities are in a linear relation, \( v_3 = \kappa_3 \varepsilon_3 \). Note that unlike \( \varepsilon_2 \), the triangular deformation is not generated by a symmetry of the problem (unless one collides head-on nuclei that have an intrinsic octupole moment), but solely from density fluctuations.

The remainder of this paper is devoted to a phenomenological study of the correlation between \( \langle p_t \rangle \) and \( v_n \) in \( U+U \) and \( Au+Au \) collisions. I evaluate \( v_2 \) and \( v_3 \) through linear scaling,

\[
v_n = \kappa_n \varepsilon_n,
\]

where, depending on the context, \( v_n \) indicates either the elliptic flow computed in one event or its rms value at a given \( \langle p_t \rangle \). I use:

\[
\kappa_2 [U + U] = 0.165, \quad \kappa_2 [Au + Au] = 0.155,
\]

\[
\kappa_3 [U + U] = 0.110, \quad \kappa_3 [Au + Au] = 0.100.
\]

The choice of these values is motivated by the results of full hydrodynamic simulations that I carry out in Appendix B. Note that in Ref. 20 the response coefficients were only guessed on the basis of earlier comparisons between the TRENTo model and experimental data. Here, I am explicitly checking consistency between the employed values of \( \kappa_n \) and the hydrodynamic framework of nucleus-nucleus collisions.

#### A. \( v_n \) as a function of \( \langle p_t \rangle \)

Figure 7 shows quantitative predictions for the rms elliptic flow in ultracentral \( U+U \) and \( Au+Au \) collisions at top RHIC energy, as function of the relative variation of \( \langle p_t \rangle \). The prediction in Fig. 7(a) corresponds to the

\[5\] This is not necessarily true in body-body collisions, as I discuss in Appendix B.
between this result and preliminary STAR data [21] is agreement with STAR data [7]. Note that the comparison between triangular flow, \( v_3 \), the impact of oblate deformation yields a positive slope, enhancing the magnitude of elliptic flow, and the slopes of \( v_2 \) versus \( \langle p_t \rangle \). In particular, STAR preliminary data presents a nontrivial negative slope in U+U collisions, confirming the overall picture of this paper, and so the idea of Ref. [20] about the selection of body-body-like events at low \( \langle p_t \rangle \). I stress that my predictions do not have any free parameters. The features of the model are constrained by other sets of data, except for the value of \( \beta \), which is taken from nuclear data literature. Note that this calculation implements mildly-oblate \(^{197}\text{Au}\) nuclei with \( \beta = -0.13 \). The argument explained in Sec. [111B] suggests that the oblate deformation yields a positive slope, enhancing the correlation between \( \langle p_t \rangle \) and \( v_2 \). In Appendix C, I assess the impact of \( \beta \) on this result, by studying collisions of spherical \(^{197}\text{Au}\) nuclei.

Figure 7 shows my predictions for the \( \langle p_t \rangle \) dependence of triangular flow, \( v_3 \). As expected from the results of Pb+Pb collisions at LHC energy [40], the correlation between \( v_3 \) and \( \langle p_t \rangle \) is positive in ultracentral collisions. Note that \( v_3 \) is slightly larger in U+U collisions, in agreement with STAR data [7]. Note that the comparison between this result and preliminary STAR data [21] is actually excellent. This result is very important. Since \( v_3 \) is not affected by the deformation parameter, obtaining a good description of data without any additional tuning provides a nontrivial confirmation of the goodness of the model implementation. I emphasize that the correlation between \( v_3 \) and \( \langle p_t \rangle \) predicted by my calculation would be perfectly flat, and so in stark disagreement with data, if I used \( R \) as a predictor of \( \langle p_t \rangle \), instead of \( E_0 \), as shown explicitly in Ref. [31].

FIG. 7. Rms elliptic flow coefficient, \( v_2 \), as function of \( \langle p_t \rangle \) in \( \sqrt{s} = 200 \text{ GeV} \) U+U and Au+Au collisions. (a) \( v_2 \) in U+U collisions. (b) \( v_2 \) in Au+Au collisions. The response coefficient \( \kappa_2 = v_2/\varepsilon_2 \), given by Eq. (24), is specified in each panel. The implementation of the T\( R \)ENTo model used to obtain these results is detailed in Appendix A.

FIG. 8. Predictions for the rms \( v_3 \) as a function of \( \langle p_t \rangle \) in ultracentral U+U collisions (diamonds) and Au+Au collisions (circles) at top RHIC energy. The T\( R \)ENTo implementation that yields these results is detailed in Appendix A.
B. Removing statistical fluctuations: Božek correlation coefficient

In analyses of heavy-ion collisions, one typically does not evaluate final-state observables, such as \( \langle p_t \rangle \) or \( v_n \), on an event-by-event basis, because of the large statistical fluctuations associated with the finite number of particles, as explained in Sec. III.D. Observables are typically obtained by statistical averages over many events, constructed in such a way to remove the trivial (and overwhelming) finite-\( N \) effects.

For the correlation between \( v_n \) and \( \langle p_t \rangle \), the corresponding observable was first studied in Ref. [27] in the context of a principal component analysis, and later by Božek [47], who formulated it as a simple correlation coefficient:

\[
\rho_n \left( v_n^2, \langle p_t \rangle \right) \equiv \frac{\langle \langle p_t \rangle v_n^2 \rangle - \langle \langle p_t \rangle \rangle \langle v_n^2 \rangle}{\sigma_{p_t} \sigma_{v_n^2}}, \tag{25}
\]

where outer angular brackets denote an average over events in a given multiplicity (centrality) window. The standard deviations, \( \sigma_{p_t} \) and \( \sigma_{v_n} \), are given by:

\[
\sigma_{p_t} \equiv \sqrt{\langle (p_t)^2 \rangle - \langle p_t \rangle^2}, \quad \sigma_{v_n^2} \equiv \sqrt{\langle v_n^2 \rangle - \langle v_n \rangle^2}. \tag{26}
\]

In Ref. [31], it has been shown that if one replaces \( v_n \) with \( \varepsilon_n \), and \( \langle p_t \rangle \) with \( E_0/S \), then the corresponding correlator:

\[
\widetilde{\rho}_n \left( \varepsilon_n^2, \langle E_0/S \rangle \right) \equiv \frac{\langle \langle E_0/S \rangle \varepsilon_n^2 \rangle - \langle E_0/S \rangle \langle \varepsilon_n^2 \rangle}{\sigma_{E_0/S} \sigma_{\varepsilon_n^2}}, \tag{27}
\]

with an appropriate redefinition of the standard deviations in Eq. (26), provides a good description of experimental data on the correlation (25) measured in Pb+Pb collisions by the ATLAS collaboration [46].

The Božek coefficient is extremely robust. Since it does not depend on the value of \( \kappa_n \), it is essentially insensitive to the medium properties of the quark-gluon plasma, as confirmed to a great extent by both the results of Ref. [31], and the results shown in Fig. 9 of Ref. [32]. Furthermore, as anticipated, the correlation coefficient in Eq. (25) is by construction insensitive to trivial statistical fluctuations, and isolates the correlations coming from genuine collective effects. This implies that when I evaluate Eq. (27), I use directly the distribution of \( E_0/S \) coming from the TRENTo model. I do not have to rescale the distribution by the factor \( \kappa_0 \) in Eq. (10), nor to perform the correction described in Sec. III.D.

I use Eq. (27) to make quantitative predictions for the Božek correlation coefficient in U+U and Au+Au collisions at top RHIC energy, as function of the collision centrality. The results are presented in Fig. 9. In panel (a), I observe that \( \rho_2 \left( v_n^2, \langle p_t \rangle \right) \) is negative in central U+U collisions, while it is positive in central Au+Au collisions. This effect is compatible with Fig. 7 and is caused by the prolate deformation of \( ^{238} \text{U} \) nuclei. Note that the value of \( \rho_2 \left( v_n^2, \langle p_t \rangle \right) \) in U+U collisions is lower than in Au+Au collisions across essentially the full range of centrality. In panel (b) I show instead my predictions for \( \rho_3 \left( v_n^3, \langle p_t \rangle \right) \). This quantity should not be sensitive to the value of \( \beta_2 \), and I observe, accordingly, only a minor difference between Au+Au and U+U.

It is insightful to look as well at the results for LHC...
systems, in particular, at the difference between collisions of spherical 208Pb nuclei and collisions of prolate 129Xe nuclei. In Fig. 9(a), we note that the comparison between Pb+Pb and Xe+Xe is similar to that found for the RHIC systems. The reason is clearly that 129Xe nuclei are prolate (β = 0.18). Equally striking, though, is the result shown in Fig. 9(b), where we observe now four curves that fall essentially into two distinct categories. RHIC systems present ρ3 (v2, ⟨pt⟩) of order 0.1 and mildly dependent on centrality, while LHC systems present a steep decrease with the centrality percentile. This is a remarkable byproduct of this analysis. The feature of the TRENTO model that drives this result is the fluctuation parameter, k, discussed in Appendix A. This quantity determines the magnitude of initial-state fluctuation, and is here tuned in such a way that fluctuations at RHIC energy are essentially twice as large as fluctuations at LHC energy (as explained in Appendix A). Therefore, my results suggest that ρ3 (v2, ⟨pt⟩) could serve as a fine probe of the evolution of fluctuations from RHIC energy to LHC energy.

C. Role of the quadrupole deformation

My claim in this paper is that future STAR data will allow us to place a constraint on the value of β. To check this, I assess the role of β by repeating the previous calculations with a quadrupole deformation reduced by a factor 2, i.e. β = 0.15, in the colliding 238U nuclei. All the other model parameters are kept fixed.

The resulting flow coefficients as function of ⟨pt⟩ are shown as full circles in Fig. 10. Panel (a) may be considered as the most important result of this paper. I find that, with β = 0.15, the correlation between ⟨pt⟩ and v2 is positive, and the effect of the deformation is essentially not visible. Panel (b) shows, on the other hand, that modifying β does not affect v3. In Fig. 11 I show as well the correlation coefficient of Božek for two values of β. The result for ρ2 (v2, ⟨pt⟩) is in panel (a). The sensitivity of this observable to the value of the quadrupole parameter is impressive. Differences between the curves corresponding to β = 0 and β = 0.3 are visible up to 40% centrality, whereas usually the effects of deformation on quantities such as the cumulants of elliptic flow are typically indiscernible only from central collisions. Panel (b) shows results for ρ3 (v3, ⟨pt⟩). As expected, the two curves overlap.

Let me stress once more that this calculation has no free parameters. The most uncertain ingredient in Fig. 10(a) is the value of κ2, but this quantity changes only the normalization of the results, and not their shape.

In Fig. 10 I show results for ρ3 (v3, ⟨pt⟩). As expected, the two curves overlap.

V. CONCLUSION AND OUTLOOK

The observation of an anticorrelation between ⟨pt⟩ and v2 in ultracentral U+U collisions provides, arguably, the most striking signature of nuclear deformation so far observed in high-energy nuclear experiments, as well as, in my opinion, the most direct evidence ever reported of a
significant prolate deformation, $\beta \approx 0.3$, in $^{238}\text{U}$ nuclei.

The ingredient missing in the qualitative analysis of Ref. [20] is a realistic predictor for the event-by-event $\langle p_t \rangle$. The present work fixes this problem by implementing a predictor based on the initial energy, which in turn allows me to carry out quantitative predictions for the phenomenon observed in preliminary STAR data. For large nuclei with a significant prolate deformation, such as $^{238}\text{U}$, the nuclear collisions can be obtained by measuring $v_2$ as a function of $\langle p_t \rangle$ [Fig. 7(a)], although one has to carefully consider the impact of statistical fluctuations. The Bożek correlation coefficient [Fig. 9(a)] is instead insensitive to trivial finite-N effects, and also largely independent of the details of the hydrodynamic modeling. At the same time, it displays an outstanding sensitivity to the value of $\beta$ [Fig. 11(a)], and, therefore, it should be investigated at RHIC, and in Xe+Xe collisions at LHC.

My conclusion is that, if we look at observables that have a great sensitivity to the quadrupole deformation of the colliding nuclei, then we can use relativistic nuclear collisions to constrain the value of $\beta$. The correlation between $v_2$ and $\langle p_t \rangle$ provides such an observable.

The realization of Ref. [20] concerning the role of $\langle p_t \rangle$ for the phenomenology of nuclear deformation opens a new direction for studies of nuclear structure at high-energy nuclear colliders. I expect more observables based on $\langle p_t \rangle$, and sensitive to the deformation of the colliding nuclei, to be invented in the near future. One should also consider the possibility of performing new experiments with new species. Heavy-ion collisions could be used to provide independent confirmations of the results of low-energy experiments, as well as to put constraints on the value of $\beta$ for nuclei that have not yet been investigated experimentally. Such studies would be feasible thanks to the great versatility of the RHIC machine.

VI. ACKNOWLEDGMENTS

I thank Shengli Huang and Prithwish Tribedy for their continued interest, and Jean-Yves Ollitrault for careful reading of the manuscript. Useful discussions with Thomas Duguet, Fernando Gardim, Jiangyong Jia, Matt Luzum, Aleksas Mazeliauskas, Jean-Yves Ollitrault, Björn Schenke, Vittorio Somà, and Derek Teaney are kindly acknowledged.

Appendix A: The $\text{TRENTo}$ model

The $\text{TRENTo}$ model [48] is a flexible generalization of the Glauber Monte Carlo model [20]. The modeling of the collision process starts with a random sampling of nucleons within the nuclear volume. The coordinates of the nucleons are generated according to the 2-parameter Fermi density shown in Eq. (12):

$$\rho(x, y, z) = \frac{\rho_0}{1 + \exp \left[ -\frac{1}{a} \left( r - R_0 (1 + \beta_2 Y_{20}) \right) \right]} , \quad (A1)$$

where $r = \sqrt{x^2 + y^2 + z^2}$, $a$ and $R_0$ are the diffusiveness and radius of the nucleus, respectively, the spherical harmonic $Y_{20} = \sqrt{\frac{5}{16\pi}} (3 \cos^2 \Theta - 1)$ induces a dependence of the density on the angle $\Theta$ between the nuclear axis and the plane orthogonal to it, and the parameter $\beta$ quantifies the magnitude of the ellipsoidal deformation. The parameters used to model the nuclei considered in this paper are reported in Tab. 1 at the end of this appendix.

Once the transverse coordinates, $(x, y)$, of the nucleons are known, the nuclei are overlapped at a random impact parameter, and nucleon-nucleon collisions take place. A
participant nucleon carries a Gaussian profile of matter density, \( \rho_s(x) \), in the transverse plane:

\[
\rho_{s,i}(x) = \frac{\omega_i}{2\pi\sigma^2} \exp\left[-\frac{(x - x_i)^2}{2\sigma^2}\right],
\]

where the index \( i \) labels the \( i \)-th participant nucleon, and I use \( \sigma = 0.56 \text{ fm} \). The weight of each participant, \( \omega_i \), is random and follows a gamma distribution of unit mean:

\[
P(\omega) = k^k\omega^{k-1}e^{-k} \quad \frac{\Gamma(k)}{\Gamma(k)},
\]

Note that the variance of this distribution is equal to \( k^{-1} \).

The total density in a given nucleus, say \( A \), is given by

\[
s_A(x) = \sum_i \rho_{s,i}(x),
\]

while the total entropy density profile for two colliding nuclei is proportional to a generalized mean:

\[
s(x) \propto \left( \frac{s_A(x)p + s_B(x)p}{2} \right)^{1/p},
\]

where \( p \) is any real number. I use \( p = 0 \), which is the value favored by the comprehensive Bayesian analyses of Refs. 19-50, corresponding to a geometric mean:

\[
s(x, \tau_0) = \frac{N_0}{\tau_0} \left( \frac{s_A(x)p + s_B(x)p}{2} \right)^{1/p} \bigg|_{p=0}
= \frac{N_0}{\tau_0} \sqrt{s_A(x)s_B(x)},
\]

where \( \tau_0 \) is the initial time, while the constant \( N_0 \) is added in order for the model to yield the right final-state multiplicity at the end of hydrodynamics. Hydrodynamic simulations are presented in Appendix [B] where I implement \( \tau_0 = 0.2 \text{ fm/c}, N_0 = 21.6 \) to reproduce the charged-particle multiplicity measured at top RHIC energy. Note that the \( p = 0 \) Ansatz for the entropy density yields a correlation between anisotropy and multiplicity at fixed number of participant nucleons that is consistent with that reported by the STAR collaboration in ultracentral U+U collisions 77-45, thus making it a naturally viable prescription for modeling collisions of deformed nuclei.

I discuss now the choice of the fluctuation parameter, \( k \). Substantial experimental evidence, coming from analyses of anisotropic flow fluctuations, multiplicity fluctuations, and dynamical \( \langle p_t \rangle \) fluctuations, points to the fact that initial-state fluctuations are larger at RHIC energy than at LHC energy (see e.g. Ref. 51 for a short review). I follow, accordingly, the phenomenological applications of Refs. 52-53, and implement \( k = 0.5 \) for collisions at RHIC energy, and \( k = 2 \) for collisions at LHC energy. This implies that, in my model, initial-state fluctuations at RHIC energy are essentially larger than at LHC energy by a factor 2.

Finally, the TRENTo model is used to sort events into centrality classes. I generate about 10^7 events for each collision system, and evaluate the corresponding distribution of the total entropy per unit rapidity, \( S = \tau_0 \int_x s(x, \tau_0) \). Events are then classified according to their value of \( S \) to mimic the centrality selection performed in experiment, where events are classified according to their final-state multiplicity 54-55. Ultracentral events at top RHIC energy have typically \( S \sim 4000 \) at midrapidity. The class defining ultracentral events in this paper, 0.4-0.8%, corresponds to 4110 < \( S < 4270 \) for U+U collisions, and to 3408 < \( S < 3547 \) for Au+Au collisions. The hydrodynamic simulations of U+U collisions performed in Appendix [B] evolve events taken from the 0.9-1.1% class, which corresponds to 4022 < \( S < 4079 \).

### Appendix B: Hydrodynamic simulations

In this section I perform hydrodynamic simulations of central U+U collisions with a threefold purpose:

- Confirm that \( \langle p_t \rangle \) is strongly correlated with \( E_0 \) in viscous hydrodynamics.
- Confirm that body-body collisions yield lower \( \langle p_t \rangle \) than tip-tip collisions.
- Confirm that the response coefficients \( \kappa_n \) used in the phenomenological applications of this paper [see Eq. (24)] are in agreement with the results of full hydrodynamic simulations.

To do this, I evolve hydrodynamically 60 profiles of entropy density coming from the TRENTo simulations described in Appendix [A]. The calculation is carried out for both both body-body and tip-tip configurations. The initial profiles are selected in a narrow bin of entropy corresponding to the 0.9–1.1% centrality class, as explained in Appendix [A].

It is instructive to have a look at examples of initial density profiles for both a body-body and a tip-tip event. In the left panel of Fig. 12 I show the initial energy density profile, \( e(x, \tau_0) \), for a body-body collision. On the right panel, I show instead the energy density profile of a tip-tip collision. One immediately observes the different global geometry of these profiles, with an enhanced elliptical asymmetry in the body-body event. Secondly, we can infer essentially by eye that the tip-tip collision covers a smaller area in the transverse plane, and presents on average a larger value of energy density (or temperature). This is the reason why the tip-tip event yields a larger...
value of \( \langle p_t \rangle \) at the end of the hydrodynamic expansion.

The boost-invariant hydrodynamic evolution of the initial profiles is carried out by means of the MUSIC hydrodynamic code [58–60]. In my setup, I neglect the pre-equilibrium phase [61, 62], and I start hydrodynamics at initial time \( \tau_0 = 0.2 \) fm/c. The hydrodynamic expansion is viscous. I implement a constant value of the specific shear viscosity, \( \eta/s = 0.16 \), and a temperature-dependent specific bulk viscosity, \( \zeta/s \). The current status of the implementation of \( \zeta/s \) in heavy-ion collisions is fairly uncertain [63]. On the one hand, calculations starting with IP-Glasma [64] initial conditions implement a bulk viscosity that peaks around \( \zeta/s \approx 0.3 \), to yield values of \( \langle p_t \rangle \) in agreement with experimental data, at both RHIC and LHC energy [65–67]. On the other hand, calculations starting with TRENTo initial condition are able to fit data on \( \langle p_t \rangle \) with a \( \zeta/s \) that is smaller by essentially one order of magnitude (\( \zeta/s \approx 0.03 \) at the peak [49, 50]), although results are available only at LHC energy. Here I work at RHIC energy starting with TRENTo initial conditions, so I set up a sort of hybrid scenario: I implement a bulk viscosity having the same functional form as in Refs. [66, 68], but I reduce the value of \( \zeta/s \) at its peak by a factor 10. The shear and bulk corrections to the momentum distribution functions at freezeout are the same as in Ref. [66].

The medium has the equation of state of lattice QCD [69], and fluid cells convert into hadrons when their temperature falls below \( T = 0.15 \) GeV. At freezeout, all hadronic resonances can be formed [70, 71], and their decays [72] to stable hadrons are taken into account. The outcome is a final boost-invariant spectrum of charged hadrons, \( dN_{ch}/dp_t \), which is then integrated to calculate the charged-particle multiplicity, the average transverse momentum, and the flow coefficients, see e.g. Eq. (4) and Eq. (21).

I start by showing the values of \( \langle p_t \rangle \) as a function of \( E_0 \) in Fig. 13. We observe the anticipated nearly-one-
to-one correspondence between these quantities. The correlation is essentially as strong as that observed in Refs. 30,31, meaning that the simple picture of \( \langle p_t \rangle \) as a measure of the energy per particle in the initial state is not mildly disrupted by the viscous corrections, which are in fact large in my hydrodynamic setup. The second remarkable feature displayed by the results of Fig. 13 is that body-body and tip-tip events, though falling essentially on the same curve, cover distinct intervals in \( E_0 \) and \( \langle p_t \rangle \), which confirms the overall picture of this paper, i.e., that \( \langle p_t \rangle \) provides a powerful handle on the orientation of the colliding ellipsoids. Note that the correlation in Fig. 13 would be even stronger if one replaced \( E_0 \) with \( E_0/S \), which is in fact the predictor used in this paper.

Finally, I calculate flow coefficients, \( v_n \), that I plot the as functions of \( \varepsilon_n \) in Fig. 14.

Figure 14(a) shows results for elliptic flow. The first notable feature is that, as expected, body-body and tip-tip collision cover essentially two distinct intervals in \( \varepsilon_2 \) and \( v_2 \), as discussed in Sec. III.C. The shaded band shows a range of viable values for the response coefficient \( \kappa_2 = v_2/\varepsilon_2 \). The dashed line corresponds to \( \kappa_2 = 0.165 \), which is the value suggested in Ref. 53, and used here in Figs. 7 and 10. One sees that \( \kappa_2 = 0.165 \) captures a significant fraction of the body-body points, but only a minor fraction of tip-tip events, meaning that the prediction shown in Fig. 7 is smaller than the full hydrodynamic result by about 10%. Note also that, contrary to Fig. 13, body-body and tip-tip collisions do not fall on the same curve. The response coefficient is slightly larger, by a few percents, in the tip-tip case. This is consistent with previous studies showing that the linear response coefficient decreases when the initial-state anisotropy is large 110, as it occurs, e.g., moving from central to peripheral nucleus-nucleus collisions. The coefficient \( \kappa_2 \) presents, as a consequence, a small dependence on \( \langle p_t \rangle \), which should however be negligible in Fig. 7 thanks to the strong smearing due to statistical fluctuations.

Figure 14(b) shows, on the other hand, results for triangular flow. Body-body and tip-tip collisions overlap to a good extent, although both \( \varepsilon_3 \) and \( v_3 \) are larger in tip-tip events. The value of the response coefficient chosen in Figs. 8 and 10, \( \kappa_3 = 0.110 \), provides a good description of the relation between \( \varepsilon_3 \) and \( v_3 \) observed in Fig. 14.

A final word about the response coefficients, \( \kappa_2 \) and \( \kappa_3 \), employed in Fig. 7 and in Fig. 8 for Au+Au collisions. I do not estimate them by means of hydrodynamic simulations. The value \( \kappa_2 = 0.155 \) is suggested by Ref. 53, where it is used to match the second-order cumulant of the eccentricity, \( \varepsilon_2 \{2\} \), computed in the same T\(_{\text{RENTo}}\) model used here, to STAR data on the second-order cumulant of elliptic flow, \( v_2 \{2\} \), in ultracentral Au+Au collisions. I play the same game for the third harmonic. In STAR ultracentral data 7, \( v_3 \{2\} = 0.0138 \), while my T\(_{\text{RENTo}}\) calculation yields \( \varepsilon_3 \{2\} = 0.1350 \), hence \( \kappa_3 \approx 0.100 \). Note that these coefficients are both smaller than those implemented in U+U collisions. This is consistent with the fact that \( \kappa_n \) is damped by viscous corrections, which are larger in Au+Au collisions due to the smaller system size.

FIG. 14. Flow coefficients, \( v_n \), as a function of the initial spatial anisotropy, \( \varepsilon_n \), in high-multiplicity U+U collisions. The flow coefficients are evaluated within kinematic cuts \( |\eta| < 1 \) and \( 0.2 < p_t < 2 \) GeV, following the STAR collaboration. Shaded bands are meant to provide the range of viable values for the response coefficients \( \kappa_n = v_n/\varepsilon_n \). Dashed lines correspond to the values implemented in Fig. 7 and in Fig. 8. Left panel: elliptic flow, \( v_2 \). Right panel: triangular flow, \( v_3 \).
I assess the effect of β on the correlation between $v_2$ and $⟨p_t⟩$ in Au+Au collisions. This analysis is motivated by Ref. [53], where it was found that a deformation parameter $β = −0.13$ in the colliding $^{197}$Au nuclei is at variance with the experimental result that the fourth-order cumulant of elliptic flow, $v_2$, is negative in central Au+Au collisions [7]. It is relevant, hence, to figure out whether $β$ plays any role for the observable studied in this paper.

### Appendix C: Effect of oblate deformation in $^{197}$Au

I look at the correlation between $⟨p_t⟩$ and $v_2$, implementing both oblate and spherical $^{197}$Au nuclei. Figure 15(a) shows $v_2 = 0.155κ_2$ as a function of $⟨p_t⟩$. As expected, $v_2$ is smaller in magnitude in the calculation implementing spherical nuclei. However, the slope of the curve is just as large as with deformed nuclei. The effect of $β$ can be simply accounted, then, by a rescaling of the value of $κ_2$. This is also confirmed in Fig. 15(b), where the Bożek coefficient, independent of $κ_2$, turns out to be insensitive to the value of $β$.

---
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