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Abstract
This is a tutorial and survey paper on various methods for Sufficient Dimension Reduction (SDR). We cover these methods with both statistical high-dimensional regression perspective and machine learning approach for dimensionality reduction. We start with introducing inverse regression methods including Sliced Inverse Regression (SIR), Sliced Average Variance Estimation (SAVE), contour regression, directional regression, Principal Fitted Components (PFC), Likelihood Acquired Direction (LAD), and graphical regression. Then, we introduce forward regression methods including Principal Hessian Directions (pHd), Minimum Average Variance Estimation (MAVE), Conditional Variance Estimation (CVE), and deep SDR methods. Finally, we explain Kernel Dimension Reduction (KDR) both for supervised and unsupervised learning. We also show that supervised KDR and supervised PCA are equivalent.

1. Introduction
Assume $X$ is the random variable of data and $Y$ is the random variables of labels of data. The labels can be discrete finite for classification or continuous for regression. Sufficient Dimensionality Reduction (SDR), first proposed in (Li, 1991), is a family of methods which find a transformation of data to a lower dimensional space which does not change the conditional of labels given data (Adragni & Cook, 2009); hence, the subspace is sufficient for predicting labels from projected data onto the subspace. This sufficient subspace is called the central subspace. The SDR can be divided into three main categories which are inverse regression methods, forward regression methods, and Kernel Dimension Reduction (KDR). In this paper, we introduce and explain various methods in these categories. The inverse and forward regression methods have a statistical approach while KDR has a machine learning approach mostly. Some surveys exist on SDR (Cook & Yin, 2001; Chiaromonte & Cook, 2002; Adragni & Cook, 2009; Yin, 2011; Ma & Zhu, 2013; Li, 2018).

It is noteworthy that the terminology “dimension reduction” is often used in the literature of statistical regression while the terminology “dimensionality reduction” is mostly used in the machine learning literature. Hence, the methods sufficient dimension reduction and kernel dimension reduction are sometimes called the sufficient dimensionality reduction and kernel dimensionality reduction, respectively. The remainder of this paper is organized as follows. We introduce the notations and preliminaries in Section 2. Section 3 introduces the inverse regression methods including Sliced Inverse Regression (SIR), Sliced Average Variance Estimation (SAVE), contour regression, directional regres-
sion, Principal Fitted Components (PFC), Likelihood Acquired Direction (LAD), and graphical regression. In Section 4, we explain the forward regression methods such as Principal Hessian Directions (pHd), Minimum Average Variance Estimation (MAVE), Conditional Variance Estimation (CVE), and deep SDR methods. In Section 5, we explain supervised and unsupervised KDR methods. Finally, Section 6 concludes the paper. Note that Sections 3 and 4 have a statistical approach on regression while Sections 4.4 and 5 have a machine learning approach for dimensionality reduction. The reader can choose to skip some of the sections depending on their background but we recommend for readers with any background not to skip Section 2.

Required Background for the Reader

This paper assumes that the reader has general knowledge of calculus, probability, and linear algebra.

2. Preliminaries and Notations

**Definition 1** (Regression problem). Consider a dataset \( \{(x_i, y_i)\}_{i=1}^n \) where \( \{x_i\}_{i=1}^n \) are called the covariates, features, explanatory, or predictor variables and \( \{y_i\}_{i=1}^n \) are called the labels, targets, or responses. The dimensionality of covariates and labels are \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \). The labels can be either continuous or discrete finite. In the latter case, the problem is a classification problem where every label states which class the point belongs to. A regression problem relates every covariate \( x \) and its corresponding label \( y \) as (Li, 1991):

\[
y = f(U^\top x, \varepsilon) = f(u_1^\top x, u_2^\top x, \ldots, u_p^\top x, \varepsilon),
\]

where \( U = [u_1, \ldots, u_p] \in \mathbb{R}^{d \times p} \) is the projection matrix which projects data onto its \( p \)-dimensional column space (with \( p \leq d \)), \( f : \mathbb{R}^{p+1} \rightarrow \mathbb{R} \) is an arbitrary unknown function, and \( \varepsilon \) is some scalar noise independent of \( x \). Writing Eq. (1) in matrix form gives:

\[
y = f(U^\top X, \varepsilon),
\]

where \( y = [y_1, \ldots, y_n]^\top \in \mathbb{R}^n \) and \( X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n} \). Note that some papers consider a regression problem to be:

\[
y = f(U^\top x) + \varepsilon = f(u_1^\top x, u_2^\top x, \ldots, u_p^\top x) + \varepsilon,
\]

where \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) is an arbitrary unknown function. Note that the projection \( U^\top x \) is a linear projection (Cunningham & Ghahramani, 2015).

**Remark 1.** Some papers on regression take the \( X \) axis row-wise to have \( X = [x_1, \ldots, x_n]^\top \in \mathbb{R}^{n \times d} \). In this case, the regression problem is:

\[
y = f(XU), \quad \text{or} \quad y = f(XU) + \varepsilon.
\]

In this paper, we take the default for \( X \) to be column-wise unless otherwise specified for some algorithms.

We denote the random variables associated with the covariates \( X \) and labels \( y \) by \( X \) and \( Y \) denote, respectively.

**Remark 2** (Relation to projection pursuit regression). The model of Eq. (3) is also used in Projection Pursuit Regression (PPR) (Friedman & Stuetzle, 1981). Also, one can refer to (Friedman & Tukey, 1974) for reading about Projection Pursuit (PP).

**Definition 2** (Effective dimension reduction (e.d.r.) space (Li, 1991, Section 1)). Eq. (1) or (2) shows that the \( d \)-dimensional covariates are projected onto a \( p \)-dimensional subspace, polluted with some noise, and then fed to some unknown function to give us the labels. This subspace is called the Effective Dimension Reduction (e.d.r.) space. As \( U \) is the projection matrix, its columns are bases for the e.d.r. subspace. Hence, in some papers on regression, this matrix is denoted by \( B \) to denote bases. The vectors \( \{u_i\}_{i=1}^p \) (also denoted by \( \{\beta_i\}_{i=1}^p \) in the literature) are the bases for the e.d.r. subspace.

**Definition 3** (Dimension reduction subspace and the central subspace (Cook, 2000, Section 3)). Consider a reduction function \( P_S : \mathbb{R}^d \rightarrow \mathbb{R}^p \) where \( p \leq d \). Let projection of \( X \) onto a subspace \( S \) be denoted by \( P_S X \) (e.g., it is \( P_S X = U^\top X \) in Eq. (1)). The subspace is called the dimension reduction subspace if we have (Li, 1991; 1992):

\[
X \perp \perp Y \mid P_S X,
\]

where \( \perp \perp \) denotes independence of random variables (Dawid, 1979) and \( \mid \) denotes conditioning. Considering \( P_S X = U^\top X \), Eq. (5) can be restated as (Cook, 1994a, Section 4):

\[
X \perp \perp Y \mid U^\top X.
\]

We desire to find the smallest dimension reduction subspace with minimal dimension, called the minimal subspace. This smallest subspace may not be unique (Cook, 1995b, pp. 104-105). The central dimension reduction subspace, or called the central subspace in short, is denoted by \( D_{Y \mid X} \) and is defined to be the intersection of all dimension reduction subspaces for regression (Cook, 1994b; 1996). Some weak conditions are required for the central subspace to exist (cf. (Cook, 1996; 1998b)).

**Definition 4** (Central mean subspace (Cook & Li, 2002)). The subspace spanned by \( \mathbb{E}[x \mid y] \) is called the central mean subspace, denoted by \( S_{\mathbb{E}[x \mid y]} \). The central mean subspace is always contained in the central subspace (Li et al., 2005).

**Definition 5** (Sufficient reduction (Cook, 2007), (Adragni & Cook, 2009, Definition 1.1)). A reduction or projection onto subspace \( P_S : \mathbb{R}^d \rightarrow \mathbb{R}^p \) (where \( p \leq d \)) is sufficient if it satisfies at least one of the followings:
• inverse reduction: $X \perp (Y, P_S X)$ is identically distributed as $X \perp P_S X$.

• forward reduction: $Y \mid X$ is identically distributed as $Y \mid P_S X$.

• joint reduction: $X \perp Y \mid P_S X$ which is Eq. (5).

**Definition 6** (Effective subspace for regression (Fukumizu et al., 2003)). Let $P_S X = U^\top X$ be projection onto a $p$-dimensional subspace. Let $\mathbb{R}^{d \times d} \ni Q = [U\mid V]$ be an orthogonal matrix, where $U \in \mathbb{R}^{d \times p}$ is the truncated projection matrix onto the $p$-dimensional subspace and $V \in \mathbb{R}^{d \times (d-p)}$ is the rest of matrix $Q$. If the subspace $S$ is an effective subspace for regression, we have the following relations for the conditional probabilities:

\[
P_{Y\mid P_S X}(y \mid P_S X) = P_{Y\mid X}(y \mid X),
\]

\[
P_{Y\mid U^\top X, V^\top X}(y \mid U^\top X, V^\top X) = P_{Y\mid U^\top X}(y \mid U^\top X),
\]

which are equivalent equations. Both equations mean that all the required information for predicting the labels $Y$ are contained in the subspace $S$ which is the column space of $U$: hence, this subspace is sufficient for $X$ to be projected onto. We also have:

\[
I(Y, X) = I(Y, U^\top X) + E_{U^\top X}[I(Y\mid U^\top X, V^\top X\mid U^\top X)],
\]

where $I(\cdot\mid\cdot)$ is the mutual information between random variables.

The e.d.r. subspace (Definition 2), the central subspace (Definition 3), and effective subspace for regression (Definition 6) have equivalent meanings. The e.d.r. subspace, central subspace, and effective subspace are often used in Prof. Ker-Chau Li’s papers, Prof. R. Dennis Cook’s papers, and the literature of kernel dimension reduction, respectively.

**Definition 7** (Exhaustive dimension reduction (Li & Wang, 2007, Section 3)). A dimension reduction method estimates a subspace $S$ of $S_Y\mid X$, i.e., $S \subseteq S_Y\mid X$. If we have $S = S_Y\mid X$, the method is called to be exhaustive.

**Definition 8** (Linear regression or OLS problem). A linear regression problem, also called the Ordinary Least Squares (OLS) problem, is a special case of Eq. (4) which usually considers $X$ row-wise. It takes the function $f$ to be an identity function so we have:

\[
Y = XU + \epsilon,
\]

where $X \in \mathbb{R}^{n \times d}$, $U \in \mathbb{R}^{d \times p}$ and the labels can be multi-dimensional, i.e., $Y \in \mathbb{R}^{n \times p}$. The projection matrix, or so-called coefficients, $U$ can be calculated using a least squares problem:

\[
\min_U \|Y - XU\|_F^2 \quad \Rightarrow \quad \frac{\partial}{\partial U} \|Y - XU\|_F^2 = -2X^\top (Y - XU) = 0 \quad \Rightarrow \quad X^\top Y = X^\top XU \quad \Rightarrow \quad U = (X^\top X)^{-1}X^\top Y,
\]

where $\|\cdot\|_F$ denotes the Frobenius norm. There also exist some other weighted methods for linear regression such as Iteratively Re-weighted Least Squares (IRLS) (Chartrand & Yin, 2008).

Let the mean and covariance of covariates be denoted by $\mathbb{E}[x]$ (or $\mu_x$) and $\Sigma_{xx}$, respectively. We can standardize the covariates to have:

\[
z := \Sigma_{xx}^{-1/2}(x - \mathbb{E}[x]).
\]

We denote the random variable associated with $z$ by $Z$. We can restate Eq. (1) as:

\[
y = f(W^\top z, \epsilon) = f(w_1^\top z, w_2^\top z, \ldots, w_p^\top z, \epsilon),
\]

where $W = [w_1, \ldots, w_p] = \Sigma_{xx}^{1/2}U = [\Sigma_{xx}^{1/2}u_1, \ldots, \Sigma_{xx}^{1/2}u_p] \in \mathbb{R}^{d \times p}$ is the projection matrix for the standardized data. The $w_1, \ldots, w_p$ are called the standardized projection directions.

**Corollary 1** (Relation of subspace bases for covariates and standardized covariates (Li, 1991, Section 2)). According to Eqs. (2), (10), and (11), the relation between the projection directions (i.e., bases for covariates) and the standardized projection directions (i.e., bases for standardized covariates) are:

\[
w_i = \Sigma_{xx}^{1/2}u_i \quad \Rightarrow \quad u_i = \Sigma_{xx}^{-1/2}w_i, \quad \forall i \in \{1, \ldots, p\}.
\]

**Corollary 2** (Relation of central subspaces for covariates and standardized covariates (Cook, 2000, Section 4)). According to Eq. (12), the relation of central subspaces for covariates and standardized covariates is:

\[
S_{Y\mid X} = \Sigma_{xx}^{1/2}S_{Y\mid X}.
\]

We can estimate the mean and covariance of covariates with the sample mean and sample covariance matrix, respectively:

\[
\mathbb{E}[x] \approx \hat{\mu}_x := \frac{1}{n} \sum_{i=1}^{n} x_i,
\]

\[
\Sigma_{xx} \approx \hat{\Sigma}_{xx} := \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^\top.
\]
We can use these estimates in Eq. (10) to estimate the standardized covariates:

\[ \mathbb{R}^d \ni \hat{z}_i := \hat{\Sigma}_{xx}^{-1/2} (x_i - \hat{\mu}_x). \]

Also, according to Eq. (12), we have:

\[ u_i = \hat{\Sigma}_{xx}^{-1/2} w_i, \quad \forall i \in \{1, \ldots, p\}. \]

Let \( X', Y', \) and \( Z' \) be independent copies of random variables \( X, Y, \) and \( Z, \) respectively.

**Definition 9** (Stiefel and Grassmannian manifolds (Absil et al., 2009)). The Stiefel manifold is defined as the set of orthogonal matrices as:

\[ St(p, d) := \{ U \in \mathbb{R}^{d \times p} | U^\top U = I \}, \]

where \( p \leq d. \) The Grassmannian manifold \( G(p, d) \) is defined to be all \( p \)-dimensional subspaces of \( \mathbb{R}^d. \) The Grassmannian manifold can be seen as the quotient space of the Stiefel manifold \( St(p, d) \) denoted as:

\[ G(p, d) := St(p, d)/St(p, p). \]

The reader can refer to (Absil et al., 2009) to know more about quotient spaces. The Stiefel and Grassmannian manifolds are examples for Riemannian manifold which is a smooth manifold endowed with a metric.

The projection matrix \( U \) onto the central subspace is usually an orthogonal matrix because the bases of the subspace, which are the columns of the projection matrix, are orthonormal vectors. Therefore, according to Definition 9, the projection matrix of a central subspace belongs to the Stiefel manifold. Moreover, as central space is a subspace of the space of covariates, it belongs to Grassmannian manifold, according to Definition 9. Many SDR methods such as LAD (Cook & Forzani, 2009) and CVE (Fertl & Bura, 2021a) use Riemannian optimization (Absil et al., 2009) to find the central subspace in these manifolds (Cunningham & Ghahramani, 2015).

### 3. Inverse Regression Methods

**Definition 10** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

Inverse regression methods are based on inverse regression. Some important inverse regression methods are Sliced Inverse Regression (SIR) (Li, 1991), Sliced Average Variance Estimation (SAVE) (Cook & Weisberg, 1991; Cook, 2000), Parametric Inverse Regression (PIR) (Bura & Cook, 2001), Contour Regression (CR) (Li et al., 2005), Directional Regression (DR) (Li & Wang, 2007), Principal Fitted Components (PFC) (Cook, 2007; Cook & Forzani, 2008), Likelihood Acquired Direction (LAD) (Cook & Forzani, 2009), and graphical regression (Cook, 1998b,c). There are some other methods such as SDR by inverse of the \( k \)-th moment (Yin & Cook, 2003), SDR by minimum discrepancy (Cook & Ni, 2005), SDR by Intra-slice covariances (Cook & Ni, 2006), SDR for non-elliptically distributed covariates (Li & Dong, 2009), envelope models (Cook et al., 2010), and Principal Support Vector Machines (PSVM) (Li et al., 2011), which are not covered for brevity. The inverse regression methods usually have strict assumptions on the distributions and conditional distributions.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

**Definition 11** (Inverse regression problem). A forward regression problem tries to estimate the labels from the covariates by calculating the bases of central subspace. A reverse regression problem exchanges the roles of covariates and labels and tries to estimate the covariates from the labels by calculating the bases of central subspace.

3.1. Sliced Inverse Regression (SIR)

Sliced Inverse Regression (SIR) was first proposed in (Li, 1991). We explain it in the following.

**Theorem 1** ((Li, 1991, Condition 3.1, Theorem 3.1, and Corollary 3.1)). Assume the linearity condition in Lemma 1 holds. The centered inverse regression curve \( \mathbb{E}[x|y] - \mathbb{E}[x] \) is contained in the linear subspace spanned by \( \{ \hat{\Sigma}_{xx} u_1, \ldots, \hat{\Sigma}_{xx} u_p \}. \) Moreover, in this case, the standardized inverse regression curve \( \mathbb{E}[z|y] \) is contained in the linear subspace spanned by \( \{ w_1, \ldots, w_p \}. \)

**Definition 12** (Slicing labels in regression (Li, 1991)). Let the range of labels be denoted by set \( D_y. \) We can divide the range of labels into \( h \) slices, i.e. \( \{ D_1, \ldots, D_h \} \), where:

\[ \bigcup_{s=1}^{h} D_s = D_y, \]

\[ D_{s_1} \cap D_{s_2} = \emptyset, \quad \forall s_1, s_2 \in \{1, \ldots, h\}, \ s_1 \neq s_2. \]

Let the proportion of labels which fall in the slice \( D_s \) be denoted by \( \rho_s. \) We have \( \rho_1 + \cdots + \rho_h = 1. \) We use the proportions because the slices may not be equally populated.
If the regression problem is actually a classification problem whose labels are discrete finite, slicing is not required as the labels are already sliced into the discrete finite values. In that case, the number of slices \( h \) is equal to the number of classes.

**Lemma 2** (Central subspace for binary labels (Cook, 2000, Section 4)). Let the labels become binary as:

\[
\tilde{y} := \begin{cases}
1 & \text{if } y > c \\
0 & \text{if } y \leq c,
\end{cases}
\]

for some constant \( c \) and let its associated random variable be \( \tilde{Y} \). We have:

\[
\mathcal{S}_{\tilde{Y} | X} \subseteq \mathcal{S}_{Y | X}.
\]

**Corollary 3** (Relation of central subspaces for labels and sliced labels (Cook, 2000, Section 4)). An extension of Lemma 2 is as follows. Let \( \tilde{Y} \) denote the random variable for sliced labels into \( h \) slices, where \( \tilde{y}_i = k \) if \( y_i \in \mathcal{D}_k \). Then, Eq. (20) holds for the sliced labels.

We compute the sample mean of standardized covariates whose labels fall in every slice:

\[
\mathbb{R}^d \ni \tilde{\mu}_{z,s} := \frac{1}{n_{p,s}} \sum_{y_i \in \mathcal{D}_s} \tilde{z}_i.
\]

Then, we calculate the Principal Component Analysis (PCA) of the points \( \{\tilde{\mu}_{z,s}\}_{s=1}^h \). The PCA of these points can be done by eigenvalue decomposition of their weighted covariance matrix (Ghojogh & Crowley, 2019). The weighted covariance matrix is (Li, 1991):

\[
\mathbb{R}^{d \times d} \ni \tilde{\mathbf{V}} := \sum_{s=1}^h \rho_s (I - \tilde{\mathbf{V}})^2,
\]

We consider the top \( p \) eigenvectors of \( \tilde{\mathbf{V}} \) with largest eigenvalues (Ghojogh et al., 2019). According to Theorem 1, these eigenvectors are \( \{\mathbf{w}_j\}_{j=1}^p \) used in Eq. (11). Finally, we use Eq. (17) to calculate \( \{\mathbf{u}_j\}_{j=1}^p \) from \( \{\mathbf{w}_j\}_{j=1}^p \). The calculated \( \{\mathbf{u}_j\}_{j=1}^p \) are the bases for the central subspace and are used in Eq. (1). According to Eq. (20), SIR is not an exhaustive method (see Definition 7). Note that SIR has also been extended to work for categorical (i.e., discrete finite) covariates (Chiaromonte et al., 2002).

### 3.2. Sliced Average Variance Estimation (SAVE)

Sliced Average Variance Estimation (SAVE) was first proposed in (Cook, 2000) while it was developed over (Cook & Weisberg, 1991; Cook & Lee, 1999). Two assumptions are required for SAVE (Cook, 2000):

1. Linearity condition: As in Lemma 1, we assume that \( \mathbb{E}[Z^T(U^T Z)] \) is linear in \( U^T Z \) resulting in \( \mathbb{E}[Z^T(U^T Z)] = PS_{V_{12}} Z \) which is equivalent to \( Z \) having an elliptical distribution (Eaton, 1986).

2. Constant covariance condition: We also assume that \( \text{Var}(Z^T U^T Z) \) is constant, which is equivalent to \( Z \) having a normal distribution (Cook, 2000). We slice the labels into \( h \) slices.

**Theorem 2** ((Cook, 2000, Section 5)). Let \( \text{span}\{ \cdots \} \) denote a space spanned by the set of bases. We have:

\[
\text{span}\{ \mathbb{E}[I - \text{Var}(Z^T \tilde{Y})] \} \subseteq \mathcal{S}_{\tilde{Y} | X} \subseteq \mathcal{S}_{Y | X},
\]

where \( \tilde{Y} \) is the random variable for sliced label, defined in Corollary 3.

The sample covariance for every slice \( s \) is:

\[
\mathbb{R}^{d \times d} \ni \tilde{\mathbf{V}}_s := \frac{1}{n_{p,s}} \sum_{y_i \in \mathcal{D}_s} (\tilde{z}_i - \tilde{\mu}_{z,s})(\tilde{z}_i - \tilde{\mu}_{z,s})^T,
\]

where \( \tilde{\mu}_{z,s} \) is defined in Eq. (21). This \( \tilde{V}_s \) is an estimation for \( \text{Var}(Z^T \tilde{Y}) \). Consider the following matrix:

\[
\mathbb{R}^{d \times d} \ni M := \sum_{s=1}^h \rho_s (I - \tilde{\mathbf{V}})^2,
\]

where \( I \) is the identity matrix. We consider the top \( p \) eigenvectors of \( M \) with largest eigenvalues (Ghojogh et al., 2019). According to Theorem 2, these eigenvectors are \( \{\mathbf{w}_j\}_{j=1}^p \) used in Eq. (11). We use Eq. (17) to calculate \( \{\mathbf{u}_j\}_{j=1}^p \) from \( \{\mathbf{w}_j\}_{j=1}^p \). The calculated \( \{\mathbf{u}_j\}_{j=1}^p \) are the bases for the central subspace and are used in Eq. (1). SAVE is an exhaustive method (see Definition 7), according to (Li & Wang, 2007).

### 3.3. Parametric Inverse Regression (PIR)

PIR was first proposed in (Bura & Cook, 2001). PIR considers the row-wise regression as in Remark 1. Eq. (4) is a forward regression problem. We consider the inverse regression problem (see Definition 10) for the standardized covariates. PIR allows the labels to be multi-dimensional (\( d \)-dimensional), i.e., \( Y \in \mathbb{R}^{d \times \ell} \).

\[
Z = f(Y) + \varepsilon,
\]

where \( Z \in \mathbb{R}^{d \times d} \) are the standardized covariates, \( f : \mathbb{R}^{d \times \ell} \to \mathbb{R}^{n \times \ell} \) is some function, \( B \in \mathbb{R}^{\ell \times p} \) is the projection matrix onto a \( p \)-dimensional subspace, and \( \varepsilon \) denotes independent noise. According to Eq. (9), we can calculate \( B \) as:

\[
B = (f(Y)^T f(Y))^{-1} f(Y)^T Z,
\]

which is the projection matrix onto a \( p \)-dimensional central subspace.
3.4. Contour Regression (CR)

Contour Regression (CR) was proposed in (Li et al., 2005) with two versions which are simple and general contour regression. Here, we introduce the simple contour regression. CR claims that all the directional information of covariates exists in the set \( \{ \mathbf{x}_i - \mathbf{x}_j \mid 1 \leq i < j \leq n \} \).

We assume the covariates have an elliptical distribution (see Lemma 1). We also assume that (Li et al., 2005, Assumption 2.1):

\[
\forall \mathbf{w}^\top (Z' - X) \mid |Y' - Y| \leq c > 0, \quad \mathbb{V} \mathbb{A} \mathbb{R} \left( \mathbf{w}^\top (Z' - X) \mid |Y' - Y| \leq c \right) > 0,
\]

where \( \mathbf{v} \in \mathbb{S}_Y \), \( \mathbf{w} \in (\mathbb{S}_Y)^\perp \), \( \| \mathbf{v} \|_2 = \| \mathbf{w} \|_2 = 1 \), and \( c > 0 \). Note that \( \mathbb{S}_Y \) denotes the orthogonal space of \( \mathbb{S} \).

**Theorem 3** ((Li et al., 2005, Theorem 2.1 and Corollary 2.1)). Let the above assumptions hold. Consider the matrix:

\[
\mathbf{M} := E \left[(X' - X)(X' - X)^\top \mid |Y' - Y| \leq c \right], \tag{22}
\]

with \( c > 0 \). We consider the \( p \) tailing eigenvectors of \( \Sigma^{\perp}_{xx} \Sigma^{\perp}_{xx} \) with smallest eigenvalues (Ghojogh et al., 2019), denoted by \( \gamma_{d-p+1}, \ldots, \gamma_d \). The \( \{ \mathbf{u}_j \}_{j=1}^p \) used in Eq. (1) are the vectors \( \Sigma^{\perp}_{xx} \Sigma^{\perp}_{xx} \gamma_{d-p+1}, \ldots, \Sigma^{\perp}_{xx} \Sigma^{\perp}_{xx} \gamma_d \).

We can estimate Theorem 3 in practice as follows. The Eq. (22) is estimated as (Li et al., 2005):

\[
\hat{\mathbf{M}} := \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^n (\mathbf{x}_j - \mathbf{x}_i)(\mathbf{x}_j - \mathbf{x}_i)^\top \mathbb{I}(|y_j - y_i| \leq c),
\]

where \( \mathbb{I}(\cdot) \) is the indicator function which is one if its condition is satisfied and is zero otherwise. We can compute the \( p \) tailing eigenvectors of \( \Sigma^{\perp}_{xx} \Sigma^{\perp}_{xx} \) where the sample covariance is defined in Eq. (15). According to (Li & Wang, 2007), CR is an exhaustive method (see Definition 7) under some mild conditions.

3.5. Directional Regression (DR)

We saw in CR method that all the directional information of covariates exists in the set \( \{ \mathbf{x}_i - \mathbf{x}_j \mid 1 \leq i < j \leq n \} \). Directional Regression (DR), proposed in (Li & Wang, 2007), uses this fact. We define:

\[
A(Y, Y') := \mathbb{E}[(Z - Z')(Z - Z')^\top | Y, Y'].
\]

The directions \( Z - Z' \) which are aligned with \( \mathbb{S}_{Y | Z} \) are hugely affected by \( Y \) while the directions \( (Z - Z') \) aligned with \( \mathbb{S}_{Y | Z} \) are not affected (Li & Wang, 2007). In DR, we slice the labels into \( h \) slices.

**Theorem 4** (Li & Wang, 2007, Theorem 1 and Section 4)). With the two conditions mentioned in Section 3.2, the column space of \( 2I - A(Y, Y') \) is contained in \( \mathbb{S}_Y \), where \( I \) is the identity matrix. Hence, an estimate of \( \mathbb{S}_Y \) is:

\[
\mathbb{E}[2I - A(Y, Y')] = \sum_{k < \ell} (2I - \hat{A}(D_k, D_\ell))^2,
\]

where:

\[
\hat{A}(D_k, D_\ell) := \frac{\sum_{i < j} \mathbb{I}(y_i \in D_k, y_j \in D_\ell)}{\sum_{i < j} \mathbb{I}(y_i \in D_k, y_j \in D_\ell)},
\]

is an empirical estimate for \( A(Y, Y') \). Note that \( \mathbb{I}(\cdot) \) is the indicator function and \( D_k \) is the \( k \)-th slice of labels.

We define (Li & Wang, 2007):

\[
\hat{\mathbb{F}} := \frac{1}{h} \sum_{s=1}^h \mathbf{E}_n(\tilde{Z} \tilde{Z}^\top - I | Y \in D_s)
\]

\[
+ 2 \left( \sum_{s=1}^h \mathbf{E}_n(\tilde{Z} | Y \in D_s) \mathbb{E}_n(\tilde{Z}^\top | Y \in D_s) \right)^2
\]

\[
+ \sum_{s=1}^h \mathbf{E}_n(\tilde{Z} | Y \in D_s) \mathbb{E}_n(\tilde{Z}^\top | Y \in D_s),
\]

where:

\[
\mathbb{E}_n(\tilde{Z} | Y \in D_s) := \frac{\sum_{i=1}^n \mathbb{I}(y_i \in D_s)}{\sum_{i=1}^n \mathbb{I}(y_i \in D_s)}.
\]

We consider the top \( p \) eigenvectors of \( \hat{\mathbb{F}} \) with largest eigenvalues (Ghojogh et al., 2019). According to Theorem 4, these eigenvectors are \( \{ \mathbf{w}_j \}_{j=1}^p \) used in Eq. (11). We use Eq. (17) to calculate \( \{ \mathbf{w}_j \}_{j=1}^p \) from \( \{ \mathbf{u}_j \}_{j=1}^p \). The calculated \( \{ \mathbf{u}_j \}_{j=1}^p \) are the bases for the central subspace and are used in Eq. (1). Under some conditions specified in (Li & Wang, 2007, Theorem 3), DR is an exhaustive method (see Definition 7).

3.6. Likelihood-based Methods

There are likelihood-based methods in the family of inverse regression methods. They use Maximum Likelihood Estimation (MLE) for estimating the projection matrix onto the central subspace. Two fundamental likelihood-based methods are Principal Fitted Components (PFC) (Cook, 2007; Cook & Forzani, 2008) and Likelihood Acquired Direction (LAD) (Cook & Forzani, 2009). There exist some recent likelihood-based methods (Bura & Forzani, 2015; Bura et al., 2016) which are not covered here for brevity. Envelope model, proposed in (Cook et al., 2010) and improved in (Zhang et al., 2018; Zhang & Chen, 2020), is also another likelihood-based method not covered here.
3.6.1. Principal Fitted Components (PFC)

Principal Fitted Components (PFC), was proposed in (Cook & Forzani, 2008) and developed over (Cook, 2007). It considers the inverse regression problem in Definition 10. We assume that the covariates have normal distribution, following Lemma 1. We can have (Cook, 2007; Cook & Forzani, 2008):

\[ X | Y = \tilde{\mu}_x + U v_y + \varepsilon, \]

where \( X \in \mathbb{R}^{d \times n} \) are the covariates, \( U \in \mathbb{R}^{d \times p} \) is the orthogonal projection matrix onto \( p \)-dimensional central subspace, \( v_y := U^\top (\mathbb{E}[X | Y] - \tilde{\mu}_x) \in \mathbb{R}^p \), \( \tilde{\mu}_x \) is defined in Eq. (14), and \( \varepsilon \) is the independent noise.

**Lemma 3** (Cook, 2007; Cook & Forzani, 2008). In the model of Eq. (23), the dimension reduction:

\[ P_S X = U^\top \Sigma_{\varepsilon \varepsilon}^{-1} X, \]

is sufficient (see Definition 5), where \( \Sigma_{\varepsilon \varepsilon} \) denotes the covariance of noise.

PFC estimates the matrices \( U \) and \( \Sigma_{\varepsilon \varepsilon} \) by MLE to calculate the projection onto the subspace by Eq. (24). The Eq. (23) can be restated as (Cook & Forzani, 2008):

\[ X | Y = \mu + U \beta f(y) + \varepsilon, \]

where \( f(y) \) is a known vector-valued function of labels. We assume that the covariates have normal distribution, following Lemma 1. Hence, the log-likelihood is (Cook & Forzani, 2008):

\[ L(\mu, U, \beta, \Sigma_{\varepsilon \varepsilon}) = -\frac{nd}{2} \ln(2\pi) - \frac{n}{2} \ln(|\Sigma_{\varepsilon \varepsilon}|) \]

\[ - \frac{1}{2} \sum_{i=1}^{n} \left( x_i - \mu - U \beta (f(y_i) - \bar{f})^\top \right) \Sigma_{\varepsilon \varepsilon}^{-1} \left( x_i - \mu - U \beta (f(y_i) - \bar{f}) \right), \]

where \( \bar{f} \) is the mean of \( f(y_i) \)'s. Optimizing this log-likelihood iteratively can give us estimations for \( U \) and \( \Sigma_{\varepsilon \varepsilon} \). Using these estimations in Eq. (24) gives the projection onto the central subspace.

3.6.2. Likelihood Acquired Direction (LAD)

Another likelihood-based method is Likelihood Acquired Direction (LAD) (Cook & Forzani, 2009). In LAD, we slice the labels into \( h \) slices and use MLE to estimate the central subspace.

**Theorem 5** (Cook & Forzani, 2009, Theorem 2). The MLE of \( S_{Y | X} \) maximizes the log-likelihood:

\[ L(S) = -\frac{nd}{2} (1 + \ln(2\pi)) + \frac{n}{2} \ln(|U^\top \Sigma_{\varepsilon \varepsilon} U|_0) \]

\[ - \frac{n}{2} \ln(|\Sigma_{\varepsilon \varepsilon}|) - \frac{1}{2} \sum_{s=1}^{h} \rho_s n \ln(|U^\top \Sigma_{\varepsilon \varepsilon} U|_0), \]

over the Grassmannian manifold \( G(p, d) \), where \(| \cdot |_0 \) denotes the product of the non-zero eigenvalues of matrix. Other notations have been defined before.

In LAD, we use iterative second-order Riemannian optimization (Absil et al., 2009) on Grassmannian manifold \( G(p, d) \) to find the projection matrix \( U \in \mathbb{R}^{d \times p} \) onto the subspace \( S \). LAD is an exhaustive dimension reduction method (see Definition 7) and finds the subspace \( S_{Y | X} \) (Cook & Forzani, 2009).

3.7. Graphical Regression

Graphical regression (Cook, 1998b;c) uses plots to estimate the central subspace visually.

**Definition 13** (Sufficient summary plot (Cook, 1998b)). Consider projection of covariates onto the subspace by \( P_S X = U^\top X \) where Eq. (5) holds. A plot of \( y \) versus \( U^\top x \) is called the (minimal) minimal sufficient summary plot.

In this approach, we plot the sufficient summary plot for various \( p \) values and the smallest \( p \) which shows an acceptable projection in the plot is chosen as the dimensionality of central subspace (Cook, 1998b). This method is explained in more detail as follows (Cook, 1998c). Let \( x^j \) be denoted by the \( j \)-th dimension and let \( x^{j_1,j_2} \) denote all the dimensions of \( x \) except \( x^{j_1} \) and \( x^{j_2} \). We start from projecting the first two dimensions onto a subspace by and check visually if this holds (Cook, 1998c):

\[ X \downarrow Y \, | \, (c_1 x^1 + c_2 x^2, x^{1,2}). \]

If this holds, we combine the two dimensions \( x^1 \) and \( x^2 \) into one new dimension, denoted by \( x^{1,2} \). This reduces the dimension of covariate by one by projecting it onto a \((d - 1)\)-dimensional subspace. We repeat this for other dimensions until the conditional independence does not hold anymore visually. Some more explanation on graphical regressions can be found in (Cook, 1994a; Cook & Weisberg, 2009). Also, see (Cook, 1996) for graphical regression on binary labels.

4. Forward Regression Methods

Forward regression methods are not based on inverse regression. Some important forward regression methods are Principal Hessian Directions (pHd) (Li, 1992), Minimum Average Variance Estimation (MAVE) (Xia et al., 2002), Conditional Variance Estimation (CVE) (Fertl & Bura, 2021a), and deep SDR (Banjiamali et al., 2018; Kapla et al., 2021). In the following, we introduce these methods.

4.1. Principal Hessian Directions (pHd)

The method Principal Hessian Directions (pHd), proposed in (Li, 1992), uses Hessian matrix and the Stein’s lemma to
estimate the central subspace. Consider the Hessian matrix of the covariates denoted by $H_x$. Let the mean of Hessian matrix be $\bar{H}_x$.

**Lemma 4** ([Li, 1992, Section 2.1].) The top $p$ eigenvectors of $\bar{H}_x, \Sigma_{xx}$, with largest eigenvalues, are the bases of the $p$-dimensional central subspace with projection matrix $U \in \mathbb{R}^{d \times p}$.

**Lemma 5** (Stein’s lemma ([Stein, 1981, Lemma 4].) Let $g(.)$ be a function and a random variable $X$ have a mean $\mu$ and variance one. We have:

$$\mathbb{E}[X - \mu | g(X)] = \mathbb{E}[\frac{\partial g(X)}{\partial X}]$$

$$\mathbb{E}[X - \mu]^2 | g(X)] = \mathbb{E}[g(X)] + \mathbb{E}[\frac{\partial^2 g(X)}{\partial X^2}]$$

**Theorem 6** ([Li, 1992, Lemma 3.1, Corollary 3.1, and Theorem 3.1].) Let

$$\mathbb{R}^{d \times d} \ni \Sigma_{yxx} = \mathbb{E}[(Y - \mu_y)(X - \mu_x)(X - \mu_x)^\top],$$

where $\mu_x$ and $\mu_y$ are the mean of covariates and labels, respectively. Based on the Stein’s lemma, we have:

$$\bar{H}_x = \Sigma_{xx}^{-1} \Sigma_{yxx} \Sigma_{xx}^{-1}.$$

If the covariates have normal distribution, the bases of the central subspace are the top $p$ eigenvectors of the following generalized eigenvalue problem:

$$\Sigma_{yxx} u_j = \lambda_j \Sigma_{xx} u_j, \quad \forall j \in \{1, \ldots, p\},$$

with largest eigenvalues, where $u_j$’s and $\lambda_j$’s are the eigenvectors and eigenvalues, respectively ([Ghojogh et al., 2019].)

We can estimate the covariance matrix $\Sigma_{yxx}$ by:

$$\mathbb{R}^{d \times d} \ni \hat{\Sigma}_{yxx} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{\mu}_y)(x_i - \hat{\mu}_x)(x_i - \hat{\mu}_x)^\top,$$

where $\hat{\mu}_x$ and $\hat{\mu}_y$ are the sample mean of covariates and labels, respectively. Hence, we can find the eigenvectors of the generalized eigenvalue problem $\hat{\Sigma}_{yxx} u_j = \lambda_j \hat{\Sigma}_{xx} u_j, \forall j$ to have the projection matrix $U = [u_1, \ldots, u_p]$ onto the central subspace. According to (Li & Wang, 2007), pHd is not an exhaustive method (see Definition 7). The pHd method has been further improved in (Cook, 1998a; Cook & Li, 2002; 2004). Some technical comments on it are available in (Li, 1998).

4.2. Minimum Average Variance Estimation (MAVE)

Minimum Average Variance Estimation (MAVE) was first proposed in ([Xia et al., 2002].)

**Theorem 7** ([Xia et al., 2002, Section 2].) The orthogonal projection matrix onto the central subspace is the solution to the following optimization problem:

$$\begin{align*}
\min_{U} & \quad \mathbb{E}[(Y - \mathbb{E}[Y | U^\top X])^2] \\
\text{subject to} & \quad U^\top U = I.
\end{align*}$$

We define $\sigma^2_U(U^\top X) := \mathbb{E}[(Y - \mathbb{E}[Y | U^\top X])^2 | U^\top X]$.

Hence, we have:

$$\begin{align*}
\min_{U} & \quad \mathbb{E}[\sigma^2_U(U^\top X)] \\
\text{subject to} & \quad U^\top U = I. \tag{26}
\end{align*}$$

We can estimate $\sigma^2_U(U^\top X)$ by ([Xia et al., 2002, Section 2]:

$$\hat{\sigma}^2_U(U^\top x_j) = \min_{a \in \mathbb{R}, b \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^{n} \left( y_i - (a + b^\top U^\top (x_i - x_j)) \right)^2 w_{ij},$$

$$w_{ij} := \frac{k_h(U^\top (x_i - x_j))}{\sum_{\ell=1}^{n} k_h(U^\top (x_i - x_j))},$$

in which $k_h(.)$ denotes a kernel function with bandwidth $h$ ([Ghojogh et al., 2021d].) We can use the estimated $\hat{\sigma}^2_U(U^\top x_j)$ in Eq. (26) to calculate the projection matrix onto the central subspace. The optimization variables of this problem are $a$, $b$, and $U$ and any optimization method can be used in an alternative optimization approach for solving this problem ([Ghojogh et al., 2021b].)

The MAVE method has been improved in ([Xia, 2007].) Some other methods based on MAVE are central subspace MAVE (csMAVE) ([Wang & Xia, 2008]) and ensemble MAVE ([Yin & Li, 2011].) An R programming language package for MAVE exists ([Weiqiang & Yingcun, 2019].)

4.3. Conditional Variance Estimation (CVE)

Conditional Variance Estimation (CVE) was first proposed in ([Fertl & Bura, 2021a; Fertl, 2021].)

**Theorem 8** ([Fertl & Bura, 2021a, Section 2, Section 2.1, Corollary 2].) We define:

$$\tilde{L}(V, s_0) := \mathbb{V} \text{ar}(Y | X \in s_0 + \text{Col}(V)),$$

$$L(V) := \mathbb{E}[\tilde{L}(V, X)],$$

where $s_0 \in \mathbb{R}^d$ is a shifting point and $\text{Col}(V)$ is column space of $V$.

Consider the following optimization problem:

$$\begin{align*}
\min_{V} & \quad L(V) \\
\text{subject to} & \quad V \in \text{St}(p, d), \tag{27}
\end{align*}$$
whose solution we denote by \( V_p \). The orthogonal space to \( \text{Col}(V_p) \) is equal to the columns space of the projection matrix \( U \) on the central space:

\[
\text{Col}(U) = \text{Col}(V_p)^\perp. \tag{28}
\]

We can estimate \( L(V) \) as follows. We define (Fertl & Bura, 2021a):

\[
d_i(V, s_0) := \| U^T (x_i - s_0) \|^2_2;
\]

\[
w_i(V, s_0) := \frac{k_h(d_i(V, s_0))}{\sum_{i=1}^n k_h(d_i(V, s_0))},
\]

where \( w_i \) is defined similar to the \( w_i \) in MAVE method. The estimate of \( \tilde{L}(V, s_0) \) is (Fertl & Bura, 2021a):

\[
\tilde{L}_n(V, s_0) = \frac{1}{n} \sum_{i=1}^n w_i(V, s_0) y_i^2 - \left( \frac{1}{n} \sum_{i=1}^n w_i(V, s_0) y_i \right)^2.
\]

Finally, the estimate of \( L(V) \) is:

\[
L_n(V) = \frac{1}{n} \sum_{j=1}^n \tilde{L}_n(V, x_j).
\]

We use this \( L_n(V) \) in Eq. (27) instead of \( L(V) \) to find the matrix \( V \) using Riemannian optimization on Stiefel manifold (Absil et al., 2009). Then, using Eq. (28), we find the projection matrix \( U \) onto the central subspace. It is noteworthy that there also exists an ensemble version of CVE (Fertl & Bura, 2021b).

4.4. Deep Sufficient Dimension Reduction

4.4.1. Deep Variational Sufficient Dimension Reduction (DVSDR)

Deep Variational Sufficient Dimension Reduction (DVSDR), proposed in (Banijamali et al., 2018), is one of the approaches for deep SDR. It formulates the network as a variational autoencoder (Kingma & Welling, 2014; Ghojogh et al., 2021a) and interprets it as SDR. Let \( \mathbb{R}^{P \times n} \ni \overline{X} = U^T X \) be the projected covariates onto the central subspace. According to Eq. (6), we have \( X \perp \perp Y \mid \overline{X} \) where \( \overline{X} \) is the random variable associated to \( X \). Hence, we can see \( X \) as a latent factor on which both covariates \( X \) and labels \( Y \) depend but conditioning on that, they are independent. Recall that in variational inference, we also have a latent factor (see Ghojogh et al., 2021a). As in variational autoencoder, we can have a deep autoencoder whose encoder and decoder model the conditional probabilities \( q(\overline{X} \mid X) \) and \( p(X \mid \overline{X}) \), respectively. Let the weights of encoder and decoder be denoted by \( \phi \) and \( \theta \), respectively. The encoder layers map data from \( d \) dimensions to \( p \) dimensions and the decoder layers map data from \( p \) to \( d \) dimensions. We can use the Evidence Lower Bound (ELBO) of variational inference as (Ghojogh et al., 2021a):

\[
\mathcal{L}_{\phi, \theta}^u(x_i) := \mathbb{E}_{q_{\phi}(\overline{x}_i \mid X)} \left[ \ln(p_{\theta}(x_i \mid \overline{x}_i)) \right] - \text{KL}(q_{\phi}(\overline{x}_i \mid x_i) \parallel p(\overline{x}_i)).
\]

We can also add additional layers in the decoder part to generate labels for classification or regression. Let the weights of these layers be denoted by \( \psi \). These layers model \( p(Y \mid \overline{X}) \). Including these layers into ELBO gives:

\[
\mathcal{L}_{\phi, \theta, \psi}^d(x_i) := \mathbb{E}_{q_{\phi}(\overline{x}_i \mid X)} \left[ \ln(p_{\theta}(x_i \mid \overline{x}_i)) \right] + \mathbb{E}_{q_{\phi}(\overline{x}_i \mid X)} \left[ \ln(p_{\psi}(y_i \mid \overline{x}_i)) \right] - \text{KL}(q_{\phi}(\overline{x}_i \mid x_i) \parallel p(\overline{x}_i)).
\]

We can make a regularized loss function using both of these ELBO loss functions:

\[
\max_{\phi, \theta, \psi} \sum_{i=1}^n \left( \mathcal{L}_{\phi, \theta, \psi}^d(x_i) + \mathcal{L}_{\phi, \theta}^u(x_i) \right).
\]

The weights \( \phi, \theta, \psi \) are tuned by backpropagation. The reader can refer to (Ghojogh et al., 2021a) to learn more on how to train a variational autoencoder. If the dataset is partially labeled, we can also use \( \mathcal{L}_{\phi, \theta, \psi}^d \) and \( \mathcal{L}_{\phi, \theta}^u \) for labeled and unlabeled parts, respectively, to have semi-supervised learning.

4.4.2. Meta-Learning for Sufficient Dimension Reduction

Another approach for deep SDR is proposed in (Kapla et al., 2021). This approach can be seen as meta learning (Finn et al., 2017) although the authors of that paper do not mention meta learning in their paper. Consider the model of Eq. (3) for regression. This can be modeled by a neural network whose first layer projects data \( X \) from \( d \) dimensions to \( p \) dimensions. The weights of this layer is the matrix \( U \in \mathbb{R}^{d \times p} \). The last layer has one neuron for predicting the label \( y \). Let the weights of network be denoted by \( \theta \). The first layer models \( f(U^T X) \) in (3). First, we feed the covariates \( X \) to the network with weights \( \theta \), obtain some predicted labels, and train the weights using backpropagation with least squares loss between the labels and predicted labels. Let \( \theta' \) be the updated weights by this training. Then, in the meta-training phase, the covariates are fed to the network with the weights \( \theta' \), obtain some predicted labels, and train the weights using backpropagation with least squares loss between the labels and predicted labels. This procedure of training and meta-training is repeated until convergence.

5. Kernel Dimension Reduction

5.1. Supervised Kernel Dimension Reduction

Kernel Dimension Reduction (KDR) was originally proposed in (Fukumizu et al., 2003) and further discussed in
SFukumizu et al., 2004; 2009). It is one of the methods for SDR and it makes use of Eqs. (7) and (8) for finding the sufficient subspace. Its approach is more toward machine learning for dimensionality reduction (Fukumizu et al., 2003; 2004); although, it can also be considered a statistical method for high-dimensional regression (Fukumizu et al., 2009). KDR uses kernels in the Reproducing Kernel Hilbert Space (RKHS) (Ghojogh et al., 2021d) for calculating the central subspace. It is noteworthy that another SDR method which uses RKHS is kernel Principal Support Vector Machines (PSVM) (Li et al., 2011).

**Definition 14** (Conditional covariance operator (Fukumizu et al., 2003)). The conditional covariance operator in RKHS is defined as:

\[
\Sigma_{Y|\tilde{X}} := \Sigma_{YY} - \Sigma_{YX} \Sigma_{XX}^{-1} \Sigma_{XY}
\]

where \(\Sigma_{AB}\) is the covariance of random variables \(A\) and \(B\) and \(\tilde{X} := U^T X\) is the projected covariates (\(\tilde{X}\) is its associated random variable).

**Theorem 9** ((Fukumizu et al., 2003, Theorem 5)). Let \(\mathbb{R}^{d \times d} \ni Q = [U|V]\) be an orthogonal matrix, where \(U \in \mathbb{R}^{d \times p}\) is the truncated projection matrix onto the p-dimensional subspace and \(V \in \mathbb{R}^{d \times (d-p)}\) is the rest of matrix \(Q\). We have:

\[
\Sigma_{Y|\tilde{X}} \geq \Sigma_{Y|X},
\]

\[
\Sigma_{Y|\tilde{X}} = \Sigma_{Y|X} \iff Y \perp (V^T X) | \tilde{X},
\]

where \(\tilde{X} := U^T X\) is the projected covariates onto the p-dimensional central subspace. The central subspace can be found by minimizing the covariance of labels conditioned on the projected covariates onto the subspace:

\[
\text{minimize } \Sigma_{Y|\tilde{X}}.
\]

KDR allows the labels to be multi-dimensional (\(\ell\)-dimensional), i.e., \(Y \in \mathbb{R}^{\ell \times n}\). Consider the double-centered kernel matrices for labels and the projected covariates:

\[
\mathbb{R}^{n \times n} \ni \tilde{K}_Y = HY^T YH,
\]

\[
\mathbb{R}^{n \times n} \ni \tilde{K}_{\tilde{X}} = \tilde{X}H^T \tilde{X}H = \tilde{X}U^T U \tilde{X}H,
\]

where \(H := I - (1/n)11^T \in \mathbb{R}^{n \times n}\) is the centering matrix (see (Ghojogh & Crowley, 2019; Ghojogh et al., 2021d) for more details on the centering matrix). The empirical estimates for the covariance matrices are (Fukumizu et al., 2003):

\[
\hat{\Sigma}_{YY} = (\hat{K}_Y + \epsilon I)^2, \quad \hat{\Sigma}_{Y\tilde{X}} = \hat{K}_Y \hat{K}_{\tilde{X}},
\]

\[
\hat{\Sigma}_{UU} = (\hat{K}_U + \epsilon I)^2, \quad \hat{\Sigma}_{\tilde{X}Y} = \hat{K}_{\tilde{X}} \hat{K}_Y,
\]

where \(\epsilon\) is a small positive number and adding \(\epsilon I\) is to make the kernel matrices full rank and invertible. The \(\hat{\Sigma}_{Y|\tilde{X}} = \hat{\Sigma}_{Y|U^T X}\) can be estimated empirically as (Fukumizu et al., 2003):

\[
\mathbb{R}^{n \times n} \ni \hat{\Sigma}_{Y|\tilde{X}} = \hat{\Sigma}_{YY} - \hat{\Sigma}_{Y\tilde{X}} \hat{\Sigma}_{\tilde{X}\tilde{X}}^{-1} \hat{\Sigma}_{\tilde{X}Y} = (\hat{K}_Y + \epsilon I)^2 - \hat{K}_Y \hat{K}_{\tilde{X}} (\hat{K}_{\tilde{X}} + \epsilon I)^{-2} \hat{K}_{\tilde{X}} \hat{K}_Y.
\]

(33)

5.1.1. Supervised KDR by Projected Gradient Descent

In practice, we can use the determinant of estimated covariance matrix, i.e., \(\text{det}(\hat{\Sigma}_{Y|\tilde{X}})\) in Eq. (30). According to Schur complement, we have (Fukumizu et al., 2003):

\[
\text{det}(\hat{\Sigma}_{Y|\tilde{X}}) = \frac{\text{det}(\hat{\Sigma}_{(Y\tilde{X})|\tilde{X}})}{\text{det}(\hat{\Sigma}_{\tilde{X}|\tilde{X}})},
\]

where:

\[
\hat{\Sigma}_{(Y\tilde{X})|\tilde{X}} = \begin{bmatrix} \hat{\Sigma}_{YY} & \hat{\Sigma}_{Y\tilde{X}} \\ \hat{\Sigma}_{\tilde{X}Y} & \hat{\Sigma}_{\tilde{X}\tilde{X}} \end{bmatrix}.
\]

We symmetrize Eq. (34) by dividing it by the constant \(\text{det}(\hat{\Sigma}_{YY})\). Finally, in practice, Eq. (30) is stated as:

\[
\text{minimize } U \quad \frac{\text{det}(\hat{\Sigma}_{(Y\tilde{X})|\tilde{X}})}{\text{det}(\hat{\Sigma}_{YY}) \text{det}(\hat{\Sigma}_{\tilde{X}\tilde{X}})}.
\]

(35)

We can solve this problem iteratively by gradient descent (Ghojogh et al., 2021b) where the gradient is (Fukumizu et al., 2004):

\[
\frac{\partial \ln(\text{det}(\hat{\Sigma}_{Y|\tilde{X}}))}{\partial U} = \text{tr}(\hat{\Sigma}_{YY|\tilde{X}} \hat{\Sigma}_{Y|\tilde{X}}) \frac{\partial \hat{\Sigma}_{Y|\tilde{X}}}{\partial U} = 2 \epsilon \text{tr}(\hat{\Sigma}_{YY|\tilde{X}} \hat{K}_Y (\hat{K}_{\tilde{X}} + \epsilon I)^{-2} \hat{K}_{\tilde{X}} \hat{K}_Y).
\]

5.1.2. Supervised KDR by Riemannian Optimization

Another approach for KDR optimization is as follows (Fukumizu et al., 2009). We use Eq. (33) in Eq. (30) where we strengthen the diagonal of \(\hat{\Sigma}_{\tilde{X}\tilde{X}}\) to make it invertible. Paper (Fukumizu et al., 2009) makes optimization constrained by putting constraint on the projection matrix to be orthogonal, i.e., \(U^T U = I\). According to Definition 9, this constraint means that the projection matrix belongs to the Stiefel manifold. Hence, the optimization problem is:

\[
\text{minimize } U \quad \hat{\Sigma}_{Y|\tilde{X}} - (\hat{\Sigma}_{\tilde{X}\tilde{X}} + \epsilon I)^{-1} \hat{\Sigma}_{\tilde{X}Y}
\]

subject to \(U \in SL(p, d)\),

(36)
which can be solved iteratively by Riemannian optimization (Absil et al., 2009).

The Eq. (36) can be slightly changed and restated to (Nilsson et al., 2007):

$$\begin{align*}
\text{minimize} & \quad \text{tr}(\tilde{K}_Y(\tilde{K}_X + neI)^{-1}) \\
\text{subject to} & \quad U^\top U = I.
\end{align*}$$ (37)

The Eq. (37) is also used as the optimization problem for KDR.

5.1.3. Formulation of Supervised KDR by HSIC

Suppose we want to measure the dependence of two random variables. Measuring the correlation between them is easier because correlation is just “linear” dependence. According to (Hein & Bousquet, 2004), two random variables are independent if and only if any bounded continuous functions of them are uncorrelated. Therefore, if we map the two random variables $x_1$ and $x_2$ to two different (“separable”) RKHSs and have $\phi(x_1)$ and $\phi(x_2)$, we can measure the correlation of $\phi(x_1)$ and $\phi(x_2)$ in the Hilbert space to have an estimation of dependence of $x$ and $y$ in the original space. The correlation of $\phi(x_1)$ and $\phi(x_2)$ can be computed by the Hilbert-Schmidt norm of the cross-covariance of them. An empirical not-normalized estimation of the HSIC is introduced (Gretton et al., 2005):

$$\text{HSIC}(x_1, x_2) := \text{tr}(HK_{x_1}HK_{x_2}),$$ (38)

where $K_{x_1}$ and $K_{x_2}$ are the kernels over $x_1$ and $x_2$, respectively.

**Theorem 10** (Wang et al., 2010, Proposition 1)). Let $c_0$ be a positive constant and $c_n^2 \to 0$ as $n \to \infty$. We have:

$$\begin{align*}
\text{tr}(\tilde{K}_Y(\tilde{K}_X + neI)^{-1}) & \approx -c_0n^2 c_n^2 \text{tr}(HK_{x_1}HK_{x_2}) \\
& = -c_0n^2 c_n^2 \text{tr}\left(\tilde{K}_Y K_Y\right),
\end{align*}$$ (39)

where $K_Y := Y^\top Y$.

Comparing Eqs. (37), (38), and (39) shows that the optimization of KDR can also be stated as the following maximization problem:

$$\begin{align*}
\text{maximize} & \quad \text{HSIC}(\tilde{X}, Y) = \text{tr}(\tilde{K}_X K_Y) \\
\text{subject to} & \quad U^\top U = I.
\end{align*}$$ (40)

**Corollary 4** (Equivalency of supervised KDR and supervised PCA). The optimization problem of supervised Principal Component Analysis (PCA) (Barshan et al., 2011) is exactly the same as Eq. (40) (note that in HSIC, any of the two kernels can be double-centered and it is not important which kernel is centered but one of them must be double-centered). This equation is the optimization of supervised PCA because it can be shown that PCA is a special case of this problem where the information of labels is not used (Ghojogh & Crowley, 2019). Hence, supervised KDR and supervised PCA are equivalent!

5.2. Supervised KDR for Nonlinear Regression

Manifold KDR (mKDR) (Nilsson et al., 2007) performs KDR on manifolds for nonlinear regression. mKDR combines the ideas of KDR and Laplacian eigenmap (Belkin & Niyogi, 2001; Ghojogh et al., 2021c). The Laplacian eigenmap brings the nonlinear information of manifold of data into the formulation.

Let $\{r_j \in \mathbb{R}^n\}_{j=1}^m$ be the $m$ tailing eigenvectors of the Laplacian matrix of the graph of covariates (n.b. we ignore the eigenvector with eigenvalue zero). We denote $\{t_i \in \mathbb{R}^m\}_{i=1}^n$ to be $T := [t_1, \ldots, t_n] = [r_1, \ldots, r_m]^\top \in \mathbb{R}^{m \times n}$. In mKDR, we use kernelization by representation theory (Ghojogh et al., 2021d) to kernelize the above optimization problem. According to the representation theory, if we pull the centered projected covariates $XH$ to RKHS, they must lie in the span of all pulled training points (Ghojogh et al., 2021d):

$$\tilde{X}H = \Phi(X)T \Rightarrow \tilde{K}_X = T^\top \tilde{K}_Y \Phi(X)T = T^\top K_x T,$$

where $\Phi(X)$ is the pull of $X$ to the RKHS and we define the kernel (Ghojogh et al., 2021d):

$$K_x := \Phi(X)^T \Phi(X),$$ (41)

which must be positive semi-definite according to the properties of kernel (Ghojogh et al., 2021d). For making the kernel bounded, we also set $\text{tr}(K_x) = 1$. Substituting all these in Eq. (37) gives:

$$\begin{align*}
\text{minimize} & \quad \text{tr}(\tilde{K}_Y(T^\top K_x T + neI)^{-1}) \\
\text{subject to} & \quad K_x \succeq 0, \\
& \quad \text{tr}(K_x) = 1.
\end{align*}$$ (42)

Note that, as was explained before, $T$ is obtained from the Laplacian eigenmap and then used in above optimization. We solve Eq. (42) using projected gradient method where every step is projected onto the positive semi-definite cone (Ghojogh et al., 2021b). After solving the optimization problem, the solution $K_x$ is decomposed using eigenvalue decomposition (which can be done because it is positive semi-definite so its eigenvalues are not negative):

$$K_x = A\Delta A^\top = A\Delta^{1/2}\Delta^{1/2} A^\top = A\Phi(X)^T\Phi(X),$$ (41)

where $A$ is a matrix whose columns are the eigenvectors and $\Delta$ is the diagonal matrix of eigenvalues. Therefore, from the above expression, we have $\Phi(X) = \Delta^{1/2} A^\top$. If we truncate this matrix $\Phi(X)$ to have the $p$ top eigenvectors with largest eigenvalues, it is the $p$-dimensional embedding of covariates into the subspace.
5.3. Unsupervised Kernel Dimension Reduction

Unsupervised KDR (Wang et al., 2010) does not use labels and can be used when labels are not available. Let $X'$ be a copy of random variable $X$. In unsupervised KDR, rather than Eq. (6), we consider:

$$X \perp X'|U^TX,$$  \hspace{1cm} (43)

meaning that projection onto the central subspace is sufficient for the covariates to be independent of each other. We use Eq. (37) but with $X$ instead of $Y$:

$$\begin{align*}
\text{minimize} & \quad \text{tr}(\hat{K}_X(\hat{K}_X + n\epsilon I)^{-1}) \\
\text{subject to} & \quad U^TU = I. 
\end{align*}$$  \hspace{1cm} (44)

Any numerical optimization method can be used for solving this problem to find the projection matrix $U$ onto the central subspace.

6. Conclusion

In this paper, we introduced and explained different SDR methods including inverse regression methods, forward regression methods, and KDR methods. We showed the SDR methods can be used for both high-dimensional regression and low-dimensional embedding in statistics and machine learning perspectives, respectively.
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