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Abstract
The integration of ICT into power systems has increased the interdependencies between the two systems. The operation of power system depends on several ICT-enabled grid services which manifest the interdependencies. ENTSO-E system state classification is a tool that is widely used by operators to determine the current operational state of the power system. However, it does not adequately describe the impact of ICT disturbances on the operation of the power system. Despite their interconnections, the operational states of both systems have been described separately so far. This paper bridges the well-established ENTSO-E systems state classification with an ICT system state classification, forming a new model considering the state classification of the ICT-enabled grid services. The model is developed by first identifying the ICT-enabled services, remedial actions and the respective performance requirements that are required by the power system. Then the states of these services are specified based on the supporting ICT system. The resulting joint state description shows how performance degradation of ICT-enabled services (introduced by disturbances) can affect the operation of the interconnected power system. Two case studies of such ICT-enabled services, namely state estimation and on-load tap changer control, are investigated in terms of how their operational states affect the states of the power system. A third case study highlights the interdependencies that exist between the services. These case studies demonstrate the interdependencies that exist between power and ICT systems in modern cyber-physical energy systems, thus highlighting the usage of a unified system state description.
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Introduction
The decarbonisation of Power Systems (PS) has paved the way for smart grids with high penetration of Distributed Energy Resources (DERs), which are geographically distributed across the system. These DERs typically behave in a probabilistic, weather-dependent manner which leads to an increase in the system complexity with power flows becoming bidirectional and stochastic (IEA 2019). Additionally, there is also an
increasing demand for improving factors such as safety, reliability and cost effectiveness of the system.

The smart grid as a safety-critical infrastructure should continuously and reliably provides electricity to its customers. For this purpose, system operators use a set of grid services such as ancillary services. They include operational management, voltage and frequency control, and system restoration. In case of contingencies in PS, these grid services provide remedial actions to mitigate the impact of the contingencies and restore vital PS parameters such as voltage, frequency and power reserves to their corresponding normal operational security limits. These grid services also assist the operators in economically optimising the operation of the system (e.g., optimising generation costs while meeting a certain demand). However, considering the complex and stochastic nature of the PS with increasing number of DERs, the reliable provision of these grid services becomes challenging. In addition to the transmission system, the distribution systems also requires more active management and coordination due to the increase in DERs such as wind and PV power plants, electric vehicles, fuel cells and combined heat and power; which are more prominent on the distribution side.

Information and Communication Technologies (ICT) are a vital part of smart grids and are becoming deeply integrated with PS, resulting in a highly intertwined system referred to as Cyber-Physical Energy Systems (CPES) (Yu and Xue 2016). In a CPES, the PS has a strong dependency on ICT as it brings in enhanced monitoring, optimisation, decision making and control. The ICT system itself is also dependent on the PS as it requires electric power supply. Specifically, ICT enables better provision of the aforementioned grid services, which are essential for the stable and reliable operation of the PS. The operation of these services, which are increasingly likely to be provided via digital markets (Doostizadeh et al. 2018), have certain requirements on the ICT system. Failures in the ICT system may cause a degradation in the performance of the grid services, which in turn might affect the PS operation (Tønæl et al. 2017; Rasmussen et al. 2017). The tight junction between ICT and PS operation has been demonstrated by past events. The 2003 North American blackout was caused by a software failure in state estimator combined with an alarm system failure giving the operator inaccurate awareness about that system (NERC 2004). In Austria, a congestion in ICT network of a gas infrastructure almost caused a blackout in 2013. In this case, an large number of redundant messages was circulated among controllers due to a software bug in the communication protocol (Schossig and Schossig 2014). The 2015 Ukraine blackout has shown that PS are also vulnerable to cyber-attacks (Wu et al. 2017). Evidently, ICT has become more than just a support system for PS as ICT failures can impact the PS operation. In the context of this paper, ICT system encompasses computation or communication components supported by relevant software or firmware. Components include field devices such as sensors and controllers, network devices such as routers, switches and links, as well as servers which can be located in the control room for decision making.

The ENTSO-E system state classification (referred to as ESSC) (European Union (EU) Commission Regulation 2017/1485 2017) is widely used by system operators to determine the current operational state of the PS. Based on certain PS parameters, the operation of the system can be classified into one of five states. The main drawback of the ESSC is that the impact of failures in ICT system (i.e., the degradation in ICT system) on the PS states is not adequately represented. Specifically, the connection between the performance
degradation of ICT-enabled grid services and the state of PS, based on the ESSC, is yet to be investigated.

The main contribution of this paper includes the creation of a novel state description for CPES focusing on the interdependencies between the power and ICT systems. It bridges the well-established states of the ESSC with a new model representing the state classification of the ICT-enabled grid services. First, the ESSC is presented in detail with a focus on its dependency on the ICT system as well as the potential bridges between the two domains. Next, the ICT system states are developed considering the performance of the ICT-enabled PS services. The state degradation of two exemplary grid services, namely State Estimation (SE) and On-Load Tap Changer control (OLTC) are investigated independently as well as in combined case studies, considering various ICT system disturbances. The resulting impact on PS states is also analysed. These examples demonstrate how the proposed novel state description integrates states of ICT-enabled grid services into the ESSC, thus bridging the operational states of the power and ICT domains in CPES.

**Related work**

The ESSC provides essential information required for the system operation. Based on the monitored information and system operational security limits, the PS can be classified into five states according to (European Union (EU) Commission Regulation 2017/1485 2017; Fink and Carlsen 1978; Gagnon et al. 2007) - Normal, Alert, Emergency, Blackout and Restoration (shown in Fig. 1). Failures or contingencies may cause a degradation in the system state, e.g., Normal to Alert. Depending on which state the PS is in, suitable grid services can be applied to bring the system back to Normal or take mitigating actions to prevent further system degradation. These states, however, are based only on PS parameters and do not adequately consider the performance of the interconnected ICT system. Other state classification approaches, like the traffic-lights used in Drayer et al. (2015) for agent-based distribution grid operation, do not include an explicit consideration of ICT aspects. The impact of failures in ICT systems on the PS states is yet to be fully understood, as underlined in the survey in Tøndel et al. (2017). Focusing on static aspects like
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**Fig. 1** ENTSO-E Power systems State Classification (Fink and Carlsen 1978)
components and topology and considering relevant straightforward use cases from the transmission as well as distribution system operator’s (TSO and DSO) point of view is recommended here. Existing research does not include the system operator’s point of view as it is difficult to map these failures on PS operation. The work presented in this paper presents a new system state description for CPES that considers performance degradation of the ICT system and the services enabled by it as well as its impact on the PS. This enables PS operators to explicitly consider the necessary ICT services in CPES state description.

The reliability oriented model in Panteli (2013), using two states each, conjointly depicts PS and ICT. A computationally intensive sequential Monte Carlo simulation is used to investigate the impact of ICT component’s failure and repair rates for small scale test systems with the aim of quantifying the impact of ICT failures on the PS performance. The results do not allow operational decision making. A similar two-state model for CPES is presented in Schacht et al. (2016), where the focus is on time dependencies of power demand and injection as well as failure rates for PS reliability. The results underline the necessity to investigate the interdependencies between modern and future PS and ICT-infrastructures. However, in the context of state description, the details regarding the states as well as the question of how to identify the system states at a given point of time, is not described. A Markov model of a selection of smart grid technologies to analyse the impact of three ICT states on customers and distributed generation reliability is proposed in Kamps et al. (2018). Using exemplary medium voltage (MV) grids, ICT services such as decentralised network automation system, voltage-regulated distribution transformer control and a line voltage regulator control are compared but the resulting PS state is not considered. In Narayan et al. (2019), a set of ICT failure categories for analysing the dependency of ICT on PS services are introduced. These failure categories can be used in order to group all ICT problems that would have identical impact on the PS. Thus, the total number of relevant ICT failures that needs to be considered for dependability analyses of CPES can be reduced drastically. However, the work does not provide any results of successful application of these failure categories. In this paper, the presented state description enables the operator to take decisions based on states of the interdependent ICT-enabled services and PS.

Going beyond the components’ perspective and considering the services provided, interdependencies of various infrastructures related to energy supply are identified in Rinaldi et al. (2001). Cascading and escalating of failures as well as their integration into state classification are theoretically outlined but are neither modeled nor applied to any use cases. The state machine approach in Laprie et al. (2007) highlights the impacts of information and electricity failures on their interdependent infrastructures through cascading, escalating or common cause failures. However, a joint infrastructure state description is not presented. The authors of (Wäfler and Heegaard 2013) propose a meta-model with PS and ICT having three states each that allow state classification. The ICT system provides service which are enabled by set of ICT components. Considering the states of PS and ICT in a dependability analysis, the model covers the interdependencies but gives neither any indices nor service specifications for the systems under investigation. The resilience of ICT systems is introduced in Sterbenz et al. (2010). The strategy described here covers the state classification of the ICT system and can be extended to ICT services which are required by the PS.
In summary, the ESSC is well acknowledged and widely used in PS, yet no comparable state description is available for the ICT-domain in CPES. Existing research works are either strictly PS specific or simplify the details of the ICT system, thus limiting their usability in operation of CPES which has high ICT penetration.

**ENTSO-E system state classification**

The ESSC is a comprehensive health and risk indicator for the current European transmission system and is extensively described in (European Union (EU) Commission Regulation 2017/1485 2017; European Union (EU) Commission Regulation 2017/2196 2017). It is used among TSOs to exchange high-level information about the status of their network as well. Despite its abstraction level, the ESSC considers many complex aspects of PS risk assessment. The classification itself is based on the five aforementioned states. The Restoration state takes a special role as it is subsequent to the Emergency and Blackout States (European Union (EU) Commission Regulation 2017/1485 2017) but it is not a direct result of the ESSC state identification process itself. Therefore, this work focuses on the remaining four states, all of which can be exactly defined for each time of operation. Each abnormal state (i.e., Alert, Emergency and Blackout) has a range of predefined measures and actions, which the system operator can take to bring the system back to Normal state. Note that according to Article 2 of (European Union (EU) Commission Regulation 2017/1485 2017), these system states are also applicable to DSOs, however detailed investigations regarding DSOs are out of the scope of this work.

**Elements of the ENTSO-E state identification process**

In this section, the vast details from (European Union (EU) Commission Regulation 2017/1485 2017) are summarised. In order to perform the ESSC state identification process to identify the current state of the system, the system operator requires the following:

**Operational Limits (OL)** - It is an important criteria for the state identification process, which describes explicit thresholds for various PS measurement parameters such as frequency, voltages at all nodes, currents on all lines and the thermal limits of various assets. An exhaustive description on each of these measurements can be found in 50hertz et al. (2013). It differentiates between OL and frequency as it includes temporary tolerance of certain asset’s OL under certain special circumstances. In this paper, frequency is considered as a part of the OL and the temporary tolerance aspect is not considered.

**State Estimation (SE)** - The SE is a grid service that provides a consistent set of information about the current topology, voltages and currents of the observed PS. This is necessary because measurements are always prone to change with regards to their availability and timeliness across the system. Inconsistencies among the measurements or their timestamps makes it challenging to continuously balance generation and consumption while keeping system parameters within the OL. Thus, several important functions and services of TSOs control centers rely on SE results, and so does the ESSC.

**Contingency Lists (CL)** - This list consists of all viable contingencies in the network, which is compiled and maintained by the TSO. It comprises of all possible disturbance in assets like generators, transformers, busses or lines. The list has to be updated and exchanged among neighbouring TSOs regularly, at least once a year. Additionally, a list of exceptional contingencies is also created and exchanged. These are described in
(European Union (EU) Commission Regulation 2017/1485 2017) as scenarios with an uncommon (or low probability) disturbances such as loss of double lines, loss of a bus-bar during increased risk of outages or common mode failures of generating units or DC links.

**Remedial Actions (RA)** - This list consists of the all viable countermeasures for each of the contingencies identified in the CL. These countermeasures are called RA in the context of the ESSC contingency analysis, and can be categorised into preventive and curative actions. While preventive RA are to be activated before the occurrence of a contingency, curative RA are applied right after a contingency is detected. A non-exhaustive list of common RAs can be found in 50hertz et al. (2013).

**Contingency Analysis (CA)** - To identify critical contingencies each contingency from the CL is simulated based on the most recent SE result. For all single contingencies that would lead to a violation of the OL, suitable RA are identified. These critical contingencies are simulated once again considering the utilisation of suitable RAs. The result of the CA is a list of contingencies that, even after utilisation of all available RA, would still lead to OL violation.

**ENTSO-E state identification process**

Figure 2 summarises and illustrates the ENTSO-E state identification process. Note that there are more possible transitions from Normal to Alert or Emergency than illustrated. These are now shown for the sake of brevity. Additionally, to improve clarity, the CA is shows with two separate calculation steps. Based on the results from the CA and the check on OL violation, the current PS state can be identified as follows:

- **Normal** - A PS is said to be in Normal state as long as the check on current OL violation is negative and the resulting list from the CA is empty. This implies that no potential contingencies have been identified which cause OL violation.

- **Alert** - The CA has identified at least one potential contingency that can - based on the current SE results and the currently available RA - not be handled appropriately and would thus violate OL; the PS is said to be in Alert State. In this state, there is no OL vio-

![Fig. 2 Flowchart of ENTSO-E State Identification Process focusing on Contingency Analysis](image-url)
lation yet. Another condition that triggers the Alert State is a lack of more than 20% of the required amount of active power reserves for more than 30 min.

**Emergency** - If any OL is violated, an immediate transition to the Emergency State is triggered. The second important condition for a transition to the Emergency State is the failure of any critical tool or facility defined in (European Union (EU) Commission Regulation 2017/1485 2017) for more than 30 min. They include monitoring tools (like State Estimation), switch control, communication between TSOs and the operational security analysis. However, the impact on the system state when the failure of these critical tools and facilities is less than 30 min is not defined in (European Union (EU) Commission Regulation 2017/1485 2017). Additionally, the system is also in Emergency State when at least one measure of the System Defence Plan, described in (European Union (EU) Commission Regulation 2017/2196 2017), is activated.

**Blackout** - If the loss of loads is above 50% of the total load in a TSO system or if there is no voltage for more than 3 min, the system is defined to be in Blackout State.

**The bridge between PS and ICT state classifications**

The main objective of this paper is to create a joint state description for CPES. In this regard, the term 'bridge' depicts the correlation between the states of PS and ICT systems. Within the context of the ESSC, two bridging aspects with the ICT domain can be defined. These are based on the PS services that are enabled by ICT systems. The first bridge is the high-level services for the monitoring and control of a PS. The second bridge is the various RAs associated with the CA. Both these aspects are reliant on ICT in present systems, but this is expected to increase further in the future due to the increasing decentralisation and growing utilisation of automated and digital markets.

The high-level services correspond to – but are not limited to – the list of 'critical tools or facilities.' They aid in gathering PS measurements (e.g., voltage, current) as well as perform operational security analysis (e.g., SE, power flow, preparing list of contingencies and RA). While it is already defined that the PS immediately drops to the Emergency State as soon as even one high-level service fails for an extended period of time, the exact functional requirements that of these services towards the ICT network are unclear. Specifically, the consequence of the ICT system being in an intermediate state between fully-functional and failed remains unknown. For example, a monitoring service that provides unreliable data or a remote switch control with a very high delay could potentially cause severe problems even if the ICT system would still be considered to be functional in these cases according to conventional two-state ICT models. Hence, a more detailed differentiation and consideration of states of the ICT system is also required for assessing the performance of these high-level services of the PS.

The RA is a more complex bridging aspect between the states of PS and ICT domains. As described in the previous section, the CA simulates the activation of all viable RAs for each critical contingency using the most recent SE results. For these simulations, it is generally assumed that each RA is either applicable in the current situation or not. This situational applicability can, for example, be based on currently available operational flexibility of DERs. Additionally, depending on the implementation, RAs may also depend on certain high-level services for necessary inputs. The fact that various disturbances in the ICT system can potentially have an impact on RAs – not only on its availability but also on its performance – is yet to be considered in current research.
One approach to consider the state of the ICT system would be to identify RAs that require communication between components and incorporate this dependency in the CA (Panteli 2013). This would denote the performance of the RAs. For each contingency that can only be averted by an ICT-reliant RA, the current state of the ICT system needs to be analysed as well. This way, an action that would be considered sufficient and available considering PS aspects, could potentially turn unavailable if the ICT system's state is included in the state identification process. In worst case scenarios, this would mean the difference between Normal and Alert PS state. Furthermore, it is possible to incorporate more detailed metrics of the states of the ICT system. Simulations can, for example, potentially determine the tolerated maximum communication latency for an RA's control system as demonstrated in Zwartscholten et al. (2020). During the CA, if the ICT latency exceeds its threshold, the performance of the corresponding RA would first degrade and then may eventually fail.

Figure 3 gives an overview on the bridge between the states of the ICT system and the states of PS (i.e., ESSC). The ICT system in smart grids consists of a set of components to perform certain functions in order to support PS operation. Its main functions are to transfer data from one point to another, to process the available data and to manage the possibly large volumes of available data. The performance of these ICT functions can be denoted using three properties, namely availability, latency and accuracy (Narayan et al. 2019). These are explained further in the following section. Note that the performance of these ICT functions (i.e., data transfer, computation and data management) can also vary depending on the disturbances in the ICT network but this is not within the scope of this paper.

As mentioned earlier, ICT enables the provision of PS (or grid) services, which can be categorised into high-level services and RAs. Each of these services impose certain requirements on the ICT system and its functions. In other words, each of these services has certain availability, latency and accuracy requirements, which should be ensured by the ICT system for the services to perform normally. Additionally, the services also require certain static information about the PS such as grid topology, bus and branch data, load and generation limits as well as available actuators (e.g., switches and tap changers). As a result, the states of the ICT system specific to each grid service, can be determined based on availability, latency and accuracy. The states of the ICT system specific to each grid service represent normal service performance (Normal State), degraded but acceptable service performance (Limited State) and failed service respectively (Failed state). This emphasises the fact that, in CPES the states of PS and ICT systems are bridged via the ICT-enabled PS services i.e., the interdependency between PS and ICT systems is through these services. The details of the ICT states and the state classification are elaborated in the following section.

**ICT system state classification**

State definition and classification for communication networks has been studied in detail with the ResiliNets project (Sterbenz et al. 2010). In this approach, the communication network states are depicted on a 3x3 matrix using operational states and service parameters. The definition of 'operational state' used in the ResiliNets project differs from the definition targeted in this paper, in the sense that the former considers only the communication network and not the service provided by
In this paper, ICT systems include field devices, communication networks as well as the processing devices such as servers. The operational state in this paper considers both the ICT infrastructure as well as the performance of the grid services it enables.
In Kamps et al. (2018), the states of a decentralised network automation system is categorised into three categories – *in service, unobservable* and *IED (Intelligent Electronic Devices) outage*. These states consider both operational state as well as their services provided. However, the focus is only on availability of components and assumes latency requirements to be intact. This method is extended in this paper to also include PS requirements so as to develop an ICT state definition, considering specific grid services. This provides a holistic view of power and ICT systems in the interconnected CPES. ICT plays a role in monitoring, market communication and economic dispatch. It also enables the aforementioned high-level services and RA for system operation as well as to defend against and mitigate contingencies. The proposed state description considers all these roles of the ICT system.

**Elements of ICT system states**

In order to determine the state of the ICT system in context of grid services, the operational state and service level aspects are considered, as shown in Sterbenz et al. (2010). The approach followed in this paper combines operational state and service level to determine the ICT states. This is done in order to align this state definition with that of the ESSC. The following properties are used to determine the state of the ICT system. Note that IT-Security related properties such as confidentiality and integrity are beyond the scope of this paper.

**Availability** - Availability is defined as the total time a system (or component) is fully functional over a time interval \([0, t]\). A high availability is measured to ensure that the ICT system is persistently providing its service. Instantaneous availability is the probability that a system (or component) will be operational at a specific time \(t\). Availability, for instance, can be determined using heartbeat signals (Xu et al. 2018).

**Accuracy** - Accuracy is defined as the closeness of a measurement to its true value. Accuracy of measurements in turn helps determine the accuracy of a decision made by an ICT system based on these measurements. Measuring accuracy is cumbersome but can be done using anomaly detection techniques as shown in Brand et al. (2019).

**Latency** - Latency is defined as the total time lapse between transmission and reception of measurements and control signals. This also includes the processing times in components such as servers and routers. This element is measured to determine the timeliness of the communication network. Latency is a QoS aspect and can be measured as shown in Guo et al. (2015).

**ICT system state identification process**

Using the aforementioned properties, the state of the ICT system can be identified as follows:

**Normal State** - In this state, the ICT-enabled grid service is fully functional, i.e., there are no failures. Accurate measurements are recorded, transmitted, received and decisions are made accordingly. Measurements and control signals are communicated in a timely manner, i.e., latency is within desirable limits. In the case of a contingency, appropriate curative remedial actions can be triggered.

**Limited State** - This state results from non-critical ICT component failures that lead to a performance degradation in terms of availability, accuracy or latency, yet not to a complete failure of the service. Presence of redundant components in the ICT system...
helps maintain a suitable level of performance, as redundancy enhances availability. However, the ICT system is considered to be in Limited state, when redundant (or back-up) components are used. In this state, the ICT-service still has an acceptable performance, but there is an increased risk of further degradation, arising due to disturbances. In compliance with the Alert state of the ESSC, the Limited ICT state serves as a warning to the system operator regarding the ICT-enabled grid services.

**Failed State** - In the Failed state, critical ICT components required for normal operation have failed. Grid services enabled by the ICT system have also failed and are no longer available. For instance, failures in hardware and software vital to services can result in their low availability and accuracy. As a result, in this state, the ICT system may give severely delayed or inaccurate measurements and control actions, thereby affecting the grid services.

**Case studies: analysis of ICT-enabled grid services**

This section provides three case studies to demonstrate the proposed novel state description as well as the interdependency between the states of PS and ICT domains in CPES. After outlining the CPES architecture considered, the ICT states of two grid services, namely State Estimation (SE) and OLTC control are analysed individually in the first two case studies. These grid services are chosen to represent a High-level service and a RA respectively, which are the previously identified bridging aspects. The third case study analyses the ICT states of SE-based OLTC control to investigate the states of interdependent grid services sharing the same ICT infrastructure. In all three cases, the resulting impact of ICT state degradation on the interconnected PS is also investigated.

Figure 4 shows the considered CPES with the two grid services. A typical implementation of grid services consists of a set of Operational Technology (OT) devices, such as Remote terminal Units (RTU) and IEDs, placed in the PS to measure required parameters. In addition to sensing, the OT devices located at the DERs also include control capabilities. A server, located in the control room, provides the computational resources required for running various processing algorithms, such as SE. In this context, the control room

![Fig. 4 Exemplary CPES showing State Estimation and OLTC Control services](image-url)
represents the system operator. Field measurements are transmitted to the control room using a communication network with devices such as routers, links and network switches. The communication network could either be wired or wireless and has a delay associated with it. However, in Fig. 4 the components of the communication network components are abstracted and depicted as a link with a total latency. Each component of the ICT system has a certain functionality like measuring (e.g., OT devices), data transmission (e.g., router and links) and processing (e.g., server), which is associated with certain processing times. The server processes these measurements and provides suitable SE results. The transformer tap changing is done using an ICT-based OLTC controller. This controller can receive both local as well as remote measurements. Local measurements are received via direct link to the OT device, whereas remote measurements are received via the communication network. The OLTC controller can alternatively also operate based on the results of SE service, which it receives from the control room.

Both services have several ICT requirements for their normal operation. Failures in any of the ICT components may violate these requirements, thereby affecting the performance of the services. The aforementioned requirements in terms of availability, latency and accuracy are quantified for the specific implementation of the underlying ICT system. As a result, these conditions depend on the performance of components within the ICT system. In this paper, the impact of component failures on these conditions is considered, i.e., failures in the existing ICT system and their impact on services is investigated. The states of grid services are derived based on their performance.

Case study 1: analysis of a high-level service - state estimation

SE is one of the most important ICT-enabled services, which performs real-time monitoring of PS (Abur and Exposito 2004). It involves estimating the state variables of PS, namely voltage magnitude and phase angles, from the measurements gathered from the OT devices (e.g., RTU, IED) at any given time. Typical field measurements include active and reactive power flows, current magnitude, voltage magnitude and active and reactive power injections. Additionally, the status of circuit breakers and switches are used to determine the current system topology. SE helps the system operators to identify the current operational state of the PS in accordance with the ESSC. Redundant measurements can be used to reduce the impact of measurement and telemetry errors, leading to a more accurate estimation. As shown earlier, SE is a high-level service and a failure of SE service causes the PS state to degrade to Emergency State.

In order to model the performance of SE service, the requirements for the service to perform normally are to be investigated. This can be determined using two aspects, namely, solvability and accuracy. Consider a PS with \( n \) state variables and \( m \) measurements, with \( m \geq n \). From (Lukoms and Wilkosz 2008), the typical condition for the solvability of SE can be identified as \( \rho(H) \geq n \), where \( \rho(H) \) is the rank of the measurement Jacobian matrix \( H \) that relates the measurements \( m \) with the state variables \( n \). Let \( M_s = \{M_{s1}, ..., M_{sn}\} \) denote the set of field measurements received at the control room. It is evident that the accuracy of SE results is influenced by the accuracy of \( M_s \), assuming that the SE algorithm runs ideally. The accuracy of \( M_s \), which is determined using its standard deviation \( \sigma \), must satisfy \( \sigma_{M_{sn}} < \sigma_{max_{Mn}} \), where \( \sigma_{max_{Mn}} \) represents the maximum allowed deviation of measurements set by the SE. Moreover, since SE is performed dynamically, there exists a time constraint as well. A typical SE provides an estimation
for a specific time period. To do so, data from the field must be available and processed in the control room within this time period. This is referred to as latency $l$ and may vary depending on the implementation. Typical latency requirements for SE can be found in Kansal and Bose (2012); Kuzlu et al. (2014). In this paper, the median value of the latency is used since if the median latency ($\eta(l)$) is lower than the permitted latency, then it implies that majority of the measurements satisfy the latency requirements of the SE service, i.e., $\eta(l) < l_{\text{limit}}$. The solvability condition can be violated due to either unavailability of field measurements (e.g., due to OT device failure) or excessive latency in communication network (e.g., due to congestion). The SE service may also have a set of pseudo measurements $M_p = \{M_{p1}, ..., M_{pn}\}$ available at the control room. Each element in $M_p$ is related to the corresponding element in $M_s$. Pseudo measurements are typically derived using the knowledge of historical measurements available in the control room. If a certain measurement is not received in the control room within time interval $l$, corresponding pseudo measurements may be used. Since the ICT systems aims to provide normal operation of grid services, the state of the ICT system can be determined based on the performance of SE service. These states are described as follows:

**Normal State** - SE is said to be in Normal State if both solvability and accuracy conditions are satisfied, i.e., $\rho(H) \geq n$ from available OT devices, $\eta(l) < l_{\text{limit}}$ from the communication network and $\sigma_{M_{\text{in}}(\omega)} < \sigma_{\text{max},\omega}, \forall M_s$. Note that, $M_p$ is not used in Normal State. In this state, the system operator can use this service to perform real-time monitoring and estimation of the required state variables.

**Limited State** - Disturbances such as failures in OT devices or congestion in communication networks may cause both the solvability and accuracy conditions to be violated. In the case that $\rho(H) < n$ or $\sigma_{M_{\text{in}}(\omega)} > \sigma_{\text{max},\omega}, \forall M_s$, suitable $M_p$ may be used, if available, to fulfill these conditions. Since $M_p$ are derived based on historical data, they are less accurate in representing the current status of the PS when compared to $M_s$. Therefore, the SE service is said to be in Limited State when $M_p$ are used. However, it has to be ensured that $\sigma_{M_{\text{in}}(\omega)} < \sigma_{\text{max},\omega}, \forall M_s$. In this state, the performance of SE is lower compared to that of the Normal State, i.e., the system operator can determine the current state of the system but with decreased accuracy of the estimated variables. Suitable actions must then be taken to restore the SE service to the Normal State.

**Failed State** - If $\rho(H) < n$ and $M_p = \emptyset$, then the SE is said to be in the Failed state. This is because the estimation algorithm is no longer solvable with available $M_s$. Additionally, if the accuracy of $M_s$ received by SE falls below a certain predefined limit set by the system operator, the service is said to have failed. This can also happen when there is a lack of sufficient accuracy $M_p$. Such situations can be caused due to multiple failures in the ICT system, which can in turn decrease the accuracy of data received at the control room. Failures in the control room server can also result in the failure of SE service. This can however, be mitigated by the presence of redundant (or backup) servers. In this state, the SE loses its monitoring and estimation capabilities and hence, the PS moves to Emergency State (according to ESSC).

The conditions for ICT state classification for SE service are summarised in Fig. 5, which can be viewed in the place of the dotted box of Fig. 3. Using the states of SE service, which indicates its performance, the operator has better information regarding the operation of CPES as a whole i.e., both PS and ICT system. For example, when the PS is in Normal State and ICT-enabled SE service is in Limited state, the operator can know that there is
Fig. 5 ICT State Classification of High-level Service - State Estimation

an increased risk ICT disturbances causing SE service to fail; thereby pushing the PS into Emergency State (according to ESSC). The CPES operator can then be prepared to handle impending disturbances by possibly dropping the PS to Alert state, while being aware that the accuracy of SE results has decreased, indicated by the service being in Limited state.

Case study 2: analysis of a remedial action - OLTC control

This section investigates the ICT states of OLTC control, which is a remedial action. Transformers with OLTC decouple grids with different voltage levels. By varying the tap-position, the voltage of the entire secondary side can be adjusted and kept within the permissible limits, thereby serving as a remedial action for voltage problems in the secondary side. Contrary to conventional MV-LV transformers with fixed ratios, OLTC-equipped devices can vary their tap position during operation to dynamically adjust their ratio and thus provide better control capabilities (FNN 2016). As mentioned earlier, the OLTC controller in Fig. 4 operates by combining a local voltage measurement (e.g., directly at LV side of the transformer) and a remote measurement from voltage-wise the most critical node of the grid (e.g., voltage at the farthest bus from the transformer) (Kamps et al. 2018). Since the voltage profile of traditional unidirectional LV-feeders grids strictly decrease from transformer to the end of the feeder, the voltage profile of the whole can be sufficiently described using only these two measurements. In this case study, the state of the ICT system is determined by the performance of the OLTC control grid service.

Normal State - The OLTC service is said to be in Normal state when the controller receives both local and remote measurements accurately and in-time; and is able to suitably change the transformer taps. This implies that availability, accuracy and latency requirements are satisfied.

Limited State - In case of certain ICT failures, the remote voltage measurement may be unavailable or excessively delayed. The OLTC controller now acts solely based on the local voltage measurement. Compared to the Normal State, the OLTC controller in this state lacks knowledge of the grid’s overall voltage profile. Tap changing may therefore cause voltage problems in other parts of the grid, especially at the nodes furthest away from the
transformer as described in Palaniappan et al. (2019). This represents the Limited State of OLTC control remedial action.

**Failed State** - Events such as outages in the OLTC controller, local sensor failure or failures in the local direct connection (depicted with green bold arrows in Fig. 4) may prevent the automatic adjustment of transformer taps. In this case, OLTC control cannot contribute to remedying voltage problems in the LV grid. This represents the Failed state of OLTC control service, where the remedial action is no longer available. Depending on the implemented fall-back solution, the transformer tap may automatically reset to the mid position or remain on the last tap position as shown in Kamps et al. (2018).

The conditions for ICT state classification of OLTC control are summarised in Fig. 6, which can be viewed in the place of the dotted box of Fig. 3. Using the states of OLTC control service, the operator can be made aware of potential ICT contingencies that could cause this RA to fail. In the case where the OLTC service is required to remedy an impending contingency, the service being in Failed state would cause the PS (or ESSC) to drop from Normal to Alert State. This is due to the fact that if the contingency occurs, the system operator cannot mitigate its impact and remedy the system (since OLTC control is the only RA considered in this case study).

**Case study 3: analysis of SE-based OLTC - interdependant grid services**

This case study considers a high-level service (SE) along with a remedial action (OLTC control). It investigates the implications of interdependency between the ICT-enabled grid services and shows how state degradation of one service affects the other. The resulting impact on the states of PS (ESSC) is also investigated.

Case study 2 shows an exemplary stand-alone OLTC controller. However, the increasing penetration of DERs leads to more complex voltage profiles, i.e., they can no longer be assumed to be strictly decreasing from the transformer. This implies that OLTC control requires measurements from several nodes across the grids in order to efficiently remedy voltage-violations in the grid. In this case study, the OLTC control operates based on the results of SE service, which it receives from the control room via communication network (refer Fig.4). This replaces the remote measurement of case study 2 and gives the OLTC controller a system-wide perspective as shown in Salih and Chen (2016). The OLTC service is said to be in Normal state when it receives accurate and timely estimates from the control room based on the SE service. In case of a SE failure or a communication failure between the controller and control room, the OLTC service uses the same falls-
back mechanism as shown in case study 2, i.e., operation based on local measurement. This is referred to as the Limited state of the OLTC service. The Limited and the Failed states of OLTC service are similar to that of case study 2 and are shown in Fig. 6.

Figure 7 shows the impact of grid service state degradation on each other as well as on the states of PS (ESSC). The black arrows denote direct state transitions that have already been described in the previous two case studies. Note that, for the sake of brevity, not all possible transitions are shown in Fig. 7. The direct transitions between PS states (e.g., Normal to Alert or Alert to Emergency) are also not shown here and are assumed to be implicit. For instance, when the OLTC control is in Failed state, the PS drops to the Alert state. In this situation, the occurrence of a PS contingency can potentially lead to OL violations as the RA (i.e., OLTC control) is in Failed state. This would ultimately result in the PS dropping to the Emergency state. The blue arrows, on the other hand, represent examples of conditional state transitions that need to be added to the ESSC in order to obtain a state description for the CPES as a whole. They indicate transitions that occur when certain other conditions are satisfied. Two such exemplary conditional state transitions are shown in Fig. 7 and are described below.

**Conditional State Transition 1:** In this scenario, the consequence of the SE being in Limited state is that voltage estimates with decreased accuracy are sent to the OLTC controller. Even though the Limited state of SE does not affect the state of the PS, it can cause the OLTC service to drop to Limited state. The OLTC can then either use these insufficiently accurate SE results or rely on the local measurement only. This is important because it may lead to cascading failures as demonstrated by **Conditional State Transition 2.**

**Conditional State Transition 2:** The OLTC control based on insufficiently accurate SE results or on local measurement may lead to potentially incorrect tap-changing decisions. Since the OLTC control is the only available RA in this case study, a faulty tap-change can therefore lead to a voltage-violation in case of a contingency; thereby causing the PS to drop to Emergency state. This state transition demonstrates the possible impact of an RA operating incorrectly on the interconnected PS.

In the presence of multiple grid services, this case study highlights the need to consider their interdependency as it can lead to additional means of state degradation in both PS and ICT systems.

**Conclusion and future work**

This paper provides a novel state description for CPES by bridging the PS and the ICT domains. The PS states are based on the widely-used ENTSO-e state classification.
(ESSC), whereas the proposed novel state classification considers the ICT system via the ICT-enabled grid services. Two bridging aspects between the two domains of CPES have been identified. One such bridge is the PS high-level services like state estimation, which provide the overall monitoring and control capabilities to system operators. A performance degradation of the underlying ICT system causes a state transition in the PS, if the requirements of the high-level services are violated. The second bridge is the remedial actions and was demonstrated with the help of OLTC-control service. These actions are a set of preventive and curative tools of the PS and are meant to counter potential contingencies in the PS.

The presented novel state description for CPES can be utilised as a tool to identify those critical ICT-enabled PS services, whose failure could threaten the stable operation of PS. If a service, that is - due to ICT-disturbances - considered as Limited or Failed, causes a PS state degradation, then that service should be considered as critical. The state description also directly links measurable ICT performance indicators (e.g., latency, availability) to their impact on the PS states. The presented case studies illustrate that, in addition to PS state elements, ICT state elements should also be considered for the operation of a CPES. It also shows how the state of ICT system can be explicitly classified and integrated into the CPES state description.

A noteworthy aspect of this contribution is that the states of the ICT-enabled grid services are not aggregated into unified states representing the whole ICT system. This is because with aggregating different grid services comes a loss of certain vital details with regard to PS operation. For instance, if there is currently no voltage problem, then the OLTC RA is irrelevant for the system operation. In other words, an RA is required only when there is a contingency that requires it. Moreover, different grid services may have different requirements based on their specific implementations, which implies that the state of the grid services heavily depend on their implementation. Although an aggregated ICT system state description might conceal the interdependencies of distinct ICT-enabled PS services, it is an interesting area of investigation for communication network operators considering the growing usage of public (or shared) communication networks in CPES. In this case, it is essential to analyse which PS services depend on a shared ICT infrastructure due to the increased risk of common cause failures.

Additional analyses aimed at identifying not only new high-level services and remedial actions in future PS, but also their exact requirements on the performance of ICT systems is recommended. Using these requirements, mathematical formulations for the interdependencies in CPES can be derived. The novel state description can thus be used as an operational state model for CPES.

The proposed Limited state of the grid services introduces a stochastic component to the state description. Due to the stochasticity, the relevant service is at a risk of insufficient performance. A detailed analysis of this stochastic behaviour is also a crucial task for future research in the field of CPES.
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