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ABSTRACT

The concentration–mass relation for dark matter-dominated halos is one of the essential results expected from a theory of structure formation. We present a simple prediction scheme, a cosmic emulator, for the concentration–mass ($c$–$M$) relation as a function of cosmological parameters for $\omega$CDM models. The emulator is constructed from 37 individual models, with three nested $N$-body gravity-only simulations carried out for each model. The mass range covered by the emulator is $2 \times 10^{12} \, M_\odot < M < 10^{15} \, M_\odot$ with a corresponding redshift range of $z = 0$–$1$. Over this range of mass and redshift, as well as the variation of cosmological parameters studied, the mean halo concentration varies from $c \sim 2$ to $c \sim 8$. The distribution of the concentration at fixed mass is Gaussian with a standard deviation of one-third of the mean value, almost independent of cosmology, mass, and redshift over the ranges probed by the simulations. We compare results from the emulator with previously derived heuristic analytic fits for the $c$–$M$ relation, finding that they underestimate the halo concentration at high masses. Using the emulator to investigate the cosmology dependence of the $c$–$M$ relation over the currently allowable range of values, we find—not surprisingly—that $\sigma_8$ and $\omega_m$ influence it considerably, but also that the dark energy equation-of-state parameter $w$ has a substantial effect. In general, the concentration of lower-mass halos is more sensitive to changes in cosmological parameters as compared to cluster mass halos. The $c$–$M$ emulator is publicly available from http://www.hep.anl.gov/cosmology/CosmicEmu.
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1. INTRODUCTION

Over the last three decades, cosmology has made tremendous progress, culminating in the so-called Standard Model of Cosmology. The two main components of the Standard Model are a mysterious dark energy, leading to a late-time accelerated expansion, and a dark matter component making up roughly 25% of the total matter-energy budget of the universe. The evolution of structure in the universe from the earliest accessible times to today is successfully described by a theory based on gravitational instability—the distribution of galaxies in the universe, for example, is remarkably well reproduced by this paradigm. Clusters and groups of galaxies are major building blocks of the large-scale structure and measurements of their abundance provide a powerful cosmological probe. Large, gravity-only $N$-body simulations have been remarkably successful in providing a consistent picture of the formation of the large-scale structure from the very early, small Gaussian density fluctuations to the halos, voids, and filaments we observe today.

A surprising discovery from these simulations (Navarro et al. 1996, 1997) was that the dark matter-dominated halos—over a wide mass range typical of dwarf galaxies to massive clusters—share a basically universal density profile. Specifically, it was shown that the spherically averaged density profile of relaxed halos formed in simulations can be described by what is now commonly known as the Navarro–Frenk–White (NFW) profile. The NFW profile is described by two parameters, the normalization and the characteristic scale radius of the halo or equivalently its (dimensionless) concentration.

Aside from the distribution of halo masses, halo profiles are also of considerable interest. The profiles can be measured directly for individual massive halos by a variety of observational methods, or inferred indirectly for less massive halos using statistical lensing probes. Halo profiles are also a key input in halo occupation distribution modeling of the galaxy distribution. Although there are several issues in applying a simple spherical description to halos (e.g., anisotropy, baryonic effects), NFW profiles (or minor variants thereof) are in good agreement with recent observations (Bhattacharya et al. 2011; Coe et al. 2012; Umetsu et al. 2012; Okabe et al. 2013; Newman et al. 2013). As the observations continue to improve, a corresponding sharpening in theoretical predictions for (NFW) halo concentrations as a function of cosmological parameters is needed. Because the intrinsic scatter in the $c$–$M$ relation is considerable, this requires us to determine the actual distribution of halo concentrations as a function of halo mass.

Quantitative predictions for the $c$–$M$ relation from a first principles analytic approach are difficult to obtain, due to the highly nonlinear dynamics involved in the formation of halos. Accurate predictions can only be obtained from computationally expensive, high-resolution simulations. These simulations need to cover large volumes in order to yield good statistics, especially in the cluster mass regime, as well as high force resolution to reliably resolve the halo profiles. In recent years, the focus has therefore been on generating predictions for one cosmology around the best-fit Wilkinson Microwave Anisotropy Probe (WMAP) results of that time (e.g., Duffy et al. 2008; Bhattacharya et al. 2011; Prada et al. 2012). The fitting functions so generated cannot be extended beyond the cosmological model they have been tuned for. Heuristic models that aim to extend this reach, e.g., those by Bullock et al. (2001) and Eke et al. (2001) and improvements thereof (Macciò et al. 2008), do not lead to the desired accuracy, as discussed in Duffy et al.
In order to overcome the many shortcomings of fitting functions as a general approach in cosmology, we have recently developed the “cosmic calibration framework” (CCF) to provide accurate prediction schemes for cosmological observables (Heitmann et al. 2006; Habib et al. 2007). The aim of the CCF is to build codes that act as very fast—basically instantaneous—prediction tools for large-scale structure observables such as the nonlinear power spectrum (Heitmann et al. 2010, 2009; Lawrence et al. 2010), mass functions for different halo definitions (Bhattacharya et al. 2013), or the concentration—mass relation—as discussed here. Predicting these observables requires running a number of high-performance simulations to reliably resolve the nonlinear regime of structure formation. The CCF provides a powerful way to build precision prediction tools from a limited number of computationally expensive simulations.

The CCF was first introduced in Heitmann et al. (2006) and a more detailed description and examples are provided in Habib et al. (2007). In a series of three papers (Coyote Universe I–III), we developed an emulator for the matter power spectrum for a five-dimensional parameter space covering \( \theta = [\omega_b, \omega_m, n_s, w, \sigma_8] \), where \( \omega_b = \Omega_b h^2 \) is the baryon energy density, \( \omega_m = \Omega_m h^2 \) is the dark matter energy density, \( H_0 = 100 h \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1} \) is the normalized Hubble constant, \( n_s \) is the spectral index, \( w \) is the equation-of-state parameter, and \( \sigma_8 \) is the normalization of the power spectrum in a top hat of radius \( 8 \, h^{-1} \, \text{Mpc} \). This emulator provides predictions for the power spectrum over these cosmological parameters out to \( k \sim 1 \, \text{Mpc}^{-1} \) at the 1% accuracy level for a redshift range of \( 0 \leq z \leq 1 \). In Schneider et al. (2008), the work was extended to derive an approximate statistical model for the sample variance distribution of the nonlinear matter power spectrum. Eifler (2011) used the emulator to generate a weak-lensing prediction code to calculate various second-order cosmic shear statistics, e.g., shear power spectrum, shear–shear correlation function, ring statistics, and Complete Orthogonal Set of EB-mode Integrals.

The focus of this paper is the development of an emulator for the concentration–mass relation for \( wCDM \) cosmologies, a set of quintessence models in which the equation-of-state parameter is kept constant with redshift but allowed to vary away from \( w = -1 \). We use the same base set of simulations as in Lawrence et al. (2010), consisting of 37 cosmological models and a single 1300 Mpc volume, high-resolution simulation for each model. This simulation set is augmented here with a set of new, higher-resolution simulations. These simulations cover smaller volumes (a 360 Mpc and a 180 Mpc simulation for each model) to obtain good statistics over a large range of halo masses. For each model we measure the best-fit concentration—mass \( (c-M) \) relation, assuming a simple power-law form. The fits lay the foundation for building the emulator that provides predictions for the \( c-M \) relation within the \( wCDM \) parameter space covered by the original simulations. In redshift, the emulator covers the range between \( z = 0 \) and \( z = 1 \). We provide a fast code that delivers the mean \( c-M \) relations for \( wCDM \) cosmologies to good accuracy. More details about the simulations are provided in Section 3.

As is well known, the \( c-M \) relation has considerable scatter and, in principle, it is not obvious that this scatter should have a simple form, and what its cosmological dependence might be. However, as discussed in Bhattacharya et al. (2011), the scatter has a simple Gaussian form in \( wCDM \) models, and moreover, even though the mean \( c-M \) relation is clearly cosmology dependent, as is the associated concentration variance, \( \sigma_c^2(M) \), the ratio of \( \sigma_c(M) \) to the mean concentration is close to 1/3, independent of cosmology, mass, or redshift. This means that once an emulator for the \( c-M \) relation is in hand, the concentration standard deviation is given automatically by a simple relation.

The paper is organized as follows. After a brief outline of the halo concentration measurements from the simulations, we describe the cosmological model space and the simulation suite used to build the emulator. In Section 3, we also discuss the generation of the smooth prediction for the concentration—mass relation for each model that underlies the interpolation scheme for building the emulator. We give a brief description on how to build the emulator in Section 4 and show some examples from the working emulator and test results verifying its accuracy. We also compare our results to currently used fitting formulae and investigate the cosmology dependence of the \( c-M \) relation in some detail. Finally, we provide a conclusion and outlook in Section 5.

2. CONCENTRATION–MASS RELATION

We study the concentration–mass relation in the regime of bright galaxies to clusters of galaxies, spanning halo mass ranges between \( 2 \times 10^{12} \, M_\odot \) and \( 10^{15} \, M_\odot \), while varying \( wCDM \) cosmological parameters. A detailed description on how to measure halo concentrations from simulations and a discussion of possible systematics is given in Bhattacharya et al. (2011). We follow the same approach in this paper and give here a brief summary of the main steps in measuring the \( c-M \) relation in our simulations.

As a first step, we identify halos using a fast parallel friends-of-friends (FOF) finder (Woodring et al. 2011) with linking length \( b = 0.2 \). Once a halo is found, we define its center via a density maximum criteria—the location of the particle with the maximum number of neighbors. This definition of the halo center is very close to that given by the halo’s potential minimum. Given a halo center, we grow spheres around it and compute the mass in radial bins. Note that even though an FOF finder is used, the actual halo mass is defined by a spherical overdensity method, consistent with what is done in observations. (For discussions on halo mass, see, e.g., White 2001; Lukić et al. 2009; More et al. 2011.) The NFW form for the spherically averaged halo profile is a function of two parameters, one of which is constrained by the halo mass. Here, we fit the mass profile using both total halo mass and concentration as free variables. Although the mass could be measured independently of the concentration, the joint analysis is potentially less sensitive to fitting bias.

\(^5\) http://www.hep.anl.gov/cosmology/CosmicEmu
We write the NFW profile as
\[ \rho(r) = \frac{\delta \rho_{\text{crit}}}{(r/r_s)(1 + r/r_s)^2}, \]  
(1)
where \( \delta \) is a characteristic dimensionless density and \( r_s \) is the scale radius of the NFW profile. The concentration of a halo is defined as \( c_A = r_A/r_s \), where \( \Delta \) is the overdensity with respect to the critical density of the universe, \( \rho_{\text{crit}} = 3H^2/8\pi G \), and \( r_A \) is the radius at which the enclosed mass, \( M_{\Delta} \), equals the volume of the sphere times the density \( \Delta \rho_{\text{crit}} \). We compute concentrations corresponding to \( \Delta = 200 \), which in turn correspond to \( c_{200} = R_{200}/r_s \).

The mass enclosed within a radius \( r \) for an NFW halo is given by
\[ M(<r) = M_{200} \left[ \frac{m(c_A'/R_{200})}{m(c_{200})} \right], \]
(2)
where \( m(y) = \ln(1 + y) - y/(1 + y) \). The mass in a radial bin is then
\[ M_i = M(<r_i) - M(<r_{i-1}). \]
(3)

We then fit Equation (3) to the mass contained in the radial bins of each halo by minimizing the associated value of \( \chi^2 \) as
\[ \chi^2 = \sum_i \frac{(M_i^{\text{sim}} - M_i)^2}{(M_i^{\text{sim}})^2/n_i}, \]
(4)
where the sum is over the radial bins, \( n_i \) is the number of particles in a radial bin, \( M_i^{\text{sim}} \) is the mass in bin \( i \) calculated from the simulations, and \( M_i \) is the mass calculated assuming the NFW profile. The advantage of fitting the mass in radial bins rather than the density is that the bin center does not have to be specified. Note that we explicitly account for the finite number of particles in a bin. This leads to a slightly larger error in the profile fitting but minimizes any possible bias due to the finite number of particles, especially near the halo center.

We fit for two parameters—the normalization of the profile and the concentration. Halo profiles are fitted in the radial range of approximately \((0.1-1) R_{\text{vir}}\), where \( R_{\text{vir}} \) is set by \( \Delta = \Delta_{\text{vir}} \), as given by the spherical top-hat collapse model. This choice of range is motivated partly by the observations of concentrations that typically exclude the central region of clusters (e.g., observations by Oguri et al. 2012). More significantly, however, this excludes the central core which is sensitive to the effects of baryonic physics and numerical errors arising from limitations in both mass and force resolution. Duffy et al. (2010) have shown that, at \( r < 0.1 R_{\text{vir}} \), cluster halo profiles are potentially sensitive to the impact of baryons, with the profiles being affected at \( r = 0.05 R_{\text{vir}} \) by as much as a factor of two.

The \( c-M \) relation is calculated by weighing the individual concentrations by the halo mass,
\[ c(M) = \frac{\sum_i c_i M_i}{\sum_i M_i}, \]
(5)
where the sum is over the number, \( N_i \), of the halos in a mass bin. The mass of the bin is given by
\[ M = \sum_i M_i/N_i. \]
(6)
The error on \( c(M) \) is the mass-weighted error on the individual fits plus the Poisson error due to the finite number of halos in an individual bin added in quadrature,
\[ \Delta c(M) = \sqrt{\left( \frac{\sum_i \Delta c_i M_i}{\sum_i M_i} \right)^2 + \frac{c^2(M)}{N_i}}, \]
(7)
where \( \Delta c_i \) is the individual concentration error for each halo. The first term dominates toward the lower-mass end where the individual halos have a smaller number of particles and the second term dominates toward the higher-mass end, where there are fewer halos to average over.

3. COSMOLOGICAL MODELS AND SIMULATION SETS

We now describe the cosmological model space covered by our prediction scheme and the simulations used to construct it. The emulator is based on 37 cosmological models spanning the class of \(\Lambda CDM \) cosmologies. We allow for variations of the following five parameters:
\[ \theta = \{\omega_b, \omega_m, n_s, w, \sigma_8\}. \]
(8)
The 37 models are chosen to lie within the ranges
\[ 0.0215 < \omega_b < 0.0235, \]
\[ 0.120 < \omega_m < 0.155, \]
\[ 0.85 < n_s < 1.05, \]
\[ -1.30 < w < -0.70, \]
\[ 0.616 < \sigma_8 < 0.9, \]
(9)
which are picked based on current constraints from cosmic microwave background (CMB) measurements (Komatsu et al. 2011). Following the approach in Lawrence et al. (2010), we lock the value of the Hubble parameter \( h \) to the best-fit value for each model, given the measurement of the distance to the surface of last scattering. The values for \( h \) then range from \( 0.55 < h < 0.85 \). In addition to the 37 models, we run one \(\Lambda CDM \) model (M000 in Table 1) which is not used to build the emulator. Instead we use this model as a control for testing the accuracy of the emulator. All 37 + 1 models are specified in detail in Table 1.

The specific model selection process is described at length in Heitmann et al. (2009). In summary, it is based on SLH sampling (Li & Ye 2000); this sampling strategy provides a scheme that guarantees good coverage of the parameter hypercube. In our specific case, we choose an SLH design that has good space filling properties in the case of two-dimensional projections in parameter space. In other words, if any two parameters are displayed in a plane, then the plane will be well covered by simulation points. Heitmann et al. (2009) provide an extensive discussion regarding optimal design choices and we refer the interested reader to that paper.

The emulator developed here is valid between 0 < \( z < 1 \) and covers a halo mass range from \( 2 \times 10^{12} M_\odot \) to \( 10^{15} M_\odot \). We use different box sizes to cover different mass ranges with sufficient statistics. A summary of the different simulation sizes is given in Table 2. All simulations were carried out with the TreePM code GADGET-2 (Springel 2005). In previous work (Bhattacharya et al. 2011), we have shown that results from GADGET-2 simulations and those with HACC (Habib et al. 2009; Pope et al. 2010) produce completely consistent results. Results from a recent cluster re-simulation campaign (Wu et al. 2013) are also in good agreement with those of Bhattacharya et al. (2011).
are shown in Figure 1. The blue points show the simulation after constructing the emulator, which will allow us to carry out a comprehensive sensitivity analysis. We reiterate that the fits shown in Figure 1 are the basis for building the emulator; this procedure is discussed in the next section.

Finally, we turn to a discussion of the intrinsic scatter in the $c$–$M$ relation. As mentioned earlier, the distribution of concentrations at any given halo mass is Gaussian, and the ratio of $\sigma_c(M)$ to the mean concentration is an approximate invariant for $\Lambda$CDM models, with a value of $\sim 1/3$ (Bhattacharya et al. 2011), independent of redshift and halo mass. This behavior is exhibited in Figure 2 where the ratio is computed for all 37 cosmologies as a function of halo mass, at $z = 0$. Thus, given the $c$–$M$ relation from the emulator, the standard deviation at each mass bin can be trivially estimated by multiplying the returned concentration value by 1/3.

4. EMULATOR FOR THE CONCENTRATION–MASS RELATION

4.1. Building the Emulator

In this section, we briefly outline the process for building the $c$–$M$ emulator. We follow the procedure explained in Heitmann et al. (2009) and refer the reader to this paper for more complete details. The focus of Heitmann et al. (2009) was on modeling the matter power spectrum rather than the $c$–$M$ relation, however, the process is essentially unchanged. Starting with the design of 37 models given in Table 1, we measure the $c$–$M$ relation for each cosmology at $z = 0$ and $z = 1$ and fit these with a power law as described in Section 3 to obtain a smooth functional form. First, for every mass bin, the global mean value is subtracted, and then via a simple rescaling the concentrations are normalized to have unit variance. This produces a zero-mean, unit variance data set spanning the 37 cosmologies. To reduce the dimensionality of the problem, these normalized functions are then decomposed into PC basis functions and only the most significant components are kept. The idea is to apply the interpolation method of choice (Gaussian process modeling in our case) to the coefficients of the basis functions, rather than to the raw data itself (see Heitmann et al. 2009 for details). Figure 3 shows that we only need three PCs to successfully
Figure 1. Concentration–mass relations for 37 wCDM cosmologies. The blue points show the measurements from the three simulations per model while the red lines show the best-fit power law for each measurement. In each subplot, we show the results for \( z = 0 \) and \( z = 1 \) (upper and lower curve, respectively). We find the best-fit power law separately for both redshifts. Models with low values for \( \sigma_8 \) generally also exhibit lower \( c-M \) relations (e.g., M012, M018, M019). The fits shown here are the foundation for building the emulator described in Section 4. (A color version of this figure is available in the online journal.)

4.2. Testing the Emulator

The accuracy of the emulator is determined using two methods: (1) we compare the performance of the emulator...
against a model not included in the original design and (2) we remove one of the models from the design and rebuild the emulator based on the remaining 36 models in what is known as a holdout test. In this section, we perform both of these tests to demonstrate the accuracy of the \( c-M \) emulator.

We withheld one model (M000) with a LCDM concordance cosmology from the set of 37 models when building the \( c-M \) emulator. Figure 4 shows the comparison between the emulator prediction for this cosmology against the direct simulation results from three different box sizes at \( z=0 \) and \( z=1 \). The hashed region covers the 1\( \sigma \) boundary around the mean. The emulator predictions are consistent with the \( N \)-body \( c-M \) relations well within the errors on the measurements. In comparison with the smoothed fit for model M000, derived from the same power-law fitting procedure used on the set of 37 cosmologies, we find that at \( z=0 \), the emulator is essentially perfect at the high-mass end and accurate to at least 3.25% for low-mass halos. For \( z=1 \) the error is somewhat worse, mainly due to the limited halo statistics for building the emulator, especially for the low-\( \sigma_b \) models. At low masses, the predictions are accurate at the 2\% level and degrade to 9\% inaccuracy at the highest masses considered. All of these values are well within what may be considered to be the nominal uncertainty in determining concentrations from simulations (Bhattacharya et al. 2011). For most of the range of halo mass considered, the accuracy of the emulator outperforms any other prediction scheme available, especially considering the large model space covered here.

In Figure 5, we show estimates of the emulator error by performing a holdout test. In such a test, one model is kept aside and a new emulator is built based on the remaining 36 models. The new emulator is used to predict the \( c-M \) relation for the holdout model. Since the numerical result (“truth”) is known for that model, we can measure the emulator prediction error. One shortcoming of this method—in particular if only a very small number of simulations is available as is the case here—is that by removing one model, the quality of the emulator is degraded. Therefore, the error estimate for the emulator obtained this way can be considered to be a conservative upper bound.

We have chosen to exclude only models M004, M008, M013, M016, M020, and M026 because these are located relatively close to the center of the design. Removing a model that defines one of the edges of the design would greatly reduce the performance of the emulator, since the GP would be extrapolating for a missing model that is now outside of the design range. The comparison in Figure 5 is made with respect to the power-law fits that were used to construct the full emulator, not the direct \( c-M \) relation measured from the \( N \)-body simulation. At most, the emulator deviates by 3.3\% from the simulation results at \( z=0 \) and this rises to 15\% at \( z=1 \). This is because the error on the raw measurements increases with redshift as the sample size of halos decreases, particularly for low-\( \sigma_b \) models.

### 4.3. Comparison with Other \( c-M \) Predictions

We now compare the results obtained from the emulator with those from the models presented in Bhattacharya et al. (2011),
Bullock et al. (2001), Duffy et al. (2008), and Prada et al. (2012).

The Bullock et al. (2001) model was intended to correct the redshift dependence of the original NFW model, which was claimed to overpredict the concentration of high-redshift (z > 1) halos. We perform our comparisons against the most recent version of the model that incorporates corrections from Macciò et al. (2008).6 The Bullock et al. (2001) model contains two free parameters K = 3.85 and F = 0.01. Newer values of K and F were obtained in Macciò et al. (2008) by fitting this model to N-body simulations using cosmological parameters corresponding to the first, third, and fifth WMAP data releases. Figure 6 shows the ratio of the Bullock et al. (2001) model to our emulator at z = 0 for two cosmologies, M000 and WMAP7 (Komatsu et al. 2011); note that the Bullock et al. (2001) model has only been tested with ΛCDM and SCDM cosmologies. These two models are certainly consistent at low halo masses within the expected error of the emulator, but a substantial discrepancy occurs at cluster-sized halos, even with the updated version of Macciò et al. (2008). This occurs because the model contains free parameters that need to be tuned to a particular cosmology with N-body simulations. However, the Bullock et al. (2001) model is able to reach much lower halo masses, M < 10^{10} M_⊙, than our emulator because it is calibrated to higher-mass resolution N-body simulations.

At z = 1, the public code used for the Bullock/Macciò model fails to compute the concentration across the full range of halo masses because of difficulties at low-σ_50. We therefore show only results for a limited mass range. The discrepancy here is much larger than for z = 0, with a concentration underestimation of greater than 20%.

More recently, Duffy et al. (2008) proposed a new c–M relation with a power-law relationship between the halo mass and the concentration, as extracted from a series of high resolution, small-to-medium volume N-body simulations with a WMAP5 cosmology. Results from the c–M emulator are consistent with their predictions to within ~10% at z = 0, as are the results in Bhattacharya et al. (2011). There is a slight deviation at cluster-sized halos; our c–M emulator is based on larger volume simulations, and is therefore able to provide a reliable comparison over a wider mass range.

Figure 5. Holdout tests for the c–M emulator at z = 0 (top) and z = 1 (bottom). In both plots, the labeled model has been removed from the design and an emulator is rebuilt on the reduced design. We then take the ratio of the smoothed N-body result and the prediction from the new emulator to check the accuracy of the full emulator made with the original design.

(A color version of this figure is available in the online journal.)

Figure 6. Comparison of the emulator—taken as the reference—with other models for the c–M relation at z = 0 (upper panel) and z = 1 (lower panel). The Bullock et al. (2001)/Macciò et al. (2008) c–M relation is shown in blue for both M000 (solid) and WMAP7 (dashed) cosmologies. The Bhattacharya et al. (2011) fit (note that this fit was derived only for M000, not for general cosmological models) is in green, the Prada et al. (2012) c–M relation in cyan, and the Duffy et al. (2008) c–M relation in red for M000 (solid) and WMAP5 (dashed) cosmologies. In addition, the pink line shows the ratio of the power-law fit for M000 to the emulator prediction (as shown in Figure 4 the agreement is very good, with less than 3% deviation over most of the mass range). The lower panel shows the results for z = 1. The public code for the Bullock et al. (2001)/Macciò et al. (2008) fit does not work seamlessly over the full mass range so we do not show results for the very high mass end here. See the text for further discussion of this set of results.

(A color version of this figure is available in the online journal.)

---

6 Available from physics.uci.edu/~bullock/CVIR
more complete sample of massive halos and reduced shot noise at the high-mass end. The agreement between the emulator and the Duffy et al. (2008) c–M relation improves to ∼5%–6% at z = 1 for the WMAP5 cosmology.

In Figure 6, we also show the ratio between our emulator and the c–M relation as determined by the model discussed in Prada et al. (2012), which is itself based on a number of N-body simulations. There is a ∼20% discrepancy at z = 0 (∼40% at z = 1) for lower halo masses. This increases dramatically for cluster-sized halos at both redshifts, since unlike Prada et al. (2012), we do not observe an upturn in the c–M relation, where their concentration increases with halo mass. One should note that the methods for measuring the halo concentration are different in our two cases—we use a finite-range profile-fitting method as discussed in Bhattacharya et al. (2011), whereas Prada et al. (2012) use a two-point ratio method. Expectations for discrepancies between profile fitting and their particular ratio method are further discussed in the Appendix of Bhattacharya et al. (2011) and also in De Boni et al. (2013).

We also note that there is a good agreement to within ∼5% between our emulator and the c–M relations measured by Neto et al. (2007) from the Millennium simulation (Springel et al. 2005). The cosmology of the Millennium simulation does not quite fall within the range of our emulator (ωb h2 = 0.024 and h = 0.73), and to facilitate this comparison we have adopted values as close to these as possible that still lie within our parameter space (ωb h2 = 0.0235 and h = 0.719).

Lastly, we compare the emulator prediction with the fitting function derived in Bhattacharya et al. (2011) for the M000 cosmology. Before doing so, we provide some necessary background. First, the redshift dependence in the fitting form in Bhattacharya et al. (2011) is handled differently than in the current paper. In Bhattacharya et al. (2011), the aim was to find a global power-law fit that encompasses all redshifts considered (between z = 0 and z = 2) at once. Therefore, the fit for each redshift is not expected to be perfect. In the current paper, we follow a different path: since we do not provide a single formula for the c–M relation but rather a simple numerical code, we can generate the best-fit power-law model for each redshift separately and then simply interpolate between the redshifts. This produces a more accurate answer at each redshift at the minimal cost of running a fast code for every c–M prediction instead of using one fitting formula.

Second, for the high-mass range, Bhattacharya et al. (2011) used higher force resolution simulations. As shown in the Appendix of Bhattacharya et al. (2011), the concentrations from the Coyote runs are slightly lower at high masses (at the 5% level) compared to higher-resolution simulations. Since it is not clear if this effect is independent of cosmology (most likely for lower σ8 simulations the effect will be smaller), we decided to not attempt to correct the concentration measures in this paper for the Coyote runs. Therefore, the uncertainty for the high-mass concentrations from the emulator predictions will be slightly higher and one should note that the standard deviation, as estimated by simply taking a third of the mean value of the concentration (as we do here), will now be slightly underestimated from its true value. Considering the overall scatter and uncertainty in the c–M relation, this small effect is unlikely to be significant.

Keeping these caveats in mind, we now turn to the comparison of the fit by Bhattacharya et al. (2011) and the emulator result in Figure 6. For z = 0, both agree at the 2% (low halo mass) to 6% (high halo mass) level, the Bhattacharya et al. (2011) fit being slightly higher as expected. For z = 1, the discrepancy ranges from 4% to 17%. Here, overall the emulator estimate compared to the best-fit power law to the simulation result is slightly low, while the Bhattacharya et al. (2011) fit slightly overestimates the simulation results. In other words, the actual simulation result lies in between the emulator prediction and the fit. Overall, the agreement between the Bhattacharya et al. (2011) fit and the emulator is much better at z = 1 than the agreement between the emulator and the Bullock/Macciò fit.

4.4. Cosmology Dependence of the c–M Relation

Finally, we explore the sensitivity of the c–M relation to variations in cosmology. Since we now have a means of quickly and smoothly interpolating from one cosmology to another, we can simply vary the parameters that we incorporated into our design space in a regular grid. We divide each parameter range into five evenly spaced regions and vary only a single parameter at a time by keeping the other four parameters fixed at the midpoint of the parameter range. Our comparisons are always made with respect to this model at the midpoint, which has the parameters: Ωm h2 = 0.1375, Ωb h2 = 0.0225, ns = 0.95, w = −1, and σ8 = 0.758, and we take the ratio with respect to this model for each binned c–M relation. Figure 7 shows the results of this exercise at z = 0, with the values of the cosmological parameters increasing as the shading increases from light to dark. The entire region is colored to show the variation in the c–M relation across each parameter bin. The range of concentration variation changes as a function...
of mass and the cosmological parameter being varied; the largest variation is of the order of unity. Unsurprisingly, the $c-M$ relation increases with $\Omega_m h^2$ and $\sigma_8$, and decreases with $w$, which slows the rate of structure formation. We see little variation with $\Omega_b h^2$ because the range of parameters allowed by the CMB constraints is already quite tight. Also, cluster-sized halos appear to be relatively less sensitive to these changes in cosmology. Figure 7 also shows a clear degeneracy between $\Omega_m h^2$, $\sigma_8$, and $n_s$ in the $c-M$ relation.

5. CONCLUSION AND OUTLOOK

In this paper, we have presented a new prediction scheme—in the form of an emulator—for the $c-M$ relation for dark matter-dominated halos at the bright galaxy to cluster mass scales, covering a range of $2 \times 10^{12} M_\odot < M < 10^{15} M_\odot$ and a redshift range of $z = 0$ to $z = 1$. The emulator provides results for a large class of $\Lambda$CDM cosmologies and is accurate at the $\sim 5\%$ level (better for lower redshifts, slightly worse for higher redshifts). The emulator enables consistent predictions to be made when testing for deviations from $\Lambda$CDM using clusters. This is particularly important for cluster cosmology, since the behavior of the $c-M$ relation can vary by as much as 30% just by varying the equation of state across the range $-1.3 < w < -0.7$. By correctly including the cosmology dependence in the $c-M$ relation, the emulator improves on analytic modeling of halo profiles, such as the one-halo term used in the halo power spectrum. The performance of the emulator compares favorably with the other models for the $c-M$ relation in the literature and outperforms the Bullock/Macciò model across the redshift and mass range considered.

Aside from predicting the mean $c-M$ relation, the interesting and useful fact that across all 37 cosmologies considered, (1) the scatter in halo concentrations in individual mass bins is Gaussian and (2) the corresponding standard deviation is given by roughly a third of the mean concentration value, means that the $c-M$ emulator also includes within it the information regarding the concentration distribution at a given value of mass.

The work in this paper is an example of how the CCF provides a means of estimating highly nonlinear quantities involving evolved structures from a limited number of computationally expensive $N$-body simulations. In the future, we will extend the number and range of cosmological parameters to include more exotic phenomena, such as evolving dark energy, as a complement to upcoming dark energy experiments.
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