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SIKORSKI W., SZYMCZAK C., SIODLA K., POLAK F. Hilbert curve fractal antenna for detection and on-line monitoring of partial discharges in power transformers. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 343–351, http://dx.doi.org/10.17531/ein.2018.3.1. This article describes the design of UHF Hilbert curve fractal antenna (HCFA) specifically adapted for the partial discharge monitoring system. The authors present the mathematical apparatus for calculating resonant frequencies of Hilbert fractal antenna and results of a computer simulation of the developed prototype. In the design process, the antenna’s working environment (mineral oil) and the mechanical construction of the transformer inspection window were taken into consideration as well. The article also shows the results of laboratory tests carried out in the transformer tank model with different type of partial discharge sources. Both simulations and partial discharge measurements showed that the HCFA, due to such properties as: multi-resonance, small size, low fabrication cost and high sensitivity, is an interesting alternative to other UHF probes installed in transformer inspection window.

LEHRICH K., WĄSIK M., KOSMOL J. Identifying the causes of deterioration in the surface finish of a workpiece machined on a rail wheel lathe. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 352–358, http://dx.doi.org/10.17531/ein.2018.3.2. Operational problems often remain undetected until a machine is commissioned and first machining is attempted. Heavy-duty machines are a specific group of machine tools due to the character of their manufacturing process. As they are often manufactured as single units, which involves high production costs, there are no prototype versions built and no tests are performed on them. Therefore, before the machine is complete, computer simulation methods are often the only validation tools of a machine project at the stage of designing. The variety of applications and the individuality of production are the reasons for the lack of standards defining the right approach of functional performance testing. In this case analysis, the authors are considering a heavy duty rail wheel lathe, in which some issues were found during its exploitation which make it impossible to achieve the required shape, dimensions and surface finish, while working at set parameters. This article presents a comprehensive approach to the identification of the form and frequency of a machine tool supporting structure’s self-vibrations and their potential sources in the case study of a horizontal lathe for railway wheelsets. The authors, drawing on the results of their long-standing research and their experience in the field of heavy machine tool design and testing, indicate self-excited vibrations as a key factor machine’s operational behaviour, which is rarely considered in this type of machines.

PROCHOWSKI L. Evaluation of the process of mileage growth during the operation of motor trucks, in several categories of engine cubic capacity. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 359–370, http://dx.doi.org/10.17531/ein.2018.3.3. The intensity of use of motor vehicles and the range of the transport jobs performed change during the many-year operation of such vehicles. The changes are introduced in result of ongoing analyses of actual current vehicle operation costs, reliability, and performance characteristics. The changes in the vehicle operation process, taking into account various parameters, were analysed in the study on 9 000 motor trucks. The analysis covered a 20-year period of vehicle operation. The analysis results were used to estimate the mathematical models that describe the basic characteristics of the mileage growth process, with changes in these characteristics as observed in the recent years along with an intensive development of the road transport in Poland. Models of vehicle mileage growth have been developed for seven categories of engine cubic capacity. The coefficients of model equations have been given and the accuracy of the mileage values calculated on these grounds has been comprehensively evaluated. The relative measures of the scatter in the mileage values obtained from these models do not exceed 12 % of the average values determined from experimental data. A procedure has been proposed that leads to evaluating the mileage growth process and is based on the experience having already been gained in this field. It has been shown that the mileage growth process is strongly related to the engine cubic capacity. The mileage growth process is an important source of information for planning the operation, forecasting of costs, and estimating of exhaust emissions and energy consumption in the whole cycle of operation of motor vehicles by transport companies.

WALISZYN A., ADAMKIEWICZ A. A method of vibration damping for diesel engine cylinder liners to prevent the consequences of erosion. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 371–377, http://dx.doi.org/10.17531/ein.2018.3.4. This article presents the utilitarian need to determine the free vibrations of marine Diesel engine cylinder liners and the authors’ own studies in this area. Theoretical investigations on free vibrations and experimental ones on forced vibrations have been described. Theoretical studies have been conducted with the application of characteristic dimensionless numbers in the Electrons Worksbench and Wis Sim digital environment enabling virtual modeling of cylinder liner vibrations and determination of the intensity of use of motor vehicles and the range of the transport jobs performed change during the many-year operation of such vehicles. The changes are introduced in result of ongoing analyses of actual current vehicle operation costs, reliability, and performance characteristics. The changes in the vehicle operation process, taking into account various parameters, were analysed in the study on 9 000 motor trucks. The analysis covered a 20-year period of vehicle operation. The analysis results were used to estimate the mathematical models that describe the basic characteristics of the mileage growth process, with changes in these characteristics as observed in the recent years along with an intensive development of the road transport in Poland. Models of vehicle mileage growth have been developed for seven categories of engine cubic capacity. The coefficients of model equations have been given and the accuracy of the mileage values calculated on these grounds has been comprehensively evaluated. The relative measures of the scatter in the mileage values obtained from these models do not exceed 12 % of the average values determined from experimental data. A procedure has been proposed that leads to evaluating the mileage growth process and is based on the experience having already been gained in this field. It has been shown that the mileage growth process is strongly related to the engine cubic capacity. The mileage growth process is an important source of information for planning the operation, forecasting of costs, and estimating of exhaust emissions and energy consumption in the whole cycle of operation of motor vehicles by transport companies.

WALISZYN A., ADAMKIEWICZ A. Metoda tłumienia drgań tulei cylindrowych silników na zapłonie samoczynnym zapobiegająca konsekwencjom erozji. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 371–377, http://dx.doi.org/10.17531/ein.2018.3.4. In this article we take the problem of the effect of cylinder liner wear on engine operation and the durability of the engine as an initial example. During the engine's operation, various factors determine the condition of the cylinder liner, including the mechanical impact of the cylinder liner on the piston. In the case of marine engines, the cylinder liner is a significant source of vibrations and noise. The vibrations cause excessive wear and tear of the cylinder liner material, leading to increased fuel consumption, higher maintenance costs, and reduced engine life. Therefore, it is essential to develop methods to reduce vibrations and noise. One such method is the application of a cylindrical cap with a low resonant frequency, which is combined with a metallic ring with a high resonant frequency. This combination reduces the amplitude of the vibrations and prevents damage to the cylinder liner. In this article, we present a method for determining the resonant frequencies of cylinder liners and the optimal design of the cap and ring. We also describe the experimental testing of the method and its practical implementation in marine engines.
of their characteristics: amplitudes, frequencies and accelerations. In the theoretical
examination mechanical and electrical system analogues have been applied. A calcula-
tion method for the cylinder liner vibration damper, developed as a result of the study,
has been discussed. Electrical oscillation damping filter design methods basing on
the Bessel, Butterword and Chebychev polynomials have been used. The course of the
experimental examinations has been described and their results have been presented.
Validation of the developed method has been executed applying measurement results
concerning the parameters of Diesel engine cylinder liner vibration with various elastic
elements. The results of the authors’ own, theoretical and experimental, examinations
have been confronted with those obtained by other scholars.

BALAC M, GROBUCI A. PETROVIC A, POPOVIC V. FEM analysis of pressure vessel with an investigation of crack growth on cylindrical surface. Eksploatacja i Niezawodnosć – Maintenance and Reliability 2018; 20 (3): 378–386, http://dx.doi.org/10.17531/ein.2018.3.3.5.

To ensure reliability of pressure vessels during service it is necessary to (1) know
properties of materials used in their design and (2) evaluate vessels’ behaviour under
different working conditions with satisfying accuracy. Due to various technical and/or
 technological requirements, nozzles are usually welded on vessel’s shell producing
geometrical discontinuities that reduce the safety factor. To evaluate their influence,
vessels with two different nozzles were experimentally studied and critical areas for
 crack initiation have been identified by 3D Digital Image Correlation (DIC) method.
After that, the numerical analysis of equivalent 3D finite element model was per-
formed and obtained results were compared with experimental values. In the most
critical area, next to the one of the nozzles, crack was initiated and then growth of
the damage was simulated using extended finite element method (XFEM). In this
paper evaluation of stress intensity factors (SIFs) along crack path is presented, as
the damage was simulated using extended finite element method (XFEM). A calcula-
tion method for the cylinder liner vibration damper, developed as a result of the study,
has been discussed. Electrical oscillation damping filter design methods basing on
the Bessel, Butterword and Chebychev polynomials have been used. The course of the
experimental examinations has been described and their results have been presented.
Validation of the developed method has been executed applying measurement results
concerning the parameters of Diesel engine cylinder liner vibration with various elastic
elements. The results of the authors’ own, theoretical and experimental, examinations
have been confronted with those obtained by other scholars.

BALAC M, GROBUCI A. PETROVIC A, POPOVIC V. Analiza MES zbior-
nika ciśnieniowego z badaniem rozwoju pęknięcia na powloce walcowej. Ek-
sploatacja i Niezawodnosć – Maintenance and Reliability 2018; 20 (3): 378–386,
http://dx.doi.org/10.17531/ein.2018.3.6.

To ensure reliability of pressure vessels during service it is necessary to (1) know
properties of materials used in their design and (2) evaluate vessels’ behaviour under
different working conditions with satisfying accuracy. Due to various technical and/or
 technological requirements, nozzles are usually welded on vessel’s shell producing
geometrical discontinuities that reduce the safety factor. To evaluate their influence,
vessels with two different nozzles were experimentally studied and critical areas for
 crack initiation have been identified by 3D Digital Image Correlation (DIC) method.
After that, the numerical analysis of equivalent 3D finite element model was per-
formed and obtained results were compared with experimental values. In the most
critical area, next to the one of the nozzles, crack was initiated and then growth of
the damage was simulated using extended finite element method (XFEM). In this
paper evaluation of stress intensity factors (SIFs) along crack path is presented, as
the damage was simulated using extended finite element method (XFEM). A calcula-
tion method for the cylinder liner vibration damper, developed as a result of the study,
has been discussed. Electrical oscillation damping filter design methods basing on
the Bessel, Butterword and Chebychev polynomials have been used. The course of the
experimental examinations has been described and their results have been presented.
Validation of the developed method has been executed applying measurement results
concerning the parameters of Diesel engine cylinder liner vibration with various elastic
elements. The results of the authors’ own, theoretical and experimental, examinations
have been confronted with those obtained by other scholars.

NIKONCZUK P. Preliminary modeling of overspray particles sedimen-
tation at heat recovery unit in spray booth. Eksploatacja i Niezawodnosć – Maintenance and Reliability 2018; 20 (3): 387–393, http://dx.doi.org/10.17531/ein.2018.3.6.

Overspray sediments settling on the recuperator’s fins cause operational problems.
The cross sections of the recuperator’s channels gradually decrease and finally result
in clogging of the recuperator. The layers of sediments cause air flow resistance and
also heat transfer resistance. The paper presents preliminary results of sedimentation
process modeling. The model of overspray creation takes into account a droplets size
and particles concentration in air stream inside extraction ducting. Simulation results
are compared with measurements conducted in three commercial spray booths.

CHENG Z, REMENYTE-PRESCOTT R. Two probabilistic life-cycle
maintenance models for the deteriorating pavement. Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2018; 20 (3): 394–404, http://dx.doi.
org/10.17531/ein.2018.3.7.

Pavement maintenance management poses a significant challenge for highway
terms in pavement deterioration over time and limited financial resour-
ces to keep the road condition at an acceptable level. In this paper two probabilistic
maintenance models are proposed and compared for pavement deterioration and
maintenance processes to evaluate different maintenance strategies. Firstly, the
states of pavement condition are defined using the features of different pavement
maintenance works, instead of using the traditional method of cumulative service
index rating. Secondly, a Markovian model is presented to describe the pavement
deterioration and maintenance process with some constraints on the number of
interventions, the effect of interventions and etc. But for the complex scenarios,
such as non-Markovian deterioration, dependencies between the different types
of interventions and the usage of emergency maintenance for roads when the required
budget for maintenance is unavailable, a simulation-based Petri-net model is built
up to investigate the whole life-cycle evolution. Two examples are used to illustrate
and compare the proposed models to demonstrate the merits and disadvantages of
each model and its applicable conditions.

JIMENEZ CORTADA I, IRIGOIN I, BOTO F, SIERRA B, SUAREZ
A, GALAR D. A statistical data-based approach to instability detection
and wear prediction in radial turning processes. Eksploatacja i Nieza-
wodnosc – Maintenance and Reliability 2018; 20 (3): 405–412, http://dx.doi.
org/10.17531/ein.2018.3.8.

Radial turning forces for tool-life improvements are studied, with the emphasis on
predictive rather than preventive maintenance. A tool for wear prediction in various
experimental settings of instability is proposed through the application of two statis-
tical approaches to process data on tool-wear during turning processes: three sigma
amplitudes, frequencies and theprocesses. In bad conditions, they used analogylow
mechanics and electrical systems have been proposed. A calculation
method for the cylinder liner vibration damper, developed as a result of the study,
has been discussed. Electrical oscillation damping filter design methods basing on
the Bessel, Butterword and Chebychev polynomials have been used. The course of the
experimental examinations has been described and their results have been presented.
Validation of the developed method has been executed applying measurement results
concerning the parameters of Diesel engine cylinder liner vibration with various elastic
elements. The results of the authors’ own, theoretical and experimental, examinations
have been confronted with those obtained by other scholars.

JIMENEZ CORTADA I, IRIGOIN I, BOTO F, SIERRA B, SUAREZ A, GALAR D. Metoda wykrywania nieskalibryzności i przewidywania zużycia w procesach toczenia promieniowego w oparciu o dane statystyczne. Eksploata-
cja i Niezawodnośc – Maintenance and Reliability 2018; 20 (3): 405–412, http://
dx.doi.org/10.17531/ein.2018.3.8.

Badano siły występujące w procesie toczenia promieniowego. Celem badań było wydłu-
żenie żywotności narzędzi tocznych, przy czym główny nacisk kładziony na konserwację
predykcyjną, a nie zapobiegawczą. Zaproponowano technikę prognozowania zużycia
w różnych warunkach eksperymentalnych nieskalibryzności, która polega na zastosowaniu metod
statistical methods to postgear errors, which may be subject to failure, methods of data processing have been developed for prediction; these methods allow for the detection of errors that are difficult to diagnose. For example, the method of spectral analysis is used to diagnose the state of electrical equipment, and the method of signal processing is used to analyze the state of mechanical elements.

GÖKDERE G. Time-dependent system reliability under stress-strength setup. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 420–424, http://dx.doi.org/10.17531/ein.2018.3.10.

Consider a system which has \( n \) independent components whose time dependent strengths \( Y_1(t), Y_2(t), \ldots, Y_n(t) \) are independent identically distributed random processes. Let random processes \( X_1(t), X_2(t), \ldots, X_n(t) \) denote the common multiple stresses experienced by the components at time \( t \). The reliability of the components in the system can change as a result of their deterioration or in consequence of variable stresses over time. Degradation in components reliabilities in the system can lead to the degradation of the entire system reliability. In this paper, we propose a new method for determining the time dependent component reliability of the system under stress-strength setup. The proposed method provides a simple way for evaluating the reliability of the system at a certain time period. Computational results are also presented for the reliability of coherent system and consecutive \( k \)-out-of-\( n \) system.

RÝMARCZYK T, KŁOSOWSKI J. Application of neural reconstruction of tomographic images in the problem of reliability of flood protection facilities. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 425–434, http://dx.doi.org/10.17531/ein.2018.3.11.

The article presents an innovative concept of enhancing the flood embankments and landfill monitoring. The key advantage of such a system is to obtain a more detailed distribution of components within a flood barrier. It leads to more early and sufficient threat detection, considering the exploitation of the building, thus - a vast enhancement of an embankment’s performance. The method is based on implementing a neural system, composed of a number of parallelly-working neural networks. Each of them generate a singular point of final output view. By implementing such monitoring measures it is possible to successfully reconstruct two-and-three dimensional models of flood barriers and dams - including possible breaches and damages within its inner structure. An important advantage of such a solution is the possibility of replacing the systems that monitor hydrotechnical facilities pixel-by-pixel by neural imaging. The performed research leads to solving the problem of low resolution of such images. As this problem was of crucial value to tomographic imaging method, it was a main obstacle to the development of neural reconstruction method. Moreover, as the results may be obtained in real-time and in various levels, these new functionalities stand out in comparison to currently used methods for monitoring protective banks.

PRZYBYLEK P, GIELNIAK J. Concentration analysis of gases formed in mineral oil, natural ester, and synthetic ester by discharges of high energy. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 435–442, http://dx.doi.org/10.17531/ein.2018.3.12.

The paper describes physical foundations of gases generation in different electroinsulating liquids. The authors reviewed literature concerning the analysis of gases generated in these liquids as a result of discharges of low energy. The main purpose of the research was to compare gases formed in mineral oil, natural ester, and synthetic ester resulting from discharges of high energy, which has not been studied so far. The
comparison was done both in terms of gases composition and their concentration. To solve it using reliability techniques in conventional reliability.

FELDSHEINE E, PATALAS-MALISZEWSKA J, KLOS S, KALASZNIKOW A, ANDRZEJEWSKI K. The use of Plackett-Burman plans and the analysis of expert opinions, in order to assess the significance of controllable parameters of the plasma cutting process. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 443–449, http://dx.doi.org/10.17531/ein.2018.3.13.

This article evaluates the significance of controllable parameters in the plasma cutting process, using the Plackett-Burman Method and the Analysis of Expert Opinions Method. The plasma cutting process was tested using a WPA-6000 Compact plasma cutter, on non-alloy steel, of the S235JR EN 10025-2:2007 grade, with a carbon equivalent of 0.35%. The effect of the thickness of the sheet, the current flow rate, the cutting speed, the gas pressure during cutting, the height of the torch during cutting, the piercing delay time and the initial pierce height, were analysed. The research revealed the influence of the controllable parameters tested, in the plasma cutting process, on selected output parameters, surface cut drag lines, the width of the kerf at the inlet and outlet, and the value of the perpendicularity of the kerf on the surface of the base. The greatest influences were recorded for intensity of cutting current, cutting speed and gas pressure during cutting. The results obtained were confirmed by the results of the analysis of expert opinions.

STASZAK Z, GRZEŚ Z, RYBACKI P. A method of comparative studies on checkup sets to evaluate the technical condition of tractors. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 450–454, http://dx.doi.org/10.17531/ein.2018.3.14.

In this paper the authors propose an original method of the numerical evaluation of checkup sets for the technical condition of an agricultural tractor. Information entropy required in diagnostic tests for a specific checkup set was used as the evaluation criterion. A formal description is given for the technical condition diagnostics of a tractor in its operation period, which is characterised by a high rate of average damage. The structural model was constructed using information entropy. This model accumulates the information about the probability of specific damage types and assigns them a common numerical measure. The conducted logic analysis of the proposed method and the results obtained in experiments on its practical applicability in service stations indicate that the method adequately describes this area of machine operation and thus may be a measure of information effectiveness for checkup sets determining the machine technical condition.

PLACZEK M, PISZCZKĘ Ł. Testing of an industrial robot’s accuracy and repeatability in off and online environment. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 455–464, http://dx.doi.org/10.17531/ein.2018.3.15.

The paper discusses issues concerning the accuracy and repeatability tests of the positioning of the Kuka KR 16-2 industrial robot. The results of laboratory tests of an industrial robot, as well as a comparison of robot motion paths in the Robcad environment with the real robot motion paths are presented. In order to register movement paths in the laboratory conditions, the laser tracker Faro Vantage was used. Frequent necessity to correct programs of industrial robots created in the offline environment, is a results, among others, from the insufficient experience of people who carry out programming, the environment in which robots work and the parameters of the robots themselves, and therefore their accuracy and repeatability. It is connected with the extension of the start-up time and high costs. The work describes the measurement method and attempts to determine the influence of the type of route and motion parameters on the accuracy and repeatability of robot. The accuracy of mapping of simulated robot motion in a virtual environment was also verified.
The article presents the results of studies on the dynamics of wear of five different polymeric concretes. The experiments were carried out for two different degrees of weariness caused by burning solid fuels. The experiment has been conducted for two different states of dust emission caused by burning solid fuels in the vicinity of a detached house. A simulation of dustiness caused by burning solid fuels was carried out.

The results were analyzed and presented in a graphic form.

KĘPCZAK K, ROSIK R, PAŁŁOWSKI W, SIKORA M, WITKOWSKI B, BECHCINSKI G, STACHURSKI W. Dynamic of wear of cutting inserts during turning of non-homogeneous material on the example of polymeric concrete. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 471–477, http://dx.doi.org/10.17531/ein.2018.3.17.

The results of the study demonstrate the influence of the cutting parameters on the wear of cutting inserts during turning of non-homogeneous material, such as polimer concrete. Polymeric concrete is a difficult-to-cut, anisotropic, composite material. During the tests, a record of the components of the cutting force in real time was made. After each machining pass, the Ra and Rz surface roughness values were measured in the direction perpendicular to the machining marks and photos were taken under a microscope of the inserts corners, on the basis of which the width of major flank wear land and the width of minor flank wear land were measured. The view of each insert after the tests was also presented. Finally, the conclusions about the dynamics of wear of cutting inserts taking part in the study as well as their applicability during polymeric concrete turning were formulated.

ANTOSZ K. Maintenance – identification and analysis of the competency gap. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 484–494, http://dx.doi.org/10.17531/ein.2018.3.19.

The efficiency of maintenance processes in an enterprise largely depends on ensuring adequate resources for its implementation. The main factor that affects the quality of these processes is competent employees. Their knowledge, skills and ability to respond to unexpected situations largely determine the efficiency of the functioning of the technical infrastructure in an enterprise. In the light of the prospects for the development of automation in enterprises, the development of highly automated systems, the demand for qualified maintenance employees will increase.

Therefore, in order to ensure the right level of competency of maintenance workers, through the proper assessment and identification of their competency gap, it is an important task of managers. In many enterprises this is not implemented. The aim of the present study was to develop a comprehensive model of the competency assessment of maintenance workers. The implementation of the developed model enables the identification of the current level of employees’ competencies and identification of the competency gap, as well as it allows to assess the effects of a failure to meet the required level of competency. Additionally, the results of the identification of the real activities taken by the surveyed enterprises concerning the competency assessment of maintenance services employees are presented in this article. The study was carried out in manufacturing enterprises in different industries on a specific area.

The results were analyzed and presented in a graphic form.

KARWAT B, MACHNIK R, NIEDZWIĘDKI J, NOGAJ M. Selecting operating parameters of an electrostatic precipitator decreasing emission of solid fuels fly ashes. Eksploatacja i Niezawodność – Maintenance and Reliability 2018; 20 (3): 493–501, http://dx.doi.org/10.17531/ein.2018.3.20.

The article presents the results of research aimed at developing the construction of an ESP (electrostatic precipitator), as well as the parameters of operating parameters of the ESP for household applications. The object of the experiment was the ESP prototype, designed and made by the authors, assigned to be placed in a gas pass of a detached house. A simulation of dustiness caused by burning solid fuels has been done. The experiment has been carried out for two different degrees of dust concentration at the ESP inlet, by controlling the given voltage. The results of the experiment have been used for two different degrees of dust concentration at the ESP inlet, by controlling the given voltage. The results of the experiment have been used for two different degrees of dust concentration at the ESP inlet, by controlling the given voltage.
proved that the proposed constructional solution of the ESP significantly limits low emission PM2.5 and PM10 dust emitted during the process of burning solid fuels: coal and/or biomass in boilers and fireplaces used in households or in small local boiler houses.

Wyniki wykazały, że przyjęte rozwiązanie konstrukcyjne elektrofiltru umożliwia znaczną ograniczenie niskiej emisji pyłów PM2,5 i PM10 emitowanych w procesach spalania paliw stałych: węgla kamiennego i/lub biomasy w kotłach lub kominkach stosowanych w gospodarstwach domowych lub małych kotłowniach lokalnych.
1. Introduction

Large power transformers are the most critical component in electric power systems, as they are essential in maintaining a reliable supply of electric energy. There are many factors which cause a transformer malfunction, but those, which can potentially lead to catastrophic failure are winding damages (due to short-circuit, lightning, and other over-voltages) and insulation system failure (moisture, thermal aging, partial discharges). The damage from a catastrophic transformer failure may run into tens of millions of dollars [16]. To avoid such a scenario, power utilities are moving towards continuous transformer condition monitoring, based on dissolved gas analysis and acoustic emission (AE) or electromagnetic (HF/VHF/UHF) partial discharge detection.

According to the newest research results and analyses presented by the experts of the CIGRE Working Group A2.37, in the technical brochure 642: Transformer Reliability Survey, the main reason of breakdowns of high voltage power transformers is damage to the windings and the main insulation system [3]. Mechanical defects in the form of winding deformations (axial displacements and radial deformations) and deterioration of insulation properties associated with thermal aging processes [6], can lead to the initiation of the partial discharge (PD) phenomena occurrence.

In recent years, in the electric power industry and research centres, a trend consisting in developing and implementing advanced technologies for detecting and monitoring partial discharges in power transformers is noticeable. One of these technologies is the Hilbert curve fractal antenna (HCF A), which is capable of detecting and monitoring partial discharges in power transformers.
on-line PD monitoring systems is observed. These systems are able to detect and warn against defects occurring in a high-voltage insulating system. These monitoring systems most often work on the basis of one of the three relatively well-known and developed diagnostic methods, i.e.: (i) dissolved gas analysis in oil (DGA), (ii) detection of the acoustic emission signals (AE), and (iii) detection of electromagnetic waves in different frequency bands (HF/VHF/UHF) [8, 12, 17, 21, 23, 25, 28, 30].

Electromagnetic PD detection methods are already widely applied in diagnostics of gas insulated lines and substations (GIL/GIS), rotating machines, cables and medium voltage substations [1, 13]. At present, intensive research is being done on the development, implementation, and standardization of electromagnetic methods (particularly the UHF method) in the diagnostics of power transformers [9]. The research is mainly concentrated on development of new designs of sensitive UHF antennas. They are mechanically adapted for their installation in the inspection window (hole) of a transformer tank or the oil drain valve and on implementing on-line monitoring systems with included expert functions based on artificial intelligence algorithms (e.g. the function of automatic fault recognition or the function of generating warnings and alerts on the basis of trend analysis and accumulated knowledge base) [14–15, 20, 24].

2. Design of UHF antenna for partial discharge detection: general requirements

Partial discharge monitoring systems, which functioning is based on recording electromagnetic pulses in the range of ultra-high frequencies (UHF) are gaining their growing popularity due to high resistance to external electromagnetic interference (EMI) and relatively high detection sensitivity of the discharges. Measurement probes (UHF antennas) are installed inside the steel transformer tank, shielding from external interference. For this purpose, inspection windows are used, which unfortunately means the necessity to pump out a large volume of insulating oil, or in available oil drain valves, which does not require switching off the unit. Examples of commercial designs of UHF antennas used for PD monitoring in power transformers are shown in Figure 1.

In order to design a UHF antenna, optimized for monitoring partial discharges generated in the paper/oil insulation system of the power transformer, one should take into consideration both numerous electric parameters which affect detection sensitivity of the PD phenomena, and mechanical ones, which will provide proper tightness and resistance to difficult environment conditions (high pressure and temperature inside the transformer tank, acidity of mineral oil, etc.).

The basic parameter of an antenna is its frequency response, which should be fitted to the frequency of partial discharges. The laboratory and field investigations conducted so far, reveal that partial discharges generate UHF signals in a wide frequency band from about 200 MHz to 2 GHz [18]. Unfortunately, such a wide band covers different sources of radio signals (e.g. radio broadcasting stations or digital television transmitters). This involves the necessity to design more complicated antennas, which have a multi-band (multi-resonance) frequency response, which allows high sensitivity of PD detection and at the same time, resistance to narrow-band interference signals. The issue of proper matching the antenna’s working band is more widely discussed in Section 3.

Another parameter of the antenna is input impedance. Due to connections made with coaxial cables, applied connectors, input impedance of the amplifiers, and the measurement equipment used for checking the parameters, the antenna’s input impedance should be equal or close to 50 Ω. It is a standard generally accepted in radio communication. The level of impedance matching is described by means of the Voltage Standing Wave Ratio (VSWR) or Return Loss (RL).

It is assumed for the broadcast-receiving antennas in semi-professional system that the value of VSWR = 2 (RL = 9.5 dB), which means that 11.1% of the power will be reflected from the antenna input (the signal will decrease by 0.5 dB). In reality, for antennas in mobile phones, the commonly assumed threshold is VSWR = 2.5 or RL = 7.4 dB (reflection of 18.4% of the power from the antenna input or increase of signal attenuation by 0.9 dB). For receiving antennas which, for example, monitor the electromagnetic spectrum, the acceptable value is still VSWR = 3 or RL = 6 dB (reflection of 25% of power or signal attenuation equal to 1.25 dB). Signal attenuation of 3 dB is acceptable for discharge detection, especially when an amplifier which rises the power level of the received signals is applied. It should be noted that input impedance of the antenna is strongly affected by the working environment (space around the antenna), particularly objects made of conducting materials.

The antenna also has its own radiation pattern and a parameter linked with it, called antenna’s power gain. For antennas placed inside the transformer tank, it is favourable to use antenna with an omnidirectional radiation pattern. Thus we will obtain an increase of the antenna’s power gain and sensitivity increase of PD detection (the increase of the antenna’s power gain means voltage signal increase on the antenna’s output at the same electric field intensity of the received wave).

The value of the antenna’s power gain is directly linked with the antenna factor, which can be useful for investigations of absolute values of electric field intensity in the transformer. The antenna applied in a power transformer should also meet other requirements. One includes here resistance to high temperature in the range of 80–90°C, resistance to harmful influence of the oil (the condition for antennas immersed in the oil), or resistance to mechanical vibrations. The antenna placed in the dielectric window should be shielded from the external electromagnetic interferences, if possible. Shielding should reduce the level of interfering signals (radio, television, GSM etc.). The limits of mechanical dimensions are imposed by the dimensions of the inspection.

![Fig. 1. Schematic diagram and assembly example for UHF antenna installed in the inspection window (a), and in the oil drain valve (b)](image-url)
window (the diameter of about 150 mm) and the oil drain valve (the diameter of about 20 mm).

3. External radio frequency interferences

Wireless signal and data transmission very soon caused load of bandwidth in the UHF range. Developing telecommunications technologies, almost within all this range, make use of very strong transmitters and receivers. Their presence in close neighbourhood of the power substation can even disturb effective discharge detection because the transformer tank does not make a uniform Faraday cage. Unfortunately, the radio interferences can penetrate into transformer tank through bushings connected to HV transmission lines (Fig. 2).

The main sources of radio interferences are:
- FM radio stations (87.5–108 MHz),
- aerial navigation systems (108–117.9 MHz),
- civilian and military aviation (117.9–143.9 MHz),
- transmitters of civil services (146–173.9 MHz),
- transmitters of DVB-T digital television (474–797 MHz),
- transmitters of GSM operators (890–960 MHz),
- LTE wireless internet (791–862 MHz).---

4. Designing and computer simulations of Hilbert curve fractal antenna for partial discharges detection

4.1. Introduction

One of the most popular designs providing the required feature of multiband characteristic is fractal antenna. The application of the fractal theory allows considerable reduction of the size of the antenna without deteriorating its parameters, and this means that there is a relationship between the features of fractal geometry and electromagnetic properties of the antennas. The most important benefits referring to the application of fractal geometry in designing antennas are:
- more effective filling the space occupied by the antenna, which provides better energy transmission from the antenna feed line to the wave propagating in free space (this means better matching of input impedance),
- possibility to make (due to the property of self-similarity of fractals) multi-band antennas, i.e. antennas with a few resonance frequencies,
- lowering resonance frequencies in comparison to antennas of a traditional shape and similar dimensions,
- simple production process and easy for automation,
- possibility to obtain demanded properties without the necessity (as in the case of traditional antennas) to add concentrated reactive elements [29].

In the antenna technology we use dipoles, monopoles, loop or planar antennas of the geometry of the most popular fractals: Koch [2], Minkowski [5], Sierpinski [3], and also Hilbert fractal [26], which was applied by the authors. Hilbert fractal curve consists of the same, mutually perpendicular sections, which fill the surface of the square. An example of the first four iterations of Hilbert fractal is presented in Figure 3.

Filling the surface of a square antenna with the fractal curve is the reason of a relatively low resonance frequency. With an increasing number of iterations, the sum of fractal lines increases exponentially. This fact is useful at the moment of designing a small UHF antenna.

The concept to use the fractal curve for designing antennas is based on the effect observed in case of the meander line dipole antenna (Fig. 4a). In this approach, the inductance of the meander line, which consists of a line (creating a chain) of the letter-C shape is calculated [7, 10]. Next, the inductance of the straight line connecting all contours is added, in order to obtain the total inductance of the antenna. Finally, the obtained result is compared with the inductance of the half-wave dipole antenna.

The resonance feature of a dipole antenna occurs, when capacitive and inductive input reactances cancel each other. Assuming that input capacitive reactance of an antenna is constant, decreasing the apparent antenna length through bending of the antenna wire, the resonant condition is derived [27].

In the case of HCFA (Fig. 4b) of the external dimension $l$ and subsequent iterations $n$ (order of fractal), the length of each segment $d$ is expressed by [27]:

$$d = \frac{l}{2^n}$$
The geometry obtained after the fourth iteration (n=4) is shown in Figure 3. Moreover, in the HCFA geometry of order 4, there is $m = 4^{n-1}$ of the parallel compact sections, which consist of segments, each of the length of $d$. As it was shown in Figure 4a, for the segments which do not make parallel sections, their total length $s$ is equal to:

$$s = \left(2^{2n-1} - 1\right) d$$ (2)

The impedance of the parallel sections $A$ which consists of wires of the diameter $b$ and distance $d$ is:

$$Z_0 = \frac{\eta}{\pi} \log \frac{2d}{b}$$ (3)

where $\eta$ is intrinsic impedance of the free space. Equation (3) can be used for calculating input impedance at the line ends, which has purely inductive character:

$$L_{in} = \frac{Z_0}{\omega} \tan \beta d$$ (4)

where $\beta$ stands for reduction factor [10]:

$$\beta = \frac{L}{d \left(4^n - 1\right)}$$ (5)

The antenna has $m$ sections, where self-induction of a single straight line of the length of $s$ determined in Equation (2) is equal to:

$$L_s = \frac{\mu_0}{\pi} s \left(\log \frac{8s}{b} - 1\right)$$ (6)

Substituting Equation (3) into Equation (4) and adding to (6), we can determine the antenna’s total inductance $L_T$:

$$L_T = \frac{\mu_0}{\pi} s \left(\log \frac{8s}{b} - 1\right) + m \frac{\eta}{\pi \omega} \log \frac{2d}{b} \tan \beta$$ (7)

In order to find HCFA resonance frequency, all its total inductance is compared with the inductance of the half-wave dipole antenna (of the approximate antenna length $l = 2/\lambda$) of the same resonance frequency. This leads to the condition determining the first HCFA resonance frequency, i.e.:

$$\frac{L_T}{L_{in}} = \frac{L_T}{\frac{Z_0}{\omega} \tan \beta d} = \frac{L_T}{\frac{\mu_0}{\pi} s \left(\log \frac{8s}{b} - 1\right) + m \frac{\eta}{\pi \omega} \log \frac{2d}{b} \tan \beta}$$ (7)

In order to find HCFA resonance frequency, all its total inductance is compared with the inductance of the half-wave dipole antenna (of the approximate antenna length $l = 2/\lambda$) of the same resonance frequency. This leads to the condition determining the first HCFA resonance frequency, i.e.:
It should be noted that dipole antennas resonate when the arm length is a multiple of the quarter wavelength. By this means, changing values linked with the wavelength on the right side of equation (8), one can obtain all resonance frequencies of a multiband HCFA. Therefore, a few of the first resonance frequencies of HCFA can be determined on the basis of the following equation:

\[
\frac{m \eta}{\pi} \log \frac{2d}{b} \tan \beta d + \frac{\mu_0}{\pi} s \left( \log \frac{8s}{b} - 1 \right) = \frac{\mu_0}{\pi} \frac{k \lambda}{4} \left( \log \frac{8k \lambda}{b} - 1 \right) \tag{8}
\]

where \(k\) is an odd integer [24].

The way in which the antenna geometry (fractal order, external dimension) affects its resonant frequencies is shown in the Figure 5. The calculations were performed based on formula given in Equation (9).

Hilbert fractal antenna, due to its unique geometrical design, which consists of perpendicularly arranged segments, can be easily modelled in available software for numerical analysis and modelling of antenna design [4].

4.2. Computer simulation results

The authors initially assumed that the prepared design should be of overall small dimensions and allow easy installation in the transformer inspection window with a built-in dielectric window (see Fig. 1a). On the basis of the catalogue data of the dielectric window designs available on the market, the authors decided to reduce the antenna dimensions down to a square of the side length equal to 110 mm (Fig. 6). For the needs of the simulation, it was assumed that the antenna will be made using the microstrip technology on the glass-reinforced epoxy laminate (FR-4), 1.5 mm thick. Additionally, the antenna model included a uniform copper reflector of the dimensions 110×110 mm and N-type connector.

In order to determine the voltage standing wave ratio (VSWR) and the radiation pattern, the CST Studio Suite® package was used. The VSWR parameter describes the impedance matching of the antenna to the transmission line. When the antenna is not matched to the receiver, power is reflected. This causes a “reflected voltage wave”, which creates standing waves along the transmission line. The minimum VSWR is 1.0. In this case, no power is reflected from the antenna, which is ideal situation. As mentioned before in Section 2, the antenna has good sensitivity if the VSWR value in the working bandwidth is less than 3.0.

The obtained simulation results show that investigated HCFA antenna has, at 1.5 GHz, broad radiation pattern with main lobe magnitude of 4.8 dBi and −3 dB angular bandwidth of 71° (Fig. 7), while the acceptable low values of VSWR parameter occur in the range of higher frequencies (over 800 MHz) and the investigated design of Hilbert fractal antenna has the ability to filtrate radio signals from most of the transmitting stations mentioned in Section 3. The lowest values of VSWR occur in the frequency band above 1500 MHz, which is free of the most of external radio interferences (Fig. 8).

4.3. Result of laboratory measurements

Figure 9 presents a picture of the fractal antenna’s prototype prepared by the authors. In order to verify the results obtained by means of computer simulations, the authors did a measurement of real values of factor VSWR using a Rhode&Schwarz ZVL Vector Network Analyzer.

The measurement results showed that investigated HCF antenna has, at 1.5 GHz, broad radiation pattern with main lobe magnitude of 4.8 dBi and −3 dB angular bandwidth of 71° (Fig. 7), while the acceptable low values of VSWR parameter occur in the range of higher frequencies (over 800 MHz) and the investigated design of Hilbert fractal antenna has the ability to filtrate radio signals from most of the transmitting stations mentioned in Section 3. The lowest values of VSWR occur in the frequency band above 1500 MHz, which is free of the most of external radio interferences (Fig. 8).
the insulating system with the discharge source) and the mechanical elements of the tank, dielectric window and the antenna housing.

In the next stage of the research, a laboratory experiment was performed to evaluate the effectiveness of partial discharge detection by a prototype antenna. For this purpose a model of oil-filled transformer tank was used (1200×800×900 mm), where a prototype Hilbert curve fractal antenna, and a standard microstrip disk antenna with a diameter of 100 mm, were installed. The disk antenna was used as a refer-
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Fig. 8. Computer simulated VSWR for the proposed Hilbert curve fractal antenna of the 4th order

![Image](image_url)

Fig. 9. Prototype Hilbert curve fractal antenna (a) and a photograph presenting the way of its installation in the inspection window of a laboratory model of a power transformer tank (b)
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Fig. 10. Measured VSWR values of the prototype Hilbert curve fractal antenna

![Image](image_url)

Fig. 11. Measured VSWR of the reference disk antenna
The results of the measurements showed that for all three insulation defects, the prototype HCFA, compared to the reference disk antenna, has a higher sensitivity of partial discharge detection at UHF. In the case of the defect #1, the average peak-to-peak amplitude for prototype Hilbert fractal antenna was 43% higher, while for defect #2 and defect #3 it was 18% and 16% higher, respectively. The measurement data obtained using the conventional electrical method and both UHF antennas are presented in Table 1, while the comparative analysis of registered PD pulses is shown in Figure 14.

5. Summary

Both simulation and measurement results confirmed that the designed Hilbert curve fractal antenna can be effectively used for partial discharges detection and easily adapted to installation in the inspection window of power transformer tank or GIS/GIL. The performance of prepared HCFA compared to the widely used disk antenna is, from 16% to 43% higher, depending on the type of insulation defect. Although the gain is slightly lower than expected, the proposed antenna also has other important advantages, such as: (i) wideband and multi-resonant, (ii) low fabrication cost (can be printed directly on the PCB), (iii) small dimensions (miniaturization), (iv) consistent performance over huge frequency range (frequency independent), (v) added inductance and capacitance without components, (vi) better matching of input impedance.

The relatively small gain is not a serious disadvantage, because in practice, it can be easily increased by using a RF amplifier. Due to the fact, that the HCF antenna does not have fully omnidirectional radiation pattern, effective detection of partial discharge pulses using single HCF antenna – especially in a power transformer with a complicated internal structure – may be difficult to perform. This problem can be solved by installing several antennas, both on the side walls and on the top cover of transformer tank.
Table 1. Partial discharge measurement data

| Partial discharge type | Surface discharges | Surface discharges | Partial discharges |
|-----------------------|--------------------|--------------------|-------------------|
| Pressboard barrier within needle-plane electrode system (defect #1) | Partial discharge inception voltage 18.5 kV | Partial discharge inception voltage 23.0 kV | Partial discharge inception voltage 15.5 kV |
| | Average apparent charge 2.87 nC | Average apparent charge 418 pC | Average apparent charge 3.48 nC |
| | Pulse length ~500 ns | Pulse length ~400 ns | Pulse length ~600 ns |
| | Average peak-to-peak amplitude for reference disk antenna 239 mV | Average peak-to-peak amplitude for reference disk antenna 171 mV | Average peak-to-peak amplitude for reference disk antenna 280 mV |
| | Average peak-to-peak amplitude for prototype Hilbert fractal antenna 342 mV | Average peak-to-peak amplitude for prototype Hilbert fractal antenna 203 mV | Average peak-to-peak amplitude for prototype Hilbert fractal antenna 326 mV |

Fig. 14. Comparison of UHF PD pulses recorded using the reference disk antenna and the prototype Hilbert fractal antenna from: insulation defect #1 (a), insulation defect #2 (b) and insulation defect #3 (c)

References

1. Álvarez F, Garnacho F, Ortego J, Sánchez-Urán M Á. Application of HFCT and UHF Sensors in On-Line Partial Discharge Measurements for Insulation Diagnosis of High Voltage Equipment. Sensors 2015; 15 (4): 7360-7387, https://doi.org/10.3390/s150407360.
2. Baliarda C P, Romeu J, Cardama A. The Koch monopole: a small fractal antenna. IEEE Transactions on Antennas and Propagation 2000; 44 (48): 1773-1781., https://doi.org/10.1109/8.900236.
3. CIGRE Technical Brochure 642, Transformer Reliability Survey, CIGRE Working Group A2.37, December 2015.
4. Darmawan M A, Khayam U. Design, simulation, and fabrication of second, third, and forth order Hilbert antennas as ultra high frequency partial discharge sensor. Proceedings of the Joint International Conference on Electric Vehicular Technology and Industrial, Mechanical, Electrical and Chemical Engineering (ICEVT & IMECE), Surakarta 2015: 319-322, https://doi.org/10.1109/ICEVTIMECE.2015.7496707.

Acknowledgement

The work was supported by Polish National Centre for Research and Development, within Applied Research Programme, grant No. PBS3/A4/12/2015.
5. Dhar S, Ghatak R, Gupta B, Poddar D R. A Wideband Minkowski Fractal Dielectric Resonator Antenna. IEEE Transactions on Antennas and Propagation 2013; 61 (6): 2895-2903, https://doi.org/10.1109/TAP.2013.2251596.

6. Dombek G, Nadolny Z. Liquid kind, temperature, moisture, and ageing as an operating parameters conditioning reliability of transformer cooling system. Eksplatacja i Niezawodnosc - Maintenance and Reliability 2016; 18 (3): 413-417, https://doi.org/10.17531/ein.2016.3.13.

7. Endo T, Sunahara Y, Sato S, Katagi T. Resonant frequency and radiation efficiency of meander line antennas. Electronics & Commun. in Japan 2000; 83 (2): 52-58, https://doi.org/10.1002/(SICI)1520-6432(200001)83:1<52::AID-ECJB7>3.0.CO;2-7.

8. Fan J, Wang F, Sun Q, Bin F, Ye H, Liu Y. An Online Monitoring System for Oil Immersed Power Transformer Based on SnR02 GC Detector With a New Quantification Approach. IEEE Sensors Journal 2017; 17 (20): 6662-6671, https://doi.org/10.1109/JSEN.2017.2734072.

9. Gulski E, Koltunowicz W, Ariaans T, Behrmann G, Jongen R, Garnacho F, Kornhuber S, Ohtsuka S, Petzold F, Sanchez-Uran M, Siodla K, Tenbohlen S. Cigre Technical Brochure 662. Guidelines for partial discharge detection using conventional (IEC 60270) and unconventional methods, Paris 2016.

10. Mohassel J-A R. Meander Antennas (Doctoral dissertation), The University of Michigan 1982.

11. Judd M D, Farish O, Coventry P F. UHF couplers for GIS - sensitivity and specification. 10th Int. Symp. on High Voltage Engineering (ISH), Montreal 1997.

12. Judd M D, Yang L, Hunter I B. Partial Discharge Monitoring for Power Transformers Using UHF Sensors. Part 1: Sensors and Signal Interpretation, IEEE Electrical Insulation Magazine 2015; 21 (2): 5-14, https://doi.org/10.1009/MEI.2005.142214.

13. Koltunowicz W, Badicu L V, Broniecki U, Belkov A. Increased operation reliability of HV apparatus through PD monitoring, IEEE Transactions on Dielectrics and Electrical Insulation 2016; 23 (3): 1347-1354, https://doi.org/10.1109/TDEI.2015.005579.

14. Li J, Li X, Du L, Cao M, Qian G. An Intelligent Sensor for the Ultra-High-Frequency Partial Discharge Online Monitoring of Power Transformers. Energies 2016; 9 (5): 383-398, https://doi.org/10.3390/en09050383.

15. Liu J, Zhang G, Dong J, Wang J. Study on Miniaturized UHF Antennas for Partial Discharge Detection in High-Voltage Electrical Equipment. Sensors 2015; 15 (11): 29434-29451, https://doi.org/10.3390/s151129434.

16. Paska J. Chosen aspects of electric power system reliability optimization. Eksplatacja i Niezawodnosc - Maintenance and Reliability 2013; 15 (2): 202-208.

17. Przybytek P, Siodla K. Application of capacitive sensor for measuring water content in electro-insulating liquids. Eksplatacja i Niezawodnosc - Maintenance and Reliability 2016; 18 (2): 181-185, https://doi.org/10.17531/ein.2016.2.4.

18. Raja K, Devas F, Lelaidier S. Recognition of Discharge Sources Using UHF PD Signatures. IEEE Electrical Insulation Magazine 2002; 18 (5): 8-14, https://doi.org/10.1093/iet-map.2016.0154.

19. Raja K, Devas F, Lelaidier S. Recognition of Discharge Sources Using UHF PD Signatures. IEEE Electrical Insulation Magazine 2002; 18 (5): 8-14, https://doi.org/10.1093/iet-map.2016.0154.

20. Szymczak C, Sikorski W. Projektowanie i optymalizacja anten UHF do monitoringu wyładowań niezupełnych w transformatorze energetycznym. Przegląd Elektrotechniczny 2016; 10: 75-80, https://doi.org/10.1109/JSEN.2017.2735193.

21. Szymczak C, Sikorski W. Projektowanie i optymalizacja anten UHF do monitoringu wyładowań niezupełnych w transformatorze energetycznym. Przegląd Elektrotechniczny 2016; 10: 75-80, https://doi.org/10.1109/JSEN.2017.2735193.

22. Tenbohlen S, Beltle M, Tenbohlen S, Coenen S. Application of UHF sensors for PD measurement at power transformers. IEEE Transactions on Dielectrics and Electrical Insulation 2017; 24 (1): 331-339, https://doi.org/10.1109/TDEI.2016.005913.

23. Sikorski W, Walczak K, Przybytek P. Moisture Migration in an Oil-Paper Insulation System in Relation to Online Partial Discharge Monitoring of Power Transformers. Energies 2016; 9 (12): 1082-1098, https://doi.org/10.3390/en9121082.

24. Singhal S, Singh A K. CPW-fed hexagonal Sierpinski super wideband fractal antenna. IET Microwaves, Antennas & Propagation 2016; 10 (15): 1701-1707, https://doi.org/10.1049/iet-map.2016.0154.

25. Sun C, Ohodnicki P R, Stewart E M. Chemical Sensing Strategies for Real-Time Monitoring of Transformer Oil: A Review. IEEE Sensors Journal 2017; 17 (18): 5786-5806, https://doi.org/10.1109/JSEN.2017.2735193.

26. Szczepanek J, Sikorski W. Projektowanie i optymalizacja anten UHF do monitoringu wyładowań niezupełnych w transformatorze energetycznym. Przegląd Elektrotechniczny 2010; 10: 75-80, https://doi.org/10.15199/48.2016.10.18.

27. Tenbohlen S, Beltle M, Siegel M. PD monitoring of power transformers by UHF sensors. 2017 International Symposium on Electrical Insulating Materials (ISEIM), Toyohashi, Japan 2017: 303-306, https://doi.org/10.1109/ISEIM.2017.8088747.

28. Vinoy K J, Jose K A, Varadan V K, Varadan V V. Resonant Frequency of Hilbert Curve Fractal Antennas IEEE Transactions on Antennas and Propagation 2001, https://doi.org/10.1109/85.909374.

29. Vinoy K J, Jose K A, Varadan V K, Varadan V V. Resonant Frequency of Hilbert Curve Fractal Antennas IEEE Transactions on Antennas and Propagation 2001, https://doi.org/10.1109/85.909374.

30. Walczak K, Sikorski W, Gil W. Wielomodulowy system monitoringu wyładowań niezupełnych oparty na metodach EA, HF i UHF. Przegląd Elektrotechniczny 2016; 10: 5-9, https://doi.org/10.15199/48.2016.10.02.

31. Sanghvi S, Singh A K. CPW-fed hexagonal Sierpinski super wideband fractal antenna. IET Microwaves, Antennas & Propagation 2016; 10 (15): 1701-1707, https://doi.org/10.1049/iet-map.2016.0154.

32. Yang X, Chiochetti J, Papadopoulos D, Susman L. Fractal Antenna Elements and Arrays. Applied Microwave &Wireless 1999: 34-46.

33. Ziólek M, Kuffel E, Sikorski W, Staniek P, Siodla K. Location and recognition of partial discharge sources in a power transformer using advanced acoustic emission method. Przegląd Elektrotechniczny 2008; 84: 20-23.
IDENTIFYING THE CAUSES OF DETERIORATION IN THE SURFACE FINISH OF A WORKPIECE MACHINED ON A RAIL WHEEL LATHE

Operational problems often remain undetected until a machine is commissioned and first machining is attempted. Heavy-duty machines are a specific group of machine tools due to the character of their manufacturing process. As they are often manufactured as single units, which involves high production costs, there are no prototype versions built and no tests are performed on them. Therefore, before the machine is complete, computer simulation methods are often the only validation tools of a machine project at the stage of designing. The variety of applications and the individuality of production are the reasons for the lack of standards defining the rigidity and precision of the cutting process performed by heavy machine tools. In this case analysis, the authors are considering a heavy duty rail wheel lathe, in which some issues were found during its exploitation which make it impossible to achieve the required shape, dimensions and surface finish, while working at set parameters. This article presents a comprehensive approach to the identification of the form and frequency of a machine tool supporting structure’s self-vibrations and their potential sources in the case study of a horizontal lathe for railway wheelsets. The authors, drawing on the results of their long-standing research and their experience in the field of heavy machine tool design and testing, indicate self-excited vibrations as a key factor machine’s operational behaviour, which is rarely considered in this type of machines.

Keywords: self-excited vibrations, modal analysis, finite element method, machine tool CNC.

Problemy eksploatacyjne są często wykrywane dopiero po uruchomieniu maszyny i po pierwszych próbach obróbki. Obrabiarki ciężkie są specyfczną grupą maszyn do obróbki ze względu na charakter ich procesu produkcyjnego. W procesach produkcyjnych tego typu maszyny, ze względu na jednostkowy charakter produkcji i koszty, nie buduje się wersji prototypowych i nie wykonuje się na nich testów. Tym samym, przed wersją ostateczną, metody symulacji komputerowych są często jedynymi narzędziami walidacji projektu na etapie projektowania. Różnorodność zastosowań i indywidualność produkcji są przyczyną braku opracowanych norm określających sztywność i precyzję obróbki wykonywanej przez ciężkie obrabiarki. Autory rozpatrują przypadki ciężkiej do zestawów kół kolejowych, w której podczas eksploatacji stwierdzono pewne problemy, które uniemożliwiają wytwarzanie przy zadanym prędkościach w celu osiągnięcia pożądanego kształtu, wymiarów i jakości powierzchni. W artykule przedstawiono kompleksowe podejście do identyfikacji kształtu i częstotliwości drgań własnych konstrukcji nośnej obrabiarki oraz ich potencjalnych źródeł, na przykładzie poziomej tokarki dla zestawów kolejowych. Autorzy w swoich badaniach zgodnie z uzyskanymi wynikami i ich doświadczeniem z zakresu projektowania ciężkich obrabiarek i badań podkreślają drgania samowzbudne, które są rzadko brane pod uwagę w tego typu maszynach, ale mają znaczący wpływ na zachowanie modalne maszyny.

Słowa kluczowe: drgania samowzbudne, analiza modalna, metoda elementów skończonych, obrabiarka CNC.

1. Introduction

Due to the general tendency to increase machining efficiency and the evolution of machine tools toward the so called ‘High Speed Cutting’ direction, manufacturers of machine tools face new challenges. These are associated with the need for designing machine tools, where the engineering cannot be based on past experience and the tried and tested design solutions are no longer valid. Heavy-duty machine tools are a specific group of machine tools due to the nature of their production process [22, 23]. Bearing in mind a limited demand, the design and construction process as well as the manufacturing process are either small-scale or unit-intensive. As these machines are often manufactured as single units, which naturally results in high manufacturing costs, there are no prototype versions built and no tests are performed on them prior to the commissioning. Therefore, computer simulation methods are often the only validation tools available at the design stage, until the machine is complete. The variety of applications and the individuality of production are the reasons for the lack of standards, which would define the rigidity of the machine and the precision of the machining performed by heavy machine tools. The lack of prototype testing results in the fact that no corrections are made to wrongly designed solutions. Tight deadlines for new orders forces engineers to rely on tried and tested solutions, which are not always the optimal ones. Operational problems often remain undetected until a machine is commissioned and the first machining is attempted. The author’s experience shows that these problems are often connected with forced and self-excited vibrations, which limit the machine’s capabilities to meet the required cutting parameters. This situation also occurred in the case of the lathe discussed in this study. The dynamic properties of machine tools have a significant influence on the cut-
ting process and are considered among the most significant for the evaluation of a machine tool’s structure. They are often described by frequency characteristics which allow for evaluating the stability of the machine-process system. The machine’s dynamic properties may influence the dimensional accuracy and the surface roughness of a workpiece [24]. The analysis of the dynamic properties of a cutting machine’s support structures should be one of the basic steps of a machine tool construction process. This article presents a comprehensive approach to the identification of the form and frequency of machine tool supporting structure self-vibrations and their potential sources, using the example of a horizontal lathe for railway wheelsets.

The paper presents an innovative approach, unprecedented in the literature, to identify the causes of deterioration in surface finish of a workpiece machined on a rail wheel lathe. The approach is based on the use of numerical methods to determine the vibration frequencies of a workpiece being machined and of the machine components which are directly responsible for the accuracy of the cutting process.

2. Materials and methods

2.1. Characteristics of the research object

The smooth work of a rail with a wheelset requires a fixed profile and consistent quality of the wheelset contact surface. Specialised wheel and rail lathes are used for this purpose. The application of a rail wheel lathe for the regeneration of the wheelset contact surface needs dismounting the wheelset. These machines require high precision and efficiency of the process due to the constantly increasing demands for precision of the running components. In the process of facing a wheelset, vibrations may occur as a result of e.g. uneven wear of the contact surfaces [6, 10, 16, 19, 22, 28, 29]. The rotation of an unbalanced wheelset may be a source of vibrations and instability of the cutting process. Furthermore, it may generate great cutting forces during the machining which are transferred to machine components. Consequently, a wheel lathe should have a rigid and vibration-resistant structure [5, 7, 15, 18, 21, 25].

The analysed machine belongs to the group of blind wheel lathes, i.e. both the entry and the departure of a wheelset is from the front of the machine. During the machining the wheelset is fixed at both ends by means of claws ejected from the tailstocks. In addition, the wheelset rests on two rollers on either side and is frictionally driven by a third roller pressed against it from the top. This solution is currently becoming more and more popular. The use of a driving roller prevents the formation of a notch, which commonly occurs with solutions using driving centres. Such notch may be particularly dangerous in case of high-speed railways. This method of fixing increases the accuracy of rotation and reduces the radial runout. Also, the forces acting on the locating centres are reduced.

In order to effectively identify the causes of excessive vibrations in the lathe, an analytical and numerical analysis of vibrations in the “lathe – cutting process” system were applied. A hypothesis was formulated that a loss of stability of the “lathe – cutting process” system, i.e. the occurrence of self-excited vibrations was the cause of excessive vibrations. The analytical solution, that is increasing the limit of stability, requires determining the frequency of the self-excited vibrations in the first place, e.g. by solving the identity \( \text{Im}[K(j\omega)] = 0 \), where: \( w \) – pulsation of self-excited vibrations, \( K(j\omega) \) transmission of the open system, and then by determining the stability reserve. The stability reserve may be changed, e.g. by decreasing the dynamic susceptibility of the mechanical system or by changing the reinforcement coefficient in the cutting process. This classical method is tedious and difficult in the analytical procedure. Thanks to the numerical method (FEM) it was possible to identify the probable frequency of self-excited vibrations and test changes in the dynamic susceptibility of the mechanical system resulting from structural changes proposed.

2.2. Lathe model

Machining of a wheelset while maintaining the required cutting parameters showed the occurrence of vibrations in the LCWC system: (lathe, chuck, workpiece and cutting tool). In consequence, it was impossible to obtain the required machining accuracy and the resulting surface finish showed high waviness and roughness (Fig. 1).

Any attempts to identify the causes of this situation did not produce desirable results. Also, experimental studies according to [12], to determine the vibration frequencies occurring during the machining have been carried out (Fig. 2, Fig. 3).

An analysis of the kinematic chain of the propulsion system excluded the possibility of vibrations being induced in the propulsions. In order to determine the causes of vibrations and methods to counteract them, the finite element method was applied. A number of numerical analyses according to current trends in numerical simulations [2, 3, 4, 13, 14] were carried out on the lathe model for the evaluation of its static rigidity, the form and frequency of self-excited vibrations and the response of the system to harmonic extortion.

2.3. FEM model

In order to determine the dynamic properties of the lathe model ANSYS software has been used. For simulations the modal analysis module has been applied. With this module the first modal shapes and the corresponding frequencies have been designated. Discrete models of the wheel lathe have been developed basing on a CAD 3D model. The support has been designed independent as a FEM model. All of

![Fig. 1. Comparison of surface finish quality for different machining parameters A) A = 5mm, S= 90m/min, f = 1.5 mm/rot, d = 856mm B) A = 4mm, S= 90m/min, f = 1.5 mm/rot (21%) d = 856mm.](image)
the models have been designed as solids. Discretisation of models has been performed basing on finite 3D eight-node elements of HEXA type and four-node of TETRA type. The total number of finite elements of the entire lathe model with a wheel set equals to 949791 with 4092309 nodes. Views of the lathe model after discretization are shown in the figure (Fig. 4). The method of adopting the boundary conditions for the model of the entire lathe resulted from its foundation. Therefore, all degrees of freedom have been taken at the foundation of the bed. Due to the fact that the lathe bodies have been made as steel welded, the same material properties (appropriate for steel) for all elements of the models were adopted (Tab. 1).

### 3. Results and discussion

First of all, a modal analysis of the wheelset itself was performed by determining the frequencies and forms of self-excited vibrations for the support in the chuck (Fig. 5). The first of the bent forms is characterised by a frequency similar to the one obtained in experimental studies. The support in the chuck and accounting for the construction of the tailstocks should cause a decrease in the frequency and a better match with the results obtained during the experiment.

Subsequently, a modal analysis of the machine with a mounted wheelset was performed. As a result of the analyses (Fig.6), the same frequency of vibrations of the supports, the tailstocks and the wheelset were found for the first two forms of self-excited vibrations. The frequencies found are lower than those determined for the wheelset itself, which is due to the susceptibility of the wheelset supporting and locating system.

As a result of the analyses, it was also found that there was no effect of the change of the sliders’ position on self-excited frequencies. It can be observed that all of the eight resonance frequencies identified coincide with the results of experiments, and certain modal shapes may have a negative influence on machining accuracy.

The results of this analysis (Fig. 7) show inadequate rigidity of the structure. Despite the relatively high static rigidity of the supports, as measured at the cutter mounting site, they are a weak link in the structure. This is a result of their columnar structure, with the centre of

| Property                  | Structural steel |
|---------------------------|------------------|
| Young’s modulus [MPa]     | $2 \times 10^5$  |
| Poisson’s ratio           | 0.3              |
| Density [kg/m$^3$]        | 7850             |
Fig. 6. The first three forms of vibration of the wheel lathe corresponding to the frequencies:

a) $f_1 = 35 \text{ Hz}$; b) $f_2 = 37 \text{ Hz}$; c) $f_3 = 41 \text{ Hz}$

Fig. 7. Determination of the frequency of the lathe's own vibrations for different slider positions.

Fig. 8. The results of analyses of displacements to the force 3kN applied on top of the carriage:

a) load and restraint conditions, b) resultant displacements
Fig. 10. Displacement of a point in the lower part of the slider to force the vibration frequency of the machine. Introducing a vibration eliminator in the form of an additional mass of properly selected damping could be another solution. However, as shown by subsequent numerical analyses of the machine, this solution would not significantly change the vibration frequency, only slightly altering their amplitude (Fig. 9, Fig. 10). As a result, we remain within the resonant frequency range.

The third solution involves structural changes made to the upper part of the bed and a change of the supports’ structure. This may significantly improve the machine’s operating properties. However, this requires a design project, a numerical analysis of the proposed solution and a shutdown of the machine to make it available for introducing changes in its structure. The final proposal also involves an intervention in the existing structure by filling in selected body parts with polymeric concrete. As a result, we would not obtain a significant change in frequency, so the machine would continue to work in its resonance range, but we should reduce the vibration amplitude even by several times.

4. Conclusions

This attempt to improve a wheelset lathe operation accuracy shows that it is a very difficult task at the exploitation stage. First, experimental research is required, e.g. an analysis of vibrations occurring during the machining. In the next step, it is necessary to develop a model and carry out some numerical analyses to obtain reference results for further analyses. With the data collected (including the machine’s own frequencies and rigidity indexes) it is possible to begin structural modifications. At this stage, the possibilities are very limited and the results obtained will not always be satisfactory. Therefore, introducing a new design solution or improving the current machining parameters should be done at the design stage. This may help to reduce or avoid the machining issues described in this article.

Dynamic extortions in wheel lathes generally have low frequency as rotational speeds of spindles are in the order of 1–2 Hz. Therefore, the occurrence of vibrations in the range of several dozen Hz cannot be interpreted as forced vibration. The causes for vibrations in this range should be sought in the loss of stability, that is: the occurrence of self-excited vibrations [11, 20, 22]. Self-excited vibrations are created in closed systems (Fig. 11a, b), where apart from the mechanical system, there is also a cutting process. Their appearance depends both on the dynamic susceptibility of the mechanical system W(jω) and on the model of the cutting process KPS(jω) [9, 17, 24].

According to the Nyquist criterion, a loss of stability (which is equivalent to the occurrence of self-excited vibrations) happens when the spectral characteristics of an open system Ks(jω) = W(jω) KPS(jω) does not include point (-1, jω) (Fig.11c), that is, when the inequality Ks(jω) = W(jω) KPS(jω)>1 (Ks(jω) characteristic is negative in the frequency range of self-excitation). Therefore, if the dynamic susceptibility of a mechanical system is high, e.g. due to low static rigidity, the stability condition may not be fulfilled and self-excited vibrations occur.

A characteristic feature of self-excited oscillations is that their frequency is close to one of the mechanical system’s own vibration frequencies. If such vibrations occur, the natural way to eliminate them is a structural change which leads to a change in the self-excited vibration frequency. For an
existing machine, it is practically impossible. Then there are other solutions left [1,8] which can be named as technological. They involve changes in the machining parameters, i.e. changes of $K_{sp}(j_0)$.

Since the frequency of self-excited vibrations is close to one of the mechanical vibration frequencies of the mechanical system, the modal analysis allows for its identification. The classical method of determining the frequency of self-excitational vibrations is to solve the condition $\text{Im}[K_{sp}(j_0)] = 0$, where $\omega_0$ represents self-excited vibration pulsation, but this method requires the knowledge of the dynamics of the cutting process $K_{sp}(j_0)$.
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The intensity of use of motor vehicles and the range of the transport jobs performed change during the many-year operation of such vehicles. The changes are introduced in result of ongoing analyses of actual current vehicle operation costs, reliability, and performance characteristics. The changes in the vehicle operation process, taking place with vehicle’s age, were analysed on the grounds of the mileage of over 9,000 motor trucks. The analysis covered a 20-year period of vehicle operation. The analysis results were used to estimate the mathematical models that describe the basic characteristics of the mileage growth process, with changes in these characteristics as observed in the recent years along with an intensive development of the road transport in Poland. Models of vehicle mileage growth have been developed for seven categories of engine cubic capacity. The coefficients of model equations have been given and the accuracy of the mileage values calculated on these grounds has been comprehensively evaluated. The relative measures of the scatter in the mileage values obtained from these models do not exceed 12% of the average values determined from experimental data. A procedure has been proposed that leads to evaluating the mileage growth process and is based on the experience having already been gained in this field. It has been shown that the mileage growth process is strongly related to the engine cubic capacity. The mileage growth process is an important source of information for the planning of vehicle operation, forecasting of costs, and estimating of exhaust emissions and energy consumption in the whole cycle of operation of motor vehicles by transport companies.

Keywords: motor vehicle mileage, motor vehicle operation, motor trucks, estimation of motor vehicle mileage.

1. Introduction and analysis of the current state of knowledge in this field

Motor trucks are selected according to the transport tasks planned. There are many factors of considerable importance for the vehicle selection, such as load capacity, unladen mass, fuel consumption, or engine cubic capacity. They are interrelated, e.g. the engine capacity has an impact on the power output and fuel consumption. During the many-year operation of motor vehicles, changes take place in the intensity of use of such vehicles and in the range of the transport jobs performed. The intensity of vehicle use is chiefly measured by the rate of growth in vehicle mileage. The vehicle mileage values constitute a basis for vehicle operation planning and cost forecasting. The vehicle mileage is taken into account in various ways to estimate e.g. insurance risk [6, 15], exhaust emissions [1, 5, 12, 27], or costs of fuel, tyres, or spare parts [16, 23]. The publications concerning this subject matter are predominantly dedicated to the intensity of use of motor cars [5, 6, 9, 12, 23]. However, the average annual mileage of heavy goods vehicles (HGV) is many times as high as that of motor cars (MC). As an example, the HGV to MC mileage ratio reported for the UK in 2006 exceeded 3.5 [25]. Moreover, the intensity of MC operation has been recently decreasing [13, 20].

In Poland, a high rate of growth in the motor truck traffic is now observed [14]. The mileage of motor trucks with up to 3 500 kg (3.5 t) gross vehicle mass (GVM) is often compared with that of motor cars [23, 26]. The light motor trucks, popularly referred to as local transport vehicles (LTV) or light commercial vehicles (LCV), are chiefly used for distribution-type jobs. According to catalogues [7],...
the mileage of motor trucks with up to 3.5 t GVM, after 10 years in service, exceeds that of motor cars with comparable engine cubic capacity by 30%. By contrast, the mileage values for HGVs (with GVM exceeding 3.5 t) are higher than those for motor cars by more than 300%. Increasingly often attention is paid to the negative effects of road transport, which include the external costs such as exhaust emission effects and high fatality of road accidents [4, 18]. In the UK, the number of fatal accidents with HGV drivers is 1.8 per 100 million km and it is twice as high as that with motor car drivers [2]. The high intensity of motor truck operation determines the rate of replacement of the fleet of such vehicles in Poland. In consequence, the motor trucks aged up to 5 years perform 49.5% of cargo transport jobs (in ton-kilometres) and those aged up to 10 years carry out as much as 82.4% of such jobs [22, 24]. Motor trucks having been operated for more than 20 years are rarely seen on roads and their share in the transport work is 0.5% [19].

The problem will be analysed in connection with the engine cubic capacity value. The models having been developed will facilitate the analysis of the mileage growth rate, recognition of the major tendencies, and identification of the development trends in the successive periods of vehicle operation. The models of the mileage growth process are often the main source of information in the prognostic calculations of the trends to develop and of the values of the indicators that help to manage the operation of a motor vehicle fleet. The research conducted in this field provides anticipating information about vehicles’ mileage growth, rate of approaching the planned or target mileage, current advancement in reaching this mileage and the maximum time of cost-effective vehicle use, termination of the vehicle use, replacement of vehicle fleet, or modifications to the operation of the fleet [3, 10, 11, 21].

This work consists of several successive stages, which include analysis of data and estimation of the models and model accuracy. Detailed and current data about the intensity of operation of motor trucks (i.e. HGVs and LTVs), based on a large dataset, are not easily available. There is a lack of data about the LTV mileage growth process and about the relation between this process and the engine cubic capacity. There is also a lack of current information how the increasing number and diversity of motor trucks influenced the intensity of operation of such vehicles in Poland.

2. Characterization of the dataset

The information about motor vehicles and their mileage was collected on the grounds of:
- surveys carried out among motor truck drivers;
- information about vehicles’ mileage and characteristics recorded during mandatory periodical inspections carried out at Vehicle Testing Stations (VTS);
- analysis of post-accident motor truck inspection records.

Apart from other information, the dataset includes basic technical data of the vehicle, date of first registration, and mileage covered in Poland. The data concerning special motor vehicles and vehicles with load capacity below 500 kg as well as vehicles with monthly mileage values below 100 km/m and above 25 000 km/m were excluded from the dataset; the upper limit was adopted because in practice the very high monthly mileage values are hardly achievable in the conditions of road traffic in Poland. The vehicle models that predominated in the dataset have been specified in Tables 1a and 1b.

Note: The GVM and engine cubic capacity values have been confirmed in catalogues [7].

In the dataset, the same vehicle makes can be seen that predominated in numerical summaries of the first registrations in Poland. For example: Citroen, Ford, Fiat, Mercedes-Benz, Peugeot, Renault, and Volkswagen predominated in the set of local transport vehicles. The same vehicle makes have been indicated as predominating among the first registrations of LTVs in the Automotive Industry Reports of 2008, 2014, and 2016 [22]. In the group of vehicles with GVM exceeding 3.5 tons (metric), DAF, Iveco, MAN, Mercedes-Benz, Renault Trucks, Scania, and Volvo Trucks are the makes that predominate in the number of HGV sales in the Polish market and in the number of first registrations of such vehicles [22]. The same makes predominate in Table 1b.

3. Procedure of evaluation of the mileage growth process

Very wide scatter can be observed in the motor truck mileage values after vehicle operation periods of the same duration. This scatter results from very diverse transport jobs performed and from variations in the intensity of vehicle operation. This characteristic feature of the motor truck mileage is confirmed by multiannual statistics. For illustration: the average annual mileage of such vehicles in the UK has been determined as 79 000 km with a standard deviation of 63 000 km, according to [17].

To find a relatively representative image of the process of growth in the motor truck mileage in Poland with taking into account the

Table 1a. Motor trucks belonging to the group of GVM ≤ 3.5 t

| Engine cubic capacity category [cm³] | Vehicle makes and models | GVM [tons (metric)] | Example engine capacity values [cm³] |
|-------------------------------------|--------------------------|---------------------|-------------------------------------|
| Up to 1499                          | Citroen Berlingo 1.4; Fiat Doblo Cargo; Opel Combo CDTI; Peugeot Partner 1.4; Renault Kangoo Express III dCi; Volkswagen Caddy L 1.4 | 1.6; 1.7; 1.9; 2.2; 2.3; 2.4 | 1 197; 1 248; 1 360; 1 390; 1 461 |
| 1 500-1 999                         | Citroen Berlingo 1.9D, Berlingo II 1.6 HDi; Fiat Doblo Cargo TD; Ford FT280; Opel Combo Diesel, Combo 1.7D; Vivaro CDTI; Peugeot Partner II HDi; Renault Kangoo D, Traffic DCI; Volkswagen Caddy 1.9CDI, Transporter T5 TDI | 1.6; 1.8; 1.9; 2.0; 2.2; 2.7; 3.0 | 1 560; 1 686; 1 910; 1 968; 1 999 |
| 2 000-2 499                         | Citroen Jumper 35HDi; Fiat Ducato 30Mj; Ford FT 350 TDCi, Transit; Mercedes Sprinter 208, 313, Vito 110, 115; Opel Vivaro CDTI; Peugeot Boxer 335 HDi; Renault Master G; TD, Traffic dCi; Volkswagen Transporter T4 SD | 2.6; 2.7; 2.8; 2.9; 3.0; 3.1; 3.5 | 2 148; 2 151; 2 163; 2 198; 2 299; 2 370; 2 402; 2 464 |
| 2 500-2 999                         | Fiat Ducato 10, Maxi 35 MJ; Iveco Daily 35 C, 35; Mercedes Sprinter 210, Vito CDI; Peugeot Boxer 435 HDI; Renault Master Maxi | 2.8; 2.9; 3.5 | 2 798; 2 800; 2 874; 2 953; 2 987; 2 998 |
above as well as the results of the calculations carried out previously [19], a procedure consisting of the following stages was prepared:

- data collection;
- analysis of the data, with dividing the dataset into subsets;
- estimation of the average mileage values with determining the coefficient of variation;
- removal of outliers;
- approximation of the relation between the mileage and the vehicle operation time;
- estimation of the mileage growth models;
- evaluation of the accuracy of the estimators determined for the mileage growth models.

In the calculations, the following notation was adopted for the basic quantities:

- $L_i$ – mileage covered by the $i$th vehicle during time $t_i$;
- $L_{10}, L_{20}$ – total vehicle mileage after 10 and 20 years of vehicle operation, respectively;
- $X, M, Q$ – arithmetic mean, median, and quantile, respectively;
- $S$ – standard deviation;
- $W$ – relative coefficient of variation;
- $R, \varphi$ – coefficient of determination and fraction of variance unexplained (FVU), respectively.

The scope of the work done at individual stages of the procedure, denoted by A1, A2, etc., has been described below.

**A1.** The data collection stage pertains to the motor trucks that are currently participating in the road cargo transport. In result of this stage, a representative dataset should be obtained that would include at least the technical specifications, mileage, and period of operation of individual vehicles. At this stage, it is important that various information sources should be used for the dataset formed to be representative.

**A2.** The analysis of the data collected should make it possible to clear the dataset, in a reasonable way, of the data that might adversely affect the calculation results, e.g. to remove the data of motor cars and car-based vehicles, which may be registered in Poland as accepted for cargo transport (or, more precisely, as passenger/cargo vehicles). At this stage, certain subsets are separated, which consist of uniform-category vehicles (e.g. vehicles for local, interurban, or international transport). The vehicles of individual categories are used for different transport jobs, which have an impact on the vehicle mileage. The division of a dataset depends on the dataset size and on the exact objective of the calculations.

The data analysis was based on an assumption made that it would cover a 20-year period of vehicle operation and the distance travelled by the end of such a period was referred to as "target mileage" (expressed in kilometres). The vehicles that were operated within this period for less than 3 months or that were more than 242 months old were not taken into account. The vehicles operated for only the first two months of the period under analysis were ignored because of very wide scatter in the values of the mileage covered by them during that time.

At this stage, the motor trucks of each category were divided into $n$ subgroups. The vehicles whose operation time $t_i$ was within the interval:

$$T_k < t_i \leq T_{k+1}$$  \hspace{1cm} (1)

were counted in the $k$th subgroup. The limits of disjoint time intervals were defined with a monthly step, i.e.:

$$T_k = 12(k - 1)$$  \hspace{1cm} (2)

and, additionally, $T_1 = 2$ months and $T_n = 242$ months. \hspace{1cm} (3)

The separation of subgroups in which the numbers of vehicles would be adequate for research purposes (i.e. would be not less than a required minimum denoted by $m_0$) makes a basis for further calculations. In many cases, vehicles are divided into subgroups that cover successive vehicle operation periods whose length is $T_0 = 12$ months.

**A3.** At the stage of estimation of the average mileage values in individual subgroups, the scope of calculations was defined with taking into account, *inter alia*, the following premises:

- the arithmetic mean is an estimator rather insusceptible to an error in the evaluation of the properties of a dataset but it is susceptible to outliers (extreme values).

### Table 1b: Motor trucks belonging to the group of GVM > 3.5 t

| Engine cubic capacity category [cm³] | Vehicle makes and models | GVM [tons (metric)] | Example engine capacity values [cm³] |
|-------------------------------------|--------------------------|--------------------|-------------------------------------|
| 2 500-9 999                         | Iveco Eurocargo, Stralis ML, ML180; MAN M2000, TGL; Mercedes-Benz 5080, 515 CDI; Sprinter; 814, 1114...1320, Atego; Volvo FL, FE, FM | 4.6; 5.0; 6.0; 7.5; 8.0; 8.6; 10.0; 12.0; 13.0; 16; 18.0; 20.0 | 2 874; 3 908; 3 920; 4 249; 4 250; 4 580; 5 880; 5 958; 6 374; 6 871; 7 146; 9 364; 9 603 |
| 10 000-11 999                       | MAN TGA, TGX, TGS; Mercedes-Benz Actros, Axor; Renault Premium, Premium Route; Scania 114, 124, R380, 124/420, 124/4 70, R420; R480; | 18.0; 18.6; 19.0; 25.0; 26.0 | 10 300; 10 308; 10 318; 10 518; 10 520; 10 600; 10 635; 10 640; 10 837; 11 100; 11 116; 11 700; 11 705; 11 946; 11 967 |
| 12 000+                             | DAF XF’95, XF105; Iveco Stralis; MAN F2000, TG, TGA; Renault Magnum; Scania R440, R480, G440; Volvo FH12, FH16, FH400, FH440, FH480, FH500 | 18.0; 18.1; 18.6; 19.0; 26.0 | 12 100; 12 130; 12 771; 12 777; 12 780; 12 580; 12 740; 12 777; 12 780; 12 816; 12 880; 12 882; 12 895; 12 902 |
the median is rather insusceptible to outliers, but it is unsuitable for statistical calculations.
- the average monthly mileage value calculated by dividing the total mileage value by the number of months of the vehicle operation period is burdened with an error arising from changes in the mileage growth rate with vehicle operation time.

In each subgroup, the vehicle mileage \( L \) was treated as a random variable and \( L_i \) was the kth value of this variable. In the kth subgroup that consisted of \( m \geq m_0 \) vehicles, the following operations were carried out:

B1. Forming of a series of mileage values \( L_{0k} \{ L_1, \ldots, L_{m}, \ldots, L_m \} \) consisting of members arranged in ascending order.

B2. Calculation of the estimators: arithmetic mean \( X_{0k} \{ \bar{t} \} \), median \( M_{0k} \{ \bar{t} \} \), quantiles \( Q_{0k} \{ \bar{t} \} \) and \( Q_{3k} \{ \bar{t} \} \), and relative coefficient of variation \( W_{0k} \{ \tau \} \) as the following quotient:

\[
W_{0k} = \frac{S_{0k}}{\bar{X}_{0k}}
\]

where \( S_{0k} \) is standard deviation, \( \bar{t} \) is the central value of the vehicle operation period in the kth subgroup, and \( Q_{0k} \{ \bar{t} \} \) and \( Q_{3k} \{ \bar{t} \} \) are the lower and upper quantile, respectively.

In result of these calculations, the following series of discrete values were obtained for every vehicle category:

\[
X_{0k}\{X_{0k}\{\bar{t}_k\}, k = 1, 2, \ldots, n\}, M_{0k}\{M_{0k}\{\bar{t}_k\}, k = 1, 2, \ldots, n\}, W_{0k}\{W_{0k}\{\tau_k\}, k = 1, 2, \ldots, n\}
\]

A4. Results of the calculations carried out at stage A3 make it possible to estimate the coefficient of mileage variation, the value of which shows whether the removal of outliers is necessary. High \( W_{0k} \) values indicate excessive scatter in the mileage values in the kth subgroup. If the scatter is wide, the average mileage value in a specific subgroup not always adequately characterizes the mean mileage level. In such a case, efforts should be made to reduce the impact of the values that differ from the average in the subgroup on the results of further calculations. The steps of this kind taken in the kth subgroup may be divided into two sub-stages. At the first one, a series denoted by \( L_{3k} \) was formed by removing 10 % of the first and last members of \( L_{0k} \), i.e. the lowest and highest mileage values. Thus, the \( L_{3k} \) series consisted of \( m - 2m_e \) members, i.e.

\[
L_{3k}\{L_{mE+1}, L_{mE+2}, \ldots, L_{m-mE}\}, m_E = E(0.1m)
\]

where operator E has the meaning of rounding off to the nearest integer.

At the second sub-stage, a series denoted by \( L_{0k} \) was formed by clearing \( L_{0k} \) of the members where the \( L_i \) values were covered by the criterion:

\[
L_i \leq Q_{1k} \text{ or } L_i \geq Q_{3k}
\]

Following this operation, the \( L_{0k} \) series consisted of members situated centrally in \( L_{0k} \) and falling within the range \( Q_{1k} \leq L_i \leq Q_{3k} \).

After the removal of the outlying mileage values, the numbers of vehicles in individual subgroups decreases. In consequence, the numbers of vehicles in some subgroups may become \( m < m_0 \). If the kth subgroup consists of less than \( m_0 \) vehicles, it should be merged with subgroup \( k+1 \). The subgroup thus combined will consist of vehicles whose operation time would fall within the interval:

\[
T_k < t_i \leq T_{k+2},
\]

which is twice as wide as those considered previously.

Therefore, an operation was carried out to reduce the width of such “double” intervals to \( T_0 \) months with maintaining the natural scatter in the vehicle mileage values. With this objective in view, the mean mileage value \( X_{E3k} \) and the central value of the vehicle operation time \( \tau_{E3k} \) for the combined subgroup was calculated. Now, the \( X_{E3k} \) and \( \tau_{E3k} \) values were used to determine the deviation of the monthly mileage (\( PM_k \)) for the kth vehicle of the subgroups combined together:

\[
PM_k = \frac{L_i - X_{E3k}}{\tau_{E3k}}
\]

For the vehicles where \( |t_i - \tau_{E3k}| \geq 0.5T_0 \) (i.e. whose operation time was longer or shorter than \( \tau_{E3k} \) by more than 0.5\( T_0 \) months), a reduced mileage value \( L_{ij} \) and a reduced vehicle operation time \( t_{ij} \) were calculated as follows:

\[
L_{ij} = L_i + 0.5PM_k (t_i - \tau_{E3k})
\]

\[
t_{ij} = t_i + 0.5(t_i - \tau_{E3k})
\]

In result of the above calculations, new parameters denoted by \( L_{ij} \) and \( t_{ij} \) were obtained for the kth vehicle. They were substituted for the parameters \( L_i \) and \( t_i \) used previously and they already fell within the time interval:

\[
\tau_{E3k} - 0.5T_0 < t_{ij} \leq \tau_{E3k} + 0.5T_0
\]

The new subgroup, formed by merger of subgroups \( k \) and \( k+1 \), has characteristics similar to those of the subgroups that consisted of at least \( m_0 \) vehicles when they were initially defined. After these calculations, the diversity of the vehicle mileage and operation time values remained close to that recorded originally, although the said values were reduced to fall within the interval as defined by (12). The diversity of the mileage values \( L_i \) must be maintained in the subgroup merging process for the same procedure, with two sub-stages of removing the mileage outliers, to remain applicable when forming the \( L_{E3k} \) and \( L_{0k} \) series.

The values of members of the \( L_{E3k} \) and \( L_{0k} \) series were used to determine series of the following discrete values for each vehicle category:

\[
X_{E,Q,k}\{X_{E,Q,k}\{\bar{t}_k\}, k = 1, 2, \ldots, n_0\}
\]

where \( X_{E,Q,k} \) represents series \( X_{E,q} \) and \( X_{Q,k} \), respectively, and \( n_0 < n \) in result of the merger of some subgroups.

A5. At this stage, a transition takes place from the series of discrete averaged values \( M_{0k} \), \( X_{0k} \), and \( X_{E,k} \) in vehicle subgroups to a continuous function. This is done by approximating the dependence of the averaged vehicle mileage values on the vehicle operation time. In this work, the approximation was done by regression lines. In result of the approximation process, continuous functions in the form as follows were obtained, describing the vehicle mileage growth with vehicle operation time:

\[
\tilde{y}_q = f_q(t)
\]

In consideration of the properties of the process of approximation based on regression lines, including strong dependence of the course
of such lines on the degree of the approximating polynomial and on the number of the data available and on their nature, the approximating functions were determined in two ways:

– by using models with a 3\textsuperscript{rd} degree polynomial based on three series, i.e. $M_0, X_E, \text{ and } X_Q$, the following was calculated:

\[
\hat{y}_{E,Q,M} = f_{E,Q,M}(t);
\]

(15)

– by selecting models with 2\textsuperscript{nd} and 4\textsuperscript{th} degree polynomials based on the $X_Q$ series of values, the following was obtained:

\[
\hat{y}_{W,2,W,4} = f_{W,2,W,4}(t)
\]

(16)

where subscripts $n_2$ and $n_4$ correspond to the degree of the polynomial.

In total, five approximating functions were calculated for each vehicle category.

A6. The estimation of the vehicle mileage growth models so that they were burdened with the smallest possible error was based on the combined use of approximating functions (15) and (16) for determining averaged functions on these grounds. The method of moving average was used to calculate the values:

\[
Y_A(t), k = 1, 2, ..., n_0
\]

that provided a basis for the estimation of the averaged approximating function:

\[
\hat{y}_A = f_A(t)
\]

(17)

The averaged approximating function (17) was treated as an estimator of the mileage growth model prepared for motor trucks.

A7. The evaluation of the accuracy of this estimator was based on absolute and relative indicators. The following absolute indicators were used (based on [8, 28]):

– standard error of estimation:

\[
S_{E,Q,M} = \sqrt{\frac{1}{n_0 - 2} \sum_{k=1}^{n_0} \varepsilon_{E_k,Q_k,M_k}^2}
\]

(18)

where: $\varepsilon_{E_k,Q_k,M_k} = y_{E_k,Q_k,M_k} - \hat{y}_{Ak}$; $y_{E_k,Q_k,M_k}$ – empirical values, i.e. the $k$\textsuperscript{th} members of series $X_E, X_Q, \text{ and } M_0$, respectively; $\hat{y}_{Ak}$ – mileage value obtained from model (17); $z$ – number of explanatory variables in the model;

– mean absolute error:

\[
\bar{\varepsilon}_{E,Q,M} = \frac{1}{n_0} \sum_{k=1}^{n_0} y_{E_k,Q_k,M_k}
\]

(19)

The relative indicators used included:

– coefficient of determination related to the values of $X_E, X_Q, \text{ and } M_0$, i.e.

\[
R_{E,Q,M}^2 = \frac{\sum_{k=1}^{n_0} (\hat{y}_{Ak} - \bar{y}_{E,Q,M})^2}{\sum_{k=1}^{n_0} (y_{E_k,Q_k,M_k} - \bar{y}_{E,Q,M})^2}
\]

(20)

– coefficient of variation in the error of estimation:

\[
V_{E,Q,M} = \frac{S_{E,Q,M} \times 100\%}{\bar{y}_{E,Q,M}}
\]

(21)

where: $\bar{y}_{E,Q,M}$ – average value of series $X_E, X_Q, \text{ and } M_0$, respectively;

– fraction of variance unexplained (FVU):

\[
\hat{\sigma}_E^2_{E,Q,M} = \sum_{k=1}^{n_0} (y_{E_k,Q_k,M_k} - \bar{y}_{E,Q,M})^2
\]

(22)

\[
\sum_{k=1}^{n_0} (y_{E_k,Q_k,M_k} - \bar{y}_{E,Q,M})^2
\]

The symbol $S_{E,Q,M}$ covers three quantities, i.e. $S_{E}, S_{Q}$, and $S_{M}$, which are calculated from $X_E, X_Q, \text{ or } M_0$, as appropriate. The same subscripts have been used in equations (18)-(22).

The determination of the estimator evaluation indicators is the final step of the procedure, which was followed in practice at the evaluation of the process of growth in the motor truck mileage during the 20-year vehicle operation period.

4. Example implementation of the procedure developed

At the initial data collection stage, the vehicles were divided into two groups, based on the GVM value, i.e. up to and above 3.5 tons (metric). Thus, two separate datasets were formed, which covered 5 084 vehicles of the first group and 3 855 vehicles of the other one.

The distribution of the number of vehicles, by age, in both groups has been shown in Fig. 1. Both in the dataset and in the real road cargo transport, the vehicles having been operated for up to 10 years predominate.
In Fig. 3, the engine cubic capacity values have been grouped in ranges of up to 1 000 cm³, 1 001-1 200 cm³, and so on. In consideration of the above, the distribution of engine capacity values as shown in Fig. 2, and classification adopted in [22, 24], the vehicles under analysis have been divided into engine capacity categories as follows:

- four categories in the group of local transport (delivery) vehicles (LTV);
- three categories in the group of heavy goods vehicles (HGV, with more than 3.5 metric tons GVM).

The limits of individual engine capacity categories and percentage of vehicles of individual categories in both groups have been presented in Table 2.

In each category, the vehicles were divided into n = 20 subgroups, based on the vehicle operation time, which was determined with 1 month accuracy, according to (1)-(3). The subgroups varied in size, with 63 vehicles per subgroup, on average, in the group of vehicles with GVM of up to 3.5 t and 64 vehicles per subgroup, on average, in the group of vehicles with GVM of above 3.5 t. The first subgroup consisted of vehicles whose operation time ranged from 3 months to 12 months; in the other one, there were vehicles having been operated for 13-24 months. When forming the subgroups, an assumption was made that a subgroup should consist of not less than \( m_0 = 20 \) vehicles. However, there were more than 10 subgroups where the number of vehicles remained below this minimum, in spite of a long data collection time (3 years). For these subgroups, the calculations to be done at stage A3 were not carried out. Only when these subgroups were merged with the next ones (at stage A4), the data about the vehicles of these subgroups were taken for further computations.

In the subgroups, the estimators of arithmetic mean \( X_{0k} (\tau_k) \), median \( M_{0k} (\tau_k) \), quantiles \( Q_{1k} (\tau_k) \) and \( Q_{3k} (\tau_k) \), and relative coefficient of variation \( W_{0k} (\tau_k) \) were calculated. Example results of calculations carried out for the subgroups of vehicles belonging to category S02 have been presented in Fig. 4. Gradual growth in \( X_{0k} \) and \( M_{0k} \) with increasing \( \tau_k \) as well as high values of the coefficient of variation \( W_{0k} \) can be seen in the graphs.

High values of the relative coefficient of variation \((W > 0.4)\) can be seen in Fig. 4 and for many vehicle subgroups, especially for \( k \leq 4 \). This shows that the average value not always adequately characterizes the mean mileage level. Therefore, 10 % of the first and last members were removed at stage A4 from \( L_{0k} \) in the subgroups and thus the \( L_{Ek} \) series were formed. Then, on the grounds of results of calculation of quantiles \( Q_{1k} (\tau_k) \) and \( Q_{3k} (\tau_k) \), the \( L_{0k} \) series were cleared of the vehicles whose mileage was covered by the following criterion:

\[
L_k \leq Q_{1k} \text{ or } L_k \geq Q_{3k}
\]

In result of the above, the series \( L_{Ek} \) and \( L_{Qk} \) of mileage values were formed, whose members were situated centrally in \( L_{0k} \).

When these operations were completed, all the \( 20 \times 7 = 140 \) subgroups under analysis included 37 ones with \( m < 20 \) (i.e. which consisted of less than 20 vehicles). Therefore, the undersized subgroups were merged with the next ones. The new series of mileage values \( L_{Ek} \) and \( L_{Qk} \) were used for determining discrete estimator values, based on (4) and (13), i.e.
where, as an example:

\[
W_{Ek} = \frac{S_{Ek}}{X_{Ek}}, \quad W_{Qk} = \frac{S_{Qk}}{X_{Qk}}
\]

\(S_{Ek}\) and \(S_{Qk}\) are standard deviations and \(W_{Ek}\) and \(W_{Qk}\) are coefficients of variation in mileage values in series \(LE_k\) and \(LQ_k\).

Examples of the calculation results have been presented in Table 3.

These calculation results were used to evaluate the effectiveness of the outliers-removal operation. Attention was paid to the impact of the outliers-removal operation used on the average mileage values in individual subgroups and on the values of the coefficient of variation. The \(X_{0k}, X_{Ek}, \) and \(X_{Qk}\) values in Table 3 do not differ very much from each other. They insignificantly changed with the removal of outliers in individual subgroups, in particular:

- \(X_{0k} > X_{Ek} > X_{Qk}\), when the average values were chiefly affected by very high mileage values \(L_j\);
- \(X_{0k} < X_{Ek} < X_{Qk}\), when a predominating impact was exerted by very low values \(L_j\).

An analysis of values \(W'(W_0, W_E, W_Q)\), based on calculation results obtained for all the vehicle categories, revealed beneficial effects of the removal of outliers from \(L_E\) and \(L_Q\). This is confirmed by the \(W_E\) and \(W_Q\) values being definitely lower than \(W_0\) (see Table 3). Desirable effects of the outliers-removal operation has also been illustrated in Fig. 5 by the relations between the extreme \(L_j\) values in series \(L_0\), \(L_E\), and \(L_Q\) and the \(X_{0k}, X_{Ek}, \) and \(X_{Qk}\) values. The calculation results have been presented in percentage terms, where the average values in individual subsets were assumed as 100 %.

Fig. 6 shows example curves representing the approximating functions determined according to (15) and (16). Figs 6a and 6c shows values \(X_{Ek}, X_{Qk}, \) and \(M_{0k}\) (points in the graphs) and the functions that approximate the mileage growth process for vehicles of categories S03 and S12, based on models with a 3rd degree polynomial and marked

---

**Table 2. Limits of individual engine capacity categories \([\text{cm}^3]\) and percentage of vehicles of individual categories in both groups**

| Engine cubic capacity \([\text{cm}^3]\), GVM \(\leq 3.5\) t | Vehicle category symbol | Percentage [%] in the group of GVM \(\leq 3.5\) t | Engine cubic capacity \([\text{cm}^3]\), GVM > 3.5 t | Vehicle category symbol | Percentage [%] in the group of GVM > 3.5 t |
|-------------------------------------------------|--------------------------|-----------------|-----------------|--------------------------|-----------------|
| Up to 1 499                                       | S01                      | 13.0            | 2 500-9 999     | S02                      | 14.1            |
| 1 500-1 999                                      | S02                      | 28.6            | 10 000-11 999   | S10                      | 46.3            |
| 2 000-2 499                                      | S03                      | 45.4            | 12 000 and more | S12                      | 39.6            |
| 2 500-2 999                                      | S04                      | 13.0            | -               | -                        | -               |

---

**Table 3. Values of the mileage and coefficient of variation for a few values of \(\tau_k\)**

| Vehicle category: S02 | Years of vehicle operation, \(\tau_k\) | \(X_{0k}\) [km] | \(X_{Ek}\) [km] | \(X_{Qk}\) [km] | \(W_{0k}\) | \(W_{Ek}\) | \(W_{Qk}\) |
|----------------------|----------------------------------------|-----------------|-----------------|-----------------|-----------|-----------|-----------|
|                      | 2.5                                    | 75 120          | 68 320          | 68 320          | 0.627     | 0.403     | 0.242     |
|                      | 8.5                                    | 212 850         | 207 140         | 202 930         | 0.422     | 0.261     | 0.123     |
|                      | 16.0                                   | 265 190         | 256 870         | 256 780         | 0.401     | 0.207     | 0.121     |
| Target mileage, \(L_{20}\) | 298 000                               | 285 000         | 284 000         | 0.454*         | 0.294*    | 0.169*    |

| Vehicle category: S12 | Years of vehicle operation, \(\tau_k\) | \(X_{0k}\) [km] | \(X_{Ek}\) [km] | \(X_{Qk}\) [km] | \(W_{0k}\) | \(W_{Ek}\) | \(W_{Qk}\) |
|----------------------|----------------------------------------|-----------------|-----------------|-----------------|-----------|-----------|-----------|
|                      | 2.5                                    | 202 540         | 205 360         | 209 380         | 0.435     | 0.289     | 0.153     |
|                      | 8.5                                    | 870 360         | 882 180         | 883 440         | 0.243     | 0.152     | 0.075     |
|                      | 15.0                                   | 1 009 120       | 1 002 240       | 1 007 810       | 0.205     | 0.056     | 0.036     |
| Target mileage, \(L_{20}\) | 1 390 000                              | 1 310 000       | 1 255 000       | 0.351*         | 0.198*    | 0.118*    |

* Average values of coefficient \(W\), calculated for 20 years of vehicle operation; the \(L_{20}\) values were calculated from the approximating functions \(\hat{y}\) according to (15).
Polynomial XE, Polynomial XQ, and Polynomial M0, respectively. In Figs 6b and 6d, the XQk values and the approximating functions based on models with 2nd and 4th degree polynomials and marked as Polynomial XQ2 and Polynomial XQ4, respectively, have been presented.

In result of an analysis of the approximating functions, the following findings have been formulated:

- The comparison of the approximating functions calculated according to (15) showed small differences between them within the range of 6-14 years of vehicle operation (e.g. in Fig. 6a).
- In several cases, the use of a 3rd degree polynomial resulted in the showing of an excessive growth in the mileage value in the 18th, 19th, and 20th year of vehicle operation (Fig. 6c).
- The use of 2nd degree polynomials eliminated the deviations mentioned above but the value of the coefficient of determination became considerably lower than that for polynomials of higher degrees.
- The use of a 4th degree polynomial resulted in a formal improvement in the model quality, manifested in a growth in the coefficient of determination; however, the approximating function showed excessively dynamic changes in the final part of the vehicle operation period (e.g. fluctuations in the function values, see Figs 6b and 6d).

Fig. 5. Extreme (MIN and MAX) and mean mileage values in series L0, LE, and LQ, calculated for the S02 category vehicles (in percentage terms) and compared with each other for τk = 2.5, 10.5, and 18.0 years of vehicle operation.

Fig. 6. Results of the calculations of XEk, XQk, and M0k (points) and approximating functions \( \hat{y} \) according to (15) and (16): a and b – for vehicles of category S03; c and d – for vehicles of category S12.
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These findings give reasons for a need of going through the next stage of the procedure presented, i.e. the averaging of the approximating functions calculated as described above.

5. Estimation of the mileage growth models

An example of using the approximating functions (15) and (16) to determine their average values $Y_{Ak}$ and to define an averaged approximating function has been presented in Fig. 7. In the graphs, the average mileage values directly calculated from the initial data (points $X_{Ek}$, $X_{Qk}$, and $M_{0k}$) have been compared with the final result shown in the form of a mileage growth model $\hat{y}_d(\tau)$ or two vehicle categories S02 and S10. It can be seen in Fig. 7 that the curves obtained from the mileage growth model are situated close to the points that represent the average values directly calculated from the experimental data.

Fig. 8 shows a comparison between the curves representing the averaged approximating functions (17) determined at stage A6 of this procedure. The mileage growth models have been based here on polynomials:

$$L = a_3\tau^3 + a_2\tau^2 + a_1\tau$$

(23)

where: $L$ – vehicle mileage [km] and $\tau$ – vehicle operation time [years].

The values of coefficients $a_1,a_2,a_3$ of equation (23) have been given in Table 4.

6. Evaluation of the conformity of models with empirical (initial) data

The mileage growth process described by the estimation of the averaged approximating function (17) was evaluated in several steps. Within this evaluation, the mileage values calculated from the models were compared with average values $X_{Ek}$, $X_{Qk}$, and median $M_{0k}$ directly based on experimental data. Thus, the evaluation of the accuracy of the estimators determined for the mileage growth models was based on indicators of conformity of model values with empirical data. Results of the calculation of values of the indicators of conformity have been given in Table 5.

The values of standard errors of estimation $S_E$, $S_Q$, and $S_M$ are the basic measure of the scatter in mileage values around the values determined from the model equations; the $V_E$, $V_Q$, and $V_M$ values define this scatter in percentage terms. The scatter in values $X_{Ek}$, $X_{Qk}$, and $M_{0k}$ around the mileage values determined from the model does not exceed 12 %. The values of the coefficient of determination $R^2$ of regression equations (23) for the coefficients specified in Table 4 are 0.99, i.e. these equations represent 99 % of the information contained in the sets of values $Y_{Ak}$ (cf. Fig. 7). Figures of special importance for

| Vehicle category | $a_1$   | $a_2$   | $a_3$   |
|------------------|---------|---------|---------|
| S01              | 27 924  | -948.56 | 11.623  |
| S02              | 33 147  | -1494.20| 25.437  |
| S03              | 38 692  | -1554.90| 22.677  |
| S04              | 49 684  | -2589.40| 47.680  |
| S2               | 53 590  | -46.636 |         |
| S10              | 109 769 | -3022.80| 13.339  |
| S12              | 123 752 | -3891.50| 42.025  |
the evaluation of mileage growth are the \( R_E^2 \), \( R_Q^2 \) and \( R_M^2 \) coefficient values, which indicate how much, in percentage terms (83-99 \%, see Table 5), of the information contained in \( X_E \), \( X_Q \), and \( M_0 \) of the experimental data has been taken into account in the models calculated.

The indicators calculated may also constitute a measure averaged for the vehicle operation period. Example values of this measure, expressed in percentage terms as the quotient of the values of absolute indicators (18 and 19) to mileage value \( L_{10} \), have been given in Table 6. Thus, the average values of the indicators have been considered in relation to the value of the mileage achieved in the middle of the vehicle operation period. These calculations were carried out with using the mileage values obtained from the models having been developed.

The relative error values specified above, calculated for the middle of the target mileage, do not exceed 11 \% of the mileage covered for 10 years of vehicle operation.

7. Recapitulation and conclusions

A several-stage process of the estimation of coefficients of the mileage growth models prepared for motor trucks was carried out and then the accuracy of these calculations was evaluated. The values of the evaluation measures, determined in this process, characterize the

| Vehicle category | \( S_E \) [km] | \( X_E \) [km] | \( V_E \) [%] | \( R_E^2 \) | \( \phi_E^2 \) |
|------------------|--------------|-------------|-------------|---------|-----------|
| S01              | 14 900       | 10 400      | 7.87        | 0.99    | 0.023     |
| S02              | 12 800       | 9 940       | 6.49        | 0.98    | 0.022     |
| S03              | 11 620       | 9 370       | 4.82        | 0.97    | 0.012     |
| S04              | 28 690       | 22 040      | 10.91       | 0.88    | 0.055     |
| S2               | 41 640       | 31 660      | 7.94        | 0.94    | 0.017     |
| S10              | 87 100       | 66 080      | 11.26       | 0.87    | 0.046     |
| S12              | 76 410       | 61 440      | 8.86        | 0.87    | 0.026     |

| Vehicle category | \( S_Q \) [km] | \( X_Q \) [km] | \( V_Q \) [%] | \( R_Q^2 \) | \( \phi_Q^2 \) |
|------------------|--------------|-------------|-------------|---------|-----------|
| S01              | 15 860       | 11 070      | 8.38        | 0.98    | 0.026     |
| S02              | 12 940       | 10 280      | 6.55        | 0.97    | 0.022     |
| S03              | 10 320       | 8 200       | 4.28        | 0.95    | 0.009     |
| S04              | 27 700       | 22 350      | 10.54       | 0.86    | 0.050     |
| S2               | 42 850       | 30 460      | 8.17        | 0.91    | 0.017     |
| S10              | 84 690       | 63 100      | 10.95       | 0.88    | 0.044     |
| S12              | 72 730       | 57 570      | 8.43        | 0.89    | 0.024     |

| Vehicle category | \( S_M \) [km] | \( X_M \) [km] | \( V_M \) [%] | \( R_M^2 \) | \( \phi_M^2 \) |
|------------------|--------------|-------------|-------------|---------|-----------|
| S01              | 16 630       | 11 050      | 8.78        | 0.97    | 0.028     |
| S02              | 13 800       | 11 300      | 6.99        | 0.94    | 0.025     |
| S03              | 10 130       | 7 800       | 4.20        | 0.91    | 0.008     |
| S04              | 31 400       | 27 010      | 11.94       | 0.83    | 0.062     |
| S2               | 49 750       | 33 740      | 9.49        | 0.92    | 0.023     |
| S10              | 74 490       | 55 380      | 9.63        | 0.88    | 0.034     |
| S12              | 71 510       | 55 610      | 8.29        | 0.90    | 0.023     |

| Vehicle category | S01 | S02 | S03 | S04 | S2 | S10 | S12 |
|------------------|-----|-----|-----|-----|----|-----|-----|
| Mileage \( L_{10} \) [km] | 196 010 | 208 490 | 254 110 | 285 590 | 520 680 | 808 750 | 890 390 |
| \( (S_E/L_{10})100 \) [%] | 7.60 | 6.14 | 4.57 | 10.04 | 8.00 | 10.77 | 8.58 |
| \( (S_Q/L_{10})100 \) [%] | 3.82 | 3.64 | 2.81 | 4.69 | 3.84 | 6.05 | 4.90 |
| \( (X_E/L_{10})100 \) [%] | 8.09 | 6.21 | 4.06 | 9.70 | 8.23 | 10.47 | 8.17 |
| \( (X_Q/L_{10})100 \) [%] | 4.07 | 3.77 | 2.46 | 6.58 | 3.69 | 5.77 | 4.59 |
The conclusions that can be drawn from the evaluation of the process of growth in the motor truck mileage may be formulated as follows:

- Due to the wide scatter in mileage values (coefficient of variation $W > 0.5$), which resulted from diversity of transport jobs, a specially prepared estimation procedure had to be used in order to obtain adequate reliability of the description of the mileage growth process.

- The outliers-removal procedures applied had a favourable impact on concentration of the mileage values around the mean level and, at the same time, did not considerably affect the said mean value (see Table 3).

The calculations carried out made it possible to obtain original values of the coefficients of equations of the models representing the current processes of growth in the motor truck mileage values in Poland. The calculations covered practically all the categories of the motor vehicles used for road cargo transport. The values of the indicators of evaluation of the mileage growth models having been developed within this work confirmed high quality of the calculations carried out, the results of which will find application in many areas, e.g. planning, forecasting, and managing of the motor truck operation or life cycle assessment (LCA) of motor trucks in terms of exhaust emissions and energy consumption.
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A METHOD OF VIBRATION DAMPING FOR DIESEL ENGINE CYLINDER LINERS TO PREVENT THE CONSEQUENCES OF EROSION

METODA TŁUMIENIA DRGAŃ TULEI CYLINDROWYCH SILNIKÓW O ZAPŁONIE SAMOCZYNNYM ZAPOBIEGAJĄCA KONSEKWENCJOM EROZJI*

This article presents the utilitarian need to determine the free vibrations of marine Diesel engine cylinder liners and the authors’ own studies in this area. Theoretical investigations on free vibrations and experimental ones on forced vibrations have been described. Theoretical studies have been conducted with the application of characteristic dimensionless numbers in the Elektroniks Workbench and Wis Sim digital environment enabling virtual modeling of cylinder liner vibrations and determination of their characteristics: amplitudes, frequencies and accelerations. In the theoretical examination mechanical and electrical system analogues have been applied. A calculation method for the cylinder liner vibration damper, developed as a result of the study, has been discussed. Electrical oscillation damping filter design methods basing on the Bessel, Batterword and Chebyshev polynomials have been used. The course of the experimental examinations has been described and their results have been presented. Validation of the developed method has been executed applying measurement results concerning the parameters of Diesel engine cylinder liner vibration with various elastic elements. The results of the authors’ own, theoretical and experimental, examinations have been confronted with those obtained by other scholars.

Keywords: cylinder liner, vibration damping, damper, cooled surface erosion, virtual modelling.

1. Introduction

Cylinder line vibrations bring about the occurrence of cavitation in cooling systems of ship Diesel engines [1, 10] especially in the medium- and high-speed ones. Therefore, damping cylinder liner vibrations is an important issue already at the designing and engine construction stage and at the same time it is an important way to maintain durability of such engines especially the trunk piston ones. In those engines, the passage of the connecting-rod through the upper and lower dead centres in the cylinder generates vibrations of high frequency. They cause erosive damage – surface degradation of the cooled part of the liner due to cavitation in the cooling liquid [3, 4, 5, 7, 16]. Erosive degradation of the surface significantly lowers durability of the cylinder [9] liner and at the same time the hourly service life of the whole engine. An effective method of preventing erosion of the surface of chilled internal combustion engines is presented in [1, 4], where for protection of metal cylinder liners and block mantle it is recommended to add chilled water containing nickel salts. The nickel layer well protects the metal from the impact of implosive gas-vapor bubbles [4]. However, it is not always possible to use this additive in cooled water due to the difficulty of its production. In literature the solution to the problem of cylinder liner vibrations, and at the same time protection of their cooled surfaces, is realized through mathematical models of the studied process reflecting with the highest probability real operational conditions of cylinder liners [5, 12, 16], including the application of simulation [13] with ANSYS software[11], vibration analysis based on clusters [17] and the method of finite elements [6].

The aim of the study is to find another, less labour-consuming utilitarian method of cylinder liner vibration damping which at the same time prevents the erosion wear of the Diesel engine cylinder jacket.

In this case, the purpose of damping the surfaces of the chilled internal combustion engines is to reduce the vibration of the cylinder liners. To prevent such phenomena it is necessary to develop a model of the studied process which will with high probability correspond with real operational conditions of the liner during engine operation.

Applying theories of probability to construct engineering models enables the transfer of results obtained in a theoretical way and in laboratories to technical scale. The use of similarity criterion numbers

(*) Tekst artykułu w polskiej wersji językowej dostępny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
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simplifies the studies and lowers their costs. To do this, the following similarities are used [15]:

- geometric one which is fulfilled when shapes and respective geometric dimensions are proportional. As a criterion of similarity one takes the ratio of two characteristic linear dimensions (e.g. diameters),
- kinematic one (of physical fields) having geometric similarity (e.g. distribution of pressure or velocity lines), with the maintained similarity of physical fields (distribution of lines of those fields). As a coefficient of similarity one takes the ratio of two characteristic values,
- dynamic one which is fulfilled when coefficients of similarity of different characteristic values significant for a given phenomenon e.g forces of inertia or viscosity remain in strictly determined relationships (criterion numbers e.g. Froud number, Reynolds number for flows).

2. Determination of cylinder liner natural vibrations throughout the virtual modelling method

Determination of geometric or kinematic similarity coefficient is not usually problematic. The situation is more complex in the case of dynamic similarity. While solving the problem the possibility to represent a cylinder liner as a string of linked cylinder rings of a simple shape was used. An example of cylinder liner decomposition for a Diesel engine of the 4Cz8,5/11 type is shown in Fig 1 [15].

![Fig. 1. Cylinder liner decomposition for the 4Cz8,5/11 type engine](image)

Such treatment of a cylinder liner enabled the application of the electromechanical analogue method to construct its virtual model [2]. The electromechanical analogue method was created on the basis of similarity of differential equations of electrical and mechanical systems. That method was used by Faraday and Maxwell, who using mechanical models tried to present in a more understandable way the hardly identified at that time electromagnetic processes.

Analogy of similarity between mechanical and electric phenomena was illustrated using mechanical and electrical systems corresponding to the following equations:

- for the linear electrical circuit:
  \[
  L \frac{d^2 q}{dt^2} + R \frac{dq}{dt} + \frac{q}{c} = e
  \]  (1)

- for the oscillatory electrical circuit:
  \[
  C \frac{de}{dt} + \frac{e}{R} + \frac{1}{L} \int edt = i
  \]  (2)

- for a mechanical oscillating system of a mass suspended on a string:
  \[
  m \frac{dv}{dt} + b \frac{dx}{dt} + kx = f
  \]  (3)
  or
  \[
  m \frac{dv}{dt} + bv + \frac{1}{k} \int v dt = f
  \]  (4)

From the mathematical point of view equations (1)-(4) are similar. From the identity of equations of the mechanical system and the similarity of the electrical one results that the inductance \( L \) corresponds to mass \( m \); electrical charge \( q \) to displacement \( x \); electrical resistance \( R \) to dissipation coefficient \( b \); electrical capacity \( C \) to rigidity \( k \); voltage \( e \) to force \( f \). It is the first form of the analogy. The second one suggested later by Chienla and Fajierstonoma, is based on the identity of equations for a mechanical system and a similar electrical circuit [13, 14]. It results from them that electrical capacity \( C \) is an analogue of mass \( m \); voltage \( e \) of velocity \( v \); conductivity \( 1/R \) of dissipation coefficient \( b \); inductance \( L \) of elasticity \( k \); electrical current \( I \) of force \( f \).

Table 1 shows basic values and their corresponding analogues [14].

| String   | Analogues | Values–analogues |
|----------|-----------|------------------|
| Mechanical | Force \((F)\) | Velocity \((V)\) | Mass \((m)\) | Dissipation coefficient \((b)\) | Rigidity \((k)\) |
| Force–voltage | Voltage \((U)\) | Current \((I)\) | Inductance \((L)\) | Resistance \((R)\) | \(1/C\) |
| Force–current | Current \((I)\) | Voltage \((U)\) | Electrical capacity \((C)\) | Conductivity \(1/R\) | \(1/L\) |

![Fig. 2. A diagram of a mechanical representation of a cylinder liner of a 4Cz8,5/11 type engine in the form of a two-terminal network](image)
Replacing real elements with their respective ones in the form of two-terminal networks characterising mass, energy dissipation and rigidity, a string of decomposed elements of the studied cylinder liner was constructed. An example of a mechanical network of a cylinder liner of the 4Cz8,5/11 type engine is shown in Fig 2.

Symbols \( M_1, M_2, \ldots, M_9 \) denote two-terminal networks characterising mass; symbols \( k_1, k_2, \ldots, k_9 \) denote two-terminal networks characterising ring rigidity; symbols \( W_1, W_2, \ldots, W_9 \), denote two-terminal networks characterising damping properties of the rings, \( F \) – active two-terminal network of force, determined by the magnitude of piston force interaction with the liner, evoking its vibrations when the piston passes through the upper and lower dead centres. The values of rigidity, mass and dissipation of cylinder liner rings were determined on the basis of an equation developed for a certain natural ring frequency according to Timoszenko’s equation [12].

\[
\omega^2 = \frac{D_{cz}}{R^2 \rho \delta} \left( \frac{n^2 - 1}{n^2 + 1} \right)^2
\]

where: \( D_{cz} \) – cylindrical rigidity of the liner; 
\( R \) – external liner radius; 
\( \rho \) – ring material density; 
\( \delta \) – ring crosswise area; 
\( n \) – the number of radial half-waves appearing with ring deformation resulting from vibrations.

Rigidity of the ring liners was determined depending on the value of the \( r/l \) ratio where:

\( r \) – the length of a ring liner. For the third ring, for which \( r/l \leq 0.1 \), equation (5) after transformations becomes:

\[
k = \frac{E J}{l^3} \left( \frac{n^2 - 1}{n^2 + 1} \right)^2
\]

where: \( E \) – modulus of elasticity of the ring material; 
\( J \) – moment of inertia of the ring cross-section surface.

For all the remaining rings with the \( r/l \geq 0.1 \) ratio elasticity was determined from equation [14]:

\[
k = \frac{E \delta}{l^3} \left( \frac{n^2}{r^2} \right)^4 + \frac{E L}{r^2} \left( \frac{n^2 - 1}{n^2 + 1} \right)^2 n^4
\]

whereas ring mass was found from:

\[
m_i = \rho_i \delta_i L_i
\]

Dissipation of particular rings \( b_i \) was determined using the logarithmic damping decrement:

\[
b_i = \frac{1}{\pi} \sqrt{m_i k_i}
\]

Assuming that the liner is made of steel of 7480 kg/m³ density, mass, rigidity and dissipation of particular rings were calculated for the studied Diesel engine of the 4Cz8,5/11 type from equations (6)-(9) and listed in Table 2.

The second stage of cylinder liner model development was to change the mechanical two-terminal network into electrical network in Electronics Workbench (EWB) virtual environment. That approach was based on physical analogies between mechanical and electrical vibrations described by differential equations (1)-(4).

Resistors, condensers without charging losses and inductance without resistance are the basic electrical two-terminal networks. Mathematical model of a resistor is an algebraic equation (Ohm’s Law) \( \Delta U = IR \), where; \( \Delta U \) - voltage drop at the resistor in V; \( I \) – current intensity in A; \( R \) – resistance of a resistor in Ω. Models of a condenser and inductance are ordinary differential equations of the first order: \( I = C \frac{d\Delta U}{dt} \); \( \Delta U = L \frac{dI}{dt} \), where; \( C \) – condenser capacity in Farads; \( L \) – conductivity in Henries. Besides passive elements of the electrical circuit there are also active elements to which belong the sources of voltage and current. For the mechanical system, an analogue to Ohm’s Law is: \( F = R_{m} \gamma \), where; \( \gamma \) – internal friction coefficient, \( R_{m} \) – analogue of electrical resistance. A change of force in time leads to a change of displacement. After differentiating the equation \( x = F/c \) versus time the following was obtained:

\[
\frac{dx}{dt} = V = \frac{1}{k_m} \frac{dF}{dt}
\]

where; \( V \) – velocity of displacement of the point of application of force; 
\( k_m \) – rigidity.

Spring susceptibility was considered as an analogue of electrical condenser capacity because in elastic systems the relationship between the velocity of displacement and the velocity of force change is analoqoue to \( I = \frac{C}{d\Delta U}{dt} \) for an electrical condenser. In accordance with the second Newton’s Law:

\[
F = m \frac{dV}{dt} = \frac{1}{L} \frac{dV}{dt}
\]

body mass is an equivalent of electrical inductivity in modeling the analogue Force – Voltage. In accordance with the induced analogues,
between the mechanical and electrical values for the sake of determining parameters of an electrical circuit the following correlations were established: mass element $m_i$ in kg corresponds to electrical capacity $C_i$ in nano-Farads; elasticity elements $k_i$ in N/m correspond to inductivity in Henries, as $1/L = k_i$, and dissipation of elements $b_i$ in Ns/m to electrical resistance $R_i$, defined as $R = 1/b_i$ in Ohms. The calculated parameters of equivalent elements of an electrical circuit for a cylinder liner of a 4Cz8,5/11 type engine are shown in Table 3.

On the basis of the values of elements of an electrical network listed in Table 3 values of elements (resistors, condensers and inductors) necessary to construct a network were determined. Representation of a cylinder liner of the 4Cz8,5/11 type engine in an electrical form is shown in Figure 3 [13].

![Diagram of a cylinder liner in an electrical network](image)

**Fig. 3. A diagram representing a cylinder liner of a 4Cz8,5/11 type engine in the form of an electric network**

Using the representation of the cylinder liner in the form of an electrical network to determine the frequency of the first harmonic vibration of the cylinder liner, a virtual experiment has been carried out which used a generator inducing sinusoidal, triangular and rectangular signals of a known frequency, amplitude and displacement. To monitor the experimental results, a two-channel oscillograph was used in the network. A piston stroke in the cylinder liner in the experiment was simulated by a short rectangular impulse whose duration was equal to the real piston stroke. For this reason in the physical model the duration of the stroke signal was estimated using a “Bordeaux” type oscillograph. Rectangular impulses in compliance with the frequency of piston strokes against the liner and the rotational speed of the engine shaft were set on the signal generator. The duration of stroke time was imitated by the value of the impulse-width signal modulation coefficient. In further studies, short strokes were imitated by Dirac’s impulses. Experimental results of vibration frequency of the first harmonics of a cylinder liner for the 4Cz8,5/11 type Diesel engine turned out to be close to those obtained in studies carried out at an experimental stand (further described in part 3) and with the results from another study [7], which is shown in Table 4.

### 3. Modelling cylinder liner vibration damping

While considering a cylinder liner of a diesel engine as a series of subsequently connected rings (see Fig1) they were treated as a string of vibrating elements with their own transmittance. (Transmittance is the ratio of the output value versus the input values of variables at zero initial conditions.) If the vibrating element is described by a differential equation of the second order in the following form:

$$T_2^2 y'' + 2b_1 T_1 y' + y = kx$$  \hspace{2cm} (12)

then the transmittance of vibrating elements is described by the equation below:

$$W_p = \frac{k}{T_2^2 p^2 + 2b_1 T_1 p + 1}$$  \hspace{2cm} (13)

where: $p$ – Laplace’s operator, $k$ – amplification coefficient, $b_1$ – dissipation of the rings. $T_1$ and $T_2$ transmittance coefficients were calculated solving the iterative equations (14)-(15):

$$b_1 = \frac{T_1}{2T_2} \quad (14)$$

$$\omega = \frac{\sqrt{4b_1^2}}{2T_2^2} \quad (15)$$

where: $\omega = 2 \cdot \pi \cdot f$ – angular velocity; $f$ – known natural vibration frequency of rings (Hz).

Time constants $T_1$ can be determined solving the equation:

$$T_2 = \frac{T_1}{\sqrt{\omega^2 - T_1^2}}$$  \hspace{2cm} (16)

In the studies a simpler method was applied using the Vis Sim library. Determining experimentally the frequency of natural vibrations and the time constant (14), transmittance was calculated (13). The calculated values of time constants and natural vibration frequencies are listed in Table 5.

### Table 3. Calculated values of properties of elements of an electrical network

| Ring number | Inductivity $L$ (mHn) | Electrical capacity $C$ (nF) | Resistance $R$ (Ω) |
|-------------|-----------------------|-----------------------------|-------------------|
| 1           | 1.484                 | 23.399                      | 2.308             |
| 2           | 2.833                 | 11.084                      | 4.635             |
| 3           | 7.287                 | 31.36                       | 13.97             |
| 4           | 2.833                 | 11.084                      | 4.635             |
| 5           | 5.522                 | 5.388                       | 9.281             |
| 6           | 2.833                 | 11.084                      | 4.635             |
| 7           | 5.522                 | 5.388                       | 9.281             |
| 8           | 2.833                 | 11.084                      | 4.635             |
| 9           | 3.506                 | 8.768                       | 5.797             |
| 10          | 4.679                 | 6.576                       | 7.733             |

| Frequency of cylinder liner vibration in the virtual experiment | Frequency of cylinder liner vibration on a technical scale [15] | Vibration frequency of a cylinder liner of the 4Cz8,5/11 engine on an experimental stand [7] |
|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| 1720,5 Hz                                                    | 1727±198 Hz                                                   | 1874 Hz                                                      |
model of an engine cylinder liner was constructed and shown in Figure 4. The model comprises blocks simulating piston strokes in the upper and lower dead point, a block summing up the results of the two strokes and a block reflecting the results.

In order to damp electrical signals electronic systems contain the most frequently used filters from the Vis Sim electronic environment library: Bessel’s, Batterword’s and Chebyshev’s filters differing because of the used polynomials. The results of cylinder liner of the 4Cz8,5/11 type engine vibration damping obtained from the studies carried out on the liner model pointed to Chebyshev’s filter as the most effective one. It is confirmed by the runs of results of cylinder liner vibration damping efficiency obtained using the above mentioned filters which are shown Figure 5.

4. Experimental validation of study results

In engineering practice the most effective are the filters which are the result of synthesis of ready-made step structures with inductivities as lengthwise elements and capacities as cross-wise structures. Figure 6 shows examples of Chebyshev’s filters diagrams of the third order consisting of three types of elements: resistance, electrical capacity and inductivity [15].

Performing a reverse transition to the one described at the beginning i.e. going from electrical to mechanical analogies, it was stated that the actual damper of cylinder liner mechanical vibrations constructed using Chebyshev’s polynomial must possess as subsequent linked elements: rigidity and dissipation separated by mass elements -metal foil as separators [8]. Appropriateness of the studied damper construction was checked at the experimental stand whose diagram is shown in Fig. 7 together with a description [13].

Mounting the liner in the coat was done throughout pushing the cylinder liner into a ring groove in the coat. The vibrator generated dynamic impulses in the upper and lower part of the cylinder liner inducing vibrations of 50 Hz frequency. During the study washers were used as elastic elements. They are shown together with study results in Table 6. In order to check out the effectiveness

![Table 5. Values of time constants and natural vibration frequencies of particular rings of a cylinder liner of the 4Cz8,5/11 type engine](image)

| Ring liner number | $T_1$ (s) | $f$ (Hz) | $T_2$ (s) |
|-------------------|----------|---------|----------|
| 1                 | 14.00·10^{-6} | 24820   | 4.86·10^{-6} | 5.83·10^{-6} |
| 2                 | 17.00·10^{-6} | 23421   | 4.69·10^{-6} | 6.31·10^{-6} |
| 3                 | 3100.00·10^{-4} | 1619   | 6.23·10^{-6} | 98.31·10^{-6} |
| 4                 | 6.24·10^{-6} | 46567   | 2.88·10^{-6} | 2.99·10^{-6} |
| 5                 | 6.26·10^{-6} | 45487   | 2.98·10^{-6} | 3.06·10^{-6} |
| 6                 | 6.24·10^{-6} | 46567   | 2.88·10^{-6} | 2.99·10^{-6} |
| 7                 | 6.26·10^{-6} | 45487   | 2.98·10^{-6} | 3.06·10^{-6} |
| 8                 | 6.24·10^{-6} | 46567   | 2.88·10^{-6} | 2.99·10^{-6} |
| 9                 | 58.84·10^{-6} | 12183   | 5.57·10^{-6} | 12.76·10^{-6} |
| 10                | 2.30·10^{-6} | 77121   | 2.05·10^{-6} | 1.54·10^{-6} |

![Fig. 4. A diagram of a functional model of a cylinder liner of the 4Cz8,5/11 type engine in the Vis Sim environment](image)

![Fig. 5. Results of vibration damping effectiveness of a cylinder liner of the 4Cz8,5/11 type engine obtained using different filters](image)

![Fig. 6. Examples of Chebyshev’s filters diagrams of the third order](image)

![Fig. 7. Experimental stand for simulation studies of cylinder liner of the 4Cz 8,5/11 type engine vibration parameters 1 – cylinder head; 2 – cylinder coat; 3 – upper clamping ring; 4 – lower clamping ring; 5 – liner; 6 – upper and lower firing pin; 7 – vibrometer TV-300; 8 – bolt; 9 – support plate; 10 – TSV-01 vibration detector; 11 – screws; 12 – vibrator; 13 – base plate](image)
of damping using a set of elastic elements separated with middle masses, an experiment was carried out comparing damper operation with uniform elastic elements made of rubber and paronit with the same as far as the thickness goes sets of rubber and paronit washers (δ = 1 mm), separated with metal foil. The total washer thickness varied from 3 to 4 mm.

Measurements of vibration frequencies of the cylinder liner were performed using the TSV-01 detector and oscillograph. Measurements of vibration parameters of the cylinder liner like amplitude, velocity and acceleration of vibrations were performed in the planes of strokes of the firing pins in the upper and lower dead centres in perpendicular directions using the TV-300 vibrometer with the TSV-01 detector. Results of measurements of vibration parameters of a cylinder liner are presented graphically as bar diagrams in Fig. 8, 9, 10.

5. Conclusion

The obtained theoretical and experimental results of the study showed real possibilities of increasing resistance to cavitation erosion, preventing erosive damage to cylinder liners throughout limiting their vibrations.

The results of studies on natural vibration parameters of cylinder liners of the 4Cz8.5/11 type engine in Elektronics Workbench virtual environment turned out to be similar to experimental results obtained during the study at an experimental stand on a technical scale, with simple measurements of actual liner vibrations and results from other studies close to those obtained in [7] and about ten times below those given, among others, in Table 5 in [17]. Thus, they confirmed the appropriateness of the applied method of virtual studies for determining the characteristics of cylinder liner vibrations and further studies based on analogues derived from probability criterion numbers more reliable.

During the experiment, the effectiveness of damper construction, consisting of a set of elastic elements was verified. Amplitudes of cylinder liner vibrations, speed of its displacement

| No | Elastic washer type       | Top frequency (Hz) | Stable frequency (Hz) | Vibration amplitude (mm) | Displacement speed (m/s) | Vibrational acceleration (m/s²) |
|----|--------------------------|--------------------|-----------------------|--------------------------|--------------------------|--------------------------------|
| 1  | Without elastic washers  | 20000              | 58                    | 0.593                    | 10.027                   | 8.26                           |
| 2  | Uniform rubber (δ = 4 mm)| 67.5               | 0.323                 | 0.04                     | 0.64                     | 0.57                           |
| 3  | Rubber set (δ = 1 mm)    | 3.9                | 0.338                 | 0.028                    | 0.625                    | 0.52                           |
| 4  | Polytetrafluoroethylene (δ = 4 mm) | 5.5 | 0.325                 | 0.027                    | 0.424                    | 0.36                           |
| 5  | Silicon set (δ = 2 mm)   | 7.4                | 0.324                 | 0.055                    | 0.879                    | 0.73                           |
| 6  | Uniform paronit (δ = 3 mm)| 3.8              | 0.338                 | 0.07                     | 1.069                    | 0.9                            |
| 7  | Paronit set (δ = 1 mm)   | 3.9                | 0.337                 | 0.028                    | 0.41                     | 0.35                           |
and acceleration when using a damper with uniform elastic elements (paronit and rubber) are 1.5 to 2.5 times bigger than those for analogous values with a damper having separated elastic elements. Analysis of results of studies on different kinds of elastic washers as elements of damper construction shown in Table 6 proves that the use of any elastic material lowers vibration parameters of cylinder liners minimizing them practically to zero values. Results obtained during the experiment confirmed the appropriateness of adjusting the elastic damper set to the reverse mode to the cylinder liner resonance. Such behaviour of a cylinder liner is accompanied by minimum cavitation wear in the cooling fluid and as a result the liner will not undergo erosive degradation.

Metal surface scan obtain increased resistance to cavitation erosion throughout making the working medium flow laminar, covering metal surfaces with protective coats and relatively in the most simple way, in the case of vibration cavitation, through outdamping the vibrations of the washed cylinder liner.
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FEM ANALYSIS OF PRESSURE VESSEL WITH AN INVESTIGATION OF CRACK GROWTH ON CYLINDRICAL SURFACE

ANALIZA MES ZBIORNIKA CIŚNIENIOWEGO Z BADANIEM ROZWOJU PĘKNIĘĆ NA POWŁOCE WALCOWEJ

To ensure reliability of pressure vessels during service it is necessary to (1) know properties of materials used in their design and (2) evaluate vessels’ behaviour under different working conditions with satisfying accuracy. Due to various technical and/or technological requirements, nozzles are usually welded on vessel’s shell producing geometrical discontinuities that reduce the safety factor. To evaluate their influence, vessels with two different nozzles were experimentally studied and critical areas for crack initiation have been identified by 3D Digital Image Correlation (DIC) method. After that, the numerical analysis of equivalent 3D finite element model was performed and obtained results were compared with experimental values. In the most critical area, next to the one of the nozzles, crack was initiated and then growth of the damage was simulated using extended finite element method (XFEM). In this paper evaluation of stress intensity factors (SIFs) along crack path is presented, as well as the most probable direction of the crack propagation on the shell. Based on SIFs values, critical length of the crack and number of pressure cycles to the final failure were estimated.

Keywords: XFEM; pressure vessel; 3D digital image correlation; stress intensity factor; crack growth.

Aby zapewnić niezawodność zbiorników ciśnieniowych podczas pracy, konieczna jest (1) znajomość właściwości materiałów zastosowanych do ich konstrukcji oraz (2) wystarczająca dokładna ocena zachowania zbiornika w różnych warunkach pracy. Ze względu na różnice wymagania techniczne i/lub technologiczne, króćce zwykle spawa się do płaszcza zbiornika, w wyniku czego powstają geometryczne nieciągłości, które zmniejszają współczynnik bezpieczeństwa. Aby ocenić ich wpływ, przeprowadzono eksperymentalne badania zbiorników z dwoma różnymi króćcami i określono obszary krytyczne dla inicjacji pęknięcia wykorzystując metodę trójwymiarowej cyfrowej korelacji obrazu (DIC). Następnie przeprowadzono analizę numeryczną równoważnego modelu elementów skończonych 3D, a uzyskane wyniki porównano z wartościami eksperymentalnymi. W najbardziej krytycznym obszarze, w pobliżu jednego z króćców, inicjowano pęknięcie, a następnie symulowano rozwój uszkodzenia przy użyciu rozszerzonej metody elementów skończonych (XFEM). W artykule przedstawiono ocenę współczynników intensyfikacji naprężeń (SIF) wzdłuż ścieżki pękania oraz najbardziej prawdopodobnego kierunku propagacji pęknięcia na płaszczy zbiornika. Na podstawie wartości SIF, oszacowano krytyczną długość pęknięcia i liczbę cykli ciśnieniowych do ostatecznego uszkodzenia.

Słowa kluczowe: rozszerzona metoda elementów skończonych (XFEM); zbiornik ciśnieniowy; cyfrowa korelacja obrazu 3D; współczynnik intensyfikacji naprężeń; rozwój pęknięcia.

1. Introduction

During the exploitation, pressure vessels are subjected to different load types (static, dynamic, thermal, etc.), and their failures usually occur in areas of geometrical discontinuity. The most common geometrical discontinuities are nozzles positioned on the cylindrical shell of the pressure vessel. The previous researches in the field [6, 15, 16] focused on this problem: stress and strain fields on pressure vessels with one nozzle were analysed, using analytical and numerical calculations, as well as experimental methods. Nozzles are usually positioned on cylindrical shells at angle bigger or less than 90° relative to longitudinal axis of the vessel [14, 19]. Each nozzle has its constructive characteristics, as well as specific effect on cylindrical shell strength.

The aim of the research was to analyse the influence of the dimensions and positions of the two nozzles on the strain distribution on the vessel cylindrical shell subjected to internal pressure, and then to use obtained distributions for initial crack position prediction and consequent damage analysis. In general, damage to pressure vessels can be thought of as occurring in two stages: crack initiation and crack propagation. However, in conducting damage analyses on pressure vessel, it is often conservative to ignore the crack initiation process, assume that the component already contains a pre-existing crack or defect, and use the analysis technique to estimate the in-service extension of the defect [3, 12].

Hypothesizing the existence of an initial crack or defect seems especially appropriate for the case of large welded structures since the welds may contain defects (lack of fusion, voids, inclusions, etc.).
Hence, characterization of the crack extension property of pressure vessel in terms of fracture mechanics parameters can be quite useful. In recent years, for evaluation of fracture mechanics parameters like stress intensity factors (SIFs) finite element method (FEM) has been used.

Many papers deal with the problems related to crack initiation and damage growth on pressure vessels. But, in the most of these investigations simple geometry was used in FEM calculations; researchers usually carry out simulations on 2D models of specimens [17, 8] and very rare on 3D models of real structure [13]. Moreover, even on 3D models of pressure vessels crack growth in plane was simulated, and only one crack direction was considered. In practice, cracks can grow in different directions (depending on the loads and constraints) and very often they change plane of propagation. This is hard to numerically simulate and therefore good evaluation of residual life of damaged structure is not easy to achieve. The best estimates are made when SIFs are known for real geometry; SIFs values obtained in FEM simulations on 2D models of specimens must be modified and adjusted in order to be used for residual life evaluation of the real structure.

In this research, numerical method known as extended finite element method (XFEM) was used in order to predict the in-service propagation of crack on the cylindrical shell of the pressure vessel. XFEM has caught a lot of attention since its inception in 1999. It is an alternative method to finite element method (FEM), which allows for the introduction of some knowledge (called enrichment) of the solution into the approximation space, using so-called the partition of unity method (PUM). Discontinuities may be incorporated into the approximation of the unknown field such that the faces and edges of the mesh do not need to match the discontinuity geometry. This way, the method permits the crack propagation without the need to remesh the domain between each step of the simulation.

The cracks are represented with the help of two signed distance functions that are discretized on the same mesh as the displacement field with first-order shape functions. After each step of the propagation simulation, the SIFs are computed from the numerical solution at several points along the crack fronts. Interaction integrals are used to extract the mixed-mode SIFs with the help of auxiliary fields. After that Paris-Erdogan crack growth model, for example, can be used for evaluation of the number of cycles that will grow crack to the critical length in the case of dynamical load.

This paper presents the application of the XFEM to the simulation of the crack propagation in pressure vessel with two nozzles under in-service loading. Firstly, 3D Digital Image Correlation Method (DIC) was used for determination of maximal strain values on the cylindrical shell of pressure vessel under different working conditions. Secondly, numerical model of the vessel was developed and values of stress and strain obtained by FEM were compared to experimental values to check the reliability of numerical model. Finally, based on the obtained results, i.e. identified areas of the greatest strain values between welded nozzles, crack was initiated in one of them and propagated using XFEM. Then, for each propagation step stress intensity factors (SIFs) have been calculated.

2. Experimental method

For obtaining reliable picture of pressure vessel stress-strain state, several pressure vessels with two adjacent nozzles were fabricated. Experiments were performed on horizontal pressure vessels each with the following dimensions: D = 378.4 mm, $e_0 = 1.5$, L = 770 mm. Pressure vessels were made of X5CrNi1810 material (EN 10088). Two nozzles, nozzle 1 DN50 $d_1 = 60.3$ (m $e_0 = 2.9$) and nozzle 2 DN32 $d_1 = 42.4$ (m $e_0 = 2.6$), were placed in the middle of cylindrical shell, so that the longitudinal axis of a nozzle was perpendicular to vessel’s longitudinal axis (Figure 1). Minimum distance between two adjacent nozzle centres was calculated according to standard EN 13445–3. Vessels were tested on the pressure testing installation, subjected to internal pressure of water at the temperature of 20°C (Figure 2).

Experimental investigation of strain distribution between two nozzles was carried out using 3D optical method [11, 2] considering that this method gives very reliable results. 3D system Aramis uses two digital cameras for full field strain measurement and enables precise determination of critical area [21, 9], i.e. the highest strain values on cylindrical shell. Parameters for basic Aramis system setup were: measuring volume 100 x 75, measuring distance 800 mm, camera angle 26°, calibration object CP20 90 x 72. Before starting the measurement, specimen surface had to be prepared and free of grease and oil. At the clean measuring surface, white paint was applied by spraying as the base colour. After the base-colour dried, stochastic pattern of black dots was sprayed. Before using the system, it was necessary to adjust the sensor unit, adjust the angle between the lens focus and aperture. To ensure dimensional consistency of the measuring system, calibration was performed with the help of calibration panel, and the entire system was calibrated. Inner pressure was applied gradually and imaging by means of 3D system was performed manually. Pres-
sure increase was in the accordance with procedure defined in standard EN 13445-3.

Initial calculations had shown that the vessel’s material would behave within its elasticity limits if applied pressure is less than 1 MPa. However, during the experiments the following pressures had been used – 0.5 MPa, 1 MPa, and 1.5 MPa in order to investigate full field strain distributions between two closely welded nozzles (elastic plus plastic strain). In this paper results for 1.5 MPa internal pressure are presented and Figure 3 shows strain field obtained in this case (maximum value 0.195%).

3. Finite element analysis of pressure vessel (numerical model)

Since the experiments with pressure vessels showed what was expected – maximum strain value was always near the welded nozzle DN50 – a numerical model was created with the aim of: a) checking obtained strain values and b) determining the direction of the crack growth after initiation in the area with the maximum strain. Pressure vessel model was designed in CATIA v5 and subsequently exported to Abaqus. Finite element (FE) model of the one half of the vessel was created in Abaqus (Figure 4), and initial numerical simulations (static nonlinear finite element analysis) were performed in order to verify the model fineness [17]. Besides, Abaqus included definition of material properties (steel, Young’s modulus of elasticity of 210000 MPa, Poisson’s ratio of 0.3, UTS = 540 MPa, Yield strength = 230 MPa), loads (uniform pressure of 1.5 MPa) and boundary conditions (type ZSYM, with restricted one translation and two rotations, Figure 5). The FE model used in simulation had 283605 nodes and 243487 linear hexahedral elements of type C3D8R, and was obtained by means of iteration process which consisted of comparison between the numerical results obtained for current, denser mesh and values obtained in calculations with coarser mesh. In each iteration process, mesh step was being refined until difference in stress and strain values in two consecutive steps was less than 5%. When results obtained by finite element analysis were closed enough to the experimental values, numerical model was accepted as a satisfactory.

Figure 6 shows the maximum strain value (0.209%) obtained in FE simulation. Comparing the results obtained by experimental method and numerical simulation, difference of about 7% was calculated confirming that values obtained by FE model can be considered relevant. At the same time, Figure 6 shows that area in which the crack is most likely to occur is around nozzle DN50. This was also confirmed by other authors [20] who showed that cracks appeared mostly in the areas with greatest stress/strain concentration, as can be seen in Figure 7. All of this justified the efforts aimed at defining sufficiently good FE model for a reliable simulation of a crack propagation in pressure vessel with two nozzles.

4. Stress intensity factors evaluation

To predict life of the component or assembly subjected to time dependent crack growth mechanisms, postulates of fracture mechanics (FM) must be used. The cracking rate can be described using FM parameters such as the stress intensity factors (SIFs). When these factors are known the critical crack size for failure can be computed for given fracture toughness. The fatigue crack growth rate in metals can usually be described by the empirical Paris-Erdogan relationship

\[
\frac{da}{dN} = C(K)^n \]

(1)

here \( da/dN \) the crack growth per cycle, \( K \) the stress intensity range during the fatigue cycle \( K_{\text{max}} - K_{\text{min}} \) (and \( C \) and \( n \) are material constants. Damage tolerance allows sub-critical cracks to remain in a component, but when they grow an allowable flaw size must be defined, usually by dividing the critical...
size by a safety factor. The critical crack size is computed from the applied stress and fracture toughness and evaluation of service life of the structure can then be obtained by calculating the time (number of cycles) required for crack to grow from its initial size to allowable size. This is all impossible without evaluating SIFs first. There are three types of loading that a crack can experience: Mode I loading, where the principal load is applied normal to the crack plane, Mode II loading corresponds to in-plane shear loading, and Mode III refers to out-of-plane shear. A cracked body can be loaded in any one of these modes, or a combination of two or three modes. Each mode can be described by corresponding SIF. The stress intensity factor is usually given a subscript to denote the mode of loading, i.e., $K_I$, $K_{II}$, or $K_{III}$ [1].

Stress intensity solutions for many configurations have been published and most of them were obtained from numerical models [5, 4, 18, 10]. A variety of numerical techniques have been applied to problems in solid mechanics, including finite difference method, boundary integral equation methods and finite element method. In recent years, the latter two have been applied exclusively, but now it seems that XFEM offers better and easier approach. XFEM is still not fully recognized and needs to prove its practical value to be generally acknowledged. SIFs obtained by using XFEM for a complex 3D geometry are still not regarded as reliable without experimental verification. Here XFEM is applied to study of the crack propagation in cylindrical shell of pressure vessel with nozzles (like that shown in Figure 7) with the purpose of demonstrating its power and contributing to more objective judgment about method usefulness.

Similarly to strain verification method explained in section 3 of this paper, results obtained by XFEM and presented here were verified using experimental data, as described in [23]. In brief, The XFEM was first used to the 3-point bending specimen (Figure 8a) to compare numerical values with the experimental results. After successful verification, the XFEM was used to simulate crack growth in casing pipe (Figure 8b), made of API J55 steel by high-frequency welding.

Residual life obtained in simulation was close to that observed in experiment with pipe.

In pressure vessel study, initial crack – defined as a semi-circle surface of radius 2 mm (which is crack size visible by eye) – emanates from the strain concentration location at the fillet between bigger nozzle and the body of the vessel. Abaqus includes defined hexahedron finite element mesh and, as Figure 9 shows, denser mesh was generated in the areas in which crack is expected to propagate (one half of bigger nozzle and along the wall of the vessel); the idea was to increase the accuracy of calculated values of SIFs along the crack front. Abaqus defines initial crack as a separate entity with no element mesh and the first step in 3D analysis of crack propagation is crack “opening” (Figure 10) followed by calculation of pressure vessel stresses which are then used for determination of SIFs in the nodes of the crack front.

It is important to emphasize that there are considerable differences between 2D simulation of crack propagations still dominant in papers [17, 8, 22] and 3D XFEM simulation shown here; the most significant difference is this: in 2D simulations, values for stress intensity factors are calculated in one point only – at the tip of the crack propagating in plane, whereas, in 3D simulations, the values are calculated in several points/nodes along the crack front that propagates in space. This way, it is possible to determine the stress intensity factors for all three modes, while 2D analysis determine $K_I$ and $K_{II}$ only.

Stress intensity factors Modes I, II and III were calculated using Morfeo/Crack add-in for Abaqus [7]. This add-in uses Abaqus solutions to calculate stress intensity factors in nodes of the crack front and generates a file with results. Then, the equivalent stress intensity factor $K_{eq}$ which combines all three SIF modes, was calculated as well as the kink angle (crack propagation angle) which defines the direction in which crack will be propagated in a next step.

After crack opening, Morfeo/Crack for Abaqus offers two choices: forced crack propagation in a plane and free crack propagation. Both options were used and since difference in cracks’ paths was neg-
ligible results with forced crack propagation in a plane (maximum displacement 0.2 mm per step) will be presented here. Simulation took about 72 hours on Intel CORE i7 CPU, 32GB RAM computer and was stopped after 200 propagation steps when crack reached critical size.

5. Results and discussion

As Figures 11, 12 and 13 show, the crack propagated in almost vertical plane all the time, with two propagation fronts: one along the wall of the cylindrical part of the vessel and the other along bigger nozzle. It can be clearly seen that crack “separates” finite elements, which is one of the most comprehensive XFEM features. Table 1 shows values calculated by Morfeo/Crack for Abaqus after each step of crack propagation: curvilinear coordinate of each point along the crack front, coordinates of the crack front points in global xyz system, stress intensity factors for Modes I, II and III, as well as the values of $K_{eq}$. The number of output values for each propagation step might be a large and depends on the number of points on the crack front, which, again, results from the density of the finite element mesh in propagation areas; this is why values obtained during simulation had to be processed and shown afterward (Tables 2 and 3).

Based on the selected results shown in Table 2 (crack front on the cylindrical part of the vessel) and Table 3 (crack front on the nozzle),
Table 1. Values calculated by Morfeo/Crack for Abaqus for each step of crack propagation

| Curvilinear abscissa along the crack front | x co-ordinates of nodes on the crack front | y co-ordinates of nodes on the crack front | z co-ordinates of nodes on the crack front | Value of equivalent SIF | Value of SIF Mode I | Value of SIF Mode II | Value of SIF Mode III |
|------------------------------------------|------------------------------------------|------------------------------------------|------------------------------------------|------------------------|---------------------|---------------------|---------------------|
| 0                                        | -277,347                                 | -18,547                                  | -188,277                                 | 2478,68                | 2490,78             | -479,053            | 42,697              |
| 0.126269                                 | -277,331                                 | -18,524                                  | -188,154                                 | 2480,94                | 2487,04             | -484,733            | 49,5195             |
| 0.263287                                 | -277,313                                 | -18,498                                  | -188,021                                 | 2490,66                | 2463,7              | -517,006            | 88,699              |
| 0.38964                                  | -277,298                                 | -18,474                                  | -187,898                                 | 2493,88                | 2458,39             | -524,807            | 92,205              |
| 0.537806                                 | -277,29                                  | -18,450                                  | -187,752                                 | 2508,74                | 2445,27             | -547,211            | 63,9515             |
|                                          |                                         |                                          |                                          |                        |                     |                     |                     |

Table 2. Processed SIF values for crack front 1 on the cylindrical part of the vessel

| Step number | Number of nodes on the crack front | Max value along the front | Min value along the front | Mean value along the front | Max value along the front | Min value along the front | Mean value along the front |
|-------------|-----------------------------------|--------------------------|--------------------------|---------------------------|--------------------------|--------------------------|---------------------------|
| 1           | 13                                | 240,12                   | 1784,98                  | 2103,819                  | 2398,24                  | 1765,87                  | 2084,378                  |
| 20          | 12                                | 2530,55                  | 2478,68                  | 2509,5625                 | 2490,78                  | 2381,17                  | 2426,431                  |
| 40          | 12                                | 2976,63                  | 2879,66                  | 2926,628                  | 2889,64                  | 2749,51                  | 2813,652                  |
| 60          | 12                                | 3329,81                  | 3258,03                  | 3304,745                  | 3245,59                  | 3200,47                  | 3192,269                  |
| 80          | 12                                | 3794,1                   | 3730,47                  | 3759,513                  | 3939,01                  | 3207,47                  | 3568,737                  |
| 100         | 12                                | 4155,15                  | 4105,72                  | 4125,409                  | 4063,45                  | 3614,19                  | 3816,965                  |
| 120         | 12                                | 4610,06                  | 4462,29                  | 4543,461                  | 4310,38                  | 4297,89                  | 4305,255                  |
| 140         | 12                                | 5085,13                  | 4908,67                  | 5013,246                  | 4775,6                   | 4730,32                  | 4749,217                  |
| 160         | 12                                | 5415,34                  | 5096,83                  | 5243,723                  | 4998,16                  | 4923,37                  | 4957,057                  |
| 180         | 16                                | 5517,92                  | 5315,22                  | 5414,396                  | 5338,76                  | 5127,68                  | 5263,866                  |
| 200         | 12                                | 6296,85                  | 5888,71                  | 6052,55                   | 5300,62                  | 5152,76                  | 5242,615                  |

Table 3. Processed SIF values for crack front 2 on the nozzle

| Step number | Number of nodes on the crack front | Max value along the front | Min value along the front | Mean value along the front | Max value along the front | Min value along the front | Mean value along the front |
|-------------|-----------------------------------|--------------------------|--------------------------|---------------------------|--------------------------|--------------------------|---------------------------|
| 1           | 30                                | 1932,43                  | 1081,33                  | 1480,031                  | 1935,65                  | 1052,13                  | 1494,534                  |
| 20          | 26                                | 1893,33                  | 1626,69                  | 1827,87                  | 2079,84                  | 1194,77                  | 1683,123                  |
| 40          | 26                                | 2289,28                  | 1936,7                   | 2131,59                  | 2091,99                  | 1935,72                  | 1992,474                  |
| 60          | 26                                | 2527,3                   | 2198,17                  | 2342,659                 | 2341,45                  | 1858,32                  | 2192,046                  |
| 80          | 26                                | 3115,72                  | 2452,95                  | 2707,23                  | 3088,61                  | 2559,95                  | 2714,7334                 |
| 100         | 24                                | 3106,68                  | 2697,76                  | 2873,532                 | 2864,7                   | 2524,3                   | 2712,103                  |
| 120         | 24                                | 3486,84                  | 2893,82                  | 3126,628                 | 3333,48                  | 2240,68                  | 2867,595                  |
| 140         | 22                                | 3845,54                  | 3171,49                  | 3422,249                 | 3654,9                   | 3074,88                  | 3383,961                  |
| 160         | 22                                | 3701,08                  | 3601,59                  | 3634,21                  | 3810,09                  | 3443,49                  | 3597,201                  |
| 180         | 22                                | 4000,08                  | 3653,25                  | 3812,76                  | 3731,78                  | 3421,41                  | 3554,598                  |
| 200         | 22                                | 4120                     | 3768,69                  | 3950,429                 | 3960,29                  | 3741,05                  | 3854,280                  |
it can be concluded that, during 200 propagation steps, number of points at which SIFs were calculated on both fronts varied a little – from 12 to 16 (front 1) and from 22 to 30 (front 2) – which implies that the fronts were formed in the areas with approximately constant mesh density. The number of nodes is larger on front 2 because the wall of the nozzle is thicker than the wall of the vessel body. Tables 2 and 3 also show minimum, maximum and mean values of $K_{eq}$ along the fronts in selected steps, as well as minimum, maximum and mean values of $K_I$ that show that mode I loading was the most dominant.

It should be noted that $K_{eq}$ values noticeably varied along the crack front during many propagation steps which was expectable considering complex geometry of pressure vessel and 3D crack. For example, in step 30 which is chosen as the most illustrative, maximum $K_{eq}$ value for front 1 was 2804.57 MPamm$^{0.5}$ whereas minimum value was 2661.2 MPamm$^{0.5}$ (Figure 14), while for front 2 $K_{eq,max}$ was 2032.42 MPamm$^{0.5}$ and $K_{eq,min}$ was 1882.05 MPamm$^{0.5}$ (Figure 15), showing the differences of more than 8% along the front. Therefore, it was decided that for each step mean $K_{eq}$ would be used as a representative value. Mean $K_I$ values were then calculated in an analogous way.

6. Conclusions

At present, the safety performance of pressure vessels is arousing increasing attention. Many researches have been focusing on the plastic deformation of pressure vessels, but the macroscopic damage processes – including crack initiation and propagation – on these engineering structures haven’t been studied yet. This paper brings one of the first attempts of real structure SIFs values estimation in the case when crack simultaneously grows in two perpendicular directions along pressure vessel cylindrical shell and nozzle. Loads measured in experiment and equivalent boundary conditions were used and crack growth obtained in simulation was analogous to cracks’ expansions previously observed in vessels’ exploitation. This led to conclusion that adequate SIFs values were obtained in calculations since crack growth directions and crack growth rate strictly depend on them. Based on calculated SIFs values, good predictions of residual life of damaged pressure vessel can be obtained.

The behaviour of cracked pressure vessel is explored using the XFEM, and based on the results of simulations and experiments a few conclusions can be drawn:- The initial crack was generated in the area with greatest strain concentration that was obtained during the experiment and subsequently confirmed by numerical analysis; since, in practice, damages occur in the same area (Figure 7), it can be claimed with a great deal of certainty that this is a critical area for a crack to appear on pressure vessels during their usage.

- In the beginning, the crack was positioned in such a way that it reached both cylindrical shell of the pressure vessel and bigger nozzle; therefore, during propagation, it formed two fronts propagating simultaneously with mutual angle of 90° (which again corresponds to practical situations). Because of different wall thicknesses of the cylindrical shell and bigger nozzle, these two fronts cannot extend uniformly, which was also shown by 3D simulation performed with the help of XFEM: Figure 13 clearly shows that the crack part on bigger nozzle is considerably shorter than crack part on the cylindrical shell of the pressure vessel. SIF values given in Tables 2 and 3 show that SIFs are considerably bigger for crack front 1 than for crack front 2, which is main reason why the crack propagated more on the cylindrical shell.

- Figure 16 shows an interesting observation: mean values of $K_{eq}$ as almost linear increase during propagation of both fronts (coefficients of determination are high: 0.9959 and 0.995 respectively). This means it is possible to establish correlation between crack length, vessel wall thickness and stress intensity factor values and then evaluate crack propagation speed in a certain vessel area. An effort was made in that direction and result is shown in Figure 17. To obtain the graph of crack length vs. number of ad cycles, calculated SIF values were plugged into the Paris-Erdogan equation (with material constants $n=3.174$ and $C=1.77195 \times 10^{-12}$ MPa$^{1/2}$ mm$^{1/2}$ that represent material of the vessel) and integrated. As it can be seen, through crack on cylindrical shell under 1.5 MPa pressure is growing fast: after $N=1150$
cycles crack length is about 20 mm and after next 250 cycles its length is doubled meaning that crack reaches critical size after which complete failure occurs soon. Obtained small number of cycles indicates that vessel of this wall thickness under given pressure must be crack free because damage on the cylindrical shell grows extremely fast.

However, next investigations of pressure vessel integrity must consider the influence of the type of material and wall thickness on the rate of crack growth. - In the end, it must be kept in mind that the main advantage of XFEM lies in possibility of SIFs values evaluation on complex cracked geometry (like pressure vessel with nozzles) which then can be used for predictions of crack propagation paths and evaluations of residual life, but – at the same time – XFEM results are mesh sensitive and depend on the mesh density in the fracture process region. Mesh size must be determined carefully to ensure the computational efficiency and accuracy; therefore, experimental verification of FE model is necessary, at least in the phase when the object is still undamaged.
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1. Introduction

During the operation of the spray booth in the painting mode, the air in the spray booth is constantly replaced. Worn, warm air is ejected from the work space of the cabin. In case to increase Energy efficiency of spray booths the heat recovery units are used. The most popular are cross recuperators. Construction of recuperator consists of fins, which separate alternately streams of hot and cold air. Distance between fins is within range of 12 – 15 millimeters. In figure 1 is shown a diagram with the location of the cross heat exchanger in typical booth assembly.

The hot air includes overspray particles. Droplets of paint create sediments on internal parts of exhaust ducting. Sediments are also created on recuperator fins. In figure 2 is shown recuperator contaminated with overspray sediments.

Growing sediments cause resistance of heat flux and air flow [14, 15]. Finally the layer of sediments causes clogging of recuperator. It results in spray booth being inoperative because of explosion hazard.
Assessment of the risk of explosion in the spray booth is shown in [24] in relation to the powder paint shop.

The issue of the impact of deposits on the operating conditions of technical objects is present in many areas of concerns include internal combustion engines [1, 23]. In the area of spray booths, the problem of deposits was treated negligibly due to cross sections of ventilation ducts of the order of 0.8 – 1 [m]. A few-millimeter sediment layers do not have a significant impact on changing the air flow resistance in the exhaust channels. Only the appearance of recuperators in booth ventilation systems has caused the phenomenon of sedimentation of the paint overspray visible. In the technical and operational documentation of paint booths with recuperators, the need to clean up recuperators is often neglected. No limiting conditions have been defined in relation to the thickness of the deposits and the minimum cross-section of the channel in the recuperator. The limit states allow determining the exploitation time as in the case of hot water-pipe [17] or engine cranks shafts [21]. The volume of the used paint has a significant impact on the thickness of overspray sediments; however, it takes on variable values during the operation of the spray booth. This requires determining fixed intervals between technical inspections of the recuperator or adopting a quasi-periodic strategy [8].

There are conducted research on the atomization of varnishes [19] and the transfer efficiency of paint spray guns [18, 22]. Regulations and recommendations regarding transfer efficiency are issued by using low-pressure HVLP (High Volume Low Pressure) spray guns [26, 27]. Publications on the size of the paint mist consider it primarily in health and environmental aspects. There are also many publications on the effectiveness of paint stop filters [4, 6, 7], other media [10, 12] or alternative methods [20, 25]. However, they do not include aspects of the impact on the operational conditions of the spray booth. The problem of atomization and transfer efficiency is also an extensive issue in the field of agricultural spraying [9, 11], and [13].

Mathematical and simulation models of sedimentation of particles on the inner walls of the channels in turbulent flow are presented in [2, 3] and [5]. This article presents a preliminary mathematical and simulation model of overspray sediments growth. The developed model takes into account the adhesive properties of drops of paint. The growth rate of the sediments layer is determined on the basis of the appearance of recuperators in the exhaust channels. Only the appearance of recuperators in the exhaust channels has caused the phenomenon of sedimentation of the paint overspray visible. In the technical and operational documentation of paint booths with recuperators, the need to clean up recuperators is often neglected. No limiting conditions have been defined in relation to the thickness of the deposits and the minimum cross-section of the channel in the recuperator. The limit states allow determining the exploitation time as in the case of hot water-pipe [17] or engine cranks shafts [21]. The volume of the used paint has a significant impact on the thickness of overspray sediments; however, it takes on variable values during the operation of the spray booth. This requires determining fixed intervals between technical inspections of the recuperator or adopting a quasi-periodic strategy [8].

The growth rate of the sediments layer is determined on the basis of the appearance of recuperators in the exhaust channels. Only the appearance of recuperators in the exhaust channels has caused the phenomenon of sedimentation of the paint overspray visible. In the technical and operational documentation of paint booths with recuperators, the need to clean up recuperators is often neglected. No limiting conditions have been defined in relation to the thickness of the deposits and the minimum cross-section of the channel in the recuperator. The limit states allow determining the exploitation time as in the case of hot water-pipe [17] or engine cranks shafts [21]. The volume of the used paint has a significant impact on the thickness of overspray sediments; however, it takes on variable values during the operation of the spray booth. This requires determining fixed intervals between technical inspections of the recuperator or adopting a quasi-periodic strategy [8].

The volume of paint in overspray \( V_p \) depends on transfer efficiency \( \Delta T_E \):

\[
V_p = \dot{V}_p (1 - \Delta T_E)
\]  

Transfer efficiency describes volume of coated paint ratio to total volume of used paint. It is non-dimensional value.

Extracted air is treated by paint stop filter. The filter usually is located on the floor or in the wall of spray booth. Filter efficiency \( F_E \) describes arrested particles ratio to total quantity of particles. It is percentage value. Filter efficiency is depended on particles diameter [4, 7, 6, 10, 12, 20]. Suppliers of paint stop filters declare filter efficiency in given range [30] or average value [29]. Finally the volume of paint after filtration \( V_p^{\mu} \) can be described by equation:

\[
V_p^{\mu} = \frac{V_p (100 - F_E)}{100}\%
\]  

The concentration of paint droplets degree \( n_p \) at the stream of extracted air \( V_A \) after cleaning by paint stop filter can be calculated by equation:

\[
p_c = \frac{n_p}{V_A}
\]  

where \( n_p \) describes a stream of paint particles [1/s]. In case to find a quantity of particles \( n_p \), can be used an obvious dependence, that volume of sprayed paint is equal to total volume of all droplets of paint.

\[
V_p^{\mu} = \sum_{i=1}^{n_p} \frac{1}{16\pi d_i^3}
\]  

where \( d_i \) means a diameter of i-particle [m]. Assuming that all paint particles have a normalized diameter \( d_i \), the stream of paint particles can be determined from the following equation:

\[
n_p = \frac{6V_p}{16\pi d_i^4}
\]  

A normalized diameter of paint particles \( d_i \) depends on atomization conditions and distance between nozzle and coated surface. The stream of particles is expressed in units of number of particles per second [1/s].

3. A general model of particle deposition in turbulent flow

There are conducted researches on sedimentation of particles in turbulent flow [2, 5]. A stochastic model of particles deposition and clogging of ventilation duct was proposed in four elementary stages [3]: deposition, resuspension, agglomeration and clogging. In figure 3 are shown individual stages.

The model of particle deposition on the surface is described by energy. It is described by the energy balance in the normal direction to the wall. It consists of two basic mechanisms: the hydrodynamic transportation of particles in the turbulent flow, and the mechanism of adhesion. Adhesion is based on the physicochemical interactions between the two solids. The particles are deposited on the wall (or on already attached particles) when their energy in the normal direction to the wall is sufficient to overcome the reflection energy barrier, or otherwise bounce off the surface. The energy barrier is determined using the DLVO theory [3], named after the authors Derjaguin-Landau and Verwey-Overbeek. The theory assumes that total energy is the sum of the energy of interaction:

\[
U_{part-surf} = U_{part-plate}^\text{DLVO} (1 - S_{co}) + \sum U_{part-part}^\text{DLVO}
\]
where \( S_{COV} \) denotes the surface coverage of embedded particles, the \( U_{part-plate} \) means interaction between the particle and the clean surface. \( U_{part-part} \) denotes the interaction between the particles. Contact area \( S_{cont} \) specifies the contact area and is given by dependency:

\[
S_{cont} = \frac{\Pi}{2} (d_{part} d_{dep} + d_{dep})^2
\]  
(7)

where \( d_{part} \) is the radius of particles and \( d_{dep} \) radius of embedded particles. If the contact zone are previously embedded particles present, is randomly selected molecule is deposited on the next random account.

Due to the phenomenon of adhesion of paint droplets, it has been recognized that in the model of sedimentation of paints practically there is no phase of resuspension. If the particle clings to the surface, it stays there indefinitely. Two additional phenomena were proposed in the modified model: the possibility of agglomeration on the surface and the surface leveling effect. Agglomeration on the surface consists of the possibility of moving the particle by a distance equal to its diameter to another, previously settled particle. Leveling refers to the case where the drop lands on another early deposited particle to form a further layer of sediment. When in the vicinity of the drop’ embedding the drop there is no particle located lower than one layer below, the particle falls to the close position in the lower layer. Agglomeration and surface leveling can take place only at the moment of deposition of particle and this can only take occur within an area of radius equal to the diameter of the drop’s diameter.

4. Simulation model

For the proposed model a numerical model was developed. Adopted the geometry of the duct of the recuperator shown in figure 4. The recuperator is dedicated to the paint booth with an air flow volume \( V_A = 5.56 \text{ m}^3/\text{s} \) (20 000 [m3/h]) [28]. Its construction consists of channels of width \( w_d = 1 \text{ m} \), high \( h_d = 0.012 \text{ m} \) and length \( l_d = 1 \text{ m} \). Altogether there are 120 channels alternately for warm and cold air.

For simplicity, it is assumed that the diameter of a droplet of paint \( d \) has a normalized constant value. The surfaces of the recuperator fins and the space between them were separated into a three-dimensional grid consisting of cubes, having sides equal to the diameter of the particles. In figure 5 is shown a 3D spatial grid and particles of diameter \( d \).

A steady stream of paint \( V_p = 3.33e-6 \text{ m}^3/\text{s} \) (200 [ml/min]) was assumed. With such a volume of paint and the spray gun nozzle distance from the coated surface equal 0.3 [m] can be assumed normalized mean droplet of lacquer equal to \( d = 10^{-4} \text{ m} \) [19]. The flow volume of air exchanged inside paint booth had a value \( V_A = 5.56 \text{ m}^3/\text{s} \) (20 000 [m3/h]). Paint transfer efficiency \( TE=0.65 \) was established on the basis of the European Union guidelines [26] recommending the use of low-pressure guns HVLP. The filter efficiency \( F_E = 94 \% \) was adopted on the basis of one of the catalogs of filter distributors [30].

Fig. 3. Elementary stages of deposition model a) deposition, b) resuspension, c) agglomeration, d) clogging

Fig. 4. Recuperator dedicated for spray booth [28]

Fig. 5. A model of 3D mesh for numerical simulations
where \( x \) is the distance from the edge of the channel while \( \text{Re}_x \) describes the local Reynolds number at point \( x \) at the speed of the undisturbed flow of \( u_\infty \) [m/s]:

\[
\text{Re}_x = \frac{u_\infty x}{v}
\]  

(9)

The small channels of above presented recuperator require a separate, special analysis of the boundary layer. This is due to the ratio of the length of the sides of the cross section of the single duct. According to equations (8) and (9) the thickness of the layer in half the length of the channel \( (x = 0.5 \text{ [m]} \) is equal \( \delta = 0.0159 \text{ [m]} \). Considering that the channel height is \( h_d = 0.012 \text{ [m]} \), the height of the boundary layer cannot exceed the height of the channel. For simplicity, it was assumed that at the entire volume of exchanged air the degree of particle's concentration \( p_c \) is uniform in a turbulent flow. This also applies to the boundary layer. Similar simplification was also applied in other sedimentation models [3]. The degree of concentration of paint particles \( p_c \) describes to the amount of paint drops per 1 square meter of the air flow. In the modeled spatial grid, the thickness of the boundary layer is equal to the normalized particle diameter \( d \). The degree of concentration of droplets \( p_c^I \) of paint in the boundary layer per square meter can be determined by the dependence:

\[
p_c^I = p_c d
\]  

(10)

A one iteration of the process simulation was assumed as period of one second. The total number of the particles appearing in the boundary layer during given time \( \tau \) is connected with the air flow rate:

\[
n_p = \int_0^\tau p_c^I F_d u_d dt
\]  

(11)

where \( u_d \) is the average velocity of the air and \( F_d \) is the surface area of the recuperator fin on which particles are deposited.

\[
u_d = \frac{V_d}{F_d}
\]  

(12)

The cross section of the ventilation duct \( F_d \) is the product of its height \( h_d \) and the width \( w_d \). In the model, the pressure drop in the cross section of the \( F_d \) channel was neglected.

5. Simulation results

A number of simulations have been performed for the above parameters. The results of the calculations were considered in particular in terms of the increase in the coverage of the lamella surface in successive iterations, the number of growing layers and the mean sediment height. he present results relate to the formation of deposits on the fins constituting the two channel walls recuperator width \( w_d = 1 \text{ [m]} \). The side walls of height \( h_\| = 0.012 \text{ [m]} \) were neglected. In figure 6 is shown a part of the resulting matrix representing the agglomeration of overspray particles after \( 1e6 \) iterations. The coordinates in Figure 7 relate to the size of the grid shown in Figure 6. In view of the above, the agglomeration of the particles exhibits a part of lamella surface. The size of presented area is equal \( 4e-3 \times 4e-3 \text{ [m]} \). The highest number of layers of sediment is equal 3, which means that maximum height of the local agglomeration has value \( 3e-4\text{[m]} \).
values of the layers are not much different, while the mean values for both lamellas are the same.

In Figure 8 is shown the maximum number of layers, while in the Figure 9 is presented the change in the distribution of the layers number of sediments in the chosen iterations of agglomeration. For comparison 5e7, 10e7, and 15e7 iterations were selected.

As mentioned, the coverage of the slats reaches a value close to 100% after 12e7 iteration. Figure 10 shows the visualization of sediment concentration in the space between the two lamellas after the 12e7 iteration. The visualization shows a part of fins of the same size as in Figure 6. The average height of sediments on upper and lower fins has a value of 3e-3 [m]. This results in a half reduction of the cross section of the recuperator channel.

One iteration of the simulation relates to one second of spray booth operating in paint application mode. A comparison of numerical experiment and results of real experimental work [15] is presented in Figure 11. The values deviate significantly from each other. The simulation results indicate a much slower rate of growth of sediments compared to the results of the real measurements. In the simulation model, the recommended values of the transfer efficiency $TE$ and the maximum efficiency of the filter $FE$ were assumed. The efficiency of the filters can be varied [29, 30]. The results of studies conducted in the wood industry presented in work [22] show that the actual transfer efficiency with HVLP guns is within the range of $TE = 20-60\%$. It depends on the type of material used, the spray gun quality and condition, the geometry of the surface to be covered and the skills of the painter. In Figure 12 are shown simulation results for different transfer efficiency values $TE = 0.20$ and $TE = 0.55$ and filter efficiencies $FE = 80\%$ and $FE = 85\%$ [29]. It is also taken into consideration that the total working time of the paint booth $t_{b}$ is the sum of the coating times $t_{c}$, drying time $t_{d}$ and ventilation time $t_{v}$ [15]. It was assumed that the share of painting time $t_{p}$ is half of the total time $t_{b}$.

6. Conclusion

Manufacturers and suppliers of heat recovery units for paint booths are often do not put in the technical manual requirements for inspection and cleaning of recuperators. The main objective of the model of sedimentation of spray mist particles being developed is to create a simplified dependence of the sediment growth rate on the averaged parameters of transfer efficiency $TE$, filter efficiency $FE$ and the share of painting time $t_{p}$ in the total working time of the paint booth $t_{b}$. On the basis of the presented model, taking into account the above parameters, it is possible to pre-determine the working time of the spray booth.
after which the recuperator should be cleaned. Assuming that the average thickness of the overspray sediment in the recuperator cannot exceed 1mm, then according to Figure 12, this takes place on average after 56 weeks. Therefore, the recuperator needs to be cleaned up at average intervals equal to 1389 operating hours of the spray booth. Taking into account the annual working time of 2000 hours for an eight-hour working day, this means an eight-month interval between the purifications of the recuperator. The growth rate of sediments is not uniform and takes individual values in different spray booths. These differences are presented in paper [15]. For safety reasons, considering the variance of growth rate, the time between inspections of the recuperator should not be shorter than 6 months. The presented period of paint booth operation between the purifications of the recuperator is based on a simplified and averaged sedimentation model. These include the mean droplet size distribution of paint depending on the properties of the material used paint, the spray gun and distance from the nozzle [19]. For the individual case, the efficiency of the $F_{p}$ filter used in the cabin depends on the particles size [7] statistics of the working time of the booth in painting mode, time of spray gun operation and volume of applied paint. The above sedimentation model also allows prediction of the recuperator’s contamination based on the volume of the coating material $V_{p}$ used inside the spray booth.
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Pavement maintenance management poses a significant challenge for highway agencies in terms of pavement deterioration over time and limited financial resources to keep the road condition at an acceptable level. In this paper two probabilistic maintenance models are proposed and compared for pavement deterioration and maintenance processes to evaluate different maintenance strategies. Firstly, the states of pavement condition are defined using the features of different pavement maintenance works, instead of using the traditional method of cumulative service index rating. Secondly, a Markovian model is presented to describe the pavement deterioration and maintenance process with some constraints on the number of interventions, the effect of interventions and etc. But for the complex scenarios, such as non-Markovian deterioration, dependencies between the different types of interventions and the usage of emergency maintenance for roads when the required budget for maintenance is unavailable, a simulation-based Petri-net model is built up to investigate the whole life-cycle evolution. Two examples are used to illustrate and compare the proposed models to demonstrate the merits and disadvantages of each model and its applicable conditions.
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1. Introduction

Highway infrastructure is not only the most valuable asset for most countries, but also the largest asset used daily by the majority of their residents, which can strongly affect their quality of life. With increasing demands to cut the cost of road maintenance and maintain and even improve road conditions under reduced financial investments, highways agencies are placing more focus on establishing an efficient pavement management system (PMS). For example, FHWA (Federal Highway Administration) in the United States established a policy in 1989 which required all the states to have a PMS for managing interstate and principal highways [23]. Over 60% local councils have established PMS in United Kingdom before 2009 [5]. One of the main functions of the PMS is to support asset management decisions when a cost-effective road maintenance strategy needs to be found. However, this is a difficult task to achieve since such a strategy will depend on a number of factors [10, 14], to name a few, the type and distress of pavement (such as rutting, cracking, raveling and roughness, etc.), its location, climate and usage, effectiveness of pavement treatment technologies, etc. Therefore, over the last few decades a lot of research has been undertaken in the area of pavement deterioration and maintenance modelling. In general [2], pavement condition models can be divided into two categories: deterministic and probabilistic. In a deterministic model it is assumed that the pavement condition can be predicted as a single value on the basis of appropriate mathematical equations which relate the condition to a number of explanatory variables. For example, data on structural indicators [7], such as rutting and roughness, or service indexes [18], such as PSI (Present Serviceability Index), IRI (International Roughness Index) and CCI (Critical Condition Index), have been fitted to linear or nonlinear equations in order to predict the pavement condition. Such models cannot provide the PMS with a measure of uncertainty of future pavement condition, whereas probabilistic models can predict the condition as the probability of occurrence of a range of possible values, instead of a single value.
value, and capture the uncertainty of pavement deterioration process and maintenance effects. Markov model is a commonly used probabilistic state-based method for pavement condition, which can integrate several deterioration factors expressed in a transition probability matrix among discrete states [22]. It has been widely applied both in research and in practice for different types of pavement (rigid and flexible) to inform maintenance decisions at different levels of complexity (segment, project and network [9, 15, 24]). However, the underlying assumption of ‘no memory’ for Markov model is not suitable for the application in more realistic scenarios of pavement maintenance, such as the fact that maintenance decision for the current state can be determined not only by the current condition but also by history of recent interventions before the current condition is reached. Also, an exponentially increasing number of states with the growth of the number of pavement sections can result in difficulties in finding a solution [17]. Thus some simulation models have been proposed to describe more realistic scenarios of transportation deterioration and maintenance processes. A probabilistic model [11] based on Monte Carlo simulation has been developed to evaluate the cost-reliability trade-off in a flexible maintenance strategy with the uncertainty of parameters and the effects of maintenance actions on pavement condition. Similarly, Hong and Prozzi[6] predicted pavement condition using Bayesian networks, which took account of three main factors of deterioration: structural indicators, environmental effects and traffic load, and Markov–chain Monte Carlo simulation was applied to estimate the parameter distribution. A simulation-based genetic algorithm (GA) approach was developed by Chootinan et al. [4] in order to plan maintenance activities over a planning period. A stochastic simulation was used to describe the uncertainty of future pavement condition, while the GA was used to handle the large number of combinations of maintenance actions for a network level problem. 

Due to its features the Petri net (PN) formulation with a Monte Carlo solution routine has been widely used to model the combined deterioration and maintenance processes [21]. For example[25], the PN method was used as a powerful analysis technique for the uncertainties in deterioration and maintenance process of multi-unit system, which has been combined with GA to get the solution of the optimal maintenance scheduling. Kowalski et al [12] extended the basic constructs of the high-level PN using the definition of immediate and timed transitions in order to model transportation system, where various factors such as redundancy, repair shop capacity and spare part inventory levels were discussed under different strategies in order to study effects of changing parameter values within the simulation. Prescott and Andrews [19] built a model of track maintenance processes using the PN method, which considered the order of interventions and opportunistic maintenance under the limitations on the number of maintenance machines available. Application examples [1, 8, 16] of PN include workflow of a business, asset management of a supply chain, maintenance processes of infrastructure systems and the production of an industrial plant. So far, no PMS methods published in literature considered the PN method as a tool for simulating complex processes of pavement deterioration and maintenance.

There are two major contributions of this paper in the area of pavement maintenance management. First of all, the states of pavement condition are defined according to the features of different pavement maintenance interventions, when the grouping into model states is based on the type and extent of pavement distress, instead of basing it on the cumulative service index. Secondly, the newly defined states can be used in a Markov model with some constraints and more realistic scenarios of pavement maintenance are proposed to be modelled

| Nomenclature                                                                 |                                                                 |
|------------------------------------------------------------------------------|------------------------------------------------------------------|
| $s_i$: pavement states, $i=0,1,1',2,2',3,4$                                  | $P_{ij}$: the transition probability between two states $s_i$ and $s_j$ at time $t$. |
| $r_{ij}$: the state threshold of routine repair                              | $c_i$: the agency cost of intervention $i$, $i=1,\ldots,4$         |
| $r_{ij}$: the state threshold of preventive repair                           | $t_{soc}$: the time spent on inspection                           |
| $T$: the inspection interval                                                  | $c_{up}$: the user cost when pavement remains in state $b$        |
| $N_r$: the maximum number of routine repair                                  | $c_{dp}$: the delay cost caused by the closure of pavement repair |
| $N_p$: the maximum number of preventive repair                               | $c_{c}$: the cost of pavement inspection                         |
| $Y$: the deteriorating process of pavement                                   | $t_{d}$: the decision epoch at $k$th inspection                   |
| $L$: the planning horizon                                                    | $C_{it}^{m_0,m_2}$: the mean agency cost calculated from time $E_{it}^{m_0,m_2}$ till the end of the planning horizon |
| $\lambda_i$: the transition (deterioration) rate from state $s_i$ to $s_j$, $i=1,1',2,2',3,4$ | $C_{it}^{m_0,m_2}$: the user cost calculated from time $E_{it}^{m_0,m_2}$ till the end of the planning horizon |
| $\mu_i$: the transition (repair) rate from state $s_i$ to $s_{in}$, $i=1,\ldots,4$ | $Q_{ib}(T)$: the mean operation time of the pavement in state $b$, where $i \leq b \leq j$, during the interval $[0,T]$ |
| $E_{it}^{m_0,m_2}$: the time when the section of the pavement has been identified to be in state $s_i$ after $m_0$ routine repairs and $m_2$ preventive repairs | $L_{it}^{m_0,m_2}(T)$: the mean time from time $E_{it}^{m_0,m_2}$ to the completion of the next renewal |
| $C_{lt}$: the long-term cost in the planning horizon                         | $L_{l}$: the expected life-cycle time in the planning horizon     |
| $N_{r}$: the number of routine repairs in the planning horizon calculated from the PN model | $N_{em}$: the number of emergency maintenance works              |
| $N_{p}$: the number of preventive repairs                                     | $N_{rec}$: the number of reconstructions                          |
| $N_{c}$: the number of corrective maintenance works                          | $D_{i}$: the duration of staying in state $i$, $i=3, 3'$ and $4$   |
| $N_{i}$: the number of inspections                                           |                                                                 |
using the PN method. Such scenarios include situations when the pavement deterioration cannot satisfy the “no-memory” assumption and may depend not only on the usage of the asset but also on the effects of maintenance works carried out previously, such as the history of the number and type of routine and preventive repairs. In addition, emergency repairs of pavement might need to be carried out while the required budget for planned maintenance is unavailable, and this common strategy (when there are increasing pressures to cut the cost of road maintenance) cannot be modelled using Markov model. Using the proposed methods different maintenance strategies can be compared in terms of long-term cost and the extended pavement design life in order to inform pavement management decisions.

The structure of this paper is as follows. In Section 2 the states of the pavement are defined according to the type and extent of pavement distress followed by the features of the relevant interventions. Two pavement maintenance models are built in Section 3, using the newly defined states in the Markov model and the PN model. Section 4 illustrates the results of the two models using two examples. First of all, the Markov model and the PN model have been solved for a number of simple scenarios to demonstrate the validity of the two models developed. Then a number of more complex scenarios that have been used to demonstrate the flexibility of the PN model and the simulation method for maintenance planning. The sensitivity analysis has also been carried out in order to illustrate the influence of the main factors on the analysis. Some concluding remarks are given in Section 5.

2. The process of pavement deterioration and maintenance

The states in deterioration model are defined using a rating score of some service indexes. For example [10], the score of CCI can be grouped into five intervals from 0 to 100, where a range above 90 corresponds to excellent, 70-89 – good, 60-69 – fair, 50-59 – poor, 49 and below – very poor condition. However, the pavement distresses can be divided into three categories: structural deterioration (alligator cracking and rutting), environmental cracking (longitudinal/transverse cracking and edge cracking) and surface wear (raveling/weathering and distortion). A service index like CCI can only represent the condition of pavement distress at the time of its occurrence; maintenance cannot be carried out until the inspection takes place. It is assumed that corrective maintenance and reconstruction restore the pavement to the new state, however, the routine and preventive repair can only improve the pavement to states $s'_1$ and $s'_2$, respectively, which are not the new states but better than former ones. Therefore, the deterioration level of the pavement can be defined by one of the states in $S = \{s_0, s'_1, s'_2, s_1, s_2, s_3, s_4\}$, where $s_0$ represents pavement performance as new and no interventions are needed. The pavement starts in the new state and moves through the deteriorated states over time. Each maintenance strategy is defined by a vector $(r_1, r_2, T, N_1, N_2)$, where $(r_1, r_2)$ denote the states for routine (RR) and preventive repairs (PR) respectively, $T$ – the duration between two inspections, and $(N_1, N_2)$ are the maximum number of routine and preventive repairs respectively. In general, three strategies are considered:

1. If $N_1 = N_2 = 0$, then no RR and PR on a section are possible; in the states $s_1$ and $s_2$ the CM or reconstruction is required respectively. In this case no routine or preventive works are carried out during the earlier levels of deterioration until corrective maintenance and reconstruction is necessary.

2. If $N_1 = 0$, $r_2 = 2$, then the PR only (not the RR) on a section is required when the pavement is in state $s_2$; in the following states CM and reconstruction is required. In this case preventive works (but not routine) are carried out during the earlier levels of deterioration, followed by corrective maintenance and reconstruction during the later levels of deterioration.

3. If $r_1 = 1$, $r_2 = 2$, $N_1 \neq 0$, $N_2 \neq 0$, then the RR and PR on a section are required (with the limitation on the maximum number) when the pavement is in state $s_1$ and $s_2$ respectively; in the following states CM and reconstruction is required. In this case all possible works are carried out during the pavement lifetime.

Each strategy can be evaluated in terms of its cost (agency and user cost [3]) and in terms of its effects on pavement condition. In this paper it is proposed to use the long-term cost and the lifetime of the pavement as two evaluation criteria. It is assumed that agency cost includes maintenance and inspection costs while user cost considers vehicle operation costs, such as fuel and lubrication consumption, tyre wear and vehicle repair costs, but not travel delay costs due to maintenance. The agency cost is influenced by planning the investment to keep roads at an acceptable level, and the user cost increases if the pavement deterioration increases. Benefits of the chosen strategy are then measured in terms of the additional years of usage of pavement.

3. Pavement maintenance models

Using the proposed scheme for defining pavement states in Section 2, two models have been developed in this paper. Firstly, a Markov model is proposed and used to illustrate the process of pavement deterioration and maintenance with some constraints, such as the maximum number of repairs allowed and the effect of different repairs. Secondly, a PN model is proposed when more complex situations of road maintenance planning are considered, such as the non-Markovian deterioration process, the inclusion of the history on the previous interventions and the emergency repairs if the budget for expensive interventions is unavailable.

3.1. Markov model

If one can assume that the transition between any two states is at a constant rate, the deterioration process of the pavement can be characterized by a continuous-time Markov process $\{Y_t\}_{t \geq 0}$ with state space $S$. If the planning horizon is denoted as $L = nT$, $n \in N$, then the transition digraphs are represented as $\{T, 2T, \ldots, nT\}$. At each inspection the state of the pavement will be identified and the interventions, which will restore the pavement to the new state, will be modelled according to the chosen strategy. The rate of deterioration and the rate of maintenance are defined as $\lambda_i$ and $\mu_i$ respectively, where $i$ can be from 1 to 4. And the deterioration rates from $s_0$ to $s'_1$ and $s'_2$ are assumed to be $\lambda_1$ and $\lambda_2$ respectively. A dynamic programming model can be built in order to evaluate the expected long-term cost.
and expected lifetime during the planning horizon. If the current decision epoch is $t_k = kT, k \in \{1, 2, ..., n\}$, the actions at $t_k$ must be one of following: (1) do nothing, if $i = 0, 1', 2'$ or $i = 1, m_1 = N_1$ or $i = 2, m_2 = N_2$, i.e. the maximum number of routine repairs or preventive repairs has been reached; (2) repair the pavement with the specified intervention required by current state – routine repairs if $i = 1, m_1 < N_1$, preventive repairs if $i = 2, m_2 < N_2$, corrective maintenance if $i = 3$ and reconstruction if $i = 4$. Then the long-term cost can be evaluated as $C_{0,n,m}^{0} (t_k) = C_{0,n,m}^1 (t_k) + C(U)^{0} (t_k)$ . According to Bellman theorem [20], the cost can be calculated using the iterative approach described in Equations 1 and 2:

$$
C_{0,n,m}^{0} (t_k) = 
\begin{cases}
  c_{0n} + \sum_{j=1}^{3} P_j(T)C_{0j}^{n,m}(t_k), & \text{if } i = 0, 1', 2', \text{or } i = 1, m_1 = N_1 \text{ or } i = 2, m_2 = N_2 \\
  c_{0n} + c_3 + \sum_{j=1}^{3} P_j(T)C_{0j}^{n,m+1}(t_k), & \text{if } i = 1, m_1 < N_1
\end{cases} 
$$

(1)

$$
C(U)^{0} (t_k) = 
\begin{cases}
  \sum_{j=1}^{5} P_j(T)\left[ (1/3)\sum_{k=1}^{3} \sum_{i=0}^{4} C_{ik}^{j,m}(t_k) + C(U)^{0} (t_k) \right], & \text{if } i = 0, 1', 2', \text{and } i = 2, m_2 = N_2 \\
  c_{0n}/\lambda_j + \sum_{j=1}^{3} P_j(T)\left[ (1/3)\sum_{k=1}^{3} \sum_{i=0}^{4} C_{ik}^{j,m}(t_k) + C(U)^{0} (t_k) \right], & \text{if } i = 1, m_1 < N_1
\end{cases}
$$

(2)

When the transition rate from state $s_i$ to $s_j$, $\lambda_{ij}$, is known, the transition probability, $P_j(t)$, can be calculated by solving the Kolmogorov equation[20]. Let $Q_{0b}(T)$ represent the mean operation time of the pavement in state $b$, where $i \leq b \leq j$, during the interval [0, T], which can be calculated using Equation 3:

$$
Q_{0b}(T) = \int_{0}^{T} \frac{P_{ab}(T)P_{0b}(T-t)}{P_{b}(T)} dt
$$

(3)

Finally, the long-term cost can be computed as $C_{0}^{0,0} (\alpha T)$.

In addition, assume that $L_{n,m}^{0} (T) \text{ is the mean time from time } E_{n,m}^{0} (T) \text{ to the completion of the next renewal. Due to the limitation on the maximum number of routine and preventive repairs, only the CM or reconstruction can result in the renewal of the pavement. Therefore, } L_{n,m}^{0} (T) \text{ can be calculated using Equation 4. Finally, the lifetime in the planning horizon can be calculated as } L_{0}^{0,0} (T)$.

Using this method, the long-run cost and the lifetime under different maintenance strategies can be evaluated.

This process of evaluation of different maintenance strategies is only possible if a number of simplifying assumptions are made. However, the assumption of the constant deterioration rate might not be always true in real-world applications, i.e. the rate of deterioration of the pavement will increase if the level of distress increases. Also the number and timing of routine repairs (crack sealing and patching) will influence the effectiveness of preventive repairs (micro-surfacing and thin overlay). In addition, there might be a situation when emergency maintenance works need to be carried out, such as pothole patching, if corrective maintenance is needed according to the state of the pavement but the resources for it are unavailable. In this case such actions would be a temporary solution until a more permanent treatment can be carried out. Overall, using Markov model it appears to be impossible to model a range of situations, commonly observed in the practice of pavement maintenance, and one possibility for solving the problem is to develop a simulation model.

### 3.2. Petri-net model

The Petri-net (PN) method is commonly used to model the behaviour of dynamic systems in engineering, science and business context. The original concept of the PN is defined as a bi-partite directed graph with places and transitions linked by arcs. A place in the PN represents a particular state or condition of the system. A token presented inside the place indicates that the state of the system is true. A transition through the PN moves tokens from one place to another mimicking the dynamic behaviour of the system [19]. In the context of asset management, a PN can be used to replicate the processes of asset deterioration, inspection and maintenance. In this paper a PN model is proposed for modelling pavement deterioration and maintenance strategies, with the possibility to relax the assumptions needed for Markov approach.

#### 3.2.1. The description of PN model

The PN model as shown in Figure 1 is built up to illustrate how the complex process, described in Section 2, can be modelled in a probabilistic manner and the results used to support pavement maintenance decisions. Places from P0 to P4 represent the four states of the pavement and the transitions from T0 to T3 – the transitions between the neighboring states. These transitions will fire while sampling values from appropriate distributions, which can be obtained from historical data of pavement maintenance. Every state is revealed by inspection, which is modelled by the loop P5→T4→P6→T5→P5. If since the last inspection the pavement has degraded to one of the states, now it is revealed and the token is moved to a place which represents one of the four revealed states (places from P7 to P10). Then the complex scenarios which cannot be described by Markov model are illustrated in details.

(1) The dependency between the routine and preventive repair

The routine repair, such as crack sealing or patching, is the first line of defense in pavement maintenance. It is generally recommended to be carried out within two years after the pavement renewal. It is
assumed that following this routine or preventive repair, the pavement returns to a better but not new state, i.e. the token is transferred to Place P1' or P2'. In addition, the routine repair is required to be carried out as a pretreatment in the preparation phase before the preventive repair, if there are some cracks or potholes in the pavement. For example, cracks of 1/4 inch or wider should be treated (using crack sealing) prior to the chip sealing. However, if the routine repair has been carried out within one year after the renewal, the pretreatment before the preventive repair is unnecessary. The dependency between the routine and preventive repair has been modelled in Figure 2a and 2b. In Figure 2a the place P13 is used to represent an event when the routine repair has been carried out after the last inspection before state P2 (which requires the preventive repair) is reached. Note that commonly the pavement maintenance annuals recommend that the inspection should be carried out at least once per year. This process of the routine repair also influences the process of the preventive repair, as shown in Figure 2b, when the transition T13, which represents a situation when the preventive repair should be performed after the pretreatment of the routine repair, is inhibited. The transition T12 will be enabled when the preventive repair without a pretreatment is possible.

With time some interventions can become ineffective after being carried out for a number of times. For example, the overlay (preventive repair) can be carried out only for a limited number of times until a certain thickness of the pavement is reached. Thus places P11 and P12 are used to record the number of times the routine and preventive repairs were carried out, as shown in Figure 2. Once the maximum number of the intervention is reached, N1 and N2 for the routine and preventive repair respectively, further repairs are inhibited. In order to ensure that the deterioration process can continue in the model, two transitions T17 and T18 are used in Figure 3, also known as the reset transitions. Note that the reset transition is not a commonly used type of the transition in the PN method, as developed in [21]. In this model the reset transitions are used to represent the situation when, for example, the routine repair cannot be carried out (since the maximum number of repairs is reached) and all the tokens from the place P11 are removed in Figure 3a, so that the process of carrying out the routine repairs can restart after the next inspection. A similar situation is described in Figure 3b when the preventive repairs are considered.

(2) The emergency repairs if the resources are unavailable
If the corrective maintenance is needed, the significant levels of pavement deterioration need to be treated quickly to avoid further deterioration and resulting hazardous situations. If the resources for the corrective maintenance are unavailable (due to poor planning or unforeseen conditions, such as bad weather), a temporary treatment, known as the emergency maintenance (EM), should be performed in the meantime. For example, if large potholes appear in the section an intervention of hand patching can be carried out in order to hold the surface together until the mill & fill treatment (corrective maintenance) can be performed. This situation is modelled in Figure 4. If the budget is available to carry out the corrective maintenance, the places P9 and P15 are marked and after the repair the pavement returns to the new state. Otherwise, the emergency repair is carried out marking the place P3', which describes an intermediate state before it happens, and using the repair transition T20 to return to the state, denoted by P3, where corrective maintenance is necessary, but it can be carried out at a later date.

3.2.2. The analysis of PN model
As in Section 3.1, the PN model is used to evaluate the long-term cost and lifetime. The model is solved using a Monte Carlo simulation, when each simulation corresponds to a virtual experiment when one life history of the section evaluated throughout the planning horizon. For example, the long-term cost $C_p$ in the planning horizon can be calculated using Equation 5:

$$C_p = c_1N_{re} + c_2N_{pr} + c_3N_{em} + c_4N_{rec} + \sum_{be \in \{3,4\}} c_{se}D_b + c_{in}N_{in}$$

(5)
First of all, the number of different interventions and inspections are obtained from the PN model, by recording the number of times when relevant transitions have been enabled, such as T10 and T11 for the routine repair. These numbers are multiplied by the agency cost for each intervention and inspection. Secondly, the duration of being in the state that influences the user cost are obtained, by recording the number of times these frequencies have been used to derive the deterioration rates from the new state to a deteriorated state that requires each maintenance action considered. The intervention cost and the mean time to its completion increase the worse the pavement becomes. It is assumed that the user cost is considered only if the states of the pavement need the corrective maintenance (s1) or reconstruction (s4), otherwise, they are ignored. The cost and duration of the yearly inspection is assumed to be constant at each state of deterioration. These assumptions have been taken to simplify the calculations; however, they can be relaxed to represent different scenarios of maintenance if required. Note that the time to the next level of deterioration and the time to the completion of the intervention follow the exponential distribution, necessary for Markov model.

A number of different maintenance strategies are consider in Table 2 and analyzed below.

The Markov model has been solved using an analytical approach and the PN model has been simulated for 3000 simulations to represent different scenarios of maintenance if required. Note that the time to the next level of deterioration and the time to the completion of the intervention follow the exponential distribution, necessary for Markov model.
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The two models developed in Section 3 are solved using numerical values for the parameters. For example, the length of the pavement section is assumed to be 1 km and the planning horizon is 50 years. Example 1 demonstrates that the results of the two models (Markov and PN) agree, if some complex scenarios cannot be considered in the PN illustrated in Figure 1; Example 2 demonstrates how the PN model can be useful in analyzing the maintenance strategies that are more complex than those described in the Markov model.
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The values of the deterioration and cost parameters are listed in Table 1. According to pavement maintenance manuals,[10] the recommended frequencies of the crack sealing (RR), thin overlay (PR), mill & fill (CM) and reconstruction are once in 2 years, once in 7 years, once in 15 years and once in 30 years respectively. The effect of crack sealing maybe remain 1 year and thin overlay can extend the life of pavement about 5.5 years. For illustration purposes in this paper these frequencies have been used to derive the deterioration rates from the new state to a deteriorated state that requires each maintenance action considered. The intervention cost and the mean time to its completion increase the worse the pavement becomes. It is assumed that the user cost is considered only if the states of the pavement need the corrective maintenance (s1) or reconstruction (s4), otherwise, they are ignored. The cost and duration of the yearly inspection is assumed to be constant at each state of deterioration. These assumptions have been taken to simplify the calculations; however, they can be relaxed to represent different scenarios of maintenance if required. Note that the time to the next level of deterioration and the time to the completion of the intervention follow the exponential distribution, necessary for Markov model.
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The Markov model has been solved using an analytical approach and the PN model has been simulated for 3000 simulations to represent different scenarios of maintenance if required. Note that the time to the next level of deterioration and the time to the completion of the intervention follow the exponential distribution, necessary for Markov model.

A number of different maintenance strategies are considered in Table 2 and analyzed below.

The Markov model has been solved using an analytical approach and the PN model has been simulated for 3000 simulations to represent different scenarios of maintenance if required. Note that the time to the next level of deterioration and the time to the completion of the intervention follow the exponential distribution, necessary for Markov model.

The two models developed in Section 3 are solved using numerical values for the parameters. For example, the length of the pavement section is assumed to be 1 km and the planning horizon is 50 years. Example 1 demonstrates that the results of the two models (Markov and PN) agree, if some complex scenarios cannot be considered in the PN illustrated in Figure 1; Example 2 demonstrates how the PN model can be useful in analyzing the maintenance strategies that are more complex than those described in the Markov model.
for each strategy. Note that 3000 simulations gave the convergence of the simulation results, as demonstrated in Section 4.2. Two outputs have been recorded, the long-term cost and the lifetime, as shown in Figure 5. The curves from the two models match well and can be used to validate the correctness of the implementation of the models, with some marginal differences between the long-term cost curves for some strategies. These differences can be explained by using an approximation of the numerical integral when computing $Q_{dly}(T)$ in Markov model.

It can be seen that the long-term cost decreases when the routine and preventive repairs are introduced instead of using the corrective maintenance and reconstruction only, i.e. considering the strategies from 1 (no RR and PR) to 9 (both RR and PR implemented twice). At the same time, the lifetime increases, i.e. the pavement lasts longer if the routine and preventive repairs are carried out while the pavement is in an acceptable condition (state $s_1$ and $s_2$), instead of relying on the major interventions only applied in the more critical states (state $s_3$ and $s_4$). In addition, it is possible to analyze whether the routine repairs (cheap and quick) or the preventive repairs (expensive and long) are more effective. According to the results in Example 1 it can be seen that the strategy with a higher number of the preventive repairs than the routine repairs (for example, strategy 8, $N_1 = 1$ and $N_2 = 2$) results in the same cost and a longer lifetime than the strategy with a lower number of the preventive repairs (for example, strategy 7, $N_1 = 2$, $N_2 = 1$).

4.1.2. Sensitivity analysis

In order to determine the effects on the long-term cost and lifetime resulted in by using the different parameters in the model, their sensitivity analysis has been carried out. For the illustration purposes only the results from one of the models (the PN model) has been used in this section.

(1) User cost

If the user cost is not included in the analysis, i.e. each strategy is evaluated in terms of agency cost only, it can be seen that it is hard to distinguish between the different strategies of pavement maintenance and hardly any benefits can be seen from the strategies that allow smaller and more frequent repairs in order to reduce the long-term cost, as shown in Figure 6. Therefore, the user cost should be included in the analysis. Note, that the user cost does not influence the lifetime in this study, therefore, no sensitivity analysis on this model output is carried out.

(2) Cost of preventive repairs

The chosen value of the preventive repair cost can influence the comparison of the strategies that consider a different number of the routine repairs and preventive repairs, say strategy 7 (twice RR and once PR) and strategy 8 (once RR and twice PR). In the analysis presented in this section it is assumed that the cost of preventive repair is $1500, as stated in Table 1, and the long-term cost of strategies 7 and 8 are the same, as shown in Figure 7.

If the cost of the preventive repair can be reduced, the long-term cost for strategy 8 (with a higher number of preventive repairs) is lower than for strategy 7 (with a lower number of preventive repairs). Alternatively, if the cost is higher, an advantage in terms of the long-term cost can be seen from strategy 7 instead of strategy 8, as shown in Figure 7. Note that as for the analysis of the user cost above, the change in the preventive repair cost has no influence on the life-time cycle of the pavement. Therefore, in terms of the lifetime strategy 8 is better than strategy 7 (as shown in Figure 5b) despite of the increase in the preventive repair cost.

(3) Inspection interval

The inspection interval $T$ is an important factor that can influence maintenance strategies. In Figure 8, the long-term cost and the lifetime are considered when the inspection interval is one year (Inspection 1) and 6 months (Inspection 2). When the inspections are carried out more frequently (Inspection 2), the states of the pavement are revealed and the relevant interventions carried out more frequently. Therefore, in this study it can be seen that the additional cost of inspection due to more frequent inspections (Inspection 2) results in a lower long-term cost (Figure 8a) than in the situation of less frequent inspections (Inspection 1). In terms of the lifetime (Figure 8b), the situation with more frequent inspections gives an increase (although only a marginal one) for the strategies that consider a certain number of routine repairs and preventive repairs, such as strategies 7 and 8, instead of mainly relying on the corrective maintenance and reconstruction.

Fig. 5. The results of the long-term cost (a) and the lifetime (b) in Example 1

Fig. 6. The results of the long-term cost with the user cost and without the user cost

Fig. 7. Influence of cost of preventive repairs to the long-term cost for the strategies 7 and 8

If the inspection interval $T$ is one year, in Figure 8a, the strategies with more frequent inspections give an increase in the long-term cost in comparison to the strategies with less frequent inspections. In terms of the lifetime (Figure 8b), the strategies with more frequent inspections give a small advantage over the strategies with less frequent inspections.
4.2. Example 2

4.2.1. Model implementation

In this example, the PN model in Figure 1 is used to obtain the results of the analysis. A number of assumptions have been made. A two-parameter Weibull distribution has been assumed to describe the time to reach each deteriorated state, as shown in Table 3. Note that in addition to the six states considered in Example 1, state 3’ is introduced which is used to model the state obtained after an intervention of emergency repairs. The parameters of the Weibull distribution have been assumed and the scale parameter $\eta$ was chosen according to the recommended frequencies of maintenance actions, used in Example 1.

Since the deterioration rate of the pavement is to increase with time (due to the wear-out characteristic), the shape parameter $\beta$ is chosen to be greater than 1 and it is increasing with each state, as given in Table 3. The intervention costs and the mean time to complete an intervention are assumed to be as in Example 1, including the cost of the emergency repair and the time to complete it (given in the final column) to be equal to the parameters of the routine repair (given in the second column). Since the EM is used to recover from some serious damage using a temporary solution and cannot improve the performance of the pavement, the user cost for the EM has been assumed to be similar to the value during the CM. According to pavement maintenance manuals [10] the budget planning period is assumed to be 10 years, since it is recommended to carry out the CM every 10 to 15 years. The time to the end of the budget planning period is assumed to follow the exponential distribution with $\lambda = 0.1$. Note that in this paper the time to the next level of deterioration follows the Weibull distribution, and the time to the completion of the intervention follows the exponential distribution. However, there are no limitations on the type of distribu-

### Table 3. Input parameters for Example 2

| State | $s_0$ to $s_1$ | $s_1'$ to $s_1$ | $s_2$ to $s_2$ | $s_3$ to $s_3$ | $s_4$ to $s_4$ | $s_3'$ to $s_3$ |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| Weibull parameter $\beta$ | 1.3 | 1.2 | 1.2 | 1.5 | 1.8 | 2.2 |
| Weibull parameter $\eta$ (days) | 720 | 360 | 540 | 2880 | 5400 | 10800 | 360 |
| Intervention cost ($) | 200 | 200 | 200 | 1500 | 3000 | 7000 | 200 |
| Mean time to complete an intervention (day) | 1 | 1 | 1 | 7 | 15 | 60 | 1 |
| User cost ($/day) | 0 | 0 | 0 | 0 | 10 | 50 | 8 |
| Inspection cost ($) | 10 |
| Inspection duration (day) | 0.1 |
| Mean of the budget planning period (year) |

Fig. 8. The results of the long-term cost (a) and the lifetime (b) for the two values of the inspection interval

Fig. 9. The relationship between the mean duration of staying in the different states and the number of simulations

Fig. 10. The relationship between the average number of interventions in planning horizon and the number of simulations
tion to be used, which could be derived from the analysis of historical data of pavement deterioration and maintenance records.

Using the Monte Carlo simulation method to solve the PN model in Figure 1, a number of statistics have been collected in order to test convergence of the results. These include the duration of staying in particular states (Figure 9) and the number of interventions (Figure 10) over the planning horizon of 50 years. Note that strategy 9 was chosen for the illustration purposes in Figures 9 and 10. Based on these results the number of simulations for each strategy has been chosen to be 3000, as the outputs of the model have converged after this number of simulations.

Further conclusions about the chosen strategy (strategy 9 in this case) could be drawn from Figure 9. For example, if the last three states (state $s_3$, $s_3'$ and state $s_4$) are considered as hazardous and potentially causing road safety risks, over the planning horizon the pavement stays in these states for around 350 days if strategy 9 is implemented. In other words, the probability to stay in a hazardous state (if strategy 9 is implemented) is under 2%. This example illustrates one of the additional criteria (in addition to the long-term cost and the lifetime) of comparing different strategies using the PN method, which was not possible using the Markov method. In addition to the long-term cost and the lifetime, such conclusions on other outcomes of the model can also be used to inform maintenance decisions.

The long-term cost and the lifetime under different strategies (as listed in Table 2) are given in Figure 11 with 3000 simulations. As in Example 1, it can be seen the routine repairs and preventive repairs can reduce the long-term cost and extend the lifetime of the pavement, since the strategies with a higher number of these (such as strategies 7, 8 and 9) result in lower cost and greater lifetime.

### 4.2.2. Sensitivity analysis

The PN model in Figure 1 has been developed with the focus of illustrating the possibility to model the emergency maintenance and the dependencies between the routine and preventive repairs, which were impossible to take account of using the Markov model. Therefore, the budget planning period and the inspection interval, as the two parameters that influence these maintenance actions, have been chosen in the sensitivity analysis.

1. **The budget planning period**

   The chosen value of the budget planning period, which affects how often the corrective maintenance can be carried out or the emergency repairs are needed due to budget limitations, can influence the long-term cost (Figure 12a) and the lifetime (Figure 12b) for the different strategies. Three mean values of this period were chosen: 5 years, 10 years and 15 years. If the period is shortened from 15 years to 5 years, savings in the long-term cost are observed for strategy 1, where only the corrective maintenance and reconstruction are possible. For the other strategies, saving in the long-term cost will become less apparent if this period is reduced. This could be due to a larger number of emergency repairs required during the less frequent budget planning process, which offset the cost saving caused by the routine and the preventive repairs. The larger the budget planning period the higher the lifetime, since a larger number of emergency repairs delay the occurrence of corrective repairs and reconstruction and delay the renewal. If both criteria are of importance (minimize the cost and maximize the lifetime) the value for the budget planning period needs to be chosen carefully.

2. **Inspection interval**

   In Figure 13, the long-term cost and the lifetime are considered when the inspection interval is 1.5 years (inspection 1), 1 year (inspection 2) and 6 months (Inspection 3). As in Example 1, when the inspections are carried out more frequently, the states of the pavement are revealed and the relevant interventions are carried out more frequently.

   Therefore, in this study it can be seen that more frequent inspections (Inspection 2) result in a lower, long-term cost (Figure 13a) and longer, although marginally, lifetime (Figure 13b) than in the situation of less frequent inspections (Inspection 1), especially for the strategies.
with fewer routine and preventive repairs. If the frequency of inspections continues to increase (inspection 3), the savings on the long-term cost become smaller and the lifetime even decreases than in the situation with less frequent inspections (inspection 2). The reduction in the savings on the cost is caused by an increase of cost due to additional inspections, whereas a shorter lifetime could be explained by an increased number of corrective maintenance actions when the poor state of the pavement is revealed (and rectified) more often. When choosing the frequency of the inspection interval, the balance between the long-term cost and the lifetime should be investigated carefully.

5. Conclusions

Efficient pavement management is of great importance for the governing transport bodies in terms of maintenance and reconstruction costs and pavement deterioration. This study is on modelling pavement deterioration and maintenance processes in order to evaluate different strategies for pavement management.

An analytic model based on Markov process and a simulation model based on Petri-net have been developed to support pavement management decisions under different scenarios. The results from two models are compared in a numerical example to evaluate a number of characteristics suitable for comparing different pavement management strategies, such as the long-term cost and the lifetime of the pavement. For the values of the different parameters chosen it has been demonstrated that the strategies where the routine repairs and preventive repairs are carried out while the pavement is still in the good state can result in savings in the long-term cost and extend the pavement design life, in comparison to the strategies where the corrective maintenance and reconstruction only are carried out (when the more critical states of the deterioration have been reached). Additional outputs of the PN model can be obtained, such as the time spent in critical pavement states under a chosen strategy, and used to compare different maintenance approaches.

The sensitivity analysis has been carried out in order to investigate the effects of the main factors used in the analysis, such as the user cost, the cost of preventive repairs, the inspection interval and the budget planning period. It has been demonstrated how these main factors influence the results of the analysis and should be carefully considered when using the proposed method to inform maintenance decisions. One way of testing a range of parameter values is to formulate and solve an optimization routine where such values can be analyzed in an automatic way.

In future works we could extend the models by using in-field data to define the probability distributions for describing the process of pavement deterioration and the effect of different interventions, which are more accordant with practical circumstances. Further complexity in road maintenance practice and system-level road maintenance optimization can be analyzed by improving the simulation model with coloured PN method.
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Appendix 1

The selection of interventions can depend on a number of factors, such as the type, severity and extent of distress, traffic volume and climate conditions, and realized by decision matrix or decision tree as listed in Table A.1. Possible pavement interventions include pavement crack treatment, patching, chip seal, micro-surfacing, overlay, fill & mill, reconstruction and etc.

**Table A.1 maintenance action matrix for the different distresses**

| Flexible pavement distress | low | moderate | High |
|-----------------------------|-----|----------|------|
|                             | Occasional | Frequent | Occasional | Frequent | Occasional | Frequent |
| Alligator cracking          | 3   | 3        | 4     | 4        | 6           | 6        |
| Longitudinal cracking       | 2   | 2        | 4     | 4        | 6           | 6        |
| Rutting                     | 1   | 1        | 5+4   | 5+4      | 7           | 7        |
| Transverse cracking         | 2   | 2        | 4     | 4        | 4           | 4        |
| Random/block cracking       | 2   | 2        | 4     | 4        | 7           | 7        |
| Raveling/weathering         | 3   | 3        | 4     | 4        | 7           | 7        |
| Edge cracking               | 2   | 2        | 6     | 6        | 6           | 6        |
| Distortion                  | 1   | 1        | 5     | 5        | 5           | 5        |
| Excess asphalt              | 1   | 1        | 4     | 4        | 5+4         | 5+4      |

1: do nothing, 2: crack seal/fill, 3: fog seal, 4: chip seal/armor coat, 5: mill, 6: overlay, 7: mill&fill

Extent of distress: occasional - area or length affected<30%, frequent - area or length affected>=30%
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Radial turning forces for tool-life improvements are studied, with the emphasis on predictive rather than preventive maintenance. A tool for wear prediction in various experimental settings of instability is proposed through the application of two statistical approaches to process data on tool-wear during turning processes: three sigma edit rule analysis and Principal Component Analysis (PCA). A Linear Mixed Model (LMM) is applied for wear prediction. These statistical approaches to instability detection generate results of acceptable accuracy for delivering expert opinion. They may be used for on-line monitoring to improve the processing of different materials. The LMM predicted significant differences for tool wear when turning different alloys and with different lubrication systems. It also predicted the degree to which the turning process could be extended while conserving stability. Finally, it should be mentioned that tool force in contact with the material was not considered to be an important input variable for the model.
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be presented in Section 5. Finally, the conclusions will be discussed in Section 6.

2. Related Work

Many investigators have been exploring ways of predicting cutting-tool behaviors RUL, by establishing the length of time certain tooling processes will withstand wear [1]. RUL is the analysis of the remaining working time and number of executions of a tool, at a particular working age. The resulting information is used to predict whether the tool can still machine the piece to an acceptable finish. [13] developed a proportional hazard model for the remaining useful life of 25 identical tools during the turning of titanium metal matrix composites. The remaining useful life curves were developed for two different machining conditions: cutting speed and feed rate. [9] analyzed tool wear in the finish turning of AISI 1045 steel under different cooling conditions, to conclude that minimum quantity cooling lubrication (MQCL) provided significant improvements in the wear rate of the cutting tool and its productivity. [7] estimated the RUL of a bearing process with artificial neural network models that produced better bearing failure performance predictions. [19] compared multiple machine learning algorithms for tool-wear prediction and concluded that Random Forest generated higher accuracy than Artificial Neural Networks and Support Vector Regression. [11] developed mathematical models for describing surface finish and flank wear, employing multiple linear regression analysis during ceramic-tool machining of AISI-D2 steel. The nose geometry of the cutting tool strongly influenced the productivity and surface finish of the hard-turning process. [6] developed an online Neural Network model for tool-wear monitoring based on force ratio and cutting conditions. The algorithm was successfully verified during turning. [12] estimated tool conditions by applying neuro-fuzzy techniques, which yielded the best results for tool-wear estimation with cutting force and machining time variables. [20] developed a model based on particle-swarm optimization that fitted better than the back-propagation neural network for tool-life prediction.

Although tool-life prediction and RUL estimation are important in machining processes, stability is also one of the main topics for achieving the aim of obtaining good quality pieces, due to the fact that even if the remaining useful life of the tool is good, an instability may cause a machine failure. On this topic, [14] proposed a linear stability analysis in the frequency domain based on cutting forces. [4] developed a linear model based on the root locus method, called a chatter model for predicting stability in hard-turning processes. [17] proposed a method for measuring the stability of cutting processes that applied the power-spectrum density of dynamic cutting forces.

As may be seen from this literature review, many technologies have been developed over the years to predict tool wear, to improve tool life, and to detect stability during machining processes. Most of these technologies have been applied to a particular fault and have yielded good results for both stability and wear prediction. A hybrid mix of both predictive approaches is proposed in this paper, which will enable better prediction for stable tests and will prevent possible failure modes related to instability.

3. Industrial Application

This study is based on a radial turning process, applied to nickel-based superalloys. Even though only nickel-based superalloys enter into the case study (Waspalloy, Inconel 718 and Haynes), the chemical composition of the superalloys differs slightly. Cutting tests were conducted at 30 m/min cutting speed, with a depth of cut of 2 mm and a feedrate of 0.1 mm/revolution. Each test had the same total amount of removed material, with a spiral cutting length (SCL) of 727 m, divided into six or four passes depending on the alloy. Standard un-coated cemented carbide inserts (Sandvik CoromantTCMW16T304, grade Sandvik H13A equivalent to ISO S20) were used with 0.4 mm tip radius.

The above-mentioned superalloys can be found in a wide variety of states, obtained by thermal heating and cooling processes. Annealing is the one that we will consider in this study. The physical process of annealing produces microstructural changes that include recrystallization and grain growth [5]. The crystallization structure of alloys treated at high temperatures and for long annealing periods will break up and the subsequent recrystallization processes will differ, depending on the rapidity of the annealing or cooling process. Note that while grain growth can be provoked through heat treatment, the same is not true for the reduction of grain size. Recrystallization and grain growth processes can both be controlled by regulating the heating and the cooling times.

Two states of grain size Large Grain (LG) and Small Grain (SG) can be distinguished in Figure 1. In terms of strength, Aged (A) refers to a stronger state than and Solutioned (S).

![Fig. 1. Structural differences at a microscopic level between LG and SG in different superalloys.](image)

Turning processes require lubrication to reduce high temperatures and to extend the life of tools subjected to high torque forces during the machining process. Both [16] and [10] discussed lubrication in their studies. In this case, the selected parameters for temperature reduction were a conventional lubrication system at a pressure of 6 bars and a High Pressure Coolant (HPC) system at a pressure of 80 bars. In radial turning processes, a pass is considered finished when the tool has moved from the surface of the material to the final point on the axis. A pre-determined number of passes made sequentially are called a test. The number of passes needed to complete a full test differed in accordance with the materials that were studied in this paper.

| Table 1. Number of tests for each superalloy (Inconel, Haynes, Waspalloy), grain size, strength (SGS, SGA, LGS, LGA) and type of lubrication (Conventional, HPC). |
|---------------------------------|--------|--------|--------|--------|
| Inconel | Conventional | SGS | SGA | LGS | LGA |
| Haynes | Conventional | - | - | 2 | 2 |
| Waspalloy | Conventional | 2 | 2 | 1 | 1 |




passes were required to complete a test on Inconel 718 and Waspalloy, while 4 passes were needed for Haynes. Table 1 shows the number of tests for each superalloy, the grain size, and the lubrication systems.

The initial conditions set up in this study were the same for every superalloy in every state. While each pass was running, the cutting force of the tool in contact with the superalloy was measured. This force was then decomposed into three components, $F_x$, $F_y$, $F_z$, which were perpendicular to each other. Once a pass had finished, tool wear was also measured, in two different ways: flank wear and notch wear. Flank wear was measured at nine different points where the tool enters into contact with the superalloy. Notch wear appears just after flank wear and is usually larger. Note that only flank wear is studied in this paper. Notch wear was not studied, due to it having no relation with the force signals generated during the process that are a key focus of this study.

Figure 2 illustrates the three force components. These signals are taken from one particular pass: in general, the signals from any of the passes will be of a similar appearance.

The main purpose of this paper is to predict tool wear under different settings. Given the direct relationship between tool wear and process stability, we study process instability in terms of the force signal; not only for the complete test but also for each pass. Then we create a linear mixed model to compare the wear for different setting situations and to predict the expected wear.

Note that an expert will be able to label each complete pass as either stable or unstable. Once a pass is labeled as unstable the whole test is considered unstable.

![Fig. 2. Measured forces for a single pass for the three components.](image)

### 4. Methodology

In this study, we have two goals: to identify the instability that can occur in irregular turning processes; and, to identify tool wear, the critical parameter during the turning process. The following sections explain the methodology to reach each goal.

#### 4.1. Instability Detection

Instability has a direct relationship with tool wear linearity. An unstable process results in non-linear tool wear, causing a disturbance in the process.

First, we studied stability in each pass of every test, independently. Then, we analyzed the stability of the full test composed of several passes, comparing a given pass with the first pass, previously identified as stable or unstable.

#### 4.1.1. Instability detection of a pass

Let the signals of the force components of a pass $p$ be $(F_{x1}(p), F_{y1}(p), F_{z1}(p))$, recorded at a series of time-points $t = 1,...,T$ for passes $p = 1,...,6$. The instability of any one given pass, $p$, must be detected. The instability of a pass is closely related to the outlying data values of the force components that were analyzed with the three-sigma edit rule [8].

This simple robust method allows us to obtain the median value of each force component, $M_ec = Median(F_c(p))$, and the corresponding absolute standard deviations, and can be expressed as:

$$|F_c(p) - M_ec|, \ t = 1,..., T; c = x,y,z,$$

where, $c$ is the axis of the force, $t$ is the machined piece, and $p$ is the pass.

The median value of these deviations is calculated and divided by 0.6745 as indicated in [8]:

$$MADN_c(p) = \frac{Median{|F_c(p) - M_ec|}}{0.6745}$$

The robust three-sigma edit rule (see [8]) establishes that observation $F_c(p)$ is an outlier, if:

$$|F_c(p) - M_ec| > r,$$

where, $r$ is a threshold value. Under the normality assumption, $r = 3$ is often set (hence the “three-sigma rule”) and any observations beyond that threshold are considered outliers. Based on the three-sigma edit rule, a component force, $c$, at pass, $p$, is considered unstable, if:

$$Max_c(p) = \frac{|F_c(p) - M_ec|}{MADN_c(p)} > r.$$  

(1)

In the case studied here, pass $p$ is considered unstable if at least 2 of the 3 force components $x, y$ or $z$ are considered unstable. We explore different threshold values to establish the best one in this case. The goodness-of-fit is measured by the accuracy between the label given by the proposed approach (stable/unstable) and the expert’s label. It is determined by a confusion matrix (Table 2), where the rows show the predicted values and the columns show the expert classification. Accuracy is given as a percentage value representing an approximation between the state predicted by the approach and expert classification.

| Real class | Pred. class |
|-----------------|-------------|
| Stable          | $T_p$       |
| Unstable        | $F_p$       |
| $F_n$           |

$$Accuracy = \frac{T_p + T_n}{T_p + T_n + F_p + F_n}$$  

(2)

The variability of the accuracy was measured by a moving blocks bootstrap approach [18]. This statistical technique is used to obtain bootstrap samples from correlated data. The signal is divided into contiguous blocks of length $L$. Following sampling with replacement from the blocks, the signals were then processed with a bootstrap technique. In this process, the threshold providing the highest accuracy is considered as the optimum value to detect the instability of a pass.

In this study, the above approach is only applied to the first pass of each test, due to the importance of this pass in the stability of the whole test.
4.1.2. Instability detection of a whole test

In this section, an instability-detection method is used to analyze the stability of the whole test. The approach is based on the comparison of any given pass of the test with the corresponding first pass of the test. First, the classical statistical technique of Principal Component Analysis (PCA) [3] is applied to reduce the dimension from the 3 force components to only two dimensions, so that the full signal of forces of the first pass can be easily visualized. PCA is based on combining linearly input features, in this case the force components of the first pass \( F_i \), to obtain new ones \( C_k \) that are linearly independent between each other and maintain as much of the original information as possible. Second, subsequent passes are projected on the same space, so the progress of the test can be seen graphically. In addition to graphical classification, a quantitative measure is calculated: given \( F_i(p) = (F_x(p),F_y(p),F_z(p)) \), the maximum distance from any time point, \( t_i \) of this pass, \( p \), to the centroid of the first pass is as follows:

\[
D(p) = \max_t \left\{ \sqrt{\sum_c (F_{ct}(p) - F_{1c})^2} \right\}
\]

These distances are obtained for each test and are used to determine the stability of the test; as a result, the test will be classified as unstable when the value \( D(p) \) is twice the value of \( D(1) \) in the first pass.

Validation of this model is done by comparing the stability classification that is obtained with the one offered by the expert. To do so, the confusion matrix is calculated and an accuracy value is obtained.

4.2. Tool-wear prediction

In this section, the objective is to model the radial turning according to some of the variables sensorized during the process and some others that depend on the material. Throughout the turning process for each piece, the wear at the end of each pass is recorded. The effect of each pass is the most important variable to take into account to build a model for the evolution of the wear. Nevertheless, factors that include the type of alloy, grain size, lubrication pressure, as well as forces on each component are considered. Since the wear is measured several times on the same piece or tool along the turning process, these measurements may be correlated. A linear mixed-effect model (LMM), capable of properly processing the data correlations, generated the model of tool wear.

A brief explanation would be that the dependent variable \( w = (w_ip) \) \( _i \) (in this study the wear, where \( w_ip \) stands for the tool wear, \( i \), at the end of a pass, \( p \)) is formulated within the following general model in an LMM:

\[
w = X_\beta + Z_\eta + \epsilon, \ b ~ N(0,D) \text{ and } \epsilon ~ N(0,R),
\]

where \( X \) is a \( n \times k \) matrix (\( k \) is the number of fixed effects), \( Z \) is a \( n \times q \) matrix (\( q \) is the number of random effects) and \( D \) is the variance-covariance matrix (\( q \times q \)) of the random effects. The random effects (which are modeled by random variables) in these models permit the prediction of the behavior of particular units in the sample, as well as an estimation of variability between different units.

Inference for the model selection was performed with the Likelihood Ratio (LR) test for the fixed effects and by chi-squared distributions derived from Restricted Maximum-Likelihood Estimation-based LR tests for variances and covariances of the random effects (see [2] for details). The diagnosis of the model was not done by the analysis of the residuals. Instead, the Normalized Root Mean Square Deviation (NRMSE) statistic was used, to give a quantitative value of the approximation, where lower values indicate less residual variance.

### 5. Results

The results are organized into two main sections. In the first one, the results on instability detection are shown and, in the second, those concerning tool wear.

#### 5.1. Instability Detection

As a first step, we studied the time series signal of each first pass considering different threshold values in equation (1). As mentioned in section 4.1.1, a threshold value has been searched for, in order to determine the optimum value for this specific process. The stable/unstable label obtained was compared with an expert opinion and the accuracy value was calculated. The standard deviation of the accuracy was measured on 200 bootstrap samples (see Table 3).

| Threshold | Accuracy (std) |
|-----------|----------------|
| 3         | 0.28 (0.000)   |
| 5         | 0.28 (0.032)   |
| 7         | 0.72 (0.047)   |
| 8         | 0.82 (0.039)   |
| 9         | 0.79 (0.017)   |
| 10        | 0.79 (0.018)   |

The results showed that the best threshold value was \( r = 8 \). Moreover, the approach was not dramatically sensitive to the threshold value and values above \( r = 8 \) also yielded comparable results.

As a second step, the stability of the test based on the first pass was studied. The technique of Principal Component Analysis (PCA) produced a global summary of the forces in graphic form. Two PCA analyses can be seen in Figures 3 and 4, which present all the passes of a test for stable and unstable tests, respectively. A test is considered unstable when a particular value \( D(p) \) of any pass, \( p \), is over twice the maximum distance of the first pass, \( D(1) \).

The maximum distance from the first pass centroid to any of the points of each pass is shown for both stable (Figure 5a) and unstable tests (Figure 5b). These values were obtained for the rest of the tests and the results following their comparison with the expert stability classification are shown in Table 4.

In Table 4, it can be seen that most of the tests are well classified, which accounts for 76% of the accuracy, calculated as the percentage of well classified values divided by the sum of all values (see equation 2).

### 5.2. Tool-wear prediction

During the radial turning process, each tool, \( i \), is related with its experimental setup conditions (\( i = 1, ..., 29 \)). Particularly, the type of superalloy and the lubrication system were of significant importance for tool wear throughout the model selection process, although the same could not be said for grain size, strength, and the forces that the
tool withstands. Taking all these issues into account, the fitted model is as follows:

\[ w_{ip} = \beta_0 + \beta_1 \text{Haynes}_i + \beta_2 \text{Waspalloy}_i + \beta_3 \text{Conventional}_i + b_0 + (\beta_4 + \beta_5 \text{Haynes}_i + \beta_6 \text{Waspalloy}_i + \beta_7 \text{Conventional}_i)p + b_1 p + e_{ip}, \]

where:
- \( w_{ip} \) is the wear of the \( i \)th tool at the end of the pass \( p \),
- Haynes, and Waspalloy, are dummy variables that indicate the type of superalloy that the \( i \)th tool is cutting, and Conventional is the dummy variable for the lubrication system of the \( i \)th tool,
- the random effects of the model are:
  \[ \begin{pmatrix} b_0 \\ b_i \end{pmatrix} \sim N(0, D) \text{ with } \begin{pmatrix} d_{11} & 0 \\ 0 & d_{22} \end{pmatrix}, \]
- the errors of the model have 0 mean but are heterocedastical
  \[ \text{VAR}(e_{ip}) = \sigma^2 \theta_i^2 \]
  with \( \theta_i^2 = 1 \) if the \( i \)th tool is stable and \( \theta_i^2 \neq 1 \) otherwise.

The estimations of the parameters of the model and 95% approximate confidence intervals are in Table 5 as well as the \( p \)-values for the fixed effects. The latter are obtained by Maximum Likelihood.

It is noteworthy that the variability between tools is much bigger than the residual variability, even for stable tests. For instance, by the intraclass correlation, 77% of the variability of the slope at each pass, \( p \), is due to the variability between tools. Nevertheless, some general main effects can be assumed: each pass, \( p \), on an Inconel 718 alloy with HPC lubrication provokes mean tool wear of 19.4 mic. If the alloy is Haynes or Waspalloy, there will be less wear after each pass: mean average wear of 11.2 mic and 16.7 mic, respectively. For a given alloy, when a conventional lubrication system was used, a higher mean wear of 13.2 mic compared with the HPC lubrication system was noted.

Using the model obtained and taking into account the maximum permitted tool wear (300 mic), it was easy to see that the tool could work properly with many more passes (a range from 10 to 81 passes depending on the tools). The prediction tendency for each of the
The Normalized Root Mean Square The deviation measure (NRMSD) for the stable tests was 13.3%, which means that the mean percentage error for measured wear using LMM was 13.3%.

6. Conclusions

Two problems with a wide variety of industrial consequences for machining work have been discussed in this paper.
One aspect of this study is the development of a method for instability detection that can detect initial instability in radial turning processes. The three components of the measured force have been selected as the most important variables. These variables have been applied to two different methods with two goals; an off-line method, MADN, was used for first pass stability, which can be extended to the rest of the passes, and which produced an accuracy of 82% of the signals. Another methodology was based on PCA visualization, which provided an intuitive 2 dimensional representation of the forces. Applied on-line, it can function as a fault-detection method during machining processes and will, if necessary, end the process. The results applied to all the tests achieved an accuracy rate of 76%.

This result offers a better process-oriented view to the operator that is easier to understand. The algorithms can be directly integrated into the on-line monitoring tool, to analyze the effect of using a particular tool and material. The general approach in this work can be used in an experimental phase to improve the process with new materials.

A further aspect is that a tool-wear model based on a Linear Mixed Model has been applied. The model has shown that mean average tool wear differs, depending on the type of superalloy and lubrication system in use, as suggested in [16] and [10]. It is worth mentioning that the force of the tool in contact with the superalloy is not an important input variable in the model. The model has also been used to demonstrate that the tool can withstand a higher number of passes, with tool wear under 300 mic. while the stability of the turning process is held. As a consequence, the process could run longer without stopping, which would imply faster turning and less time to finish the piece. Finally, a confirmatory analysis using a larger amount of samples would be of interest, to reduce the uncertainty and variability of the different pieces.
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1. Introduction

The issues related to the reliability of power systems are currently in the centre of interest all over the world. Unconstrained and continuous access to electricity is generally taken for granted, and people are becoming increasingly dependent on it. What a consumer expects is not available to the public, they only get published in a fragmentary form or generalized form [19]. An exception to this rule and an example of good practice is the report [1], presenting analyses of the reliability of European power systems. The publication of such reports increases availability of information and enhances transparency of reliability and energy quality policies applied in each of the countries included in the report. Besides, a correct assessment of reliability is crucial for a distribution company to develop a strategy of exploitation and investment in the network so that the reliability targets imposed by the Energy Regulatory Office (ERO) can be met. It is very important for companies, which are obliged to report their reliability indices to ERO and if real reliability indices turn out not to meet the yearly targets, a company can be fined.

It has to be noted too, that the reliability data are collected from power networks of different operation characteristics, covering different areas and serving different numbers of customers. It is therefore necessary to take into consideration the weight of particular data in the analysis. Besides, it should also be emphasized that the classical statistical methods typically employed in the analysis of reliability data, such as Weibull, exponential or log-normal distributions, may be inadequate. These methods, referred to as parametric, rely on arbitrarily adopted typical distribution of random variables, on the basis of which parameters of the assumed distribution are subsequently obtained [5]. The reason why they are insufficient for analysing reliability problems is that the number of possible distributions is limited [12]. Non-parametric methods are free from this limitation, since no function is assumed a priori [11, 12].

It can be observed on the basis of statistical analysis of failures in power networks that the majority of breakdown occur in MV and LV lines [7-10]. The most frequent causes of failures are of random nature and include atmospheric overvoltage, SEMP, sudden changes in ambient temperature, wind, hard rime, effects of air pollution or human factors [5]. The data on failures in power networks should be reported...
2. Numerical data analysis

One of the fundamental problems that has to be solved in analyses of complex technological processes is obtaining functions characterizing an object under scrutiny on the basis of experimental data available. The reliability analysis of individual devices and of the whole power system requires determining adequate statistical measures on the basis of historical data. The typical cases of this problem include obtaining the mean value, the standard deviation, the regression function, or the estimation of the probability density function (pdf) for a random variable. When estimating the pdf, the type of the random variable distribution is usually arbitrarily assumed and its parameters are subsequently determined. Because of that, these methods are referred to as parametric.

2.1.1 Kernel estimators

As far as non-parametric estimation methods are concerned, the one based on kernel estimators is among the most widely applied. Non-parametric methods were put forward at the turn of the 1950s and 60s and their basic idea is derived from the pdf estimation problem, as discussed in a number of publications, e.g. [11, 12, 21-23].

A typical problem to which kernel estimators can be applied is obtaining the density function of the probabilistic distribution of the random variable on the basis of a sample (i.e. Kernel Density Estimation – KDE). To implement kernel estimators for analysing random variables, it is necessary to have access to a computer with software for statistical analyses, such as the program R.

Definition of a classical kernel estimator - KDE.

Let \( X \) be an \( n \)-dimensional random variable, with the distribution density \( f \). Its kernel estimator \( \hat{f} : \mathbb{R}^n \rightarrow [0, \infty) \) is determined on the basis of an \( m \)-element random sample \( x_1, x_2, \ldots, x_m \), obtained from the variable \( X \). The basic form of the kernel is defined by the formula:

\[
\hat{f}(x) = \frac{1}{m h^n} \sum_{i=1}^{m} K \left( \frac{x - x_i}{h} \right) = \frac{1}{m h^n} \sum_{i=1}^{m} K \left( \frac{x - x_i}{h} \right)
\]  

(1)

where the function called a kernel, \( K : \mathbb{R}^n \rightarrow [0, \infty) \) which is measurable, symmetrical with respect to zero and having a weak global maximum at this point, satisfies the condition \( \int_{\mathbb{R}^n} K(x) dx = 1 \). The positive coefficient \( h \) is known as bandwidth [11, 20-23].

From the statistical point of view, the form of the kernel is not significant. It is possible to choose the kernel form on an arbitrary basis. Due to the fact that many natural phenomena, including those affecting reliability data, are subject to normal distribution, it appears justified to apply the normal kernel as defined by the function:

\[
K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}
\]  

(2)

The normal kernel has a disadvantage though, namely the unlimited carrier of the random variable \( x \in (-\infty, \infty) \) since the estimated values of the reliability parameters can be only positive, the form of the kernel estimator has to be modified in such a way that the random variable \( X \) can take only non-negative values. This can be done by stipulating a constraint on the kernel carrier, the role of which is to mirror the part of kernel located beyond the permitted interval, i.e. in the case of reliability random variables, it is those below zero [11, 21, 23].

Another modification of the classical KDE involves introducing weights. In this way, a weighted kernel density estimator (KDEw) is obtained.

Definition of a weighted kernel density estimator KDEw.

Let \( X \) be an \( n \)-dimensional random variable, with the distribution density \( f \). Its kernel estimator \( \hat{f} : \mathbb{R}^n \rightarrow [0, \infty) \) is obtained on the basis of an \( m \)-element random sample \( x_1, x_2, \ldots, x_m \), to which non-negative values \( w_1, w_2, \ldots, w_m \) are attributed. The values satisfy the condition \( \sum_{i=1}^{m} w_i = 1 \) and are further referred to as weights of the particular elements of the variable \( X \), as defined by the formula:

\[
\hat{f}(x) = \frac{1}{h^n} \sum_{i=1}^{m} w_i K \left( \frac{x - x_i}{h} \right)
\]  

(3)

where the function \( K : \mathbb{R}^n \rightarrow [0, \infty) \) is the kernel. It is measurable, symmetrical with respect to zero, has a weak global maximum at this point and satisfies the condition \( \int_{\mathbb{R}^n} K(x) dx = 1 \). The positive coefficient \( h \) is the bandwidth, as described in [11, 23].

In the special case when all the weights \( w_1, w_2, \ldots, w_m \) are equal and their sum is 1, the form of the estimator KDEw specified in (3) becomes equivalent to that in (1), i.e. the KDE.

In this paper I shall argue that the use of KDEw provides a more adequate model for the analysis of the reliability of a power system than KDE. The results of such an analysis should be however approached with caution if the weights take extremely disparate values. In such a case, before accepting the outcome of the statistical calculations, it is necessary to verify them on the basis of theoretical and practical familiarity with the phenomena under scrutiny to avoid drawing erroneous conclusions.

The quality of kernel estimators is crucially affected by the bandwidth \( h \), which ensures the smoothness of the density function. If the parameter value is too small, there are too many local extremes of the estimator \( \hat{f}(x) \), if its value is too high, the function \( \hat{f}(x) \) is excessively smoothed and ceases to represent the real properties
of the random variable. A number of useful algorithms are offered in the literature for calculating the value of the parameter \( h \), optimized on the basis of a Mean Squared Error criterion. Methods for optimizing the estimation of the parameter \( h \) are also implemented in the popular statistical analysis software, such as SAS, R, MATLAB or STATISTYKA.

In the R program environment [15], there are a number of functions available for calculating a pdf of a random variable by means of kernel estimators. In this study, the function 'density' was used, which comes in a number of calculation options. One of them includes the parameter 'weights', defining the weights for the particular values of a random variable. The method of obtaining the parameter \( h \) selected by means of the parameter 'bw'. The method employed here for obtaining the value of the bandwidth \( h \) has the Sheather & Jones method. It is worth mentioning that the function 'density' and the software R were exploited in my previous studies too [7-10].

When the data are multidimensional, two natural generalization of the above-mentioned formulas are employed: a radial kernel [11, 23]:

\[
K(x) = C K\left(\sqrt{x^T x}\right)
\]  

and product kernel:

\[
K(x) = K\left(\left[x_1, x_2, \ldots, x_n\right]\right)^2 = K(x_1) \cdot K(x_2) \cdot \ldots \cdot K(x_n)
\]

where \( K \) is a one-dimensional kernel, and \( C \) is a positive constant of such a value that the condition \( \int_K(x) dx = 1 \) is satisfied. Radial kernel is more effective than product kernel, but from the perspective of applications, the difference is insignificant, as pointed out in publications [11, 23].

3. Analysis of exploitation failures in MV networks

The failure analysis of MV networks presented in this study was carried out on the basis of data obtained from 19 Polish distribution companies, covering 57% of the area of Poland, supplying about 65% of total energy consumption to over 10.5 million consumers (as of the end of 2015). The total length of the power lines used for energy transmission is over 465 thousand km. It can be assumed that this is a statistically significant sample for carrying out reliability analysis concerning Polish power networks.

Each Polish distribution company is obliged to submit a statistical report on the condition of electrical devices, known as G-10.5. This report includes the company’s confidential data on the network condition and the functioning of particular power devices in the preceding calendar year. The report is submitted to Agencja Rynku Energii Spółka Akcyjna (ARE S.A.) for the sake of conducting statistical analysis and systematic research on power industry. ARE S.A. processes the data jointly but the results are confidential and are therefore not made available to the public. In a comprehensive report called "Statystyka Energetyki Polskiej" [19], only mean values of indices obtained for the whole Polish power industry are published. It is not possible to obtain data on the power system reliability for particular distribution companies.

In the G10.5 report, the failure rate in MV power networks is described in terms of:

• the number of failures in MV overhead and cable lines and in MV/LV transformers;
• a failure index per 100 km of overhead and cable lines, respectively, and per 100 MV/LV transformers;
• average interruption time expressed in hours in electricity supply caused by failures in MV cable and overhead lines and in MV/LV transformers.

The total number of failures registered in the MV network devices in the period 2012 – 2014 was 53 089. A summary of failures occurring in various types of devices in MV networks is presented in Table 1.

In 2014 the distribution companies taken into account in the present analysis jointly served 128 655 km of overhead MV lines, 39 165 km of MV cable lines and 146 627 MV/LV transformers.

Table 2 presents the length of MV cable lines \( l_{SN_{-}LK} \), the length of MV overhead lines \( l_{SN_{-}LN} \) and the number of MV/LV transformers \( l_f \) (each distribution company, together with weights attributed to them \( waga)\) The value of the variable \( waga \) obtained from the following formula:

\[
waga_i = \frac{x_i}{\sum_{i=1}^{19} x_i}
\]

where \( x_i \) is the value corresponding to the length of lines or the number of transformers in a company divided by the sum obtained for all the 19 companies.

The calculated values of the variable \( waga \) are used for determining KDEw, discussed below.

Below a statistical analysis will be carried out of the data with respect to failure indices \( \Phi \) and with respect to mean interruption duration due to failure \( (T) \) for three groups of devices: MV cable lines, MV overhead lines and MV/LV transformers.

In each of the groups the data set included 57 observations (i.e. 3 values from the period 2012 – 2014 in the 19 distribution companies).

The results obtained are presented at three types of graphs: a histogram, a boxplot and a pdf. The pdf is obtained by means of kernel estimators with a normal kernel, the carrier being constrained to positive values. The bandwidth coefficient \( h \) as obtained by means of the most widely accepted method developed by Sheather & Jones [17].

The calculations of the pdf by means of kernel estimators were carried out in two variants – the classic KDE variant without weights and the KDEw variant in which the significance of data is weighed. In non-weighed KDE each datum has the same significance in the calculations, whereas in the weighed variant the data with greater weights have greater significance in the calculations. The variables that are

| Table 1. Number of failures registered in the MV network that occurred in overhead lines, cable lines and MV/LV transformers in the period 2012 – 2014 |
| --- |
| Number of failures in the MV network in the years 2012 - 2014 | [%] |
| Total number of failures in: | |
| MV overhead lines | 38 869 | 73.21 |
| MV cable lines | 11 865 | 22.35 |
| MV/LV transformers | 2 355 | 4.44 |
| Total | 53 089 | 100.00 |
Table 2. Length of MV cable lines $SN_{L_k}$, length of MV overhead lines $SN_{L_n}$, number of MV/LV transformers $I_{TR}$ in each distribution company marked by a code A-T and weights attributed to the data

| Company code | MV overhead lines | MV cable lines | MV/LV transformers |
|--------------|------------------|----------------|-------------------|
|              | $SN_{L_k}$ [km]  | $waga_{SN_{L_k}}$ | $SN_{LN}$ [m]    | $waga_{SN_{LN}}$ | $I_{TR}$ [Units] | $waga_{I_{TR}}$ |
| A            | 2 302            | 0.0588          | 16487            | 0.1281           | 14606            | 0.0996           |
| B            | 2 926            | 0.0747          | 9687             | 0.0753           | 9810             | 0.0669           |
| C            | 2 367            | 0.0604          | 1509             | 0.0117           | 3631             | 0.0248           |
| D            | 1 700            | 0.0434          | 12715            | 0.0988           | 11744            | 0.0801           |
| E            | 2 457            | 0.0627          | 11426            | 0.0888           | 11366            | 0.0775           |
| F            | 2 305            | 0.0589          | 13080            | 0.1017           | 13038            | 0.0889           |
| G            | 2 437            | 0.0622          | 14952            | 0.1162           | 17870            | 0.1219           |
| H            | 1 074            | 0.0274          | 11416            | 0.0887           | 8916             | 0.0608           |
| I            | 2 368            | 0.0605          | 1873             | 0.0146           | 3640             | 0.0248           |
| J            | 1 384            | 0.0353          | 3233             | 0.0251           | 4630             | 0.0316           |
| K            | 1 291            | 0.0330          | 3926             | 0.0305           | 4017             | 0.0274           |
| L            | 5 036            | 0.1286          | 3011             | 0.0234           | 9350             | 0.0638           |
| M            | 717              | 0.0184          | 2823             | 0.0219           | 2759             | 0.0188           |
| N            | 3 341            | 0.0853          | 3441             | 0.0267           | 9938             | 0.0678           |
| O            | 914              | 0.0233          | 2933             | 0.0228           | 2785             | 0.0190           |
| P            | 1 815            | 0.0463          | 5080             | 0.0395           | 5189             | 0.0354           |
| R            | 731              | 0.0187          | 3979             | 0.0309           | 4050             | 0.0276           |
| S            | 901              | 0.0230          | 2982             | 0.0232           | 3190             | 0.0218           |
| T            | 3 099            | 0.0791          | 4102             | 0.0319           | 6098             | 0.0416           |
| Total        | 39 165           | 1.0000          | 128 655          | 1.0000           | 146 627          | 1.0000           |

Table 1. Minimum, 1 Qu, median, mean, 3 Qu and maximum of $w_{SN_{L_k}}$ and $t_{SN_{L_k}}$

|                      | minimum | 1 Qu | median | mean | 3 Qu | maximum |
|----------------------|---------|------|--------|------|------|---------|
| $w_{SN_{L_k}}$ [failures/100 km/a] | 4.08    | 7.38 | 8.74   | 10.16| 12.30| 21.20   |
| $t_{SN_{L_k}}$ [h]   | 0.79    | 1.57 | 2.01   | 2.26 | 2.47 | 5.07    |

Fig. 1. Histogram, boxplot and a pdf obtained by means of KDE (continuous line) and KDEw with the weight $waga_{SN_{L_k}}$ (interrupted line) for the failure index $w_{SN_{L_k}}$ and for the interruption duration $t_{SN_{L_k}}$ in MV cable lines.
used as weights in further calculations are the length of MV overhead lines, the length of MV cable lines and the number of MV/LV transformers. In the cases under scrutiny, the weights were of similar values, i.e. the greatest differences can be of one order of magnitude. This indicates that the weighed features in the power networks are in fact comparable.

The three types of graphs represent the same information in different ways. The most popular form is a histogram representing the data distribution in a basic visual way. The boxplot represents a graphic interpretation of the distribution of the statistical features of a variable. It provides information on the median, the 1st quartile (1 Qu) \( Q_1 \), the 3rd quartile (3 Qu) \( Q_3 \), IQR (interquartiles) as well as outliers, exceeding 1.5 IQR, marked by circles. The KDE graphs are plotted by means of a continuous line and the KDEw graphs by means of an interrupted line, representing modal values directly visible at the pdf curve, skewness, outliers and multimodality, if it occurs.

Besides, the plots offer additional graphical information on the value and weight of the particular data element. Along the base of the scale on the y-axis there are markers “|”, located at places corresponding to the values of the data element. The height of these markers corresponds to the weight of data: the higher the marker “|”, the greater the weight of a datum and the greater its contribution to the KDEw.

The descriptions attached to some figures include tables with selected statistical measures of the distributions, concerning the minimal and maximal values, \( Q_1 \), \( Q_3 \), the median and the mean value of the variables.

Figures 1 and 2 present the failure analysis of MV cable lines. The left-hand side graph in Fig. 1 depicts the pdf vs. failure index \( w_{SN\_LK} \) plot (bandwidth \( h = 1.578 \)), whereas the right-hand side graph represents the pdf vs. the interruption time \( t_{SN\_LK} \) ( \( h = 0.2652 \)) in MV cable lines.

Additionally, a two-dimensional estimation of the pdf was carried out for the two variables under analysis, i.e. the failure index and the interruption duration in MV cable lines, using the function \text{kd2d} from the library \text{MASS} of the program R. The calculations were performed with the use of a normal kernel, constraining the carrier to the positive values, and obtaining the \( h \) by means of the Sheather & Jones method. The two-dimensional graph does not take weights into account (the KDE method). Using weights would not have a significant impact on the distribution, except their values at selected points. The two-dimensional pdf representing the failure rate and duration in MV cable lines is presented in Fig. 2.

In the cable networks of the distribution companies under study there were typically about 7 failures per 100 km of cable lines, lasting on average about 1.7 hours per year. Some of the distribution companies however had a higher failure rate in cable lines than others. These companies can be easily identified on the basis of the analysis, for example for the sake of conducting benchmarking research or planning investment.

Figures 3 and 4 present the failure analyses of the MV overhead lines. The failure index \( w_{SN\_LN} \) as obtained at the bandwidth \( h = 1.115 \), and its value for the interruption duration \( t_{SN\_LN} \) \( h = 0.2402 \) in MV overhead lines was 0.2402. The pdf plots for the failure index \( w_{SN\_LN} \) calculated by means of KDE and KDEw differ only slightly and it can be stated that in the companies exploiting MV overhead lines of greater total length the values of \( w_{SN\_LN} \) were lower.

Fig. 4 presents a two-dimensional pdf representing the failure rate and duration in MV overhead lines.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
& minimum & 1 Qu & median & mean & 3 Qu & maximum \\
\hline
\text{w}_{SN\_LN} [failures/100 km/a] & 4.14 & 7.59 & 9.50 & 11.02 & 13.61 & 29.89 \\
\text{t}_{SN\_LN} [h] & 1.62 & 2.90 & 3.41 & 3.51 & 3.79 & 6.83 \\
\hline
\end{tabular}
\caption{Fig. 3. Histogram, boxplot and a pdf obtained by means of KDE (continuous line) and KDEw with the weight \( w_{SN\_LN\_waga} \) interrupted line) for the failure index \( w_{SN\_LN} \) and for the interruption duration \( t_{SN\_LN} \) in MV overhead lines}
\end{table}
Failure rates in MV overhead lines differs significantly among the companies under study. The modal value is about 8 failures per 100 km of lines with the duration of about 3.5 hours per year. A few companies however diverged from the others with respect to the failure rate, with company T experiencing almost 30 failures per 100 km lines in 2012, and with companies P and K in 2012, and company H in 2013–2014 having the interruption duration over 6 h.

Transformers are commonly believed to be highly reliable elements of the power system. Figures 5 and 6 present exploitation reliability analysis for MV/LV transformers.

The left-hand side graph in Fig. 5 represents the failure index for MV/LV transformers (bandwidth $h = 0.0924$), whereas the right-hand side graph depicts interruption duration $h = 0.8714$). Despite high differences in the number of transformers among the distribution companies (minimal/maximal share – 1.8%/12.2%) the KDE and KDEw plots are similar. This indicates that the failure rates of MV/LV transformers in particular distribution companies are similar. Only one significant value visible in the plot is an outlier in the distribution of interruption duration (company P in 2013).

The two-dimensional pdf for the MV/LV transformer failure rate presented in Fig. 6 confirms that the population under scrutiny is largely homogeneous.

The plots depicting the failure rate of MV/LV transformers (Figures 5 and 6) indicate that the median of the distribution examined is 5.65 h and the modal value is about 5 h per year. The modal value of the failure index is about 4 failures per 1000 MV/LV transformers.
4. Conclusions

Thorough analysis of the power network failure rate on the basis of exploitation data collected over several years is a key issue for the evaluation of the network conditions. Results of such analyses are important for distribution companies, which can locate weak points in networks, optimize inspection timetables for particular devices and work towards increasing reliability.

The statistical analyses carried out in the study confirm that non-parametric methods are suitable for network reliability evaluation, especially that in practice the number of data is small. The results of non-parametric analysis, including those based on kernel estimators, are both credible and lucid.

Utilizing a few different types of graphic representations of the power network reliability data obtained by non-parametric methods is a novelty aimed at a simultaneous visualization of a number of statistical measures of a variable distribution under analysis. The graphs shown in this paper can be further extended to include other elements, such as distributions obtained by means of parametric methods.

The analysis of failures in MV networks indicates high dispersion in the values of failure indices and interruption durations among the distribution companies included in the study. The modal value for the MV overhead lines was about 8 failures per 100 km of lines with the failure duration of about 3.5 hours per year. In the case of cable lines the modal value was 7 failures per 100 km of lines with an average failure duration of about 1.7 hours per year. The MV/LV transformers prove to be more reliable, since the modal value of the failure index distribution is 0.4 failures per year per 100 MV/LV transformers, with an average failure duration of 5 h.
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1. Introduction

In engineering applications, stress-strength models are of special importance. A technical system may be subjected to several stresses such as pressure, temperature and corrosion and the survival of the system heavily depends on its strength. In the simplest terms, stress-strength model can be described as an assessment of the reliability of the component in terms of stress applied on it. Extensive works have been done for the reliability evaluation of the component’s time-dependent reliability under the stress-strength setup. A method is presented for the case in which the system consists of independent components whose time-dependent strengths are independent identically distributed random processes and these components are subjected to $m$ common multiple random stresses over time. In this paper, we aim to propose a new method for computing the time-dependent reliability of the system using its time-dependent components reliabilities under stress-strength setup. A method is presented for the case in which the system consists of independent components whose time-dependent strengths are independent identically distributed random processes and these components are subjected to $m$ common multiple random stresses over time. We also note that the research concerns only non-renewable systems.

The rest of this paper is organized as follows. Section 2 gives some information about coherent systems and consecutive $k$ -out-of- $n$ systems. In section 3, we explain the proposed method for evaluation of the component’s time-dependent reliability under the stress-strength setup. Section 4 contains some numerical results on the time-dependent reliability of the four components. In section 5, we compute time-dependent reliability of coherent and consecutive $k$ systems with four components.
Suppose that \( x_i, i = 1,2,\ldots,n \), the state of component \( i \), is a random variable such that:

\[
x_i = \begin{cases} 
1 & \text{if component } i \text{ works,} \\
0 & \text{if component } i \text{ is failed.}
\end{cases}
\]

Let \( \phi(x) \) be the structure function of the system. Then,

\[
\phi(x) = \begin{cases} 
1 & \text{if the system works,} \\
0 & \text{if the system is failed,}
\end{cases}
\]

where \( x = (x_1, x_2, \ldots, x_n) \) which represents the states of all components and is called the component state vector.

A system is said to be coherent if each component is relevant and the structure function \( \phi(x) \) is non-decreasing in each argument. For more details, we refer to [1].

The reliability of a coherent system can be computed from the structure function \( \phi(x) \) as

\[
R_n(p) = P(\phi(x) = 1) = E\phi(x),
\]

where \( p = (p_1, \ldots, p_n) = P(x_1 = 1, \ldots, x_n = 1) \).

**Example 1.** Consider the four-component serial-parallel system whose structure is illustrated by Figure 1. Its structure function can be expressed as:

\[
\phi(x_1, x_2, x_3, x_4) = \min(x_1, \max(x_2, x_3, x_4)).
\]

The system reliability which is the stochastic independence of components is given by:

\[
R_n(p_1, p_2, p_3, p_4) = E\left[ \min(x_1, \max(x_2, x_3, x_4)) \right] = p_1 (p_2 + p_3 + p_4 - p_2 p_3 - p_2 p_4 - p_3 p_4 + p_2 p_3 p_4)
\]

A consecutive \( k \)-out-of- \( n : F \) system consists of \( n \) ordered components such that the system fails if and only if at least \( k \) consecutive components fail. Another special type of system related to the consecutive \( k \)-out-of- \( n : F \) system is the consecutive \( k \)-out-of- \( n : G \) system. A consecutive \( k \)-out-of- \( n : G \) system is an ordered sequence of \( n \) components such that the system works if and only if at least \( k \) consecutive components work. Consecutive \( k \)-out-of- \( n : F \) and \( G \) systems are divided into linear and circular systems correspond to the components arranged along a line or circle.

Lambiris and Papastavridis [14] developed an exact formulas for the reliability of a consecutive \( k \)-out-of- \( n : F \) system with \( n \) linearly or circularly arranged independent and identically distributed components. But in some cases components are not necessarily identical. Therefore, Zuo and Kuo [15] obtained the following closed-form equations for the reliability of a linear consecutive \( k \)-out-of- \( n : F \) system, say \( R_{LF}(k, n, p_j) \), and circular consecutive \( k \)-out-of- \( n : F \) system, say \( R_{CF}(k, n, p_j) \), respectively. Here, the value \( p_i, i = 1,2,\ldots,n \) is called the reliability of the \( i \)th component.

\[
R_{LF}(k, n, p_j) = \left[ 1 - \sum_{i=1}^{n-k+j} (p_{i+k-1} \prod_{j=1}^{i-1} (1 - p_j)) \prod_{j=1}^{n-i} (1 - p_j) \right], \quad p_{n+1} = 1, \quad k \leq n \leq 2k,
\]

where \( i = 1,2,\ldots,n \) and \( R_{LF}(k, n, p_j) = 1 \) for \( 0 \leq n \leq k \), and

\[
R_{CF}(k, n, p_j) = \left[ 1 - \sum_{i=1}^{n-k+j} (p_{i+k-1} \prod_{j=1}^{i-1} (1 - p_j)) \prod_{j=1}^{n-i} (1 - p_j) \right], \quad k < n \leq 2k + 1,
\]

where \( i = 1,2,\ldots,n \), \( p_j = p_{j-n} \) for \( j > n \), \( R_{CF}(k, n, p_j) = 1 \) for \( 0 \leq n < k \) and \( R_{CF}(k, n, p_j) = 1 - \prod_{j=1}^{n} (1 - p_j) \) for \( n = k \).

![Fig. 1. Four-component serial-parallel system](image)

**Example 2.** Consider the linear consecutive \( 2 \)-out-of- \( 4 : F \) system. It consists of a sequence of four components along a line such that the system is failed if and only if at least two consecutive components in the system are failed. Using Equation (2), one obtains the system reliability as:

\[
R_{LF}(2,4, p_1, p_2, p_3, p_4) = 1 - \left[ p_1 (1 - p_1)(1 - p_2) + p_4 (1 - p_2)(1 - p_3)(1 - p_4) \right].
\]

**Example 3.** Consider the circular consecutive \( 2 \)-out-of- \( 4 : F \) system. It consists of a sequence of four components along a circle such that the system is failed if and only if at least two consecutive components in the system are failed. Using Equation (3), one obtains the system reliability as:

\[
R_{CF}(2,4, p_1, p_2, p_3, p_4) = 1 - \left[ p_1 (1 - p_1)(1 - p_2) + p_4 (1 - p_2)(1 - p_3)(1 - p_4) + p_1 (1 - p_3)(1 - p_4) + p_4 (1 - p_2)(1 - p_3)(1 - p_4) \right].
\]

Kuo et al. [11] state that the consecutive \( k \)-out-of- \( n : G \) and \( F \) systems are the duals of each other. Therefore, the reliability of the linear consecutive \( k \)-out-of- \( n : G \) system, denoted by \( R_{LG}(k, n, p_i) \), is then equal to \( 1 - R_{LF}(k, n, 1 - p_i) \) and the reliability of the circular
consecutive \( k \)-out-of-\( n : G \) system, denoted by \( R_{CG}(k,n,p_i) \), is then equal to \( 1 - R_{CF}(k,n,1-p_i) \).

**Example 4.** Consider the linear consecutive \( 2 \)-out-of-\( 4 : G \) system. It consists of a sequence of four components along a line such that the system is good if and only if at least two consecutive components in the system are good. Using Equation (4) for \( p_i = 1-p_i \), \( i = 1,2,3,4 \), one obtains the system reliability as:

\[
R_{LG}(2,4,p_1,p_2,p_3,p_4) = p_1p_2(l-p_3) + p_2p_3(l-p_4) + p_1p_3(l-p_4) + p_1p_2p_3p_4
\] (6)

**Example 5.** Consider the circular consecutive \( 2 \)-out-of-\( 4 : G \) system. It consists of a sequence of four components along a circle such that the system is good if and only if at least two consecutive components in the system are good. Using Equation (5) for \( p_i = 1-p_i \), \( i = 1,2,3,4 \), one obtains the system reliability as:

\[
R_{CG}(2,4,p_1,p_2,p_3,p_4) = p_1p_2(l-p_3) + p_2p_3(l-p_4) + p_1p_4(l-p_1) + p_1p_2p_3p_4
\] (7)

From the equations for system reliability given above, we can see that the reliability of a system with components whose reliabilities are not necessarily identical is a function of \( p_i \) and the component reliabilities are constant. But, the reliabilities of the components in the system can change as a result of their deterioration or in consequence of variable stresses over time. The components may not fail completely, but can degrade. Degradation in components reliability can lead to the degradation of the entire system reliability. Consideration of dynamic component reliability under stress-strength setup offers realistic application to real life applications.

In the following section, we propose a new approach for determining the dynamic components reliabilities of the system when it is subjected to a common multiple stresses over time.

### 3. Proposed method

Consider a system that consists of \( n \) independent components whose deteriorating strengths \( Y_i(t) \geq 0 \), \( i = 1,2,\ldots,n \) are independent identically distributed random processes with continuous cumulative distribution function \( G_i(t|x) = P[Y_i(t) \leq x] \). Assume that these components are subjected to common multiple stresses \( X_j(t) \geq 0 \), \( j = 1,2,\ldots,m \). Let the stresses are independent random processes having cumulative distribution function \( F_j(t|x) = P[X_j(t) \leq x] \).

Let us defined the random lifetime, \( T_i \), of the component \( i \) as:

\[
T_i(t) = \inf\{t \geq 0 : X_{1m}(t) < Y_i(t)\},
\] (8)

where:

\[
X_{1m}(t) = \min\{X_i(t), X_{j}(t)\}.
\]

In this framework, the component \( i \) is fail if \( Y_i(t) < X_{1m}(t) \). Because the \( i \)th component’s strength remains weak in all stresses.

Given that component \( i \) is age of \( t \), the remaining life after time \( t \) is random. For a specific time period \( [t, t+h] \), the reliability of the component \( i \), \( p_i(t) \), which is defined as the probability of surviving at time \( t+h \), follows from (8) that:

\[
p_i(t) = P\{T_i(t) > t + h | T_i(t) > t\}.
\]

The above conditional probability function depends on \( h \) and event \( T_i(t) > t \). Thus, from the definition of conditional probability we have:

\[
p_i(t) = \frac{P\{T_i(t) > t + h | T_i(t) > t\}}{P\{T_i(t) > t\}} = \frac{1 - H_i(t + h)}{1 - H_i(t)}
\] (9)

where \( H_i(t) = P\{Y_i(t) \leq t\} \), \( i = 1,2,\ldots,n \). Clearly, as \( H_i(t) \) is absolutely continuous, the probability distribution function \( h_i(t) = \frac{d}{dt} H_i(t) \) exists almost everywhere. Then, we have main exponential formula:

\[
h_i(t) = 1 - \exp\left[-\int_0^t \lambda_i(u)\,du\right].
\] (10)

An important tool for system reliability in our proposed method is the failure rate that describes the component reliability. Therefore, the shape of the failure rate plays an important role under stress-strength setup of the system.

Assume that the failure rate, \( \lambda_i(t) \), is increasing as a result of their deterioration and common multiple stresses. As the finite mean of \( Y_i(t) \) and \( X_j(t) \); say \( EY_i(t) \) and \( EX_j(t) \) respectively, exists the \( \lambda_i(t) \) can be expressed as:

\[
\lambda_i(t) = \frac{\sum_{j=1}^{m} (EY_i(t) - EX_j(t)) \psi_{[EY_i(t) - EX_j(a), a]}^{-1}}{t},
\] (12)

where \( \psi \) is an indicator function such that:

\[
\psi_A = \begin{cases} 1, \text{ if event } A \text{ occurs at time } t \\ 0, \text{ if event } A \text{ does not occur at time } t. \end{cases}
\]

Using Equation (12) in (11), when running into time \( t \), the \( p_i(t) \) can be obtained under stress-strength setup as:

\[
p_i(t) = \exp\left[-\int_t^\infty \sum_{j=1}^{m} (EY_i(u) - EX_j(u)) \psi_{[EY_i(u) - EX_j(a), a]}^{-1} \,du\right].
\] (13)

It should be noted that:

1. If the failure rate \( \lambda_i(t) \) is increasing (decreasing) in \( t \), then the reliability \( p_i(t) \) is decreasing (increasing) in \([0,1]\). Therefore, the system is decreasing (increasing).
2) The range of $\zeta_i^j$ is $0 < \zeta_i^j < \infty$, which represents the time that $j$ th stress is equal $i$ th component strength.

Thus, the dynamic system reliability under stress-strength setup can be computed by substituting the Equation (13) in the equations for system reliability given in Section 2.

In the following section, we use parametric statistical model to compute the dynamic reliability of the components under stress-strength setup.

### 4. Dynamic reliability for four components

In this section, we compute reliability for four components under the stress-strength setup. We assume that all components are subjected to three stresses, which are stochastically increasing in time, whereas its strengths are independent identically distributed random variables, which are stochastically decreasing in time. We use Weibull process for stress and strength variables, because it is a useful model for events that are changing in time. We use Weibull process for stress and strength variables, which are stochastically decreasing over time.

Let, $Y_j(t)$, $i=1,2,3,4$ be a Weibull processes whose distribution is:

$$G_{\alpha_j}(y) = 1 - \exp \left( - \frac{y}{\alpha_j(t)} \right)^{\beta_j}, \quad y > 0,$$

where $\alpha_j(\cdot) > 0$, $\beta_j > 0$. Because of $\alpha_j(\cdot)$ decreases over time, let $\alpha_j(t) = 1/\alpha_i(t)$ then we have the finite mean of $Y_j(t)$ as:

$$EY_j(t) = \frac{1}{\alpha_j} \Gamma \left( 1 + \frac{1}{\beta_j} \right). \quad (14)$$

Let, $X_j(t)$, $j=1,2,3$ be a Weibull processes whose distribution is:

$$F_{\delta_j}(x) = 1 - \exp \left( - \frac{x}{\delta_j(t)} \right)^{\lambda_j}, \quad x > 0,$$

where $\delta_j(\cdot) > 0$, $\lambda_j > 0$. Because of $\delta_j(\cdot)$ increasing over time, let $\delta_j(t) = \theta_j t$ then we have the finite mean of $X_j(t)$ as:

$$EX_j(t) = (\theta_j t) \Gamma \left( 1 + \frac{1}{\lambda_j} \right). \quad (15)$$

Then, using (14) and (15) in (13) we have:

$$p_i(t) = \exp \left( - \sum_{j=1}^{4} \left[ \frac{1}{\alpha_j} \Gamma \left( 1 + \frac{1}{\beta_j} \right) - \theta_j t \right] + \frac{1}{\lambda_j} \right)^{-1} \left[ \int_{\theta_j t}^{1} \exp \left( - \sum_{j=1}^{4} \left[ \frac{1}{\alpha_j} \Gamma \left( 1 + \frac{1}{\beta_j} \right) - \theta_j t \right] + \frac{1}{\lambda_j} \right) \, du \right], \quad (16)$$

where $i = 1,2,3,4$.

Using Equation (16), we can obtain dynamic reliability for four components under stress-strength model. The reliability of the components decreases over time, depending on the various selection of the parameters $\alpha_j$, $\beta_j$, $\theta_j$ and $\lambda_j$. For an illustration, let $\alpha_1=0.02$, $\beta_1=0.2$ and $\theta_1=0.8$, $\lambda_2=0.6$; $\theta_2=1.2$, $\lambda_2=0.6$; $\theta_3=1.1$, $\lambda_3=1.6$. Then $t_1^1 = 70.6031$, $t_2^2 = 57.6472$ and $t_1^3 = 77.9985$. This implies that after the time $t_1^1$, the stress $X_2(t)$ is above of the strength $Y_1(t)$, after the time $t_2^1$ the stress $X_3(t)$ is above of the strength $Y_1(t)$ and after the time $t_1^3$, the stress $X_4(t)$ is above of the strength $Y_1(t)$. As a result, we observe that the 1th component strength cannot resist all of the stresses after the time $t_1^1$ and component 1 is assigned to be completely failed.

In Table 1, we give the $t_i^j$, $i=1,2,3,4$ : $j=1,2,3$, time for various selection of $\alpha_i$, $\beta_j$, $\theta_j$ and $\lambda_j$. From the table we observe that the component 4 has the highest reliability compared to other component and component 3 has the lowest reliability compared to other components.

| $\alpha_i$, $\beta_j$, $\theta_j$, $\lambda_j$ | $t_1^i$ | $t_2^i$ | $t_3^i$ | $t_4^i$ |
|-------------------------------------------|--------|--------|--------|--------|
| $\alpha_1=0.02$, $\beta_1=0.2$            | 70.6031| 57.6472| 27.7374| 99.8478|
| $\alpha_1=0.03$, $\beta_1=0.2$            | 57.6472| 47.0687| 22.6475| 81.5254|
| $\alpha_1=0.01$, $\beta_1=0.3$            | 77.9985| 63.6855| 30.6428| 110.307 |

In Table 2, we compute dynamic reliability for four components for the parameters given in Table 1. From the table we observe that component 1 can resist all three stresses until the time period $[72,74]$, component 2 can resist all three stresses until the time period $[60,61]$, component 3 can resist all three stresses until the time period $[24,26]$, and component 4 can resist all three stresses until the time period $[108,110]$, after the these time periods all four components are assigned to be completely failed component.

We have everything in place now for obtaining the dynamic reliability of the components under stress-strength setup, which is crucial for reliability of the system. In the following section, we compute dynamic reliability of the system with four components under stress-strength setup.

| $[t,t+h]$ | $p_1(t)$ | $p_2(t)$ | $p_3(t)$ | $p_4(t)$ |
|----------|----------|----------|----------|----------|
| 0-2      | 0.9998   | 0.9998   | 0.9992   | 0.9999   |
| 12-14    | 0.9985   | 0.9977   | 0.9976   | 0.9992   |
| 24-26    | 0.9967   | 0.9947   | 0.8996   | 0.9985   |
| 36-38    | 0.9941   | 0.9887   | 0         | 0.9975   |
| 48-50    | 0.9883   | 0.9647   | 0         | 0.9962   |
| 60-62    | 0.9687   | 0.6780   | 0         | 0.9942   |
| 72-74    | 0.8196   | 0         | 0         | 0.9901   |
| 84-86    | 0         | 0         | 0         | 0.9794   |
| 96-98    | 0         | 0         | 0         | 0.9441   |
| 108-110  | 0         | 0         | 0         | 0.3611   |
5. Reliability for coherent and consecutive $k$-out-of-$n$ systems with four components

In this section, using dynamic reliability for four components given in the previous section, we compute dynamic reliability of coherent systems and consecutive $k$-out-of-$n:F(G)$ systems with four components. In Table 3, we compute the dynamic reliability for coherent system and consecutive $k$-out-of-$n:F(G)$ systems given in Section 2, using the $p_i(t)$, $i = 1,2,3,4$ values given in Table 2.

| $[t, t+k]$ | $R(p_i(t))$ | $R_{LF}(2,4,p_i(t))$ | $R_{CF}(2,4,p_i(t))$ | $R_{LG}(2,4,p_i(t))$ | $R_{CG}(2,4,p_i(t))$ |
|------------|-------------|----------------------|----------------------|----------------------|----------------------|
| 0-2        | 0.9998      | 1.0000               | 1.0000               | 0.9999               | 0.9999               |
| 12-14      | 0.9985      | 0.9999               | 0.9999               | 0.9999               | 0.9999               |
| 24-26      | 0.9966      | 0.9993               | 0.9992               | 0.9991               | 0.9996               |
| 36-38      | 0.9940      | 0.9862               | 0.9862               | 0.9828               | 0.9940               |
| 48-50      | 0.9881      | 0.9610               | 0.9610               | 0.9534               | 0.9881               |
| 60-62      | 0.9668      | 0.6740               | 0.6740               | 0.6567               | 0.9668               |
| 72-74      | 0.8114      | 0.0000               | 0.0000               | 0.8114               | 0.0000               |
| 84-86      | 0.0000      | 0.0000               | 0.0000               | 0.0000               | 0.0000               |
| 96-98      | 0.0000      | 0.0000               | 0.0000               | 0.0000               | 0.0000               |
| 108-110    | 0.0000      | 0.0000               | 0.0000               | 0.0000               | 0.0000               |

6. Conclusion

In this paper, it is theoretically assumed that a system which consists of $n$ components operates under $m$ common multiple stresses. We provide a new method for computing the time-dependent reliability of the system using its time-dependent components reliabilities under stress-strength setup. The proposed method described here is a simple and clearly show the chance of component and system reliability depending on time.
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1. Introduction

The exploitation of flood defences - such as dams and flood banks - is of key value that heavily impacts the security of people, animals and plants that lay within the area of the object. There are two main types of issues that may appear as a result of improper exploitation of such pieces of infrastructure. The first threat is a physical damage of the embankment, which may result in a breach. The other is the leakage of such a structure - in case of reservoirs that contain fluid chemical compound waste it might lead to a vast range of contamination. Both types of breaches may result in [25]:

- endangering both people and animals' lives and cause an evacuation;
- closing public responsibility facilities, such as administration, hospitals or schools;
- increasing the possibility of epidemic, epizootic or epifitozic outbreaks;
- increasing the possibility of a plague of insects or rodents;
- destruction of stock and harvest in agricultural holdings (weakening the economical state of food industry, an increase of food supplies prices, a need to compensate the entrepreneurs who process and sell food);
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APPLICATION OF NEURAL RECONSTRUCTION OF TOMOGRAPHIC IMAGES IN THE PROBLEM OF RELIABILITY OF FLOOD PROTECTION FACILITIES

ZASTOSOWANIE NEURONOWEJ REKONSTRUKCJI OBRAZÓW TOMOGRAFICZNYCH W PROBLEMATYCE NIEZAWODNOŚCI ZABEZPIECZEŃ PRZECIWPOWODZIOWYCH*

The article presents an innovative concept of enhancing the flood embankments and landfills monitoring. The key advantage of such a solution is to obtain a more detailed distribution of components within a flood barrier. It leads to more early and sufficient threat detection, considering the exploitation of the building, thus - a vast enhancement of an embankment's performance. The method is based on implementing a neural system, composed of a number of parallelly-working neural networks. Each of them generate a singular point of final output view. By implementing such monitoring measures it is possible to successfully reconstruct two-and-three dimensional models of flood barriers and dams - including possible breaches and damages within its inner structure. An important advantage of such a solution is the possibility of replacing the systems that monitor hydrotechnical facilities pixel-by-pixel by neural imaging. The performed research leads to solving the problem of low resolution of such images. As this problem was of crucial value to tomographic imaging method, it was a main obstacle to the development of neural reconstruction method. Moreover, as the results may be obtained in real-time and at various levels, these new functionalities stand out in comparison to currently used methods for monitoring protective banks.

Keywords: electric tomography, flood embankments and landfills, hydrotechnical facilities exploitation, neural networks, numerical methods.

W artykule zaprezentowano nowatorską koncepcję usprawnienia monitoringu wałów i zapór przeciwpowodziowych. Główną przewagą nowego rozwiązania nad znwanymi metodami jest uzyskanie dokładniejszego rozkładu komponentów wnętrza zapory, co zasadniczo przyczynia się do wczesnego i niezawodnego wykrycia zagrożeń związanych z eksploatacją tego typu budowli. Dzięki temu, zastosowanie nowej metody spowoduje wzrost niezawodności zabezpieczeń przeciwpowodziowych. W opisywanej metodzie założono wytworzenie systemu neuronowego złożonego z wielu działających równolegle sieci neuronowych, z których każda generuje pojedynczy punkt obrazu wyjściowego. Powyższy sposób, uwzględniający jednocześnie zastosowanie wielu sieci neuronowych, umożliwia skuteczną realizację trudnych zagadnień rekonstrukcji obrazów dwu i trój-wymiarowych, w tym obrazowanie uszkodzeń i przecieków wnętrza zapór przeciwpowodziowych. Ważną zaletą prezentowanej metody jest możliwość zastąpienia obrazowaniem neuronowym wielu innych, obecnie stosowanych systemów, które monitorują budowle hydrotechniczne w sposób punktowy. Przeprowadzone badania umożliwiają rozwiązanie problemu niskiej rozdzielczości obrazów tomograficznych, co stawia główną barierę rozwoju tych metod w odniesieniu do dużych budowli ziemnych. Poprawa rozdzielczości rekonstruowanych obrazów, a także możliwość ich uzyskiwania w różnych przekrojach w czasie rzeczywistym, są nowymi funkcjonalnościami, które wyróżniają obrazowanie neuronowe na tle obecnie stosowanych metod monitoringu wałów i zapór przeciwpowodziowych.

Słowa kluczowe: tomografia elektryczna, zapory i wały przeciwpowodziowe, eksploatacja budowli hydrotechnicznych, sieci neuronowe, metody numeryczne.
- destruction and damaging buildings (houses, utility buildings and public utility buildings);
- infrastructural damage (including roads, bridges, fly-overs, tunnels, dams, pumping stations, hydrotechnical devices, water mains and sewer networks-related devices);
- destruction in energy-production infrastructure - including generation, transmission and distribution of electricity and heating;
- disruptions in the functioning of communication and teleinformation systems;
- damage dealt to communication traction, accidents caused in industrial plants;
- malfunctioning of the fuel distribution system;
- possible increase in criminality as well as an increased number of common offenses (such as burglary, robberies, property destruction).

What is more, the penetration of chemical waste through embankments creates such hazards as the possibility of local environment contamination, as well as damage to installations and technical equipment. Also, it may cause a release of harmful substances and - consequently - a degradation of the natural environment.

Floods are considered to be natural disasters that cause particularly many tragedies [3, 7]. One of the means of ensuring the safety of flood-endangered areas near the floating tailings landsfills and rivers is to raise the flood embankments [18]. Considering the insufficient filtration capacity of the embankment, the high water level may cause leaks, which results in partial or complete destruction of the hydrotechnical building [19].

As breakdowns lead to serious consequences, such technical facilities such as dams, embankments and other flood defences are equipped with various systems to increase their reliability. Embankment and dam exploitation systems include both adequate means of service as well as a code of operating activities designed as a set of strict procedures and instructions. This kind of guide set a universal standard which should be followed. These include, among others, tips regarding the frequency and method of inspections, tests, measurements and technical inspection of the facility, as well as a list of hydrotechnical building elements to be observed - along with a list of parameters that should be measured. The aforementioned registry constitute evidence of keeping constant observation, monitoring and measurements which are key elements of embankments and flood control dams. In most cases, flood protection security systems are extensive and vastly complex. They consist of many subsystems whose proper functioning affects the reliability of these objects. Typical subsystems included in embankments and flood control systems include hydrological protection systems, alarms, energy systems, mechanical water flow regulation systems and, as well as computer-aided decision support software.

In order to ensure effective monitoring of these systems, appropriate methods should be used. Computer-aided decision support systems play a special role in the integration of other pieces of software as well as decision-making automation. The latter consists of identifying and forecasting specific threats together with the probability of their occurrence. The final decision regarding the response to the results is always made by a human. Below, there are listed currently used monitoring methods - in the context of the Extraction Waste Treatment Facility Żelazny Most KGHM POLSKA MIEDŻ S.A. It is the largest hydrotechnical facility in Poland and one of the largest facilities of this type in the world. The monitoring methods used there can be divided into two groups: means related to the current behavior of the structure and its reliability, and those related to the impact of the structure on the surrounding natural environment. The first group includes the following monitoring methods: visual assessment of technical condition (direct observation carried out by employees), geodetic monitoring (detection of structural deformation by manual measurements with benchmarks and automatic using micromirrors), geotechnical monitoring (detection of anomalies in the geotechnical stratum of the native substrate embankments, as well as embankments through deep drilling and pressure probes), hydrogeological monitoring (detection of anomalies which result in embodiment leakage by observing piezometric pressures in piezometers installed in the waste mass, embankments and near and far foreground), seismic monitoring (detection of structural stability disturbances by means of accelerometers that are triggered each time they identify vibrations at a certain level), information systems for the analysis of large data sets (Big Data). The prevention on surrounding natural environment include hydrological monitoring (detecting leaks) and chemical monitoring (detection of contamination that affects groundwater).

The global trend of IT and communication technology development is reflected in the increase in the importance of IT flood protection systems. The extensive measurement systems provide a great deal of data collected from different points of flood defence. One of the main tasks of IT systems installed in hydrotechnical facilities is to create mathematical models based on the information provided. Currently used IT systems implement a wide variety of methods. The deterministic methods include the Fellenius one, which makes it possible to assess the degree of embodiment stability by dividing the potential landslide mass into vertical blocks (belts). This method is also known as the Peterson-Fellenius or the Swedish method [4]. An example of a statistical quantitative method is the HST model (Hydrostatic-Season-Time). The empirical HST model is widely used for the analysis of various types of measurement data on flood embankments and dams [6]. Another group of methods used to improve the risk of flood barriers breach are probabilistic ones. It may be exemplified by the first order reliability method (FORM), by means of which the mode of longitudinal damage of a long embodiment consisting of homogeneous soils can be examined [9]. In order to increase the reliability of earth structures, together with the FORM method the Hasofer-Lind reliability index can be applied [13]. Harmonic analysis is also one of the methods used in exploitation processes [11].

A frequent problem with flood dams is insufficient water filtration causing the so-called sub-penetration. In the literature one can find propositions of methods to calculate the probability that such phenomena will occur [15].

Another group of intelligent stochastic methods used by IT systems in order to increase the reliability of exploitation processes, including embankments and flood barriers, are heuristic methods based on fuzzy logic [14, 22, 24]. Less frequently used methods to obtain the same purpose are: integer linear programming [10], Support Vector Machine [17], non-linear criterion of shear stability [23], and artificial neural networks (ANN) [1, 8]. Currently, the main application area of ANN are predictive issues which aim at enhance exploitation processes by identifying [16] or classifying faults [26].

As previously mentioned, flood protection facilities belong to the category of hydrotechnical constructions. The analysis of procedures and rules of exploiting this type of objects allows to notice one of the main processes that ensure a proper course of operations, being observation of current behavior and phenomena detection. Due to their specificity, they may indicate irregularities threatening the safety of the building. Current methods of monitoring technical facilities such as flood banks and dams have, however, numerous disadvantages. The first of them are apparently high usage costs. Most of the currently used methods require the involvement of specialists, which means that labor is an important element of such expenses. In addition, the measurement systems require investments for repairs, maintenance, spare parts and materials that wear out. Also, an important disadvantage is usually a late threat detection. In the case of systems that are not a component of integrated IT systems, information about the threat reaches the relevant services within a few hours’ delay. The delay de-
The presented solution is an improvement of the already known electrical tomography. A number of electrodes are placed in the body of the flood embankment. Then, a source of electric current with certain parameters (voltage, current, frequency, amplitude) is connected to different electrodes. The voltage values between the respective electrodes are read and recorded. The aforementioned voltage values are the input vector, on the basis of which the neural system generates images of the interior of the dam. It is assumed that the values of electric parameters read out from electrodes are closely dependent on the material from which the flood defence is made. Any changes in the internal structure of the dam caused by moisture, leakage, structure breakage, landslides and any other anomalies, are reflected in the values of the current-voltage parameters read from the electrodes. To confirm the above assumptions, a mechanism for converting electrical signals into high-resolution color images has been developed.

3. The means of data gathering

The real-life object of the research was the barrage of the Żelazny Most Flotation Wastes Depository located in the south-western part of Poland between Lubin and Głogów. The reservoir is located in a natural valley between moraine hills in the upper part of the Rudna river catchment. The management of the disposal facility is KGHM “Polska Miedź” S.A. Branch Hydrotechnical Plant in Rudna [21]. The “Żelazny Most” facility is intended for storing flotation waste from the Red Ore Enrichment Plants: Polkowice, Lubin and Rudna. Currently, it is the only place for depositing flotation waste from all mines. Due to the area occupied, the “Żelazny Most” landfill is one of the largest facilities of its kind in the world [20]. The total length of dams surrounding the reservoir is over 14 km. The total area of the landfill is 1410 ha. The height of the dams at the highest point reaches 55 m. The topographic model of the Żelazny Most reservoir is shown in Fig.1.

Fig. 1. Topological model of the Żelazny Most Flotation Wastes Depository

The facility has been equipped with various diagnostic and control-measurement systems, whose task is to ensure a high degree of reliability of the Żelazny Most reservoir. These include: drainage, systems for rapid and emergency dewatering of the basin, embankments and relief wells whose task is to reduce the water pressure in the soil of the ground. Around the „Żelazny Most” facility, constant surveil-
lance is carried out on a regular basis. The monitoring concerns both surface and underground waters. The imperfection of currently used methods of monitoring is their punctuality. By using them, you cannot get cross-sectional images of the interior of the dam. Fig. 2 shows a photo of an earth embankment of the reservoir with visible elements of various measurement systems that provide point data enabling ongoing monitoring of the building.

![Fig. 2. Surface of the earth embankment around the Żelazny Most reservoir](image)

The key element of the neural system used to reconstruct tomographic images is a neural controller. Its task is to convert electrical signals into images. A proper set of training data was needed to implement the neural system. Due to the fact that it was not possible to download this type of data directly from the embankment of the Żelazny Most reservoir, a physical model of the flood embankment part was created in the laboratory conditions. By doing so, the examined features of the real object such as: dam material, geometry of shape, proportions of dimensions, water level in tank were reproduced. Thus, research data from many measuring cases was obtained. The data included sets (vectors) of current-voltage drops values and images of cross-sections of the barrier corresponding to these sets. Fig. 3 shows the earth model of a part of an embankment with the Electrical Impedance Tomography (EIT) system, which includes: electrode system, electronic voltage distribution module for individual electrodes and a module for recording results. The glass panes of the terrarium made it possible to observe the changes taking place in the mass of the earth embankment caused by seepage. Thanks to the possibility of observing the interior of the earth dam, it was possible to gather a large set of data containing vectors of electrical parameters and images assigned to these vectors.

![Fig. 3. The physical model of the Żelazny Most reservoir dam](image)

In the dam model, 16 electrodes were placed to cover the entire embankment width. As a result, by placing rows of electrodes spaced apart at equal distances, the entire length of the barrier can be covered with the EIT system. The arrangement of the rows of electrodes in the dam is presented in Fig. 4.

![Fig. 4. Scheme of the flood embankment with the electrodes placed on it](image)

3.2. The concept of the neural system

The neural system of tomographic image reconstruction is the original concept of a system that contains many neural networks. When run in parallel, they generate an image consisting of single points. Each of the output image points is the effect of an independent, separately trained neural network. By using this method, two-dimensional (2D) and three-dimensional (3D) images are generated. From the point of view of the mechanism of creating the output image, the difference between 2D and 3D images depends on the number of pixels that make up a single image. In the case of 3D images, these points are vastly more numerous than in the case of 2D images.

As mentioned before, the EIT system that was touched upon consisted of a set of 16 electrodes, which generated 208 voltage drops during each measurement. The measurements read thanks to the electrodes placed in the body of embankment, made it possible to determine the conductivity of the tested object, which is variable depending on such factors as e.g. moisture level, heterogeneity of the structure or the type of soil. The illustrated cross-section of the embankment has been divided into a grid of pixels generated as triangular elements by means of the finite element method. In the case of 2D imaging, the pixel grid of the initial image counted 2012 points, while in the case of a three-dimensional image a spatial grid of 17869 points was used. The first case is presented in Fig. 5. In the upper part of the drawing, the locations of the electrodes are marked. The 3D case is presented in Fig. 6. The density of the grid points around the electrodes serves to more accurately reflect the changes taking place inside the depicted flood bank.

![Fig. 7 and 8 present the method of operation of a neural system that converts electrical signals from electrodes into 2D and 3D images. The input vector contains 208 measuring cases (1). Each single measurement case corresponds to a certain amount of voltage drop for a given pair of electrodes.](image)

\[
U = [\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_{208}]^T
\]  

(1)

The U vector is the input vector for all artificial neural networks (ANN) included in the neural system.

The design of the neural model was based on the following assumptions:
Each point of the output image is generated by a separate artificial neural network with 208 voltage drop values. The output of each of the neural networks is a single real number corresponding to the conductivity value of a single element of the reconstructed image (in the visual form represented by the appropriate color of the assumed scale of conductivity).

A mutual relationship between individual points of the output image is assumed. Therefore, any neural network that generates the value of a single image element can be trained independently, with randomly generated initial weights and biases.

Neural networks assigned to elements of the output image can solve both classification and regression problems. In the case of a classification issue, the generated image may be monochrome or have several colors/shades. Then the classifier assigns a given pixel to a specific color. If the network implements the regression problem, the output generates a real number, corresponding to the conductivity value of the given element. This type of imaging is the most desirable, but this network layout is the most difficult to train. Neural systems described in this paper deal with regression issues.

During the research, many trials were carried out, taking into account various configurations of the neural multi-layered perceptron. In particular, variants were analyzed taking into account changes in the following factors affecting the efficiency of the neural system: selection of network training algorithm, number of hidden layers and number of neurons in each layer of the network, parameters of the perceptron (learning factor, maximum number of incorrect validations, momentum and others). The possibility of using new solutions in the field of convolutional neural networks (CNN) was also analyzed. The research results showed that CNN networks are ineffective in this case due to insufficient data input - especially in comparison to the high resolution of the output image.

Due to the large amount of data and the need to train several thousand neural networks (for the 3D model), the implementation of the above concept required the use of fast algorithms including parallel computations and computers with high computing power.

3.3. Training process of the selected neural network

The analysis of the training process for the selected neural network included in the neural system for the reconstruction of the 2D image is presented below. In this case, the complete neural system counted 2012 separately trained ANNs. Due to the large number of networks, in this study it is impossible to present the learning process of all artificial neural networks.

Fig. 9 presents a diagram of the used model of the neural network. The network has 208 inputs, 10 neurons in the hidden layer and 1 neuron in the output layer. The hidden layer uses a logistic transfer function. In the output layer, the transfer function is linear.

Table 1 presents the results of training one neural network, selected randomly from the system integrating 2012 networks. Presented network generates on the output a single pixel of the output image. The total number of cases used in the network training process was 10442. All cases were randomly divided into 3 sets: training, validation and
test in the following proportions: 70%, 15%, 15%. The validation set was used to determine the moment of stopping the training process. It is used to verify the quality of the obtained network. The training process ends when the gradient change dynamics approaches zero.

The Mean Squared Error (MSE) reflects the mean square difference between the outputs and the reference values. The lower the MSE values, the better. Zero MSE means no error. The training set was burdened with the lowest learning error, which is the most common and correct situation. The low MSE error of the training set results from the fact that the weight of the network is best adapted to the training cases. The highest medium-squared error (MSE) of $6.88341 \cdot 10^{-3}$ occurred with reference to the test set. A slightly smaller MSE error of $5.84343 \cdot 10^{-3}$ was recorded for the validation set. The smallest error was noted in relation to the training set.

Another analyzed network quality indicator was the regression of $R$. $R = 1$ means full compliance of the outputs with the patterns, while $R = 0$ means the lack of connections between them. The regression coefficient merit for all three sets was very high, close to 1. This proves the high ability of the network to knowledge generalization (that is, the correct conversion of input data to output information not only for the training set).

The results obtained as a result of checking the network on the test set are the most reliable indicator of the effectiveness of a given network, because cases from this set do not participate in the learning process. Good MSE and $R$ indices for the test and validation test indicate lack of over-training.

Fig. 10 presents correlation diagrams of the considered network. As you can see the difference beyond the reference lines is noticeable, however the number of cases away from the reference line is not large. This is evidenced by the overlapping correlation lines for all considered sets: the training, validation and test sets, and collectively (for all three sets).

Fig. 11 presents the mean square error (MSE) diagrams recorded during the network training process. MSE values are low. The relatively regular shape of the lines (no large fluctuations) indicates the lack of overfitting and thus the high efficiency of the developed system of tomographic reconstruction of the image. The hyperbolic shape of the curves indicates a sufficient number of training cases. The chart marks the thirtieth epoch (iteration) on which the learning of the network was completed. This is the iteration in which the MSE error of the validation set has reached its minimum.

Fig. 12 presents a histogram of errors (differences) between the values generated by the network and the patterns. Each vertical bar indicates the number of deviations from the reference value. As you can see, the largest number of deviations are very small errors, with values close to zero. The shape of the histogram is similar to the normal distribution curve. This fact also confirms the high quality of the received solution.

4. Results of research on the neural system of reconstructing tomographic images

As part of the research work, two neural models of tomographic image reconstruction systems have been developed. The first model realized the issues of flat (2D) imaging, while the second model generated spatial (3D) images. This chapter presents the effects of both neural network systems.

In Table 2a in two columns, the patterns and reconstructed images generated by the 2D controller are summarized. Table 2b presents a graphical representation of differences in the values of individual pixels between the reference images and reconstructed images presented in

| Division of the data set | The number of cases in a given set | Mean Squared Error (MSE) | Regression ($R$) |
|-------------------------|-----------------------------------|-------------------------|-----------------|
| Learning set (70%)      | 7310                              | $1.35760 \cdot 10^{-3}$ | 0.997303        |
| Validation set (15%)    | 1566                              | $5.84343 \cdot 10^{-3}$ | 0.988642        |
| Test set (15%)          | 1566                              | $6.88341 \cdot 10^{-2}$ | 0.987701        |
Table 2a. The color scale in the illustrations in Table 2b reflects differences in the conductivity between the elements of the reference images and the elements of the reconstructed images.

In Table 3a, the patterns and reconstructed images generated by the 3D controller are compared in a similar way. Table 3b presents a graphical representation of differences in the values of individual pixels between spatial model images and reconstructed images presented in Table 3a.

As in Table 2b, the color scale in the illustrations in Table 3b reflects differences in conductivity between the elements of the reference images and the elements of the reconstructed images.

When analyzing table 2a, it can be seen that the resulting images accurately represent the shapes and colors of the reference images. In the case of the 2D model, the numerical values of the pixels of the reference image were real numbers belonging to the range from 1 to 3. From Table 2b, the values of errors of images reconstructed with respect to their patterns can be read. You can see that most pixels on the grid do not contain errors (no color). In the case of deviations greater than zero, most errors do not exceed 0.2.

Table 3a presents a comparative analysis of reconstructed 3D images. High accuracy of mappings for all five presented cases is also visible here. The spatial grid of the 3D model has as many as 17869 points. The numerical values of the pixels of the reference image were real numbers that belong to the range from 1 to 3. Table 3b shows the values of errors of images reconstructed with respect to their patterns. Most pixels on the grid do not contain errors (no color). As in the 2D model, non-zero deviations in most cases do not exceed 0.2.

5. Conclusion

The article presents the original concept of a neural system for the reconstruction of tomographic images. The effectiveness of the method has been verified based on the conditions of the “Żelazny Most” Flotation Wastes Depository. Taking into account the key structural features of the Żelazny Most technical facility, a physical model of the flood embankment part was developed. The above model was equipped with an electrode system and the necessary tomography devices (EIT), which enabled the execution of many measurements of electrical quantities and the allocation of cross-sections of the investigated embankment model to those sizes. The data obtained in this way was used to train the neural network system. An innovative feature of the solution is the separate training of a large number of neural networks in the amount corresponding to the resolution of the reconstructed image mesh.

During the laboratory experiments two models of reconstruction of tomographic images were developed - flat (2D) and spatial (3D). The obtained results indicate that the presented method of neural imaging can be effective both in the case of two- and three-dimensional reconstruction. The application of a system of many separate neural networks operating simultaneously to depict the cross-section of the embankment damage enabled the generation of exact mappings of the given patterns. The quality of these mappings is sufficient to correctly identify the nature of threats, as well as to assess the rate of changes taking place inside the flood embankment.

Taking into account the possibility of taking measurements at regular intervals, the rate of leakage spreading can be easily determined. The above information enables not only a accurate diagnosis useful for determining the embankment’s reliability level, but also an effective forecast of the moment of the coming disaster. Thanks to information obtained by the use of neural imaging system, it is possible to appropriately plan actions to prevent damage to flood protection facilities.
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Table 3a. 3D imaging results

| ID | The cross-sectional patterns of the flood embankment | The images reconstructed by using a neural generator |
|----|------------------------------------------------------|---------------------------------------------------|
| 1  | ![Image 1](image1.png)                            | ![Image 2](image2.png)                            |
| 2  | ![Image 3](image3.png)                            | ![Image 4](image4.png)                            |
| 3  | ![Image 5](image5.png)                            | ![Image 6](image6.png)                            |
| 4  | ![Image 7](image7.png)                            | ![Image 8](image8.png)                            |
| 5  | ![Image 9](image9.png)                            | ![Image 10](image10.png)                           |
Table 3b. Differences in 3D imaging results

| ID | Differences between the pattern image and the reconstructed image |
|----|---------------------------------------------------------------|
| 1  | ![Image 1](image1.png)                                        |
| 2  | ![Image 2](image2.png)                                        |
| 3  | ![Image 3](image3.png)                                        |
| 4  | ![Image 4](image4.png)                                        |
CONCENTRATION ANALYSIS OF GASES FORMED IN MINERAL OIL, NATURAL ESTER, AND SYNTHETIC ESTER BY DISCHARGES OF HIGH ENERGY

The paper describes physical foundations of gases generation in different electroinsulating liquids. The authors reviewed literature concerning the analysis of gases generated in these liquids as a result of discharges of low energy. The main purpose of the research was to compare gases formed in mineral oil, natural ester, and synthetic ester resulting from discharges of high energy, which has not been studied so far. The comparison was done both in terms of gases composition and their concentration. The purpose of the research was to give an answer to the question: which of the analysed liquids ensure higher operation safety if there is a discharge of high energy in the insulating system.

**Keywords:** transformer, diagnostics, mineral oil, natural ester, synthetic ester, electric arc, discharge of high energy, gases, gas chromatography.

In the last 20 years we have been observing increased interest in the use of alternative liquids, including synthetic esters and natural esters [1, 10]. These liquids, in comparison to mineral oil, have properties which are considered as their advantages. These properties are, first of all, ecological values (biodegradability, non-toxicity), operation safety linked with a high flash point and fire point [1, 2, 4, 13, 14], and also high water solubility [1, 19, 20].

Fire safety is one of the most important problems faced by manufacturers and users of electrical power devices. It refers mainly to devices filled with electroinsulating liquids used in urban areas and densely populated. The companies which deal with insuring electropower devices are more and more aware of the fire risk involved with application of alternative electroinsulating liquids. We should note here that the DGA method is considered as the one of the most important diagnostic method of the transformers insulation, e.g. aramid paper. The first grid transformers filled with synthetic esters were installed in Europe in 2003 [1, 10].

Natural esters are commonly used in the USA to replace mineral oil in distribution transformers of up to 60 kV. In Europe, the first commercial application of natural esters in transformers took place in the late 1990s [1, 21].

Electroinsulating liquids, alternative to mineral oil, such as synthetic ester and natural ester are chosen by operators more and more often but still with substantial wariness. It results from the fact that, opposite to mineral oil, properties of these liquids are not well-known yet. One of the most essential properties involving transformer operation safety are gas properties of the liquid. A few scientific centres in the world are doing research on an analysis of gasses generated in alternative electroinsulating liquids when there are discharges of low energy and also overheating in the insulating system. These research are targeted at pointing gases which are characteristic for a given type of defect and at determining values of typical concentrations of particular gases. These investigations are necessary to conduct Dissolved Gas Analysis (DGA) for transformers insulated with the new electroinsulating liquids. We should note here that the DGA method is considered as the one of the most important diagnostic method of the power transformers.
2. Physical foundations of gases generation in electrinoinsulating liquids

Mineral oils are a mixture of naphthenic hydrocarbons (CₙH₂ₙ₋₂), paraffin hydrocarbons (CₙH₂ₙ₊₂), and aromatic hydrocarbons (CₙHₘ). In their structure they have groups of CH, CH₂, and CH₃ linked together by carbon-carbon bonds. Breaking the C-C or C-H bonds can be caused by electrical or thermal faults. It results in appearing small (among many other more complex forms) unstable fragments in radical or ionic form (H-C-H bonds can be caused by electrical or thermal faults. It results in CₙH₂ₙ-2), paraffin hydrocarbons (CₙH₂ₙ₊₂), and aromatic hydrocarbons. Due to the chemical composition of oil and esters, we should result of decomposition of these liquids are mainly hydrogen and hydrocarbon-hydrogen and carbon-carbon bonds. Therefore, the gases which are generated as a result of decomposition can lead to forming such products as: ethylene, acetylene, propylene, or in other molecules, generating in this way hydrogen, methane, ethane, propane, butane. Further decomposition can lead to forming such products as: ethylene, acetylene, propylene, or in extreme cases – carbon particles.

During discharges of low energy, such as partial discharges, the weakest C-H bonds are broken (338kJ/mole), which is caused by the ionisation effect. Much higher energy is necessary for the scission of single bonds C-C (607 kJ/mole), double bonds C=C (720 kJ/mole) or triple bonds C≡C (960 kJ/mole) [16, 17].

It results from the literature that the characteristic gases which are generated in mineral oil as a result of discharge of high energy are C₂H₂, H₂, CH₄, C₂H₄, where acetylene is considered as the key gas [6, 11, 16, 17].

Generation of acetylene requires the temperature of at least 800°C, and its rapid quenching to lower temperatures, which enables the stability of this gas. Acetylene is thus formed in significant quantities mainly in arcs, where the conductive ionized channel is at several thousand of degrees Celsius, and the interface with the surrounding oil is necessarily below 400°C. This gas can also be generated at the temperature below 800°C, but in much smaller amounts. At the temperature within the range from 500°C to 800°C, we can observe formation of carbon molecules. This effect takes place mainly when the arc occurs or the oil is locally overheated [17].

As it was mentioned before, the main reasons of gas generation, both for mineral oil and esters is breaking carbon-hydrogen and carbon-carbon bonds. Therefore, the gases which are generated as a result of decomposition of these liquids are mainly hydrogen and hydrocarbons. Due to the chemical composition of oil and esters, we should expect significant differences in the amount of the generated gases.

3. Qualitative and quantitative analysis of gases generated in electrinoinsulating liquids - literature review

According to standard IEC 60599 [17], electric defects which occur in the insulating system can be divided into partial discharges, discharges of low energy and discharges of high energy. Below is a review of literature concentrating on the analysis of gases generated as a result of discharges of low energy in different electrinoinsulating liquids.

I. U-Khan, Z. Wang, I. Cotton, and S. Northcote presented in [23] results of DGA investigations for electrinoinsulating liquids exposed to the discharges of low energy. The research was done in the point-to-plane electrodes configuration with the interelectrode gap of 15 mm. In order to provide a sufficiently high concentration of the gases, they led to breakdowns in each of the investigated liquids. After the breakdown, voltage was immediately switched off using an overcurrent relay, whose value was set for 3 A on the primary winding of the test transformer. The duration of discharge was in the range from 20 to 100 ms. Samples for the experiments were taken by means of a valve placed in the bottom of a tight vessel. According to the authors of [23], when we can provide a sufficiently long time between the breakdown and taking the sample, we can expect a uniform distribution of the gases in the whole volume of the liquid. Unfortunately, the authors did not reveal the value of this time. Table 1 presents their research results.

| LIQUID       | GAS      | MINERAL OIL | NATURAL ESTER | SYNTHETIC ESTER |
|--------------|----------|-------------|---------------|-----------------|
|              | H₂       | BEFORE      | AFTER         | BEFORE          | AFTER           |
|              |          | 5           | 901           | 8              | 191             | 7              | 97             |
|              | CH₄      | 1           | 145           | 1              | 14              | 0              | 9              |
|              | C₂H₆     | 0           | 24            | 2              | 10              | 0              | 2              |
|              | C₂H₄     | 1           | 270           | 1              | 63              | 1              | 26             |
|              | C₂H₂     | 1           | 1540          | 6              | 280             | 0              | 126            |
|              | CO       | 18          | 6             | 6              | 51              | 9              | 37             |
|              | TDG      | 26          | 2866          | 24             | 609             | 17             | 297            |

On the basis of the conducted experiments concerning exposure of electrinoinsulating liquids to discharges of low energy, the authors of [23] pointed out that acetylene is one of the key gases generated in the case of all the investigated liquids. All the investigated samples were characteristic of a high concentration of this gas. Despite the same exposure of the liquids, they found from 5 to 10 times greater acetylene concentration in mineral oil than for esters. The authors of [23] also found high concentration of hydrogen and ethylene for the liquids exposed to discharges of low energy. They also pointed out less intense generation of combustible gases in esters, in comparison to mineral oil. According to the authors of this work, this can make identification of defects more difficult.

M. Jovalekic, D. Vukovic, and S. Tenbohlen presented in [12] research results of the influence of discharges of low energy on gas generation in different electrinoinsulating liquids. The investigated liquids underwent 90 lightning impulses (1.2/50 μs) in the point-to-point configuration (interelectrode gap equal to 4 mm) in a tightly closed vessel of the volume of 1618 ml. Next, each of the liquids was stirred so as to obtain a uniform gas distribution in its whole volume. At the next step, a sample was taken and the chromatographic analysis was done. The results are presented in Table 2.
Impulse voltage was equal to 134 kV, which meant energy in capacitors equal to 409.6 J (four-stage generator). However, only from 0.1 to 1% of this energy was used in liquid decomposition process. Most of the energy was converted into heat in the damping resistor of the generator.

On the basis of the obtained results, the authors of [12] found that the key gases generated at this type of defect are hydrogen and acetylene. For esters, they also found the presence of carbon monoxide, as opposite to mineral oil, where this gas was not found.

R. Eberhardt et al in [5] also analysed the influence of discharge of low energy on gas generation in mineral oil, natural ester, and synthetic ester. The investigations were done in a vessel of the volume of 17 litres in the plate-to-U-shape electrode. There was pressboard placed between the electrodes. Alternating voltage was raised in such a way that the discharge appeared after about 20 seconds. Each sample underwent the electric breakdown ten times. The authors found that acetylene is the key gas at this type of defect. Its largest increase was found for natural ester. The increase of acetylene concentration in mineral oil and synthetic ester was similar. They found a considerable difference in gas generation between natural ester and synthetic ester. For natural ester, they proved the presence of acetylene and ethane. They also concluded that there is no increased generation of carbon monoxide and dioxide for both natural and synthetic ester.

C. Perrier, M. Marugan, M. Saravolac, and A. Beroual proved in [15] that when mineral oil and esters are exposed to discharges of low energy then mainly hydrogen and acetylene are generated.

Summing up the presented above literature review, we can conclude that in the research conducted up to now, the authors have concentrated mainly on the analysis of gases generated as a result of short duration discharges of low energy. The authors of this article conducted experiments of exposing the liquids to the discharge in the form of electric arc of very high energy, reaching 5 kJ. The conditions of these experiments and their results are presented in the subsequent chapter.

4. Investigations of gases generated in electroinsulating liquids by discharge of high energy

4.1. The aim of the study

The aim of the research was to compare gases generated in mineral oil, natural ester (manufactured on the basis of soybean oil), and synthetic ester by discharge of high energy. The comparison was done both in terms of gas composition and their concentration. The purpose of the study was to give an answer to the question: which of the analysed liquids ensure higher operation safety if there is a discharge of high energy in the insulating system.

Resulting from the discharge of high energy, very large quantities of gases were generated in the liquids in the form of bubbles, which migrated to the headspace. The quantity of the generated gases was so large that it caused significant pressure changes in the chamber. Due to a short discharge time (5, 10, or 15 s) and taking the samples immediately after the arc extinction, only a slight amount of the generated gas was able to dissolve in the liquid. That is why the authors analysed the gas mixture taken from the headspace.

4.2. System for gas generating and research procedure

For exposing the investigated liquids to discharge of high energy, the authors used a hermetic chamber which had been used before for investigations of the dielectric response of pressboard samples [7, 8]. The chamber was rebuilt for the needs of this experiment (Fig. 1). The walls of this chamber were made of a glass pipe, whereas the base and the lid were discs made of organic glass. All screw connections were made as gas tight using oil resistant seals of the O-ring type. After assembling the chamber, a tightness test was done using compressed air. No pressure drop was found in the whole system (within forecast pressure ranges which could occur during the experiment), thus the system was considered as gas tight.

The volume of the chamber was 1800 cm³, after including the volume of the electrode (which was 106 cm³) the authors determined the volume of the liquid in the chamber. The height of the liquid column in the chamber was 15.5 cm, thus knowing the dimensions of the chamber, it is possible to calculate the oil volume. The calculated oil volume was equal to 1360 cm³. The volume of the air remaining in the chamber (the volume of headspace) was thus equal to 334 cm³.

The electric arc was generated in the point-to-plate electrodes configuration. The gap between the electrode was 5 mm. The point electrode was connected to a source of high voltage, whereas the plate electrode was grounded. A special point electrode was designed to allow investigating pressure changes in the chamber and taking gas samples from headspace without any contact with atmospheric air.

Table 2. Research results obtained by the authors of [12] concerning exposure of different electroinsulating liquids to discharges of low energy

| LIQUID       | GAS      | MINERAL OIL | NATURAL ESTER | SYNTHETIC ESTER |
|--------------|----------|-------------|---------------|-----------------|
| H₂           |          | 1775        | 605           | 558             |
| CH₄          |          | 155         | 99            | 120             |
| C₂H₂O       |          | <1          | <1            | <1              |
| C₂H₄         |          | 214         | 229           | 118             |
| C₂H₂         |          | 2100        | 953           | 915             |
| CO           |          | <1          | 155           | 308             |
| TDCG         |          | 4244        | 2041          | 2019            |

Fig. 1. Sketch of the chamber for exposing the insulating liquids to discharge of high energy.

The conditions of these experiments and their concentration.
The electrode was made in the form of a brass pipe (of external diameter 3 mm and internal diameter 2 mm) ending with a copper cone on one side. The pipe, in the part which was above the liquid level had a gas extraction hole of the diameter of 1 mm. The other end of the point electrode was connected by means of dielectric pipes made of PCV with a three-way valve. The valve allowed connecting the system with the pressure meter or a gas tight syringe used for taking gas from headspace.

Voltage was supplied to the chamber by means of the system presented in Figure 2. An autotransformer (AT1) was applied in the voltage regulation system, current and voltage in the autotransformer circuit were measured. The voltage supplied from the autotransformer was raised using a high voltage transformer (TR1) of the ratio of 110000/220. On the HV side, voltage was measured using electrostatic kilovoltimeters, and current by means of a milliammeter. For 110000/220. On the HV side, voltage was measured using electrostatic kilovoltimeters, and current by means of a milliammeter. For reducing discharge current, the authors used a non-linear damping resistor R1.

After arc ignition in the chamber (arc ignition took place at 25 kV for mineral oil, 24 kV for synthetic ester, and 25 kV for natural ester), voltage values on upper windings of AT1 and TR1 decreased. Voltage and current of arc for all liquids were similar and they were 2.5 kV and 140 mA, respectively.

The arc current corresponds to the value of the current measured on the low side of the transformer TR1, which was 70 A during arc ignition (the TR1 ratio is 500, thus current transforming took place on the low side of the transformer TR1, which was 70 A during arc and 140 mA, respectively.

Table 3: The concentration of gases generated in mineral oil, natural ester, and synthetic ester during discharge of the time of 5, 10, 15 s; area – area of the peak (on the gas chromatogram) which is proportional to butane concentration, TCG – Total Combustible Gas

| GAS | LIQUID | MINERAL OIL | NATURAL ESTER | SYNTHETIC ESTER |
|-----|--------|-------------|---------------|-----------------|
|     | 5 s    | 10 s        | 15 s          | 5 s             | 10 s           | 15 s          | 5 s           | 10 s           | 15 s           |
| H₂  | %      |             |               |                 |                 |               |               |                 |                 |
| 6.228 | 8.671  | 12.82       | 3.143         | 4.047           | 7.087           | 2.605         | 5.213         | 7.065           |
| O₂  | %      |             |               |                 |                 |               |               |                 |                 |
| 17.30 | 16.73  | 15.06       | 18.22         | 17.883          | 17.12           | 18.33         | 17.61         | 17.40           |
| N₂  | %      |             |               |                 |                 |               |               |                 |                 |
| 73.25 | 70.96  | 63.41       | 74.30         | 75.39           | 72.55           | 75.72         | 73.74         | 72.06           |
| CO  | %      |             |               |                 |                 |               |               |                 |                 |
| 0.0409 | 0.0204 | 0.0380      | 0.6576        | 0.8518          | 1.402           | 1.043         | 2.114         | 2.886           |
| CH₄ | %      |             |               |                 |                 |               |               |                 |                 |
| 0.3111 | 0.4609 | 0.7092      | 0.0436        | 0.0505          | 0.0943          | 0.0386        | 0.0871        | 0.1190          |
| CO₂ | %      |             |               |                 |                 |               |               |                 |                 |
| 0.0694 | 0.1175 | 0.0483      | 0.1017        | 0.1078          | 0.1270          | 0.0825        | 0.0990        | 0.1223          |
| C₂H₄ | %      |             |               |                 |                 |               |               |                 |                 |
| 0.2827 | 0.3789 | 0.5804      | 0.0578        | 0.0721          | 0.1315          | 0.0474        | 0.1103        | 0.1501          |
| C₂H₆ | %      |             |               |                 |                 |               |               |                 |                 |
| 0.0055 | 0.0086 | 0.0133      | 0.0006        | 0.0009          | 0.0010          | 0.0008        | 0.0018        | 0.0024          |
| C₂H₂ | %      |             |               |                 |                 |               |               |                 |                 |
| 2.816 | 3.763  | 5.678       | 1.395         | 1.769           | 2.957           | 0.9189        | 1.970         | 2.724           |
| C₃H₈ | %      |             |               |                 |                 |               |               |                 |                 |
| 0.003 | 0.0004 | 0.0006      | -             | -               | -               | -             | 0.0002        |                 |
| C₃H₆ | %      |             |               |                 |                 |               |               |                 |                 |
| 0.0260 | 0.0376 | 0.0575      | 0.0021        | 0.0021          | 0.0034          | 0.0020        | 0.0049        | 0.0064          |
| C₄H₁₀ area | 32.90 | 48.30    | 71.40        | 6.10            | 7.10            | 10.90         | 4.24          | 7.70            | 14.64           |
| TCG | %      |             |               |                 |                 |               |               |                 |                 |
| 9.7105 | 13.3408| 19.897      | 5.2997        | 6.7934          | 11.6762         | 4.6557        | 9.5011        | 12.9531         |

All the investigated liquids were exposed to electric arc for 5, 10, and 15 s. The procedure of exposing the liquid to the electric arc was proceeded as follows:

- liquid conditioning in the air of atmospheric pressure to obtain relative saturation of the liquid equal to 40%, 4.5 litre of each investigated liquid was prepared,
- filling the chamber with the investigated liquid: the volume of the liquid was 1360 cm³,
- sealing the chamber by tightening all screw connections,
- connecting the pressure meter,
- connecting the supply and grounding wires to the suitable electrodes,
- setting the three-way valve in a position which allows pressure measurement,
- raising voltage until the moment of arc ignition,
- keeping the arc for 5 s,
- leaving the chamber for 1 minute to let the gas bubbles generated in the liquid migrate to the headspace,
- measurement of headspace pressure,
- suitable setting the three-way valve and taking 12 ml of the gas for the chromatographic analysis.

Then for each of the liquids the above presented activities were repeated twice (excluding first activity) increasing every time the duration of the arc by 5 s.

The authors used a gas chromatograph type 8610C TOGA supplied by SRI Instruments for the analysis of generated gases. The chromatograph is equipped with two detectors: the flame ionisation detector FID and the thermal conductivity detector TCD. By means of the FID we can subsequently detect the following gases: carbon monoxide, methane, carbon dioxide, ethylene, ethane, acetylene, propane, propylene, whereas by means of the TCD we can detect subsequently: hydrogen, oxygen, and nitrogen.

4.3. Research results and conclusions

Table 3 and Figures from 3 to 15 present results of a qualitative and quantitative analysis of the gases generated in mineral oil, natural ester, and synthetic ester during discharge of the time of 5, 10, and 15 s.

In order to measure the pressure of headspace a manometer was used. Table 4 and Figure 16 present results of these investigations.
On the basis of the results presented above, the following conclusions were drawn:

- for all tested liquids a very high concentration of hydrogen and acetylene were measured, while in the case of esters also a high concentration of carbon monoxide was found; for the experimental conditions, the concentrations of these gases exceed 1% (10,000 ppm); these gases can be used to identify a high energy discharge defect,
- the sum of combustible gases (excluding butane for which it was impossible to carry out a quantitative analysis due to the lack of this gas in the gas mixture used for calibration of the chromatograph) is about 38% higher for mineral oil than for both esters (Fig. 15) – this indicates a greater exploitation safety of esters in the case of electric arc ignition,
- during high energy discharge the increase of headspace gas pressure for all investigated liquids was observed (Fig. 16).

A substantial concentration increase of combustible gases in the insulating system generated during electric arc leads to a very high risk of ignition of these gases. Such ignition was observed while investigating synthetic ester at the time of exposing to the discharge equal to 15 seconds. Figure 17 presents the gas concentration in headspace in the situations when gas ignition took place and it did not.

The authors found a significant difference between the composition of the gas mixture in synthetic ester in the case of the experiment with and without combustible gas ignition. In the case with no ignition, the sum of combustible gases was 12.9%, whereas in the case of ignition the concentration of these gases was merely 3.8%. Moreover, in the experiment where gas ignition took place, the authors observed...
much lower oxygen concentration and considerably higher concentration of carbon monoxide in comparison to the experiment where ignition did not occur. Gas ignition resulted in negative pressure in the measurement system at the level of 402 mbar in reference to the atmospheric pressure. In the experiment where gas ignition did not occur, the increase of pressure was found at the level of 154 mbar over the atmospheric pressure.

In all the liquids, at the moment of electric arc ignition, sudden oil degradation was observed, whose result apart from generation of combustible gases was the occurrence of carbon particles. This effect was the most noticeable for mineral oil. Figure 18 presents photographs of mineral oil colour changes during the investigation.

4. Conclusions

The conducted research confirmed that during the discharges of high energy in natural ester and synthetic ester, the same gases are generated as for mineral oil. These gases are: hydrogen, hydrocarbons (first of all with one, two, or three carbon atoms), carbon monoxide and dioxide. This conclusion is very important due to the diagnostics of devices insulated with these liquids. Generation of the same gases allows perform the gas analyses at the same configuration of the chromatograph.

It is important, however, that in the particular electroinsulating liquids, at the same type of defect, gases are generated of completely different concentrations, which is vital in terms of interpretation of research results obtained by means of the DGA method.

It was found a greater value of total combustible gases by about 38% in mineral oil than in both esters. This points out higher operation safety of esters in the case of arc ignition. For all the investigated liquids, the characteristic gases occurring at a very high concentration were hydrogen and acetylene, whereas for esters, the authors also found a high concentration of carbon monoxide. These
gases can be applied for identifying the defect which is discharge of high energy.

Most of the conclusions resulting from the conducted research are in agreement with the experiment results described in articles [12, 15, 23], by contrast they are not in agreement with the experiment results described in [5]. The authors of this work did not find excessive generation of carbon monoxide for both natural and synthetic esters.

Acknowledgement

The research was financed from resources of the Ministry of Science and Higher Education for statutory activities No 04/41/DS-PB/4288, name of the task: Analysis of aging processes caused by partial discharge and electric arc in the aspect of gas evolution in mineral oil and new insulating liquids (natural ester, synthetic ester)

References

1. Cigre Brochure 436, Experience in service with new insulating liquids, 2010.
2. Dombek G. Wykorzystanie alternatywnych cieczy elektroizolacyjnych w kontekście minimalizacji zagrożenia pożarowego transformatorów energetycznych, Przegląd Naukowo-Metodyczny. Edukacja dla Bezpieczeństwa 2016; 30(1): 857–865.
3. Dombek G, Nadolny Z. Liquid kind, temperature, moisture, and ageing as an operating parameters conditioning reliability of transformer cooling system. Eksploatacja i Niezawodność – Maintenance and Reliability 2016; 18 (3): 413–417, https://doi.org/10.17531/ein.2016.3.13.
4. Dombek G, Nadolny Z. Thermal properties of a mixture of synthetic and natural esters in terms of their application in high voltage power transformers. Eksploatacja i Niezawodność – Maintenance and Reliability 2017; 19 (1): 62–67, https://doi.org/10.17531/ein.2017.1.9.
5. Eberhardt R, Wieser B, Lick W, Muhr H M, Pukel G, Schwarz R, Baumann F. Dissolved gas analysis investigations on ester liquids after breakdown. In proc of: IEEE International Conference on Dielectric Liquids 2011, https://doi.org/10.1109/ICDL.2011.6015447.
6. FIST 3-30 Transformer maintenance. US Department of the Interior Bureau of Reclamation; 2000.
7. Gielniak J, Graczkowski A, Gubanski S, et al. Influence of thermal ageing on dielectric response of oil-paper insulation. Materials Science-Poland 2009; 27(4/2): 1199–1205.
8. Gielniak J, Graczkowski A, Moscicka-Grzesiak H. Does the Degree of Cellulose Polymerization Affect the Dielectric Response? IEEE Transactions on Dielectrics and Electrical Insulation 2011; 18(5): 1647-1650, https://doi.org/10.1109/TDEI.2011.6032835.
9. Hanson D, Li K, Plascencia J, Beauchemin C, Claiborne C, Cherry D, Frimpong G, Luksh J, Lemm A, Martin R. Understanding dissolved gas analysis of ester: an updated review of gas generated in ester liquid by stray gassing, thermal decomposition and electrical discharge. In proc of: Electrical Insulation Conference (EIC) 2016: 138–144, https://doi.org/10.1109/EIC.2016.7548611.
10. IEEE Std. C57.104-1991, Guide for the interpretation of gases generated in oil immersed transformers, 1992, https://doi.org/10.1109/IEEESTD.1992.106973.
11. IEEE Std. C57.155, IEEE Guide for Interpretation of Gases Generated in Natural Ester and Synthetic Ester-Immersed Transformers; 2014, https://doi.org/10.1109/IEEESTD.2014.6966710.
12. Jovalekic M, Vukovic D, Tenbohlen S. Dissolved gas analysis of alternative dielectric fluids under thermal and electrical stress. In proc of: IEEE International Conference on Dielectric Liquids 2011, https://doi.org/10.1109/ICDL.2011.6015457.
13. Longva K. Natural ester distribution transformers; improved reliability and environmental safety. Nordic Insulation Symposium 2005: 293–295.
14. Oommen T V. Vegetable oils for liquid – filled transformers. IEEE Electrical Insulation Magazine 2002; 18(1): 6-11, https://doi.org/10.1109/57.981322
15. Perrier C, Marugan M, Beroual A. DGA comparison between ester and mineral oils. In proc of: International Conference on Dielectric Liquids 2011, https://doi.org/10.1109/ICDL.2011.6015411.
16. Piotrowski T. DGA: od defektu do diagnozy. W materiałach V Konferencji Naukowo-Technicznej Transformatory Energetyczne i Specjalne: Przyszłość i Środowisko 2004; 221–226.
17. IEC 60599, Mineral oil-filled electrical equipment in service - Guidance on the interpretation of dissolved and free gases analysis, 2015.
18. PN-EN 61100, Klasifikacja cieczy elektroizolacyjnych według temperatury palenia i dolnej wartości opalowej, 2007.
19. Przybyłek P, Siodła K. Application of capacitive sensor for measuring water content in electro-insulating liquids. Eksploatacja i Niezawodność – Maintenance and Reliability 2016; 18 (2): 181–185, https://doi.org/10.17531/ein.2016.2.4

20. Przybyłek P. Water saturation limit of insulating liquids and hygroscopicity of cellulose in aspect of moisture determination in oil-paper insulation. IEEE Transactions on Dielectrics and Electrical Insulation 2016; 23(3): 1886–1893, https://doi.org/10.1109/TDEI.2016.005627.

21. Rapp K J, Luksich J. Application of Natural Ester Insulating Liquids in Power Transformers. In proc of: My Transfo 2014 Conference; 2014.

22. TJH2b Analytical Services, Inc., Understanding Dissolved Gas Analysis of Ester fluids-Part 2 Thermal Decomposition of Ester Fluids; 2012.

23. U-Khan I, Wang Z, Cotton I, Northcote S. Dissolved gas analysis of alternative fluids for power transformers. IEEE Electrical Insulation Magazine 2007; 23(5), 5–14, https://doi.org/10.1109/MEI.2007.4318269.

Piotr PRZYBYŁEK
Jarosław GIELNIAK
Institute of Electric Power Engineering
Poznan University of Technology
ul. Piotrowo 3a, 60-965 Poznań, Poland

E-mails: piotr.przybylek@put.poznan.pl,
jaroslaw.gielniak@put.poznan.pl
1. Introduction

Micro- small- and medium-sized production enterprises, wanting to maintain a competitive advantage, introduce both product and process innovations. Process innovations introduce changes in the processes implemented in the company. One of the key production processes, in steel construction companies, is the cutting process where one of the most popular cutting technologies is plasma cutting [16].

Plasma cutting can be used in the unitary or serial production of steel structures, as well as in various types of overhaul and repair works [10], in both conductive and non-conductive materials [16].

The process of plasma cutting consists of melting and ejecting metal from the cutting kerf with a concentrated, plasma electric arc, glowing between the unprotected electrode and the work-piece being cut. The stream temperature of the plasma is influenced by many factors, including electrical, kinematic and technological factors.

The basic plasma cutting parameters are the intensity of the cutting current, the arc voltage, the cutting speed, the type and the pressure, as well as the rate at which the plasma gas flows, the electrode type and its construction, the diameter of the convergent nozzle and the position of the torch, relative to the work-distance [19].
The incorrect choice of plasma cutting conditions increases the width of the kerf, causes rounding of the upper edges and becomes less than perpendicular. Under other conditions, metal overhangs appear at the bottom edge and there may be no intersection. Along the bottom edge of the cut, dross forms in the form of small, linearly arranged balls of molten material that attach to the surface, creating streaks that are difficult to remove. Also, along the upper edge of the cut, a foamy, somewhat spherical accumulation of molten material streaks that are difficult to remove. Also, along the upper edge of the bottom edge of the cut, dross forms in the form of small, linearly aligned particles. Thus, many factors are important in the plasma cutting process; this makes it difficult to regulate and ensure that the requirements of ISO 9013 are complied with. The few attempts to use DoE methods for this purpose either significantly limit the number of factors studied or require a large amount of research. The use of the Taguchi method requires the implementation of tests at several variable levels, which is not always easy. As a solution to the problem, DoE uses and applies methods such as the Plackett-Burman plans. These are the saturated plans, so-called, which require a number of tests, viz., \( N = k+1 \), where \( k \) is the number of variables tested - which should be a multiplicity of 4.

At present, saturated plans for 4, 7, 11, 15, 19, 23, 27, 31, 35, 39, 43, 47, 63 and 127 variables have been developed [9]. Such plans are widely used in various research areas, such as in the production of nanoparticles [21], drugs [8, 11], polymers [1], and fuel production [2]. The development of the Plackett-Burman method is presented in [18, 22]. The limitation of the above-mentioned plans is the requirement to ensure that tests are carried out at strictly defined points, which limits the scope of changes in the factors analysed. On the other hand, this method affords the opportunity to perform accurate statistical calculations, in particular, to calculate multidimensional linear regression coefficients [9, 23].

The purpose of the present study is to assess the significance of controllable parameters in plasma cutting, using Plackett-Burman plans and expert assessment methods.

### 2. Test conditions

One of the most widely used types of steel in steel construction was used for the present research, namely, unalloyed structural steel of the S235JR EN 10025-2: 2007 grade - formerly St3S steel - with a carbon equivalent of 0.35%.

Tests on plasma cutting were carried out using the WPA-6000 Compact plasma cutter with a SMART CNC control programme equipped with a table with CNC control and the 133WDM ForCut plasma source. The cutter was equipped with two burners, viz., a plasma burner for cutting boards, with a thickness of up to 30 mm and a gas burner for cutting boards, with a thickness of up to 150 mm. Compressed air was applied as a plasma-forming and protective gas and was supplied to the cutting zone through air filters and a dryer. An illustration of the plasma cutting and the basic schematic of plasma torches are shown in Fig. 1.

An analysis was performed of the influence of the controllable parameters of the plasma cutting process, on the output parameters of 7, technological factors, namely sheet thickness, cutting current, cutting speed, gas pressure during cutting, height of the torch during cutting, piercing delay time and initial pierce height. The elimination analysis plan, based on the Plackett-Burman method, is presented in Table 1.

The range of changes in the factors studied, was selected experimentally, so that all associations of values could be realised. In Fig. 2 the cutting parameters examined along with characteristic views of the samples are presented. The following cutting parameters were examined, namely, the cutting stroke traces (P), the width of the kerf at the entrance (sg) and at the exit (sd), the height of the discharges/dross...
The deviation of the perpendicularity of the sides of the kerf in relation to the base surface (Δ) and the values of the arcs of the fracture surface on both the left (RL) and right (RP) sides.

The calculations were made using Statistica 13.3 Software, where the coefficients of linear regression equations were calculated on the basis of Pareto coefficients and the significance of the influence of the test factors, on the selected output parameters of the cutting process, was determined.

Analyses of the results of questionnaire surveys, conducted among experts, were made using the comparison in pairs method, such as the Kendall Tau Correlations method and the Spearman Rank Order Correlations method; Statistica 13.3 Software was also used. A probability level of 95% was assumed.

3. Results of the study

An example of the results of the calculation of the coefficients of regression equations and Pareto coefficients is presented in Fig. 3. Values of coefficients \( b_0, b_1, b_i \) are suitable for the equation:

Table 1. Plan and test conditions

| Test point no. | Metal sheet thickness [mm] | X1 | X2 | X3 | X4 | X5 | X6 | X7 |
|---------------|---------------------------|----|----|----|----|----|----|----|
| 1             | 4                         | −1 | 80 | −1 | 2600 | −1 | 6 | 1 | 3.5 | 1 | 0.4 | 1 | 4 | −1 |
| 2             | 12                        | 1  | 80 | −1 | 2600 | −1 | 5 | −1 | 3  | −1 | 0.4 | 1 | 7 | 1 |
| 3             | 4                         | −1 | 130| 1  | 2600 | −1 | 5 | −1 | 3  | −1 | 0.1 | −1 | 7 | 1 |
| 4             | 12                        | 1  | 130| 1  | 2600 | −1 | 6 | 1 | 3  | −1 | 0.1 | −1 | 4 | 1 |
| 5             | 4                         | −1 | 80 | −1 | 6500 | 1  | 6 | 1 | 3  | −1 | 0.1 | −1 | 7 | 1 |
| 6             | 12                        | 1  | 80 | −1 | 6500 | 1  | 5 | −1 | 3  | −1 | 0.4 | 1 | 4 | −1 |
| 7             | 4                         | −1 | 130| 1  | 6500 | 1  | 5 | −1 | 3  | −1 | 0.4 | 1 | 4 | −1 |
| 8             | 12                        | 1  | 130| 1  | 6500 | 1  | 6 | 1 | 3  | −1 | 0.4 | 1 | 7 | 1 |
According to the (DoE) planning principles of the research, values $X_i$ were used as relative, in the range from -1 (minimum) to +1 (maximum).

When analysing the results of statistical calculations, it was determined that all the parameters examined affect the stroke of the surface cut drag lines. The width of the kerf at the inlet and outlet does not affect the initial pierce height nor does it affect the deviation of the sides of the kerf to the base surface, namely, the start height and gas pressure. The height of the flash dross depends solely on the gas pressure, the thickness of the sheet and the cutting current. However, the radius of the arcs of the kerf is completely uncontrollable. The conclusions presented confirm the calculated coefficients of $R^2$ determination of the regression dependencies, presented in Table 2.

Regression dependencies, important for calculating the size of the values examined, with a probability of 0.95, are presented below. Dependence data can be used in the same way as is used for the calculation of the expected values of the factors tested, as well as for the development of the optimisation programme, by such as the linear programming method.

![Table 2. Coefficients of $R^2$ determination of the calculations of the factors studied](image)
The regression dependencies, obtained for the range of cutting parameters studied, are presented below:

\[ P = 1.239 + 0.175X_1 - 0.405X_2 + 0.020X_3 + 0.358X_4 + 0.258X_5 + 0.572X_6 + 0.262X_7; \] (2)

\[ \Delta = 0.800 + 0.220X_1 + 0.243X_2 + 0.258X_3 + 0.110X_5 + 0.207X_6; \] (3)

\[ h = 0.856 + 0.209X_1 + 0.187X_2 + 0.384X_4 - 0.285X_5 - 0.207X_7; \] (4)

\[ \text{dross buildup:} \]

\[ h = 0.856 - 0.209X_1 - 0.187X_2 + 0.384X_4 - 0.285X_5 - 0.207X_7; \] (5)

\[ \text{dross buildup:} \]

\[ s = 0.856 - 0.209X_1 - 0.187X_2 + 0.384X_4 - 0.285X_5 - 0.207X_7; \] (6)

\[ \text{width of the kerf at the entrance:} \]

\[ s_d = 1.729 + 0.442X_1 + 0.472X_2 + 0.628X_3 - 0.285X_5 + 0.095X_6 + 0.172X_7; \] (7)

\[ \text{width of the kerf at the exit:} \]

\[ \text{order of correlation method. The following results were obtained for} \]

\[ \text{pairs of parameters that were characterised by a positive relation: for} \]

\[ \text{1 and 3; R = 0.519, t (N_2 - 2) = 2.192, p = 0.047, for 6 and 7; R = 0.648,} \]

\[ \text{t (N_2 - 2) = 3.066, p = 0.009, for 5 and 9; R = 0.590, t (N_2 - 2) = 2.632,} \]

\[ \text{p = 0.021. For parameter pairs 1 and 8, the following values were obtained} \]

\[ \text{R = -0.790, t (N_2 - 2) = -4.639, p = 0.000, for parameters: 4} \]

\[ \text{and 6; R = -0.517, t (N_2 - 2) = -2.180, p = 0.048, where R: Spearman's} \]

\[ \text{Correlation coefficient, t - significance test. The negative relationship between} \]

\[ \text{parameters 2 and 6 was not confirmed.} \]

As a consequence, the validity ranking for the parameters tested in the plasma cutting process was determined on the basis of sorting the average values of expert assessments. In Fig. 4, the parameters examined were segregated, according to the principle where the highest validity corresponds to the lowest average value.

Based on the above analysis, it was found that the most important parameters in the plasma cutting process are intensity of cutting current, cutting speed and cutflow gas pressure, thus confirming the effectiveness of using DoE methods, including the Plackett-Burman plans, in order to assess the significance of controllable process parameters in the plasma cutting process.

### 4. Conclusions

As a result of the research, the influence of basic plasma cutting factors on the characteristics of the cutting of carbon steel sheets, with a thickness of 4 - 12 mm, was determined. In order to determine the importance of the influence of the factors studied, the Plackett-Burman saturated plans, so-called, were used, ensuring, on the one hand,
minimisation of the number of tests as compared to other methods while on the other hand, giving a detailed statistical analysis of the measurement results. The equations of multidimensional linear regression obtained were confirmed by the opinion of expert practitioners. The relationships between the parameters were determined and the three most important parameters in the plasma cutting process were indicated viz., intensity of current, cutting speed and gas pressure during cutting.

The application of the existing dependencies, in a production company, opens up the possibility of minimising production losses while the plasma cutting process is still being developed; this is based on a significant assessment of the process of the controllable parameters of plasma cutting.

Fig. 4. The significance of parameters in the plasma cutting process according to the expert opinion method
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A METHOD OF COMPARATIVE STUDIES ON CHECKUP SETS TO EVALUATE THE TECHNICAL CONDITION OF TRACTORS

In this paper the authors propose an original method of the numerical evaluation of checkup sets for the technical condition of an agricultural tractor. Information entropy required in diagnostic tests for a specific checkup set was used as the evaluation criterion. A formal description is given for the technical condition diagnostics of a tractor in its operation period, which is characterised by a high rate of average damage. The structural model was constructed using information entropy. This model accumulates the number of checkups, probability of specific damage types and assigns them a common numerical measure. The conducted logic analysis of the proposed method and the results obtained in experiments on its practical applicability in service stations indicate that the method adequately describes this area of machine operation and thus may be a measure of information effectiveness for checkup sets determining the machine technical condition.

Keywords: agricultural tractor, technical condition, checkup set, information entropy.

W pracy zaproponowano oryginalną metodę liczbowej oceny zbiorów sprawdzających stanu technicznego ciągnika rolniczego. Jako kryterium oceny wykorzystano entropię informacyjną, konieczną do uzyskania w badaniach diagnostycznych dla odpowiedniego zbioru sprawdzeń. Wykonano formalny opis procesu oceny stanu technicznego ciągnika w systemie eksploatacji, który charakteryzujący duży udział uszkodzeń awaryjnych. Do budowy modelu strukturalnego wykorzystano entropię informacyjną. Model ten kumuluje w sobie liczbę sprawdzających, prawdopodobieństwo wystąpienia określonych uszkodzeń i nadaje im wspólną miarę liczbową. Przeprowadzona logiczna analiza proponowanej metody oraz wyniki uzyskane w badaniach z jej praktycznego zastosowania w zakładach serwisowych wskazują, że opisuje adekwatnie ten obszar eksploatacji maszyn i może być miarą efektywności informacyjnej zbiorów sprawdzając stan technicznego maszyn.

Słowa kluczowe: ciągnik rolniczy, stan techniczny, zbior sprawdzania, entropia informacyjna.

1. Introduction

In order to ensure efficient machine operation processes various decisions need to be made on an on-going basis and their accuracy is a function of the amount and quality of available information on the process itself and on its environment. Generally the efficiency of performance in the case of technical objects is defined as the degree, to which they meet reliability, economic, quality requirements, etc., within a specific period of time in relation to incurred outlays or inputs [7]. Based on these requirements specific operation strategies are implemented, covering machine use and servicing processes as well as their interdependencies evaluated according to specific criteria [10].

Physical aging of machines, understood as a deterioration of their technical condition, is an objectively existing reality during their use. Current information on the technical condition of machine is crucial in production maintenance. We obtain such information e.g. based on measurements of specific parameters in operation processes as well as assisting processes.

Machine operation and the related processes are investigated in the analyses performed in the economic system, with economic efficiency used as the primary evaluation criterion. This also pertains to the collection and analysis of information on the technical condition of machines. Thanks to advances in measurement methods provided e.g. by the application of electronics and IT tools, the collection of information is an increasingly simple process [1, 17]. In turn, a greater role is played by planning and efficiency of taken measurements as well as analytical methods applied for the resulting information. A combination of these two areas makes it possible to obtain valuable information, which effectively supports management of machine operation processes [7].

Structural formal models are constructed for diagnostic processes in order to conduct simulation studies and evaluate their efficiency based on various criteria. These problems include the theory of construction of diagnostic tests [13], using e.g. the matrix method, the deletion method, etc. [19].

In this respect an essential role is attributed to checkup sets (measurement sets), which are used to determine the machine technical condition, as well as their number and types, sequence, labour intensity and generated costs.

This paper presents a method to evaluate checkup sets in order to diagnose the technical condition of a tractor, after the occurrence of a specific signal (symptom) using information entropy. Examples of checkup sets are given, which results will be used to evaluate their information effectiveness and indicate areas of practical applications for the developed method.
2. Characteristics of tractor operation processes in agriculture

Analyses of machine operation processes need to include their relationships with the environment [2]. Tractors as energy converting machines have found numerous applications in many sectors of the economy (agriculture, transport, construction industry, etc.). They are highly complex and costly technical objects, being sources of mechanical energy for many other machines. Maintenance of cooperating machines depends on their design characteristics and the role they serve in the production process. Their operation strategy needs to be adapted to specific conditions, applying adequate criteria for its evaluation [4, 10, 12]. Agricultural tractors cooperate with many machines, perform a variety of jobs depending on the season, most frequently in difficult terrain and under harsh weather conditions. Together with the cooperating machines they form series reliability systems, with failure causing downtime of the entire line. Such an environment of the system of their operation generates numerous cases of average damage, which are random in character and this fact needs to be considered in the strategy of their maintenance assurance. As in the case of most machines a major role in the maintenance of tractors is played by preventive maintenance in the form of preventive maintenance inspections. The inspections are performed following generally applied guidelines. In view of the high share of average damage in the operation of agricultural tractors reactive maintenance needs to be executed simultaneously. This strategy reduces efficiency of machine operation, at the same time generating additional costs and losses. They result from multiple problems in this area [6].

In the case of failure it is necessary to identify its cause promptly and to restore the tractor to operating condition after its random loss, which is a pre-requisite for its further operation and minimisation of economic losses.

In decision making processes it is essential to have information on the current technical condition of the tractor, its assemblies and parts. Machine operation practice has provided numerous methods to identify, record and measure signals on the technical condition of machines, based on which diagnostic information is obtained [2, 17].
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• a logic and empirical evaluation of the developed method,
• indication of potential areas for its practical application based on examples.

4. Material and Research Methods

This study is methodological in character and will provide a universal valuation and comparison method for checkup sets determining the technical condition of tractors in their servicing processes. Requirements imposed on the developed method, such as universality, objectivity, comprehensiveness and establishment of a numerical informative evaluation of checkup sets may be met thanks to the construction of a structural model for a deduction process evaluating the technical condition of tractors together with an empirical database.

An inspiration for the development of this method has been provided by the development of basic science, particularly mathematics, which may find further practical applications. An effective combination and utilisation of advances in mathematics and the practical execution of machine operation processes will facilitate development of the new method. Its application will provide in-depth knowledge on machine operation processes and ensure their rationalisation, which is also of practical importance.

The first stage consisted in a description of the formal process of tractor technical condition assessment. The flow chart of the process (Fig. 1) may be described by equation (2):

\[ S = \{N_i(p_i)\} \]

where:
- \( S \) – a signal for the technical condition,
- \( N_i \) – a set of potential variants of information contained in the signal,
- \( p_i \) – probability of occurrence of i-th information.

Specific relationships are found between the signal, damage, checkups and information (Fig. 2).

Each signal \( S \) contains a certain set of information variants on damage/fault in part \( c_i \) and the probability of occurrence of this damage \( p_i \) (Fig. 2). An adequate checkup is required to obtain information from the signal. It was assumed in this study that checkup \( n_i \) has to be performed to obtain each item of information 2. The complete evaluation of the technical condition of a tractor requires the execution of checkup set \( \{H\} \).

Such a process may be described analytically based on the information theory proposed by Shannon [18], with information entropy as the basic concept. This facilitates quantitative valuation of information, which needs to be acquired when investigating a random process; this approach has been successfully used in many areas.

Information entropy has been applied in the formal description of studies on sliding journal bearings at a test stand [20]. As a result a novel and practically useful method was developed for the diagnosis of manufacturing errors in rolling bearings of aircraft engines. In study [15] a method using information entropy was developed to monitor vibrations in the milling process. The value of information entropy was a measure of instability in the work of a machine tool. Information entropy has been applied to evaluate the technical condition of machines comprising the system when designing manufacturing systems [9]. Information entropy is a method of modelling random processes in many areas of science and thanks to its clear and logic structure it may be successfully used in practice [8, 11, 16].

Available literature lacks examples of applications for information entropy in processes of technical condition evaluation for agricultural tractors. Due to the random character of the occurrence of damage/fault information entropy may prove to be useful in modelling of the evaluation process for the machine technical condition using checkup sets identifying damage.

An empirical system composed of a set of damage/fault variants and the probability of their occurrence, constituting missing information in the evaluation of the technical condition of tractors, may be described using the statistical information theory with equation (3) of information entropy [18]:

\[ H = -\sum_{i=1}^{n} p_i \log_2 p_i, \]  

where:
- \( n_i \) – the number of variants of information on damage/fault,
- \( H \) – the amount of needed information (bit),
- \( p_i \) – probability of occurrence of the i-th variant of damage/fault in the signal.

If in equation (3) we apply a logarithm with the base of 2, then the amount of information entropy is obtained in bits. It results from equation (3) that the value of information entropy \( H \) is a function of the number of possible damage/fault variants \( n_i \) contained in the signal and probability of their occurrence \( p_i \). In the case of clustered probability distribution, in which it is easy to predict which part is faulty/damaged, the value of entropy decreases. Then the checkup set required to obtain information on the technical condition of a tractor will be optimal. Particularly when the signal contains only one variant of fault/damage, with the probability of distribution of 1, the value of entropy will be 0. This is equivalent to complete information on the machine technical condition and thus results in no need for checkups. If the diagnostic signal contains a numerous set of fault/damage variants with a small and uniform probability of their occurrence \( (p_i = 1/n) \), information entropy takes the maximum value. It may be calculated from equation (4) of the structural information theory:

\[ I = \log_2 n_i \]

where:
- \( I \) – the amount of information according to the structural information theory (bit),
- \( n_i \) – the number of information variants on fault/damage.

Then a numerous checkup set needs to be executed to obtain information on the machine technical condition.

In the practical execution of processes evaluating the machine technical condition the probability of occurrence of a specific type of wear and information on that wear may be differentiated based on studies on machine operation, experience of service mechanics and information obtained from machine operators.

From the point of view of diagnostics the case described by equation (3) is more advantageous in comparison to that described by equation (4), since the amount of information, which needs to be obtained in tests - and as a result also the incurred outlays - will be smaller.
Knowing the diagnostic signal and potential information it contains we may construct adequate checkup sets to evaluate the machine technical condition. These sets will differ in the number and type of checkups as well as the sequence of their execution. From equations (3) and (4) we may calculate the numerical value of the information, which needs to be obtained and the required adequate checkup set, which makes it possible to acquire complete information on the technical condition of a tractor. Such a checkup set will be characterised by the smallest information entropy. As a result equations (3) and (4) provide a numerical valuation and comparison of checkup sets based on the criterion of their information entropy and in this respect constitute an abstract model, which logic accuracy and practical applicability need to be verified. It constitutes a subsystem of the general model of the machine operation process [3, 5].

It results from the logic analysis of equations (3) and (4), as well as from the actual evaluation of the tractor technical condition that information entropy of a checkup set verifying the technical condition:

- reaches the value of zero when the signal contains information on only one specific damage, i.e. the signal is then diagnostic information,
- reaches the maximum value when each checkup from a checkup set identifies a specific fault/damage type with equal probability,
- decreases when each checkup from a checkup set identifies specific information variants with different (clustered) probability,
- increases with an increase in the size of the checkup set required for a complete identification of the machine technical condition.

The presented dynamics of changes in information entropy is fully adequate for the informative description of checkup sets in the evaluation of the tractor technical condition. In terms of logics equations (3) and (4) may be used to calculate the amount of information (information entropy) generated by respective checkup sets to evaluate the tractor technical condition.

The practical utilisation of the developed method needs to be verified. For this purpose empirical studies have been performed concerning tractor servicing.

### 5. An example application for the method

Analyses were conducted on agricultural tractors, in which a specific fault occurred. A signal on the fault was displayed on the onboard computer as the fault code or after an external computer with software compatible with the tested tractor was connected. The fault code or message is a signal, which generates a series of potential damage types. Typically one signal denotes several variants of damage. In such a situation the person verifying the technical condition has to make a decision what checkups to perform and in what sequence.

Tests were performed on 72 agricultural tractors of the same type, in which the signal of fault indicated an excessively high temperature of the engine. For such a signal specific checkup sets were established, which will provide complete information on the technical condition of the tractor engine.

The first checkup set was developed based on the technical specifications of the manufacturer and data given in the diagnostic computer system for this signal (Table 1). Analysis of data facilitated the construction of a checkup set, but did not make it possible to differentiate the probability of occurrence of individual variants of fault/damage.

The second checkup set was developed using additionally the results of a questionnaire survey conducted among 127 service mechanics, who were performing analyses of the technical condition of these tractors. Based on their experience and machine operation conditions the respondents supplemented the first checkup set with additional checkups (Table 1). They included fault/damage types, which occurrence had not been predicted by the tractor manufacturer.

The third checkup set was created with the use of the survey, in which the respondents indicated damage most commonly diagnosed in their practice. The probability of each damage type, identified by a respective checkup, was calculated on this basis. For each of the three checkup sets, the amount of required information (information entropy) was established using equations (3) and (4). Results of these calculations are presented in Table 1.

The presented example application of this method confirmed that the provided numerical scores for the informative value (information entropy) of checkup sets adequately describe the actual process for the determination of the tractor technical condition. A necessary precondition for an efficient application of the method is to create a set of potential checkups for a given signal as well as determine the probability of occurrence of individual damage/fault types.

### Table 1. Checkup sets for the signal indicating "excessively high temperature of the tractor engine"

| Item | Type of checkup | Probability of fault/damage occurrence for tested checkup sets |
|------|-----------------|---------------------------------------------------------------|
| 1.   | Faulty thermostat | 0.067 0.053 0.181                                           |
| 2.   | Too low coolant level | 0.067 0.053 0.151                           |
| 3.   | Too low engine oil level | 0.067 0.053 0.102                        |
| 4.   | Oil cooler damage | 0.067 0.053 0.079                                           |
| 5.   | Loose or broken coolant pump V-belt | 0 0.053 0.079                      |
| 6.   | Faulty temperature sensor | 0.067 0.053 0.134                     |
| 7.   | Fan damage | 0.067 0.053 0.031                                           |
| 8.   | Faulty fan clutch assembly | 0.067 0.053 0.031                     |
| 9.   | Fouled radiator core | 0.067 0.053 0.031                                           |
| 10.  | Faulty temperature transmitter | 0.067 0.053 0.055                 |
| 11.  | Clogged coolant system pipes | 0.067 0.053 0 | 4.04 |
| 12.  | Blown head gasket | 0.067 0.053 0                                              |
| 13.  | Cracked head | 0.067 0.053 0                                              |
| 14.  | Cracked engine block | 0.067 0.053 0                                             |
| 15.  | Coolant pump damage | 0.067 0.053 0                                              |
| 16.  | Broken coolant system pipe | 0 0.053 0.031                            |
| 17.  | Engine overload | 0.067 0.053 0.063                                          |
| 18.  | Radiator drain plug damage | 0 0.053 0.031                        |

Values of information entropy for checkup sets (bits): 3.92 4.04 3.42
6. Final conclusions

1. The method presented in this study provides a numerical evaluation for each of the potentially applicable checkup sets testing the technical condition of a tractor following the occurrence of a specific signal, based on the criterion of the amount of missing information (entropy). The results may be compared and the checkup set efficient in terms of its informative power may be selected, as that characterised by minimal entropy. This set will identify the technical condition of a tractor at the minimum number of checkups performed in an appropriate order.

2. The numerical measure of entropy for the checkup set is global in character and it accumulates information from tractor manufacturers, service stations and tractor operators. The logic verification of the method and an example of its practical application indicate that it describes adequately the actual process generating checkup sets for the evaluation of the tractor technical condition. It is a universal method and may be applied in the case of other machines, provided an appropriate database is available.

3. The amount of missing information is calculated using probabilistic data, thus the recorded results may be referred to an adequately numerous set of tractors and then their practical use is efficient. Having a database on fault/damage and after performing appropriate calculations optimal checkup sets may be constructed, which will accumulate the experience of service mechanics and the specific character of tractor operation in a given region. An example of such a situation is presented in this study.
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The paper discusses issues concerning the accuracy and repeatability tests of the positioning of the Kuka KR 16-2 industrial robot. The results of laboratory tests of an industrial robot, as well as a comparison of robot motion paths in the Robcad environment with the real robot motion paths are presented. In order to register movement paths in the laboratory conditions, the laser tracker Faro Vantage was used. Frequent necessity to correct programs of industrial robots created in the offline environment, is a result, among others, from the insufficient experience of people who carry out programming, the environment in which robots work and the parameters of the robots themselves, and therefore their accuracy and repeatability. It is connected with the extension of the start-up time and high costs. The work describes the measurement method and attempts to determine the influence of the type of route and motion parameters on the accuracy and repeatability of robot. The accuracy of mapping of simulated robot motion in a virtual environment was also verified.

**Keywords:** industrial robot, offline programming, online programming, positioning accuracy, repeatability of positioning.

W pracy omówiono zagadnienia dotyczące badań dokładności i powtarzalności poziomowania robota przemysłowego Kuka KR 16-2. Przedstawiono wyniki badań laboratoryjnych robota przemysłowego, a także dokonano porównania ścieżek ruchu robota symulowanego w środowisku Robcad ze ścieżkami ruchu robota rzeczywistego. W celu rejestracji ścieżek ruchu w warunkach laboratoryjnych zastosowano laserowy tracker Faro Vantage. Częsta konieczność poprawy programów robotów przemysłowych utworzonych w środowisku offline wiąże się z wydłużeniem czasu uruchomienia i dużymi kosztami. W pracy opisano metodę pomiarów oraz podjęto próbę określania wpływu rodzaju ścieżki dojazdu do punktów pomiarowych i parametrów ruchu na dokładność i powtarzalność poziomowania robota. Zweryfikowano także dokładność odwzorowania ruchu robota symulowanego w środowisku virtualnym.

**Słowa kluczowe:** robot przemysłowy, programowanie offline, programowanie online, dokładność poziomowania, powtarzalność poziomowania.

1. Accuracy, repeatability and programming of the movement of industrial robots

In modern industrial plants, robotic production cells and industrial robots are an extremely important element. In order to achieve the maximum efficiency and reliability of automated and robotic production lines, numerous scientific studies are carried out aimed at both the development of technical means themselves, as well as methods for their programming and exploitation [1, 2, 4, 5, 8, 10, 11, 13, 18]. In the case of industrial robots, the accuracy and repeatability of positioning are extremely important features affecting their operation [3, 6, 7, 12, 19, 21, 22, 26]. Therefore, research is conducted to improve the existing state of operation of this type of technical means, as well as to improve the measurement methods of their parameters [7, 9, 14-17, 20, 23, 24].

The accuracy of the manipulator is called his ability to reach a given point in the workspace. The basic method of determining accuracy errors in the positioning of an industrial robot is to measure angular or linear changes in individual links of its manipulator [19-21, 27, 28]. Due to the high cost and sensitivity for interferences of the used sensors, methods of direct measurement of the end effector are used less frequently. The factors of accuracy of positioning are influenced by factors described more widely, among others, at work [21], such as positioning errors and trajectory rendering (for example due to deformations caused by the temperature, inaccuracies of control system signals or inertial forces). According to the PN-ISO 9283 standard, the accuracy of unidirectional positioning (AP) describes the deviation between the set position and the average value of the actual positions when reaching the same direction [26]. Repeatability of the manipulator is the ability to move the effector tip to the same, set point in space. The resolution of the control system is the first to influence the reproducibility of the manipulator.

Manipulators of industrial robots, currently used in industry, are characterized by very good reproducibility (RP) but not very good accuracy (AP). The measurement of the manipulator’s position in the basic configuration is most often carried out by reading data from an encoder or resolver placed on the drive shaft of each axis. Robots can be equipped with additional measuring systems, but usually this option is additionally payable. Therefore, most often the position of the tool is calculated based on the measurement of angles or offsets of joints with additional consideration of the manipulator geometry and stiffness in relation to the mass it carries (tool load). The positioning accuracy is influenced by the loose (wear) in joint connections, friction, transmission errors in gears, accuracy of the manipulator elements,

(*) Tekst artykułu w polskiej wersji językowej dostępny w elektronicznym wydaniu kwartalnika na stronie www.ein.org.pl
finite mechanical stiffness, computational errors, work environment, elastic effects of components and mounting method, as well as many other static and dynamic factors.

Unfortunately, most of the above factors are subject to constant changes that cannot be predicted, which lead to the creation of differences between mathematical models and real characteristics. These differences can be tried to reduce by recalibrating mathematical models. Another method of improving accuracy can be the use of direct sensors at the end of the robot’s mechanical interface, for example laser, inductive and vision sensors.

The most common method is programming robots through teaching. This method consists of discrete programming and continuous programming, which are very different by the character of teaching. Discrete programming is mainly used for manipulation of objects, for gluing and welding, and continuous programming is used where the movements of the robot must be smooth and continuous. This type of programming is very well suited to applications such as spray painting.

Currently, the offline robot programming method is being intensively developed. Its use gives the opportunity to significantly reduce costs, such as the cost of introduction of a new car model for production or the modification of an existing production line. In this method, the robot or its surroundings are very little needed for the programming process itself. It runs in a simulated 3D environment using Robcad, Delmia, Roboguide, Robot Studio, or Process Simulate software. The created virtual environment includes 3D models of devices from the existing technological line, the location of which is faithfully reproduced by 3D laser metrology, which allows for very accurate programming of robots, without the need for their physical participation. This action allows shortening the start-up time, reduces costs and allows for better refinement of the cycle time of the production line. A quick response is also possible when one of the models is incompatible, for example when the gripper is incompatible with the manipulation object at a given production stage. An additional advantage of this method is to reduce the risk of accidents on the assembly hall and increase the safety of robot operators. In offline programming, the precision of mapping of real objects as well as the robot itself is very important, taking into account the parameters of its work, including the accuracy and repeatability of positioning. Any errors in this regard are connected with the necessity to verify and improve the program developed in the real environment. This significantly reduces the advantages resulting from the offline robot programming method.

2. Research and methods to verify and improve the characteristics of industrial robot move

In this paper, attempts have been made to examine and verify the accuracy and repeatability of the positioning of an industrial robot simulated in a computer environment and a real robot. In order to carry out the tests, a laser measuring device was used. In [24], the authors also presented the concept of a method for measuring accuracy and repeatability using laser measuring technology. The use of detection based on laser interferometry, in the proposed technique of estimating positioning errors, aimed at improving the accuracy of an industrial robot, is also presented in [9]. This method is also presented in the works of other authors, in which precise, laser measuring devices are proposed as tools for positioning manipulators of industrial robots and machines [12, 14, 20].

Repeatability of the robot is limited mainly by the resolution of the position reading system, i.e. the smallest value that this system can recognize. Linear axes, so prismatic joints, usually have a better resolution than rotary axes (in a comparable price class), because the straight line drawn between two points is shorter than the corresponding arc. Spong and Vidyasagar [22] proved that in rotary axes errors are cumulated and are greater than in linear axes and result from stronger kinematic and dynamic couplings in these drives. This leads to increasing problems with controlling these axes. Another error hierarchy is described in [25]. It is as follows: position of the TCP (Tool Center Point), work piece and position errors, joint position calibration, shoulder length and angular errors, shoulder flexibility, position encoder resolution, clearance, flexibility and misalignment, thermal deformation. The work [25] also discusses in detail the division and percentage share of the impact of individual error sources on the accuracy and repeatability of positioning. The presented data show that the most important impact on the accuracy of the robot is its incorrect calibration. Therefore, proper calibration is a condition that must be kept at the beginning of each work with an industrial robot. The ability to quickly and accurately calibrate is also an intensively developed issue in the aspect of building robots and their equipment [25].

In the article [26], the authors emphasize that the main disadvantage of programming robots in offline mode is their low accuracy. They indicate that industrial robots are mainly programmed using methods that only require good repeatability. As a result, little is done to improve parameters regarding the accuracy of positioning of industrial robots. The authors of the discussed study conducted experimental research on three modern robots in order to evaluate and compare their positioning accuracy. Based on measurements using a laser interferometry system, the accuracy errors of each robot were measured and the obtained results were compared. As it was demonstrated by the authors, analyzing the obtained results, it can be stated that in comparison to older robot models, the positioning accuracy of modern industrial robots can be very good, but achieving such accuracy depends on the correct calibration process.

Paper [21] presents the results of an experiment to assess the accuracy and repeatability of an articulated industrial robot. Six factors were analyzed, which are most often indicated as affecting the parameters of its work. The object investigated was the Fanuc M16iL industrial robot. The planning, carrying out tests and analysis of the obtained results were described in detail. The verification of the accuracy and repeatability of the robot given by the manufacturer was also presented.

In work [16], the effectiveness of a measuring device designed for absolute calibration of small industrial robots was experimentally demonstrated. The proposed method of calibration is manual and labour-intensive, but its implementation takes less than an hour, and the cost of the measuring device used is less than 13,000 USD. As the authors of the study [16] indicate, the mean values and standard deviation of the absolute position errors of each robot were measured about three times smaller. They proved that when the calibration time is not a problem, various improvements to the proposed solution are possible. Calibration, for example, can be repeated at different positions of the basic device. Different calibration models can also be used in different work zones. It is also possible to extend the proposed measurement system, and thus extend the range of measurable robot configurations four times. The authors suggest that the proposed calibration procedure has enormous potential as it is cheaper compared to the absolute calibration of small industrial robots. It can also be additionally used to confirm the accuracy of robot positioning. In another study [17], the authors proposed a 29-parameter calibration model and a procedure for the identification of the parameters of this model and measurements of an industrial robot ABB IRB 1600-6/1.45. This application makes it possible to improve the accuracy of the robot in terms of average and maximum position errors in the entire working area. The authors admit that the better effectiveness of the proposed method cannot be demonstrated juxtaposing with other calibration methods, including the method proposed by the robot manufacturer; however, the results obtained can be used as a reference point for comparative analysis.

Also in [15] the authors point out that one of the problems slowing down the development of offline programming is the low static and
dynamic accuracy of positioning of industrial robots. They indicate that the correct calibration of the robot improves the accuracy of its positioning and can also be used as a diagnostic tool in the manufacture and maintenance of robots. Therefore, the correct model of the robot and performing robot calibration procedures in offline programming mode using a three-dimensional measurement system. The authors indicate that the proposed measurement system is portable, accurate and not expensive. The discussed solution consists of a single CCD camera mounted on the robot's tool collar, which aims to measure the position of the end effector relative to the global coordinate system. In this photogrammetric model, radial distortion was taken into account. Scaling factors and image centres were obtained using an innovative technique with a multi-view approach. Achievable average accuracy was from 0.2 to 0.4 mm at distances from 600 to 1000 mm from the target, respectively in different camera orientations. The authors present the results of experiments carried out by two industrial robots ABB IRB-2400 and PUMA-500 in order to show the improvement of their accuracy using the proposed calibration system. Robots after calibration achieved better accuracy (three to six times than before calibration), and the solution proposed by the authors is quick, accurate and easy to configure.

An article [7] presents a simple and less expensive method of calibrating industrial robots using a vision system. In this system, the camera is rigidly attached to the robot's bunch, recording during the work the images of the calibration plate in the form of a chessboard. The algorithm of automatic image recognition and self-calibration of the camera is used without knowing the position of the calibration plate. The authors showed that the proposed method is simpler and cheaper than standard ones. It can also be used while the robot is operating in an unknown environment and in conditions that can significantly affect the operating parameters (high temperature or pressure). It can also be used in mobile robots.

Issues to improve the accuracy of positioning of industrial robots are discussed in paper [23], in which the authors examine the possibility of using the Leap Motion Controller for this purpose, which is typically used to manually control user gestures with declared accuracy below the millimetre. The article presents the study of the motion controller and the main emphasis is on the evaluation of its accuracy and repeatability. A test stand with the use of an industrial robot equipped with a reference pen to measure position accuracy up to 0.2 mm was developed. In the conducted experiments, a deviation was obtained between the desired position of the robot and its mean value of 1.2 mm in the case of dynamic configurations.

The mentioned scientific publications are only selected items from the extensive, accessible literature on the subject. They confirm that there are numerous studies on both measurement methods and solutions that improve the accuracy and repeatability of positioning of industrial robots. In most studies, the correct calibration of an industrial robot is indicated as a factor significantly affecting these parameters. Various methods of measuring and improving the precision of mapping of programmed paths of industrial robot movements are also proposed. In this study, the authors also attempted to verify the accuracy and repeatability of the positioning of the selected industrial robot using a laser measuring system. Moreover, a comparison of the obtained values with the results obtained in a virtual simulation environment is presented, which is important in the offline programming of industrial robots.

The aim of the work carried out and discussed in the article was to propose a method for testing the accuracy and repeatability of industrial robot positioning in accordance with PN-EN 9283, using a standard tool that was used so far by people programming robots to measure a robotic cell and its modelling in a virtual environment. This topic is extremely important for people involved in programming industrial robots due to frequent discrepancies between the robot's motion path simulated in a virtual environment and the real robot motion path, performed on the basis of a program written in the offline environment. These discrepancies cause the necessity to make adjustments to programs before starting the work of robots and are associated with high time-consuming work, as well as with high costs.

3. Simulation and experimental tests of an industrial robot

This paper presents the results of simulation tests and laboratory measurements of a real object - the robot Kuka KR 16-2. The type of industrial robot under consideration is mainly used for welding tasks (it has a lifting capacity of 16 kg and its own weight of 235 kg).

In order to compare the results of offline and online programming, data generated in both the Robcad program and by the Faro Vantage laser tracker, used in measurements on the real object, were used. In the Robcad program was written, tested and loaded into the type of robot under consideration. In the simulation were used tools from groups:

- Motion that allows manipulating the simulated robot;
- Kuka KR C1 Spot, responsible for operating the Robot Controller Software (RCS) and entering information about individual points;
- Path Editor, where information about saved robot paths is stored;
- Placement Editor, responsible for the ability to move objects in a robotic cell.

In order to be able to use the Faro tracker for measurements during the conducted tests, it was necessary to properly determine the base (work object) and the Tool Center Point (TCP) point of the robot, because the points created by the robot are determined by the distance and direction of the TCP system relative to the specified base system. The robot base was defined by measurements of two planes: the first one, in order to determine the height at which the point zero is located and direction of the Z axis and the second to determine the direction of the X axis. To facilitate the work and obtain maximum accuracy, the tracker was based on the so-called robot zero point. It is a factory-defined, fixed coordinate system, placed in the central part of the J1 axis, at ground level. The TCP system was defined by attaching to the robot's load an adapter with a strong magnet and a measuring probe, and then the robot reached random eight points. Next, the coordinates of each point indicated by the robot were entered into the Kuka Funke program, with the use of which TCP values were determined. These values were written in the memory of the real and simulated robots. The values that define the TCP system are its distances and rotations relative to the tool 0 system. It is a predefined coordinate system, located in the central part of the J6 axis, at the level of the robot bunch, constantly moving with it. After measuring the TCP value (in this case it is the central part of the probe's mirrors attached to the adapter), the values are stored in the robot's memory as tool 5 and from now both the adapter and the Faro measuring device must remain immobilized on their positions (adapter was immobilized on the robot's load with the glue). The probe can be detached from the adapter for the time the robot travels with the maximum speed between points, because the adapter is very accurate and does not introduce significant measurement errors. Fig. 1 shows the considered industrial robot simulated in the Robcad program together with the TCP and Toolframe coordinate systems.

The measurements were carried out in the ProPoint SP. Z.O.O. SP. K. laboratory. The required measurement conditions were provided, as a rigid, reinforced concrete base, to which the tested industrial robot manipulator was attached. The rigid substrate does not introduce significant measurement errors by, for example, bending during the robot's work. The Faro Vantage tracker was placed two meters
from the tested robot when it is in the Home position. According to the manufacturer’s specification, the accuracy of measurements performed in this configuration, when measuring the linear distance, is 0.009 mm [28]. At the end of the robot’s manipulator, a load and SMR (Spherically Mounted Retroreflector) probe with the adapter was mounted, attached to the robot’s bunch. The room temperature during the tests was 22 degrees Celsius (according to PN-EN 9283, a temperature of 20 degrees Celsius +/- 2 degrees is required [27]). The robot was subjected to a forty-minute cycle of work on all axes before measurements, which ensured heating of drives and transmissions. The Faro tracker was immobilized in the correct position using glue. In addition, four adapters, identical to the adapter attached to the robot load, were used and were attached to stationary, metal points of the laboratory, such as a door frame. Using the base points created in this way, it was possible to re-base the measurement tracker in the event of its possible move during the tests. This operation also allows moving the tracker to a different location, because after it has been properly positioned, it is not necessary to re-determine the robot base for which measurements are made. According to the requirements, in order to ensure the reliability of measurements, they should be carried out with the full nominal load of the tested robot. Using data obtained from the Kuka Load program, the mass fixed on the J6 axis and the moments of inertia and force generated by it were determined. The load was made in the form of laser cut five steel discs with a diameter of 155 mm connected to each other which were attached to the robot’s bunch using a developed adapter.

Tests that was carried out:
- accuracy of the robot, defined as the difference between the programmed and the actual coordinates of the TCP point,
- robot repeatability, that is the calculation of the sphere radius, in which the measuring points are contained during subsequent movements of the robot,
- path mapping, comparing the trajectory of the virtual robot simulated in the software and the trajectory of the real robot,
- emergency stop (E-STOP).

Guided by the recommendations included in the PN-EN 9283 standard, measuring cubes with different side lengths were determined, and the measuring points were placed in four vertices of these cubes, diagonally. The measuring plane created in this way is shown in Fig. 2 [27].

Fig. 3 and 4 show the robot in simulated and real environments, at measurement points selected from C4-C3-C6-C5 (Figure 2). This comparison allows specifying the robot’s configuration and determining if it is the same in both environments. Analyzing the obtained results, it can be stated that the robot in the simulation achieves the same axis configurations as the robot in reality. These configurations occur in simulation in several different variants, so it was necessary to recognize what option to use in the case of a real robot. This is not a problem when programming using the RCS (Robot Controller Software) system, because then it is automatically selected or converted to the correct variant. Correct projection of the real robot in a virtual
environment was found. In both presented cases, the robot is correctly projected at all measuring points. The selected two robot configurations were presented during measurements carried out in a cube with a side of 1000 mm. In the first one, the tool rotation by the angle of +20° in the Y axis (Fig. 3) and in the second the tool rotation by an angle of +20° in the X and Y axes was applied. Despite the identical C5 point coordinates, the entered tool rotation in the X and Y axes caused a change of the robot’s configuration and rotation of the J4 axis by 180° in relation to the robot’s configuration with the tool rotation only in the Y-axis. Both cases, however, were faithfully reproduced by the robot simulated in a virtual environment.

4. Positioning accuracy tests

The positioning accuracy tests at individual measurement points marked with AP were carried out in accordance with the guidelines of PN-EN 9283 [27]. The coordinates of the set position were specified in the robot program, while the coordinates of the position reached were read from the Faro tracker’s indications. For calculations the equation was used [27]:

$$AP_p = \sqrt{\left(x - x_c\right)^2 + \left(y - y_c\right)^2 + \left(z - z_c\right)^2},$$

where:

$$\bar{x} = \frac{1}{n} \sum_{j=1}^{n} x_j, \quad (2)$$

$$\bar{y} = \frac{1}{n} \sum_{j=1}^{n} y_j, \quad (3)$$

$$\bar{z} = \frac{1}{n} \sum_{j=1}^{n} z_j. \quad (4)$$

The symbols $\bar{x}$, $\bar{y}$, $\bar{z}$ indicate coordinates of the set of measurement points, $x_c$, $y_c$, $z_c$ coordinates of the set position, $x_j$, $y_j$, $z_j$ coordinates of the jth measured position.

A sample of results of the robot positioning accuracy test for cubes with sides length of 200, 600 and 1000 mm, without tool rotation, are shown in Fig. 5-7. According to the guidelines included in the PN-EN 9283 standard, 30 measurements were carried out. Due to the repetitive nature of the obtained results and to ensure the readability of their presentation, the results of ten randomly chosen measurements were presented. Fig. 8 presents average results of positioning accuracy measurements at four measuring points of cubes with sides’ length of 200, 600 and 1000 mm. In individual measurements, points were achieved after different robot motion paths:

• without tool rotation,
• with tool rotation by an angle of +20° in the Y axis,
• with tool rotation by an angle of +20° in the X and Y axis,
• in the case of a cube with a side length of 1000 mm, additionally without the rotation of the tool, at speeds of 10% and 50% of the maximum speed.

In the case of a cube with a side length of 200 mm, the positioning errors were in individual points: C4 (APp1) 1.23 - 1.59 mm, C3 (APp2) 1.11 - 1.53 mm, C5 (APp3) 0.8 - 0.91 mm and C6 (APp4) 0.7 - 0.9 mm. For cubes with sides length of 600 mm, the positioning errors were in individual points: C4 (APp1) 1.11 - 1.49 mm, C3 (APp2) 1.03 - 1.37 mm, C5 (APp3) 0.7 - 0.8 mm and C6 (APp4) 0.6 - 0.7 mm. For cubes with sides length of 1000 mm, the positioning errors were in individual points: C4 (APp1) 0.87 - 1.23 mm, C3 (APp2) 0.79 - 1.17 mm, C5 (APp3) 0.5 - 0.6 mm and C6 (APp4) 0.5 - 0.6 mm.
0.74 - 1.1 mm. Significant fluctuations in the positioning accuracy were found in the case of the C4 point, which may be due to the fact that the robot was approaching this position from the Home point located in the centre of the measurement cube. The results of the positioning accuracy test for a cube with 600 mm side length showed the following positioning errors at individual points: C4 (APp1) 1.74 - 1.81 mm, C3 (APp2) 1.13 - 1.6 mm, C5 (APp3) 0.87 - 1.22 mm and C6 (APp4) 0.54 - 0.77 mm. At point C6, the robot is therefore characterized by a very high positioning accuracy, which does not require the use of additional corrective measures in the event of application of the developed program in the industry. When measuring the positioning accuracy of the robot in a cube with a side length of 1000 mm, it was found at individual points the following positioning errors: C4 (APp1) 1.5 - 1.77 mm, C3 (APp2) 0.95 - 1.04 mm, C5 (APp3) 1.96 - 2.36 mm and C6 (APp4) 1.59 - 1.97 mm.

In the case of C5 and C6 points, a very large deviation from the set position was shown, and here the coordinates of the points will have to be corrected. In the case of a measuring cube with a side length of 1000 mm, additional measurements were made at the speed of movement of the robot limited to 10% and 50% of the maximum value, however, constant during individual tests. The purpose of this action was to check whether the limitation of the robot’s travel speed limits the deviation from the present position. The results of the test indicate the following positioning errors at individual points: C4 1.53 - 1.64 mm, C3 0.78 - 0.87 mm, C5 2.16 - 2.18 mm and C6 2 - 2.01 mm. On this basis, it can be stated that the change in the robot’s speed does not have a significant effect on the difference in the value of deviations from the set position in individual tests. It was not noticed that the deviation values were clearly closer to zero as the robot’s speed decreased in individual passes. The expected reduction in the positioning accuracy can be observed with the increase of the cube size and the complexity of the path only to cubes with sides of 200 and 600 mm. With larger dimensions of the measuring cube, the positioning accuracy of the robot is different in relation to the points of individual tracks and unpredictable. It is therefore necessary to take into account the occurrence of these errors, because they cannot be avoided, for example by means of program compensation.

5. Tests of repeatability of positioning

Reproducibility tests of the positioning of an industrial robot marked with the RPl symbol were carried out in accordance with the guidelines of PN-EN 9283 [27]. The results were developed using data from positioning accuracy tests. Repeatability is defined as a sphere with a radius equal to the value of repeatability RPl and a centre with coordinates calculated from the average coordinates of individual measurement points in accordance with the following relationships:

\[
R_{Pl} = T + 3S_i , \quad (5)
\]

where:

\[
T = \frac{1}{n} \sum_{j=1}^{n} l_j , \quad (6)
\]

\[
l_j = \sqrt{(x_j - \bar{x})^2 + (y_j - \bar{y})^2 + (z_j - \bar{z})^2} , \quad (7)
\]

\[
S_i = \sqrt{\frac{\sum_{j=1}^{n} (l_j - T)^2}{n-1}} \quad (8)
\]

Fig. 9-11 show the selected results of calculating the repetition of the positioning of the considered robot, when reaching individual
measurement points. The created spheres, in individual drawings, were scaled in relation to each other.

Figure 12 summarizes the average results of the positioning repeatability test in four measurement points of cubes with sides’ length of 200, 600 and 1000 mm.

In individual measurements, points were achieved:
• without tool rotation,
• with tool rotation by an angle of +20° to the Y axis,
• with tool rotation by an angle of +20° relative to the X and Y axes,
• in the case of a cube with a side length of 1000 mm, additionally without the rotation of the tool at speeds of 10% and 50% of the maximum speed.

The results of the positioning repeatability test for a cube with a side length of 200 mm show errors at individual points: C4 0.12 ± 0.03 mm, C3 0.055 ± 0.015 mm, C5 0.035 ± 0.015 mm and C6 0.04 ± 0.01 mm. It should be noted that the sphere at point C4 has a clearly larger radius in relation to the other spheres. The highest value of positioning repeatability, for each of the measurement points, was obtained in the test with tool rotation at axes X and Y. In the case of a cube with a side length of 600 mm, positioning errors were found at individual points: C4 0.045 ± 0.005 mm, C3 0.03 ± 0.01 mm, C5 0.03 ± 0.01 mm and C6 0.035 ± 0.005 mm. The determined spheres of repeatability of positioning for the measuring cube with side length 600 mm are more even than the measuring cube with side length 200 mm. In addition to the uniformity of measurements, it should also be noted that their small values indicate very good robot repeatability. In the case of cubes with a side length of 1000 mm, repeatability errors were found at individual points: C4 0.045 ± 0.005 mm, C3 0.03 ± 0.01 mm, C5 0.075 ± 0.035 mm and C6 0.08 ± 0.04 mm. Spheres have a large discrepancy between the values of repeatability at each of the measurement points. Therefore, it cannot be determined which of the points was achieved with the best reproducibility. As a result of the repeatability of positioning test with variable speed of travel, the following positioning repeat errors were shown in particular points: C4 0.09 ± 0.01 mm, C3 0.03 ± 0.005 mm, C5 0.045 ± 0.015 mm and C6 0.03 ± 0.01 mm. The results obtained during the tests with the reduced speed suggest that the low speed does not change the value of the positioning repeatability and it is not justified to reduce it to obtain better repeatability.

As it was observed, the robot positioning repeatability is varied at the measuring points of individual paths. On the basis of all tests, no specific trend of the robot’s positioning repeatability can be demonstrated. In the case of the industrial robot under study, the obtained values of repeatability of positioning are not a significant problem when creating programs in offline mode, because the values of deviations are negligible in relation to the tasks for which the robot can be used (mainly welding).

6. Study of the mapping of the robot’s motion path in real and virtual environments

The path mapping study aimed to determine how the movements of an industrial robot programmed in a virtual offline programming environment are reproduced in reality. For this purpose, the “TCP track” option was used in the Robcad program, by means of which it is possible to create points in the TCP location on the robot’s motion path. To register the real robot’s path, a Faro tracker was used. Due to the fact that the robot’s movement did not follow the path perpendicular to the tracker, the probe had to be periodically moved towards the tracker (SMR viewing angle is 30°). The robot’s travel speed has been reduced to 150 mm/min. After the measurements, the coordinates of the points, measured by the Faro tracker, were copied to the Robcad program. For this purpose, a macro program of Microsoft Excel
was used, which recorded reference measuring points spaced apart by 10 mm.

The real robot track recorded in this way was compared at the created reference points with the paths generated in the Robcad program. In the first case, the registered course of the real robot path was compared with the simulated path in the “default” mode (normally supplied with the Robcad program), in the second simulation the Robot Controller Software (RCS) “Kuka_KRC1_Spot” was used.

Fig. 13 graphically presents the differences between the course of obtained paths in one of the planes in the virtual environment in the “default” mode (violet colour) and with the RCS tool (yellow colour). Fig. 14 and 15 show the deviations in individual axes of the path simulated in a virtual environment relative to the path measured on the real robot, respectively in the case of simulation in the “default” mode (Fig. 14) and using the RCS Kuka_KRC1_Spot tool (Fig. 15). On the other hand, Fig. 16 shows a graphical comparison of paths created by the Robcad program and the paths of the real robot movement with tool rotation +20° in the X and Y axes. It is clearly visible that the real path (blue) coincides with the path created using the RCS tool (yellow), but significantly differs from the path created in the “default” mode (violet colour).
7. Summary
Programming robots in the offline environment depends on a large extent on the exact mapping of elements of their real environment as well as their distribution. Therefore, it is important that the measurements of objects in the real robot work environment are carried out carefully and accurately. It is also very important to determine the work object base and its TCP point. This task requires high precision. The experience and skills of the person responsible for the measurements play a key role in offline programming as well as the launch of the real robot.

When creating programs in the offline environment, it must also be taken into account some imperfections of the industrial robot, and therefore its accuracy and repeatability of positioning. As demonstrated during the tests, these are quantities that cannot be precisely predicted. The accuracy of modern industrial robots currently used in most production plants can be a significant problem for programmers. As it was shown, when measuring the accuracy of reaching the set measuring points, in the case of a cube with a side length of 1000 mm, one of the points was achieved with an error of 2.21 mm in relation to the set position. This value is unacceptable and needs to be corrected during online programming. It should be noted that this error will occur regardless of how well the program was prepared in the offline environment, or how accurately the robot’s environment was measured and mapped in a virtual environment. Even the best-written offline program may turn out to be inadequate to the real world. It is extremely important that a person, who is responsible for programming a real robot in his work environment, verifies the points of his movement path, paying particular attention to those that are close to the elements of the environment or are process points in such operations, like gluing or welding. The introduced patch of the program developed offline will be maintained during the robot’s work due to high repeatability, whose value in the worst case during the test was 0.15 mm. This ensures that the robot’s position is achieved with the required precision.

An important element is also the use of appropriate software in the offline environment, because the real robot’s motion paths can have serious deviations from programs created in this environment. This introduces a threat to the robotic cell equipment and can lead to collisions. The right software allows working offline, without worrying that the actual robot will move along paths significantly different than the robot in the simulation. When comparing the motion path of an industrial robot simulated in a 3D environment with real conditions, significant discrepancies were found when using standard software (“default” mode). They can be significantly reduced by using an additional Robot Controller Software tool offered for the Robcad system.

During the tests, the accuracy and repeatability of positioning of an industrial robot and precision of mapping of motion paths, developed during offline programming, by a real robot were verified. The presented measurement method also allows assessing the impact of such factors as its load or ambient temperature on these parameters of the robot’s motion. This paper discusses the most important aspects of offline and online programming of industrial robots. In order to fully evaluate the precision of an industrial robot, one should also take into account additional parameters of its work, such as the mapping of rotation behaviour at process points, robot dynamics measurements, etc. These issues are the subject of further research and their results will be presented in subsequent works by the authors.
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NEW INSIGHTS INTO RELIABILITY PROBLEMS FOR SUPPLY CHAINS MANAGEMENT BASED ON CONVENTIONAL RELIABILITY MODEL

NOWE SPOJRENIE NA PROBLEMY ZWIĄZANE Z NEZAWODNOŚCIĄ W ZARZĄDZANIU ŁAŃCUCHAMI DOSTAW Z PUNKTU WIDZENIA TRADYCYJNEGO MODELU NEZAWODNOŚCI

The paper aims to find the relationship between conventional reliability and supply chain reliability, and introduce and adapt conventional reliability models to the field of supply chains, expanding the horizon of solving supply chain reliability problems. Based on a comprehensive literature review, the paper summarizes definitions of reliability in supply chain systems and presents reliability system structures and reliability indexes for supply chains. Relationship and differences between conventional reliability and supply chain reliability are shown. Illustrative examples such as the supply chain reliability problem in China are provided to show how to convert a supply chain reliability problem into a conventional reliability problem and then solve it using reliability techniques in conventional reliability.

Keywords: supply chain management, conventional reliability, supply chain reliability, reliability system structures, reliability indexes.

1. Introduction

Supply chain systems are an integral part of most of modern business. As supply chain systems play a more critical role in business success and society, consequences of any unreliable behavior become increasingly severe in terms of cost, effort and time. Thus, high reliability is an essential attribute for a successful supply chain system in today’s competitive environment. Numerous research efforts have been expended in studying supply chain reliability and related optimization problems.

To quantify reliability of supply chain systems, one research stream focuses on models that describe elements and activities of supply chain systems. For example, Bundschuh et al. built an integrated inbound supply chain model with many potential suppliers for products [7]. Wang et al. developed statistical spatial modeling techniques to approximate store location and capacity constraints [43]. Hsu & Li presented a supply chain network model to study the reliability evaluation [11]. Zhou et al. proposed hazard rate models for early detection of reliability problems [48]. Mettler et al. developed an intelligent supply chain design for non-hierarchical manufacturing networks [28]. Brumnik et al. presented a Markov chain model for estimating biometric system reliability in supply chain management [5]. Chen et al. built a common cause failure model between suppliers and manufacturers [8]. Li et al. presented a supply disruption risk model to study impacts of decision sequence on reliability enhancement with supply disruption risks [18]. There are also other models such as the simulation model [39], economic model [9], stochastic model [40], link-capacity model [41], deterministic model [42], multi-stage supply chain model [3], supply chain operations reference (SCOR) model [13], network equilibrium model [44], and etc.

Reliability metrics are important in the study of supply chain reliability. Reliability metrics may be expressed as, for example, failure free operating time, failure rate, or mean time between specified events such as failure, replacement or overhaul [30]. Considerable research efforts have been devoted to evaluating system reliability using different reliability metrics [10, 12, 21, 45]. Thomas proposed a reliability interference theory method for quantifying reliability of contingency logistics systems [37]. Nieuwenhuyse & Vandaele estimated the delivery reliability for the lot splitting policy using an approximation method [26]. Liu et al. proposed an adjacency matrix of the meta-graph method to analyze structural reliability and integrated-capacity reliability [22]. Graph-theory based methods such as GO-methodology and petri nets were proposed for studying the supply chain reliability [19, 32]. Bottani & Rizzi studied selection problems of suppliers and products based on an adapted multi-criteria approach.
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Considerable research efforts have also been expended in the problem of reliability optimal design for supply chain management. To get superior results, analytical hierarchy analysis (AHA) and con-joint analysis are often used. AHA takes pair-wise comparisons while con-joint analysis uses rating or ranking methods [34]. There are also some research results based on other methods. For example, Quigley & Walls used Shapley’s value to support trading of reliability metrics across a supply chain by minimizing the cost of the combined suppliers’ reliability programmers [30]. Snyder & Daskin used mixed integer programming methods to minimize the increase in transportation costs under various failure scenarios [35]. Sohn & Choi developed a fuzzy quality function deployment model to design, manufacture, and improve the supply chain management reliability [36]. Other research works in reliability optimal design for supply chain management can be found in Balan et al. [2], Liao & Rittscher [20], Zaitzev & Boc-hazey [46], Madadi et al. [24], and Torabi et al. [38].

While many research efforts have been made for analyzing supply chain reliability, it still lacks a universal authority definition. Moreover, as structures of supply chain systems appear to be different from and more complicated than structures of conventional product-based systems, indexes and methods of supply chain reliability should be distinct from those of product-based reliability. This paper investigates the relationship and differences between the supply chain reliability and the conventional reliability, leading to some insights on how to model the supply chain reliability based on models and tech-niques of the conventional reliability. Based on the investigation, the paper also suggests some topics and directions that may be interesting in the further study.

Remaining parts of this paper are organized as follows. In Section 2, definitions of reliability for supply chain systems are summa-rized. In Section 3 we present reliability system structures for supply chain and some reliability indexes. Section 4 shows the relationship between conventional system reliability and supply chain reliability. Section 5 focuses on reliability problems in supply chains and discussions on their solution methodology. Illustrative examples are also provided to demonstrate the application of the proposed methodology. Section 6 are the applications, and some concluding remarks and ex-tensions for further research are provided in Section 7.

2. Reliability definitions for supply chain systems

In general, reliability is defined as the probability that an item will perform a required function under stated environment and op-erational conditions for a stated period of time [1, 31]. Reliability in supply chains is developed from the conventional reliability concept. However, currently the supply chain reliability still lacks a universal authority definition. Below list some existing definitions for the supply chain reliability (SCR).

1. The probability of the chain meeting mission requirements to provide the required supplies to the critical transfer points within the system [37].

2. The ability to meet the logistic performance expectations of customers [33].

3. The quality & reliability of products required by the customers [36].

4. Delivery reliability [15, 29]: measures the supplier’s ability to predictably complete processes as promised. It is measured by perfect order fulfillment and demonstrates the degree to which a supplier is able to serve its customers within the promised delivery time.

5. Suppliers’ ability to be completed in supply chain systems [49].

Some researchers also give definitions of service reliability [43] for supply chains. For a service reliability at location x it is defined as:

\[ v(x) = P(\text{transportation time} < \text{specified time}) \]

While the supply-chain system reliability has been developed from the product-based system reliability, there exist both difference and similarity between them as demonstrated by the above definitions. The adoption of the supply chain reliability definition is decided by the system model and needs of the system manager. It can be one of the definitions mentioned above when applicable, or some extension of one definition above based on the special feature of the considered system.

3. Reliability system structures for supply chains

There are some typical structures in conventional reliability, such as series system, parallel system, k -out-of- n . The supply chain systems can also be described by these structure models. As discussed below, the reliability factors of supply chain systems, in general, are more complicated than those of product-based reliability systems.

There are two major kinds of reliability models for supply chains: chain structure (Fig. 1) and network structure (Fig. 2). Regardless of the structure, a supply chain system is composed of nodes and links. Each node can be one of enterprises, suppliers or customers in the supply chain. Each link represents the relationship between enterprises, suppliers and customers. There are material flows, fund flows, information flows etc. in a supply chain. In general, a supply chain system is complicated in structure, linkage, flow, etc., which leads to the complexity of supply chain reliability problems.

The reliability of each node depends on factors on which customers focus. For example, the following definitions are related to different types of flows.

Fig. 1. Chain structure

Fig. 2. Network structure
4. Relationship between conventional reliability and supply chain reliability

The differences between conventional reliability and supply chain reliability are listed as follows:
1. The reliability definitions are different at both the system and component levels.
2. Systems are different from network point of view; the focus of supply chain reliability may be flows of material, fund and information or combination of them. In most situations, the links/nodes have some capacity constraints, which is different from conventional reliability.
3. The independence is lost in supply chain reliability in general, which makes the reliability problems complex.

The similarities between conventional reliability and supply chain reliability are as follows:
1. Most reliability techniques in conventional reliability can be used in supply chain reliability, from the point of view of product life cycle.
2. Most reliability indexes, such as reliability, availability, dependability, mean time to the first failure, etc., are applicable to supply chain systems.

5. Representative reliability problems in supply chains and illustrative examples

The SCR problems discussed in literature include: delivery reliability, structure reliability, performance reliability, reliability optimal design, importance of nodes in supply chain. Following are some examples to illustrate the SCR problems, and how to solve the supply chain reliability problems using reliability techniques in conventional reliability.

5.1. Series supply chain system

![Fig. 3. Series supply chain system](image)

System description:

1. As Fig. 3 shows, the original supply amount is \( Z \), and the final customer 4 needs the amount of goods \( Y \) (Fig. 3).
2. Suppliers 1, 2 and 3 take time durations \( T_i \) \( (i = 1, 2, 3) \) to transport the amount \( Z \) of some kind of goods successively. At the corresponding transportation stages there are successful rates \( p_i \) or loss rates (proportion) \( 1 - p_i \), \( 0 \leq p_i \leq 1 \), \( (i = 1, 2, 3) \).

(3) All quantities \( Z, Y, T_1, T_2, T_3 \) are non-negative random variables. \( T_1, T_2, T_3 \) are dependent with each other and all \( p_i \) are independent with each other.

The supply chain system success criterion is: the conformity goods amount required by the final customer can be met within the specified time \( t \).

Solution:

Based on the success criterion, the supply chain system reliability can be formulated as:

\[
R(t) = P[T_1 + T_2 + T_3 \leq t \land p_1 p_2 p_3 Z \geq Y].
\]

According to assumption (3):

\[
R(t) = P[T_1 + T_2 + T_3 \leq t \land p_1 p_2 p_3 Z \geq Y],
\]

the dependence among \( T_1, T_2, T_3 \) can be modeled using the copula method from the conventional reliability. A \( N \)-dimensional copula is a distribution function on \([0,1]^N\) with standard uniform marginal distributions. Reserve the notation \( C(U) = C(u_1, \ldots, u_N) \) for the multivariate distribution functions which are copulas. Hence \( C \) is a mapping of the form \( C : [0,1]^N \rightarrow [0,1] \) i.e. a mapping of the unit hypercube into the unit interval [50]. Specifically, \( C(F_1(t), F_2(t), F_3(t)) \) is the Copula of \( T_1, T_2, T_3 \), and the density Copula function is \( c(F_1(t), F_2(t), F_3(t)) = \frac{\partial^3 C(u_1, u_2, u_3)}{\partial u_1 \partial u_2 \partial u_3} \).

Thus the reliability of the example supply chain system is evaluated as:

\[
R(t) = P[T_1 + T_2 + T_3 \leq t \land p_1 p_2 p_3 Z \geq Y],
\]

\[
= C(F_1(t), F_2(t), F_3(t)) \int_0^1 \int_0^1 \int_0^1 (1 - F_2(y) p_1 p_2 p_3) dG_1(y). \tag{1}
\]

The mean time to the first failure of this example supply chain system is:

\[
MTTF = \int_0^\infty R(t) dt = \int_0^\infty \left[ C(F_1(t), F_2(t), F_3(t)) \int_0^1 \int_0^1 \int_0^1 (1 - F_2(y) \frac{y}{p_1 p_2 p_3}) dG_1(y) \right] dt. \tag{2}
\]

If we assume that the successful rates at corresponding stages are related to the corresponding transportation durations, then the situation becomes more difficult.

For example:

\[
p_i(t) = \begin{cases} c_i, & t \leq t_i; \\ 0 < c_i < 1, \text{ or } p_i(t) = \begin{cases} a_i t, & t \leq t_i; \\ 1, \text{ otherwise.} \end{cases} \end{cases}
\]

In this case, we have:

\[
R(t) = P[T_1 + T_2 + T_3 \leq t \land p_1 p_2 p_3 Z \geq Y] = \int \int \int \left[ \int_0^\infty (1 - F_2(y) \frac{y}{p_1 p_2 p_3}) dG_1(y) \right] f(F_1(t), F_2(t), F_3(t)) dF_2(t_3). \tag{3}
\]

It is clear that when the transportation successful rates depend on the transportation durations, there is an optimal problem in which the suppliers should choose the optimal transportation durations to make the supply chain reliability maximal.
6. Applications

China has established a developed logistics network system. It is important to study the reliability of the system because any reliability related problems could result in certain serious consequence, such as significant damage to property or inconvenience for people’s life. Consider a supply chain system illustrated in Fig. 4. The suppliers in Guangzhou, Shenzhen and Shanghai and they supply the goods to Beijing. Once a supplier cannot supply enough material to the factory, the supplier is in the failed state. The supply chain system is in the working state if and only if at least 2 suppliers are in the working state.

The problem can be converted to a conventional reliability problem, particularly, a 2-out-of-3: G reliability system. The state of the system is the number of the failed suppliers. For a 2-out-of-3: G system, the reliability is:

\[ R_{2/3}(t) = \max \{1 - R(X_1, X_2, X_3)\} \]

\[ = \max \{1 - R(X_1, X_2, X_3)\} = \max \{1 - R(X_1, X_2, X_3)\}. \]

For \( X_n^{(\text{max})} = \max(X_1, X_2, \ldots, X_n) \), the reliability is:

\[ R_{\text{max}}(X_1, X_2, \ldots, X_n) \]

\[ = P(\min(X_1, X_2, \ldots, X_n) > t) = P(X_1 > t, \ldots, X_n > t) = \sum \text{sgn}(F) C_k(F), \]

where \( \text{sgn}(F) \) is 1 if \( n \) is even, and -1 if \( n \) is odd.

For \( X_n^{(\text{min})} = \min(X_1, X_2, \ldots, X_n) \), the reliability is:

\[ R_{\text{min}}(X_1, X_2, \ldots, X_n) \]

\[ = P(\min(X_1, X_2, \ldots, X_n) > t) = P(X_1 > t, \ldots, X_n > t) = \sum \text{sgn}(F) C_k(F). \]

Then for the 2-out-of-3: G supply chain system, take three-dimensional Clayton copula \( C^{\text{Clayton}}(u_1, u_2, u_3) = (u_1^{-1} + u_2^{-1} + u_3^{-1} - 2)^{-1} \) to model the dependence among the suppliers. Based on Eq. (5), the reliability of the supply chain system is:

\[ R_{2/3}^C(t) = e^{-2t} - (1 - e^{-2t})^{-1} + \frac{1}{(1 - e^{-2t})^{-1} + (1 - e^{-2t})^{-1} + 1 - e^{-2t}}. \]  

Based on Eq. (4) and (6), curves of the reliability for the dependent supply chain system \( R_{2/3}^D(t) \) and independent supply chain system \( R_{2/3}^I(t) \) are shown in Fig. 5.
7. Conclusion and further research

Supply chain management raises some new problems in the reliability discipline, which are generally more difficult than the problems we faced in the conventional product-based reliability problems. As demonstrated through examples, techniques and methods in the conventional reliability can be adapted to solve the supply chain reliability problems. We try to find the relationship between conventional reliability and supply chain reliability, and introduce and adapt conventional reliability models to the field of supply chain. The paper summarizes definitions of reliability in supply chain systems and presents reliability system structures and reliability indexes for supply chains. Relationship and differences between conventional reliability and supply chain reliability are shown. The following topics or directions may be interesting for further study:

(1) The development of new supply chain reliability models, including node models and link models.

(2) A universal framework or guideline for supply chain reliability.

(3) Availability and dependability definition and modeling in supply chain systems.

(4) Modeling reliability for various supply chain systems, such as contingency operation supply chain, industry product supply chain, food supply chain, etc.

(5) Expanding the conventional reliability thinking, technique and methods to analyze the supply chain reliability.
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EVALUATION ON GAS SUPPLY RELIABILITY OF URBAN GAS PIPELINE NETWORK

OCENA NIEZAWODNOŚCI DOSTAW GAZU W MIEJSKIEJ SIECI GAZOWEJ

As one of the lifeline projects, an urban gas network is a complex system, as it requires maintenance of the supply capacity when any single pipeline is isolated due to failure. For such a system, its reliability needs to be evaluated. Considering that existing structural reliability and hydraulic reliability analyses reflect different aspects of the working conditions of an urban gas network, system reliability theory is employed to explain that only the gas supply reliability can achieve a comprehensive evaluation of the work capacity of the entire urban gas network, as it takes into account the combined influence of the structural reliability and hydraulic reliability. To calculate the parameters in the gas supply reliability evaluation, such as pipeline failure rate, flow reduction in the gas network under different failure conditions, etc., some research achievements in the field of structural reliability and hydraulic reliability are fully utilized. Then, the detailed calculation procedures of these parameters are given to evaluate the gas supply reliability in terms of operational and practical considerations. Finally, using an example of a simple double-loop gas network, the detailed process of the gas supply reliability evaluation of an urban gas network is described, and the feasibility of this evaluation method is also illustrated.

Keywords: urban gas network; gas supply reliability; failure condition; flow reduction; pipeline failure; failure rate.

1. Introduction

As one of the lifeline projects of an urban area, an urban gas network is a complex system, as it requires maintenance of the supply capacity when any single pipeline is isolated due to failure. For such a system, its reliability needs to be studied [1-3].

Existing reliability analyses of urban gas networks mainly include the structural reliability and hydraulic reliability of two branches. The former, from a mechanics point of view, focuses on the research of the probability of structural integrity of each pipeline unit and a whole network, without considering the influence of hydraulic conditions [4-7]. The contrary, the latter, from a hydraulic point of view, focuses on whether the network hydraulic regime can satisfy the design requirements for pressure and flow under all possible conditions, especially when any single pipeline is isolated for repair due to failure [8,9]. In fact, the failure of any pipeline is a random probability event, that is, the hydraulic reliability analysis of urban gas networks also ignores the influence of the failure probability of any pipeline.

Structural reliability and hydraulic reliability analyses offer different perspectives and reflect different aspects of the working conditions of an urban gas network; furthermore, both of their research routes and conclusions are independent of each other, although there may be some intrinsic linkages between the two. Based on the above considerations, the system reliability theory is employed to explain that only the gas supply reliability can achieve a comprehensive evaluation of the working capacity of an urban gas network [10]. Furthermore, some research achievements in the field of structural reliability and hydraulic reliability are fully utilized to calculate the parameters in the gas supply reliability evaluation of urban gas networks.
2. Gas supply reliability of urban gas networks

According to the code of GB 50153-2008 “Unified standard for reliability design of engineering structures” in China, the reliability is defined as a type of “capacity” that the product completes the required functions in the specified condition and time interval. The product here refers to any system, equipment or component.

An urban gas network consists of numerous pipelines, valves, and other non-pipe elements. The “capacity” of an urban gas network to complete the “required functions” mainly refers to its supply natural gas capacity. The ideal service life and supply capacity of each urban gas network have been determined in the network planning and design stage. Thus, the gas supply reliability of urban gas networks can be defined as within the design service life, the capacity to transmit qualified natural gas and safely distribute it to the residential, commercial and industrial gas users [3, 10, 11]. The qualified natural gas here means that the pressure and flow of the natural gas supplied by urban gas networks should satisfy the user demands in the given design conditions.

For any urban gas network, only through strict design, construction, acceptance and other necessary procedures can it be implemented and placed into operation. An operating urban gas network can be considered as having strong network integrity (referred to as the “normal condition”), and consequently, it can complete the “required functions”, i.e., it has the capacity to supply qualified natural gas to customers in accordance with the design requirements. With increasing service time, any pipeline in the urban gas network may fail, and the failed pipeline should be isolated from the network for repair or replacement. In this case, the integrity of the urban gas network will be disrupted (referred to as the “failure condition”), and consequently, the supply capacity will be influenced to some extent. After repairing or replacing the failed pipeline, the urban gas network will resume its normal condition and regain the designed supply capacity. Therefore, the urban gas network belongs to a type of repairable system, and its supply capacity relates to its integrity.

During the service time of an urban gas network, all of the pipelines undergo mutual conversions between the normal state and the failure state. Due to corrosion, aging, third-party damage or other reasons, some pipelines in the normal state will be converted to the failure state with a certain probability; in contrast, through repair or replacement, other pipelines in the failure state will be converted to the normal state with another certain probability. These mutual conversions of all of the pipelines will lead to the diversity of the integrity state of the urban gas network.

Considering an urban gas network consisting of \( N \) pipelines, for any pipeline \( j (j=1, 2, ..., N) \), a two-valued function \( x_j(t) \) is employed to represent the state of the pipeline \( j \) at a certain time \( t \), that is, if the pipeline \( j \) is in normal state at the certain time \( t \), \( x_j(t) = 1 \); otherwise \( x_j(t) = 0 \), representing the failure state. Consequently, all of the state functions of \( N \) pipelines constitute the integrity state vector of the urban gas network, as expressed by equation (1):

\[
X(t) = [x_1(t), x_2(t), \cdots x_j(t), \cdots x_N(t)]
\]

Here, \( t \) is the service time after the urban gas network is put into operation; \( X(t) \) is the integrity state vector of the urban gas network at time \( t \); \( x_j(t) \) is the state function of any pipeline \( j (j=1, 2, ..., N) \) at time \( t \); and \( N \) is the number of pipelines in the urban gas network.

It is assumed that only a single pipeline failure per unit time will occur, and consequently, an urban gas network with \( N \) pipelines will have \((N+1)\) conditions, including a normal condition and \( N \) failure conditions.

The required functions of urban gas networks are to supply qualified natural gas in accordance with the design requirements of customers. The failure of any single pipeline may influence the supply capacity of an urban gas network, whereas different pipelines have different influences, due to their different positions within the network. During the service time, the integrity of an urban gas network always changes with the state changes of each pipeline, so the supply capacity of the urban gas network is a dynamic process with the change in the service time, as described by equation (2):

\[
Q(t) = q[X(t)]
\]

Here, \( Q(t) \) is the supply capacity of an urban gas network at service time \( t \).

According to the system reliability theory, the gas supply reliability of an urban gas network at service time \( t \) can be defined as the ratio of the supply capacity at time \( t \) to the designed supply capacity of the urban gas network, as is shown in equation (3) [2, 3, 12]:

\[
R_{\text{net}}(t) = \frac{Q(t)}{Q_0}
\]

Here, \( R_{\text{net}}(t) \) is the supply reliability of an urban gas network at service time \( t \) and \( Q_0 \) is the designed capacity supply of the urban gas network.

As stated previously, during the service time, all of the pipelines in an urban gas network undergo mutual conversions between the normal state and the failure state. At time \( t \), if the urban gas network has high integrity, it can complete the required functions and consequently has the designed supply capacity \( Q_0 \); on the contrary, if any pipeline \( j \) is isolated for repair due to failure, the urban gas network will be converted into the fault condition \( j \) and will lose a certain amount of supply capacity \( \Delta Q_j \), with the supply capacity decreased to \( Q_j \).

As previously mentioned, an urban gas network with \( N \) pipelines has \((N+1)\) conditions, including one normal condition and \( N \) failure conditions. It is obvious that the condition of an urban gas network at time \( t \) is associated with the structure reliability of each pipeline; nevertheless, the supply capacity in each specific condition of the urban gas network is associated with the hydraulic reliability. The change in the integrity state of an urban gas network can be regarded as a homogeneous Markov process; thus, according to formula (3), the supply reliability of the urban gas network at time \( t \) can be derived as follows [2, 11]:

\[
R_{\text{net}}(t) = 1 - \sum_{j=1}^{N} \frac{\Delta Q_j}{Q_0} \sum_{j'=1}^{N} \frac{\lambda_{j'}}{\lambda_j} \left( e^{-\lambda_j t} \mu_j / \mu_j' \right)
\]
3. Calculation of the gas supply reliability parameters

3.1. Pipeline failure rate

The scientific determination of the pipeline failure rate requires a complete and detailed failure statistics database. The European Gas Pipeline Incident Data Group (EGIG), with abundant gas pipeline failure data from 15 countries, including France, Germany, Denmark, etc., is useful in determining the pipeline failure rate and improving the failure level [13-15]. Unfortunately, the construction of urban gas pipeline failure databases has not attracted adequate attention and is therefore relatively less advanced in China; moreover, the abundance and validity of the collected data are also limited. At present, the determination of the urban gas pipeline failure rate in China is mainly based on expert knowledge, such as the Kent method, fault tree analysis, analytic hierarchy process (AHP), the fuzzy comprehensive evaluation method, etc. [16-18]. However, methods based on expert knowledge can only obtain the relative values of pipeline failure rate rather than absolute values, not to mention these methods are very subjective.

At present, there has been considerable research into the reliability of pipeline structures, and its main purpose has been to obtain the failure probability of pipelines [19-21]. Moreover, according to system reliability theory, the failure rate is defined as failure probability in unit time [22, 23]. That is, for a properly functioning pipeline that has not failed until time $t$, the failure rate is the probability of the pipeline failure occurring in the next unit time $dt$. The relationship between the two is as follows:

$$\lambda(t) = \frac{1}{1 - P_f(t)} \frac{d[1 - P_f(t)]}{dt} = \frac{dP_f(t)}{dt} / (1 - P_f(t)) \tag{5}$$

Here, $\lambda(t)$ is the pipeline failure rate, in times/(km·a); $P_f(t)$ is the failure probability of the pipeline; and $t$ is the service time of the operating pipeline, in a.

When there is no sufficient pipeline failure database, it is feasible to adopt the method based on structural reliability analysis to determine the pipeline failure rate [24-26]. The main calculation processes of the method are as follows:

① The parameters affecting the pipeline failure are regarded as random variables. According to related information for a given pipeline, the probability distribution types and statistical features such as the mean and variance of the random parameters are reasonably determined.

② The possible failure model for the pipeline is analyzed. According to the stress-strength interference theory, the limit state equation of pipeline failure is established.

③ Using the Monte Carlo method, or Linear Second Order Moment Method or any other related algorithm, the pipeline structural reliability is analyzed, and consequently, the failure probability of the pipeline can be obtained.

④ According to the relationship between failure probability and failure rate, i.e., equation (5), the pipeline failure rate can be calculated.

In the reference [27] by the authors, the failure probability of an urban gas pipeline is analyzed by using the structural reliability theory, and the changes with service time are obtained, as shown in Figure 1.

$$\lambda(t) = \frac{\ln P_f(t)}{t} = -\frac{\ln(1 - P_f(t))}{t} \tag{6}$$

According to equation (6) and the change in the failure probability with service time in Figure 1, the pipeline failure rate of different service times can be determined, as shown in Figure 2.

As shown in Fig. 2, the pipeline failure rate curve based on the structural reliability analysis method presents all of the features of the "bathtub curve", which is considered to be the typical failure rate curve. In the early stages of operation, the pipeline failure rate is rather high and gradually decreases with the service time. In the middle stages, the pipeline failure rate is maintained at a lower level, which can be approximated as a constant for convenience of discussion, i.e., $\lambda(t) = \lambda = \text{Constant}$. Take $t=20a$ as an example; the failure rate $\lambda$ is
only \(0.065 \times 10^{-3}\) times/(km\(\cdot\)a). In the late stages, however, the pipeline failure rate increases annually.

### 3.2. Pipeline repair rate

The pipeline repair rate is the probability that a failed pipe that was not repaired during time \(\Delta t\) can be repaired in the next unit time \(\Delta t\).

The pipeline repair rate is associated with the maintenance time of the pipeline. The maintenance time of the pipeline is defined as the time taken from failure detection to the recovery of normal function, including the time of failure diagnosis, failure location, failure post-processing, recovery, etc. This time depends on the enterprise’s management level, maintenance equipment and maintenance capability, etc., so the repair rates of all pipelines of the same enterprise have the same value.

Considering that different gas supply enterprises have different operation management levels, maintenance equipment and maintenance capacities, and the above-mentioned factors also affect the pipeline failure rate of the corresponding enterprise, the pipeline repair rate of different enterprises can be determined according to the average value of all of the pipeline failure rates of the corresponding enterprise.

In general, the pipeline repair rate has an order of magnitude difference compared to the pipeline failure rate, as in the following function relation [11].

\[
\mu = (10 \sim 1000) \lambda
\]  

Here, \(\mu\) is the repair rate of all pipelines of an enterprise, in times/(km\(\cdot\)a); \(\lambda\) is the average value of all pipeline failure rates of the corresponding enterprise, in times/(km\(\cdot\)a).

### 3.3. Flow reduction of an urban gas network under different failure conditions

As is known from Equation (4), the supply reliability evaluation of an urban gas network involves flow reduction of the network under each failure condition, which implies that \(N\) flow reductions require individual calculation for an urban gas network consisting of \(N\) pipelines, which can, in theory, be performed through the network hydraulic regime analysis. However, when any single pipeline fails and needs to be isolated from an urban network for repair, the flow through some pipelines will change, as will the flow directions in some other pipelines, leading to ambiguity in the series-parallel relationships between the pipelines in the network, as well as an increase in the complexity of the network hydraulic regime analysis.

Because of the above situation, the determination of the flow reduction of an urban gas network under different failure conditions has not yet been reasonably solved. In reference [11], the flow reduction is obtained from the static load diagram of the network, which is obviously impractical. In reference [2], the hydraulic regime of an urban gas network under normal conditions is analyzed, and the flow through each pipeline under normal conditions is approximated considered to be the flow reduction under the corresponding failure condition. This simple method allows for simultaneous the determination of the flow reduction under each failure condition with the hydraulic calculation of the network such that it has certain operability. However, although the actual flow reduction due to the failure of any one pipeline is positively related to the flow through the corresponding pipeline under normal conditions, it is also affected by many other factors, such as the utilization coefficient of pressure drop, the topology structure of the urban gas network, etc. The larger the scale of the urban gas network, the greater is the inaccuracy of the simple method.

It is considered that the emphasis of hydraulic reliability analysis is to study the influence of any failure pipeline on the whole gas network by using fluid mechanics. In reference [8], the hydraulic reliability of an urban loop high-pressure gas network is analyzed, and a feasible method for determining the actual nodal flow is presented. After proper adjustments, the method can also be employed to calculate the flow reduction of an urban gas network under failure conditions. As for an urban gas network consisting of \(N\) pipelines and \(M\) consumer nodes, the steps for the flow reduction \(\sigma_{\text{equiv}}\) of the network under failure condition \(j\) are as follows:

1. According to the known designed flow of each consumer node \(Q_i (i=1, 2, \ldots, M)\), simulate the hydraulic regime of the urban gas network under normal conditions.
2. If any single pipeline fails and needs to be isolated from the urban gas network, it is first considered that the pressure \(P_i (i=1, 2, \ldots, M)\) of each node in the network can still meet the required minimum pressure \(P^\text{min}\) of the network. That is, assume that the actual nodal flow \(Q_i\) of \(i=1, 2, \ldots, M\) of each consumer node is equal to the designed nodal flow \(Q_i\) under each failure condition \(j\).
3. According to the actual nodal flow \(Q_i\) and the new topology of the urban gas network due to the isolation of failure pipeline \(j\), simulate each nodal pressure \(P_i\) under failure condition \(j\).
4. The pressures of all of the nodes in the urban gas network are checked to determine whether the inequality \(P_i \geq P^\text{min}\) is true. If “yes”, the network pressure reserve is capable of compensating for extra pressure losses despite the occurrence of a failure. That is, the network has the ability to convey \(Q_i\) for all of the consumer nodes in the network, such that \(Q_i\) is a reasonable value.
5. Otherwise, the network is unable to convey qualified natural gas to satisfy \(Q_i\) and then moves on to step 5 to adjust \(Q_i\).
6. The final adjusted nodal flow \(Q_i\) is the actual flow of each consumer node. It is evident that the flow reduction \(\sigma_{\text{equiv}}\) of the urban gas network under failure condition \(j\) is equal to

\[
\sigma_{\text{equiv}} = \frac{\sum_{i=1}^{M} Q_i - \sum_{i=1}^{M} Q_i}{\sum_{i=1}^{M} Q_i}
\]

According to the above steps to write the program, by adding a loop statement inside the program, the flow reductions of an urban gas network under all failure conditions can be calculated both easily and quickly.

### 4. Example

Using the above method, the gas supply reliability of an urban gas network can be expediently evaluated. The main purpose of the evaluation is for an overall consideration of the structural reliability of all of the pipeline units and the hydraulic regimes under all the failure conditions to have a comprehensive capacity analysis of an urban gas network.

Considering the complexity of an urban gas network system consisting of dozens or even hundreds of pipelines, making it difficult to identify some of the most essential conclusions, this section employs the simple double-loop gas network in reference [8] to illustrate the process and the feasibility of this evaluation method. As long as this method is feasible, it can be extended to any complex urban gas network.

An urban gas network is shown in Fig. 3. Seven branches, numbered from 1 to 7 (in parentheses), represent seven high-pressure gas pipelines, with the impedance of each being 1.2. Each pipeline is equipped with two valves, one at each end (not shown in the figure), to isolate the network system when it fails. 1 to 5 represent five consumer nodes, which can be regarded as five high-medium pressure ...
regulating stations, supplying natural gas to residential, commercial or industrial areas as previously described. Node ⑥ represents the gas source station. The arrows in the figure represent the natural gas flow directions. Under normal conditions, the pressure of node ⑥ is held constant at 4.0 MPa, while the designed flow of each consumer node is 1000 Nm³/h. The minimum required pressure in the gas network is 2.5 MPa.

According to equation (1) and the network topological structure in Fig. 3, the integrity state vector of the urban gas network can be expressed as follows:

\[ X(t) = [x_1(t), x_2(t), x_3(t), x_4(t), x_5(t), x_6(t), x_7(t)] \] (8)

Because the failure rate and failure time of each pipeline are different, the urban gas network with 7 pipelines may have 8 conditions during the service time. They can be expressed as:

- \( x_0(t) = [1, 1, 1, 1, 1, 1, 1] \)
- \( x_1(t) = [0, 1, 1, 1, 1, 1, 1] \)
- \( x_2(t) = [1, 0, 1, 1, 1, 1, 1] \)
- \( x_3(t) = [1, 1, 0, 1, 1, 1, 1] \)
- \( x_4(t) = [1, 1, 1, 0, 1, 1, 1] \)
- \( x_5(t) = [1, 1, 1, 1, 0, 1, 1] \)
- \( x_6(t) = [1, 1, 1, 1, 1, 0, 1] \)
- \( x_7(t) = [1, 1, 1, 1, 1, 1, 0] \)

Among them, \( x_0(t) \) represents the urban gas network in normal conditions and can satisfy all of the designed supply capacity. Each of the remaining seven vectors respectively represents one failure condition of the urban gas network and can only satisfy part of the designed supply capacity.

The conversion of the urban gas network from normal conditions to each failure condition is caused by the failure of any of the 7 pipelines. Each single pipeline failure corresponds to a unique failure condition. Considering that different pipelines have different design parameters, construction technology, service times, operating environments, etc., the failure rates of each pipeline are also different. Based on investigation and statistics of the actual data of each pipeline, the failure rates of pipeline (1) to (7) can be calculated according to the method introduced in Section 3.1. Provided that the service time of the urban gas network is 10 years, the failure rate of each pipeline can be calculated, and the results are shown in Table 1.

| Pipeline number | Failure rate (10^-3 times/((km·a)) |
|-----------------|-------------------------------|
| (1)             | 0.122                         |
| (2)             | 0.162                         |
| (3)             | 0.340                         |
| (4)             | 0.213                         |
| (5)             | 0.331                         |
| (6)             | 0.216                         |
| (7)             | 0.113                         |

According to the method of Section 3.3, through hydraulic reliability analysis of the urban gas network, the total network flow and the flow reductions of the network under normal and seven failure conditions can be obtained. The calculation results are shown in Table 2.

| Condition number | Integrity state vector | Total network flow | Flow reduction |
|------------------|------------------------|--------------------|----------------|
| 0                | [1,1,1,1,1,1,1]        | 5000              | 0              |
| 1                | [0,1,1,1,1,1,1]        | 2476              | 2524           |
| 2                | [1,0,1,1,1,1,1]        | 4393              | 607            |
| 3                | [1,1,0,1,1,1,1]        | 4990              | 10             |
| 4                | [1,1,1,0,1,1,1]        | 4514              | 486            |
| 5                | [1,1,1,1,0,1,1]        | 3746              | 1254           |
| 6                | [1,1,1,1,1,0,1]        | 4905              | 95             |
| 7                | [1,1,1,1,1,1,0]        | 2746              | 2254           |

Considering the enterprise’s management level, maintenance equipment and maintenance capability, etc., the pipeline repair rate is assumed as 100 times that of the average value of all pipeline failure rates, i.e., \( \mu = 100 \bar{\lambda} = 100 \times \sum \lambda_j / 7 = 0.0214 \) times/(km·a).

According to equation (4), the gas supply reliability of the urban gas network at 10 years can be calculated as follows:

\[ R_{net}(10) = 0.9623 \]

Similarly, the changes in the gas supply reliability of the urban gas network with the service time can be calculated, as shown in Fig. 4. With increasing service life, the gas supply reliability decreases from 1.0 at the beginning to 0.914 at 50 years.

It should be noted that the improvement of gas supply reliability of urban gas networks should be considered from aspects of network planning and design, network hydraulic regime analysis, pipeline integrity management, etc. This example is used to describe the detailed process of the gas supply reliability evaluation and to illustrate the feasibility of this method. Unfortunately, until now, the use of evaluation results to guide current gas engineering design and operation management has had no standard of reference.
However, from the perspective of the development of technology, the gas supply reliability evaluation of urban gas networks should be applied in practical engineering, and the requirement for gas supply reliability of each specific urban network should also be introduced in the future. Certainly, the scientific requirements of gas supply reliability should be gradually accumulated through the actual operation data of many urban networks. In addition, data for different types and scales of urban gas networks should be obtained to explore different gas supply reliability ranges, as well as to make timely adjustments according to technological and economic changes.

5. Conclusion

An urban gas network is one of the lifeline projects of urban areas, and its supply capacity is not only related to the structural reliability of each pipeline but also to the hydraulic conditions of the whole network. Structure reliability analysis and hydraulic reliability analysis offer different perspectives of an urban gas network and reflect different aspects of the network working conditions; however, they cannot be used to make a comprehensive capacity analysis of an urban gas network.

The system reliability theory is employed in this study to examine gas supply reliability of an urban gas network. The research achievements both in the structural reliability and hydraulic reliability fields are fully utilized to calculate the parameters in the gas supply reliability evaluation, making the evaluation more operational and practical. Finally, using an example of a simple double-loop gas network, the detailed processing of the gas supply reliability evaluation of an urban gas network is described, and the feasibility of this evaluation method is also illustrated.
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1. Introduction

Polymer concrete (PC, mineral cast) is a multi-component composite material in which the filler is mostly inorganic aggregate grains, whereas the binder is resins [1, 2, 4, 6, 7, 13]. PC is used for the production of various products, such as prefabricated sanitary devices, corrosion resistant constructions, acid tanks, wells, drains, highways, repair materials or machine parts, such as guides, tables or machine tool beds [11]. The increasingly common use of mineral cast forces the use of more precise molds for their implementation. Depending on the requirements for precision, dimensional tolerances, surface roughness, PC’s can be made in wooden, plastic, metal, cast iron or combined molds [6]. For this reason, in order to obtain the appropriate parameters of the surface layer, elements made of mineral cast, after removing from the mold, should be machined. The heterogeneity of the material which is the polymer concrete makes the wear of the cutting tool very dynamic. The structure of a composite material such as PC includes very hard aggregates and a soft bonding material (polymer resin). In addition to the differences in the hardness of the materials that make up the composite, there is a significant difference in the method of material separation during processing (cracking, chip formation, etc.) and significant differences in the thermal energy flow during the cutting process between the various materials included in the polymer concrete. Such a structure of the machined material results in very complicated conditions in which the machining tool works. Hence it is need to define and investigate the mechanism of wear of cutting tools during the processing of polymer concrete.

The cutting process, the working surfaces of the tool stay in contact with the chip and surfaces of the workpiece moving in relation to them. Phenomena occurring on these surfaces cause wear of the cutting tool, mainly consisting in changing the geometry of the tool and the cutting force. 
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THE DYNAMICS OF WEAR OF CUTTING INSERTS DURING TURNING OF NON-HOMOGENEOUS MATERIAL ON THE EXAMPLE OF POLYMER CONCRETE

DYNAMIKA ZUŻycia PŁYTEK SKRAWAJących PODczas TOCZEnIA NIEJEDNORODNEGO MAterIAlU NA PrzyKLiADZIE POLImEROBETONu*

The article presents the results of studies on the dynamics of wear of five different cutting inserts (for machining difficult-to-cut materials, for finishing cast iron machining, for roughing cast iron machining, for steel machining and for stainless steel machining) during turning a non-homogeneous material such as polymer concrete. Polymer concrete is a difficult-to-cut, anisotropic, composite material. During the tests, a record of the components of the cutting force in real time was made. After each machining pass, the Ra and Rz surface roughness values were measured in the direction perpendicular to the machining marks and photos were taken under the microscope of the inserts corners, on the basis of which the width of major flank wear land and the width of minor flank wear land were measured. The view of each insert after the tests was also presented. Finally, the conclusions about the dynamics of wear of inserts taking part in the study as well as their applicability during polymer concrete turning were formulated.
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W niniejszym artykule zaprezentowano wyniki badań dynamiki zużycia pięciu różnych płytek skrawających (do obróbki materiałów trudnoobrabialnych, do wykończeniowej obróbki żeliwa, do zgrubnej obróbki żeliwa, do obróbki stali oraz do obróbki stali nierdzewnej) podczas tocenia niejednorodnego materiału, jakim jest polimerobeton. Polimerobeton jest trudnoobrabialnym, anizotropowym materiałem kompozytowym. Podczas wykonywania badań dokonywany był zapis składowych siły skrawania w czasie rzeczywistym. Po wykonaniu każdego przejścia obróbczego zostały zmierzone wartości parametrów chropowatości Ra oraz Rz powierzchni w kierunku prostopadłym do śladów obróbki oraz zostały wykonane zdjęcia pod mikroskopem naroży płytek, na podstawie których zmierzono zużycie głównej powierzchni przyłożenia oraz pomocniczej powierzchni przyłożenia. Zaprezentowano również wygląd każdej z płytek po przeprowadzonych badaniach. Na koniec sformułowano wnioski na temat dynamiki zużycia płytek biorących udział w badaniu, a także stosowalności ich podczas tocenia polimerobetonu.

Słowa kluczowe: dynamika zużycia, tocenie, polimerobeton, odlew mineralny, chropowatość powierzchni, siły skrawania.
its working part and consequently the loss of the cutting ability of the tool [3]. These phenomena include:

- mechanical abrasion,
- adhesion,
- diffusion,
- chemical phenomena (mainly oxidation).

The share of each phenomenon in the tool wear process is not the same and depends on the machining conditions, the greatest impact of which is the cutting speed [3]. Other forms of tool wear are:

- micro-crushing of tool material around the cutting edge,
- plastic deformation of the tool material,
- microcracks in the tool material.

The tool can also be damaged by breakage a large volume of material in the working part of the tool as a result of exceeding the immediate or fatigue strength of the material [3]. The above mentioned processes cause that the working part of the tool changes the geometry losing its cutting capacity.

In order to determine the wear dynamics of cutting tools, the indicators are used which are using a number of parameters, describing the flank wear and the face wear [3, 9, 10]. Figure 1 shows wear indicators for a turning tool [8].

![Fig. 1. Indicators of turning tool wear](image)

On the flank surface, wear occurs along the cutting edge in the form of a strip of variable width. Increased corner wear (VBc) is mainly caused by concentration of stresses and higher temperature in this cutting zone, whereas groove (VBg) is caused by the influence of the surface layer, most often by hardening after the previous operation (e.g. a casting shell) and chemical processes (e.g. oxidation process) [8].

On the tool face surface, wear occurs in the form of a crater located, in most cases, at a distance from the cutting edge (KM – distance between the center of the crater and the cutting edge or KB – width of the crater). This is the zone in which the highest temperature on the face occurs during cutting [8].

The wear on the flank surface occurs practically under all machining conditions, while significant wear on the tool face is characteristic of high cutting speeds. As a measure of wear on the flank surface, the width of the VBb in the central active part of the main cutting edge is assumed, whereas the wear on the tool face is usually described by the depth of the crater KT [8].

The wear of the cutting tool is accompanied by such phenomena as:

- deterioration of the smoothness of the machined surface,
- change in the overall dimensions of the workpiece,
- increase in the level of vibrations and noise,
- increase in the cutting temperature.

Most of these phenomena are used to actively detect tool wear, e.g. in automated production.

The process of wear of the cutting tool is a process that takes place during the tool life period with different intensity. Typical wears versus time are shown in Figure 2 [8].

![Fig. 2. Typical tool wear versus time](image)

In most cases, three characteristic phases of abrasive wear of the tool can be distinguished [8] as follows:

I – the initial, short-term phase (section AB) is mainly caused by the surface reaching the tool and the removal of surface unevenness resulting from the sharpening,

II – the second phase (BC section) is characterized by low consumption increase and is generally 90% of the total working time of the tool,

III – in the third phase (CD section) the VB increases rapidly, which is caused by the increase of forces and temperature during the machining with the worn tool. The entry of the tool into this period of wear means its bluntness.

The work of the tool in the third wear period is unprofitable because it gives small increases in cutting time at the expense of high tool wear and a significant increase in sharpening costs. In addition, there is a real threat of destruction of the tool and the workpiece in the case of catastrophic wear of the tool [8].

Such a wear mechanism of the cutting tool has been described in the literature and relates to the cutting of isotropic materials. The polymer concrete as an anisotropic material is the subject of this study. In order to determine the dynamics of wear of the cutting inserts during the turning process, the wear index of the cutting tool VB of the major flank (VBm,fwl) and the minor flank (VBm,fwl) were determined. Surface roughness tests of the machined workpiece as well as measurements of the cutting force components were also carried out.

2. Nomenclature

| Symbol | Description |
|--------|-------------|
| vc     | cutting speed |
| f      | feed        |
| ap     | depth of cut |
| Fx     | resistance force |
| Fy     | feed force  |
| Fz     | peripheral force |
| F      | cutting force |
| Ra     | surface roughness |
| Rz     | height of roughness |
| M,F    | major flank |
| M,F    | minor flank |
| VB     | tool wear   |
| VBm,fwl| width of major flank wear land |
| VBm,fwl| width of minor flank wear land |
3. Materials and methodology

3.1. Polymer concrete

The material used for the tests was a polymer concrete offered by the RAMPF company, available on the market under the name EPU-CRET 140/5 [5]. It is a material used for casting small machine parts, i.e. guides, tables or beds, weighing less than 500 kg. It consists of aggregates with dimensions ranging from a few micrometers up to 5mm. In order to prepare the samples, the mass proportions of the hardener and epoxy resin were firstly mixed thoroughly until a homogeneous consistency was obtained. The appropriate mass fraction of the mineral filler was then added and the whole was mixed again until a uniform appearance of the composition was obtained. The mixture prepared in this way was covered with a mold, ensuring proper concentration of the batch in order to avoid air bubbles forming inside the samples. Then the sample solidified in the form for 24 h, taking at the same time 80-90% hardness, and after removing the sample from the mold, the whole was still aged for 14 days, taking full hardness. A series of cylindrical samples with dimensions: diameter Ø40 mm and height 60 mm were prepared for the tests. Figure 3 shows the view of a sample prepared for testing, placed in a three-jaw chuck of a CNC lathe.

Fig. 3. The view of sample made of polymer concrete

3.2. Turning inserts

The research was carried out for 5 types of Sandvik cutting inserts:
- WNGA 060408 S01030A 7015 for machining difficult-to-cut materials,
- WNMG 060408 KF 3005 for finishing cast iron machining,
- WNMG 060408 KR 3205 for roughing cast iron machining,
- WNMG 060408 PM 4225 for steel machining,
- WNMG 060404 WF 2015 for stainless steel machining.

Table 1 presents a summary of the cutting parameters recommended by the manufacturer for individual inserts.

The WNMG 060408 S01030A 7015 insert is designed for machining difficult-to-cut materials. Cast iron turning inserts (WNGA 060408 KF 3005 and WNMG 060408 KR 3205) have been selected for testing due to their improved machining properties. Cast iron can be treated as a non-homogeneous material. In cast iron parts, such as machine tool bodies, there are various types of pores, inclusions, etc. that make machining of such an element a complicated process. In such a cast there may also be mineral inclusions just below the surface as a result of the casting process, e.g. from sand molds. Inserts WNMG 060408 PM 4225 and WNMG 060404 WF 2015 were selected for testing in order to compare the quality of machined polymer concrete using inserts intended for processing of traditional construction materials such as steels.

Table 1. List of cutting parameters for individual inserts

| Parameter       | WNGA 060408 S01030A 7015 | WNMG 060408 KF 3005 | WNMG 060408 KR 3205 | WNMG 060408 PM 4225 | WNMG 060404 WF 2015 |
|-----------------|--------------------------|---------------------|---------------------|---------------------|---------------------|
| Depth of cut $a_p$ [mm] | 0.07 ± 0.80 | 0.20 ± 2.00 | 0.24 ± 4.50 | 0.50 ± 4.00 | 0.30 ± 2.00 |
| Feed $f$ [mm/rev] | 0.05 ± 0.30 | 0.08 ± 0.25 | 0.17 ± 0.42 | 0.15 ± 0.50 | 0.05 ± 0.25 |
| Cutting speed $v_c$ [m/min] | 150 ± 250 | 255 ± 280 | 305 ± 390 | 275 ± 425 | 260 ± 305 |

4. Results and discussion

During the cutting process, a cooling lubricant was fed into the cutting zone. Due to lubricating properties, the fluid caused a drop in processing temperature and lower dust content.

During the tests, a cutting force components were recorded to determine the total cutting force. The measurement path consisted of Kistler 9121 dynamometer, Kistler 5070A amplifier and recorder in the form of an AC transducer card for the 2855A4 type PCI bus mounted in a PC computer. After each machining pass, the roughness values $R_a$ and $R_z$ of the machined surface were measured in the direction perpendicular to the machining marks (according to the PN-EN ISO 4287:1999 [12]). A portable Mitutoyo SJ-210 roughness gauge was used for this purpose. Photographs were also taken under the microscope of the inserts corners (noses), on the basis of which the width of major flank wear land $V_B$, and the width of minor flank wear land $V_{Bm}$, were measured after each machining pass. In addition, the views of each insert after the tests was presented. Each experiment was carried out 3 times. Average values and their standard deviations presented in the graphs represent the obtained results of studies on the dynamics of wear of cutting inserts during turning of non-homogeneous material on the example of polymer concrete.

During machining a mineral cast, there is mainly wear on the minor flank. However both width of the major flank wear land $V_B$, and the width of minor flank wear land $V_{Bm}$, were taken into account for the wear value assessment. After each pass, the
wear of the individual insert was measured. The results of these measurements are shown in the following figures, thanks to which it was possible to analyze the tool wear as a function of time.

The highest wear was observed for WNMG 060408 PM 4225 (intended for steel machining) and WNMG 060404 WF 2015 (intended for stainless steel machining). The major flank and minor flank worn out very quickly and after 280 seconds the operation of these tools was loud. Additionally, after this time, the corner (nose) recession was found, which resulted in a decrease in the actual depth of cut, which was only 50% of the set depth of cut. The maximum recommended criterion for tool wear should not exceed VB = 0.3 mm. It was considered that with this value of the wear parameter VB the experiment should be stopped. It can be observed that the coating of the tools was not durable and resistant to abrasion. The smallest width of the major flank wear land and the minor flank wear land were achieved during turning with the tool marked WNGA 060408 S01030A 7015. Small differences in wear VB were obtained with each pass (compared to other inserts). Unfortunately, during one of the experiments between 280 and 315s the insert was destroyed. For inserts marked as WNMG 060404 WF 2015 and WNMG 060408 PM 4225, after 300 seconds of machining the mineral cast, the forces were so high that during process the machine tool was excited to vibrations. On the basis of the forces courses, it can be seen the rate of wear of the tools. Due to the low wear of the WNGA 060408 S01030A 7015 insert, it retained good cutting properties for a long time, which resulted in much lower forces than in the case of other tools.

There are many factors affecting the roughness of the treated surface. Type of using tool, its geometry, machining parameters and type of workpiece. In this case the non-homogeneity of the material, which consists of aggregates grains of various sizes, makes obtaining a repeatable measurement of the machined surface complicated. It is illustrated by the large spread of the average value, presented by means}

![Fig. 4. The width of major flank wear land versus time](image)

![Fig. 5. The width of minor flank wear land versus time](image)

![Fig. 6. The cutting force versus time](image)

![Fig. 7. The surface roughness Ra versus time](image)

![Fig. 8. The surface roughness Rz versus time](image)
of the standard deviation. The values of roughness parameters Ra and Rz are shown in Figures 7 and 8.

As predicted, the best quality of the machined surface was obtained using the WNGA 060408 S01030A 7015 insert. For this tool, the smallest values of the Ra and Rz roughness parameters were obtained, which were repeatable for each experiment, with the smallest value of standard deviation. It is worth noting that in this case, despite the tool wear, the roughness value Ra slightly increased by about 1.5 μm, and roughness Rz by about 10 μm compared to the initial values. For other inserts, along with the increase in tool wear, the surface roughness value increased about three times for the Ra parameter and approximately twice for Rz. This indicates a very fast abrasion of the major flank and minor flank surfaces. Therefore during measuring the roughness of the machined surface, a much larger spread of the measured values was obtained.

In addition, photos were taken under a microscope of each insert after the tests, which are presented in Figure 9.

On the basis of the conducted research, it is possible to describe the mechanism of tool wear in the case of machining of non-homogeneous materials such as polymer concrete in the scope of cutting conditions adopted during tests. Comparing graphs of the tool wear course as a function of time for isotropic materials (Fig. 2) and anisotropic materials (Fig. 4 and 5), it can be noticed that in the case of polymer concrete machining there is no clear division into 3 characteristic phases of abrasive tool wear. It can be presumed that phase I (tool run-in) proceeds from the beginning of the machining process and ends before the first measuring point (in the 35 second of the test), however, to confirm this fact, additional tests should be performed in this time interval. However, with time, the clear boundary between phase II and III is blurring, and the obtained graphs are characterized by relatively linear course. It can be interpreted as an uniform increase in tool wear during machining. Uneven, random distribution of different grain sizes (from micrometers to millimeters) in a mineral cast means that the machining of non-homogeneous material is a complex process and the conditions of this treatment are variable at any time during that process. Analyzes concerning the nature of the wear mechanism course are very difficult, and the conclusions in this respect depend on the type of material which was machined, type of cutting insert and cutting parameters. Generalizations in this field could be developed on the basis of a stochastic approach, but it would require much larger number of tests and measurements to be carried out. The research presented above outline the mechanism of wear of the cutting tool and the trends of changes in the cutting result parameters (roughness of the machined surface) of the anisotropic material which is the mineral casting.

5. Summary

Based on the results of the tests, it can be clearly stated that tools for steel (WNMG 060408 PM 4225) and stainless steel (WNMG 060404 WF 2015) machining should not be used for turning a polymer concrete. During the use of these inserts, a significant increase in cutting forces, an increase in the Ra and Rz roughness parameters as well as accelerated tool wear were observed.

In addition, the tests showed that the best results for the tool with the WNGA 060408 S01030A 7015 cutting insert were obtained. In this case, the smallest roughness values Ra, ranging from 4 to 5 μm, were obtained. When cutting with the other tools, the roughness values of the Ra parameter were obtained in the range from 4 to 8 μm. Analyzing also the values of the width of major flank wear land and width of minor flank wear land, the WNGA 060408 S01030A 7015 insert was characterized by the smallest wear values of these surfaces, which did not exceed VB = 0.3 mm. However, in the case of other inserts, these values exceeded the accepted limit of wear even several times.

The value of cutting forces is an important indicator of the dynamics of the turning process. In this case, the cutting force was initially
the lowest for the WNMG 060408 S01030A 7015 insert. However, in the second part of the tests, the lowest cutting forces were obtained for WNGA 060408KF 3005 and WNMG 060408 KR 3205 inserts, designed for cast iron machining.

A comparison of the mechanism of wear in the cutting zone for machining isotropic materials and polymer concrete was made. Differences in the wear process that have been tested have their origin in the specificity of the composite material and in the properties of the individual components of this composite material. Due to the fact that the machining of mineral cast material is becoming more and more common, the conducted research may become the basis for the process of selecting the right cutting inserts due to their durability during turning non-homogeneous materials.

The experimental tests have shown that in the case of turning a mineral cast, the durability of the tool is a critical parameter. This applies mainly to numerically controlled machine tools. Using inserts too long without replacement can cause large unwilling errors in the shape and dimensions of the workpiece. In contrast, frequent replacement of inserts causes time-consuming and costly machine tool down-times.
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The efficiency of maintenance processes in an enterprise largely depends on ensuring adequate resources for its implementation. The main factor that affects the quality of these processes is competent employees. Their knowledge, skills and ability to respond to unexpected situations largely determine the efficiency of the functioning of the technical infrastructure in an enterprise. In the light of the prospects for the development of the Industry 4.0 concept, and, thus, for the development of highly automated systems, the demand for qualified maintenance employees will increase. Therefore, in order to ensure the right level of competency of maintenance workers, through the proper assessment and identification of their competency gap, is an important task of managers. In many enterprises this is not implemented. The aim of the presented work was to develop a comprehensive model of the competency assessment of maintenance workers. The implementation of the developed model enables the identification of the current level of employees’ competencies and identification of the competency gap, as well as it allows to assess the effects of a failure to meet the required level of competency. Additionally, the results of the identification of the real activities taken by the surveyed enterprises concerning the competency assessment of maintenance services employees are presented in this article. The study was carried out in manufacturing enterprises in different industries on a specific area. The results were analysed and presented in a graphic form.

Keywords: maintenance management, exploitation efficiency, workers competency, competency gap.

1. Introduction

The present activities of designing and installing of production systems are directed towards the increase of their efficiency, flexibility and changeability. It is particularly visible in the time of the Industry 4.0 concept development, which requires from enterprises to implement IT technologies in production areas. It forces the use of more and more sophisticated and complex solutions including technological or organizational solutions connected to the data collection and analysis, technology development, the ability to react fast to both internal and external changes and improvement of current activities [9, 14, 18, 33].

Technologies production systems development is related to the necessity of introducing changes in the work organization and environment [11]. This issue is particularly essential from the point of view of ensuring the right level of maintenance activities. The result of their wrong realization are sudden interruptions in the process of production or services realization what often put enterprises at risk of tremendous financial loss [27, 28].

In the literature, some works which assess perspectives of maintenance services functioning in the context of fast industrial development can be found. Many works underline the need of ensuring the right level and the development of workers’ competencies in machine maintenance. In the work [23] a wide analysis of the perspectives of the maintenance development was performed. The analysis was divided into three main areas: the basis of maintenance, technological challenges for the future and maintenance in the 4.0 Industry concept. The analysis allowed to identify certain challenges such as planning maintenance on the system level, interoperability, IT safety and long-term data management in the whole period of exploitation. Summing up, the author stressed that a new technology may influence the decrease of human errors, although the cooperation between „a human being and a machine” in exploitation activities is important. Additionally, in the works [12, 21], it was assumed that maintenance workers will need in the nearest future new skills, which will allow for effective use of new technologies and proper realization of an exploitation process with highly automated and complex systems. It will require adequate education and trainings on many levels.
In the work [3] scenarios of the functioning of the future maintenance in the production realization in the times of 4.0 concept were developed. The study of scenario planning was based on the Delphi method, examining 34 forecasts concerning potential changes in the internal and external environment of the maintenance organization. Among the analysed forecasts, the need of developing maintenance workers' competencies was also found. The author underlines that in order to keep up with the technological development, crucial competencies of the workers in maintenance should be ensured. The author described high probability of the necessity of the management of the future competencies, new requirements concerning competencies, education and trainings related to the possibility of changing a competencies profile. He stresses that the management should be aware of the fact that not providing the right level of competencies is related to an ineffective maintenance process, what in turn increases susceptibility to interruptions, decreases reactions to failures and, at the same time, decreases the competitiveness of an enterprise.

Thus, there is a need of workers' educating and training as well as of the development of a new innovative method of competencies management such as e.g. competencies models, assessment and monitoring skills, using the best experience-based practices and IT tools.

2. The role and assessment of competencies of the workers

A competency is a combination of three elements: knowledge, skills and attitude. They distinguish a particular person who in an efficient, effective and answering the quality expectations way realizes the tasks assigned him/her. For the assessment of the used competencies there are many models which can be classified into the following five categories [13]: quantity measures (such as tests, questionnaires, interviews or regular observations), descriptions, comparative analyses, simulation methods and research method related directly to his/her person and work environment. Competency models are developed in order to assess the level and range of the acquired competencies and they provide the possibility of identifying the areas in which these competencies should be complemented [21]. As underlined in the works [6,7], the assessment of competencies is a process of obtaining proofs and the level of competencies among people dealing with the tasks based on certain standards. The adequate competency model, for the certain area, is the one which allows to determine the levels of all the needed competencies and, additionally, indicate expressly the areas for improvement. Such a model should be exact, reliable, should not assess the level of competencies, skills and the worker’s efficiency. It is especially important for the assessment of technical competencies, e.g. in the area of machines maintenance, among which one should assess professional knowledge, knowledge about activities, skills as well as the ability to make decisions on one’s own [22].

The process of the development and assessment of competency is time consuming and expensive. What’s more, appointing workers to a dedicated training is not always possible. This problem is particularly essential for small and medium enterprises. That’s why it is important to know which competencies are available or must be developed [1].

In the literature the problem of competency assessment in different areas is described widely, e.g. in production areas [2, 10, 19, 32]. Only a few examples of the works concerning this topic can be found within competency in maintenance.

In the work [29] the authors perform the review of the assessment of skills in maintenance. The authors, through this assessment, describe strengths and weaknesses of a given worker or a given group of workers. For this assessment they propose the use of survey questions. The analysis of the assessment results obtained in this way allows to identify the gap, describe the skills needed for the effective work performance and determine a trainings schedule. The works [5, 17] present the use of a competency matrix for the assessment of a level of maintenance workers, as well as the activities realized in the autonomous machine maintenance in the Total Productive Maintenance (TPM) for operators.

In the literature, the issues on the assessment and skills enhancement of the technical service workers as well as the realization of planes maintenance operations are mentioned. In the work [4] a method of e-learning trainings in increasing the qualifications of technical service workers was proposed. Furthermore, in the work [30] the problem of the selection of workers with adequate qualifications for the realization of particular tasks related to the process of plane repairing was presented.

However, the analysed works lack a complex model of the workers’ assessment in the maintenance area, a model which would allow to assess the competencies on many levels of maturity and detail. Additionally, the perspectives of the development of the maintenance area point to the need of focusing on this issue.

In connection with the above, the problem of ensuring the right level and competency in a competency assessment in a maintenance process was undertaken.

3. The role and methodology of the study

This work was realized in two stages. In the first stage, the study concerning the identification of the activities realized by enterprises in the assessment of the maintenance (M) workers’ competencies in the chosen enterprises from the podkarpackie voivodship was conducted. This stage was realized in the following steps:

1. Determining the range and area of the study.
2. Developing a study sheet.
3. Choosing enterprises for the study.
4. Conducting the study and analysing the results.

In the second stage, a methodology of maintenance workers’ competencies assessment was proposed, and a detailed analysis as well as the possibilities of improving the assessment of workers’ competencies from the randomly chosen enterprise with the use of the proposed model was conducted. This stage was realized as follows: developing a three-stage methodology of M workers’ competencies assessment, choosing an enterprise, conducting the study, analysing of the obtained results, proposing changes. The detailed analysis of the obtained results was presented in the further part of this work.

4. Study results

4.1. The first stage of the study

4.1.1. The area and realization of the study

In the first stage the study was conducted. It concerned the identification of real activities realized by the analysed enterprises in the assessment of the maintenance (M) workers’ service competencies (MS). The following issues were analysed: Do the companies identify the needed competencies of M workers? Do they assess their fulfillment by the workers? Do they take any action in order to broaden or complement them? The study concerned production companies and was conducted on the specified geographical area (podkarpackie voivodship) (Poland). Within the realized study, the analysis covered the areas which directly result from the correctly performed process of the competencies assessment. This process, according to the approach presented in the work [26], should be based on the following steps:

1. Identification of the requirements for maintenance service workers.
2. Determining the demanded level of qualifications.
3. Conducting the competency assessment according to the specified requirements with the help of a specific method (e.g. an interview, observations).
4. Analysing the obtained results and undertaking further action.

The study covered the following issues:
- determining the competency requirements for particular maintenance positions/jobs,
- analysing workers’ competencies – the frequency and methods,
- completing/broadening workers’ competencies with basic or professional trainings,
- developing and functioning of the work instruction on maintenance positions/jobs.

50 enterprises were invited to take part in the study. The object of the study could include a production enterprise which possessed on its grounds functioning maintenance services regardless of their organisation, and the one implementing the Lean Manufacturing philosophy assumptions. The study was conducted in the form of interviews. The representatives of the medium and top level management and the workers directly responsible for the process of supervising machines and technological devices in the company, as well as the chosen maintenance workers took part in the study. The study took the form of conjunctive closed questions. For each question the level of fulfilment in the scale 0-10 was determined. Additionally, each respondent could add his/her own remarks and observations within the marking range.

4.1.2. The structure of the studied enterprises

The enterprises which took part in the study were classified according to the following criteria: industry, production type, capital type and its situation. Table 1 shows the structure of the studied enterprises.

45% (the most) enterprises are of an aviation industry, then 20% are automotive. The remaining industries include among other metal processing (10%), chemical, wood and paper (5%) and other (printing and electronics – 15%). Among the analysed enterprises medium and large batch production dominated (32%).

63% of them possessed major foreign capital, 26% were Polish capital companies and only 11% of them possessed major national capital. Most of the studied companies, that is 63%, describe their situation as developmental, 28% as stable and 11% as difficult.

4.1.3. Results of the study

According to the correctly realized process of the workers’ competency assessment, the first step is to identify all requirements. These requirements are directly connected to the kind and range of the works realized by the workers in particular maintenance departments. However, it also results from the way maintenance departments are organized in an enterprise. The study examined what percent of the analysed enterprises identifies maintenance workers’ competencies (Fig.1).

Fig. 1. Identification of competencies in maintenance management in different size companies

The study shows that 55% of the analysed companies determine maintenance workers’ competencies. The most, that is 83% of the medium enterprises identify competencies, the least, because only 27%, small enterprises. Competencies for all the workers are identified by 50% of medium, 30% of large and only 20% of small enterprises (Fig. 2). The identification of competencies for the chosen workers is realized by small and medium enterprises, 40% each. For the most of workers, competencies are identified mainly by medium, then large and small enterprises, respectively 50%, 40% and 30%.

Table 1. The studied enterprises structure

| Criterion                  | Small and micro | Medium | Large |
|----------------------------|-----------------|--------|-------|
| Size                       | 16%             | 21%    | 63%   |
| Industry                   | Aviation, 45%   | Automotive, 20% | Metal processing, 10% | Wood and paper, 5% |
|                            | Chemical, 5%    | Other, 15% |
| Production type            | Piece, 18%     | Small batch, 9% | Medium batch, 32% | Large batch, 32% |
|                            | Mass, 9%       | 32%    | 9%    |
| Capital type               | Total polish capital, 26% | Major polish capital, 11% | Major foreign capital, 63% |
| Company’s situation        | Difficult, 11% | Stable, 29% | Developmental, 61% |

The next, very important step, of the competency assessment process is the level of fulfilling the identified requirements by the maintenance workers. A periodical assessment of the workers among the analysed enterprises is realized by as much as 84% of them. The most is realized by all of the analysed medium enterprises, 90% of large and only 30% of small. The most commonly used for the competency analysis is a competency matrix (large and small enterprises) as well as a worker’s assessment sheet together with the determined assessment criteria. Such an analysis is performed annually or every two years. About 75% of the companies, after the assessment, undertake activities aiming at broadening and supplementing competencies in the form of additional trainings. They are both internal trainings conducted by the company experts, and external trainings conducted by training companies. A detailed analysis of the results obtained is presented in Fig. 3.
The results, presented in Fig. 3, show that only 25% of the analysed medium companies improve competencies of all their workers. However, it is worth noting that although so few companies assess their workers’ competencies, many of them undertake activities in order to improve them. The worst situation is in small enterprises.

4.1.4. Discussion and the analysis of data after the first step

The study shows that 45% of the enterprises do not assess the competency of their workers who realize a maintenance process. The lack of a competency assessment handicaps significantly the analysis and the possibilities of discovering the so-called staff shortages i.e. competency gaps. The lack of the workers with adequate competencies may influence on machine efficiency, which is dependent on, among others, the quality of the realized preventive and corrective activities. The study also shows that almost a half of the studied companies does not identify the maintenance workers’ competencies. The study results demonstrate that it is worth examining this issue as well as making enterprises aware of the importance of the machine efficiency for the production realization. This efficiency is also the result of smoothly functioning and competent maintenance services. The study points that worst situation is in small enterprises. Because it is worth showing, especially to small enterprises, how to assess the competencies, the methodology of workers’ competency assessment will be developed in the further part of this article.

5. The second stage of the study

5.1. Methodology of the workers’ assessment in maintenance

The second stage of the study considered the development of the methodology of the maintenance workers’ competency assessment (Fig. 4) and its verification in an enterprise. The developed methodology consists of three levels:

I Development of a competency matrix.
II Indicative assessment of the level of competency on the basis of competency matrix developed.
III Assessment of the risk of providing the level of competency.

On every level the methodology uses a different, sophistication diversified method of a competency assessment of the maintenance workers, starting from the simplest method – a competency matrix, through an indicative assessment method to the fuzzy logic. This solution will allow to combine comprehensively the methods already used in this area [17] as well as in the competency assessment of production workers [2], extending of intelligent methods, what makes a new consistent solution. The developed model enables the identification of the current level of workers’ competency and competency gap as well as it allows to assess the effects of the failure to provide the required level of competency. While developing the methodology, the requirements of the competency assessment models presented in chapter 2 were taken into consideration.

Fig. 4. Methodology of the assessment of maintenance workers’ competency

The proposed methodology was used for the analysis and possibilities of improving the maintenance workers’ competency assessment in a chosen enterprise.

5.2. Machine supervision activities in the analysed enterprise – a problem description

The first stage of the study proved that the process of maintenance service workers’ competency assessment was the worst in small enterprises. That’s why, a company of such a size was chosen for the further analysis. The studied production enterprise operates in a metal processing industry on the podkarpackie voivodship. The data collected by the author and the data from the work [20] were used for the analysis. The analysed company produces machine parts, as well as preparing steel structures. Additionally, it distributes steel products and industrial gases. Innovative products, timely execution of orders, highly qualified staff, efficient technical service and high quality as well as an individual approach towards the clients’ needs have caused the company to be valued and trusted by its recipient.

In the analysed enterprise, several machines are supervised. They are both traditional as well as CNC machines. In most of the small enterprises, because of the small number of machines, maintenance service workers function as one-person position. In relation to this fact, machine operators are responsible for many activities connected to the current realization of autonomous activities on machines as well as maintenance activities. The situation is similar in the analysed
enterprise. The main supervision over machines is done by a maintenance specialist, whereas current maintenance activities are realized by operators.

The supervision over a machine park is conducted through inspections done in the guarantee period, the assessment of a machine condition before starting the work by an operator and through the continuous monitoring of its technical condition. Realization of activities within the machine supervision is carried out independently and partly due to external companies. Within the machines supervision the information related to their load and waiting time for service is collected. An operator and quality control worker are responsible for collecting these data. Downtimes connected to planned inspections are registered in an enterprise, whereas the information on machines failures in not registered. The activities undertaken in order to prevent unplanned downtimes include: autonomous and preventive service realization, machines modernization and ordering a part of maintenance and corrective activities to external companies.

The challenge for a chosen company is determining and the analysis of competency needs not only within the current maintenance of the possessed machines types, but also within the preventive maintenance. It is also essential because, the possessed machines play a minor or major role in a production process. Improper realization of a maintenance and preventive process on the positions, particularly those machines which are bottlenecks, causes unexpected failures, and, as a result, delays in orders realization as well as financial and image consequences for the company.

In this context, it is important for the workers who operate machines and realize basic preventive actions to possess the right qualifications. In connection to this, it is necessary to assess the competences of maintenance workers. What’s more, it is vital to possess formal attitudes in order to conduct a competency analysis in machine maintenance and the possibilities of determining a competency gap to minimize ad hoc assessments. The lack of formalization of such a process causes, that decisions may be wrong because they are not only undertaken on the basis of the existent data and information, knowledge or experience but also on the basis of intuition or intentions of the person doing the assessment.

5.3. Verification of the methodology of the workers’ competency assessment in a chosen enterprise

5.3.1. Level 1: Development of a competency matrix

A competency matrix systematizes the level of knowledge and skills which are possessed by a worker in the specified area. It is successfully used to manage the process of production positions standardization as well as for the activities realized in the autonomous machine maintenance in TPM for operators [2, 5, 17]. For designing a competency matrix the following steps should be performed:

1. Identification of requirements in maintenance.

This step consists of the identification of the required competencies for the identified areas. A competency matrix is commonly designed for the realized activities. However, based on the author’s experience concerning enterprises, it often occurs that maintenance workers are not only dedicated to the specific activities in machine supervision but also to the specific types of machines. That’s why, in the presented model, it is proposed to determine workers’ competencies in two areas: for the specific types of the supervised machines and for the identified activities.

2. Identification of competencies for particular workers.

This step requires the assessment of the fulfillment of the required competencies for every worker. Determining the competencies should be realized for particular workers according to the established requirements and areas (machine types and activities) identified in step 1.

3. Assigning competency levels.

Levels of competency determine the level of knowledge and skills in the analysed area. The proposed levels of competency developed on the basis of the works [17, 20] are presented in table 2. These levels may be presented graphically in the form of defined symbols or in numbers. For every worker, a competency level should be determined according to the identified competencies in step 2.

4. Analysis of the results and determining training needs.

On the basis of the results, a competency matrix should be developed in a graphic form. The developed competency matrix will allow to identify the areas of a low competency level (a competency gap). Each identified area should be assessed. Trainings are primarily required in the area in which the most competency levels with 0 or 1 values were identified.

5.3.2. Development a competency matrix in the analysed enterprise

In the analysed enterprise, a starting point for designing a matrix was to establish the most essential skills, knowledge, workers’ attitudes in both the areas of the machines operated and activities realized in autonomous and preventive maintenance. The required competencies were identified in two areas: operated machines and the realized maintenance activities. In the area of the operated machines, four basic types of machines were identified. Among the realized activities, six basic activities were specified: replacement and replenishment media, machine inspection, reaction to basic failures, machine maintenance, fulfilling the repair and defects cards and vibration measurement. The kind of identified activities results from the specificity of the works realized in the enterprise. Next, competencies for particular workers were identified and their levels were established according to table 2. On the basis of the collected information, a competency matrix was designed – table 3.

In order to assess a competency level of the assessed workers, a number of workers who possess a certain competency level on a given area should be determined quantitatively. Table 4 presents such an analysis for the given enterprise.

The area which primarily needs training is the one with the largest number of competency levels of: first with 0 value, then with 1 value. In the analysed enterprise, these activities are: vibrations measurement, replacement and replenishment media, reactions to basic failures, fulfilling repairs and defects cards, and machine operations of type 1 and 4. A training schedule should be developed for these areas.

| Level | Symbol | Characteristic |
|-------|--------|----------------|
| Level 4 | 4 | A worker may train others. |
| Level 3 | 3 | A worker may independently perform certain tasks. |
| Level 2 | 2 | A worker possesses knowledge and improves his/his skills, but still needs supervision. |
| Level 1 | 1 | A worker is acquiring knowledge and skills. |
| Level 0 | 0 | A worker doesn’t possess knowledge or skills to perform certain tasks. |
5.3.3. Level II – indicative assessment of the level of competency on the basis of competency matrix developed

A competency matrix analysis can be easily done if there are only a few workers. When the number of them is larger, such as analysis in significantly impeded because of the great number of data. Based on the work [2], it is proposed to introduce an indicative assessment of the maintenance workers’ competencies as:

1. The total indicator of a competency assessment for a particular worker ($W_{kc}$).
2. The indicator of workers’ competency in a given area (one chosen activity or one type of an operated machine) ($W_{ko}$).

The total indicator of a worker’s competency ($W_{kc}$) describes a level of each worker competency for all the realized activities, both in machines operation as well as their supervision. The indicator should be calculated from the formula (1).

$$W_{kc} = \frac{(\sum D_0 \cdot 0) + \sum D_1 \cdot 1 + \sum D_2 \cdot 2 + \sum D_3 \cdot 3 + \sum D_4 \cdot 4}{\sum D_n \cdot 4} \cdot 100\% \quad (1)$$

where:

- $W_{kc}$ – is an indicator of one worker’s competency,
- $D_{n}$ – an aggregate number of activities for which a worker possesses $n$th level competency ($D_{n}$ parameter was put into brackets because there is no need to write it in the formula, however it should be remembered that it has influence on $D_{n}$ parameter and at the same time on the $W_{kc}$ indicator result),

It was assumed that $W_{kc}$ indicator value must be larger than 60 ($W_{kc} > 60\%$). Such a border value was adopted based on the author’s experience and the requirements of the analysed enterprise.

Using the matrix (table 3), a number of activities for which a worker possesses the adequate level of competency was determined. For instance: worker 1 doesn’t possess competencies on the level 0, possesses one competency on the levels 1 and 2, five competencies on the level 3 and four competencies on the level 4. Using the formula (1), the value of $W_{kc}$ competency indicator for particular workers in the analysed enterprise was determined (Tab. 5).

The analysis of the obtained results shows that only 2 out of 6 workers fulfil competency requirements - $W_{kc} > 60\%$. The remaining workers have to undergo additional trainings. In order to determine the scope of these trainings, a competency analysis in the chosen area (one chosen activity or one type of operated machines) ($W_{ko}$).

The indicator of the workers’ competency level (a maintenance team) totally in relation to a given activity should be calculated from the formula (2):

$$W_{ko} = \frac{(\sum P_0 \cdot 0) + \sum P_1 \cdot 1 + \sum P_2 \cdot 2 + \sum P_3 \cdot 3 + \sum P_4 \cdot 4}{\sum P_n \cdot 4} \cdot 100\% \quad (2)$$

where:

- $W_{ko}$ – a competency indicator of a team within a given activity,
- $P_{n}$ – a number of activities with workers possessing $n$th level competency ($P_{n}$ parameter was put into brackets because there is no need to write it in the formula, however it should be remembered that it has influence on $P_{n}$ parameter, and at the same time on the $W_{ko}$ indicator result),

Table 3. A competency matrix of workers

| Competency levels | Machines | Activities |
|-------------------|----------|------------|
|                   | Machine operation type 1 | Machine operation type 2 | Machine operation type 3 | Machine operation type 4 | Replacement and replenishment media | Machine inspection | Reaction to basic failures | Machine maintenance | Machine repair and defects cards | Vibration measurement |
| Worker 1          | 2        | 3          | 3          | 3          | 3                      | 3                      | 3                      | 4                      | 1                      | 4                      |
| Worker 2          | 4        | 1          | 3          | 0          | 2                      | 3                      | 0                      | 2                      | 3                      | 4                      |
| Worker 3          | 1        | 4          | 3          | 0          | 3                      | 4                      | 0                      | 2                      | 2                      | 0                      |
| Worker 4          | 0        | 2          | 4          | 2          | 4                      | 3                      | 3                      | 3                      | 1                      | 0                      |
| Worker 5          | 0        | 2          | 0          | 3          | 0                      | 3                      | 5                      | 3                      | 0                      | 0                      |
| Worker 6          | 3        | 1          | 4          | 4          | 0                      | 0                      | 4                      | 4                      | 0                      | 4                      |

Table 4. Results of a competency assessment

| Competency levels | Machines | Activities |
|-------------------|----------|------------|
|                   | Machine operation type 1 | Machine operation type 2 | Machine operation type 3 | Machine operation type 4 | Replacement and replenishment media | Machine inspection | Reaction to basic failures | Machine maintenance | Machine repair and defects cards | Vibration measurement |
| Worker 1          | 2        | 3          | 3          | 3          | 3                      | 3                      | 3                      | 4                      | 1                      | 4                      |
| Worker 2          | 4        | 1          | 3          | 0          | 2                      | 3                      | 0                      | 2                      | 3                      | 4                      |
| Worker 3          | 1        | 4          | 3          | 0          | 3                      | 4                      | 0                      | 2                      | 2                      | 0                      |
| Worker 4          | 0        | 2          | 4          | 2          | 4                      | 3                      | 3                      | 3                      | 1                      | 0                      |
| Worker 5          | 0        | 2          | 0          | 3          | 0                      | 3                      | 5                      | 3                      | 0                      | 0                      |
| Worker 6          | 3        | 1          | 4          | 4          | 0                      | 0                      | 4                      | 4                      | 0                      | 4                      |
Thus, it was assumed that the indicator values are $W_{ko} > 60\%$.

Table 6 presents the established values of the competency indicator $W_{ko}$ for particular activities of the assessed maintenance team in the analysed enterprise.

Analysing the results it can be noticed that 6 out of 10 of the assessed activities take the value under 60\%. It means that in these areas a competency gap appears. The lowest assessed area is the maintenance of type 1 machines and fulfilling the repairs and defects cards – 42\%, and for these areas, in the first place, a training should be organized. In order to identify training needs for particular workers, the assessment results presented in tables 3, 5 and 6 should be considered. In addition, in order to determine training needs the following assumptions were made:

1. In the first place, workers and the areas for which the value of competency indicators $W_{ko}$ and $W_{kc}$ value is lower than 60\% were identified,
2. It was assumed that there should be at least one worker with competency level 4 and minimum two workers with the competency level 3 in every area,
3. If the assumption 2 is met in a given area, and the competency indicator value is lower than 60\%, the workers with the lowest competency level in a given area, are to be trained in the first place.

Table 7 presents a proposal of training needs after taking into consideration the established assumptions.

The presented analysis explicitly determines which worker in which area should be trained. In the first place, training needs for the areas and workers with the lowest competency levels should be realized. Thanks to such a solution, it will be possible to provide highly qualified staff in every maintenance area that is being realized. Workers’ competencies will be increased ensuring that tasks performance will fulfill the specified standards and will guarantee the right exploitation of devices and machines.

### Level III: Assessing the risk of providing a competency level

The identification of a competency gap in an enterprise in many cases is related to the provision of adequate financial resources for their supplementing. In practice, it is very difficult, particularly, for small companies. Thus, what is important is the possibility of the assessment of not providing an adequate competency level of maintenance workers, and, at the same time, of the incorrect realization of a maintenance process. That is why, it is essential to design a risks matrix together with an effective analysis of a risk assessment process in order to optimize resources provision. It is proposed to design such a risk matrix on the basis of $W_{ko}$ indicator values in relation to the consequences (machine availability – $A$ and the Mean Time Between Failures – $MTBF$) that may appear at the wrong level of the competencies provision. Table 8 shows a designed risk matrix. The matrix shows at which values of $W_{ko}$ indicators, the risk of not providing the right level of machine availability ($A$) and $MTBF$ changes in relation to the realized activities (areas). The matrix identifies 5 risks levels (from very low - VL to very high – VH). It was designed on the basis of the author’s experience, the data from the analysed company and with the support of a maintenance expert.

If the values of $W_{ko}$ and $MTBF$ as well as $A$ indicators are in the middle of each range, there is no problem in estimating the risk. However, if these values are at the borders of the ranges, there is a possibility of a subjective assessment of the risk level. What’s more, the analysis results may influence such uncertainty depending on the
available information, knowledge and experience. In these circumstances it is possible to use fuzzy inference based on logic. In this context, the matrix of the risk assessment will be used as the basis for developing the rules for fuzzy inference.

This work presents Mamdani – type fuzzy inference. It is possible to select appropriate membership functions and, with the support of experts, determining the values of these functions within the adopted ranges. The values of $W_{ko}$ and MTBF as well as $A$ indicators will constitute the input into the system of fuzzy inference in order to calculate the risk level. The analysed case will present the determination of the values of the risk level which is supported by fuzzy logic for $W_{ko}$ and availability ($A$) indicator. Input and output parameters are expressed in the quantitative, qualitative and linguistic values. Membership functions described by the formula (3) were adopted for modelling. This function, as presented in works [7, 20, 28], was used in order to minimize the discrepancy between the reality and mathematical modelling:

$$Gaussian(x; c, \sigma) = e^{-\frac{(x-c)^2}{2\sigma^2}}$$  \hspace{1cm} (3)

where $c$ is the centre, $\sigma$ describes the width of a membership function. “Gauss2mf” function, which is available in MATLAB (R2012) programme, was used for modelling [15, 16]. The function described by the formula (4) is a combination of two parameters $(c, \sigma)$ [15]:

$$y_{\text{gauss2mf}}[x; \left[\sigma_1, c_1, \sigma_2, c_2\right]]$$  \hspace{1cm} (4)
MATLAB (R2012) tool was used for performing the proposed process of fuzzy inference [16]. Fig. 5 presents a fuzzy interference model.

Fig. 5. Fuzzy logic model

Fig. 6 presents some rules which were designed based on table 8.

Table 9 presents the adopted values of Gaussian membership function at input and output.

The calculation of the risk level was conducted for $W_{ko}$, indicator value $W_{ko} = 50$ and $D=50$. The risk was assessed at the level $= 3$. The centroid method was used as a defuzzification method. Rule 8 is the strongest in action. It means that the risk of sustaining machine availability on the level 50, at such a competency level, is described as medium.

This analysis will allow to determine on which level a competency indicator should be maintained in order to minimize the risk of its influence on efficiency and effectiveness of the realized in maintenance.

### 6. Summary and conclusions

Effectiveness of a maintenance process in an enterprise requires competent and aware workers. The study results presented in the first part of the work showed that companies are aware of the need of the maintenance workers’ competency assessment. In many companies, these assessments are realized, and on their basis conclusions are drawn and improvement action is undertaken. Many companies, particularly small, do not carry out such actions. That’s why, presented the second part of the work, the three-level methodology of workers’ competency assessment and the example of its use in the given enterprise may help such companies in the selection...
of an adequate competency assessment. The use of an adequately selected method of a competency assessment shall allow to: identify a current level of competencies, but, most of all, to identify the training needs, in order to improve efficiency and effectiveness of the maintenance process realization.

The proposed work has some limitations due to the fact that the method was verified in one company only. That’s why, in the further work, this method will be verified in other companies as well. The results of this verification will allow to identify the limitations deriving from companies functioning and to identify additional essential requirements, which the assessment should take into account.

The implementation of this method is time-consuming. It needs collecting certain information, not only related to workers but also machines, e.g. MTBF indicator, what in many companies, particularly small ones, is organisationally difficult. Therefore, further works should try to support the process of the workers’ assessment with the use of the data collected in CMMS systems. That would allow to obtain the needed information and, at the same time, to facilitate the process of the workers’ assessment.
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Suspended dust pollution in the air seems to be a crucial problem widely influencing on the environment and the society health due to lead, cadmium, nickel and arsenic compounds migration, together with toxic dust. One of the sources of air pollution is dust produced during burning solid, liquid and gas fuels emitted to the atmosphere. Another reason of air pollution is dust occurring as exhaust gases as a consequence of using vehicles, burning diesel fuel in spontaneous ignition engines and abrasion of mechanical elements e.g. braking systems [4, 5]. Sources placed on height lower than 40 metres are called low emission ones. Low emission is the main factor causing smog. Low emission is the main factor causing smog.

The article presents the results of research aimed at developing the construction of an ESP (electrostatic precipitator), as well as the performance and selection of operating parameters of the ESP for household applications. The object of the experiment was the ESP prototype, designed and made by the authors, assigned to be placed in a gas pass of a detached house. A simulation of dustiness caused by burning solid fuels has been done. The experiment has been carried out for two different degrees of dust concentration at the ESP inlet, by controlling the given voltage. The results proved that the proposed constructional solution of the ESP significantly limits low emission PM2.5 and PM10 dust emitted during the process of burning solid fuels: coal and/or biomass in boilers and fireplaces used in households or in small local boiler houses.

Key words: air protection, low emission, PM10 and PM 2.5 dust, electrostatic precipitator, operating parameters.

The air pollution problem has been a subject of analyses carried out by European Environment Agency (EEA) for many years [8]. Their reports indicate for Poland as one of leading countries facing problems especially with suspended dust, occurring mainly by solid fuel combustion. The highest number of days with exceeded standards of PM10 fraction is observed in Bulgaria.

Examinations carried out as a part of international project Aphecom in cooperation with European Thematic Centre on Air and Climate Change (ETC/ACC) showed that increase in morbidity caused by air pollution with PM10 and PM2.5 dust generates additional costs of medical care by 31 billion € in the countries which are members of UE [3, 16].

European Parliament and European Council’s guidance 2008/50/WE published on 21 May 2008, referring to the quality and purity of air for Europe, points at the problem of air pollution (CAFE) [7]. This guidance forces the UE members to take corrective actions in places where exceeding acceptable pollution levels, particularly PM10 and PM2.5 and CO₂, have been noted.

A significant exceeding of suspended dust concentration standards seems to be a serious problem in Poland. According to EEA report from 2017, the amounts of premature death caused by exposition to MP2.5 dust equals 41 300 cases [8]. In big agglomerations and towns where detached...
houses mostly occur, the process of burning low quality coal in household furnaces, fireplaces, local boiler houses are one of the most important sources of low emission dust and harmful gases. Biomass in form of granules (pellets) or burning wood are also a popular source of energy used in households. Physical, chemical and electrical qualities as well as grain composition of dust produced from burning biomass are extremely diversified depending on the kind of fuel and its humidity [19, 21].

Those fuels are often burnt in outdated boilers. It results from economic reasons. In recent years a system of bonuses has been introduced in Poland in order to encourage the users of outdated boilers and furnaces to replace them with new appliances. A big effort to enable as big as possible number of individual users the access to urban heating network has been done. However, all these activities tend to be long-lasting. Nowadays experiments on underground gasification are being carried out. Gas produced this method used as energy carrier will make possible to limit the emission of suspended dust formed during burning coal [14].

One of methods limiting air pollutants emission, particularly PM10 and PM2.5 fractions, is introducing an easy in usage ESPs which can be applied in households and local boiler houses equipped with a boiler of energy power up to 40 kW. Tests of this kind of devices, varying in construction solutions are being carried out by science centres [9, 18] as well as commercial products manufacturers [10], (OekoSolve – Switzerland, RWE Aktiengesellschaft – Germany, Ruff-Kat GmbH Holzkirchen – Germany, Zumikron Rüegg – Switzerland). In Department of Manufacturing Systems AGH University of Science and Technology some experiments have been also been undertaken. They resulted in developing a construction of an ESP designed to be placed in a detached house’s gas pass. The ESP limits dust pollution emission occurring during the process of burning solid fuels to the level below the one recommended in The European Council Guidance 2015/1189 [6] which estimates maximum solid particles emission in the in solid fuel automatically supplied boilers at 40 mg/m³.

2. Examination method

2.1. Physicochemical properties of dusts

Physicochemical properties of dust from fuel combustion affect the choice of a constructional solution and the ESP electric parameters [12, 13]. Examination of a dedusting gas-dust aerosol process has been carried out for dust produced from burning coal and biomass. They are typical solid fuels used as heating energy carriers in households and local boiler houses.

While examining dust, particular physical and chemical qualities, essential in the process of electrostatic exhausted gases dedusting, have been defined:

- relative density (pycnometer method),
- humidity (gravimetric method),
- flammable parts content (gravimetric method),
- grain composition (Mastersizer 2000 Malvern Instruments Ltd. analyzer),
- dust layer resistivity (high voltage direct current method),
- dust layer breakdown voltage (high voltage direct current method).

2.2. ESP test stand

The examination of the dust grains separating process has been done in a laboratory ESP made of alloy steel H17N13M2. Technical parameters of the ESP:

- chamber diameter ø150 mm,
- active length 1000 mm,
- discharge corona electrode – exchangeable electrodes of varied contours and emissivity,
- variable-capacity dust feeder,
- air flow through the chamber generated by a centrifugal fan of changeable efficiency, providing the ability to change the flow velocity ranging from 1-10 m/s,
- supplying circuit: 1-phase 230 V AC, high voltage 10-70 kV DC, current I ≤ 2 mA,
- controlling-measuring circuit and purifying collecting electrode executive circuit.

During the experiment following measurements have been made: carrier (air) flow velocity through the ESP chamber, discharge electrode supply voltage, dust presence at the ESP outlet (using triboelectric dust meter) as well as its concentration measured by gravimetric method. A view of the laboratory ESP is shown in Figure 1.
are negatively charged and deposit on the grounded collecting electrode mostly towards the collecting electrodes. The majority of dust grains taking up electric charge. Electrically charged dust grains move in the area between electrodes can be described as electron avalanche starts. The process of electric charge gathering by source are phenomena occurring in the nearest surrounding the discharge from gas ions to the dust grains plays the main role. Their content on the collecting electrode [2, 11]. Transmitting electric charge electrode designed for a household usage should be characterized by initial corona voltage. It was established that the tabular ESP discharge electrode parameters selection is providing such conditions that dust grains introduced into the ESP chamber (5). A thick-walled pipe made of dielectric material, with a dust meter probe (6) and air flow velocity measurement unit (7) have been placed at the outlet of the ESP. Additionally, a system to purify the chamber from the dust deposited on its surface, enabling periodical removing it from the collecting electrode, has been designed. Electric circuits of the stand consist of: discharge electrode high voltage supplier, high voltage measurement (11) and ESP current circuits (12). Air flow velocity through the ESP chamber is measured on-line with a measurement turbine (7) with a Hall effect sensor. Presence of the dust at the ESP outlet is recorded with the usage of a triboelectric dust meter. Voltage signals from the measurement circuits of the discharge electrode supplying voltage, current flowing between the collecting electrode and the circuit mass as well as the signal from the dust meter outlet were sent to the data acquisition NI-USB 6039 card. A measurement card working at sampling frequency of 1 kHz recorded averaged value of measured voltages. The data collecting program, working as a virtual XY recorder, enables recorded data visualization on-line. The data have been recorded in ASCII files in order to complete their further analysis.

### 2.3. The discharge of the electrode parameters selection

A tubular ESP designed for a household usage has only one discharge electrode, placed centrally in the chamber. The selection of its electric parameters has a crucial importance in a proper run of the exhausted gases dedusting process.

Basic criterion of the ESP discharge electrode parameter selection is providing such conditions that dust grains introduced into the ESP chamber could receive electric charge to make them migrate and deposit on the collecting electrode [2,11]. Transmitting electric charge from gas ions to the dust grains plays the main role. Their source are phenomena occurring in the nearest surrounding the discharge electrode, more precisely, from the points on its surface where electron avalanche starts. The process of electric charge gathering by the dust grains in the area between electrodes can be described as their taking up electric charge. Electrically charged dust grains move mostly towards the collecting electrodes. The majority of dust grains are negatively charged and deposit on the grounded collecting electrode.
assumed that mast electrodes will be a much better construction. Owing to their rigidity, they can be successfully placed in ESP chamber by means of mono-point fixing from the top, which simplifies the ESP construction and eliminates the probability of short-circuit on conducting bridges of dust, which could deposit on the lower fitting element of the discharge electrode.

The emissivity measurement results for selected electrodes have been shown in Figure 4.

The analysis of the results proved that the construction of a mast spike type electrode supposed to be modified to receive better electric parameters. The measurements confirmed the correctness of such a solution. A mast electrode “A” typed is characterized by very high emissivity and low initial corona voltage $U_0 = 5,7 \text{kV}$.

Some initial assumptions have been done concerning the process of dedusting exhaust gases produced from solid fuels (coal and biomass) burning in fireplaces and heating boilers. Those assumptions referred to power of the applied boiler, sorts and properties of solid fuels, efficiency of dust separation by the ESP, simplicity of the constructional solution, minimizing its building and operating costs. Estimating the ESP efficiency of the dust separating, it has been defined that the dust concentration at the ESP outlet should not exceed 40 mg/m$^3$, was indicated in UE guideline 2015/1189 [6].

Taking under consideration the diversity of energy boilers operating in households, their technical state as well as parameters of fuels burnt in them, there is no possibility to define unmistakably the quality (physical and chemical dust properties) and the quantity (flow velocity, dust concentration at the boiler outlet) parameters of purified exhaust gases. In such case the most disadvantageous dedusting parameters should be accepted. Consequently, to reach the amount of dust aerosol which is necessary to obtain carrier flow velocity 1.0 m/s and 1.5 m/s assumed a concentration at the ESP inlet:

- 2000 mg/m$^3$ of air,
- 4000 mg/m$^3$ of air.

Dust separating efficiency by the ESP dust concentration was 7 to 12 times higher comparing to the calculated dust concentration for given boiler heating power and calorific value of fuels. Also the assumed carrier flow velocity through the ESP chamber was about twice higher than the one defined in calculations. A series of measurements changing the air flow velocity in the ESP chamber, dust concentration and discharge electrode supply voltage was carried out.

During the examination of the dedusting process the ESP operating current change has been defined as a function of the supply voltage for chosen dust concentration values at given velocity of the gas-dust aerosol flow through the chamber. The relationship between the value of the ESP inter-electrode current and the discharge electrode supply voltage has been shown in Figure 5.

The ESP current measurements results proved a slight effect of dust concentration and the carrier flow velocity onto the current values. The current changes in the whole range of dust concentration changes and the carrier velocity have not exceeded 10%. It means that the ESP current depends mainly on its contours, the discharge electrode supply voltage and the current efficiency of the high voltage supplier.

On the basis of carried out measurements, the change of dust concentration at the ESP outlet has been defined as a function of the discharge electrode supply voltage. The results received for dust produced from coal and biomass combustion have been shown in Figure 6 and Figure 7.

The most important operating parameter for the ESP is a dedusting efficiency. Gaining high efficiency by the ESP confirms a proper selection of its geometrical features adjusted during the designing process. A correct selection of features has an influence on the discharge electrode parameters, as also the effectiveness. A selection of a high voltage supplier, its output voltage and current efficiency are also important. The results of coal and biomass fly ashes dedusting...
### Table 2. ESP efficiency for coal fly ash for chosen values of discharge electrode voltage supply

| Coal fly ash | Carrier flow velocity 1 m/s | Carrier flow velocity 1.5 m/s |
|--------------|----------------------------|--------------------------------|
| **ESP Operating voltage [kV]** | **Dust concentration at the ESP inlet 2000 [mg/m³]** | **ESP efficiency [%]** | **Dust concentration at the ESP inlet 4000 [mg/m³]** | **ESP efficiency [%]** | **Dust concentration at the ESP outlet 2000 [mg/m³]** | **ESP efficiency [%]** | **Dust concentration at the ESP outlet 4000 [mg/m³]** | **ESP efficiency [%]** |
| 0 | 500.0 | 0.0 | 840.0 | 0.0 | | | | |
| 5 | 226.7 | 54.7 | 673.3 | 19.8 | | | | |
| 10 | 26.7 | 94.7 | 66.7 | 92.1 | | | | |
| 15 | 6.7 | 98.7 | 20.0 | 97.6 | | | | |
| 30 | 6.7 | 98.7 | 6.7 | 99.2 | | | | |
| **ESP Operating voltage [kV]** | **Dust concentration at the ESP inlet 2000 [mg/m³]** | **ESP efficiency [%]** | **Dust concentration at the ESP inlet 4000 [mg/m³]** | **ESP efficiency [%]** | **Dust concentration at the ESP outlet 2000 [mg/m³]** | **ESP efficiency [%]** | **Dust concentration at the ESP outlet 4000 [mg/m³]** | **ESP efficiency [%]** |
| 0 | 830.0 | 0.0 | 141.3 | 0.0 | | | | |
| 5 | 700.0 | 15.7 | 126.0 | 10.8 | | | | |
| 10 | 126.7 | 84.7 | 226.7 | 84.0 | | | | |
| 15 | 40.0 | 95.2 | 120.0 | 91.5 | | | | |
| 20 | 6.7 | 99.0 | 33.3 | 97.6 | | | | |
| 30 | 6.7 | 99.2 | 20.0 | 98.6 | | | | |
efficiency for chosen values of the ESP discharge electrode supply voltage at the carrier flow velocity \( v = 1.0 \text{ m/s} \) and \( v = 1.5 \text{ m/s} \) have been compared in Table 2.

The analysis of the results presented in Table 2 indicates high ESP efficiency. Accepting the most unfavorable ESP operating conditions e.g. high velocity of flowing exhaust gases and high dust concentration at the boiler outlet, the discharge electrode voltage (for a \( \phi 150 \text{ mm} \) diameter chamber) should equal about 20 kV. For such voltage, ESP operating current \( I \) will not exceed 0.5 mA.

The results of analogical ESP efficiency measurement for biomass fly ash are depicted in Table 3.

The analysis of the results indicates that in case of biomass fly ash at the discharge electrode supply voltage \( U \geq 15 \text{ kV} \), the suspended dust concentration at the ESP outlet is lower than the concentration level recommended by The European Council Guidance (40 mg/m³). The measurements results shows above proved effectiveness of separation, both coal and biomass fly ashes, although these dusts have different physicochemical and electrical properties.

### 4. Conclusion

The experiment and the analysis of the measurements results were aiming at developing an idea of a construction of the ESP and a selection of its geometrical, electrical and processing parameters. This target has been reached, which can be confirmed by the received ESP efficiency. It has been defined the ESP operating parameters providing a proper run of the process of separating solid fuels fly ashes used in households.

The results of verifying examination carried out on a laboratory stand with the usage of coal and biomass fly ashes proved that the ESP separates dust according to the accepted assumptions. It has been confirmed by carrying out a dusting test in which gas-dust aerosol concentration 12-times exceeded the concentration values resulting from the exploitation of an energy boiler in household conditions. In those tests dust was loaded to the ESP in such quantity to reach 4000 mg/m³ of its concentration at the outlet. At supply voltage \( U = 20 \text{ kV} \) ESP efficiency was equal or greater than 97.6%. It means that selected operating conditions (with the parameters similar to model dust produced from coal and biomass combustion) caused a decrease in dusting from 300 mg/m³ to values lower than 10 mg/m³. Thus, the received results indicate for the correctness of the idea of an ESP construction.

The validation of the ESP constructional solution for households needs required examining the ESP device in real conditions. Due to that fact, the ESP of \( \phi 180 \text{ mm} \) diameter chamber prototype has been made for household needs. It has been installed in a gas pass in a building heated with an energy boiler DEFRO Optima Comfort 15STD of 15 kW feeds with coal or wood pellets. That ESP has been equipped with a collecting electrode dust deposits dislodged system. It enables a proper run of the dedusting exhaust gases process. The ESP is supplied from one-phase 230V electric network. The supply circuits consist of: a high voltage supplier 30 kV DC, a microprocessor controller supervising ESP operation e.g. conjunction temperature exceeding

### Table 3. ESP efficiency for biomass fly ash for chosen values of discharge electrode voltage supply

| ESP operating voltage [kV] | Dust concentration at the ESP inlet \( 2000 \text{ mg/m}^3 \) | ESP efficiency [%] | Dust concentration at the ESP outlet \( 4000 \text{ mg/m}^3 \) | ESP efficiency [%] |
|---------------------------|--------------------------------------------------|--------------------|--------------------------------------------------|--------------------|
| 0                         | 393.3                                            | 0.0                | 773.3                                            | 0.0                |
| 5                         | 166.7                                            | 57.6               | 393.5                                            | 49.1               |
| 10                        | 67                                               | 98.3               | 6.7                                              | 99.1               |
| 15                        | 67                                               | 98.3               | 6.7                                              | 99.1               |
| 30                        | 3.3                                              | 99.2               | 6.7                                              | 99.1               |

| ESP operating voltage [kV] | Dust concentration at the ESP inlet \( 2000 \text{ mg/m}^3 \) | ESP efficiency [%] | Dust concentration at the ESP outlet \( 4000 \text{ mg/m}^3 \) | ESP efficiency [%] |
|---------------------------|--------------------------------------------------|--------------------|--------------------------------------------------|--------------------|
| 0                         | 666.7                                            | 0                  | 1100.0                                           | 0.0                |
| 5                         | 440.0                                            | 34                 | 753.3                                            | 31.5               |
| 10                        | 26.7                                             | 96                 | 46.7                                             | 95.8               |
| 15                        | 3.3                                              | 99.5               | 6.7                                              | 99.4               |
| 30                        | 3.3                                              | 99.5               | 3.3                                              | 99.7               |
the dew-point in the ESP chamber, the time interval of purifying the electrode from dust deposit, the appliance operating state etc. The estimated power consumption at nominal load does not exceed 30W.

The idea of the constructional solution shown above, after further exploitation experiments, will enable production of ESP suitable for individual needs.
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Identyfikacja przyczyn pogorszenia stanu powierzchni obrabianej na tokarce kołowej

Słowa kluczowe: Drgania samowzbudne, Analiza modalna, Metoda elementów skończonych, Obrabiarka CNC

Streszczenie: Problemy eksploatacyjne są często wykrywane dopiero po uruchomieniu maszyny i po pierwszych próbach obróbki. Obrabiarki ciężkie są specyficzną grupą maszyn do obróbki ze względu na charakter ich procesu produkcyjnego. W procesach produkcyjnych tego typu maszyn, ze względu na jednostkowy charakter produkcji i koszty, nie buduje się wersji prototypowych i nie wykonuje się na nich testów. Tym samym, przed wersją ostateczną, metody symulacji komputerowych są często jedynymi narzędziami walidacji projektu na etapie projektowania. Różnorodność zastosowań i indywidualność produkcji są przyczyną braku opracowanych norm określających sztywność i precyzję obróbki wykonywanej przez ciężkie obrabiarki. Autorzy rozpatrują przypadki ciężkiej do zestawów kół kolejowych, w której podczas eksploatacji stwierdzono pewne problemy, które uniemożliwiają wytwarzanie przy zadanych parametrach w celu osiągnięcia pożądanego kształtu, wymiarów i jakości powierzchni. W artykule przedstawiono kompleksowe podejście do identyfikacji kształtu i częstotliwości drgań własnych konstrukcji nośnej obrabiarki oraz ich potencjalnych źródeł, na przykładzie poziomej tokarki do zestawów kolejowych. Autorzy w swoich badaniach zgodnie z uzyskanymi wynikami i ich doświadczeniem z zakresu projektowania ciężkich obrabiarek i badań podkreślają drgania samowzbudne, które są rzadko brane pod uwagę w tego typu maszynach, ale mają znaczący wpływ na zachowanie modalne maszyny.

1. Wprowadzenie

W związku z ogólną tendencją do zwiększania wydajności obróbki i rozwojem obrabiarek w kierunku nazywanym HSC (High Speed Cutting) producenti obrabiarek stają przed nowymi wyzwaniiami. Wiązać się one z koniecznością projektowania obrabiarek, których konstrukcja nie zawsze może zostać oparta na dotychczasowych doświadczeniach
i rozwiązaniach konstrukcyjnych. Obrabiarki ciężkie stanowią specyficzną grupę wśród maszyn obróbkowych ze względu na charakter procesu ich produkcji [22, 23]. Mając na uwadze ograniczone zapotrzebowanie, proces projektowo–konstrukcyjny oraz produkcja mają charakter małoseryjny lub nierzadko jednostkowy. Przy produkcji tego typu obrabiarek ze względu na jednostkowy charakter produkcji oraz wysokie koszty, nie wykonuje się wersji prototypowych i badań na nich. Stąd przed wykonaniem finalnej wersji komputerowe metody symulacyjne stają się nierzadko jedynym narzędziem weryfikacyjnym projektu konstrukcyjnego. Różnorodność zastosowań oraz jednostkowość produkcji są powodem braku opracowanych norm definujących sztywności i dokładności obróbki realizowanej przez ciężkie obrabiarki. Brak prowadzonych badań na prototypach skutkuje brakiem korekt niewłaściwie zaprojektowanych rozwiązań. Stosunkowo bardzo krótki czas realizacji nowego zamówienia wymusza stosowanie starych, sprawdzonych rozwiązań, które nie zawsze są rozwiązaniom optymalnym. Problemy eksploatacyjne często wykrywane są dopiero po uruchomieniu obrabiarki i pierwszych próbach obróbki. Doświadczenie autorów pozwala stwierdzić, że bardzo często są to problemy związane z drganiami wymuszonymi i drganiami samowzbudnymi, a w konsekwencji z ograniczeniem możliwości obróbki z założonymi parametrami skrawania. Taka sytuacja miała również miejsce w przypadku, tokarki kołowej, której dotyczy niniejsze opracowanie.

2. Materiały i metody

2.1. Charakterystyka obiektu badań

Współpraca szyny z zestawem kołowym wymaga regularnego odtwarzania profilu jezdnych zestawu kołowego. W tym celu stosowane są tokarki kołowe oraz podtorowe. Zastosowanie tokarki kołowej do regeneracji profilu jezdnych wymaga zdemontowania zestawu kołowego. Od obrabiarek tych wymaga się wysokiej precyzji, a także efektywności procesu, co wynika ze stałego zużycia wymagań dotyczących dokładności podzespołów jezdnych. W procesie toczenia zestawu kołowego mogą powstawać drgania, wynikające m.in. z nierównomiernego zużycia powierzchni jezdnej [6, 10, 16, 19, 22, 28, 29]. Ruch obrotowy takiego niewyważonego zestawu może być źródłem drgań i niestabilności procesu. Ponadto w procesie obróbki powstają duże siły skrawania, które przenoszone są na podzespoły obrabiarki. W konsekwencji tokarki kołowe muszą charakteryzować się sztywną i odporną na drgania konstrukcją [5, 7, 15, 18, 21, 25]. Analizowana obrabiarka należy do grupy tokarek kołowych typu nieprzelotowego, co oznacza, że zarówno wjazd jak i wyjazd zestawu kołowego z obrabiarki odbywa się z przodu.
Zestaw kołowy podczas obróbki jest na obu końcach w kłach wysuwanych z korpusów koników. Ponadto z obu stron zestaw kołowy spoczywa na dwóch rolkach i napędzany jest cierniem trzecią rolką dociskaną od góry. Takie rozwiązanie jest w chwili obecnej coraz bardziej popularne. Zastosowanie napędu rolkowego pozwala uniknąć odcisków występujących w rozwiązaniach napędu z zabierakami, a tym samym powstania karbu, który jest niebezpieczny szczególnie w przypadku kolei szybkobieżnych. Taki sposób mocowania pozwala również na zwiększenie dokładności obrotowej i zmniejszenie bicia promieniowego. Także siły działające na kły ustalające zostają zmniejszone.

Do rozwiązania problemu identyfikacji przyczyn nadmiernych drgań w obrabiarcie zastosowano równocześnie analityczną jak i numeryczną analizę drgań w układzie: obrabiarka-proces skrawania. Postawiono tezę, że przyczyną nadmiernych drgań jest utrata stabilności w układzie obrabiarka-proces skrawania, czyli powstanie drgań samowzbudnych. Analityczne rozwiązanie, tj. podniesienie granicy stabilności wymaga w pierwszym rzędzie zidentyfikowania częstotliwości drgań samowzbudnych, np rozwiązując tożsamość $\text{Im}[K(j\omega)]=0$, gdzie: $\omega$ - pulsacja drgań samowzbudnych, $K(j\omega)$ a transmitancją układu otwartego a następnie wyznaczenie zapasu stabilności. Ten zapas stabilności można zmieniać poprzez np. obniżenie podatności dynamicznej układu mechanicznego lub współczynnik wzmacnienia w procesie skrawania. Taki, klasyczny sposób postępowania jest źmudny i trudny w analitycznym postępowaniu. Dzięki metodzie numerycznej (MES) można było zidentyfikować prawdopodobną częstotliwość drgań samowzbudnych oraz przetestować zmiany w podatności dynamicznej układu mechanicznego, wywołane proponowanymi zmianami konstrukcyjnymi.

2.2. Model obrabiarki

Obróbka zestawu kołowego przy zachowaniu wymaganych parametrów skrawania wykazała występowanie drgań w układzie OUPN: (obrabiarka, uchwyt, przedmiot obrabiany i narzędzie skrawające). W konsekwencji, niemożliwe było uzyskanie wymaganej dokładności obróbki, a uzyskana powierzchnia wykazała wysoką falistość i chropowatość (Rys. 1).

Rysunek 1. Porównanie jakości obrabianej powierzchni dla różnych parametrów obróbki A) A = 5mm, S= 99m/min, f = 1,5 mm/rot, d = 856mm B) A = 4mm, S= 90m/min, f = 1,5 mm/rot (21%) d = 856mm.
Wszelkie próby identyfikacji przyczyn tej sytuacji nie przyniosły pożądanych rezultatów. Przeprowadzono także badania eksperymentalne według [12], w celu określenia częstotliwości drgań występujących podczas obróbki (Rys. 2, Rys. 3).

Analiza łańcucha kinematycznego układu napędowego wykluczyła możliwość generowania drgań w napędach. W celu określenia przyczyn powstawania drgań i metod przeciwdziałania im posłużono się metodą elementów skończonych. Przeprowadzono szereg analiz numerycznych, zgodnie z aktualnymi trendami w symulacjach numerycznych [2, 3, 4, 13, 14], na modelu tokarki w celu oceny jej sztywności statycznej, postaci i częstotliwości drgań własnych i odpowiedzi układu na wymuszenie harmoniczne.

2.3. Model MES

W celu określenia własności dynamicznych modelu tokarki kołowej zastosowano system ANSYS. Do symulacji wykorzystano możliwości modułu do analizy modalnej określając pierwsze postacie drgań własnych oraz odpowiadające im częstotliwości. Na podstawie modelu CAD 3D tokarki kołowej opracowano modele dyskretne całej tokarki oraz niezależnie suportu w konwencji Metody Elementów Skończonych. Modele wykonano jako bryłowe. Dyskretyzacji modeli dokonano w oparciu o elementy skończone 3D ośmiowęzłowe typu HEXA i czterowęzlowe typu TETRA. Łączna liczba elementów skończonych modelu
całej tokarki z zestawem kołowym wynosiła 949791, a liczba węzłów 4092309. Widoki modelu tokarki kołowej po dyskretyzacji przedstawiono na rysunku (Rys. 4). Sposób przyjęcia warunków brzegowych dla modelu całej tokarki wynikał z jej posadowienia. Dlatego też w miejscu mocowania łóża do fundamentu odebrano wszystkie stopnie swobody. Ze względu na to, iż korpusy tokarki wykonano jako stalowe spawane, dla wszystkich elementów modelu przyjęto jednakowe własności materiałowe, właściwe dla stali (Tab. 1).

![Model MES analizowanej tokarki kołowej.](image)

**Tabela 1.** Własności materiałowe przyjęte do badań MES.

| Własność                   | Stal konstrukcyjna |
|----------------------------|---------------------|
| Moduł Younga [MPa]         | 2*10⁵               |
| Współczynnik Poissona      | 0.3                 |
| Gęstość [kg/m³]            | 7850                |

### 3. Wyniki i dyskusja

W pierwszej kolejności przeprowadzono analizę modalną samego zestawu kołowego, określając częstotliwości i postacie drgań własnych dla podparcia w kłach (Fig. 4). Pierwsza z postaci giętych charakteryzuje się częstotliwością zbliżoną do uzyskanej w badaniach eksperymentalnych. Podparcie w kłach i uwzględnienie konstrukcji koników powinno spowodować spadek częstotliwości i lepsze dopasowanie do wyników uzyskanych podczas eksperymentu.
Rysunek 5. Trzy pierwsze postaci drgań własnych zestawu kołowego odpowiadające częstotliwościom: a) $f_1 = 45.1$ Hz; b) $f_2 = 52.0$ Hz; c) $f_3 = 74.1$ Hz.

Rysunek 6. Trzy pierwsze postaci drgań własnych tokarki kołowej odpowiadające częstotliwościom: a) $f_1 = 35$ Hz; b) $f_2 = 37$ Hz; c) $f_3 = 41$ Hz.

W dalszej kolejności dokonano analizy modalnej obrabiarki z zamocowanym zestawem kołowym. W wyniku przeprowadzonych analiz (Rys. 6), dla dwóch pierwszych postaci drgań własnych, stwierdzono występowanie z tą samą częstotliwością drgań suportów i koników.
wraz z zestawem kołowym. Ujawnione częstotliwości są niższe od określonych dla samego zestawu kołowego, co wynika z podatności układu ustalającego i podpierającego zestaw kołowy. W wyniku przeprowadzonych analiz stwierdzono również brak wpływu zmiany wysuwu suwaków na uzyskane wyniki drgań własnych. Można równocześnie stwierdzić, że wszystkie z ośmiu zidentyfikowanych częstotliwości rezonansowych pokrywają się z wynikami badań eksperymentalnych, a określone postacie mogą mieć niekorzystny wpływ na dokładność obróbki.

Wyniki przeprowadzonych analiz (Rys. 7) wskazują na zbyt małą sztywność konstrukcji. Pomimo stosunkowo dużej sztywności statycznej suportów, mierzonej w miejscu mocowania narzędzia, są one słabym ogniwem konstrukcji. Wynika to z ich kolumnowej budowy, co skutkuje wysoko położonym środkiem ciężkości obniżającym częstotliwości drgań własnych.

Znaczenia ma również podatność konstrukcji łoża. Łoże niemal o połowę zwiększa podatność w odniesieniu do samego suportu, przy założeniu obciążenia w górnej jego części (Rys. 8). Stwierdzone podczas pracy drgania mogą być drgami wymuszanymi. Jednak aby można było mówić o drganiach wymuszonych w układzie musiałoby pojawić się ich źródło. Wydaje się, że przyczyną powstawania takich drgań mogłaby być jedynie graniastość obrabianego koła. Wszystko wskazuje zatem na występowanie drgań samowzbudnych wynikających z procesu skrawania.

W odpowiedzi na uzyskane wyniki i analizę rezultatów badań obiektu rzeczywistego zaproponowano cztery sposoby poprawy własności eksploatacyjnych obrabiarki. W pierwszej kolejności można dokonać zmian parametrów skrawania. Będzie to jednak skutkować obniżeniem wydajności procesu i niekoniecznie poprawi istniejący stan ze względu na bardzo blisko położone kolejne częstotliwości drgań własnych obrabiarki.

Kolejnym rozwiązaniem, mogłoby być wprowadzenie eliminatora drgań w postaci dodatkowej masy z odpowiednio dobranym tłumieniem. Jak pokazały kolejne analizy numeryczne obrabiarki takie rozwiązanie nie zmienia znacząco częstotliwości drgań, zmieniając nieznacznie ich amplitudę (Rys. 9 i 10). W rezultacie dalej pozostajemy w zakresie częstotliwości rezonansowych.
Trzecie rozwiązanie dotyczy zmian konstrukcyjnych górnej części łoża i zmiany konstrukcji suportów. Może ono znacząco poprawić własności eksploatacyjne obrabiarki, wymaga jednak wykonania projektu, analizy numerycznej zaproponowanego rozwiązania i wyłączenia obrabiarki z eksploatacji celem dokonania zmian w jej konstrukcji. Ostatnie rozwiązanie wymaga również ingerencji w istniejącą konstrukcję poprzez wypełnienie wybranych korpusów polimerobetonem. W efekcie nie otrzymamy znaczącej zmiany częstotliwości, zatem dalej obrabiarka pracować będzie w zakresie rezonansowym, jednak powinniśmy uzyskać nawet kilkukrotnie obniżenie amplitudy drgań.
4. Wnioski

Przedstawiona próba poprawy dokładności obróbki tokarki kołowej pokazuje, że na etapie eksploatacji jest to zadanie bardzo trudne. W pierwszej kolejności wymaga przeprowadzenia badań eksperymentalnych, np. analizy drgań podczas obróbki. W kolejnym kroku konieczne jest opracowanie modelu i przeprowadzenie analiz numerycznych celem uzyskania wyników referencyjnych do dalszych analiz. Mając zestawione w ten sposób dane (m.in. częstotliwości własne, wskaźniki sztywności) można przystąpić do wprowadzania modyfikacji konstrukcji. Na tym etapie jednak możliwości są bardzo ograniczone a uzyskane efekty nie zawsze będą satysfakcjonujące. Dlatego też decydując się na wprowadzenie nowego rozwiązania konstrukcyjnego obrabiarki lub zwiększenia dotychczasowych parametrów obróbki najkorzystniej ten proces zrealizować na etapie projektowania. Wpłynąć to może na ograniczenie lub uniknięcie problemów eksploatacyjnych przedstawionych w niniejszym artykule.

Wymuszenia dynamiczne w tokarkach kołowych są na ogół niskiej częstotliwości, ponieważ prędkość obrotowa wrzecion są rzędu 1 – 2Hz. Dlatego pojawienie się drgań o częstotliwościach rzędu kilkudziesięciu Hz raczej nie można interpretować jako drgania wymuszone. Ich przyczyną raczej będzie utrata stabilności, czyli powstanie drgań
samowzbudnych [11, 20, 22]. Drgania samowzbudne powstają w układzie zamkniętym (Rys. 11 a, b), w którym oprócz układu mechanicznego występuje także proces skrawania. Tak więc ich pojawienie się uzależnione jest zarówno od podatności dynamicznej układu mechanicznego W(\(\omega\)) jak i od modelu procesu skrawania \(K_{PS}(\omega)\) [9,17,24].

Rysunek 11. Schemat drgania samowzbudne. A) B) Układ drgań samowzbudnych C) Odpowiedź częstotliwościowa na utratę stabilności

Zgodnie z kryterium Nyquista utrata stabilności (co jest równoznaczne z powstaniem drgań samowzbudnych) ma miejsce, jeżeli charakterystyka widmowa układu otwartego \(K_0(\omega) = W(\omega)K_{PS}(\omega)\) nie obejmuje punktu (-1, \(\omega\)) (Rys. 11c), czyli kiedy spełniona jest nierówność \(K_0(\omega) = W(\omega) KPS(\omega) > -1\) (charakterystyka \(K_0(\omega)\) ma w obszarze częstotliwości drgań samowzbudnych wartość ujemną). Jeżeli więc podatność dynamiczna układu mechanicznego jest duża, np. w wyniku niskiej sztywności statycznej, to warunek stabilności może nie zostać spełniony i wówczas powstaną drgania samowzbudne.

Cechą drgań samowzbudnych jest to, że ich częstotliwość jest bliska jednej z częstotliwości drgań własnych układu mechanicznego. Jeżeli więc takie drgania się pojawią to naturalną drogą do ich wyeliminowania jest taka zmiana konstrukcyjna, która prowadzi do zmiany częstotliwości drgań własnych. Dla istniejącej obrabiarki jest to jednak praktycznie niemożliwe. Wtedy pozostają inne rozwiązania [1, 8], które można nazwać technologicznymi, a dotyczące parametrów obróbki, czyli dotyczące zmiany \(K_{PS}(\omega)\).

Ponieważ częstotliwość drgań samowzbudnych jest bliska jednej z częstotliwości drgań własnych układu mechanicznego, to analiza modalna pozwala na jej zidentyfikowanie. Klasyczna metoda wyznaczania częstotliwości drgań samowzbudnych polega na rozwiązaniu warunku \(\text{Im}[K_0(\omega_0)]=0\), gdzie \(\omega_0\) – pulsacja drgań samowzbudnych, ale wymaga ona znajomości charakterystyki dynamicznej procesu skrawania \(K_{PS}(\omega)\).

**Źródło finansowania:** Publikacja została dofinansowana z dotacji statutowej Wydziału Mechanicznego Technologicznego Politechniki Śląskiej w roku 2017.
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Ocena procesu narastania przebiegu podczas eksploatacji samochodów ciężarowych w kilku kategoriach pojemności silnika

Słowa kluczowe: przebieg samochodów, eksploatacja samochodów, samochody ciężarowe, ocena przebiegu samochodów

Streszczenie
W czasie wieloletniej eksploatacji samochodów zmianie ulega intensywność ich użytkowania oraz zakres realizowanych zadań transportowych. Zmiany te są rezultatem analizy kosztów eksploatacji, niezawodności oraz osiąganych parametrów trakcyjnych. Zmiany w procesie eksploatacji, które zachodzą wraz z wiekiem samochodów, analizowano na podstawie przebiegu prawie 9000 samochodów ciężarowych. Analizowany jest dwudziestoletni okres eksploatacji pojazdów. Rezultaty tej analizy wykorzystano podczas estymacji modeli matematycznych, które opisują zasadnicze cechy procesu narastania wartości przebiegu, pojawiające się w ostatnich latach wraz z intensywnym wzrostem transportu drogowego w Polsce. Opracowano modele narastania przebiegu w siedmiu kategoriach pojemności silnika. Podano współczynniki równań tych modeli oraz dokonano wszechstronnej oceny dokładności obliczonych na ich podstawie wartości przebiegu. Obliczone względne miary rozrzutu wartości przebiegu z tych modeli nie przekraczają 12% od wartości średnich, wyznaczonych z danych eksperymentalnych.

Zaproponowano procedurę postępowania, która prowadzi do wyznaczenia oceny procesu narastania przebiegu i jest oparta na dotychczasowych doświadczeniach w tym zakresie. Pokazano, że proces narastania przebiegu ma silny związek z pojemnością silnika. Proces narastania przebiegu jest ważnym źródłem informacji podczas planowania eksploatacji pojazdów, prognozowania kosztów, a także oceny emisji spalin i zużycia energii w całym cyklu eksploatacji samochodów w firmach transportowych.

1. Wprowadzenie i analiza stanu zagadnienia

Samochody ciężarowe są dobierane do planowanych zadań transportowych. Podczas tego doboru istotne znaczenie ma m. in.: ładowność, masa własna, zużycie paliwa, pojemność silnika. Czynniki te są ze sobą wzajemnie powiązane, np. pojemność silnika ma wpływ na moc i zużycie paliwa. W czasie wieloletniej eksploatacji samochodów zmianie ulega intensywność ich użytkowania oraz zakres realizowanych zadań transportowych. Podstawową miarą intensywności eksploatacji pojazdów jest tempo narastania ich przebiegu. Wartości przebiegu samochodów są podstawą do planowania eksploatacji i prognozowania kosztów. Przebieg samochodów jest analizowany w różnym zakresie podczas oceny ryzyka ubezpieczeniowego [6, 15], emisji spalin [1, 5, 12, 27], kosztów paliwa, opon, części zamiennych [16, 23]. W tej tematyce dominują artykuły dotyczące intensywności użytkowania samochodów osobowych [5, 6, 9, 12, 23]. Jednak średnioroczny przebieg dużych samochodów ciężarowych (SC) jest wielokrotnie większy niż...
samochodów osobowych (SO). Przykładowo, w Wielkiej Brytanii przebieg ten w 2006 roku był ponad 3,5 razy większy [25]. Dodatkowo, intensywność eksploatacji SO w ostatnich latach maleje [13, 20].

W Polsce mamy wysokie tempo przyrostu ruchu samochodów ciężarowych [14]. Przebieg samochodów ciężarowych o dopuszczalnej masie całkowitej (dmc) do 3,5 t często jest porównywalny do samochodów osobowych [23, 26]. Lekkie samochody ciężarowe realizują głównie zadania transportu dystrybucyjnego. W katalogach [7] przebieg SC do 3,5 t po 10 latach eksploatacji jest większy o 30% niż samochodów osobowych (przy porównywalnej pojemności silnika). Natomiast w grupie samochodów ciężarowych powyżej 3,5 t przebiegi te są ponad 300% większe niż samochodów osobowych. Coraz częściej rozwija się negatywne skutki transportu drogowego, w tym koszty zewnętrzne obejmujące m. in. skutki emisji spalin oraz wysoką ofiaro-chłonność wypadków [4,18]. W Wielkiej Brytanii liczba ofiar śmiertelnych wypadek z udziałem kierowców pojazdów Heavy Goods Vehicles (HGVs) wynosi 1,8 na 100 milionów kilometrów i jest dwa razy większa niż udział kierowców osobowych samochodów [2]. Wysoka intensywność eksploatacji samochodów ciężarowych jest czynnikiem determinującym tempo wymiany parku samochodowego w Polsce. W rezultacie SC do 5 lat wykonują 49,5%, a w wieku do 10 lat aż 82,4% zadań transportu ładunków (w tono-kilometrach) [22, 24]. Samochody ciężarowe mające ponad 20 lat są rzadko spotykane na drogach, a ich udział w pracy przewozowej wynosi 0,5 proc. [19].

Celem pracy jest ocena procesu narastania przebiegu samochodów ciężarowych wraz z upływem lat ich użytkowania. Ocena ta zostanie oparta o wskaźniki, które odnoszą się do kilku miar odległości modelu od danych empirycznych. Zagadnień zostaje rozważone w powiązaniu z wartością pojemności silnika. Opracowane modele ułatwiają analizę dynamiki narastania przebiegu, wykrycie zasadniczych tendencji i wyodrębnienie trendów rozwojowych w kolejnych okresach eksploatacji. Modele procesu narastania przebiegu często są zasadniczym źródłem informacji podczas obliczeń prognoistycznych tendencji oraz wartości wskaźników, które wspomagają zarządzanie eksploatacją parku samochodowego. Prowadzone badania w tym obszarze dostarczają informacji wyprzedzających o narastaniu przebiegu samochodów, tempie osiągania przebiegu planowanego lub docelowego, aktualnym stopniu jego wykorzystania oraz czasie opłacalnego użytkowania samochodu, zakończenia użytkowania, wymiany taboru lub wprowadzenia zmian w jego eksploatacji [3, 10, 11, 21].

Opracowanie to zawiera kilka etapów, m.in. analiza danych, estymacja modeli i oszacowanie ich dokładności. Szczegółowe i aktualne dane o intensywności eksploatacji SC, oparte na dużym zbiorze danych nie są łatwo dostępne. Brakuje danych o procesie narastania przebiegu samochodów dostawczych i powiązania tego procesu z pojemnością silnika. Brakuje aktualnej informacji, jak rosnąca liczba i różnorodność SC wpłynęła na intensywność ich eksploatacji w Polsce?

2. Charakterystyka zbioru danych

Informacje o samochodach i ich przebiegu zgromadzono na podstawie:
- badań ankietowych wśród kierowców SC;
- informacji o przebiegu i parametrach samochodów podczas badań kontrolnych na Okręgowych Stacjach Kontroli Pojazdów (OSKP);
- analizy protokołów powypadkowych samochodów ciężarowych.
Zbiór zawiera m. in. podstawowe dane techniczne pojazdu, datę pierwszej rejestracji oraz przebieg w Polsce. Ze zbioru wykluczono samochody specjalne i o ładowności poniżej 500 kg, realizujących przebiegi poniżej 100km/mies. i powyżej 25000 km/mies.; górna granica
wynika z ograniczonej możliwości praktycznej realizacji tak dużego przebiegu w warunkach polskiego ruchu drogowego. Dominujące modele samochodów w zbiorze danych podano w tabelach 1a i b.

### Tabela 1a. Samochody ciężarowe należące do grupy $dmc \leq 3,5t$

| Kategorie pojemności silnika, ccm | Marka i modele | Dmc, tony | Przykładowe wartości pojemności silnika, ccm |
|----------------------------------|----------------|-----------|---------------------------------------------|
| Do 1499                          | Citroen Berlingo 1.4; Fiat Doblo Cargo; Opel Combo CDTI; Peugeot Partner 1.4; Renault Kangoo Express III dCi; Volkswagen Caddy 1.4, Caddy Maxi | 1.6; 1.7; 1.9; 2.2; 2.3; 2.4 | 1197; 1248; 1360; 1390; 1461 |
| 1500-1999                        | Citroen Berlingo 1.9D; Berlingo II 1.6 HDI; Fiat Doblo Cargo JTD; Ford FT 280; Opel Combo Diesel, Combo 1.7D, Vivaro CDTI; Peugeot Partner II HDI; Renault Kangoo D, Trafic DCi; Volkswagen Caddy 1.9SDL, Transporter T5 TDI | 1.6; 1.8; 1.9; 2.0; 2.2; 2.7; 3.0 | 1560; 1686; 1868; 1870; 1896; 1910; 1968; 1995, 1999 |
| 2000-2499                        | Citroen Jumper 35HDi; Fiat Ducato 30Mi; Ford FT FT 350 TDCi; Transit; Mercedes Sprinter 208….313, Vito 110, 115; Opel Vivaro CDTI; Peugeot Boxer 335 HDI; Renault Master dCi, TD, Trafic dCi; Volkswagen Transporter T4 SD | 2.6; 2.7; 2.8; 2.9; 3.0; 3.1; 3.5 | 2148; 2151; 2163; 2198; 2299; 2370; 2402; 2464; |
| 2500-2999                        | Fiat Ducato 10, Maxi 35 MJ; Iveco Daily 35 C , 35; Mercedes Sprinter 210, Vito CDI; Peugeot Boxer 435 HDI; Renault Master Maxi | 2.8; 2.9; 3.5 | 2798; 2800; 2874; 2953; 2987; 2998 |

### Tabela 1b. Samochody ciężarowe w grupie $dmc >3,5t$

| Kategorie pojemności silnika, ccm | Marka i modele | Dmc, tony | Przykładowe wartości pojemności silnika, ccm |
|----------------------------------|----------------|-----------|---------------------------------------------|
| 2500-9999 ccm                    | Iveco Eurocargo, Stralis ML, ML180; MAN M2000, TGL; Mercedes-Benz 508D, 515 CDI; Sprinter, 814, 1114…1320, Atego; Volvo FL, FE, FM | 4.6; 5.0; 6.0; 7.5; 0.0;12.0; 8.0; 12; 13.0; 16; 18.0; 20.0; | 2874; 3908, 3920; 4249; 4250;4580; 5880; 5958; 6374; 6871; 7146;9364; 9603 |
| 10000-11999                      | MAN TGA, TGX, TGS; Mercedes Benz Actros, Axor; Renault Premium, Premium Route; Scania 114, 124, R380,124/240, 124/470, R420; R480; | 18.0; 18.6; 19.0; 25.0; 26.0 | 10300; 10308; 10318; 10518; 10520;10600; 10635; 10640; 10857; 11100; 11116; 11700; 11705;11946; 11967 |
| 12000+                           | DAF XF95, XF 105; Iveco Stralis; MAN F2000, TG, TGA; Renault Magnun; Scania R440, R480, G440; Volvo FH12, FH16, FH400, FH440, FH480, FH500; | 18.0; 18.1; 18.6; 19.0; 26.0; | 12100; 12130; 12771; 12777; 12780;12850;12740;12777; 12780;12816;12880; 12882;12895; 12902 |

Uwaga, wartości dmc i pojemności silnika zostały potwierdzone w katalogach [7]

W zbiorze danych widoczne są te same marki samochodów, które dominują w zestawieniach liczbowych pierwszych rejestracji w Polsce. Przykładowo, w zbiorze samochodów dostawczych dominują marki: Citroen, Fiat, Ford, Mercedes-Benz, Peugeot, Renault, Volkswagen. Nowe rejestracje samochodów dostawczych w Raportach [22] z lat 2008, 2014, 2016 wskazują te same marki jako dominujące. W grupie samochodów $dmc > 3,5t$ w liczbie sprzedaży na polskim rynku i pierwszych rejestracji dominują marki DAF, Iveco, MAN, Mercedes-Benz, Renault Trucks, Scania i Volvo Trucks [22]. Te same marki dominują w tabeli 1b.

3. Procedura oceny procesu narastania przebiegu
Obserwuje się bardzo duży rozrzut wartości przebiegu samochodów ciężarowych po upływie tego samego okresu eksploatacji. Rozrzut ten jest rezultatem dużego zróżnicowania zadań transportowych oraz zmian intensywności eksploatacji. Tę cechę przebiegu SC potwierdzają wieloletnie statystyki, przykładowo w [17] przy średniorocznym przebiegu 79000 km w Wielkiej Brytanii zanotowano odchylenie standardowe 63000 km.

Poszukując w miarę reprezentatywnego obrazu procesu narastania przebiegu SC w Polsce, biorąc powyższe pod uwagę i rezultaty wcześniej prowadzonych obliczeń [19], przygotowano procedurę obejmującą następujące etapy:

- zgromadzenie danych;
- analiza danych, a w tym podział zbioru danych na podzbiory;
- estymacja wartości średnich przebiegu i ocena współczynnika zmiennosci;
- usunięcie wartości odstających;
- aproksymacja zależności przebiegu od czasu eksploatacji;
- estymacja modeli narastania przebiegu;
- ocena dokładności wyznaczonych estymatorów modeli narastania przebiegu.

Podczas obliczeń zastosowano następujące oznaczenia zasadniczych wielkości:

$L_{ij}$ - przebieg $i$-tego samochodu w czasie $t_i$;
$L_{10}, L_{20}$ - przebieg samochodu, osiągany po $10$ i $20$ latach eksploatacji;
$X, M, Q$ - średnia arytmetyczna, mediana, kwantyl;
$S$ - odchylenie standardowe;
$W$ - względny współczynnik zmiennosci;
$R, \varphi$ – współczynniki determinacji i współczynnik zbieżności.

Zakres poszczególnych etapów, które oznaczono A1, A2 itd. opisano poniżej.

A1. Etap gromadzenia danych oddziela się do samochodów ciężarowych, aktualnie biorących udział w drogowym transporcie ładunków. Etap ten powinien zapewnić uzyskanie reprezentatywnego zbioru danych, który obejmie co najmniej następujące informacje: parametry techniczne pojazdu, jego przebieg i okres eksploatacji. Ważnym elementem tego etapu jest wykorzystanie różnorodnych źródeł informacji tak, aby zapewnić reprezentacyjność tworzonego zbioru.

A2. Analiza zgromadzonych danych zapewnić powinna możliwość racjonalnego usunięcia ze zbioru tych danych, które mogą wpływać w niewłaściwy sposób na wyniki obliczeń. Takim krokiem jest m.in. usunięcie SO i ich pochodnych, które w Polsce mogą być zarejestrowane jako ciężarowe (ściślej osobowo-ciężarowe). Na tym etapie wydziela się podzbiory, które obejmują jednorodne kategorie samochodów (np. pojazdy do transportu regionalnego, średnimiatowego, czy międzynarodowego). W każdej z tych kategorii realizowane są inne zadania transportowe, co wpływa na przebieg pojazdów. Podział zbioru jest zależny od jego liczebności oraz szczegółowego celu obliczeń.

Podczas analizy danych przyjęto, że prowadzone rozważania obejmują 20 letni okres eksploatacji, a przebieg osiągany na koniec tego okresu nazywano docelowym. W tym okresie nie brano pod uwagę samochodów, których okres eksploatacji był krótszy niż 3 lub powyżej 242 miesiące. Pominięcie samochodów z pierwszych dwóch miesięcy eksploatacji wynikało z bardzo dużego rozrzutu wartości przebiegu w tym okresie.

Na tym etapie SC w każdej kategorii zostały podzielone na $n$ podgrupy. Samochody, których czas eksploatacji $t_i$ należał do przedziału $T_k < t_i \leq T_{k+1}$ (1)
znano, że zostały zaliczone do k-tej podgrupy. Granice rozłącznych przedziałów czasu określeno z krokiem miesięcznym, a mianowicie:

\[ T_k = 12(k - 1) \text{ dla } k = 2, 3, ..., n \]  \hspace{1cm} (2)

oraz \[ T_1 = 2 \text{ miesiące i } T_2 = 242 \text{ miesiące}. \]  \hspace{1cm} (3)

Wydzielenie podgrup o odpowiedniej liczbie pojazdów do celu badań stanowi podstawę do dalszych obliczeń. Często stosowanym rozwiązaniem jest podział pojazdów na podgrupy obejmujące kolejne okresy eksploatacji o długości \( T_0 = 12 \) miesięcy.

A3. Podczas ustalania zakresu obliczeń na etapie estymacji wartości średniej przebiegu w podgrupach uwzględniono, m. in.:
- średnia arytmetyczna jest estymatorem mało podatnym na błąd podczas oceny właściwości zbioru danych, ale jest wrażliwa na wartości odstające (skrajne);
- mediana jest mało wrażliwa na wartości odstające, ale nie jest przydatna do obliczeń statystycznych;
- średni przebieg miesięczny, obliczony z ilorazu wartości przebiegu całkowitego przez liczbę miesięcy eksploatacji, jest obarczony błędem, który wynika ze zmieniającej się intensywności narastania przebiegu wraz z czasem eksploatacji.

W każdej podgrupie przebieg samochodów \( L \) został potraktowany jako zmienna losowa, a \( L \) jest i tą wartością zmienną. W k-tej podgrupie, w której znalazło się \( m \geq m_0 \) samochodów, zostają przeprowadzone następujące operacje:

B1. Utworzenie uporządkowanego rosnącego zbioru wartości przebiegu \( L_{0k} \{L_1, ..., L_i, ..., L_{nk}\} \), który zawiera \( m \) elementów.

B2. Obliczenie estymatorów: średniej arytmetycznej \( X_{0k}(\tau_k) \), mediany \( M_{0k}(\tau_k) \), kwantyli \( Q_{1k}(\tau_k) \) i \( Q_{3k}(\tau_k) \) oraz względnego współczynnika zmienności \( W_{0k}(\tau_k) \), jako ilorazu:

\[ W_{0k} = \frac{S_{0k}}{X_{0k}} \]  \hspace{1cm} (4)

gdzie \( S_{0k} \) jest odchyleniem standardowym, \( \tau_k \) jest wartością środkową czasu eksploatacji w k-tej podgrupie, a \( Q_{1k}(\tau_k) \) i \( Q_{3k}(\tau_k) \) są kwantyli: dolnym i górnym.

W rezultacie tych obliczeń w każdej kategorii samochodów otrzymano zbiory dyskretnych wartości:

\[ X_0 \{X_{0k}(\tau_k), k = 1, 2, ..., n\} \hspace{1cm} M_0 \{M_{0k}(\tau_k), k = 1, 2, ..., n\} \hspace{1cm} W_0 \{W_{0k}(\tau_k), k = 1, 2, ..., n\} \]  \hspace{1cm} (5)

A4. Rezultaty obliczeń wykonanych w etapie A3 pozwalają na ocenę współczynnika zmienności przebiegu, którego wartość wskazuje czy potrzebna jest operacja usunięcia wartości odstających. Wysokie wartości \( W_{0k} \) sygnalizują zbyt duży rozrzut wartości przebiegu w \( k \)-tej podgrupie. Przy dużym rozrzucie wartość średnia przebiegu w podgrupie nie zawsze dobrze charakteryzuje średni poziom przebiegu. Wówczas należy podjąć starania o ograniczenie wpływu wartości najbardziej odstających od przeciętnej w podgrupie na wyniki dalszych obliczeń. Takie działania w \( k \)-tej podgrupie obejmują dwa podetapy. Podetap pierwszy, to utworzenie zbioru \( L_{Ek} \) poprzez usunięcie 10% wyrazów początkowych i
końcowych z \( L_{0k} \), czyli najmniejszych oraz największych wartości przebiegu. Zatem zbiór \( L_{E_k} \) zawierać będzie \( m - 2m_E \) elementów, czyli

\[
L_{E_k} = \{L_{m_1+1}, L_{m_2+2}, \ldots, L_{m_m-m_E}\}, \quad m_E = E(0.1m)
\]

gdzie operator \( E \) oznacza zaokrąglenie wartości \( m_E \) do najbliższej liczby całkowitej.

W drugim podetapie utworzono zbiór \( Q_{kL} \) poprzez usunięcie z \( kL_0 \) następujących elementów

\[
l_i \leq Q_{ik} \text{ oraz } l_i \geq Q_{3k}
\]

Po tej operacji, zbiór \( Q_{kL} \) obejmuje elementy centralnie położone w \( L_{0k} \), które mieszczą się w przedziale wartości \( Q_{ik} < l_i < Q_{3k} \).

Po usunięciu odstających wartości przebiegu maleje liczba pojazdów w podgrupach. Zatem mogą powstać podgrupy z liczbą samochodów \( m < m_0 \). Jeżeli w k-tej podgrupie znalazło się mniej niż \( m_0 \) samochodów, to zostanie ona połączona z podgrupą \( k+1 \). Taka podwójna podgrupa obejmuje samochody, których czas eksploatacji należy do przedziału

\[
T_k < t_i \leq T_{k+2}
\]

który jest dwa razy szerszy niż poprzednio rozważane.

Przeprowadzono operację redukcji szerokości tego podwójnego przedziału do \( T_0 \) miesięcy, z zachowaniem naturalnego rozrzutu wartości przebiegu samochodów. W tym celu obliczono wartość średnią przebiegu \( X_{(k)} \) i średnią wartość czasu eksploatacji \( \tau_{(k)} \) za podwójną podgrupę. Wykorzystując \( X_{(k)} \) i \( \tau_{(k)} \), wyznaczono odchylenie przebiegu miesięcznego dla i-tego samochodu z połączonych podgrup

\[
PM_i = \frac{L_i - X_{(k)}}{t_i - \tau_{(k)}}
\]

Następnie dla pojazdów, których \( |t_i - \tau_{(k)}| \geq 0.5T_0 \) (okres eksploatacji był dłuższy lub krótszy od \( \tau_{(k)} \) o więcej niż \( 0.5T_0 \) miesięcy), obliczono zredukowaną wartość przebiegu

\[
L_{(i)} = L_i + 0.5PM_i(t_i - \tau_{(k)})
\]

oraz zredukowany czas eksploatacji

\[
t_{(i)} = t_i + 0.5(t_i - \tau_{(k)})
\]

W rezultacie tych obliczeń otrzymano nowe parametry i-tego samochodu, które umownie oznaczono \( L_{(i)}, t_{(i)} \). Zastąpiły one poprzednie \( L_i, t_i \) i mieszczą się już przedziale czasu

\[
\tau_{(k)} - 0.5T_0 < t_{(i)} \leq \tau_{(k)} + 0.5T_0
\]

Nowa podgrupa, powstała z połączenia podgrup k i k+1, ma podobne cechy jak podgrupy, które od chwili utworzenia miały co najmniej \( m_0 \) pojazdów. Po tym przeliczeniu samochody zachowały bliskie początkowemu zróżnicowanie wartości przebiegu i długości czasu eksploatacji, mimo redukcji tych wartości do mieszczących się w przedziale (12). Zachowanie tego zróżnicowania wartości przebiegu \( L_i \) w procesie scalania podgrup jest konieczne, aby można było zastosować te same dwa etapy usuwania odstających wartości przebiegu podczas tworzenia zbiorów \( L_{E_k} \) i \( L_{Qk} \).
Wykorzystując wartości zawarte w zbiorach $L_{Qk}$ i $L_{Qk}$, w każdej kategorii samochodów wyznaczono zbiory dyskretnych wartości

\[ X_{E,Q} \{X_{E,Q,k}(r), k = 1, 2, ..., n_0 \} \]

gdzie: $X_{E,Q}$ oznacza zbiorzy $X_E$ i $X_Q$, a $n_0 < n$ w rezultacie połączenia niektórych podgrup.

A5. Na tym etapie następuje przejście od zbioru dyskretnych wartości uśrednionych $M_0, X_E$ i $X_Q$ w podgrupach samochodów do funkcji ciągłej. W tym celu dokonuje się aproksymacji zależności uśrednionych wartości przebiegu od czasu eksploatacji, którą oparto na liniach regresji. W rezultacie procesu aproksymacji otrzymano funkcje ciągłe

\[ \hat{y}_a = f_a(r) \]  (14)

opisujące narastanie przebiegu samochodów wraz z czasem eksploatacji. Mając na uwadze właściwości procesu aproksymacji opartej o linie regresji, w tym silnej zależności przebiegu tych linii od stopnia wielomianu aproksymującego, liczby danych i charakteru ich zmienności, funkcje aproksymujące wyznaczono na dwa sposoby:
- wykorzystując modele wielomianu 3-stopnia, oparte na trzech zbiorach: $M_0, X_E$ i $X_Q$, obliczono

\[ \hat{y}_{E,Q,M} = f_{E,Q,M}(r) \]  (15)
- dobierając modele wielomianów 2 i 4 stopnia, opartych na zbiorze wartości $X_Q$, otrzymano

\[ \hat{y}_{W2,W4} = f_{W2,W4}(r) \]  (16)

gdzie indeksy $w_2$ i $w_4$ odpowiadają stopniowi wielomianu. Łącznie obliczono po pięć funkcji aproksymujących w każdej kategorii samochodów.

A6. Estymację modeli narastania przebiegu, obarczonych najmniejszym błędem, oparto na łącznym wykorzystaniu funkcji aproksymujących (15) i (16) do wyznaczenia z nich uśrednionej funkcji. Zastosowano metodę średniej ruchomej do obliczenia wartości

\[ Y_a(r_k), k = 1, 2, ..., n_0 \]

które stanowiły podstawę do estymacji uśrednionej funkcji aproksymującej

\[ \hat{y}_a = f_a(r) \]  (17)

Uśredniona funkcja aproksymująca (17) została potraktowana jako estymator modelu narastania przebiegu samochodów ciężarowych.

A7. Ocena dokładności tego estymatora została oparta na wskaźnikach bezwzględnych i względnych. Wykorzystano (na podstawie [8, 28]) następujące wskaźniki bezwzględne:
- odchylenie standardowe reszt (standard error of estimation)

\[ S_{E,Q,M} = \sqrt{\frac{1}{n_0 - z - 1} \sum_{k=1}^{n_0} e_{E,Q,k,M}^2} \]  (18)

gdzie: $e_{E,Q,k,M} = y_{E,Q,k,M} - \hat{y}_{ak}$; $y_{E,Q,k,M}$ - wartości empiryczne, czyli $k$-te elementy ze zbiorów $X_E, X_Q$ i $M_O$; $\hat{y}_{ak}$ - wartość przebiegu z modelu (17); $z$- liczba zmienności objaśniających w modelu;
- średni błąd bezwzględny (mean absolute error)
\[ \tilde{X}_{E,Q,M} = \frac{1}{n_0} \sum_{k=1}^{n_0} |p_{E,K,M,R}^k| \]  

oraz wskaźniki względne:

- współczynnik determinacji, odniesiony do wartości \( X_E, X_Q \) i \( M_O \), czyli

\[ R^2_{E,Q,M} = \frac{\sum_{k=1}^{n_0} (\tilde{y}_{Ak} - \tilde{Y}_{E,Q,M})^2}{\sum_{k=1}^{n_0} (\tilde{y}_{E,K,M,R}^k - \tilde{Y}_{E,Q,M})^2} \]  

- współczynnik zmienności resztowej

\[ V_{E,Q,M} = \frac{S_{E,Q,M}}{\tilde{Y}_{E,Q,M}} \times 100\% \]  

gdzie \( \tilde{Y}_{E,Q,M} \) - wartość średnia, odpowiednio ze zbiorów \( X_E, X_Q \) i \( M_O \);

- współczynnik zbieżności

\[ \phi^2_{E,Q,M} = \frac{\sum_{k=1}^{n_0} (Y_{E,K,M,R}^k - \tilde{Y}_{Ak})^2}{\sum_{k=1}^{n_0} (Y_{E,K,M,R}^k - \tilde{Y}_{E,Q,M})^2} \]  

Oznaczenie \( S_{E,Q,M} \) obejmuje trzy wielkości \( S_E, S_Q, S_M \), które są obliczane na podstawie \( X_E, X_Q \) lub \( M_O \). Te indeksy zastosowano w zależnościach od (18) do (22).

Wyznaczenie wskaźników oceny estymatora jest końcowym elementem procedury, która poniżej została praktycznie zastosowana podczas oceny procesu narastania przebiegu samochodów ciężarowych w czasie dwudziestoletniej eksploatacji.

4. Przykład realizacji procedury

Na początkowym etapie gromadzenia danych samochody zostały podzielone na dwie grupy na podstawie wartości \( dmc \): do 3,5t i powyżej 3,5t. Powstało dwa niezależne zbiory, które zawierają 5084 samochodów z pierwszej grupy oraz 3855 pojazdów z drugiej. Na rysunku 1 pokazano rozmieszczenia liczby samochodów, zależnie od ich wieku, w obu grupach. W zbiorze danych tak, jak w drogowym transportie ładunków zdecydowanie przeważają samochody do 10 lat użytkowania.

![Rys. 1. Wiek i lata eksploatacji samochodów w grupach do 3,5 t i powyżej 3,5 t](image1.png)
Rys. 2. Charakterystyka zbioru danych, moc silnika a pojemność

Rysunek 2 uzupełnia informacje o samochodach w tabeli 1. Pokazuje, że wartości pojemności silnika grupują się w kilku głównych przedziałach: 1850-1999, 2400-2499, 2800-2999, 5900-6900, 10000-11999, 12000-13000 ccm, co stanowiło przesłankę do kategoryzacji pojazdów w dalszej treści.

Rys. 3. Liczba samochodów w kolejnych przedziałach wartości pojemności silnika

Na rysunku 3 przedziały pojemności silnika są następujące: do 1000 cm³, 1001-1200 cm³ itd. Uwzględniając powyższe oraz rozkład pojemności silników, pokazany na rysunku 2 i klasyfikację stosowaną w [22, 24] przyjęto następujący podział samochodów na kategorie pojemności silnika:

- cztery kategorie w grupie samochodów dostawczych;
- trzy kategorie w grupie samochodów powyżej 3,5t.

Graniczne wartości pojemności oraz udział procentowy samochodów z poszczególnych kategorii w obu grupach pokazano w tabeli 2.

Tabela 2. Wartości graniczne pojemności silnika (w cm³) i udział procentowy samochodów poszczególnych kategorii

| Pojemność silnika, samochody do 3,5t | Oznaczenie | Udział procentowy w grupie do 3,5t, % | Pojemność silnika, samochody pow. 3,5t | Oznaczenie | Udział procentowy w grupie powyżej 3,5t, % |
|-------------------------------------|------------|--------------------------------------|----------------------------------------|------------|----------------------------------------|
| Do 1499                             | S01        | 13,0                                 | 2500- 9999                             | S2         | 14,1                                   |
| 1500- 1999                          | S02        | 28,6                                 | 10000- 11999                           | S10        | 46,3                                   |
| 2000- 2499                          | S03        | 45,4                                 | 12000 i powyżej                        | S12        | 39,6                                   |
| 2500- 2999                          | S04        | 13,0                                 |                                        |            |                                        |

W każdej kategorii dokonano podziału SC na n=20 podgrup. Liczebność podgrup jest różna, średnio 63 samochody w grupie do 3,5t i 64 samochody w grupie powyżej 3,5t. Podstawę do podziału samochodów stanowiła długość czasu eksploatacji, który określano z dokładnością do miesiąca według (1-3). W pierwszej podgrupie były samochody, których okres eksploatacji wynosił od trzech do dwunastu miesięcy, a w drugiej od trzydniu do dwudziestu czterech miesięcy. Przyjęto, że minimalna liczebność samochodów w podgrupie wynosić powinna \( m_0 = 20 \) samochodów. Jednak mimo długiego okresu gromadzenia danych (trzy lata),
okazało się, że w kilku podgrupach nie uzyskano tak przyjętej minimalnej liczby samochodów. W tych podgrupach nie prowadzono obliczeń na etapie A3. Dopiero po ich scaleniu z sąsiednią podgrupą (na etapie A4) dane te włączono do dalszych obliczeń.

W podgrupach obliczono estymatory: średni arytmetyczny $X_{0k}(r_k)$, medyjan $M_{0k}(r_k)$, kwantyl $Q_{ik}(r_k)$ oraz względnego współczynnika zmienności $W_{0k}(r_k)$. Na rysunku 4 pokazano przykładowe wyniki obliczeń wykonanych w podgrupach należących do kategorii S02. Widoczne jest stopniowe narastanie $X_{0k}$ i $M_{0k}$ wraz ze wzrostem $r_k$ oraz wysokie wartości współczynnika zmienności $W_{0k}$.

Rys. 4. Wyniki obliczeń wartości $X_{0k}, M_{0k}$ i $W_{0k}$ w podgrupach samochodów należących do kategorii S02

Wysokie wartości względnego współczynnika zmienności ($W>0,4$) widoczne są na rysunku 4 i w wielu podgrupach samochodów, szczególnie przy $k \leq 4$. Wskazuje to, że wartość średnia nie zawsze dobrze charakteryzuje średni poziom przebiegu. Zatem podczas realizacji etapu A4 usunięto z podgrup 10% wyrazów początkowych i końcowych z $L_{0k}$ tak utworzono zbiory $L_{Ek}$. Wykorzystując wyniki obliczeń kwartyle $Q_{ik}(r_k)$ i $Q_{3k}(r_k)$, z $L_{0k}$ usunięto pojazdy, których wartości przebiegu spełniały ograniczenie:

$$L_1 \leq Q_{1k} \text{ oraz } L_1 \geq Q_{3k}$$

Tak powstały zbiory wartości przebiegu $L_{Ek}$ i $L_{Qk}$, które objęły elementy centralnie położone w $L_{0k}$.

Po wykonaniu tych działań na 20x7=140 analizowanych podgrup samochodów, w 37 z nich było $m<20$. W tych podgrupach wykonano operację ich łączenia z sąsiednią.

Wykorzystując nowo utworzone zbiory wartości przebiegu $L_{Ek}$ i $L_{Qk}$, wyznaczono zbiory dyskretnych wartości estymatorów na podstawie (4) i (13), a mianowicie

$$X_{E,Q}\{X_{Ek,Qk}(r_k), k=1,2,...,n_0\}, \quad W_{E,Q}\{W_{Ek,Qk}(r_k), k=1,2,...,n_0\}$$

gdzie, np.:

$$W_{Ek} = \frac{S_{Ek}}{X_{Ek}}, \quad W_{Qk} = \frac{S_{Qk}}{X_{Qk}}$$

$S_{Ek}$ i $S_{Qk}$ to odchylenie standardowe, a $W_{Ek}$ i $W_{Qk}$ to współczynniki zmienności wartości przebiegu w zbiorach $L_{Ek}$ i $L_{Qk}$.

Przykłady wyników obliczeń podano w tabeli 3.
Tabela 3. Wartości przebiegu i współczynnika zmienności dla kilku wartości \( \tau_k \)

| Kategoria samochodów S02 | Lata eksploatacji, \( \tau_k \) | \( X_{0k} \) : km | \( X_{Ek} \) : km | \( X_{Qk} \) : km | \( W_{0k} \) | \( W_{Ek} \) | \( W_{Qk} \) |
|--------------------------|------------------|----------------|----------------|----------------|----------------|--------------------|----------------|
| 2,5                      | 75120            | 68320          | 68320          | 0,627          | 0,403           | 0,242              |
| 8,5                      | 212850           | 207140         | 202930         | 0,422          | 0,261           | 0,123              |
| 16,0                     | 265190           | 256870         | 256780         | 0,401          | 0,207           | 0,121              |
| Przebieg docelowy, \( L_{20} \) | 298000          | 285000         | 284000         | **0,454**      | **0,294**       | **0,169**          |

| Kategoria samochodów S12 | Lata eksploatacji, \( \tau_k \) | \( X_{0k} \) : km | \( X_{Ek} \) : km | \( X_{Qk} \) : km | \( W_{0k} \) | \( W_{Ek} \) | \( W_{Qk} \) |
|--------------------------|------------------|----------------|----------------|----------------|----------------|--------------------|----------------|
| 2,5                      | 202540,          | 205360         | 209380         | 0,435          | 0,289           | 0,153              |
| 8,5                      | 870360           | 882180         | 883440         | 0,243          | 0,152           | 0,075              |
| 15,0                     | 1009120          | 1002240        | 1007810        | 0,205          | 0,056           | 0,036              |
| Przebieg docelowy, \( L_{20} \) | 1390000          | 1310000        | 1255000        | **0,351**      | **0,198**       | **0,118**          |

(*) wartości średnie współczynnika \( W \), obliczone za 20 lat eksploatacji; wartości \( L_{20} \) obliczono z funkcji aproksymujących \( \hat{y} \) według (15).

Wykorzystano je do oceny skuteczności operacji usunięcia wartości odstających. Pod uwagę brano wpływ zastosowanej operacji usuwania wartości odstających na wartość średnią przebiegu w podgrupach oraz na wartości współczynnika zmienności. Wartości \( X_{0k}, X_{Ek} \) i \( X_{Qk} \) w tabeli 3 niewiele się różnią miedzy sobą. Ulegają nieznacznym zmianom wraz z usuwaniem wartości odstających w podgrupach, a mianowicie:

- \( X_{0k} > X_{Ek} > X_{Qk} \), gdy znaczny wpływ na wartości średnią miał bardzo duże wartości przebiegu \( L_i \);
- \( X_{0k} < X_{Ek} < X_{Qk} \), gdy dominujący wpływ miał bardzo małe wartości \( L_i \).

Analiza wartości \( W(W_{0k}, W_{Ek}, W_{Qk}) \), oparta na wynikach obliczeń dla wszystkich kategorii samochodów, pokazała korzystne rezultaty usuśnięcia wartości odstających z \( L_E \) i \( L_Q \). Potwierdzением są zdecydowanie mniejsze wartości \( W_E \) i \( W_Q \), niż \( W_0 \) (tabela 3). Pozytywne rezultaty operacji usunięcia wartości odstających pokazano także na rys. 5 na przykładzie relacji między wartościami ekstremalnymi \( L_i \) w zbiorach \( L_0 \), \( L_E \) i \( L_Q \), a \( X_{0k}, X_{Ek} \) i \( X_{Qk} \). Obliczenia pokazano w ujęciu procentowym, w którym za 100% przyjęto wartości średnie w podzbiorach.
Rys. 5. Wartości ekstremalne (oznaczone MIN i MAX) oraz średnie przebiegu w zbiorach $L_0$, $L_E$ i $L_Q$, obliczone dla samochodów kategorii S02 (ujeście procentowe), zestawione dla $\tau = 2.5; \ 10.5$ i $18.0$ lat eksploatacji

Na rysunku 6 pokazano przykładowe przebiegi funkcji aproksymujących, wyznaczonych według (15) i (16). Na rys. 6 a, c są wartości $X_{E_k}, X_{Q_k}, M_{Q_k}$ (punkty na rysunku) oraz funkcje aproksymujące proces narastania przebiegu samochodów kategorii S03 i S12, które są oparte na wielomianach 3-stoения i oznaczone odpowiednio \textit{Polynomial XE}, \textit{XQ} i \textit{MO}. Natomiast na rys. 6 b, d zaznaczono wartości $X_{Q_k}$ oraz przebiegi funkcji aproksymujących, które oznaczone \textit{Polynomial XQ2 i XQ4}, odpowiednio dla wielomianu 2 i 4 stopnia.

Rys. 6. Wyniki obliczeń $X_{E_k}, X_{Q_k}, M_{Q_k}$ (punkty) oraz funkcji aproksymujących $\hat{y}$ według (15) i (16); a i b dla samochodów kategorii S03 oraz c i d dla samochodów kategorii S12

Analiza funkcji aproksymujących doprowadziła do następujących wniosków:
- zestawienie funkcji aproksymujących, obliczonych na podstawie (15) pokazuje ich niewielkie różnice w przedziale $6-14$ lat eksploatacji (np. rys. 6a);
- w kilku przypadkach wielomian 3 stopnia wykazywał nadmierny wzrost wartości przebiegu w $18$, $19$ i $20$ roku eksploatacji (rys. 6c);
- zastosowanie wielomianów 2-go stopnia eliminuje ww. odchylenia, ale wartość współczynnika determinacji staje się istotnie niższa niż dla wielomianów wyższych rzędów;
- zastosowanie wielomianu 4-tego stopnia powoduje formalną poprawę jakości modelu, widoczną we wzroście wartości współczynnika determinacji; jednak dynamika zmian w przebiegu funkcji aproksymującej w końcowej części analizowanego okresu eksploatacji staje się nadmierna (np. wahania wartości przebiegu, rys. 6b, 6d).

Powyższe uzasadnia potrzebę kolejnego etapu opisywanej procedury, czyli uśrednienia wyżej obliczonych funkcji aproksymujących.
5. Estymacja modeli narastania przebiegu

Przykład wykorzystania funkcji aproksymujących (15) i (16) do wyznaczenia z nich wartości średnich $Y_{Ak}$ oraz uśrednionej funkcji aproksymującej pokazano na rysunku 7. Na rysunku zestawiono wartości średnie przebiegu, obliczone bezpośrednio z danych początkowych (punkty $X_{Ek}, X_{Ok}, M_{ok}$), z efektem końcowym w postaci modelu narastania przebiegu $\hat{Y}_A(\tau)$ w dwóch kategoriach S02 i S10. Rysunek 7 pokazuje, że linie modelu narastania przebiegu są położone blisko punktów, które przedstawiają wartości średnie, obliczone bezpośrednio z danych eksperymentalnych.

Rys. 7. Przebieg uśrednionej funkcji aproksymującej $\hat{Y}_A(\tau)$ i położenie punktów $X_{Ek}, X_{Ok}, M_{ok}$ oraz wartości średnich $Y_{Ak}$, przykład dla samochodów kategorii S02 i S10

Na rysunku 8 zestawiono przebiegi uśrednionych funkcji aproksymacji (17), które wyznaczono w etapie A6 tej procedury. Modele narastania przebiegu są oparte na wielomianach:

$$L = a_1\tau^3 + a_2\tau^2 + a_3\tau$$

w których $L$ jest przebiegiem w km, a $\tau$ czasem eksploatacji pojazdu w latach.

Rys. 8. Modele procesu narastania przebiegu samochodów podczas ich eksploatacji

W tabeli 4 zestawiono wartości współczynników $a_i(a_1, a_2, a_3)$ do równania (23).

Tabela 4. Zestawienie wartości współczynników $a_i$ równań modeli narastania przebiegu samochodów w siedmiu kategoriach pojemności silnika

| Kategoria samochodów | Wartość $a_1$ | Wartość $a_2$ | Wartość $a_3$ |
|---------------------|--------------|--------------|--------------|
| S01                 | 27924        | -948,56      | 11,623       |
6. Ocena zgodności modeli z danymi empirycznymi (początkowymi)

Ocena procesu narastania przebiegu, który został opisany poprzez estymację uśrednionej funkcji aproksymacji (17), została przeprowadzona w kilku krokach. Podczas tej oceny wartości przebiegu obliczone na podstawie modeli odnoszono do wartości średnich $X_E$, $X_Q$, i mediany $M_O$, opartych bezpośrednio na danych eksperymentalnych. W ten sposób ocena dokładności estymatorów modeli narastania przebiegu została oparta na wskaźnikach zgodności wartości modelowych z danymi empirycznymi. Wyniki obliczeń wartości wskaźników zgodności podano w tabeli 5.

Tabela 5. Wyniki obliczeń wartości wskaźników zgodności wartości modelowych z danymi eksperymentalnymi

| Kategoria samochodów | $S_E$; km | $\bar{X}_E$; km | $V_E$; % | $R_E^2$ | $\varphi_E^2$ |
|-----------------------|-----------|------------------|---------|---------|-------------|
| S01                   | 14900     | 10400            | 7,87    | 0,99    | 0,023       |
| S02                   | 12800     | 9940             | 6,49    | 0,98    | 0,022       |
| S03                   | 11620     | 9370             | 4,82    | 0,97    | 0,012       |
| S04                   | 28690     | 22040            | 10,91   | 0,88    | 0,055       |
| S2                    | 41640     | 31660            | 7,94    | 0,94    | 0,017       |
| S10                   | 87100     | 66080            | 11,26   | 0,87    | 0,046       |
| S12                   | 76410     | 61440            | 8,86    | 0,87    | 0,026       |

| Kategoria samochodów | $S_Q$; km | $\bar{X}_Q$; km | $V_Q$; % | $R_Q^2$ | $\varphi_Q^2$ |
|-----------------------|-----------|------------------|---------|---------|-------------|
| S01                   | 15860     | 11070            | 8,38    | 0,98    | 0,026       |
| S02                   | 12940     | 10280            | 6,55    | 0,97    | 0,022       |
| S03                   | 10320     | 8200             | 4,28    | 0,95    | 0,009       |
| S04                   | 27700     | 22350            | 10,54   | 0,86    | 0,050       |
| S2                    | 42850     | 30460            | 8,17    | 0,91    | 0,017       |
| S10                   | 84690     | 63100            | 10,95   | 0,88    | 0,044       |
| S12                   | 72730     | 57570            | 8,43    | 0,89    | 0,024       |

| Kategoria samochodów | $S_M$; km | $\bar{X}_M$; km | $V_M$; % | $R_M^2$ | $\varphi_M^2$ |
|-----------------------|-----------|------------------|---------|---------|-------------|
| S01                   | 16630     | 11050            | 8,78    | 0,97    | 0,028       |
| S02                   | 13800     | 11300            | 6,99    | 0,94    | 0,025       |
| S03                   | 10130     | 7800             | 4,20    | 0,91    | 0,008       |
| S04                   | 31400     | 27010            | 11,94   | 0,83    | 0,062       |
Wartości odchylenia standardowego reszt $S_E$, $S_Q$, $S_M$ są zasadniczą miarą rozrzutu wartości przebiegu wokół tych, które wynikają z równań modeli, a $V_E$, $V_Q$, $V_M$ rozrzut ten określają w ujęciu procentowym. Rozrzut wartości $X_E$, $X_Q$ i $M_O$ wokół przebiegu określonego z modelu nie przekracza 12%. Wartości współczynnika determinacji $R^2$ równań regresji (23) dla współczynników podanych w tabeli 4 wynoszą 0,99, czyli równania te opisują 99% informacji zawartych w zbiorach wartości $Y_{Ak}$ (por. rys. 7). Szczególne znaczenie podczas oceny narastania przebiegu mają wartości współczynników $R^2_E$, $R^2_Q$ i $R^2_M$, które pokazują jak wysoki procent (83-99%, tabela 5) informacji zawartej w $X_E$, $X_Q$ i $M_O$ z danych eksperymentalnych został ujęty w obliczonych modelach.

Obliczone wskaźniki mogą stanowić także miarę uśrednioną za okres eksploatacji samochodów. W tabeli 6 podano przykładowe wartości tej miary wyrażone w procentach, jako iloraz wskaźników bezwzględnych (18 i 19) przez przebieg $L_{10}$. W ten sposób wartości średnie wskaźników odniesiono do wartości przebiegu osiągniętego w połowie okresu eksploatacji. Do obliczeń wykorzystano wartości przebiegu z opracowanych modeli.

Tabela 6. Wartości przebiegu po 10 latach oraz oszacowanie ich dokładności względnej

| Kategoria samochodów | S01 | S02 | S03 | S04 | S2 | S10 | S12 |
|-----------------------|-----|-----|-----|-----|----|-----|-----|
| Przebieg $L_{10}$, km | 196010 | 208490 | 254110 | 285590 | 520680 | 808750 | 890390 |
| $(S_E/L_{10})100$: % | 7,60 | 6,14 | 4,57 | 10,04 | 8,00 | 10,77 | 8,58 |
| $(S_Q/L_{10})100$: % | 3,82 | 3,64 | 2,81 | 6,49 | 3,84 | 6,05 | 4,90 |
| $(\bar{X}_E/L_{10})100$: % | 8,09 | 6,21 | 4,06 | 9,70 | 8,23 | 10,47 | 8,17 |
| $(\bar{X}_Q/L_{10})100$: % | 4,07 | 3,77 | 2,46 | 6,58 | 3,69 | 5,77 | 4,59 |

Podane wartości błędu względnego, obliczone w połowie okresu docelowej eksploatacji, nie przekraczają 11% wartości przebiegu po 10 latach eksploatacji.

7. Podsumowanie i wnioski

Przeprowadzono kilkuetapowy proces estymacji współczynników modeli narastania przebiegu samochodów ciężarowych, a następnie dokonano oceny dokładności tych obliczeń. Wyznaczone wartości miar oceny charakteryzują dokładność obliczeń narastania przebiegu w czasie 20 lat eksploatacji pojazdów. Obliczenia obejmują siedem kategorii pojemności silnika i dwie grupy samochodów: do 3,5 tony i powyżej 3,5 tony. Ocena procesu narastania przebiegu została przeprowadzona na podstawie wartości pięciu różnych wskaźników, zdefiniowanych zależnościami (18-22) i które są oparte na porównaniu wartości przebiegu, obliczonych bezpośrednio z danych eksperymentalnych z wartościami uzyskanymi z tych modeli. Wykorzystano wskaźniki bezwzględne (odchylenie standardowe reszt, średni błąd bezwzględny) oraz wskaźniki względne (współczynniki determinacji, zmienności resztowej i zbieżności).
Wnioski wynikające z oceny procesu narastania przebiegu samochodów ciężarowych można ująć następująco:

- duży rozrzut wartości przebiegu (współczynnik zmiennosci W>0,5), który wynika z różnorodności zadań transportowych, spowodował konieczność zastosowania specjalnie do tego celu przygotowanej procedury estymacji w celu osiągnięcia wiarygodnego opisu procesu narastania przebiegu;
- zastosowane procedury usuwania odstających wartości korzystnie wpłynęły na skupienie wartości przebiegu wokół średniej, a jednocześnie nie wpłynęły w znaczący sposób na zmianę wartości tej średniej (por. tabela 3);
- wartości współczynników determinacji \(R^2_{E,Q,M}\) pokazują, że bardzo duża część informacji początkowej (0,83-0,99, tabela 5), zawartej w danych eksperymentalnych (\(X_E, X_Q i M_M\)), pozostała w utworzonych modelach narastania przebiegu;
- wysoką jakość zastosowanej procedury postępowania podczas oceny procesu narastania przebiegu potwierdziły wartości współczynników zmienności resztowej \(V_E, V_Q i V_M\), które jako względna miara rozrzutu wartości przebiegu nie przekraczają 12% wartości średnich z danych eksperymentalnych.

Przeprowadzone obliczenia pozwoliły uzyskać oryginalne wartości współczynników równań modeli opisujących aktualne procesy narastania przebiegu samochodów ciężarowych w Polsce. Obliczenia objęły praktycznie wszystkie kategorie samochodów wykorzystywanych podczas drogowego transportu ładunków. Wartości wskaźników oceny opracowanych modeli narastania przebiegu potwierdziły wysoką jakość przeprowadzonych obliczeń, których wyniki znajdują zastosowanie, m. in. w planowaniu, prognozowaniu i zarządzaniu eksploatacją samochodów ciężarowych, podczas oceny emisji spalin i zużycia energii w LCA (ang. Life Cycle Assessment).
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Metoda tłumienia drgań tulei cylindrowych silników o zapłonie samoczynnym zapobiegająca konsekwencjom erozji

**Słowa kluczowe:** tuleja cylindrowa, tłumienie drgań, tłumik, erozja powierzchni chłodzonej, modelowanie wirtualne

**Streszczenie:** W artykule uzasadniono potrzebę określania drgań własnych tulei cylindrowych silników okrętowych o zapłonie samoczynnym. Opisano badania własne w tym zakresie: teoretyczne dotyczące drgań własnych i eksperymentalne, dotyczące drgań wymuszonych. W badaniach teoretycznych do modelowania zastosowano liczby kryterialne podobieństwa z wykorzystaniem środowiska cyfrowego Elektroniks Workbench i Wis Sim. Umożliowiły one modelowanie wirtualne drgań tulei cylindrowych i określenie ich charakterystyk: amplitudy, częstości i przyśpieszenia. W badanach tych zastosowano analogi układów mechanicznych i elektrycznych. Opracowano metodę tłumienia drgań tulei cylindrowych z zastosowaniem filtrów tłumienia drgań elektrycznych w oparciu o wielomiany Bessel, Batterworda i Czebyszewa. Opisano przebieg badań eksperymentalnych i pokazano otrzymane wyniki. Walidację opracowanej metody przeprowadzono wykorzystując wyniki pomiarów parametrów drgań tulei cylindrowej silnika spalinowego z różnymi elementami sprężystymi. Skonfrontowano wyniki badań własnych z wynikami badań innych badaczy.

**A method of vibration damping for diesel engine cylinder liners to prevent the consequences of erosion**

**Key words:** cylinder liner, vibration damping, damper, cooled surface erosion, virtual modelling

**Abstract:** This article presents the utilitarian need to determine the normal mode vibration of marine Diesel engine cylinder liners and the authors’ own studies in this area. Theoretical investigations have been conducted with the application of characteristic dimensionless numbers in the Elektroniks Workbench and Wis Sim digital environment enabling virtual modeling of cylinder liner vibrations and determination of their characteristics (amplitudes, frequencies and accelerations). In the theoretical examination mechanical and electrical system analogues have been applied. A calculation method for the cylinder liner vibration damper, developed as a result of the study, has been discussed. Electrical oscillation damping filter design methods basing on the Bessel, Batterword and Chebyshev polynomials have been used. The course of the experimental examinations has been described and their results have been presented. Validation of the developed method has been executed applying measurement results concerning the parameters of Diesel engine cylinder liner vibration with various elastic elements. The results of the authors’ own, theoretical and experimental, examinations have been confronted with those obtained by other scholars.
1. Wprowadzenie

Drgania tulei cylindrowych są przyczyną powstawania kawitacji w układach chłodzenia okrętowych silników spalinowych [1, 10], szczególnie średnio i szybkoobrotowych. Tłumienie drgań tulei cylindrowych jest zadaniem istotnym już na etapie projektowania i budowy silników, jest równocześnie ważnym sposobem utrzymania trwałości tych silników, szczególnie bezwodzikowych. W silnikach tych przejście korbowodów przez górny i dolny punkt zwrotnej w cylindrze, generuje drgania o wysokiej częstości. Powodują one uszkodzenia erozyjne/degradację powierzchni części chłodzonej tulei z powodu kawitacji w cieczy chłodzącej [3, 4, 5, 7, 16]. Degradacja erozyjna powierzchni w znacznym stopniu obniża trwałość tulei cylindrowych, ich kołnierzy mocujących [9] i równocześnie zasób godzin pracy całego silnika. Skuteczną metodę zapobiegania zniszczeniom erozyjnym powierzchni chłodzonych elementów silników spalinowych przedstawiono w [1, 4], gdzie dla ochrony metalu tulei cylindrowych i płaszcza bloku jest polecony dodatek do wody chłodzącej zawiierający sol niklu. Warstwa niklu dobrze chroni metal przed uderzeniami implodujących paragazowych pęcherzyków [4]. Jednak nie zawsze możliwe jest stosowanie tego dodatku do wody chłodzącej z powodów złożonej technologii jego produkcji. Rozwiązanie problemu tłumienia drgań tulei cylindrowych, a tym samym ochrony ich powierzchni chłodzonych, w literaturze jest realizowane za pomocą modeli matematycznych badanego procesu, odzwierciedlających z możliwie dużym prawdopodobieństwem rzeczywiste warunki pracy tulei cylindrowej [5, 12, 16], w tym również z zastosowaniem symulacji [13], z użyciem oprogramowania ANSYS [11], analizy drgań opartej na klastrach [17] i metod elementów skończonych [6].

Celem artykułu jest opracowanie innej, mniej pracochłonnej, utylitarnej metody tłumienia drgań tulei cylindrowych, równocześnie zapobiegającej zużyciu erozyjnemu płaszcza cylindra silnika spalinowego.

Zastosowanie teorii podobieństwa do budowy modeli inżynierskich, stwarza możliwości przeniesienia wyników badań uzyskanych teoretycznie i w laboratorium do skali technicznej. Stosowanie liczb kryterialnych podobieństwa umożliwia uproszczenie i obniżenie kosztów badań. W tym celu stosowane są, między innymi, następujące podobieństwa [15]:

1. Geometryczne, które jest spełnione, kiedy kształty oraz odpowiadające sobie wymiary geometryczne są proporcjonalne. Jako kryterium podobieństwa przyjmuje się stosunek dwóch charakterystycznych wymiarów liniowych (np. średnic).

2. Kinematyczne (pól fizycznych), polegające na geometrycznym podobieństwie (np. rozkładów linii ciśnienia lub prędkości), przy zachowanym podobieństwie pól fizycznych (rozkładów linii tych pól). W charakterze współczynnika podobieństwa przyjmuje się stosunek dwóch wielkości charakterystycznych.

3. Dynamicznego spełnionego wówczas, kiedy współczynniki podobieństwa różnych wielkości charakterystycznych, istotnych dla danego zjawiska, np. siły inercji lub lepkości, pozostają w ściśle określonych zależnościach (liczba Frouda, Reynolds'a dla przepływów).

2. Określenie częstości drgań własnych tulei cylindrowych metodą modelowania wirtualnego

Określenie współczynnika podobieństwa geometrycznego oraz kinematycznego nie stanowi zwykle większego problemu. Bardziej złożona sytuacja jest w przypadku podobieństwa dynamicznego. Przy rozwiązaniu zadania wykorzystano możliwość przedstawienia tulei cylindrowej jako łańcucha połączeń pierścieni cylindrycznych o prostym kształcie. Przykład
dekompozycji tulei cylindrowej silnika spalinowego o zapłonie samoczynnym 4Cz8.5/11 przedstawiono na rysunku 1[15]. Takie potraktowanie tulei cylindrowej umożliwiło zastosowanie do budowy jej modelu wirtualnej metody analogii elektromechanicznych [2]. Metoda analogii elektromechanicznych powstała na zasadzie podobieństwa równań różniczkowych układów elektrycznych i mechanicznych. Metodę tą wykorzystali Faraday i Maxwell, którzy na bazie modeli mechanicznych próbowali przedstawić bardziej zrozumiałe trudno identyfikowalne wówczas procesy elektromagnetyczne.

![Rys. 1. Dekompozycja tulei cylindrowej silnika 4Cz 8,5/11](image)

Analogię podobieństwa zjawisk mechanicznych i elektrycznych zilustrowano za pomocą mechanicznych i elektrycznych układów elektrycznych, odpowiadających równaniom:

– dla liniowego obwodu elektrycznego:

\[ L \frac{d^2 q}{dt^2} + R \frac{dq}{dt} + \frac{q}{c} = e \]  

(1)

– dla oscylacyjnego obwodu elektrycznego:

\[ C \frac{de}{dt} + e + \frac{1}{L} \int_0^t e dt = i \]  

(2)

– dla układu drgającego ruchu mechanicznego masy zawieszonej na sprężynie:

\[ m \frac{dv}{dt} + b \frac{dx}{dt} + kx = f \]  

(3)

lub

\[ m \frac{dv}{dt} + bv + \frac{1}{k} \int v dt = f \]  

(4)
Z matematycznego punktu widzenia równania (1) - (4) są podobne. Z tożsamości równań układu mechanicznego i podobnego elektrycznego wynika, iż indukcyjność \( L \) odpowiada masie \( m \); ładunek elektryczny \( q \) przemieszczeniu \( x \); rezystancja elektryczna \( R \) współczynnikiowi dyssypacji \( b \); pojemność elektryczna \( C \) sztywności \( k \); napięcie \( e \) sile \( f \). Jest to pierwsza postać analogii. Druga postać analogii, zaproponowana w okresie późniejszym przez Chienla i Fajjierstonoma, polega na tożsamości równań układu mechanicznego i podobnego obwodu elektrycznego [13, 14]. Wynika z nich, że pojemność elektryczna \( C \) jest analogiem masy \( m \); napięcie \( e \) prędkości \( v \); przewodnictwo \( 1/R \) współczynnika dyssypacji \( b \); indukcyjność \( L \) sprężystości \( k \); prąd elektryczny i sile \( f \). W tabeli 1 przedstawiono podstawowe wielkości i odpowiadające im analogi [14].

Tabela 1. Wielkości i odpowiadające im analogi dla podobieństw siła – napięcie i siła – prąd

| Łańcuch                  | Analogi | Wielkości–analogi |
|--------------------------|---------|-------------------|
| Mechaniczny              | Siła \( F \) | Prędkość \( V \) | Masa \( m \) | Współczynnik dyssypacji \( b \) | Sztywność \( k \) |
| Elektryczny              | Napięcie \( U \) | Prąd \( I \) | Indukcyjność \( L \) | Rezystancja \( R \) | 1/C |
| Siła–napięcie            | Prąd \( I \) | Napięcie \( U \) | Pojemność elektryczna \( C \) | 1/L |
| Siła–prąd                |         |                   |                   |                   |

Zastępując elementy rzeczywiste ich odpowiednikami w postaci dwójków, charakteryzujących masę, dyssypację energii i sztywność, zbudowano łańcuch zdekomponowanych elementów badanej tulei cylindrowej. Przykład sieci mechanicznej tulei silnika 4Cz8,5/11 przedstawiono na rysunku 2.

![Rys. 2. Schemat mechanicznego odzwierciedlenia tulei cylindrowej silnika 4Cz 8,5/11 w postaci sieci dwójków](image)

Symbole \( M_1, M_2, \ldots, M_9 \) oznaczają dwójkiki charakteryzujące masę pierścieni; symbolami \( k_1, k_2, \ldots, k_9 \) oznaczono dwójkiki, charakteryzujące sztywność pierścieni; symbolami \( W_1, W_2, \ldots, W_9 \) dwójkiki, charakteryzujące dyssypacyjnie właściwości pierścieni, \( F \) – aktywny
dwójnik siły, określany przez wielkość oddziaływania siłowego tłoka na tuleję, wzbudzającego jej drgania, podczas przechodzenia tłoka przez dolny i górny zwrotny punkt. Wartości sztywności, masy i dyssypacji pierścieni tulei cylindrowej określono na podstawie równania opracowanego dla określonej częstości drgań własnych pierścieni z równania Timoszenko [12]

\[ \omega^2 = \frac{D_{sz}}{R^4 \rho \delta} \frac{n^2 (n^2 - 1)^2}{(n^2 + 1)^2} \]  

gdzie:  
- \( D_{sz} \) – sztywność cylindyczna tulei;  
- \( R \) – promień zewnętrzny tulei;  
- \( \rho \) – gęstość materiału pierścienia;  
- \( \delta \) – powierzchnia poprzeczna pierścienia;  
- \( n \) – liczba półfali promieniowych, powstających przy odkształceniu pierścieni w wyniku drgań.

Sztywność pierścieni tulei określano w zależności od wartości stosunku \( r/l \), gdzie: \( l \) – długość pierścienia tulei. Dla trzeciego pierścienia, w którym wartość \( r/l \leq 0,1 \) równanie (5) po przekształceniu przyjmuje postać:

\[ k = \frac{EI n^2 (n^2 - 1)^2}{r^4 \rho \delta \left( \frac{\pi r}{l} \right)^2 + \left( n^2 + 1 \right)^2 n^2} \]  

gdzie:  
- \( E \) – moduł sprężystości materiału pierścienia;  
- \( J \) – moment bezwładności powierzchni poprzecznej pierścienia.

Dla wszystkich pozostałych pierścieni o stosunku \( r/l \geq 0,1 \) sprężystość określano według równania [14]:

\[ k = \frac{EI r^2 (n^2 - 1)^2 n^4}{r^4 \left( \frac{\pi r}{l} \right)^4 + \left( n^2 + 1 \right) n^2} \]  

natomiast masę pierścieni określano ze związku:

\[ m_i = \rho_i \delta_i L_i \]  

Dyssypację poszczególnych pierścieni \( b_i \) określano za pomocą dekrementu logarytmicznego tłumienia

\[ b_i = \frac{1}{\pi} \sqrt{m_i k_i} \]  

Przyjmując, że materiałem tulei jest stal o gęstości 7480 kg/m³, na podstawie równań (6) - (9) dla poszczególnych pierścieni tulei badanego silnika spalinowego 4Cz8,5/11 obliczono masę, sztywność i dyssypację pierścieni, przedstawione w tabeli 2.

Tabela 2. Wartości masy, sprężystości i dyssypacji poszczególnych pierścieni tulei cylindrowej silnika spalinowego 4Cz 8.5/11
Drugim etapem opracowania modelu tulei cylindrowej była zamiana sieci mechanicznej dwójników na sieć elektryczną w wirtualnym środowisku Elektronics Workbench (EWB). Takie podejście oparto na podstawie fizycznych analogii między drganiami mechanicznymi i elektrycznymi, opisanymi równaniami różniczkowymi (1) – (4).

Podstawowymi dwójnikami elektrycznymi są rezistory, kondensatory bez strat ładowania i indukcyjność bez oporu. Model matematyczny rezystora jest równaniem algebraicznym (prawem Ohma) \( \Delta U = IR \), gdzie: \( \Delta U \) spadek napięcia na rezystorze w W; I – natężenie prądu w A; R – opór rezystora w \( \Omega \). Model kondensatora i indukcyjności są zwykłymi równaniami różniczkowymi pierwszego rzędu: \( I = C(d\Delta U/dt) \); \( \Delta U = L(dI/dt) \), gdzie: \( C \) – pojemność kondensatora w Faradach; \( L \) – indukcyjność w Henry. Oprócz elementów biernych obwodów elektrycznych do elementów czynnych należą źródła napięcia i prądu. Dla systemu mechanicznego analogiem równania prawa Ohma jest: \( F = R_m \gamma \), gdzie: \( \gamma \) – współczynnik tarcia wewnętrznych, \( R_m \) - analog rezystancji elektrycznej. Zmiana w czasie siły prowadzi do zmiany przemieszczenia. Po zróżniczkiowaniu względem czasu równości \( x = F/c \) otrzymano:

\[
\frac{dx}{dt} = V = k_m \frac{dF}{dt}
\]  

gdzie: \( V \) – prędkość przemieszczenia miejsca przyłożenia siły; 
\( k_m \) – sztywność.

Podatność sprężyny rozpatrzoną jako analog pojemności kondensatora elektrycznego, ponieważ w systemach sprężystych zależność między prędkością przemieszczenia, a prędkością zmiany siły jest analogiczna do zależności \( I = C \frac{d\Delta U}{dt} \) dla kondensatora elektrycznego. Zgodnie z drugim prawem Newtona

\[
F = m \frac{dV}{dt} = L \frac{dV}{dt}
\]

masa ciała jest odpowiednikiem indukcyjności elektrycznej przy modelowaniu analogu \( Siła – Napięcie \). Zgodnie z wprowadzonymi analogami, między wielkościami mechanicznymi i elektrycznymi dla obliczenia parametrów elementów obwodu elektrycznego ustalono następujące korelacje: masowemu elementowi \( m \), w kg odpowiada pojemność elektryczna \( C \); wyrażana w nanofaradach; elementom sprężystości \( k \), wyrażonym w N/m odpowiada indukcyjność w Henry, ponieważ \( 1/L = k \); a dyssympacją elementów \( b \), wyrażoną w Ns/m odpowiada oporowi elektrycznemu \( R \), określomnemu jako \( R = 1/b \) i wyrażonemu w Ohm.
Obliczone parametry elementów ekwiwalentnego obwodu elektrycznego dla tulei silnika 4Cz8,5/11 przedstawiono w tabeli 3.

Tabela 3. Obliczone wartości cech elementów sieci elektrycznej

| Nr pierścienia | Indukcyjność L (mHn) | Pojemność elektryczna C (nF) | Rezystancja R (Ω) |
|----------------|----------------------|-------------------------------|-------------------|
| 1              | 1,484                | 23,399                        | 2,308             |
| 2              | 2,833                | 11,084                        | 4,635             |
| 3              | 72,87                | 31,36                         | 13,97             |
| 4              | 2,833                | 11,084                        | 4,635             |
| 5              | 5,522                | 5,388                         | 9,281             |
| 6              | 2,833                | 11,084                        | 4,635             |
| 7              | 5,522                | 5,388                         | 9,281             |
| 8              | 2,833                | 11,084                        | 4,635             |
| 9              | 3,506                | 8,768                         | 5,797             |
| 10             | 4,679                | 6,576                         | 7,733             |

Na podstawie wartości elementów sieci elektrycznej przedstawionych w tabeli 3 określono wielkości elementów potrzebnych do zbudowania sieci (rezystorów, kondensatorów i cewek indukcyjnych). Odwzorowanie tulei cylindrowej silnika 4Cz8,5/11 w postaci sieci elektrycznej przedstawiono na rys. 3 [13].

Rys. 3. Schemat odwzorowania tulei cylindrowej silnika 4Cz 8,5/11 w postaci sieci elektrycznej

Wykorzystując odwzorowanie tulei cylindrowej w postaci schematu sieci elektrycznej, w celu określenia częstotliwości pierwszej harmonicznej drgań tulei cylindrowej przeprowadzono eksperyment wirtualny. Zastosowano w nim generator, wzbudzający sygnały sinusoidalne, trójkątne i prostokątne o określonej częstości, amplitudzie i przesunięciu. Do obserwacji
wyników pomiarów w sieci zastosowano oscylograf dwukanałowy. Uderzenia tulei cylindrowej przez tłok, w eksperymencie, symulowano krótkim impulsem prostokątnym o długości trwania rzeczywistego uderzenia tłoka. Dlatego na modelu fizycznym szacowano czas trwania impulsu uderzenia za pomocą oscylografu typu “Bordeaux”. Na generatorze sygnałów ustalano impulsy prostokątne z częstotliwością uderzeń tłoka o tuleję, zgodnie z prędkością obrotową wału silnika, a czas trwania impulsów uderzeniowych imitowano wartością współczynnika wypełnienia sygnałów impulsowych. W dalszych badaniach krótkie uderzenia imitowano impulsami Diraca. Wyniki pomiarów częstości drgań pierwszej harmonicznej tulei cylindrowej silnika spalinowego 4Cz8,5/11 okazały się zbliżone do wyników pomiarów uzyskanych w badaniach przeprowadzonych na stanowisku eksperymentalnym (opisanym dalej w rozdziale 3) oraz z wynikiem badań innej pracy [4], co przedstawiono w tabeli 4.

| Częstości drgań własnych tulei w eksperymencie wirtualnym | Częstości drgań własnych tulei w skali technicznej [15] | Częstości drgań tulei cylindrowej 4cz8,5/11 eksperymencie w skali technicznej [7] |
|-----------------------------------------------------------|-------------------------------------------------------|---------------------------------------------------------------------|
| 1720,5 Hz                                                | 1727±198 Hz                                           | 1874 Hz                                                            |

3. Modelowanie tłumienia drgań tulei cylindrowych

Rozpatrując tuleję cylindrową silnika spalinowego jako szereg kolejno połączonych pierścieni (patrz rys.1) potraktowano je jako łańcuch członów drganiowych o własnych transmitancjach. Transmitancją jest stosunek wielkości wyjściowej do wielkości wejściowej przy zerowych warunkach początkowych. Jeśli człon drganiowy opisuje równanie różniczkowe drugiego rzędu w postaci

\[ T_2^2 y'' + 2b_1 T_1 y' + y = kx \]

(12)
to transmitancję członów drganiowych określono za pomocą równania w postaci:

\[ W_p = \frac{k}{T_2^2 p^2 + 2b_1 T_1 p + 1} \]

(13)
gdzie: \( p \) – operator Laplace’a,
\( k \) – współczynnik wzmocnienia,
\( b_1 \) – dysympacja pierścieni.

Współczynniki \( T_1 \) i \( T_2 \) transmitancji obliczono rozwiązując iteracyjnie równania (14) - (15)

\[ b_1 = \frac{T_1}{2T_2} \]

(14)

\[ \omega = \frac{\sqrt{4T_2^2}}{2T_2} \]

(15)
gdzie: \( \omega = 2 \cdot \pi \cdot f \) – prędkość kątowa;

\( f \) - znana częstość drgań własnych pierścieni (Hz)

Stałe czasowe \( T_e \) można określić rozwiązując równanie:
\[
T_2 = \frac{T_e}{\sqrt{\omega^2 \cdot T_c^2 + 1}}
\]

W badaniach zastosowano metodę prostszą, korzystając z biblioteki Vis Sim. Określając eksperymentalnie częstość drgań własnych i stałą czasową (15), obliczono transmitancję (13). Obliczone wartości stałych czasowych i częstości drgań własnych zamieszczono w tabeli 5.

| Numer pierścienia tulei | \(T_0\) (s) | \(f\) (Hz) | \(T_1\) (s) | \(T_2\) (s) |
|------------------------|-------------|------------|-------------|-------------|
| 1                      | 14,00 \cdot 10^{-6} | 24820      | 4,86 \cdot 10^{-6} | 5,83 \cdot 10^{-6} |
| 2                      | 17,00 \cdot 10^{-6} | 23421      | 4,69 \cdot 10^{-6} | 6,31 \cdot 10^{-6} |
| 3                      | 3100,00 \cdot 10^{-6} | 1619      | 6,23 \cdot 10^{-6} | 98,31 \cdot 10^{-6} |
| 4                      | 6,24 \cdot 10^{-6} | 46567      | 2,88 \cdot 10^{-6} | 2,99 \cdot 10^{-6} |
| 5                      | 6,26 \cdot 10^{-6} | 45487      | 2,98 \cdot 10^{-6} | 3,06 \cdot 10^{-6} |
| 6                      | 6,24 \cdot 10^{-6} | 46567      | 2,88 \cdot 10^{-6} | 2,99 \cdot 10^{-6} |
| 7                      | 6,26 \cdot 10^{-6} | 45487      | 2,98 \cdot 10^{-6} | 3,06 \cdot 10^{-6} |
| 8                      | 6,24 \cdot 10^{-6} | 46567      | 2,88 \cdot 10^{-6} | 2,99 \cdot 10^{-6} |
| 9                      | 58,84 \cdot 10^{-6} | 12183      | 5,57 \cdot 10^{-6} | 12,76 \cdot 10^{-6} |
| 10                     | 2,30 \cdot 10^{-6} | 77121      | 2,05 \cdot 10^{-6} | 1,54 \cdot 10^{-6} |

Na podstawie parametrów zamieszczonych w tabeli 5, w środowisku Vis Sim zbudowano model funkcjonalny tulei cylindrowej silnika, przedstawiony na rysunku 4. Model zawiera bloki symulacji uderzeń tłoka w górnym i dolnym martwym punkcie, blok sumowania wyników tych dwóch uderzeń oraz blok odzwierciedlenia wyników.

Rys. 4. Schemat funkcjonalny modelu tulei cylindrowej silnika 4Cz8,5/11 w środowisku Vis Sim

Do tłumienia drgań sygnałów elektrycznych w systemach elektronicznych wykorzystano najczęściej stosowane filtry z biblioteki środowiska elektronicznego Vis Sim: filtry Bessela, Batterworda i Czebyszewa, różniące się zastosowanymi wielomianami. Wyniki tłumienia drgań tulei cylindrowej silnika 4Cz8,5/11 uzyskane podczas badań przeprowadzonych na modelu tulei wykazały największą skuteczność filtru Czebyszewa. Potwierdzeniem tego faktu są przebiegi wyników skuteczności tłumienia drgań tulei cylindrowej uzyskane z wykorzystaniem wymienionych filtrów, udokumentowane na rysunku 5.
Rys. 5. Wyniki skuteczności tłumienia drgań tulei cylindrowej silnika 4Cz8,5/11 uzyskane z wykorzystaniem różnych filtrów

4. Eksperymentalna walidacja wyników badań

Najskuteczniejsze w praktyce inżynierskie filtry są wynikiem syntezy gotowych struktur schodowych z indukcyjnościami jako elementami wzdluznymi oraz pojemnościami jako strukturami poprzecznymi. Na rysunku 6 przedstawiono przykłady schematów filtrów Czebyszewa trzeciego rzędu, składające się z trzech rodzajów elementów: rezystancji, pojemności elektrycznej i indukcyjności [15].

Rys. 6. Przykłady schematów filtrów Czebyszewa trzeciego rzędu

Dokonując przejścia odwrotnego w porównaniu z opisanym w na wstępie, od analogii elektrycznych do analogii mechanicznych uznano, iż rzeczywisty tłumik drgań mechanicznych tulei cylindrowej, zbudowany z zastosowaniem wielomianu Czebyszewa musi posiadać jako kolejne połączone elementy: sztywność i dyssympację przedzielone elementami masy – przekładkami z folii metalowej [8]. Poprawność konstrukcji opracowanego tłumika sprawdzono na stanowisku eksperymentalnym, przedstawionym schematycznie na rysunku 7 wraz z opisem [13].

Osadzanie tulei w płaszczu realizowano z wciskiem na tulei cylindrowej w wytoczeniu pierścieniowym płaszcza. Wibrator generował dynamiczne impulsy w górnej i dolnej części tulei cylindrowej, wzbudzając w niej drgania o częstości 50 Hz. W trakcie badań w charakterze materiałów dla elementów sprężystych zastosowano podkładki przedstawione wraz z wynikami pomiarów w tabeli 6. Dla sprawdzania skuteczności tłumienia za pomocą zestawu elementów sprężystych, rozdzielonych masami pośrednimi, przeprowadzono eksperyment porównawczy pracy tłumika z uszczelkami sprężystymi jednolitymi z gummy i paronitu z analogicznymi do grubości zestawami uszczelek gumowych i paronitowych (δ = 1 mm), przedzielonych folią metalową. Grubość sumaryczna uszczelek zmieniała się od 3 do 4 mm.
Rys. 7. Stanowisko eksperymentalne do badań symulacyjnych parametrów drganiowych tulei cylindrowej silnika 4Cz 8,5/11

1 – głowica cylindra; 2 – płaszcz cylindra; 3 – obejma górna; 4 – obejma dolna; 5 – tuleja; 6 – bijniki górny i dolny; 7 – wibrometr TV-300; 8 – sworzeń; 9 – płyta oporowa; 10 – czujnik drgań TSV-01; 11 – śruby; 12 – wibrator; 13 – płyta fundamentowa

Tabela 6. Wyniki pomiarów parametrów drgań tulei cylindrowej silnika spalinowego 4Cz8,5/11 z różnymi elementami sprężystymi mierzonymi w górnym zwrotnym punkcie tulei

| Nr | Typ uszczelek sprężystych | Częstość szczytowa (Hz) | Częstość ustalona (Hz) | Amplituda drgań (mm) | Prędkość przemieszczeń (m/s) | Przyśpieszenie drganiowe (m/s²) |
|----|--------------------------|-------------------------|------------------------|----------------------|----------------------------|--------------------------------|
| 1  | Bez uszczelek sprężystych| 20000                   | 58                     | 0,593                | 10,027                    | 8,26                           |
| 2  | Guma jednolita (δ = 4 mm)| 67,5                    | 0,323                  | 0,04                 | 0,64                       | 0,57                           |
| 3  | Zestaw gumowy (4δ = 1 mm)| 3,9                     | 0,338                  | 0,028                | 0,625                      | 0,52                           |
| 4  | Policzterofluoroetylen (δ = 4 mm)| 5,5 | 0,325 | 0,027 | 0,424 | 0,36 |
| 5  | Zestaw silikonu (2δ = 2 mm)| 7,4                     | 0,324                  | 0,055                | 0,879                      | 0,73                           |
| 6  | Paronit jednolity (δ = 3 mm)| 3,8                     | 0,338                  | 0,07                 | 1,069                      | 0,9                            |
| 7  | Zestaw paronitu (3δ = 1 mm)| 3,9                     | 0,337                  | 0,028                | 0,41                       | 0,35                           |

Pomiary częstości drgań tulei cylindrowej wykonywano za pomocą czujnika TSV-01 i oscylografu. Pomiary parametrów drgań tulei cylindrowej amplitudy, prędkości i przyśpieszeń drgań przeprowadzane w płaszczyznach uderzeń bijników górnego i dolnego zwrotnego punktu, w kierunkach wzajemnie prostopadłych, za pomocą wibrometru TV-300 z czujnikiem TSV-01. Wyniki pomiarów parametrów drgań tulei cylindrowej silnika przedstawiono graficznie w postaci wykresów słupkowych na rysunkach 8, 9 i 10.
5. Podsumowanie

Uzyskane wyniki teoretyczne i eksperymentalne pracy dowiodły realnych możliwości zwiększenia odporności na erożję kawitacyjną, zapobiegania uszkodzeniom erozyjnym tulei cylindrowych, poprzez ograniczenie ich drgań.

Wyniki badań parametrów drgań własnych tulei cylindrowej sinika 4Cz8,5/11 w wirtualnej przestrzeni Elektronics Workbench okazały się zbliżone do wyników pomiarów uzyskanych w badaniach przeprowadzonych na stanowisku eksperymentalnym w skali technicznej, z
prostym pomiarem drgań tulei rzeczywistej oraz z wynikami innych badań – bardzo bliskie w pracy [7] i o około rząd mniejszymi podanymi między innymi w tabeli 5 pracy [17]. Tym samym potwierdziły one poprawność zastosowanej metody badań wirtualnych do określenia charakterystyk drgań tulei cylindrowych i uwiarygodniły metodę ich opracowania na podstawie analogów wyprowadzonych z liczb kryterialnych podobieństwa.

W trakcie przeprowadzonego eksperymentu potwierdzono skuteczność konstrukcji tłumika, składającego się z zestawu elementów sprężystych. Amplitudy drgań tulei cylindrowej, prędkości jej przemieszczzeń i przyśpieszeń, przy wykorzystaniu tłumika z jednolitymi elementami sprężystymi (paronit i guma) są 1,5-2,5 razy większe od analogicznych wielkości dla tłumika wyposażanego w rozdzielne elementy sprężyste.

Analiza wyników badań różnych rodzajów uszczelek sprężystych, jako elementów konstrukcji tłumika, przedstawionych w tabeli 6 dowodzi, że zastosowanie dowolnego materiału sprężystego obniża parametry drgań tulei cylindrowej, minimalizując je praktycznie do wartości bliskich zerowym. Otrzymane w trakcie eksperymentu wyniki potwierdziły poprawność dostrojenia układu sprężystego tłumika do trybu przeciwnego do rezonansu drgań tulei cylindrowej. Takiemu zachowaniu się tulei cylindrowej będzie towarzyszyć zmniejszone zużycie kawitacyjne w płynie chłodzącym, a w rezultacie tuleja nie będzie poddana degradacji erozyjnej.

Zwiększenie odporności na erozję kawitacyjną powierzchni metali można więc osiągnąć poprzez laminaryzację strumieni cieczy roboczej, pokrycie powierzchni metali powłokami ochronnymi i stosunkowo najprościej, przy kawitacji wibracyjnej, poprzez tłumienie drgań omywanej powierzchni tulei cylindrowej.
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Wstępny model sedymentacji osadów lakierniczych w rekuperatorze kabiny lakierniczej

Słowa kluczowe: kabina lakiernicza, sedymentacja, mgła lakiernicza, osady lakiernicze.

Streszczenie: Odkładające się na lamelach rekuperatora osady lakiernicze powodują problemy eksploatacyjne. Przekroje poprzeczne kanałów rekuperatora stopniowo zmniejszają się i ostatecznie prowadzi to do zatkania rekuperatora. Oprócz oporów przepływu powietrza osady stanowią również opór termiczny przy wymianie ciepła. W artykule przedstawiono wstępne wyniki modelowania procesu sedymentacji drobin lakieru. Zaprezentowano model powstawania mgły lakiernicznej zawierającej krople lakieru o określonej średnicy oraz stopień koncentracji drobin lakieru w kanale wentylacyjnym za filtrem. Wyniki symulacji porównano z wynikami pomiarów w rzeczywistych kabinach lakierniczych.

1. Wprowadzenie

Podczas pracy kabiny lakierniczej w trybie lakierowania powietrze w kabinie lakierniczej jest stale wymieniane. Zużyte, ciepłe powietrze jest wyrzucone z przestrzeni roboczej kabiny. Dając do poprawy efektywności energetycznej kabin lakierniczych stosuje się instalacje odzysku ciepła. Najczęściej wykorzystywane są rekuperatory krzyżowe. Konstrukcja rekuperatorów krzyżowych opiera się na budowie lamelowej, gdzie lamele z cienkiej blachy aluminiowej oddzielają na przemian strumienie ciepłego i zimnego powietrza. Odległość pomiędzy lamelami znajduje się przedziale 12-15 mm. Na rysunku 1 przedstawiono schemat klasycznego rozwiązania kabiny lakierniczej z rekuperatorem krzyżowym.

Rys. 1 Lokalizacja rekuperatora w klasycznym rozwiązaniu kabiny lakierniczej
Fig. 1A location of the heat exchanger in typical booth assembly
W ciepłym powietrzu znajdują się cząstki stałe mgły lakierniczej, które tworzą osady lakiernicze na ściankach kanałów wentylacyjnych wyrzutni. Osady lakiernicze powstają również na lamelach rekuperatora. Na rysunku 2 przedstawiono rekuperator zanieczyszczony osadami lakierniczymi.

Rys. 2 Rekuperator zanieczyszczony osadami lakierniczymi
Fig. 2 Recuperator fins contaminated with overspray sediments

Odkładająca się warstwa osadów powoduje opór termiczny dla wymiany ciepła w rekuperatorze oraz zmniejsza przekrój kanałów rekuperatora powodując opory przepływu powietrza [14], [15]. Ostatecznie narastająca warstwa osadów powoduje utratę drożności rekuperatora. Związane jest to z powstawaniem zagrożenia wybuchu i wyłączeniem kabiny lakierniczej z eksploatacji. Ocenę prawdopodobieństwa wybuchu w kabinie lakierniczej przedstawiono w pracy [24] w odniesieniu do malarni proszkowej.

Problematyka wpływu osadów na warunki eksploatacyjne obiektów technicznych jest obecna w wielu dziedzinach, dotyczy to między innymi silników spalinowych [1], [23]. W tematyce kabin lakierniczych problematyka osadów była traktowana w sposób znikomy ze względu na przekroje kanałów wentylacyjnych rzędu 0,8 – 1 [m]. Kilkumilimetrowe warstwy osadów nie mają znaczącego wpływu na zmianę oporów przepływu powietrza w kanałach. Dopiero pojawienie się rekuperatorów w instalacjach wentylacyjnych kabin, spowodowało zauważalność zjawiska sedimentacji mgły lakierniczej. W dokumentacji techniczno ruchowej kabin lakierniczych z rekuperatorami często pomija się potrzebę oczyszczania rekuperatorów. Nie określono stanów granicznych w stosunku do grubości osadów oraz minimalnego przekroju poprzecznego kanału w rekuperatorze. Stany graniczne pozwalają określić czas eksploatacji tak jak w przypadku ciepłociągów [17] lub wałów korbowych silników [21]. Wolumen objętości aplikowanego lakieru ma znaczący wpływ na grubość osadów lakierniczych, przyjmuje on jednak wartości zmienne w czasie eksploatacji kabiny lakierniczej. Wymaga to określenia stałych odstępów czasowych pomiędzy przeglądami rekuperatora lub przyjęcia strategii quasi-okresowej [8].

Prowadzone są prace badawcze nad atomizacją lakierów [19] oraz efektywnością transferu pistoletów lakierniczych [18], [22]. Wydawane są regulacje i zalecenia dotyczące efektywności transferu poprzez stosowanie niskociśnieniowych pistoletów lakierniczych HVLP (High Volume Low Pressure) [26], [27]. Publikacje na temat rozmiaru mgły lakierniczej rozpatrują ją przede wszystkim w aspektaỨ zdrowotnych i środowiskowych. Istnieje również wiele publikacji dotyczących efektywności filtrów cząstek stałych mgły lakierniczej typu „paint stop” [4], [6], [7] innymi mediami [10], [12] lub alternatywnymi...
metodami [20], [25]. Nie ujmują one jednak aspektów wpływu poszczególnych elementów na warunki eksploatacyjne kabiny lakierniczej. Problematyka atomizacji i efektywności transferu stanowi również obszerne zagadnienie w tematyce oprysków rolnych [9], [11], [13].

Modele matematyczne i symulacyjne sedymentacji drobin na wewnętrznych ściankach kanałów w przepływie turbulentnym przedstawiono w pracach [2], [3] i [5]. W niniejszym artykule zaprezentowano wstępny model matematyczny i symulacyjny wzrostu osadów lakierniczych. Opracowany model uwzględnia adhezyjne właściwości kropel lakieru. Tempo wzrostu warstwy osadów określone jest na podstawie czasu pracy kabiny w trybie lakierowania oraz wielkości strumienia objętości aplikowanego lakieru.

2. Zjawisko agregacji mgły lakierniczej

W trakcie aplikacji lakieru z pistoletu lakierniczego płynie strumień lakieru o wolumieniu \( V_p \) w postaci kropel o zróżnicowanym rozmiarze. Wielkość kropel jest związana z wieloma parametrami, takimi jak: rozmiar dyszy i nastaw pistoletu lakierniczego, rodzaj materiału lakierniczego, ciśnienie sprężonego powietrza, wolumen strumienia objętości lakieru, a także odległość dyszy pistoletu lakierniczego od lakierowanej powierzchni [19], i położenie dyszy [20]. Większość drobin lakieru osadza się na malowanej powierzchni tworząc powłokę lakierniczą. Pozostałe krople unoszą się w powietrzu i tworzą mgłę lakierniczą, która wyrzucona jest z przestrzeni roboczej kabiny lakierniczej wspólnie z wymienianym powietrzem. Wolumen objętości lakieru we mgle lakierniczej można określić za pomocą współczynnika efektywności transferu (transfer efficiency) \( TE \):

\[
V'_p = V_p (1 - TE)
\]

gdzie \( V'_p \) objętość lakieru we mgle lakierniczej \([m^3/s]\). Współczynnik efektywności transferu \( TE \) jest wartością bezwymiarową i określa stosunek objętości lakieru tworzącej powłokę lakierniczą do całkowitej objętości zużytego lakieru.

Wyrzucone powietrze oczyszczane jest z drobin lakieru za pomocą filtra typu paint stop umieszczonego zazwyczaj w podłodze lub ścianie kabiny lakierniczej. Efektywność filtra \( F_E \) opisuje procentową liczbę zatrzymanych drobin lakieru. Efektywność ta zależna jest od rozmiaru drobin lakieru [4], [7], [6], [10], [12], [20]. Dostawcy filtrów typu paint stop w swojej dokumentacji zamieszczają przedział skuteczności filtrów [30] lub wartość uśrednioną [29]. Ostatecznie objętość lakieru za filtrem \( V''_p \) można określić według zależności:

\[
V''_p = \frac{V'_p (100 - F_E)}{100}
\]

gdzie \( F_E \) oznacza efektywność filtra. Stopień koncentracji kropli lakieru \( p_c \) w strumieniu wyrzuconego powietrza \( V_A \) za filtrem można określić w następujący sposób:

\[
p_c = \frac{n_p}{V_A}
\]
gdzie \( n_p \) oznacza strumień drobin lakieru [1/s], strumień objętości wymienianego powietrza \( V_A \) wyrażony jest w [m³/s]. Aby obliczyć liczbę drobin lakieru \( n_p \) można wykorzystać oczywistą zależność, iż całkowita objętość lakieru jest równa sumie objętości drobin:

\[
V_p = \sum_{i=1}^{n_p} \frac{1}{6} \Pi d_i^3
\]

(4)

gdzie \( d_i \) oznacza średnią \( i \)-tej drobiny [m].

Przyjmując w uproszczeniu że wszystkie drobiny lakieru mają unormowaną średnicę \( d_A \), strumień drobin lakieru można określić z następującej zależności:

\[
n_p = \frac{6 V_p}{\Pi d_A^3}
\]

(5)

Unormowana średnica drobin lakieru \( d_A \) uzależniona jest warunków atomizacji lakieru oraz odległości dyszy pistoletu lakierniczego od lakierowanej powierzchni. Strumień drobin lakieru wyrażony jest liczbą powstałych drobin w ciągu jednej sekundy.

3. Ogólny model zjawiska osadzania się cząstek w przepływie turbulentnym

Prowadzone są badania nad zjawiskami sedymentacji drobin zawartych w strumieniach o przepływie turbulentnym [2], [5]. Stochastyczny model sedymentacji cząstek oraz zaklejania kanału wentylacyjnego został zaproponowany w podziale na cztery elementarne zjawiska [3]: osadzanie, unoszenie, aglomeracja oraz zatykanie. Na rysunku 3 przedstawiono poszczególne zjawiska.

Rys. 3 Elementarne zjawiska procesu osadzania a) osadzanie, b) unoszenie, c) aglomeracja, d) zatykanie

Fig.3 Elementary stages of deposition model a) deposition, b) resuspension, c) agglomeration, d) clogging
Model osadzania drobin na powierzchni jest opisany przez bilans energetyczny w kierunku normalnym do ścianki. Jest on rozpatrywany w dwóch podstawowych mechanizmach: hydrodynamicznym transporcie cząsteczek w przepływie turbulentnym oraz mechanizmie przylegania. Przyleganie oparte jest na interakcjach fizykochemicznych pomiędzy dwoma ciałami. Drobiny osadzają się na ścianie (lub na drobinach już osadzonych) gdy ich energia w kierunku normalnym do ścianki jest wystarczająca do przezwyciężenia bariery energii odbicia, a w przeciwnym razie odbijają się od powierzchni. Bariera energii określana jest przy użyciu teorii DLVO [3], nazwaną od autorów Derjaguin-Landau i Verwey-Overbeek. Teoria ta zakłada, że całkowita energia jest sumą energii interakcji:

\[
U_{\text{part-surf}} = U_{\text{DLVO}}^{\text{part-plate}} (1 - S_{\text{cov}}) + \sum U_{\text{DLVO}}^{\text{part-part}}
\]  

(6)

gде: \( S_{\text{COV}} \) oznacza pokrycie powierzchni osadzonymi cząstkami, \( U_{\text{part-plate}} \) oddziaływanie pomiędzy cząsteczką i czystą powierzchnią i \( U_{\text{part-part}} \) oddziaływania między cząstkami. Powierzchnia styku \( S_{\text{cont}} \) określa obszar kontaktu i dana jest zależnością:

\[
S_{\text{cont}} = \Pi \left( 2 \sqrt{d_{\text{part}} d_{\text{dep}}} + d_{\text{dep}} \right)^2
\]  

(7)

Gdzie \( d_{\text{part}} \) promień drobiny i \( d_{\text{dep}} \) promień osadzonej drobiny.

Jeśli w strefie kontaktu są obecne wcześniej osadzone drobiny, losowo wybrana jest drobina na której osadzana jest kolejna pod losowo wybranym kątem.

Ze względu na zjawisko adhezji kropel lakieru uznano, że w modelu sedimentacji lakierów praktycznie nie zachodzi faza unoszenia drobin lakieru. W przypadku gdy drobina przylgnie do powierzchni, to pozostaje w tym miejscu nieodwracalnie. W modyfikowanym modelu zaproponowano dwa dodatkowe zjawiska: możliwość aglomeracji na powierzchni oraz zjawisko wyrównywania. Aglomeracja na powierzchni polega na możliwości przesunięcia się drobiny o odległość równą jej średnicy w kierunku innym, wcześniej osadzonej drobiny. Wyrównywanie dotyczy przypadku gdy kropla osiąta na innej wcześniej osadzonej drobinie i tworzy kolejną warstwę osadu. Gdy w sąsiedztwie osadzającej się kropli nie znajduje się żadna drobina położona nie mniej niż o jedną warstwę niżej, to drobina opada na sąsiednią pozycję w niższej warstwie. Jeżeli w bliskim sąsiedztwie znajduje się aglomeracja drobin, to kierunek opadania będzie związany z największą aglomeracją powstałymi drobinami. Aglomeracja na powierzchni i wyrównywanie mogą mieć miejsce tylko w momencie osadzania się cząsteczki oraz może to się odbywać tylko w rejonie o promieniu równej średnicy cząsteczki.

4. Model symulacyjny

Dla zaproponowanego modelu opracowano model symulacyjny. Przyjęto geometrię kanału rekuperatora przedstawionego na rysunku 4. Rekuperator dedykowany jest dla kabin lakierowych o strumieniu powietrza \( V_A = 5,56 \ [m^3/s] \) \ (20 000 \ [m^3/h]) [28]. Na jego konstrukcji składają się kanały o szerokości \( w_d = 1 \ [m] \) wysokości \( h_d = 0,012 \ [m] \) oraz długości \( l_d = 1 \ [m] \). Łącznie tworzy po 60 kanałów na przemian dla ciepłego i zimnego powietrza.
Załóżono uproszczenie, że średnica kropel lakieru $d$ ma stałą unormowaną wartość. Powierzchnie lamel rekuperatora oraz przestrzeń pomiędzy nimi podzielono trójwymiarową siatką, składającą z sześcianów o boku równym średnicy drobiny. Na rysunku 5 przedstawiono model siatki.

Przyjęto strumień lakieru $V_p = 3.33e-6 \, [m^3/s]$ (200 [ml/min]). Przy takim wolumenie lakieru i odległości dyszy pistoletu lakierniczego od pokrywanej powierzchni równej 0,3 [m] można przyjąć unormowaną średnią kropel lakieru równą $d = 10^{-4} \, [m]$ [19]. Strumień wymienianego powietrza przyjęto $V_A = 5,56 \, [m^3/s]$ (20 000 [m$^3$/h]). Efektywność transferu lakieru $TE=0,65$ określono na podstawie wytycznych Unii Europejskiej [26] zalecających stosowanie niskociśnieniowych pistoletów HVLP. Efektywność filtra $F_E = 94 \, [%]$ przyjęto na podstawie analizy kart katalogowych dystrybutorów filtrów [30].

Dla powyższych parametrów średnia prędkość przepływu powietrza pomiędzy lamelami wynosi $u = 7,7 \, [m/s]$. Dla tej prędkości liczba Reynoldsa przyjmuje wartość $Re=10828$ i wskazuje na przepływ burzliwy. Na podstawie ogólnie obowiązujących wzorów można określić wysokość warstwy przyściennnej $\delta$ dla przepływu burzliwego [16]:

Rys. 4 Rekuperator dedykowany dla kabiny lakierniczej [28]
Fig. 4 Recuperator dedicated for spray booth [28]

Rys.5 Model siatki 3D dla symulacji numerycznych
Fig. 5 A model of 3D mesh for numerical simulations
\[
\delta_x = \frac{0.376x}{\text{Re}_x^{\frac{1}{5}}}
\]  
(8)

gdzie \(x\) oznacza odległość od krawędzi kanału natomiast \(\text{Re}_x\) opisuje miejscową liczbę Reynolds'a w punkcie \(x\) przy prędkości niezakłóconego przepływu \(u_\infty\, [m/s]\):

\[
\text{Re}_x = \frac{u_\infty x}{\nu}
\]  
(9)

Geometria kanałów rozważanej tu konstrukcji rekuperatora wymaga przeprowadzenia oddzielnej, szczegółowej analizy warstwy przyściennnej. Według równań (8) i (9) grubość warstwy w połowie długości kanału (\(x = 0.5\, [m]\)) wynosi \(\delta = 0.0159\, [m]\). Biorąc pod uwagę fakt, że wysokość kanału wynosi \(h_d = 0.012\, [m]\) wysokość warstwy przyściennnej nie może przekraczać wysokości kanału. Według powyższego badania nad warstwą przyścienną w takim kanale wymagają szczególnej uwagi. Dla uproszczenia przyjęto, że w całej objętości wymienianego powietrza w burzliwym przepływie stopień koncentracji cząstek lakieru \(p_c\) jest jednolity. Dotyczy to również warstwy przyściennnej. Podobne uproszczenia, stosowano również w innych modelach sedymentacji [3]. Stopień koncentracji drobin lakieru \(p_c\) opisuje przypadającą ich liczbę na 1 m³ objętości strumienia powietrza. W modelowanej siatce przestrzennej, grubość warstwy przyściennnej jest równa unormowanej średnicy drobiny \(d\). Stopień koncentracji kropel lakieru \(p_c\) w warstwie przyściennjej przypadający na jej jeden metr kwadratowy [1/m²] można określić według zależności

\[
p_c^I = p_c d
\]  
(10)

Jako jedną iterację w procesie symulacji przyjęto czas jednej sekundy. Łączna liczba cząstek pojawiających się w warstwie przyściennjej w czasie \(\tau\) związana jest z prędkością przepływu powietrza

\[
n_p = \int_{0}^{\tau} p_c^I F_s u_d \, dt
\]  
(11)

gdzie: \(F_s\) oznacza pole powierzchni lameli rekuperatora, na której odkładają się osady, \(u_d\) oznacza średnią prędkość powietrza:

\[
u_d = \frac{V_d}{F_d}
\]  
(12)

Przekrój poprzeczny kanału wentylacyjnego \(F_d\) jest iloczynem wysokości kanału \(h_d\) oraz szerokości \(w_d\). W modelu pominięto spadek ciśnienia powietrza w przekroju poprzecznym kanału \(F_d\).

5. Wyniki symulacji

Dla przedstawionych wyżej parametrów przeprowadzono szereg symulacji. Wyniki obliczeń rozpatrywano szczególnie w aspekcie wzrostu stopnia pokrycia powierzchni lameli w kolejnych iteracjach, liczby narastających warst oraz średnią wysokości osadów.
Prezentowane wyniki dotyczą powstawania osadów na dwóch lamelach stanowiących ściany kanału rekuperatora o szerokości \( w_d = 1 \text{[m]} \). Pominęto boczne ściany o wysokości \( h_d = 0,012 \text{[m]} \). Na rysunku 6 przedstawiono fragment macierzy wynikowej przedstawiającej rozkład aglomeracji drobin lakieru po 1e6 iteracji. Współrzędne na rysunku 6 odnoszą się do rozmiarów siatki prezentowanej na rysunku 5. Wobec powyższego prezentowana aglomeracja drobin lakieru dotyczy fragmentu lameli o wymiarach 4e-3x 4e-3 [m]. Maksymalna liczba warstw osadów wynosi 3, co oznacza maksymalną wysokość aglomeracji \( 3 \times 10^{-4} \text{[m]} \).

Rys. 6 Aglomeracja drobin lakieru po 1e6 iteracji
Fig. 6 Agglomeration of varnish particles after 1e6 iterations

Stopień pokrycia powierzchni osadami po \( 10^6 \) iteracji jest stosunkowo niewielki nie osiąga 20%. Na rysunku 7 przedstawiono wzrost stopnia pokrycia powierzchni dwóch lamel rekuperatora w kolejnych iteracjach. Pokrycie bliskie 100% w obu przypadkach następuje po 12e7 iteracji.

Rys. 7 Pokrycie lamel w kolejnych iteracjach
Fig. 7 Coverage of fins in subsequent iterations
Maksymalną i średnią liczbę warstw osadów na lamelach w kolejnych iteracjach przedstawiono na rysunku 8. Wartości maksymalnych liczb warstw są niewiele zróżnicowane, natomiast średnia dla obu lameli są jednakowe.

Rys. 8 Maksymalna i średnia liczba warstw osadów w kolejnych iteracjach
Fig. 8 Maximal and average number of layers in subsequent iterations

Rysunek 8 przedstawia maksymalną liczbę warstw, natomiast na rysunku 9 przedstawiono zmiany rozkładu wystąpień liczby warstw w aglomeracjach po wybranych iteracjach. Wybrano 5e7, 10e7 oraz 15e7 iteracji.

Jak wspomniano, stopień pokrycia lamel sięga wartość blisko 100% dopiero po 12e7 iteracji. Na rysunku 10 przedstawiono wizualizację koncentracji osadów w przestrzeni pomiędzy dwoma lamelami po 12e7 iteracji. Wizualizacja dotyczy fragmentu o powierzchni lamel jak na rysunku 6. Średnia wysokość osadów na górnej i dolnej lameli sięga 3e-3 [m]. Powoduje to zmniejszenie o połowę przekroju poprzecznego kanału rekuperatora.

Rys. 9 Rozkład liczby warstw w aglomeracjach po wybranych iteracjach
Fig. 9 Distribution of number of layers in agglomerations after selected iterations
Rys. 10 Osady na lamelach rekuperatora po 12e7 iteracji
Fig. 10 Sediments on recuperator fins after 12e7 iterations

Jedna iteracja w symulacjach odnosi się do jednej sekundy pracy kabiny lakierniczej w trybie lakierowania i aplikacji lakieru. Na rysunku 11 przedstawiono porównanie wyników eksperymentu numerycznego z wartościami uzyskanymi na drodze doświadczalnej [15]. Wartości znacznie odbiegają od siebie.

Rys 11 Porównanie wyników symulacji z pomiarami
Fig.11 Comparison of simulation and measurements results

Wyniki symulacji wskazują znacznie wolniejsze tempo wzrostu osadów w porównaniu do wyników rzeczywistych pomiarów. W modelu symulacyjnym przyjęto wartości zalecane dla efektywności transferu TE oraz maksymalną efektywność filtra $F_E$. Efektywność filtrów może być zróżnicowana [29], [30]. Z analizy wyników badań przeprowadzonych w przemyśle drzewnym i przedstawionych w pracy [22] wynika, że rzeczywista efektywność transferu z użyciem pistoletów HVLP waha się w przedziale $TE=$
20-60%. Zależy ona od rodzaju aplikowanego materiału, geometrii pokrywanej powierzchni oraz umiejętności lakiernika. Na rysunku 12 przedstawiono wyniki symulacji dla wartości efektywności transferu $TE = 0.20$ i $TE = 0.55$ oraz efektywności filtra $FE = 80\%$ i $FE = 85\%$ [29]. Uwzględniono również fakt, że całkowity czas pracy kabin lakierniczej $t_t$ stanowi sumę czasów lakierowania $t_p$, suszenia $t_s$ i wentylacji $t_w$ [15]. Przyjęto, że udział czasu lakierowania $t_p$ stanowi połowę całkowitego czasu pracy kabin lakierniczej $t_t$.

![Diagram](image)

Rys. 12 Wyniki pomiarów i symulacji dla różnych wartości efektywności transferu $TE$ i efektywności filtra $FE$.

Fig. 12 Results of measurements and simulations for different transfer efficiency $TE$ and filter efficiency $FE$.

Przedstawione wyniki dotyczą wstępnego modelu sedymentacji drobin lakieru na lamelach rekuperatora. Zastosowano kilka uproszczeń Otrzymane wartości porównano z rzeczywistymi wynikami pomiarów realizowanych w trzech kabinach lakierniczych [15]. Zastosowano uproszczenie dotyczące znorMALowania średnicy kropel lakieru $d$ we mgle lakierniczej. Dystrybuanta średnicy kropel uzależniona jest od kilu parametrów, takich jak rodzaj materiału lakierniczego, rozmiar dyszy pistoletu lakierniczego, ciśnienie powietrza, wielkość strumienia objętości lakieru i odległość od dyszy [19]. Zróżnicowany jest również udział czasu lakierowania $t_p$ w całkowitym czasie pracy kabiny lakiernicznej $t_t$.

6. Podsumowanie

Producenci i dostawcy rekuperatorów dla kabin lakierniczych często nie umieszczają w dokumentacji techniczno-ruchowej urządzeń wymogów dotyczących inspekcji i oczyszczania rekuperatorów. Głównym celem opracowywanego modelu sedymentacji drobin mgle lakierniczej jest utworzenie uproszonej zależności tempa wzrostu osadów od uśrednionych parametrów efektywności transferu $TE$, efektywności filtra $FE$ oraz udziału czasu lakierowania $t_p$ w całkowitym czasie pracy kabiny $t_t$. Na podstawie prezentowanego modelu z uwzględnieniem powyższych parametrów można wstępnie określić czas pracy kabiny lakiernicznej, po którym należy przeprowadzić oczyszczanie rekuperatora. Zakładając, że średnia grubość osadu w rekuperatorze nie może przekroczyć wielkości 1mm, to zgodnie z rysunkiem 12 następuje to średnio po czasie $5\times 6$ sekund. W związku z tym, rekuperator wymaga oczyszczania średnio w odstępach czasu równych 1389 godzin pracy kabiny. Uwzględniając roczny wymiar czasu pracy równy 2000 godzin dla ośmiogodzinnego dnia pracy, oznacza to ośmiomiesięczne odstępy pomiędzy oczyszczaniem rekuperatora. Tempo wzrostu osadów jest niejednolite i przyjmuje indywidualne wartości w różnych kabinach.
lakierniczych. Różnice te przedstawiono to w pracy [15]. Ze względów bezpieczeństwa z uwzględnieniem tej rozbieżności, czas pomiędzy inspekcjami rekuperatora nie powinien być krótszy niż 6 miesięcy.

Przedstawiony okres czasu pracy kabiny pomiędzy oczyszczaniem rekuperatora bazuje na uproszczonym i uśrednionym modelu sedymentacji. Dotyczy to między innymi dystrybucji średnicy kropel lakieru w zależności od właściwości stosowanego materiału lakierniczego, pistoletu lakierniczego oraz odległości od dyszy [19]. Dla indywidualnego przypadku analizy wymaga efektywność stosowanego w kabinie filtra $F_E$ w zależności o średniicy drobin [7] statystyki czasu pracy kabiny w trybie lakierowania, czasu pracy pistoletu lakierniczego oraz wolumenu objętości strumienia aplikowanych lakierów. Powyższy model sedymentacji umożliwia również predykcję stanu zanieczyszczenia rekuperatora na podstawie wolumenu objętości zużytego materiału lakierniczego $V_p$ wewnątrz kabiny lakierniczej.
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Analiza eksploatacyjnej awaryjności krajowych sieci średniego napięcia
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Streszczenie: W artykule przedstawiono wyniki analizy danych eksploatacyjnych awaryjności linii napowietrznych i kablowych średniego napięcia jak również transformatorów SN/nN krajowego systemu elektroenergetycznego. Do analizy zagadnienia zastosowano nieparametryczną metodę analizy danych niezawodnościowych sieci elektroenergetycznych z wykorzystaniem estymatorów jądrowych. Poszczególne dane pochodzą z sieci elektroenergetycznych mających różny charakter pracy, dlatego uwzględniono w analizie wagę poszczególnych danych. W artykule zaproponowano także nowy sposób prezentacji graficznej analizowanych danych niezawodnościowych.

1. Wstęp

Zagadnienia dotyczące niezawodności działania systemów elektroenergetycznych wywołują obecnie ogromne zainteresowanie na całym świecie. Większość ludzi za oczywistym i koniecznym czynnikiem swojego życia przyjmuje nieograniczoną dostępność do energii elektrycznej. Jesteśmy w coraz większym stopniu od niej uzależnieni. Odbiorca elektrycznej oczekuje zarówno prawidłowego funkcjonowania urządzeń elektrycznych (wysokiej jakości energii elektrycznej [14]) jak i niezakłóconego dostępu do energii elektrycznej (niezawodnej dostawy [14]). Czasy oczekiwania odbiorców są niespełnione np. ze względu na stan techniczny istniejącej sieci dystrybucyjnej. Dlatego ocena niezawodności systemów zasilania stanowi tak ważny element badań.

Tematyka niezawodności systemu elektroenergetycznego jest szeroko analizowana w wielu aspektach. Poświęcono jej bardzo wiele prac zarówno eksperymentalnych, jak również o charakterze teoretycznym. Historycznie, w literaturze przedmiotowej, niezawodność systemu elektroenergetycznego w sposób istotny związana jest z nazwiskami R. Billintona i R. Allana, którzy to razem [2] jak i z gronem współautorów opublikowali wiele artykułów i książek. Również w literaturze krajowej dostępne są liczne opracowania naukowe, spośród których można wymienić choćby prace J. Paska [13,14] czy prace A. Chojnackiego [5].

Analiza niezawodności może dotyczyć zarówno aspektu wytwarzania energii elektrycznej, przesyłu oraz dystrybucji energii elektrycznej. Niezawodność systemu dystrybucyjnego prowadzona jest na kilku poziomach napięć (wysokiego, średniego i niskiego napięcia) i zależy zarówno od parametrów niezawodnościowych poszczególnych jej elementów jak również wzajemnego układu połączeń i realizowanych zależności funkcjonalnych [1-10,13,14,16]. Rzeczywiste układy sieci elektroenergetycznej są często bardzo rozbudowane a do ich oceny są powszechnie stosowane wskaźniki takie jak np.: SAIDI, SAIFI czy MAIFI [1,2,9,10]. Wskaźniki te wyznaczane są na podstawie zdarzeń zarejestrowanych w sieci eksploatowanej przez danego operatora systemu dystrybucyjnego (OSD). Równie użyteczną informacją dla OSD jest ocena poziomu niezawodności poszczególnych grup urządzeń elektroenergetycznych. Należy w tym miejscu podkreślić, że niezwykle trudno zgromadzić dużą liczbę danych niezawodnościowych. Gromadzone przez poszczególnych, niezależnych, OSD dane o awaryjnościach sieci stanowią tajemnicę firmy i są ogólnie niedostępne. Publikowane dane są zwykle okrojone i ogólnikowe [19]. Jako dobrą praktykę można przedstawić raport [1], w którym między innymi prezentowane są analizy dotyczące niezawodności pracy europejskich systemów elektroenergetycznych. Publikacja takich raportów umożliwia dostępność i transparentność informacji na temat stanu niezawodności oraz regulacji jakości dostaw energii elektrycznej w każdym z prezentowanych krajów.

Ponadto, dla OSD prawidłowa ocena niezawodności systemu elektroenergetycznego stanowi podstawę właściwej strategii planowania i eksploatacji wymaganych do osiągnięcia celów niezawodności nałożonych przez Urząd Regulacji Energetyki (URE). Jest to istotne, gdyż OSD zobowiązane są podawać wskaźniki niezawodności URE, który może stosować kary, jeżeli osiągnięty poziom niezawodności jest gorszy niż określone roczne wartości planowane.

Należy zwrócić również uwagę na fakt, że dane niezawodnościowe pochodzą z sieci elektroenergetycznych o różnych charakterach pracy, o różnym obszarze działania i liczbie obsługiwanych
odbiorców. Celowym jest więc podczas ich analizy uwzględniać wagę (istotność) poszczególnych danych. Ponadto, na ogół, dane niezawodnościowe analizowane są klasycznymi metodami statystycznymi, polegającymi na arbitralnym przyjęciu typowych rozkładów zmiennej losowej takich jak np.: Weibulla, wykładniczego czy logarytmicznico-normalnego, a następnie wyznaczeniu parametrów założonego rozkładu [5]. Metody te nazywane parametryczne są niewytrawcze z punktu widzenia złożonych zagadnień niezawodnościowych, ponieważ ograniczają się do wyboru kilku typów rozkładów [12]. Wady tej nie mają metody nieparametrycznej, w których nie zakłada się a prori postaci rozkładu funkcji gęstości prawdopodobieństwa analizowanych zjawisk.

Na podstawie analizy statystycznej awaryjności urządzeń elektroenergetycznych można stwierdzić, że wciąż duża częstość uszkodzeń przypada na linie średniego i niskiego napięcia [7-10]. Najczęstszymi przyczynami uszkodzeń sieci elektroenergetycznej są zdarzenia losowe np.: przeptucia atmosferyczne i łączu, zmiany temperatury otoczenia, działanie wiatru, działanie szadzi, zanieczyszczenia atmosferyczne czy ingerencja osób trzecich [5]. Dane o awaryjności urządzeń elektroenergetycznych, krajowi OSD zobowiązani są opracowywać i zamieszczać w arkuszach statystycznych G-10.5. Arkusz ten stanowi zestawienie informacji o wartości wskaźników charakteryzujących awaryjność elementów sieci elektroenergetycznej średniego i niskiego napięcia.

W artykule przeprowadzono analizę danych na podstawie uzyskanych informacji z formularzy G-10.5 pochodzących z 19 oddziałów dystrybucyjnych z lat 2012 – 2014. Do obliczenia rozkładów funkcji gęstości wskaźników niezawodnościowych zastosowano metody nieparametryczne, które w sposób rzetelny pozwalają określić charakter zmienności analizowanych zjawisk [11,12]. Przedstawione w dalszej części estymatory jądrowe charakteryzują się jasnym opisem matematycznym i uniwersalnością zastosowań. Przy dzisiejszych możliwościach obliczeniowych komputerów można je z powodzeniem wykorzystywać nawet w analizie bardzo złożonych problemów.

Zasadniczym zagadnieniem artykułu jest estymacja funkcji gęstości rozkładów zmiennych losowych na podstawie uzyskanej próby. Wszystkie obliczenia statystyczne zostały zrealizowane w środowisku programistycznym języka R [15]. Dla każdej analizy danych niezawodnościowych opracowany został program obliczenia niezawodności grupy badanych urządzeń jak również opracowano wykresy wspomagające proces wnioskowania statystycznego.

2. Numeryczna analiza danych

Jednym z podstawowych zagadnień współczesnej nauki ukierunkowanych na analizę złożonych procesów technicznych jest wyznaczanie na podstawie dostępnych danych eksperymentalnych funkcji charakteryzujących badany obiekt. Analiza niezawodności zarówno pojedynczych urządzeń energetycznych jak i całego złożonego systemu energetycznego wymaga wyznaczania stosownych statystycznych miar na podstawie dostępnych danych historycznych. Klasycznymi przypadkami powyższego zagadnienia są określenia np.: wartości średniej, odchylenia standardowego, funkcji regresji czy estymacji funkcji gęstości prawdopodobieństwa (ang. probability density function - pdf ) danej zmiennej losowej. Przy estymacji pdf na ogół zakłada się arbitralnie typ rozkładu zmiennej losowej a następnie wyznacza się jej parametry. Dlatego metody te określone są mianem metod parametrycznych.

2.1. Estymatory jądrowe

Jedną z podstawowych metod estymacji nieparametrycznej stała się koncepcja estymatorów jądrowych. Zostały one zaproponowane na przełomie lat pięćdziesiątych i sześćdziesiątych XX wieku a ich zasadnicza koncepcja wywodzi się z problemu estymacji pdf. Zagadnienie to jest szeroko prezentowane w licznych publikacjach np.: [11,12,21-23].

Typowym zagadnieniem do zastosowania estymatorów jądrowych jest wyznaczenie funkcji gęstości rozkładu probabilistycznego zmienniej losowej na podstawie uzyskanej próby (ang. Kernel Density Estimation - KDE). Praktyczne zastosowania analizy za pomocą estymatorów jądrowych zmiennych losowych wymaga użycia komputera wraz z odpowiednim oprogramowaniem statystycznym np. programem R.

Definicja klasycznego estymatora jądrowego - KDE. Niech będzie dana n -wymiarowa zmieniła losowa \( X \), której rozkład ma gęstość \( f \).

Jego estymator jądrowy \( \hat{f} : \mathbb{R}^n \rightarrow [0, \infty) \) wyznacza się na podstawie wartości \( m \) -elementowej próbki losowej \( x_1, x_2, ..., x_m \), uzyskanej ze zmiennej \( X \), który w swej podstawowej postaci jest zdefiniowany wzorem:

\[
\hat{f}(x) = \frac{1}{m h^n} \sum_{i=1}^{m} K \left( \frac{x-x_i}{h} \right),
\]

(1)
gdzie mierzalna, symetryczna względem zera oraz mająca w tym punkcie słabe maksimum globalne funkcja \( K : \mathbb{R}^n \to [0, \infty) \) spełnia warunek \( \int_{\mathbb{R}^n} K(x)dx = 1 \) i jest nazywana jądrem, natomiast dodatni współczynnik \( h \) określa się mianem parametru wygładzania (ang. bandwidth) [11, 20-23].

Ze statystycznego punktu widzenia postać jądra nie ma aż tak istotnego znaczenia. Istnieje możliwość arbitralnego wyboru postaci jądra. Ze względu na fakt, że znaczna część zjawisk zachodzących w przyrodzie podlega rozkładowi normalnemu, (w tym również tych, dotyczących danych niezawodnościowych), wydaje się celowym stosowanie jądra normalnego opisanego poniższą funkcją:

\[
K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}},
\]

Wadą jądra normalnego jest nieograniczony nośnik zmiennej losowej \( x \in (-\infty, \infty) \). Ponieważ estymowane wartości parametrów niezawodności ze względów fizycznych przyjmują tylko wartości dodatnie, należy zmodyfikować postać estymatora jądrowego tak, aby zmienna losowa \( X \) mogła przyjmować tylko wartości ze zbioru liczb nieujemnych. Rozwiązywaniem jest ograniczanie nośnika jądra, którego istota polega na symetrycznym odbiciu tej części każdego jądra, która leży poza przedziałem dozwolonym, tj. w przypadku zmiennych losowych z dziedziny niezawodności poniżej zera [11,21,23].

Kolejną modyfikacją dla klasycznego estymatora jądrowego (KDE), jest „estymator jądrowy z wagami” oznaczany dalej jako KDEw (ang. weighted kernel density estimate).

**Definicja estymatora jądrowego z wagami - KDEw.**

Niech będzie dana \( n \) -wymiarowa zmienna losowa \( X \), której rozkład ma gęstość \( f \).

Jeg estymator jądrowy \( \hat{f} : \mathbb{R}^n \to [0, \infty) \) wyznacza się na podstawie wartości \( m \) -elementowej próby losowej \( x_1, x_2, \ldots, x_m \), której przyporządkowano nieujemne wartości \( w_1, w_2, \ldots, w_m \), spełniające warunek \( \sum_{i=1}^{m} w_i = 1 \), dalej interpretowane jako „wagi” poszczególnych elementów próby zmiennej \( X \), zdefiniowany wzorem

\[
\hat{f}(x) = \frac{1}{h^n} \sum_{i=1}^{m} w_i K \left( \frac{x-x_i}{h} \right),
\]

gdzie mierzalna, symetryczna względem zera oraz mająca w tym punkcie słabe maksimum globalne funkcja \( K : \mathbb{R}^n \to [0, \infty) \) spełnia warunek \( \int_{\mathbb{R}^n} K(x)dx = 1 \) i jest nazywana jądrem, natomiast dodatni współczynnik \( h \) określa się mianem parametru wygładzania – na podstawie [11,23].

W szczególnym przypadku, gdy wszystkie wagi \( w_1, w_2, \ldots, w_m \) są równe sobie oraz ich suma jest równa 1, powyższa postać estymatora KDEw jest równoważna zależności (1) dla KDE.

Zdaniem autora zastosowanie estymatora KDEw pozwala lepiej uwzględnić uwarunkowania badanej rzeczywistości w zagadnieniach dotyczących między innymi analizy niezawodności działania systemu elektroenergetycznego. Należy zachować ostrożność w przypadku, gdy występują ekstremalnie różne wagi. Wnioskowanie statystyczne na podstawie KDEw w takim przypadku wymaga wiedzy eksperckiej z danej dziedziny, dotyczącej analizowanych zjawisk tak, aby nie były wysuwane błędne wnioski.

Zasadnicze znaczenie dla jakości estymatorów jądrowych ma parametr wygładzania, który wpływa na „gładkość” uzyskanej krzywej gęstości. Zbyt mała wartość powoduje pojawienie się nadmiernej ilości ekstremów lokalnych estymatora \( \hat{f}(x) \), zbyt duża powoduje nadmierne wygładzenie \( \hat{f}(x) \), nie oddając własności rzeczywistej, badanej zmiennej losowej. Powstało dużo opracowań naukowych, które prezentują dogodne algorytmy, umożliwiające obliczanie parametru \( h \), zbliżonej do optymalnej w sensie kryterium błędu średniokwadratowego. Metody estymacji parametru wygładzania \( h \) zostały zaimplementowane w uznanych programach statystycznych np.: SAS, R, MATLAB czy STATISTYKA.

W środowisku programu R [15] dostępnych jest kilka funkcji obliczających pdf badanej zmiennej losowej za pomocą estymatorów jądrowych. W artykule stosowana była funkcja 'density', posiada jącą wiele możliwości obliczeniowych. Jedną ich jest parametr 'weights' definujący wagi dla poszczególnych wartości analizowanej zmiennej losowej. Wybór metody wyznaczania parametru \( h \) dokonywany jest poprzez parametr 'bw'. W artykule, do obliczania wartości parametru wygładzania \( h \) stosowano metodę Sheather & Jones. Możliwości funkcji 'density', programu R zostały również zastosowane we wcześniejszych pracach autora [7-10].

W przypadku danych wielowymiarowych stosuje się dwa naturalne uogólnienia powyższej koncepcji: jądro radialne [11,23]:

\[
K(x) = C K(\sqrt{x^T x}),
\]
oraz jądro produktowe:

$$K(x) = K([x_1, x_2, \ldots, x_n]) = K(x_1) \cdot K(x_2) \cdot \ldots \cdot K(x_n),$$

gdzie $K$ oznacza jądro jednowymiarowe, natomiast $C$ jest dodatnią stałą, wyznaczoną tak, aby spełniony był warunek $\int_{R^n} K(x) dx = 1$. Bardziej efektywne jest jądro radialne niż produktowe, lecz z punktu widzenia zastosowań aplikacyjnych różnica jest nieznaczna. Zagadnienia te zostały omówione np. w pracach [11,23].

3. Analiza eksploatacyjnej awaryjności sieci średniego napięcia

W artykule przedstawiono analizę awaryjności sieci średniego napięcia dziewiętnastu krajowych oddziałów dystrybucyjnych. Oddziały te swoją koncesją na dystrybucję energii elektrycznej obejmują 57 % obszaru Polski, zasilając ponad 10,5 miliona odbiorników (dane na koniec roku 2015). Badane oddziały dystrybucyjne zapewniają swoją działalnością pokrycie około 65 % zapotrzebowania dostaw energii elektrycznej w Polsce. W celu przesyłania wymaganej energii elektrycznej, zapewniają prawidłowe funkcjonowanie linii energetycznych o łącznej długości ponad 465 tysięcy km. Można przyjąć, iż stanowi to istotną próbę statystyczną do przeprowadzenia analiz statystycznych dotyczących niezawodności krajowych sieci elektroenergetycznych.

Każdy oddział dystrybucyjny w Polsce zobowiązany jest do corocznego wypełnienia formularza G-10.5 „Sprawozdanie o stanie urządzeń elektrycznych” (stanowią one tajemnicę firmy). Sprawozdania te dostarczają informacji o stanie sieci oraz funkcjonowaniu poszczególnych urządzeń elektroenergetycznych za poprzedni rok kalendarzowy. Poszczególne oddziały dystrybucyjne po wypełnieniu sprawozdania przekazują je do Agencji Rynku Energii Spółka Akcyjna (ARE S.A.) celem prowadzenia dalszych badań statystycznych i analiz systemowych w dziedzinie gospodarki energetycznej. ARE S.A. otrzymane dane wykorzystuje do opracowania zbiorczych analiz. Badania te są chronione tajemnicą statystyczną - nie są udostępniane publicznie. Można co prawda zakupić coroczne zbiorcze opracowanie pt. „Statystyka Energetyki Polskiej” [19], jednakże są tam podawane wyłącznie średnie wartości wskaźników dla polskich sieci elektroenergetycznych (łączna wartość dla wszystkich operatorów). Brak jest natomiast danych dotyczących poszczególnych oddziałów OSD.

Awaryjność sieci elektroenergetycznych średniego napięcia w formularzu G10.5 określana jest:
- liczbą uszkodzeń linii napowietrznych i kablowych SN oraz transformatorów SN/nN;
- wskaźnikiem uszkodzeń: na 100 km linii napowietrznych i linii kablowych SN oraz na 100 sztuk transformatorów SN/nN;
- średnim czasem przerwy w dostawie energii elektrycznej z powodu uszkodzeń wyrażonym w godzinach dla linii napowietrznych i kablowych SN oraz dla transformatorów SN/nN.

Summary liczba uszkodzeń, którą zarejestrowano w urządzeniach sieci SN w latach 2012 – 2014 wynosiła 53 089 sztuk. Zestawienie prezentujące liczby uszkodzeń z podziałem na grupy urządzeń sieci SN przedstawia tabela 1.

Tabela 1. Liczba uszkodzeń zarejestrowanych w sieci SN z podziałem na uszkodzenia powstałe w liniach napowietrznych SN, liniach kablowych SN oraz w transformatorach SN/nN w latach 2012 – 2014

| Suma uszkodzeń w sieciach SN w latach 2012 - 2014 | Udział [%] |
|-------------------------------------------------|-----------|
| Liczba uszkodzeń ogólna w:                      |           |
| liniach napowietrznych SN [szt.]                | 38 869    | 73,21 |
| liniach kablowych SN [szt.]                     | 11 865    | 22,35 |
| transformatorach SN/nN [szt.]                   | 2 355     | 4,44  |
| Razem                                           | 53 089    | 100,00|

Badane oddziały dystrybucyjne na koniec roku 2014 łącznie obsługiwaly 128 655 km linii napowietrznych SN, 39 165 km linii kablowych SN oraz 146 627 transformatorów SN/nN.

W tabeli 2 przedstawiono długości linii kablowych SN ($l_{SN, LN}$), długości linii napowietrznych SN ($l_{SN, LN}$) oraz liczby transformatorów SN/nN ($l_{Tr}$) dla poszczególnych oddziałów dystrybucyjnych wraz z obliczonymi dla nich wagami (waga). Wartości zmiennej waga wyznaczane są na podstawie zależności:

$$waga_i = \frac{x_i}{\sum_{i=1}^{n} x_i},$$

w tēbdli 2 przedstawiono długości linii kablowych SN ($l_{SN, LN}$), długości linii napowietrznych SN ($l_{SN, LN}$) oraz liczby transformatorów SN/nN ($l_{Tr}$) dla poszczególnych oddziałów dystrybucyjnych wraz z obliczonymi dla nich wagami (waga). Wartości zmiennej waga wyznaczane są na podstawie zależności:
gdzie \( x_i \) jest wartością długości linii lub liczby transformatorów dla danego oddziału podzieloną przez sumę dla wszystkich dziewiętnastu badanych oddziałów.

Obliczone wartości zmiennych \( waga \) wykorzystane zostały przy wyznaczaniu estymatorów jądrowych KDEw, prezentowanych w dalszej części artykułu.

Tabela 2. Długości linii kablowych SN (\( l_{SN, NK} \)), długości linii napowietrznych SN (\( l_{SN, LN} \)), liczby transformatorów SN/nN (\( l_{TR} \)) poszczególnych oddziałów dystrybucyjnych označonych odpowiednio kodami A-T oraz wagi poszczególnych danych

| Kod oddziału | Linie napowietrzne SN | Linie kablowe SN | Transformatory SN/nN |
|--------------|-----------------------|------------------|----------------------|
|              | \( l_{SN, NK} \) [km] | \( waga_{SN, NK} \) | \( l_{SN, LN} \) [km] | \( waga_{SN, LN} \) | \( l_{TR} \) [szt.] | \( waga_{TR} \) |
| A            | 2 302                 | 0,0588           | 16487               | 0,1281              | 14606             | 0,0996 |
| B            | 2 926                 | 0,0747           | 9687                | 0,0753              | 9810              | 0,0669 |
| C            | 2 367                 | 0,0604           | 1509                | 0,0117              | 3631              | 0,0248 |
| D            | 1 700                 | 0,0434           | 12715               | 0,0988              | 11744             | 0,0801 |
| E            | 2 457                 | 0,0627           | 11426               | 0,0888              | 11366             | 0,0775 |
| F            | 2 305                 | 0,0589           | 13080               | 0,1017              | 13038             | 0,0889 |
| G            | 2 437                 | 0,0622           | 14952               | 0,1162              | 17870             | 0,1219 |
| H            | 1 074                 | 0,0274           | 11416               | 0,0887              | 8916              | 0,0608 |
| I            | 2 368                 | 0,0605           | 1873                | 0,0146              | 3640              | 0,0248 |
| J            | 1 384                 | 0,0353           | 3233                | 0,0251              | 4630              | 0,0316 |
| K            | 1 291                 | 0,0330           | 3926                | 0,0305              | 4017              | 0,0274 |
| L            | 5 036                 | 0,1286           | 3011                | 0,0234              | 9350              | 0,0638 |
| M            | 717                   | 0,0184           | 2823                | 0,0219              | 2759              | 0,0188 |
| N            | 3 341                 | 0,0853           | 3441                | 0,0267              | 9938              | 0,0678 |
| O            | 914                   | 0,0233           | 2933                | 0,0228              | 2785              | 0,0190 |
| P            | 1 815                 | 0,0463           | 5080                | 0,0395              | 5189              | 0,0354 |
| R            | 731                   | 0,0187           | 3979                | 0,0309              | 4050              | 0,0276 |
| S            | 901                   | 0,0230           | 2982                | 0,0232              | 3190              | 0,0218 |
| T            | 3 099                 | 0,0791           | 4102                | 0,0319              | 6098              | 0,0416 |
| Razem       | 39 165                | 1,0000           | 128 655             | 1,0000              | 146 627           | 1,0000 |

Zaprezentowano analizę statystyczną danych dla wskaźników uszkodzeń (\( w \)) oraz średniego czasu przerwy w dostawie energii elektrycznej z powodu uszkodzeń (\( t \)) z podziałem dla trzech grup urządzeń: linii kablowych SN, linii napowietrznych SN oraz transformatorów SN/nN.

Dla każdej z tych grup danych dysponowano statystyką 57 obserwacji (3 dane z lat 2012-2014 dla dziewiętnastu oddziałów dystrybucyjnych).

Uzyskane wyniki prezentowane są równocześnie na trzech typach wykresów: na histogramie, na wykresie pudełkowym oraz za pomocą funkcji pdf. Ostatni z wykresów obliczony jest za pomocą estymatorów jądrowych z zastosowaniem jądra normalnego, z ograniczeniem nośnika do wartości dodatnich. Do wyznaczania współczynnika wygładzania \( h \) wykorzystano najbardziej uznaną metodę opracowaną przez Sheather & Jones [17].

Obliczenia funkcji pdf realizowane za pomocą estymatorów jądrowych przeprowadzono w dwóch wariantach – metodą klasyczną KDE (bez ważenia danych) oraz metodą KDEw z zastosowaniem wagi istotności poszczególnych danych. Szacowanie KDE bez ważenia informacji przypisuje wszystkim danym jednakowe znaczenie w analizie. W przypadku stosowania ważenia, dane mające większą wagę mają większy wpływ na obliczenia. Zmiennymi, które przyjęto jako wagi w dalszych obliczeniach to odpowiednio: długości linii napowietrznych SN, długości linii kablowych SN oraz liczby transformatorów SN/nN. W tych konkretnych przypadkach poszczególne wagi mają zbliżone wartości (nie różnią się więcej niż o rząd wielkości). Świadczy to o porównywalności badanych cech wagowych analizowanych sieci energetycznych.
Prezentowane wykresy ukazują tę samą informację w różny sposób. Najbardziej popularny histogram prezentuje całkowicie wizualną ocenę rozkładu analizowanych danych. Wykres pudełkowy to forma graficznej interpretacji rozkładu cech statystycznych zmiennej, z którego możemy odczytać wartości: medianę, pierwszy kwartyl $Q_1$ (ang. 1st Qu.), trzeci kwartyl $Q_3$ (ang. 3rd Qu.), rozstęp kwartylowy (ang. IQR - interquartiles) jak również dane odstające - zaznaczone okręgami (wykraczające poza obszar 1,5 IQR). Wykresy KDE przedstawione są za pomocą linii ciągłej, natomiast KDEw za pomocą linii przerywanej. Prezentują one wartości modalne bezpośrednio widoczne na wykresach pdf jak również skośność rozkładów, wartości odstające czy ewentualną wielomodalność.

Ponadto wykresy te zawierają dodatkową informację graficzną, mówiącą zarówno o wartości jak i o wadze poszczególnych danych $d_i$. Wzdłuż podstawy podziałki, na osi rzędnych znajdują się w miejscu wartości danych $d_i$ znaczniki ”|”, których wysokość jest proporcjonalna od wagi danych. Im na wykresie wyższy znacznik „|”, tym większa jest waga danej a tym samym większy jest jej udział przy obliczaniu KDEw.

W opisie części rysunków podane są w formie tabelarycznej wybrane miary statystyczne analizowanych rozkładów dotyczące: wartości minimalnej i maksymalnej, $Q_1$, $Q_3$, mediany oraz wartości średniej badanych zmiennych.

Rysunki 1 i 2 przedstawiają analizę awaryjności linii kabelowych SN.

Rys. 1. Histogram, wykres pudełkowy oraz funkcja pdf wyznaczona za pomocą KDE (linia ciągła) i KDEw z wagą $w_{SN, LK}$ (linia przerwana) dla wskaźnika uszkodzeń $w_{SN, LK}$ oraz czasu trwania uszkodzeń $t_{SN, LK}$ linii kabelowych średniego napięcia

| $w_{SN, LK}$ [uszk./100 km/a] | minimum | 1 kwartyl | mediana | średnia | 3 kwartyl | maximum |
|-----------------------------|---------|----------|---------|---------|----------|---------|
|                             | 4,08    | 7,38     | 8,74    | 10,16   | 12,30    | 21,20   |
| $t_{SN, LK}$ [h]            | 0,79    | 1,57     | 2,01    | 2,26    | 2,47     | 5,07    |

Rysunek 1. Histogram, wykres pudełkowy oraz funkcja pdf wyznaczona za pomocą KDE (linia ciągła) i KDEw z wagą $w_{SN, LK}$ (linia przerwana) dla wskaźnika uszkodzeń $w_{SN, LK}$ oraz czasu trwania uszkodzeń $t_{SN, LK}$ linii kabelowych średniego napięcia

Wykres dla wskaźnika uszkodzeń $w_{SN, LK}$ przedstawia lewa część rysunku 1 (współczynnik wygładzania $h = 1,578$), natomiast dla czasu trwania uszkodzeń $t_{SN, LK}$ linii kabelowych SN prawa część rysunku 1 ($h = 0,2652$).

Z zastosowaniem funkcji kde2d z biblioteki MASS programu R, przeprowadzono również dwuwymiarową estymację funkcji gęstości prawdopodobieństwa dla dwóch analizowanych zmiennych tj. dla wskaźnika uszkodzeń linii kabelowych SN oraz czasu trwania uszkodzeń w tej sieci. Obliczenia przeprowadzono z zastosowaniem jądra normalnego, z ograniczeniem nośnika do wartości dodatnich. Do wyznaczania współczynnika wygładzania $h$ wykorzystano metodę Sheather & Jones. Przedstawiono wykres bez uwzględniania wag (metoda KDE). Zastosowanie wag nie zmienia istotnie wyglądu rozkładów, wyłącznie wartości rozkładów w wybranych punktach. Rysunek 2 przedstawia dwuwymiarową funkcję pdf awaryjności linii kabelowych SN.
Rys. 2. Dwuwymiarowa funkcja pdf wyznaczona za pomocą KDE dla wskaźnika uszkodzeń \( w_{SN,LK} \) oraz czasu trwania uszkodzeń \( t_{SN,LK} \) linii kablowych średniego napięcia

W sieci kablowej badanych oddziałów najczęściej miało miejsce około 7 uszkodzeń na 100 km linii kablowych trwających średnio około 1,7 godziny w ciągu roku. Część analizowanych oddziałów dystrybucyjnych miało w analizowanym okresie większą awaryjność linii kablowych SN od pozostałych. Na podstawie przeprowadzonych analiz w sposób łatwy można wskazać te oddziały np. w celu dalszych badań benchmarkingowych czy planów inwestycyjnych.

Rysunki 3 i 4 przedstawiają analizę awaryjności linii napowietrznych SN.

Rys. 3. Histogram, wykres pudełkowy oraz funkcja pdf wyznaczona za pomocą KDE (linia ciągła) i KDEw z wagą \( w_{SN, LN} \) (linia przerwana) dla wskaźnika uszkodzeń \( w_{SN, LN} \) oraz czasu trwania uszkodzeń \( t_{SN, LN} \) linii napowietrznych średniego napięcia

Wskaźnik uszkodzeń \( w_{SN, LN} \) wyznaczono przy współczynniku wygładzania \( h = 1,115 \), natomiast dla czasu trwania uszkodzeń \( t_{SN, LN} \) linii napowietrznych SN jego wartość to 0,2402. Wykresy pdf dla wskaźnika uszkodzeń \( w_{SN, LN} \) obliczone za pomocą KDE i KDEw nieznacznie się różnią (zasadniczo, oddziały, które eksploatowały linie napowietrzne SN o większej sumarycznej długości wykazywały mniejsze wartości \( w_{SN, LN} \)).
Rysunek 4 przedstawia dwuwymiarową funkcję pdf awaryjności linii napowietrznych SN.

Awaryjność linii napowietrznych badanych oddziałów różni się dość istotnie. Wartość modalna dla linii napowietrznych SN to około 8 uszkodzeń na100 km linii trwających około 3,5 godziny w ciągu roku. Kilka oddziałów dystrybucyjnych miało awaryjność linii napowietrznych SN istotnie różną się od pozostałych. Wskaźnik uszkodzeń oddziału T w roku 2012 miał prawie 30 uszkodzeń na 100 km linii, natomiast oddziały P, K w roku 2012 a H w latach 2013-2014 miały czasy trwania uszkodzeń ponad 6 h. Transformatory uznawane są za jedne z najbardziej niezawodnych elementów systemu energetycznego. Na rysunkach 5 i 6 przedstawiono analizę eksploatacyjną niezawodności transformatorów SN/nN.

Rys. 4. Dwuwymiarowa funkcja pdf wyznaczona za pomocą KDE dla wskaźnika uszkodzeń \( w_{SN, LN} \) oraz czasu trwania uszkodzeń \( t_{SN, LN} \) linii napowietrznych średniego napięcia

| \( w_{Tr, SN/nN} \) [uszk./100 szt./a] | minimum | 1 kwartyl | mediana | średnia | 3 kwartyl | maximum |
|---------------------------------|---------|-----------|---------|---------|-----------|---------|
| \( t_{Tr, SN/nN} \) [h]          | 1.49    | 4.21      | 5.65    | 5.77    | 6.89      | 13.62   |

Rys. 5. Histogram, wykres pudelkowy oraz funkcja pdf wyznaczona za pomocą KDE (linia ciągła) i KDEw z wagą \( waga_{Tr} \) (linia przerwana) dla wskaźnika uszkodzeń \( w_{Tr, SN/nN} \) oraz czasu trwania uszkodzeń \( t_{Tr, SN/nN} \) transformatorów SN/nN
Wykres dla wskaźnika uszkodzeń transformatorów SN/nN przedstawia lewa część rysunku 5 (współczynnik wygładzania $h = 0,0924$), natomiast czasu trwania uszkodzeń prawa część rysunku 5 ($h = 0,8714$). Pomimo dużej różnicy liczby transformatorów w poszczególnych oddziałach dystrybuujących energię elektryczną (minimalny/maksymalny udział – 1,8%/12,2%) oba wykresy KDE i KDEW są zbliżone. Świadczy to o porównywalnej awaryjności transformatorów SN/nN w poszczególnych oddziałach – na wykresach widoczna jest tylko jedna istotna wartość odstająca dla rozkładu czasu trwania uszkodzeń (oddział P w roku 2013). Dwuwymiarowa funkcja gęstości prawdopodobieństwa awaryjności transformatorów SN/nN, graficznie przedstawiona na rys. 6 potwierdza dużą jednorodność badanej populacji.

### Rys. 6. Dwuwymiarowa funkcja pdf wyznaczona za pomocą KDE dla wskaźnika uszkodzeń $W_{Tr\,SN/nN}$ oraz czasu trwania uszkodzeń $t_{Tr\,SN/nN}$ transformatorów SN/nN

Przedstawione na rysunkach 5 i 6 wykresy awaryjności transformatorów SN/nN pozwalają sformułować wniosek, że w badanych oddziałach mediana rozkładu wynosi 5,65 h a wartość modalna to około 5 h w ciągu roku. Wartość modalna wskaźnika uszkodzeń to około 4 uszkodzenia w ciągu roku na 1000 szt. transformatorów SN/nN.

### 4. Wnioski

Analiza awaryjności sieci elektroenergetycznej na podstawie kilkuletnich danych eksploatacyjnych jest zagadnieniem kluczowym do rzetelnej ich oceny. Wnioski z takiej analizy są bardzo cenne dla Operatorów Systemów Dystrybucyjnych. Pozwalają bowiem zlokalizować słabe punkty sieci w celu dalszej poprawy ich niezawodności jak również określić harmonogram przeglądów dla poszczególnych urządzeń sieci.

Przeprowadzone analizy statystyczne wykazały słuszność stosowania metod nieparametrycznych, szczególnie przy występującej w praktyce niewielkiej liczebności zbioru danych niezawodnościowych. Wyniki badań opracowane metodami nieparametrycznymi, między innymi z zastosowaniem estymatorów jądrowych dostarczają rzetelnej informacji w sposób jak najbardziej przejrzysty.

Zastosowanie na jednym wykresie kilku różnych typów prezentacji danych metodami nieparametrycznymi w odniesieniu do niezawodności sieci dystrybucji jest podejściem nowym. Przedstawione wykresy umożliwiają syntetyczną wizualizację jednocześnie kilku miar statystycznych analizowanego rozkładu zmiennej na jednym rysunku. Powyższe wykresy można rozbudować o kolejne elementy np. rozkłady wyznaczone metodami parametrycznymi.

Przeprowadzona analiza awaryjności dla linii średniego napięcia wykazała duży rozrzut wartości wskaźników uszkodzeń i czasów trwania uszkodzeń dla badanych oddziałów OSD. Wartość modalna dla linii napowietrznych SN wynosiła około 8 uszkodzeń na 100 km linii i czasie trwania uszkodzenia około...
3,5 godziny w ciągu roku. Odpowiednio dla linii kablowych wartość modalna wynosiła 7 uszkodzeń na 100 km linii trwających średnio około 1,7 godziny w ciągu roku. Transformatory SN/nN stanowią urządzenia bardziej niezawodne, wartość modalna rozkładu wskaźnika uszkodzeń to 0,4 uszkodzenia w ciągu roku na 100 szt. transformatorów SN/nN i czasu trwania uszkodzenia około 5 h.
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Zastosowanie neuronowej rekonstrukcji obrazów tomograficznych w problematyce niezawodności zabezpieczeń przeciwpowodziowych

Słowa kluczowe: tomografia elektryczna, zapory i wały przeciwpowodziowe, eksploatacja budowli hydrotechnicznych, sieci neuronowe, metody numeryczne

Streszczenie: W artykule zaprezentowano nowatorską koncepcję usprawnienia monitoringu wałów i zapór przeciwpowodziowych. Główną przewagą nowego rozwiązania nad znanymi metodami jest uzyskanie dokładniejszego rozkładu komponentów wnętrza zapory, co zasadniczo przyczynia się do wcześniego i niezawodnego wykrycia zagrożeń związanych z eksploatacją tego typu budowli. Dzięki temu, zastosowanie nowej metody spowoduje wzrost niezawodności zabezpieczeń przeciwpowodziowych. W opisywanej metodzie założono wytrenowanie systemu neuronowego, złożonego z wielu działających równolegle sieci neuronowych, z których każda generuje pojedynczy punkt obrazu wyjściowego. Powyższy sposób, uwzględniający jednoczesne zastosowanie wielu sieci neuronowych, umożliwia skuteczną realizację trudnych zagadnień rekonstrukcji obrazów dwu i trój-wymiarowych, w tym obrazowanie uszkodzeń i przecieków wnętrza zapór przeciwpowodziowych. Ważną zaletą prezentowanej metody jest możliwość zastąpienia obrazowaniem neuronowym wielu innych, obecnie stosowanych systemów, które monitorują budowle hydrotechniczne w sposób punktowy. Przeprowadzone badania umożliwiają rozwiązanie problemu niskiej rozdzielczości obrazów tomograficznych, co stanowi główną barierę rozwoju tych metod w odniesieniu do dużych budowli ziemnych. Poprawa rozdzielczości rekonstruowanych obrazów, a także możliwość ich uzyskiwania w różnych przekrojach w czasie rzeczywistym, są nowymi funkcjonalnościami, które wyróżniają obrazowanie neuronowe na tle obecnie stosowanych metod monitoringu wałów i zapór przeciwpowodziowych.

1. Wprowadzenie

Eksploatacja zabezpieczeń przeciwpowodziowych, takich jak wały przeciwpowodziowe i zapory wodne jest bardzo istotnym zagadnieniem wpływającym na
bezpieczeństwo ludzi, zwierząt i roślin znajdujących się w rejonie danego obiektu. Istnieją dwa podstawowe rodzaje problemów, jakie mogą wystąpić na skutek nieprawidłowej eksploatacji tam i zapór wodnych. Pierwszym, podstawowym zagrożeniem jest fizyczne uszkodzenie zapory, mogące doprowadzić do jej przerwania. Drugim rodzajem zagrożenia jest przesiąkanie zapory, co w przypadku zbiorników zawierających płynne odpady chemiczne może doprowadzić do różnego rodzaju skażeń. Przerwanie zapory może powodować następujące konsekwencje [25]:

- sprowadzenie zagrożenia dla życia ludzi i zwierząt oraz konieczność ewakuacji;
- zamknięcie urzędów administracji publicznej, szkół, szpitali;
- prawdopodobieństwo wystąpienia epidemii, epizootii lub epifitoz;
- możliwość wystąpienia plagi owadów i gryzoni;
- zniszczenie hodowli i zbiorów w gospodarstwach rolnych (osłabienie ekonomiczne przemysłu spożywczego, wzrost cen produktów żywnościowych, wypłata odszkodowań dla przedsiębiorców zajmujących się przetwarzaniem i sprzedażą żywności);
- zniszczenie i uszkodzenie budynków (mieszkalnych, gospodarczych, użyteczności publicznej);
- zniszczenia w infrastrukturze (m.in. drogi, mosty, wiadukty, tunele, wały przeciwpowodziowe, przepompownie, urządzenia hydrotechniczne, urządzenia i sieci kanalizacyjno-wodociągowe);
- zniszczenia w infrastrukturze wytwarzania, przesyłu lub dystrybucji energii elektrycznej i ciepłowniczej;
- zakłócenia funkcjonowania systemów łączności i systemów teleinformatycznych;
- zniszczenia lub uszkodzenia trakcji komunikacyjnych, wapienia w zakładach przemysłowych;
- zakłócenia w funkcjonowaniu systemu dystrybucyjnego paliw;
- możliwe wzrost przestępczości o charakterze kryminalnym oraz zwiększa liczbę przestępstw i wykroczeń pospolitych (kradzieże z włamaniem, rozboje, niszczenie mienia).

Przesiąkanie odpadów chemicznych przez zapory stwarza z kolei takie zagrożenia, jak możliwość miejscowego skażenia środowiska naturalnego, a także uszkodzenia instalacji i urządzeń technicznych.

Powodzie zaliczane są do grupy katastrof naturalnych, które powodują wiele tragedii [3, 7]. Jednym ze sposobów zapewnienia bezpieczeństwa obszarów zalewowych w pobliżu składowisk odpadów flotacyjnych i rzek jest podnoszenie wysokości wałów przeciwpowodziowych [18]. Biorąc pod uwagę niewystarczającą zdolność filtracyjną nasypu, wysoki stan wody może powodować powstawanie przecieków, co skutkuje częściowym lub całkowitym zniszczeniem budowli hydrotechnicznej [19].

Z uwagi na poważne następstwa awarii, obiekty techniczne takie jak tamy, zapory wodne i inne zabezpieczenia przeciwpowodziowe wyposaża się w różnego rodzaju systemy, mające na celu zwiększenie stopnia ich niezawodności. Systemy eksploatacji tam i zapór obejmują zarówno odpowiednie środki obsługi jak również system działań eksploatacyjnych ujętych w formę ścisłych procedur i instrukcji. Instrukcje użytkowania budowli o przeznaczeniu hydrotechnicznym zawierają pewne treści, które można uznać za standardowe. Należą do nich między innymi zalecenia odnośnie częstotliwości i sposobu dokonywania przeglądów, badań, pomiarów i kontroli stanu technicznego obiektu oraz wykaz elementów budowli hydrotechnicznej podlegających obserwacji wraz z listą parametrów, które powinny być
Ważniejsze zapisy są dowodem na to, że stała obserwacja, monitoring i pomiary są kluczowymi elementami procesów eksploatacji tam i zapór przeciwpowodziowych.

W większości przypadków zabezpieczenia przeciwpowodziowe są rozległymi i złożonymi systemami. Składają się z wielu podsystemów, których prawidłowe funkcjonowanie wpływa na niezawodność tych obiektów. Do typowych podsystemów wchodzących w skład tam i zapór przeciwpowodziowych zaliczyć można systemy osłony hydrologicznej, systemy alarmowe, systemy energetyczne, mechaniczne systemy regulacji i przepływów wody oraz informatyczne systemy wspomagania decyzji.

W celu zapewnienia skutecznego monitoringu wymienionych systemów należy użyć odpowiednich metod. Informatyczne systemy wspomagania decyzji pełnią szczególną rolę, polegającą na integracji pozostałych systemów i automatyzacji procesu decyzyjnego. Automatyzacja polega na identyfikacji i prognozowaniu określonych zagrożeń wraz z podaniem prawdopodobieństwa ich wystąpienia. Ostateczne decyzje odnośnie reagowania na rezultaty monitoringu zawsze podejmuje człowiek. Poniżej wymieniono aktualnie stosowane metody monitoringu w odniesieniu do Obiektu Unieszkodliwiania Odpadów Wydobywczych (OUOW) Żelazny Most KGHM POLSKA MIEDŹ S.A., będącego największym obiektem hydrotechnicznym w kraju i jednym z największych tego typu obiektów na świecie. Stosowane tam metody monitoringu można podzielić na dwie grupy: metody związane z aktualnym zachowaniem się konstrukcji i jej niezawodnością oraz metody związane z oddziaływaniem obiektu na otaczające go środowisko naturalne.

Do pierwszej grupy zaliczyć można następujące metody monitoringu: wizualna ocena stanu technicznego (obserwacja bezpośrednia prowadzona przez pracowników), monitoring geodezyjny (wykrywanie deformacji konstrukcji poprzez pomiary ręczne za pomocą reperów i automatyczne za pomocą mikroluster), monitoring geotechniczny (wykrywanie anomalii w budowie geologicznej podłoża rodzimego zapory i zbiornika poprzez głębokie wiercenia i sondy wciskane), monitoring hydrogeologiczny (wykrywanie anomalii spowodowanych nasiąkaniem zapory poprzez obserwację ciśnień piezometrycznych w piezometrach zainstalowanych w masywie odpadów, na zaporach oraz bliskim i dalekim przedpolu), monitoring sejsmiczny (wykrywanie zaburzeń stateczności budowli za pomocą czujników akcelerometrycznych, które są wzbudzane każdorazowo, gdy zidentyfikują drgania o określonym poziomie), systemy informatyczne do analizy dużych zbiorów danych (Big Data).

Do grupy metod związanych z zapobieganiem niekorzystnemu wpływowi obiektu na otaczające go środowisko naturalne zaliczyć można monitoring hydrologiczny (wykrywanie przecieków) oraz monitoring chemiczny (wykrywanie skażenia okolicznych wód gruntowych). Ogólnoswiatowy trend jakim jest rozwój technik informacyjnych i komunikacyjnych znajduje odzwierciedlenie we wzroście znaczenia systemów informatycznych w obrębie systemów eksploatacyjnych zabezpieczeń przeciwpowodziowych. Rozbudowane układy pomiarowe dostarczają wielu danych pobranych z różnych punktów zapory. Jednym z głównych zadań systemów informatycznych instalowanych w obiektach hydrotechnicznych jest tworzenie modeli matematycznych w oparciu o dostarczone informacje. W obecnie stosowanych systemach informatycznych wykorzystuje się algorytmy realizujące różnorodne metody. Do metod deterministycznych zaliczyć można metodę Felleniusa, która umożliwia ocenę stopnia stabilności zapory, wykorzystując podział potencjalnej bryły osuwiskowej na pasy (pasy) pionowe. Metoda ta znana jest również pod nazwą metody Pettersona-Felleniusa lub metody szwedzkiej [4]. Przykładem metody ilościowej o charakterze statystycznym jest model HST (Hydrostatic-Season-Time – Hydrostatyczny-Sezonowy-Czasowy). Empiryczny model HST jest szeroko stosowany do analizy różnych typów danych pomiarowych na temat wałów przeciwpowodziowych, tam i zapór [6]. Kolejną grupą metod wykorzystywanych w celu poprawy niezawodności procesów eksploatacyjnych zapór przeciwpowodziowych są metody probabilistyczne. Przykładem jest metoda niezawodności pierwszego rzędu (FORM), za
pomocą której można zbadać tryb uszkodzenia wzdłużnego długiego nasypu składającego się z gleb homogenicznych [9]. W celu zwiększenia niezawodności budowli ziemnych można zastosować indeks niezawodności Hasofera-Linda, który może być wykorzystany także w połączeniu z metodą FORM [13]. Do metod stosowanych w procesach eksploatacyjnych należy również analiza harmoniczna [11].

Częstym problemem w przypadku zapór wodnych jest niedostateczna filtracja wody powodująca tzw. podciekanie. W literaturze można odnaleźć propozycje metod kalkulacji prawdopodobieństwa wystąpienia tego rodzaju zjawisk [15].

Kolejną grupą inteligentnych metod stochastycznych, wykorzystywanych przez systemy informatyczne w celu podniesienia poziomu niezawodności procesów eksploatacyjnych, w tym także w odniesieniu do tam i zapór wodnych, są metody heurystyczne oparte na logice rozmytej [14, 22, 24]. Do rzadziej stosowanych metod zwiększających poziom niezawodności i usprawniających procesy eksploatacyjne zapór wodnych należą: programowanie liniowe całkowitoliczbowe [10], Support Vector Machine [17], nieliniowe kryterium wytrzymałości na ściana [23], a także sztuczne sieci neuronowe [1, 8]. Obecnie głównym obszarem zastosowań ANN (sztuczne sieci neuronowe = Artificial Neural Networks) są zagadnienia predykcyjne, usprawniające procesy eksploatacyjne poprzez identyfikację [16] lub klasyfikację usterek [26].

Jak wcześniej wspomniano, zabezpieczenia przeciwpowodziowe należą do kategorii budowli hydrotechnicznych. Analiza procedur i zasad eksploatacji w odniesieniu do tego rodzaju obiektów pozwala zauważyć, że jednym z głównych procesów zapewniających prawidłową eksploatację jest obserwacja bieżącego zachowania i detekcja zjawisk, które z uwagi na swoją specyfikę, mogą wskazywać na nieprawidłowości zagrażające bezpieczeństwu budowli. Obecne metody monitoringu obiektów technicznych typu wały przeciwpowodziowe i zapory wodne mają jednak liczne wady. Pierwszą z nich są dość wysokie koszty użytkowania. Większość obecnie stosowanych metod wymaga bowiem zaangażowania specjalistów, przez co istotnym elementem kosztów jest robocia przemysł. Prócz tego, wykorzystywane systemy pomiarowe wymagają nakładów na remonty, konserwacje, części zamienne i materiały, które się zużywają. Istotną wadą jest też zwykle zbyt późna informacja o zagrożeniu. W przypadku systemów, które nie są częścią zintegrowanych systemów informatycznych, informacja o zagrożeniu dociera do odpowiednich służb z kilkugodzinnym opóźnieniem. Opóźnienie jest zależne od częstotliwości, z jaką odbywają się ujęte w procedurach odczyty urządzeń pomiarowych. Niewystarczający jest też poziom skuteczności znanych metod monitoringu [4, 5]. Z powodu punktowego charakteru pomiarów istnieje duża niepewność formułowanych na ich podstawie wniosków. Sondy i czujniki umieszczane w różnych miejscach bryły zapory nie dają możliwości uzyskania pełnej wiedzy odnośnie aktualnego jej stanu. Istnieje poważne ryzyko, że pojawiające się wewnątrz zapory usterki (pęknięcia, zmiany struktury wewnętrznej, zmiany składu i gęstości ziemi i in.) nie zostaną wykryte na tyle wcześniej, by umożliwić ich skorygowanie. W celu uzyskania jak najpełniejszej wiedzy na temat stanu technicznego obiektu zachodzi konieczność jednoczesnego stosowania wielu metod monitoringu. W celu uproszczenia sposobu monitorowania obiektu oraz procedury wnioskowania istnieje wyraźna potrzeba opracowania jednej skutecznej metody, zapewniającej szybkość i niezawodność rejestracji, przesyłania i przetwarzania informacji o występujących zagrożeniach. Większość wymienionych wad zostały wyeliminowana, gdyby możliwe było opracowanie nowej metody umożliwiającej ocenę stanu technicznego budowli hydrotechnicznej, w sposób umożliwiający bieżącą detekcję różnic w strukturze wewnętrznej obiektu. Jedną z potencjalnych metod umożliwiających osiągnięcie tego celu jest tomografia elektryczna [2, 12]. Tomografia umożliwia wgląd we wnętrze badanego obiektu poprzez wygenerowanie jego obrazu. Metoda ta znajduje zastosowanie głównie w medycynie i inżynierii materiałowej. Podstawową barierą na drodze rozwoju metod tomograficznych w monitoringu wałów i zapór
przeciwpowodziowych jest brak odpowiedniej technologii, która zapewniłaby istotną poprawę rozdzielczości obrazu.

Niniejszy artykuł prezentuje nowe podejście do problemu eksploatacji, związanego z monitorowaniem obiektów przy użyciu obrazowania neuronowego. Dotychczasowe próby użycia sztucznych sieci neuronowych w tomografii elektrycznej koncentrowały się na wykorzystaniu pojedynczych sieci neuronowych do przetwarzania sygnałów wejściowych na obrazy. W trakcie badań opracowano udoskonaloną metodę neuronowej rekonstrukcji tomograficznej, której cechą charakterystyczną jest zastosowanie systemu sieci neuronowych, w którym każda z sieci generuje kolor pojedynczego piksela na siatce obrazu. Dzięki oryginalnej architekturze inteligentnego systemu obrazowania uzyskano nową funkcjonalność w odniesieniu do znanych metod tomograficznych, polegającą na zwiększeniu rozdzielczości obrazów przekrojów skanowanych obiektów hydrotechnicznych.

2. Neuronowa rekonstrukcja obrazów tomograficznych

Prezentowana w niniejszym artykule neuronowa rekonstrukcja obrazów tomograficznych jest nową metodą mającą na celu zwiększenie rozdzielczości obrazów, a przez to podniesienie skuteczności monitoringu zabezpieczeń przeciwpowodziowych. Algorytm umożliwia wyeliminowanie głównych problemów eksploatacyjnych budowli hydrotechnicznych związanych z ich monitorowaniem. Tomografia wsparta systemem neuronowym daje nowe możliwości prowadzenia obserwacji. Zaprezentowana koncepcja, umożliwia uzyskanie dokładnego, trójwymiarowego obrazu wnętrza budowli hydrotechnicznej w czasie rzeczywistym. Jest to kluczowa funkcjonalność, dzięki której nie ma potrzeby utrzymywania większości dotychczasowych podsystemów monitoringu zabezpieczeń przeciwpowodziowych. Obecnie wykorzystywane systemy monitorujące (geodezyjny, geotechniczny, hydrologiczny itd.) umożliwiają zaledwie otrzymywanie danych punktowych dotyczących wybranych parametrów obiektu. Uzyskane w ten sposób niepełne informacje podlegają analizie, zarówno przez systemy informatyczne jak i przez specjalistów, którzy dokonują ostatecznej oceny stanu zapory. Taki proces oceny ma zasadnicze wady wynikające z punktowości pomiarów, błędów pomiarowych, braku monitoringu w czasie rzeczywistym oraz subiektywizmu w ocenach stanu przedmiotowego obiektu technicznego. Prezentowana w niniejszym artykule metoda jest wolna od powyższych ograniczeń, ponieważ umożliwia uzyskiwanie ostrych, kolorowych, trójwymiarowych obrazów wnętrza budowli w wysokiej rozdzielczości w czasie rzeczywistym. Otrzymane obrazy są łatwe do analizy, ponieważ wiernie odzwierciedlają wszelkie zmiany zachodzące wewnątrz wałów przeciwpowodziowych i zapór wodnych. Zjawiska takie jak: pęknięcia, zmiany struktury warstw wewnętrznych, zawilgocenia, zmiany gęstości są natychmiast widoczne. Porównanie obrazów zarejestrowanych w równych odstępach czasu umożliwia dodatkowo skuteczne określenie tempa zachodzących zmian. Jest to bardzo cenna funkcjonalność, ponieważ daje solidne podstawy dokonywania dokładnych i wiarygodnych prognoz odnośnie źródeł, kierunków rozwoju, rodzaju i obszaru uszkodzeń rozwijających się wewnątrz budowli.

3. Modelowanie neuronowego systemu rekonstrukcji obrazów tomograficznych

Prezentowane rozwiązanie stanowi udoskonalenie znanej metody tomografii elektrycznej. W bryle wału przeciwpowodziowego umieszcza się pewną liczbę elektrod.
Następnie, do różnych elektrod podłączane jest źródło prądu elektrycznego o określonych parametrach (napięcie, natężenie, częstotliwość, amplituda). Wartości napięć pomiędzy odpowiednimi elektrodami są odczytywane i rejestrowane. Powyższe wartości napięć stanowią wektor wejściowy, na podstawie którego system neuronowy generuje obrazy wnętrza zapory wodnej. Zakłada się, że wartości odczytywanych z elektrod parametrów elektrycznych są ściśle uzależnione od materiału, z którego składa się analizowane zabezpieczenie przeciwpowodziowe. Wszelkie zmiany struktury wewnętrznej zapory spowodowane zawilgoceniem, przeciekami, pęknięciem struktury, obsunięciem ziemi i wszelkimi innymi anomaliami, znajdują swoje odzwierciedlenie w wartościach parametrów prądnapięciowych odczytywanych z elektrod. Aby potwierdzić powyższe przypuszczenia opracowano mechanizm konwersji sygnałów elektrycznych na kolorowe obrazy o dużej rozdzielczości.

3.1. Sposób pozyskania danych

Rzeczywistym obiektom badań była zapora Zbiornika Unieszkodliwiania Odpadów Wydobywczych Żelazny Most położonego w południowo-zachodniej części Polski pomiędzy Lubinem, a Głogowem. Zbiornik jest zlokalizowany w naturalnej dolinie między wzgórzami morenowymi w górnej partii zlewni rzeki Rudna. Zarządzającym obiektem unieszkodliwiania jest KGHM „Polska Miedź” S.A. Oddział Zakład Hydrotechniczny w Rudnej [21]. Obiekt Żelazny Most jest przeznaczony do składowania odpadów flotacyjnych z Zakładów Wzbogacania Rudy rejony: Polkowice, Lubin i Rudna. Obecnie jest to jedynie miejsce deponowania odpadów z flotacji ze wszystkich kopalń. Ze względu na zajmowany teren, składowisko Żelazny Most jest jednym z największych tego typu obiektów na świecie [20]. Łączna długość zapór otaczających zbiornik wynosi ponad 14 km. Powierzchnia całkowita składowiska to 1410 ha. Wysokość zapór ograniczających w najwyższym miejscu sięga 55 m. Model topograficzny zbiornika Żelazny Most przedstawia rys.1.

Rys. 1. Model topologiczny Obiektu Unieszkodliwiania Odpadów Wydobywczych Żelazny Most

Obiekt wyposażono w różnorodne systemy diagnostyczne i kontrolno-pomiarowe, których zadaniem jest zapewnienie wysokiego stopnia niezawodności zbiornika Żelazny Most. Należą do nich: drenaże, układy do szybkiego i awaryjnego odwadniania akwenu, nasypy i studnie odciągające, których zadaniem jest obniżenie ciśnienia wody w grunbach podłoża. Wokół obiektu Żelazny Most na bieżąco prowadzone są obserwacje i badania monitorujące w odniesieniu do wód powierzchniowych i podziemnych. Niedoskonałością obecnie stosowanych metod monitoringu jest ich punktowość. Przy ich pomocy nie można uzyskać przekrojowych obrazów wnętrza zapory. Rys. 2 przedstawia zdjęcie ziemnego wału ochronnego zbiornika z
widocznymi elementami różnorodnych systemów pomiarowych, które dostarczają danych punktowych umożliwiających bieżący monitoring budowli.

Rys. 2. Powierzchnia wału ziemnego wokół zbiornika Żelazny Most

Kluczowym elementem neuronowego systemu rekonstrukcji obrazów tomograficznych jest sterownik neuronowy, którego zadaniem jest konwersja sygnałów elektrycznych na obrazy. Do wy trenowania systemu neuronowego potrzebny był odpowiedni zbiór danych uczących. Ze względu na to, że pobranie tego rodzaju danych bezpośrednio z zapory zbiornika Żelazny Most nie było możliwe, w warunkach laboratoryjnych opracowano model fizyczny fragmentu zapory, który od twarzał badane cechy obiektu rzeczywistego, takie jak: materiał zapory, geometria kształtu, proporcje wymiarów, poziom wody w zbiorniku. W ten sposób pozyskano dane badawcze pochodzące z wielu przypadków pomiarowych. Dane obejmowały zbiory (wektory) wartości prądowo-napięciowych oraz odpowiadające tym zbiorom obrazy przekrojów zapory. Na rys. 3 przedstawiono model ziemny fragmentu wału ochronnego wraz z systemem EIT (Electrical Impedance Tomography), w skład którego wchodzi: układ elektrod, elektroniczny moduł rozdziału napięć na poszczególne elektrody oraz moduł rejestracji wyników. Szklane szyby terrarium umożliwiły obserwację zmian zachodzących w bryle wału ziemnego spowodowanych przesiąkaniem. Dzięki możliwości obserwacji wnętrza zapory ziemnej możliwe było zgromadzenie dużego zbioru danych, zawierających wektory parametrów elektrycznych oraz przyporządkowane tym wektorom obrazy.
Rys. 3. Model fizyczny zapory zbiornika Żelazny Most

W modelu zapory w linii prostej umieszczono 16 elektrod w taki sposób, aby swoim zasięgiem obejmowały całą szerokość obwałowania. Dzięki temu, umieszczając rzędy elektrod oddalonych od siebie w równych odległościach, można objąć systemem EIT całą długość zapory. Sposób rozmieszczenia rzędów elektrod w zaporze został zaprezentowany na rys. 4.

Rys. 4. Schemat wału przeciwpowodziowego z umieszczonymi w nim elektrodami

3.2. Koncepcja systemu neuronowego

Neuronowy system rekonstrukcji obrazów tomograficznych jest oryginalną koncepcją układu wielu sieci neuronowych, które uruchomione równolegle, generują obraz składający się z pojedynczych punktów. Każdy z punktów obrazu wyjściowego jest efektem działania niezależnej, osobno wytrenowanej sieci neuronowej. Za pomocą tej metody można generować zarówno obrazy dwuwymiarowe (2D) jak i trójwymiarowe (3D). Z punktu widzenia mechanizmu tworzenia obrazu wyjściowego, różnica pomiędzy obrazami 2D i 3D polega na ilości punktów składających się na pojedynczy obraz. W przypadku obrazów 3D punktów tych jest wielokrotnie więcej niż w przypadku obrazów 2D.

Jak już wcześniej wspomniano, rozpatrywany system EIT składał się z układu 16 elektrod, które w trakcie każdego pomiaru generowały wektor 208 spadków napięć. Pomiary
odczytywane dzięki umieszczonym w bryle zapory wodnej elektrom, umożliwiły określenie
konduktowności badanego obiektu, która jest zmienna w zależności od takich czynników jak
np. zawilgocenie, niejednorodności struktury czy rodzaj gruntu. Obrazowany przekrój
obwałowania został podzielony na siatkę pikseli, wygenerowaną jako elementy trójkątnie za
pomocą metody elementów skończonych. W przypadku obrazowania 2D siatka pikseli obrazu
wyjściowego liczyła 2012 punktów, natomiast w przypadku obrazu trójwymiarowego
zastosowano siatkę przestrzenną liczącą 17869 punktów. Pierwszy przypadek został
zaprezentowany na rys. 5. W górnej części rysunku zaznaczono miejsca umieszczenia elektrod.
Przypadek 3D został przedstawiony na rys. 6. Zagęszczenie punktów siatki wokół elektrod
służy dokładniejszemu odwzorowaniu zmian zachodzących we wnętrz obrazowanej zapory.

Rys. 5. Siatka obrazu wyjściowego 2D przekroju zapory licząca 2012 punktów

Rys. 6. Siatka obrazu wyjściowego 3D przekroju zapory licząca 17869 punktów

Na rys. 7 i 8 zaprezentowano sposób działania systemu neuronowego zamieniającego sygnały elektryczne pochodzące z elektrod, na obrazy 2D i 3D. Wektor wejściowy zawiera 208
przypadeków pomiarowych (1). Każdy pojedynczy przypadek pomiarowy odpowiada pewnej
wielkości spadku napięcia dla danej pary elektrod.

\[
U = [\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_{208}]^T
\]  

(1)

Wektor \( U \) jest wektorem wejściowym dla wszystkich sztucznych sieci neuronowych
(ANN) wchodzących w skład systemu neuronowego.
Podczas projektowania modelu neuronowego oparto się na następujących założeniach:

1. Każdy punkt obrazu wyjściowego jest generowany przez odrębną sztuczną sieć neuronową, mającą na wejściu 208 wartości spadków napięć. Wyjście każdej z sieci neuronowych jest pojedynczą liczbą rzeczywistą odpowiadającą wartości konduktwności pojedynczego elementu rekonstruowanego obrazu (w postaci wizualnej przedstawianą poprzez odpowiedni kolor zakładowej skali konduktwności).

2. Zakłada się, że istnieje wzajemna zależność pomiędzy poszczególnymi punktami obrazu wyjściowego. W związku z tym, każda sieć neuronowa generująca wartość pojedynczego elementu obrazu, może być trenowana niezależnie, z losowo wygenerowanymi wagami początkowymi i biasem.

3. Sieci neuronowe przypisane do elementów obrazu wyjściowego mogą rozwijać zarówno zagadnienie klasyfikacyjne jak i regresyjne. W przypadku zagadnienia klasyfikacyjnego generowany obraz może być monochromatyczny lub posiadać kilka barw/odcieni. Wtedy klasyfikator przypisuje dany punkt do określonej barwy. Jeżeli sieć realizuje zagadnienie regresyjne, na wyjściu generowana jest liczba rzeczywista, odpowiadająca wartości konduktwności danego elementu. Taki rodzaj obrazowania jest najbardziej pożądany, jednak ten układ sieci jest najtrudniej wytrenować. Systemy neuronowe opisywane w niniejszym opracowaniu realizują zagadnienia regresyjne.

W trakcie badań przeprowadzono wiele prób, uwzględniających różnorodne konfiguracje neuronowego perceptronu wielowarstwowego. W szczególności analizowano warianty, uwzględniające zmiany następujących czynników, mających wpływ na skuteczność działania systemu neuronowego: dobór algorytmu uczenia sieci, liczba warstw ukrytych i liczba neuronów w każdej z warstw sieci, parametry perceptronu (współczynnik uczenia, maksymalna liczba błędnych walidacji, momentum i inne). Analizowano także możliwość zastosowania nowych rozwiązań w zakresie konwolucyjnych sieci neuronowych (CNN – Convolutional Neural Networks). Rezultaty badań wykazały, że sieci CNN są w tym przypadku nieskuteczne z uwagi na zbyt małą liczbę danych wejściowych w porównaniu z dużą rozdzielczością obrazu wyjściowego.
Z uwagi na dużą liczbę danych oraz konieczność wytrenowania kilkunastu tysięcy sieci neuronowych (dla modelu 3D), realizacja ww. konceptji wymagała zastosowania szybkich algorytmów uwzględniających obliczenia równolegle oraz komputerów o dużych mocach obliczeniowych.

3.3. Przebieg procesu trenowania wybranej sieci neuronowej

Poniżej zaprezentowano analityczprocesu uczenia wybranej sieci neuronowej wchodzącej w skład systemu neuronowego do rekonstrukcji obrazu 2D. W tym przypadku, kompletny system neuronowy liczył 2012 osobno wytrenowanych sieci neuronowych. Z uwagi na dużą liczbę sieci, w niniejszym opracowaniu nie sposób zaprezentować przebiegu procesu uczenia wszystkich ANN.

Na rys. 9 zaprezentowano schemat zastosowanego modelu sieci neuronowej. Sieć ma 208 wejść, 10 neuronów w warstwie ukrytej i 1 neuron w warstwie wyjściowej. Warstwa ukryta wykorzystuje logistyczną funkcję transferową. W warstwie wyjściowej funkcja transferowa ma charakter liniowy.

Rys. 9. Model sieci neuronowej generującej pojedynczy punkt obrazu wyjściowego

W tabeli 1 zaprezentowano rezultaty uczenia jednej sieci neuronowej, wybranej losowo spośród systemu integrującego 2012 sieci. Prezentowana sieć generuje na wyjściu pojedynczy punkt obrazu wyjściowego. Łączna ilość przypadków wykorzystanych w procesie uczenia sieci wynosiła 10442. Wszystkie przypadki zostały losowo podzielone na 3 zbiory: uczący, walidacyjny i testowy w proporcjach: 70%, 15%, 15%. Zbiór walidacyjny jest wykorzystywany do ustalenia momentu zatrzymania procesu uczenia. Zakończenie procesu uczenia następuje w sytuacji, gdy dynamika zmiany gradientu zbliża się do zera. Zbiór testowy znajduje zastosowanie po zakończeniu uczenia. Służy on do weryfikacji jakości uzyskanej sieci.

Błąd MSE (Mean Squared Error) odzwierciedla średniokwadratową różnicę między wyjściami, a wielkościami wzorcowymi. Im niższe wartości MSE tym lepiej. Zarówno MSE, jak i błąd średniokwadratowy (MSE) o wartości $6.88341\cdot10^{-3}$ wystąpił w odniesieniu do zbioru testowego. Nieco mniejszy błąd MSE wynoszący $5.84343\cdot10^{-3}$ odnotowano dla zbioru walidacyjnego. Najmniejszy błąd odnotowano w odniesieniu do zbioru uczącego.

Innym badanym wskaźnikiem jakości sieci była regresja R. $R=1$ oznacza pełną zgodność wyjść z wzorcowymi, natomiast $R=0$ oznacza brak powiązań między nimi. Współczynnik regresji dla wszystkich trzech zbiorów był bardzo wysoki, bliski 1. Świadczy to o wysokiej zdolności sieci do generalizacji wiedzy (czyli prawidłowego przekształcania danych wejściowych na informacje wyjściowe nie tylko dla zbioru uczącego).
| Podział zbioru danych | Liczba przypadków w danym zbiorze | Błąd średniokwadratowy (MSE) | Regresja (R) |
|-----------------------|----------------------------------|-----------------------------|-------------|
| Zbiór uczący (70%)    | 7310                             | 1.35760·10⁻³                | 0.997303    |
| Zbiór walidacyjny (15%) | 1566                           | 5.84343·10⁻³                | 0.988642    |
| Zbiór testowy (15%)  | 1566                             | 6.88341·10⁻³                | 0.987701    |

Rezultaty otrzymane w wyniku sprawdzenia sieci na zbiorze testowym są najbardziej miarodajnym wskaźnikiem świadczącym o efektywności danej sieci, ponieważ przypadki z tego zbioru nie uczestniczą w procesie uczenia. Dobre wskaźniki MSE i R dla zbioru testowego i walidacyjnego świadczą o braku przeuczenia.

Na rys. 10 zaprezentowano diagramy korelacyjne rozpatrywanej sieci. Jak widać rozzrzut wyników wykraczających poza linie wzorcowe jest zauważalny, jednak ilość przypadków oddalonych od linii wzorcowej nie jest duża. Świadczą o tym nakładające się linie korelacji dla wszystkich badanych zbiorów: zbioru uczącego, walidacyjnego i testowego oraz łącznie (dla wszystkich trzech zbiorów).

Rys. 10. Diagramy korelacyjne sieci neuronowej
Na rys. 11 zaprezentowano wykresy wartości błędu średniokwadratowego (MSE) zarejestrowane w trakcie procesu uczenia sieci. Wartości MSE są niskie. Stosunkowo regularne przebiegi linii wykresów (brak dużych fluktuacji) wskazują na brak przewężenia, a tym samym na wysoką skuteczność opracowanego systemu tomograficznej rekonstrukcji obrazu. Hiperboliczny kształt krzywych wskazuje na wystarczającą liczbę przypadków uczących. Na wykresie zaznaczono trzydziestą epokę (iterację), na której zakończono uczenie sieci. Jest to epoka, w której błąd MSE zbioru walidacyjnego osiągnął swoje minimum.

Rys. 11. Wykresy błędów MSE dla zbiorów: uczącego, walidacyjnego i testowego

Na rys. 12 zaprezentowano histogram błędów (różnice) pomiędzy wartościami generowanymi przez sieć, a wzorcami. Każdy pionowy słupek wskazuje ilość odchyleń od wartości wzorcowej. Jak widać, największą liczbę odchyleń stanowią błędy bardzo małe, o wartościach zbliżonych do zera. Kształt histogramu przypomina krzywą rozkładu normalnego. Fakt ten również potwierdza wysoką jakość otrzymanego rozwiązania.

Rys. 12. Histogram błędów uczenia sieci
4. Rezultaty badań neuronowego systemu rekonstrukcji obrazów tomograficznych

W ramach prowadzonych prac badawczych opracowano dwa neuronowe modele systemów rekonstrukcji obrazów tomograficznych. Model pierwszy realizował zagadnienia obrazowania płaskiego (2D), natomiast model drugi generował obrazy 3D. W niniejszym rozdziale zaprezentowano efekty działania obu systemów neuronowych.

W tabeli 2a w dwóch kolumnach zestawiono wzorce i zrekonstruowane obrazy wygenerowane przez sterownik 2D. W tabeli 2b zaprezentowano graficzną reprezentację różnic wartości poszczególnych pikseli pomiędzy obrazami wzorcowymi i obrazami zrekonstruowanymi, przedstawionymi w tabeli 2a. Skala kolorystyczna na ilustracjach w tabeli 2b odzwierciedla różnice konduktowności pomiędzy elementami obrazów wzorcowych, a elementami obrazów zrekonstruowanych.

| Lp | Wzorzec przekroju wału przeciwpowodziowego | Obraz zrekonstruowany za pomocą generatora neuronowego |
|----|------------------------------------------|------------------------------------------------------|
| 1  | ![Wzorzec 1](image1.png)                   | ![Obraz 1](image2.png)                                |
| 2  | ![Wzorzec 2](image3.png)                   | ![Obraz 2](image4.png)                                |
| 3  | ![Wzorzec 3](image5.png)                   | ![Obraz 3](image6.png)                                |
| 4  | ![Wzorzec 4](image7.png)                   | ![Obraz 4](image8.png)                                |
| 5  | ![Wzorzec 5](image9.png)                   | ![Obraz 5](image10.png)                               |

Tabela 2b. Różnice wyników obrazowania w 2D

| Lp | Różnice pomiędzy obrazem wzorca a obrazem zrekonstruowanym |
|----|------------------------------------------------------------|
| 1  | ![Różnice 1](image11.png)                                 |
| 2  | ![Różnice 2](image12.png)                                 |
| 3  | ![Różnice 3](image13.png)                                 |
W tabeli 3a w podobny sposób zestawiono wzorce i zrekonstruowane obrazy wygenerowane przez sterownik 3D. W tabeli 3b zaprezentowano graficzną reprezentację różnic wartości poszczególnych pikseli pomiędzy przestrzennymi obrazami wzorcowymi i obrazami zrekonstruowanymi, przedstawionymi w tabeli 3a.

Tabela 3a. Rezultaty obrazowania w 3D

| Lp | Wzorzec przekroju wału przeciwpowodziowego | Obraz zrekonstruowany za pomocą generatora neuronowego |
|----|-------------------------------------------|--------------------------------------------------------|
| 1  | ![Wzorzec dla Lp 1](image1.png)            | ![Obraz dla Lp 1](image2.png)                          |
| 2  | ![Wzorzec dla Lp 2](image3.png)            | ![Obraz dla Lp 2](image4.png)                          |
| 3  | ![Wzorzec dla Lp 3](image5.png)            | ![Obraz dla Lp 3](image6.png)                          |
| Lp | Różnice pomiędzy obrazem wzoru a obrazem zrekonstruowanym |
|----|----------------------------------------------------------|
| 1  | ![Diagram 1](image1.png)                               |
| 2  | ![Diagram 2](image2.png)                               |

**Tabela 3b. Różnice wyników obrazowania w 3D**
Analogicznie jak w tabeli 2b, skala kolorystyczna na ilustracjach w tabeli 3b odzwierciedla różnice konduktowności pomiędzy elementami obrazów wzorcowych, a elementami obrazów rekonstruowanych.

Analizując tabelę 2a można zauważyć, że obrazy wynikowe z dużą dokładnością odwzorowują kształty i barwy obrazów wzorcowych. W przypadku modelu 2D wartości liczbowe pikseli obrazu wzorcowego były liczbami rzeczywistymi należącymi do przedziału od 1 do 3. Z tabeli 2b można odczytać wartości błędów obrazów rekonstruowanych względem ich wzorców. Widać, że większość pikseli na siatce nie zawiera błędów (brak koloru). W przypadku odchyleń większych od zera, większość błędów nie przekracza wartości 0.2.

W tabeli 3a przedstawiono analizę porównawczą rekonstruowanych obrazów 3D. Tu również widoczna jest wysoka dokładność odwzorowań dla wszystkich pięciu prezentowanych przypadków. Siatka przestrzenna modelu 3D liczy aż 17869 punktów. Wartości liczbowe pikseli obrazu wzorcowego były liczbami rzeczywistymi należącymi do przedziału od 1 do 2. Z tabeli 3b można odczytać wartości błędów obrazów rekonstruowanych względem ich wzorców. Większość pikseli na siatce nie zawiera błędów (brak koloru). Podobnie jak w modelu 2D odchylenia niezerowe w większości przypadków nie przekraczają wartości 0.2.
5. Podsumowanie

W artykule zaprezentowano oryginalną koncepcję neuronowego systemu rekonstrukcji obrazów tomograficznych. Skuteczność metody została zweryfikowana w oparciu o uwarunkowania Zbiornika Unieszkodliwiania Odpadów Wydobywczych Żelazny Most. Uwzględniając kluczowe cechy konstrukcyjne obiektu technicznego Żelazny Most, opracowano model fizyczny fragmentu zapory. Powyższy model wyposażono w układ elektrod oraz niezbędne urządzenia tomograficzne (EIT), które umożliwiły wykonanie wielu pomiarów wielkości elektrycznych oraz przyporządkowanie tym wielkościom obrazów przekrojów badanego modelu zapory. Uzyskane tą drogą dane zostały wykorzystane do wytrenowania systemu sieci neuronowych. Innowacyjną cechą przedmiotowego rozwiązania jest osobne wytrenowanie dużej liczby sieci neuronowych w ilości odpowiadającej rozdzielczości siatki obrazu rekonstruowanego. W trakcie badań laboratoryjnych opracowano dwa modele rekonstrukcji obrazów tomograficznych – płaski (2D) i przestrzenny (3D). Rezultaty wskazują, że prezentowana metoda obrazowania neuronowego może być skuteczna zarówno w przypadku rekonstrukcji dwu jak i trójwymiarowych. Zastosowanie układu wielu odrębnych sieci neuronowych działających jednocześnie w celu zobrazowania przekroju zapory przeciwpowodziowej umożliwiło wygenerowanie dokładnych odwzorowań zadanych wzorców. Jakość tych odwzorowań jest wystarczająca, aby prawidłowo zidentyfikować charakter zagrożeń, a także ocenić szybkość zmian zachodzących wewnątrz zapory.

Biorąc pod uwagę możliwość wykonywania pomiarów w stałych odstępach czasu, w prosty sposób można określić prędkość rozprzestrzeniania się przeciku. Powyższa informacja umożliwia nie tylko precyzyjną diagnozę przydatną do określania stopnia niezawodności zapory, lecz także skuteczną prognozę momentu nadchodzącej katastrofy. Dzięki informacjom uzyskanym za pomocą systemu obrazowania neuronowego, można odpowiednio zaplanować działania zapobiegające uszkodzeniom zabezpieczeń przeciwpowodziowych.

Podziękowanie: autorzy składają podziękowania władzom i pracownikom Wydziału Matematyki, Fizyki i Informatyki UMCS w Lublinie za udostępnienie zasobów superkomputerowych.
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Analiza stężeń gazów powstających na skutek oddziaływania luku elektrycznego na olej mineralny oraz estry naturalne i syntetyczne
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Streszczenie: W pracy opisano podstawy fizyczne związane z powstawaniem gazów w różnych cieczach elektroizolacyjnych. Dokonano przeglądu literatury dotyczącego analizy gazów generowanych w tych cieczach w wyniku wyładowań zupełnych. Głównym celem badań było porównanie gazów powstających w oleju mineralnym, estrze naturalnym oraz estrze syntetycznym w wyniku oddziaływania na te ciecz wyładowań zupełnych o bardzo dużej energii, co dotychczas nie było przedmiotem badań. Porównania dokonano zarówno pod kątem składu gazów jak i ich stężenia. Wyniki badań miały przede wszystkim dać odpowiedź na pytanie: która z analizowanych cieczy charakteryzuje się większym bezpieczeństwem eksploatacji w sytuacji wystąpienia w układzie izolacyjnym wysokoenergetycznego wyładowania zupełnego.

1. Wprowadzenie

Olej mineralny jest najczęściej wykorzystywaną cieczą w urządzeniach elektroenergetycznych. Jednakże w ostatnich 20 latach obserwuje się wzrost zainteresowania cieczami alternatywnymi, do których zaliczyć można estry syntetyczne oraz estry naturalne [1, 10]. Ciecze te, w porównaniu z olejem mineralnym, charakteryzują się cechami, które uznawane są za ich zalety. Do tych cech należą przede wszystkim walory ekologiczne (biodegradowalność, nietoksyczność), bezpieczeństwo eksploatacji związane z wysoką temperaturą zapłonu oraz palenia [1, 2, 4, 13, 14], a także duża rozpuszczalność wody [1, 19, 20].

Bezpieczeństwo pożarowe jest jednym z istotniejszych problemów, z jakimi borykają się producenci oraz użytkownicy urządzeń elektroenergetycznych. Dotyczy to przede wszystkim urządzeń wypełnionych cieczami elektroizolacyjnymi, wykorzystywanych w obszarach zabudowanych oraz gęsto zaludnionych. Firmy zajmujące się ubezpieczaniem urządzeń elektroenergetycznych są coraz bardziej świadome ryzyka pożarowego związanego z zastosowaniem różnych rodzajów cieczy elektroizolacyjnych. W związku z tym wymagają
od użytkowników tych urządzeń określenia specyfiki pożarowej zastosowanych cieczy [1-3, 16, 18].

Estry syntetyczne są stosowane głównie w transformatorach rozdzielczych oraz transformatorach instalowanych w miejscach, w których bezpieczeństwo pożarowe oraz względą ochrony środowiska są najistotniejsze. Coraz częściej używa się ich w transformatorach sieciowych oraz w transformatorach specjalnych, pracujących w trakcji, lokomotywach wysokich prędkości i farmach wiatrowych. Estry syntetyczne są powszechnie stosowane tam, gdzie spodziewana jest wysoka temperatura pracy urządzeń, często w połączeniu z odporną na wysoką temperaturę izolacją stałą, np. papierem aramidowym. Pierwsze transformatory sieciowe napełniane estrami syntetycznymi zainstalowano w Europie w 2003 roku [1, 10].

Estry naturalne są stosowane powszechnie w Stanach Zjednoczonych do zastępowania oleju mineralnego w transformatorach rozdzielczych na napięcie do 60 kV. W Europie, pierwsze komercyjne zastosowanie estru naturalnego w transformatorach miało miejsce pod koniec lat 90-tych ubiegłego wieku [1, 21].

Ciecze elektroizolacyjne, alternatywne dla oleju mineralnego, takie jak ester syntetyczny i ester naturalny, są wybierane przez operatorów sieci coraz chętniej, ale wciąż z dużą rezerwą. Wynika ona z tego, że w przeciwieństwie do oleju mineralnego, właściwości tych cieczy nie zostały jeszcze dobrze poznane. Jedną z istotniejszych właściwości związanych z bezpieczeństwem eksploatacji transformatorów są właściwości gazowe cieczy. W kilku ośrodkach naukowych na świecie trwają obecnie prace związane z analizą gazów generowanych w alternatywnych cieczach elektroizolacyjnych w sytuacji wystąpienia w układzie izolacyjnym wyładowań niezupełnych i zupełnych oraz przegrzań. Prace te są ukierunkowane na wskazanie gazów charakterystycznych dla danego rodzaju defektu oraz na wyznaczenie wartości typowych stężeń poszczególnych gazów. Prace te są niezbędne do prowadzenia badań diagnostycznych DGA (Dissolved Gas Analysis) dla transformatorów izolowanych nowymi cieciami elektroizolacyjnymi. Należy w tym miejscu zaznaczyć, że metoda DGA jest uważana za podstawową metodę diagnostyczną transformatorów najwyższych napięć.

2. Podstawy fizyczne związane z powstawaniem gazów w cieczach elektroizolacyjnych

Oleje mineralne są mieszaniną węglowodorów naftenowych (C_nH_{2n}, C_nH_{2n+2}), parafinowych (C_nH_{2n+2}) i aromatycznych (C_nH_n). Posiadają w swojej strukturze grupy CH, CH_2 i CH_3 połączone ze sobą za pomocą wiązań węgla−węgla. Zerwanie wiązań C−C lub C−H może być spowodowane narażeniami elektrycznymi lub cieplnymi oleju mineralnego. Efektem tego jest powstawanie małych (pośród wielu bardziej złożonych form), niestabilnych cząsteczek w formie rodnikowej lub jonowej (H^•, CH_3•, CH_2•, CH•, C•), które gwałtownie rekombinują do cząsteczek gazów takich jak wodór, czy węglowodory z jednym, dwoma, trzema lub czterema atomami węgla. Powstają również stałe cząstki węgla i polimery węglowodorowe. Gazy rozpuszczają się w ciecz elektroizolacyjnej lub koncentrują się w przestrzeni nad cieczą w sytuacji gdy ich generacja przebiega gwałtownie i powstają w bardzo dużej ilości [17].

Przyczynami rozkładu estrów naturalnych i syntetycznych, podobnie jak w przypadku oleju mineralnego, są narażenia elektryczne i termiczne. Duża liczba grup estrowych i łańcuchów estrowych (od 16 do 18 atomów węgla) w połączeniu z brakiem struktur naftenowych i aromatycznych, które występują w oleju mineralnym, nadaje estrom znacznie inną skład. Chociaż gazy generowane pod wpływem naprężeń elektrycznych i termicznych dla oleju mineralnego i estrów są takie same, to należy zauważyć znaczną różnicę w ilości
generowanych gazów oraz w różnej rozpuszczalności tych gazów w cieczach elektroizolacyjnych. Przykładem mogą być tu tlenek i dwutlenek węgla, które powstają w bardzo dużych ilościach w przypadku narażenia termicznego estrów [9, 10, 22].

Podobnie jak w przypadku oleju mineralnego, głównymi przyczynami rozkładu estrów jest zrywanie wiązań węgiel−wodór oraz węgiel−węgiel. W ten sposób powstają wolne rodziki wodorowe i węglowodorowe. Można one łączyć się z innymi cząsteczkami tworząc w ten sposób wodor, metan, etan, propan, butan. Dalszy rozkład może prowadzić do formowania się takich produktów jak: etylen, acetylen, propylen lub w ekstremalnych przypadkach cząstek węgla.

Podczas wyładowań o małej energii, takich jak wyładowania niezupełne dochodzi do zrywania najsłabszych wiązań C−H (338 kJ/mol) wywołanego zjawiskiem jonizacji. W takiej sytuacji powstaje głównie wodor. Znaczna większa energia jest potrzebna do zerwania silniejszych wiązań C−C (607 kJ/mol), podwójnych wiązań C=C (720 kJ/mol) lub wiązań potrójnych C≡C (960 kJ/mol) [16, 17].

Z danych literaturowych wynika, że gazami charakterystycznymi, które powstają w wyniku wyładowań zupełnych w oleju mineralnym, są C₂H₂, H₂, CH₄, C₂H₄, przy czym acetylen uważany jest za gaz kluczowy [6, 11, 16, 17].

Powstanie dużych ilości acetylenu wymaga temperatury powyżej 800°C i jej szybkiego spadku, co warunkuje stabilność tego gazu. Acetylen jest formowany w znacznych ilościach głównie w sytuacji wystąpienia luku elektrycznego. Obecność luku wiąże się z wystąpieniem kanału wyładowcowego, którego temperatura wynosi kilka tysięcy stopni Celsjusza, natomiast otaczający olej ma temperaturę poniżej 400°C co sprzyja tworzeniu się acetylenu. Gaz ten może również powstawać w temperaturze poniżej 800°C, ale w dużo mniejszych ilościach. W temperaturze z zakresu od 500°C do 800°C obserwuje się formowanie cząsteczek węgla. Zjawisko to występuje głównie w sytuacji wystąpienia luku bądź lokalnego przeczązania oleju [17].

Jak wspomniano wcześniej, głównymi przyczynami powstawania gazów, zarówno w przypadku oleju mineralnego jak i estrów, jest zrywanie wiązań węgiel−wodór oraz węgiel−węgiel. W związku z tym gazami powstającymi w wyniku rozkładu tych cieczy są głównie wodor i węglowodory. Ze względu na skład chemiczny oleju i estrów należy się spodziewać znacznych różnic w ilości generowanych gazów, w poszczególnych cieczach.

3. Analiza jakościowa i ilościowa gazów powstających w cieczach elektroizolacyjnych – przegląd literatury

Zgodnie z normą PN-EN 60599 [17] defekty elektryczne występujące w układzie izolacyjnym można podzielić na wyładowania niezupełne, wyładowania zupełne o małej energii i wyładowania zupełne o dużej energii. Poniżej przedstawiono przegląd literatury skupiając się na analizie gazów powstających na skutek wyładowań zupełnych w różnych cieczach elektroizolacyjnych.

I. U-Khan, Z. Wang, I. Cotton i S. Northcote w pracy [23] przedstawili wyniki badań DGA dla cieczy elektroizolacyjnych poddanych oddziaływaniu luku elektrycznego o małej energii. Badania przeprowadzili w układzie ostrze−płyta z odległością międzyelektrodową wynoszącą 15 mm. Aby zapewnić odpowiednio duże stężenie gazów doprowadzali do dwudziestu przebić każdej z badanych cieczy. Po wystąpieniu przebijania napięcia było natychmiast wyłączone poprzez zastosowanie przekaźnika nadprądowego, którego wartość po stronie pierwotnej transformatora probierczego była ustawiona na 3 A. Czas wyłączenia napięcia po wystąpieniu wyładowania mieścił się w zakresie od 20 do 100 ms. Próbki do
badania pobierane były za pomocą zaworu umieszczonego na dnie szczelnego naczynia. Według autorów pracy [23], w sytuacji zapewnienia odpowiednio długiego czasu pomiędzy wystąpieniem przebicia a pobraniem próbki, można oczekiwać równomiernego rozkładu gazów w całej objętości cieczy. Niestety autorzy nie podali jaki to był czas. W tablicy 1 przytoczono wyniki ich prac.

Tablica 1. Wyniki badań uzyskane przez autorów pracy [23] związane z narażeniem różnych cieczy elektroizolacyjnych na oddziaływanie wyładowań zupełnych (wz)

| CIECZ | STĘŻENIE GAZU, ppm |
|-------|-------------------|
|       | OLEJ MINERALNY | ESTER NATURALNY | ESTER SYNTETYCZNY |
| PRZED WZ | PO WZ | PRZED WZ | PO WZ | PRZED WZ | PO WZ |
| H₂ | 5 | 901 | 8 | 191 | 7 | 97 |
| CH₄ | 1 | 145 | 1 | 14 | 0 | 9 |
| C₂H₆ | 0 | 24 | 2 | 10 | 0 | 2 |
| C₂H₄ | 1 | 270 | 1 | 63 | 1 | 26 |
| C₂H₂ | 1 | 1540 | 6 | 280 | 0 | 126 |
| CO | 18 | 6 | 6 | 51 | 9 | 37 |
| TDCG | 26 | 2886 | 24 | 609 | 17 | 297 |

Na podstawie przeprowadzonych badań związanych z narażaniem cieczy elektroizolacyjnych na oddziaływanie wyładowań zupełnych o małej energii autorzy pracy [23] wskazali, że acetylen jest jednym z kluczowych gazów powstających w przypadku wszystkich badanych cieczy. Wszystkie badane próbki charakteryzowały się dużym stężeniem tego gazu. Pomimo tego samego narażenia cieczy stwierdzili od 5 do 10 razy większe stężenie acetylenu w oleju mineralnym niż w przypadku estrów. Autorzy pracy [23] stwierdzili również duże stężenie wodoru i etylenu dla cieczy narażonych na wyładowania pełne o małej energii. Wskazali również na mniej intensewną generację gazów w estrach w stosunku do oleju mineralnego. Zdaniem autorów tej pracy może to utrudniać identyfikację defektów.

M. Jovalekic, D. Vukovic i S. Tenbohlen w pracy [12] przedstawili wyniki badań wpływu wyładowań zupełnych na generację gazów w różnych cieczach elektroizolacyjnych. Badane cieczy zostały poddane 90 udarom piorunowym (1,2/50 μs) w układzie ostrze–osłone (odstęp między elektrodami równy 4 mm) w szczelnie zamkniętym naczyniu o objętości 1618 ml. Następnie każda z cieczy była mieszanina, aby uzyskać jednorodny rozkład gazów w całej jej objętości. W kolejnym kroku pobierano próbkę i wykonywano analizę chromatograficzną, której wyniki przedstawiono w tablicy 2.

Tablica 2. Wyniki badań uzyskane przez autorów pracy [12] związane z narażeniem różnych cieczy elektroizolacyjnych na oddziaływanie wyładowań zupełnych

| CIECZ | STĘŻENIE GAZU, ppm |
|-------|-------------------|
|       | OLEJ MINERALNY | ESTER NATURALNY | ESTER SYNTETYCZNY |
| H₂ | 1775 | 605 | 558 |
| CH₄ | 155 | 99 | 120 |
| C₂H₆ | <1 | <1 | <1 |
| C₂H₄ | 214 | 229 | 118 |
| C₂H₂ | 2100 | 953 | 915 |
| CO | <1 | 155 | 308 |
| TDCG | 4244 | 2041 | 2019 |
Napięcie udarowe było równe 134 kV, co przekładało się na energię na kondensatorach równą 409,6 J (generator czterostopniowy). Jednak jedynie od 0,1 do 1% tej energii brało udział w rozkładzie cieczy. Większość energii była zamieniana na ciepło w rezystorze tłumiącym generatora.

Na podstawie otrzymanych wyników autorzy pracy [12] stwierdzili, że gazami kluczowymi powstającymi przy tym typie defektu jest wodór i acetylen. W przypadku estrów stwierdzili też obecność tlenku węgla w przeciwieństwie do oleju mineralnego, gdzie tego gazu nie oznaczono.

R. Eberhardt i inni w pracy [5] również analizowali wpływ wyładowań zupełnych na generację gazów w oleju mineralnym, estrze naturalnym oraz estrze syntetycznym. Badania przeprowadzili w naczyniu o objętości 17 litrów w układzie płyta–elektroda w kształcie litery U. Pomiędzy elektrodami umieszczony był preszpan. Napięcie przemienne było podnoszone w ten sposób, aby wyładowanie zupełne pojawiło się po około 20 sekundach. Dokonywano dziesięciokrotnego przebicia elektrycznego każdej próbki. Autorzy pracy stwierdzili, że acetylen jest kluczowym gazem przy tym typie defektu. Przy czym największy jego wzrost w stosunku do wartości wyjściowej stwierdzili dla estru naturalnego. Przyrost acetylenu w oleju mineralnym i estrze syntetycznym był na zbliżonym poziomie. Stwierdzili znaczną różnicę w generacji gazów pomiędzy estru naturalnym i etanu. Stwierdzili również, że nie następuje wzmożona generacja tlenku i dwutlenku węgla w przypadku estrów zarówno naturalnego jak i syntetycznego.

C. Perrier, M. Marugan, M. Saravolac i A. Beroual w pracy [15] wykazali, że w przypadku narażeń oleju mineralnego oraz estrów na wyładowania zupełne o małej energii powstają głównie wodór i acetylen.

Podsumowując wyżej przytoczony przegląd literatury można stwierdzić, że w dotychczas prowadzonych badaniach autorzy skupili się głównie na analizie gazów powstających w wyniku krótkotrwałego oddziaływania wyładowania zupełnego o małej energii. Autorzy niniejszej pracy przeprowadzili badania dla narażeń cieczy wyładowaniem zupełnym w postaci łuku elektrycznego o bardzo dużej energii sięgającej 5 kJ. Warunki tych badań oraz ich wyniki przytoczono w kolejnym rozdziale.

4. Badania gazów generowanych w cieczach elektroizolacyjnych na skutek oddziaływania wyładowań zupełnych

4.1. Cel badań

Celem badań było porównanie gazów wygenerowanych w oleju mineralnym, estrze naturalnym (wyprodukowanym na bazie oleju sojowego) oraz estrze syntetycznym w wyniku oddziaływania na te cieczy wyładowań zupełnych. Porównania dokonano zarówno pod kątem jakościowym jak i ilościowym. Wyniki przeprowadzonych badań miały przede wszystkim dać odpowiedź na pytanie: która z analizowanych cieczy charakteryzuje się większym bezpieczeństwem eksploatacji w sytuacji wystąpienia w układzie izolacyjnym wyładowań zupełnych.

Pod wpływem łuku o wysokiej energii w cieczach generowane były bardzo duże ilości gazów w postaci pęcherzy, które przedostawały się do poduszki gazowej nad lustrem cieczy. Ilość generowanych gazów była na tyle duża, że powodowała znaczące zmiany ciśnienia w komorze. Ze względu na krótki czas trwania wyładowań (5, 10 lub 15 s) oraz pobieranie próbek niezwłocznie po wygaszeniu łuku elektrycznego tyko nieznaczna część wygenerowanego gazu miała szansę rozpuszczyć się w cieczy. Dlatego też analizowano mieszaninę gazów pobraną z przestrzeni nad badaną cieczą.
4.2. Układ do generowania gazów i procedura badań

Do narażania badanych cieczy wyładowaniami zupełnymi wykorzystano hermetyczną komorę używaną wcześniej do badań odpowiedzi dielektrycznej próbek preszpanowych [7, 8], którą przebudowano na potrzeby niniejszego eksperymentu (rys. 1). Ściany komory wykonano z rury szklanej natomiast podstawę oraz pokrywę komory stanowiły krążki ze szkła organicznego. Wszystkie połączenia śrubowe wykonano jako gazoszczelne stosując olejoodporne uszczelki typu O-ring. Po zmontowaniu komory przeprowadzono próby szczelności z użyciem sprężonego powietrza. Nie stwierdzono spadku ciśnienia w całym układzie (w przewidywanych zakresach ciśnienia, jakie mogło wystąpić podczas eksperymentu), zatem układ uznano za gazoszczelny.

Komora ma objętość 1800 cm³, po uwzględnieniu objętości elektrody, która wynosiła 106 cm³ wyznaczono objętość cieczy w komorze. Wysokość słupa cieczy w komorze wynosiła 15,5 cm, zatem znając wymiary komory można obliczyć objętość oleju. Obliczona objętość oleju była równa 1360 cm³. Obiektę pozostałego w komorze powietrza była zatem równa 334 cm³.

Łuk elektryczny był wywoływany w układzie ostrze−płyta. Odklełość między elektrodami wynosiła 3 mm. Elektroda ostrzowa była podłączona do źródła wysokiego napięcia natomiast elektroda płaska była uziemiona. Aby umożliwić badanie zmian ciśnienia w komorze oraz pobieranie próbek gazu znad powierzchni cieczy bez kontaktu z powietrzem atmosferycznym zaprojektowano specjalną elektrode ostrzową. Elektroda ta była wykonana w postaci mosiężnej rurki (o średnicy zewnętrznej 3 mm i wewnętrznej 2 mm) zakończonej z jednej strony miedzianym stożkiem. Rurka, w części która znajdowała się nad powierzchnią cieczy, miała wywiercony otwór o średnicy 1 mm. Drugi koniec elektrody ostrzowej podłączony był z użyciem dielektrycznych rurek wykonanych z PCV z zaworem trójdrożnym. Zawór umożliwiał łączenie układu z manometrem lub gazoszczelną strzykawką wykorzystywaną do pobierania gazu znad powierzchni cieczy.

Doprowadzenie napięcia do komory zapewniał układ przedstawiony na rysunku 2. W układzie do regulacji napięcia wykorzystano autotransformator (AT1), prąd i napięcie w obwodzie autotransformatora były monitorowane. Napięcie podawane z autotransformatora podnoszono z użyciem transformatora wysokiego napięcia (TR1) o przekładni 110000/220. Po stronie WN mierzone napięcie z użyciem kilowoltomierzy elektrostatycznych oraz prąd z użyciem miliamperomierz. Do ograniczania prądu wyładowania zastosowano nieliniowy opornik wodny R1.
Po zapłonie łuku w komorze (zapłon łuku następował w wypadku oleju mineralnego przy napięciu 25 kV, estru syntetycznego przy napięciu 24 kV i estru naturalnego przy napięciu 25 kV), wartości napięcia panującego na uzwojeniach górnych AT1 i TR1 ulegały obniżeniu. Napięcie i prąd łuku dla wszystkich cieczy były podobne i wynosiły odpowiednio 2,5 kV i 140 mA. Pomiar prądu łuku znajduje odzwierciedlenie w wartości prądu notowanego po stronie niskiej układu, który podczas zapłonu łuku wynosił 70 A (przekładnia TR1 wynosi 500 zatem transformacja prądu zachodziła zgodnie z przekładnią: 70 A / 500 = 140 mA). Moc jaką wydzielała się na łuku wynosiła zatem 2,5 kV · 0,14 A = 350 W, co odpowiada wydzielonej energii: 1750, 3500 i 5250 J odpowiednio dla czasów oddziaływania łuku 5, 10 i 15 s.

Rys. 2. Schemat układu probierczego wysokiego napięcia

Wszystkie badane ciecze poddano narażeniu łukiem elektrycznym przez 5, 10 i 15 s. Procedura narażania cieczy łukiem elektrycznym przebiegała następująco:

- kondycjonowanie cieczy w powietrzu o ciśnieniu atmosferycznym do uzyskania zawilgocenia względnego cieczy równego 40%; przygotowano po 4,5 litra każdej z badanych cieczy,
- zalanie komory badaną cieczą – objętość cieczy wynosiła 1360 cm³,
- uszczelnienie komory, poprzez dokręcenie wszystkich połączeń śrubowych,
- podłączenie manometru,
- podłączenie przewodów zasilającego i uziemiającego do odpowiednich elektrod,
- ustawienie zaworu trójdrożnego w pozycji umożliwiającej pomiar ciśnienia,
- podnoszenie napięcia aż do momentu zapłonu łuku,
- utrzymanie łuku przez 5 s,
- pozostawienie komory na czas 1 min celem ujścia powstałych w cieczy pęcherzyków gazu do przestrzeni gazowej nad lustrem cieczy,
- pomiar ciśnienia w przestrzeni gazowej,
- odpowiednie ustawienie zaworu trójdrożnego i pobranie 12 ml gazu do analizy chromatograficznej.

Następnie dla każdej z cieczy powtarzano dwukrotnie czynności od punktu 2 do 11 wydłużając każdorazowo czas utrzymania łuku (punkt 8) o 5 s.

Do analizy gazów wygenerowanych w trakcie oddziaływania zupełnych na olej mineralny, ester naturalny oraz ester syntetyczny wykorzystano chromatograf gazowy typ 8610C TOGA firmy SRI Instruments. Chromatograf wyposażony jest w dwa detektory płomieniowo-jonizacyjny FID (ang. Flame Ionization Detector) i cieplno-przewodnościowy
TCD (ang. Thermal Conductivity Detector). Za pomocą detektora FID oznaczane są kolejno następujące gazy: tlenek węgla, metan, dwutlenek węgla, etylen, etan, acetyl en, propan, propylen, natomiast za pomocą detektora TCD oznaczane są kolejno: wodór, tlen i azot.

4.3. Wyniki badań i wnioski

W tablicy 3 oraz na rysunkach od 3 do 15 przedstawiono wyniki analizy jakościowej i ilościowej gazów powstałych w oleju mineralnym oraz w estrze naturalnym i syntetycznym w trakcie trwania wyładowania zupełnego o czasie 5, 10 i 15 sekund.

Do pomiaru ciśnienia gazu znajdującego się nad lustrzem oleju wykorzystano manometr. W tablicy 4 oraz na rysunku 16 przedstawiono wyniki tych badań.

Tablica 3. Zestawienie gazów powstałych w oleju mineralnym oraz w estrze naturalnym i syntetycznym w trakcie trwania wyładowania zupełnego o czasie 5, 10 i 15 sekund; area – pole powierzchni piku na chromatogramie gazowym proporcjonalne do stężenia butanu, TCG (Total Combustible Gas) – suma gazów palnych

| Gaz  | Olej Mineralny | Ester Naturalny | Ester Syntetyczny |
|------|---------------|-----------------|-------------------|
|      | 5 s           | 10 s            | 15 s              | 5 s           | 10 s            | 15 s            |
| \( \text{H}_2 \) % | 6,228          | 8,671           | 12,82             | 3,143         | 4,047           | 7,087           | 2,605          | 5,213           | 7,065           |
| \( \text{O}_2 \) % | 17,30          | 16,73           | 15,06             | 18,22         | 17,883          | 17,12           | 18,33          | 17,61           | 17,40           |
| \( \text{N}_2 \) % | 73,25          | 70,96           | 63,41             | 74,30         | 75,39           | 72,55           | 75,72          | 73,74           | 72,06           |
| \( \text{CO} \) % | 0,0409         | 0,204           | 0,0380            | 0,6576        | 0,8518          | 1,402           | 1,043          | 2,114           | 2,886           |
| \( \text{CH}_4 \) % | 0,3111         | 0,4609          | 0,7092            | 0,0436        | 0,0505          | 0,0943          | 0,0386         | 0,0871          | 0,1190          |
| \( \text{CO}_2 \) % | 0,0694         | 0,1175          | 0,0483            | 0,1017        | 0,1078          | 0,1270          | 0,0825         | 0,0990          | 0,1223          |
| \( \text{C}_2\text{H}_4 \) % | 0,2827       | 0,3789          | 0,5804            | 0,0578        | 0,0721          | 0,1315          | 0,0474         | 0,1103          | 0,1501          |
| \( \text{C}_2\text{H}_6 \) % | 0,0055        | 0,0086          | 0,0133            | 0,0006        | 0,0009          | 0,0010          | 0,0008         | 0,0018          | 0,0024          |
| \( \text{C}_3\text{H}_2 \) % | 2,816          | 3,763           | 5,678             | 1,395         | 1,769           | 2,957           | 0,9189         | 1,970           | 2,724           |
| \( \text{C}_3\text{H}_6 \) % | 0,0003        | 0,0004          | 0,0006            | -             | -               | -               | -              | -               | 0,0002          |
| \( \text{C}_4\text{H}_{10} \) area | 32,90         | 48,30           | 71,40             | 6,10          | 7,10            | 10,90           | 4,24           | 7,70            | 14,64           |
| TCG, % | 9,7105        | 13,3408         | 19,897            | 5,2997        | 6,7934          | 11,6762         | 4,6557         | 9,5011          | 12,9531         |

Rys. 3. Stężenie wodoru w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)

Rys. 4. Stężenie tlenu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)
Rys. 5. Stężenie azotu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES).

Rys. 6. Stężenie tlenku węgla w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES).

Rys. 7. Stężenie metanu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES).

Rys. 8. Stężenie dwutlenku węgla w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego, estru naturalnego (EN) oraz estru syntetycznego (ES).

Rys. 9. Stężenie etylenu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES).

Rys. 10. Stężenie etanu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES).
Rys. 11. Stężenie acetylenu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)

Rys. 12. Stężenie propanu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)

Rys. 13. Stężenie propylenu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)

Rys. 14. Stężenie butanu w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)

Rys. 15. Suma gazów palnych w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)

Rys. 16. Ciśnienie gazu nad lustrem cieczy w zależności od czasu trwania wyładowania zupełnego dla oleju mineralnego (OM), estru naturalnego (EN) oraz estru syntetycznego (ES)
Tablica 4. Cieśnienie gazu nad lustrem cieczy elektroizolacyjnej zmierzone bezpośrednio po wygaszeniu luku trwającego 5, 10 i 15 sekund

| Ciecz          | Olej mineralny | Ester naturalny | Ester syntetyczny |
|----------------|----------------|-----------------|-------------------|
| Czas           | 5 s            | 10 s            | 15 s             | 5 s            | 10 s            | 15 s             | 5 s            | 10 s            | 15 s             |
| Ciśnienie, mbar| 97             | 210             | 280              | 54             | 77             | 140              | 22             | 111             | 154              |

Na podstawie powyższej przedstawionych wyników wyciągnięto następujące wnioski:

- w przypadku wszystkich zbadanych cieczy elektroizolacyjnych stwierdzono występowanie następujących gazów palnych: wodoru, tlenku węgla, metanu, etylenu, etanu, propylenu oraz butanu
- w przypadku estru naturalnego nie stwierdzono obecności gazu palnego propanu
- dla wszystkich badanych cieczy, gazami kluczowymi, występującymi w bardzo dużym stężeniu, były wodór i acetylen, natomiast w przypadku estrów stwierdzono również występowanie dużego stężenia tlenku węgla. Dla przyjętych warunków eksperymentu stężenia tych gazów przekraczają wartość 1% (10000 ppm). Gazy te mogą być wykorzystywane do identyfikacji defektu jakim jest wyładowanie o dużej energii
- suma gazów palnych (z pominięciem butanu, dla którego niemożliwe było przeprowadzenie analizy ilościowej ze względu na brak tego gazu w mieszaninie gazowej używanej do kalibracji chromatografu) jest o około 38% większa w przypadku oleju mineralnego niż w przypadku obu estrów. Wskazuje to na większe bezpieczeństwo eksploatacji urządzeń wypełnionych estrami w sytuacji wystąpienia wysokoenergetycznego wyładowania zupełnego
- wzrost sumy gazów palnych (rys. 15) generowanych w trakcie oddziaływania wyładowania zupełnego, dla wszystkich badanych cieczy, towarzyszył wzrost ciśnienia w układzie pomiarowym (rys. 16).

Znaczący wzrost stężenia gazów palnych w układzie izolacyjnym generowanych w czasie występowania luku elektrycznego niesie ze sobą bardzo duże ryzyko wystąpienia zapłonu tych gazów. Taki zapłon zaobserwowano w przypadku badania estru syntetycznego przy czasie ekspozycji na wyładowanie zupełne równym 15 sekund. Na rysunku 17 przedstawiono wyniki badań stężenia gazów nad lustrem estru w sytuacji gdy niedoszło i w sytuacji gdy doszło do zapłonu gazów.

Stwierdzono znaczną różnicę pomiędzy składem mieszaniny gazowej pobranej z nad lustra estru syntetycznego w przypadku eksperymentu bez zapłonu i z zapłonem gazów palnych. W przypadku braku zapłonu suma gazów palnych wynosiła 12,9%, natomiast w przypadku zapłonu stężenie tych gazów wynosiło zaledwie 3,8%. Ponadto w eksperymentie, w którym doszło do zapłonu gazów, zaobserwowano znacznie mniejsze stężenie tlenu i znacznie większe stężenie dwutlenku węgla w stosunku do badania, w którym do zapłonu nie doszło. W wyniku zapłonu gazów doszło do wytworzenia podciśnienia w układzie pomiarowym na poziomie 402 mbar poniżej ciśnienia atmosferycznego. W przypadku eksperymentu, w którym nie nastąpił zapłon gazu, stwierdzono naciśnienie na poziomie 154 mbar powyżej ciśnienia atmosferycznego.
Rys. 17. Porównanie stężeń gazów powstałych w estrze syntetycznym w trakcie trwania wyładowania zupełnego o czasie 15 sekund w przypadku braku zapłonu gazów palnych (ES 15 s) i w sytuacji ich zapłonu (ES 15 s zapłon gazu)

We wszystkich cieczach w momencie zapłonu łuku elektrycznego obserwowano gwałtowną degradację oleju, której wynikiem oprócz powstania gazów palnych było wystąpienie stałych cząstek węgla w cieczach elektroizolacyjnych. Efekt ten najbardziej wyeksponował się w przypadku oleju mineralnego. Na rysunku 18 zamieszczono zdjęcia przedstawiające barwę oleju mineralnego w trakcie badania gazów powstających w wyniku oddziaływania łuku elektrycznego. Na zdjęciach widać wpływ łuku elektrycznego na degradację oleju.

Rys. 18. Barwa oleju mineralnego w trakcie badania generowanych gazów; 0 s – przed zapłonem łuku; w 3, 6, 9 oraz 12 sekundzie trwania wyładowania zupełnego, w 16 s – bezpośrednio po wyłączeniu napięcia
4. Podsumowanie

Przeprowadzone badania potwierdziły, że w trakcie oddziaływania na ester naturalny i ester syntetyczny wyładowań zupełnych powstają te same gazy jak w przypadku oleju mineralnego. Do gazów tych należy zaliczyć wodór, węglowodory, przede wszystkim z jednym, dwoma i trzema atomami węgla oraz tlenek i dwutlenek węgla. Wniosek ten jest bardzo istotny ze względu na diagnostykę urządzeń izolowanych tymi cieczami. Powstanie tych samych gazów daje możliwość wykonania analiz gazowych przy tej samej konfiguracji chromatografu.

Istotne jest jednak, że w poszczególnych cieczach elektroizolacyjnych, przy tym samym typie defektu, powstają gazy w zupełnie różnych stężeniach, co ma bardzo duże znaczenie w kontekście interpretacji wyników badań uzyskanych za pomocą metody DGA.

Stwierdzono o około 38% większą sumę gazów palnych w oleju mineralnym niż w obu estrach. Wskazuje to na większe bezpieczeństwo eksploatacji estrów w sytuacji wystąpienia wysokoenergetycznego wyładowania zupełnego. Dla wszystkich badanych cieczy, gazami charakterystycznymi, występującymi w bardzo dużym stężeniu, były wodór i acetylen, natomiast w przypadku estrów stwierdzono również występowanie dużego stężenia tlenku węgla. Gazy te mogą być wykorzystywane do identyfikacji defektu jakim jest wyładowanie zupełne o dużej energii.

Większość wniosków płynących z przeprowadzonych badań jest zgodnych z wynikami prac opisanych w artykułach [12, 15, 23], natomiast nie są zgodne z wynikami prac opisanymi w publikacji [5]. Autorzy tej pracy nie stwierdzili, wzmożonej generacji tlenku węgla w trakcie wyładowania zupełnego w przypadku estrów zarówno naturalnego jak i syntetycznego.

Podziękowania: Praca sfinansowana ze środków przekazanych przez MNiSzW na działalność statutową nr 04/41/DSPB/4288, nazwa zadania: Analiza procesów starzeniowych wywołanych oddziaływaniem wyładowań niezupełnych i łuku elektrycznego w kontekście wydzielania się gazów w oleju mineralnym oraz w nowych cieczach elektroizolacyjnych (ester naturalny, ester syntetyczny).
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Wykorzystanie planów Placketta-Burmana i analizy opinii ekspertów w celu oceny istotności parametrów sterowalnych procesu cięcia plazmowego

Słowa kluczowe: cięcie plazmowe, parametry cięcia, metoda Placketta-Burmana, metoda analizy opinii ekspertów

Streszczenie: W artykule dokonano oceny istotności parametrów sterowalnych procesu cięcia plazmowego za pomocą metody Placketta-Burmana i analizy opinii ekspertów. Badania procesu cięcia plazmowego przeprowadzono przy użyciu przecinarki plazmowej WPA-6000 Compakt na stali niestopowej konstrukcyjnej gatunku S235JR EN 10025-2:2007 z ekwiwalentem węglowym wynoszącym 0.35 %. Analizowano wpływ grubości blachy, natężenia prądu, prędkości cięcia, ciśnienia gazów podczas cięcia, odstępu palnika od blachy podczas cięcia, czasu dziurkowania oraz wysokości startu. Badania ujawniły wpływ badanych parametrów sterowalnych procesu cięcia plazmowego na wybrane parametry wyjściowe, w szczególności na skok śladów cięcia, na szerokość szczeliny na wejściu i wyjściu oraz na wartość prostopadłości szczeliny do powierzchni bazowej. Największe wpływy zarejestrowano dla natężenia prądu, prędkości cięcia oraz ciśnienia gazu podczas cięcia. Otrzymane wyniki badań zostały potwierdzone wynikami analizy opinii ekspertów.

1. Wprowadzenie

Mikro, małe i średnie przedsiębiorstwa produkcyjne, chcąc utrzymać przewagę konkurencyjną, wprowadzają innowacje zarówno produktowe, jak i procesowe. Innowacje procesowe obejmują wprowadzane zmian w realizowanych w przedsiębiorstwie procesach. Jednym z kluczowych procesów produkcyjnych w przedsiębiorstwach branży konstrukcji stalowych jest proces cięcia. Jedną z najbardziej popularnych technologii cięcia jest cięcie plazmowe [16].

Cięcie plazmowe może być stosowane w jednostkowej lub seryjnej produkcji konstrukcji stalowych, a także w różnego rodzaju pracach remontowych i naprawczych [10], w materiałach zarówno przewodzących, jak i nie przewodzących prąd elektryczny [16]. Proces cięcia plazmowego polega na topieniu i wyrzucaniu metalu ze szczeliny cięcia skoncentrowanym plazmowym lukiem elektrycznym, jarzącym się między elektrodą nietopliką, a ciętym przedmiotem. Na temperaturę strumienia plazmy wpływa wiele czynników, m.in.: elektryczne, kinematyczne oraz technologiczne.

Podstawowymi parametrami cięcia plazmowego są natężenie prądu, napięcie luku plazmowego, prędkość cięcia, rodzaj i ciśnienie oraz natężenie przepływu gazu plazmowego, rodzaj i konstrukcja elektrody, średnica dyszy zwężającej, położenie palnika względem ciętego przedmiotu [19].

Niewłaściwy wybór warunków cięcia plazmowego zwiększa szerokość szczeliny, powoduje pojawienie zaokrąglenia górnych krawędzi i odchylenie od prostopadłości.
W innych warunkach powstają nawisy metalu przy dolnej krawędzi, a także może występować brak przecięcia. Wzdłuż dolnej krawędzi cięcia tworzy się żużel w postaci małych, liniowo ułożonych kulek stopionego materiału, które przytwierdzają się do powierzchni, powstają smugi które trudno usunąć. Także wzdłuż górnej krawędzi cięcia powstają pieniste lub kuliste nagromadzenia stopionego materiału, które jednak łatwo usunąć. Dodatkowo u góry krawędzi cięcia zbierają się bezładnie rozłożone drobne odpryski [12,19].

Wpływ parametrów sterowalnych procesu cięcia plazmowego na defekty powstałe podczas procesu obróbki przedstawiono w wielu publikacjach. W [25] pokazano wpływ prędkości posuwu przy cięciu plazmowym na zmiany krytycznych cech powierzchni i właściwości mikrostruktury w bliskim sąsiedztwie krawędzi. Analiza przeprowadzona w [3] wykazała, że prędkość cięcia i napięcie łuku wpływają na warunki powstawania szczeliny, a ich wzajemne oddziaływanie wpływa na szczegóły kształtowania szczeliny po cięciu. Pomimo tego, ślad cięcia mogą mieć różne profile, w zależności od rozpatrywanej strony. Ten efekt musi być brany pod uwagę przy projektowaniu elementów przeznaczonych do cięcia plazmowego. Podkreślono też, że wysokiej jakości części (klasa nierówności 2, zgodnie z ISO 9013) można uzyskać w wyniku eksperymentalnych badań, których celem jest wybranie właściwych wartości parametrów procesu.

W [7] przedstawiono wyniki badań szerokości szczeliny w strefie górnej i dolnej oraz kąta zbieżności rzazu w zależności od prędkości cięcia, grubości obrabianego przedmiotu i prądu łuku. Do badań zastosowano pełny eksperyment czynnikowy z trzema niezależnymi zmiennymi na dwóch poziomach, jeden z najbardziej rozpowszechnionych metod DoE (ang. Design of Experiments). Podobną metodę zastosowano w [4] przy badaniach wpływu prędkości cięcia, przepływu gazy plazmowego oraz napięcia łuku na jakość powierzchni cięcia za stali Hardox-400 o grubości 12 mm. W [20] analizowano wpływ czterech parametrów, a mianowicie prędkości cięcia, natężenia prądu, ciśnienia gazu oraz odległości czoła dyszy plazmowej od powierzchni przedmiotu, na chropowatość powierzchni, głębokość strefy wpływów termicznych oraz odchylenie cięcia od prostopadłości przy cięciu stali S235 o grubości 15 mm. Analizę przeprowadzono wykorzystując metodę Taguchi, którą wykorzystano także w [5], dokonując analizy wpływów średnicy dyszy, prędkości, natężenia prądu oraz napięcia łuku na chropowatość i szybkość przepisu. Pokazano, że wykorzystując plany 34 wymaga się realizacji 81 kombinacji, wówczas gdy plany Taguchi typu L9 wymagały znacznie mniejszej liczby kombinacji. W [25] opracowano model matematyczny do optymalizacji wpływu natężenia prądu, napięcia, prędkości cięcia, wartości stosunku między wysokością cięcia a wysokością startu, ciśnienia gazu osłonowego oraz naddatku do wymaganej szerokości cięcia na parametry wyjściowe procesu obróbki, a mianowicie: szerokości cięcia w górnej i dolnej części, odchyłki rozmiarów szczeliny na górze i na dole, kąta pochylania śladów cięcia, chropowatość powierzchni, stopień usuwalności żużla, stosunek (%) między długością krawędzi pokrytych żużelem a wypływami a całkowita długością cięcia. W [14] dokonano optymalizacji wycinania laserowego oraz plazmowego blach i płyt ze średnio- i wysoko wytrzymałościowych stali. Jako parametry niezależne zastosowano natężenie prądu, prędkość cięcia, odległość dyszy od przedmiotu oraz ciśnienie gazu. Optymalizowano odchylenia szczeliny od prostopadłości, chropowatość powierzchni, stopień usuwalności żużla, stosunek (%) między długością krawędzi pokrytych żużelem a wypływami a całkowita długością cięcia. W [12] zbadano wpływ prądu łuku i prędkości posuwu na szerokość i długość cięcia, chropowatość powierzchni i głębokość strefy wpływów termicznych. W [19] zbadano wpływ prędkości cięcia, grubości, grubości plazmowego materiału i numerycznej realizacji na szerokość i długość cięcia.

Badania strefy wpływów termicznych przy cięciu plazmowym austenitycznej stali nierdzewnej o grubości 10 – 30 mm i prędkościach cięcia
710 – 2030 mm/min dokonano w [15]. Ustalono że czynniki te oddziaływają znacząco na zmiany strukturalne i mikrotwardość analizowanej strefy.

Tak więc, w procesie cięcia plazmowego ma znaczenie wiele czynników, co utrudnia jego regulację i zapewnienie wymagań ISO 9013. Nieliczne próby wykorzystania w tym celu metod DoE albo znacząco ograniczają liczbę czynników badanych albo wymagają bardzo dużej ilości badań. Zastosowanie metody Taguchi wymaga realizacji badań przy kilka poziomach zmiennych, co nie zawsze jest łatwe. Jako rozwiązanie problemu wykorzystuje się taki rodzaj DoE metod, jak plany Placketta-Burmana. Są to tak zwane plany nasycone, wymagające liczbę badań wynoszącą N=k+1, gdzie k – liczba zmiennych badanych, która powinna być krotna liczbie 4. Obecnie opracowano plany nasycone dla 4, 7, 11, 15, 19, 23, 27, 31, 35, 39, 43, 47, 63 oraz 127 zmiennych [9]. Takie plany są szeroko stosowane w różnych obszarach badawczych, np. w produkcji nanocząstek [21], leków [8,11], polimerów [1], produkcji paliw [2]. Rozwój metody Placketta-Burmana przedstawiono w [18,22]. Ograniczeniem w/w planów jest konieczność zapewnienia realizacji badań w ścisłe określonych punktach, co ogranicza zakres zmian analizowanych czynników. Z drugiej jednak strony metoda ta daje możliwość przeprowadzenia dokładnych obliczeń statystycznych, a w szczególności wykonania obliczenia współczynników wielowymiarowej regresji liniowej [9,23].

Celem poniższej pracy jest przeprowadzenie oceny istotności parametrów sterowalnych procesu cięcia plazmowego za pomocą planów Placketta-Burmana oraz metody oceny ekspertów.

2. **Warunki badań**

Do badań wykorzystano jedną z najbardziej rozpowszechnionych stali stosowanych w konstrukcjach stalowych: stal niestopową konstrukcyjną gatunku S235JR EN 10025-2:2007 (dawniej stal St3S) z ekwiwalentem węglowym wynoszącym 0.35 %.

Badania procesu cięcia plazmowego przeprowadzono przy użyciu przecinarki plazmowej WPA-6000 Compakt z programem sterującym SMART CNC, wyposażonej w stół z CNC sterowaniem oraz źródło plazmowe ForCut 133WDM. Przecinarka wyposażona jest w dwa palniki: plazmowy do cięcia płyt o grubości do 30 mm oraz gazowy do cięcia płyt o grubości do 150 mm. Jako gaz plazmotwórczy a jednocześnie ochronny zastosowano sprężone powietrze podawane do strefy cięcia przez filtry powietrza oraz osuszacz. Widok cięcia plazmowego oraz podstawowy schemat palnika przedstawiono na Rys. 1.
Rys. 1. Cięcie plazmowe (a) i schemat palnika (b)

Wykonano analizę wpływu parametrów sterowalnych procesu cięcia plazmowego na parametry wyjściowe cięcia 7 czynników technologicznych, a mianowicie grubości blachy, natężenia prądu, prędkości cięcia, ciśnienia gazów podczas cięcia, odstępu palnika od blachy podczas cięcia, czasu dziurkowania oraz wysokości startu. Plan analizy eliminacyjnej na podstawie metody Placketta-Burmana przedstawiono w tabeli 1.

**Tabela 1. Plan i warunki badań**

| Nr punktu badań | Grubość blachy [mm] | Natężenie prądu [A] | Prędkość cięcia [mm/min] | Ciśnienie gazów podczas cięcia [bar] | Odstęp palnika podczas cięcia [mm] | Czas dziurkowania [s] | Wysokość startu [mm] |
|-----------------|----------------------|----------------------|--------------------------|--------------------------------------|-----------------------------------|----------------------|----------------------|
| 1               | 4                    | −1                   | 80                       | −1                                   | 2600                               | −1                   | 6                    | 1                    | 3,5                  | 1                    | 0,4                  | 1                    | 4                    | −1                   |
| 2               | 12                   | 1                    | 80                       | −1                                   | 2600                               | −1                   | 5                    | −1                   | 3                    | −1                   | 0,4                  | 1                    | 7                    | 1                    |
| 3               | 4                    | −1                   | 130                      | 1                                    | 2600                               | −1                   | 5                    | −1                   | 3,5                  | 1                    | 0,1                  | −1                   | 7                    | 1                    |
| 4               | 12                   | 1                    | 130                      | 1                                    | 2600                               | −1                   | 5                    | −1                   | 3                    | −1                   | 0,1                  | −1                   | 4                    | −1                   |
| 5               | 4                    | −1                   | 80                       | −1                                   | 6500                               | 1                    | 6                    | 1                    | 3                    | −1                   | 0,1                  | −1                   | 7                    | 1                    |
| 6               | 12                   | 1                    | 80                       | −1                                   | 6500                               | 1                    | 5                    | −1                   | 3,5                  | 1                    | 0,1                  | −1                   | 4                    | −1                   |
| 7               | 4                    | −1                   | 130                      | 1                                    | 6500                               | 1                    | 5                    | −1                   | 3                    | −1                   | 0,4                  | 1                    | 4                    | −1                   |
| 8               | 12                   | 1                    | 130                      | 1                                    | 6500                               | 1                    | 6                    | 1                    | 3,5                  | 1                    | 0,4                  | 1                    | 7                    | 1                    |

Zakres zmian czynników badanych został dobrany w drodze doświadczalnej, tak, żeby wszystkie skojarzenia wartości mogły zostać zrealizowane. Na rys. 2 przedstawiono badane parametry cięcia oraz charakterystyczne widoki próbek. Badano następujące parametry cięcia: skok śladów cięcia (P), szerokości szczelin na wejściu (sg) i na wyjściu (sd), wysokość
wypływek/żużlu (h), odchyłka prostopadłości boków szczeliny do powierzchni bazowej ($\Delta$), wartości łuków powierzchni szczeliny z lewej (RL) i prawej (RP) strony.

Rys. 2. Próbka po wycinaniu plazmowym: a) schemat wymiarowania czynników badanych, b) boczna powierzchnia szczeliny, c) dolna powierzchnia próbki.

Obliczenia dokonano przy zastosowaniu oprogramowania Statistica 13.3, tj.: policzono współczynniki równań regresji liniowej na podstawie wartości współczynników Pareto oraz określono ważność wpływu czynników badanych na wybrane parametry wyjściowe procesu cięcia.

Analizy wyników badań ankietowych przeprowadzonych wśród ekspertów dokonano za pomocą metody porównana parami, tj. metody Kendall Tau Correlations oraz metody Spearman Rank Order Correlations, także przy zastosowaniu oprogramowania Statistica 13.3. Przyjęto wartość poziomu prawdopodobieństwa 95%.

3. Wyniki badań

Przykład wyników obliczeń współczynników równań regresji i współczynników Pareto przedstawiono na Rys. 3. Wartości współczynników $b_0$, $b_1$,...,$b_i$ są odpowiednie do równania

$$y = b_0 + \sum_{i=1}^{n} b_i X_i ,$$

(1)
i świadczą: $b_0$ – o poziomie wpływu wielkości badanej, $b_i$ – o intensywności i kierunku wpływu czynników $X_1 \ldots X_i$ na wielkość badaną.

Zgodnie z zasadami planowania badań (DoE) wartości $X_1 \ldots X_i$ zastosowano jako względne, w zakresie od –1 (minimum) do +1 (maksimum).

Rys. 3. Wpływ parametrów badanych na skok śladów cięcia (wyniki obliczeń i diagram Pareto).

Analizując wyniki obliczeń statystycznych ustalono, że wszystkie badane parametry mają wpływ na skok śladów cięcia. Na szerokość szczeliny na wejściu i wyjściu nie wpływa wysokość startu, zaś na odchylkę prostopadłości boków szczeliny do powierzchni bazowej – wysokość startu i ciśnienie gazu. Wysokość wypływek/żużlu zależy tylko od ciśnienia gazu, grubości blachy oraz natężenia prądu. Natomiast promieni łuków szczeliny są zupełnie niesterowalne. Przedstawione wnioski potwierdzają obliczone współczynniki determinacji $R^2$ zależności regresyjnych przedstawione w tabeli 2.

Zależności regresyjne, ważne do obliczeń wielkości badanych z prawdopodobieństwem 0.95 przedstawione poniżej. Dane zależności mogą być zastosowane jako do obliczeń oczekiwanych wartości czynników badanych, tak i w celu opracowania programu optymalizacyjnego, np. metodą programowania liniowego.

Tabela 2. Współczynniki determinacji $R^2$ obliczeń czynników badanych

| Współczynniki determinacji $R^2$ dla | Skok śladów cięcia | Szerokość szczeliny na wejściu | Szerokość szczeliny na wyjściu | Wysokość wypływek/żużlu | Odchylka prostopadłości | Łuk szczeliny z lewej strony | Łuk szczeliny z prawej strony |
|-------------------------------------|---------------------|-------------------------------|-------------------------------|--------------------------|-------------------------|----------------------------|----------------------------|
|                                     | 0.9607              | 0.9831                        | 0.9820                        | 0.7050                   | 0.9606                  | 0.1183                     | 0.1239                     |

Otrzymane zależności regresyjne dla badanego zakresu parametrów cięcia przedstawiono poniżej:

- skok śladów cięcia
  \[ P = 1.239 + 0.175X_1 + 0.405X_2 - 0.128X_3 + 0.358X_4 - 0.258X_5 + 0.572X_6 - 0.262X_7; \tag{2} \]

- szerokość szczeliny na wejściu
  \[ sg = 2.168 + 0.122X_1 + 0.412X_2 - 0.205X_3 - 0.06X_4 + 0.04X_5 + 0.067X_6; \tag{3} \]
szerokość szczeliny na wyjściu
\[ sd = 1.729 - 0.442X1 + 0.472X2 - 0.628X3 - 0.285X5 + 0.095X6 + 0.172X7; \]  \hspace{1cm} (4)

wysokość wypływek/żużlu
\[ h = 0.856 + 0.209X1 - 0.187X2 - 0.384X4; \]  \hspace{1cm} (5)

odchylka prostopadłości boków szczeliny do powierzchni bazowej
\[ \Delta = 0.800 + 0.220X1 - 0.243X2 + 0.258X3 + 0.110X5 - 0.207X6; \]  \hspace{1cm} (6)

wartość luków powierzchni szczeliny z lewej strony \( RL = 3.987 \text{ mm} \);
wartości luków powierzchni szczeliny z prawej strony \( RP = 5.532 \text{ mm} \),
dręgi \( X1...X7 \) – normalizowane wartości odpowiednio grubości blachy, natężenia prądu, prędkości cięcia, ciśnienia gazów podczas cięcia, odstępu palnika podczas cięcia, czasu dziurkowania oraz wysokości startu.

Analizy takiego rodzaju dają możliwość minimalizacji strat produkcyjnych, ponieważ pozwalać są też na zdjednoliczonie, jakie czynniki technologiczne mogą być podstawą do skutecznego sterowania procesem i zapewnienia wymaganych jego skutków.

W dalszym ciągu badań dokonano porównania wyników otrzymanych metodą Placketta-Burmana z wynikami analizy opinii ekspertów. W celu określenia rang ważności parametrów cięcia plazmowego przeprowadzono badanie za pomocą opinii ekspertów wśród mikro i małych przedsiębiorstw produkujących konstrukcje stalowe. Jako eksperci, w badaniu brały udział osoby z 15 polskich firm o doświadczeniu min. 5-letnim w zakresie obróbki blach za pomocą cięcia. W badaniu eksperci dokonali oceny istotności parametrów mających wpływ na cięcie plazmowe. Wyszczególniono następujące parametry: ciśnienie gazu podczas przebijania, ciśnienie gazu podczas cięcia, wysokość palnika podczas cięcia, napięcie łuku, natężenie prądu, prędkość cięcia, wysokość startu, czas dziurkowania oraz odsunięcie palnika podczas przebijania, oznaczonych numerami od 1 do 9 wg rang (1 – najwyższa ranga parametru). Wyniki badań zaprezentowano poniżej (tabela 3).

### Tabela 3. Wyniki badań oceny zgodności opinii ekspertów

| Lp Eksperów | Ciśnienie gazu podczas przebijania [bar] | Ciśnienie gazu podczas cięcia [bar] | Wysokość palnika podczas cięcia [mm] | Napięcie łuku [V] | Natężenie prądu [A] | Prędkość cięcia [mm/min] | Wysokość startu [mm] | Czas dziurkowania [s] | Odsunięcie palnika podczas przebijania [mm] |
|-------------|--------------------------------------|-----------------------------------|-------------------------------------|------------------|------------------|-------------------------|-------------------|------------------|----------------------------------|
| 1           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 1           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 2           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 3           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 4           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 5           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 6           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 7           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 8           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 9           | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 10          | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 11          | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 12          | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 13          | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 14          | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
| 15          | 1                                    | 2                                 | 3                                   | 4                | 5                | 6                       | 7                 | 8                | 9                                |
Analiza danych obejmowała weryfikację zgodności opinii ekspertów w kwestii ważności poszczególnych parametrów mających wpływ na cięcie płaszczowego. W tym celu zastosowano współczynnik konkordancji Kendalla-Smitha [6]. Dla ocen 9 parametrów dokonanych przez 15 ekspertów otrzymano wartość wskaźnika Kendalla-Smitha na poziomie: 0.608. Oceny istotności współczynnika konkordancji dokonano za pomocą statystyki chi-kwadrat o (k–1) stopniach swobody, gdzie k: ilość ocenianych parametrów. Z tabel rozkładu chi-kwadrat [8] wynika, że dla df = 8 i poziomu istotności 0.95 są podstawy do odrzucenia hipotezy zerowej, a zatem oznacza to, że zbieżność opinii ekspertów nie jest przypadkowa oraz istnieje zgodność ich stanowisk.

Dla rozpatrywanej grupy badawczej przeprowadzono również analizę za pomocą metody porównana parami, tj. metody Kendall Tau Correlations (tabela 4):  

| Badane parametry | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| 1                | -0.202 | 1   | -0.229 | 1   | -0.172 | 1   | -0.092 | 0.246 |
| 2                | 0.417 | -0.065 | -0.340 | -0.178 | -0.074 | -0.113 | -0.267 |
| 3                | 0.113 | 0.139 | -0.229 | 1   | -0.172 | -0.405 | -0.335 | -0.266 | -0.059 |
| 4                | -0.371 | 0.246 | -0.340 | -0.172 | 1   | -0.092 | -0.316 | 0.201 | 0.547 |
| 5                | -0.134 | -0.379 | -0.178 | -0.405 | -0.092 | 1   | 0.517 | 0.083 | 0.025 |
| 6                | -0.186 | -0.219 | -0.074 | -0.335 | -0.316 | 0.517 | 1   | 0.204 | -0.354 |
| 7                | -0.691 | -0.034 | -0.113 | -0.266 | 0.201 | 0.083 | 0.204 | 1   | -0.103 |
| 8                | -0.119 | -0.012 | -0.269 | -0.059 | 0.547 | 0.025 | -0.354 | -0.103 | 1   |

Wyniki analizy pokazują istotną zależność dodatnią pomiędzy parametrami 1 i 3, 6 i 7 oraz najbardziej znaczącą dodatnią pomiędzy parametrami 5 i 9. Zarejestrowano również zależności ujemne pomiędzy parametrami 2 i 6, 4 i 6 oraz 1 i 8. Związki te zaznaczono na czerwono w tabeli 3. Występowanie tych zależności potwierdzono za pomocą metody Spearman Rank Order Correlations. Dla par parametrów charakteryzujących się zależnością dodatnią otrzymano następujące wyniki: dla 1 i 3: R = 0.519, t(N=–2) = 2.192, p = 0.047, dla 6 i 7: R = 0.648, t(N=–2) = 3.066, p = 0.009, dla 5 i 9: R = 0.590, t(N=–2) = 2.632, p = 0.021. Dla pary parametrów 1 i 8 uzyskano: R = -0.790, t(N=–2) = -4.639, p = 0.000, dla parametrów: 4 i 6: R = -0.517, t(N=–2) = -2.180, p =0.048, gdzie R: współczynnik korelacji Spearmana, t – test istotności. Nie potwierdzono występowania zależności ujemnej pomiędzy parametrami 2 i 6.

W konsekwencji ustalono ranking ważności dla badanych parametrów w procesie ciecia płaszczowego na podstawie posortowania uśrednionych wartości ocen ekspertów. Na Rys. 4 poszeregowano parametry badane zgodnie z zasadą: największą wagność odpowiada najniższej wartości średnią.
Rys. 4. Ważność parametrów w procesie cięcia plazmowego wg metody opinii ekspertów

Na podstawie powyższej analizy stwierdzono, iż najważniejszymi parametrami w procesie cięcia plazmowego są: natężenie prądu, prędkość cięcia oraz ciśnienie gazu podczas cięcia. Jest to potwierdzenie efektywności wykorzystania metod DoE, m.in. planów Placketta-Burmana, do oceny istotności parametrów sterowalnych procesu cięcia plazmowego.

4. Wnioski

W wyniku badań ustalono wpływ podstawowych czynników cięcia plazmowego na cechy charakterystyczne cięcia blach ze stali węglowej o grubości 4 – 12 mm. W celu określenia ważności wpływu czynników badanych wykorzystano tzw. plany nasycone Placketta-Burmana, co zapewniło z jednej strony minimalizację liczby badań w porównaniu z innymi metodami, z drugiej zaś – szczegółową analizę statystyczną wyników pomiarów. Otrzymane równania wielowymiarowej regresji liniowej zostały potwierdzone opinią ekspertów-praktyków. Określono zależności występujące pomiędzy parametrami oraz wskazano trzy najważniejsze parametry w procesie cięcia plazmowego: natężenie prądu, prędkość cięcia oraz ciśnienie gazu podczas cięcia. Zastosowanie występujących zależności w przedsiębiorstwie produkcyjnym daje możliwość minimalizacji strat produkcyjnych podczas opracowania procesu cięcia plazmowego na podstawie oceny istotności parametrów sterowalnych procesu cięcia plazmowego.
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Streszczenie: W pracy zaproponowano oryginalną metodę liczbowej oceny zbiorów sprawdzeń stanu technicznego ciągnika rolniczego. Jako kryterium oceny wykorzystano entropię informacyjną, konieczną do uzyskania w badaniach diagnostycznych dla odpowiedniego zbioru sprawdzeń. Wykonano formalny opis procesu oceny stanu technicznego ciągnika w systemie eksploatacji, który charakteryzuje duży udział uszkodzeń awaryjnych. Do budowy modelu strukturalnego wykorzystano entropię informacyjną. Model ten kumuluje w sobie liczbę sprawdzeń, prawdopodobieństwo wystąpienia określonych uszkodzeń i nadaje im wspólną miarę liczbową. Przeprowadzona logiczna analiza proponowanej metody oraz wyniki uzyskane w badaniach z jej praktycznego zastosowania w zakładach serwisowych wskazują, że opisuje adekwatnie ten obszar eksploatacji maszyn i może być miarą efektywności informacyjnej zbiorów sprawdzeń stanu technicznego maszyn.

1. Wstęp

Efektywna realizacja procesów eksploatacji maszyn wymaga ciągłego podejmowania decyzji, których trafność jest funkcją ilości oraz jakości posiadanej informacji o tym procesie i jego otoczeniu. Ogólnie efektywność eksploatacji obiektów technicznych określana jest jako stopień spełniania wymagań niezawodnościowych, ekonomicznych, jakościowych i innych, w określonym przedziale czasu, w stosunku do poniesionych nakładów [7]. W oparciu o te wymagania stosowane są odpowiednie strategie eksploatacji, obejmujące procesy
użytkowania i serwisowania maszyn oraz relacje między nimi oceniane według odpowiednich kryteriów [10].

Starzenie fizyczne maszyn, rozumiane jako utrata stanu technicznego jest obiektywnie istniejącą rzeczywistością w ich eksploatacji. Aktualne informacje o stanie technicznym maszyny mają istotne znaczenie w utrzymaniu ruchu. Uzyskujemy je wykonując, między innymi, pomiary określonych wielkości w procesach roboczych i towarzyszących.

Eksploatacja maszyn i składające się na nią procesy funkcjonują w systemie gospodarczym i podstawowym kryterium ich oceny jest efektywność ekonomiczna. Dotyczy to także uzyskiwania i opracowywania informacji o stanie technicznym maszyny. Postępy w zakresie metod pomiarowych zastosowania elektroniki, informatyki itp. sprawiają, że uzyskiwanie informacji jest coraz łatwiejsze technicznie [1, 17]. Znaczenia nabiera planowanie i efektywność prowadzonych pomiarów oraz stosowane metody opracowywania zawartych w nich informacji. Połączenie tych dwóch obszarów pozwala na uzyskanie wartościowych informacji, które efektywnie wspomagają zarządzanie procesami eksploatacji [7].

Budowane są strukturalne modele formalne procesów diagnozowania, na których wykonuje się badania symulacyjne i oceniana jest ich efektywność według różnych kryteriów. Zagadnieniami tymi zajmuje się teoria budowy testów diagnostycznych [13], w której wykorzystuję się, między innymi metody macierzową, skreśliń itp. [19].

W tym obszarze istotne znaczenie mają zbiory sprawdzeń (pomiarów), które wykorzystujemy do identyfikacji stanu technicznego, ich liczebność i rodzaje, kolejność wykonywania oraz pracochłonność i koszty.

W pracy przedstawiono metodę wartościowania zbiorów sprawdzeń do oceny stanu technicznego ciągnika, po wystąpieniu określonego sygnału (symptomu) z wykorzystaniem entropii informacyjnej. Zostaną porównane przykładowe zbiory sprawdzeń, których wyniki posłużą do oceny ich efektywności informacyjnej oraz wskazania obszarów praktycznego zastosowania opracowanej metody.

2. Charakterystyka procesu eksploatacji ciągników w rolnictwie

Badanie procesów eksploatacji powinno obejmować jej relacje z otoczeniem [2]. Ciągniki, jako maszyny energetyczne, znajdują zastosowanie w wielu działach gospodarki (rolnictwo, transport, budownictwo itp.). Są to skomplikowane oraz kosztowne obiekty techniczne, będące źródłem energii mechanicznej dla wielu innych maszyn. Utrzymanie
ruchu współpracujących maszyn zależy od ich charakterystyki konstrukcyjnej i roli jaką pełnią w procesie produkcyjnym. Strategię eksploatacyjną należy dostosować do konkretnych warunków, stosując odpowiednie kryteria jej oceny [4, 10, 12]. Ciągniki rolnicze współpracują z wieloma maszynami, wykonują różnorodne prace, zależnie od sezonu, najczęściej w trudnych warunkach terenowych i atmosferycznych. Wraz ze współpracującymi maszynami tworzą szeregowe systemy niezawodnościowe, a awaria ciągnika powoduje przestój całej linii. Takie otoczenie systemu ich eksploatacji generuje liczne uszkodzenia awaryjne, które mają charakter losowy i fakt ten musi uwzględniać strategia ich utrzymania. Jak w większości maszyn dominujący udział w utrzymaniu ciągników ma strategia prewencyjna (preventive maintenance) w postaci systemu przeglądów planowo-zapobiegawczych. Realizacja przeglądów odbywa się według ogólnie stosowanych zasad. Ze względu na duży udział uszkodzeń awaryjnych w eksploatacji ciągników rolniczych musi być równolegle stosowana strategia reaktywna (reactive maintenance). Strategia ta obniża efektywność eksploatacji, generując przy tym dodatkowe koszty i straty. Wynikają one z wielu problemów w tym obszarze [6].

W przypadku wystąpienia awarii konieczna jest szybka identyfikacja jej przyczyny oraz przywrócenie utraconego losowo stanu technicznego ciągnika, co jest to warunkiem jego dalszego użytkowania i minimalizacji strat.

Szczególne znaczenie w procesach decyzyjnych mają informacje o aktualnym stanie technicznym ciągnika, jego zespołów i części. Eksploatacja maszyn wypracowała wiele metod identyfikacji rejestracji i pomiaru sygnałów o stanie technicznym maszyny, z których uzyskiwane są informacje diagnostyczne [2, 17].

Zadanie to realizują mechanicy serwisowi, najczęściej w miejscu pracy ciągnika, dysponując samochodem technicznym z ograniczonym, ale coraz nowocześniejszym wyposażeniem. W pierwszym rzędzie trzeba wykonać odpowiedni zbiór sprawczeń, najczęściej pomiarów aby uzyskać dokładną informację, co zostało uszkodzone. W tym przypadku wystarczająca jest dwuwartościowa (binarna) ocena stanu technicznego maszyny i jej części, równanie (1):

\[
I(c_i) = \begin{cases} 
1, & gdy \ c_i \in \{C_1\} \\
0, & gdy \ c_i \in \{C_2\} 
\end{cases}
\]  

gdzie:

\(I(c_i)\) – informacja o stanie technicznym i-tej części,

\(\{C_1\}\) – zbiór części zdatnych,
\( \{C_2\} \) – zbiór części niezdatnych.

Uzyskujemy wtedy informację, czy obiekt (ciągnik, zespół, część) jest w stanie zdatnym (wartość funkcji 1) lub niezdatnym (wartość funkcji 0).

Strukturę procesu oceny stanu technicznego (diagnozyki), jako podsystemu eksploatacji maszyn przedstawiono na rysunku 1.

![Schemat procesu oceny stanu technicznego ciągnika](image)

**Rys. 1.** Schemat procesu oceny stanu technicznego ciągnika

Przyczyną utraty stanu technicznego ciągnika jest określone zużycie jego części lub zespołu, które w niezawodności maszyn nazywane jest uszkodzeniem. Maszyna, która utraciła swój stan techniczny emituje odpowiedni sygnał (symptom), który jest zbiorem informacji i towarzyszy określonym rodzajom zużyć. Sygnałem diagnostycznym w ciągniku może być spadek mocy silnika, zwiększone zużycie paliwa, wzrost temperatury, drgania, nadmiernie dymienie, brak określonych funkcji roboczych itp. Przykładowo, spadek mocy silnika (sygnał) może zawierać informacje o nadmiernym luzie pary cylinder-tłok, zużyciu zaworów, uszkodzonej uszczelce pod głowicą itp.

Po identyfikacji sygnału, w celu uzyskania informacji o uszkodzeniu, trzeba wykonać określone sprawdzenia lub ich zbiory. Uzyskana z nich informacja posłuży do podjęcia adekwatnej decyzji serwisowej i szerzej eksploatacyjnej. Najwartościowszy jest minimalny zbiór sprawdzeń, który pozwala zidentyfikować stan techniczny maszyny przy najmniejszej liczbie sprawdzeń, ich kosztach oraz pracochłonności itp. Jest to podstawowy warunek efektywnej diagnozyki [14]. W szczególnym przypadku sygnał będzie informacją diagnostyczną, jeżeli emituje go tylko jedno zużycie. Relacje pomiędzy sygnałem diagnostycznym a informacją o rodzaju zużycia są złożone. W pracy przyjęto następujące założenia:

- każda część lub zespół ciągnika mogą znajdować się w stanie zdatności lub niezdatności, a do ich teoretycznego opisu zostanie wykorzystana logika dwuwartościowa,
- przyczyną utraty stanu technicznego ciągnika lub jego zespołów jest uszkodzenie tylko jednej z jego części, co częściowo potwierdza praktyka serwisowania,
- diagnozujemy awaryjne uszkodzenia losowe.
Rozwiązania wymaga opracowanie metody racjonalizacji liczby i rodzajów koniecznych sprawdzeń do oceny stanu technicznego ciągnika.

3. Cel badań

Problemem pracy jest brak metody obiektywnego, liczbowego wartościowania zbiorów sprawdzeń (testów diagnostycznych) według kryterium ilości informacji potrzebnej do zidentyfikowania stanu technicznego ciągnika z ich wykorzystaniem.

Rozwiązanie tak sformułowanego problemu wymaga zbudowania adekwatnego systemu abstrakcyjnego, utworzenie bazy danych oraz logicznej weryfikacji i praktycznej oceny przydatności opracowanej metody. W efekcie powinna powstać uniwersalna i obiektywna metoda, pozwalająca na kompleksową, liczbową ocenę zbiorów sprawdzeń, aby z sygnału uzyskać informację diagnostyczną. Kryterium oceny będzie ilość niezbędnej, minimalnej informacji koniecznej do zidentyfikowania stanu technicznego obiektu po wystąpieniu określonego sygnału. Informacja ta będzie funkcją liczby i rodzajów koniecznych sprawdzeń ich złożoności oraz kosztów, kolejności ich wykonywania itp.

Zbiory sprawdzeń posłużą do identyfikacji uszkodzeń losowych, stąd w opracowanej metodzie wykorzystano modele probabilistyczne, a uzyskane wyniki mogą być odnoszone do odpowiednio licznej populacji ciągników.

Aby osiągnąć planowany cel należy zrealizować następujące zadania:

- poznać specyfikę eksploatacji ciągników w rolnictwie,
- wykonać badania procesu oceny stanu technicznego ciągników w zakładach serwisowych,
- opracować obiektywną metodę wartościowania i porównywania zbiorów sprawdzeń do oceny stanu technicznego ciągników,
- dokonać logicznej i empirycznej oceny opracowanej metody,
- wskazać potencjalne obszary jej praktycznego wykorzystania na przykładach.

4. Materiał i metody badawcze

Praca ma charakter metodyczny i w wyniku jej realizacji powstanie uniwersalna metoda wartościowania i porównywania zbiorów sprawdzeń stanu technicznego ciągników w procesach ich serwisowania. Wymagania stawiane opracowywanej metodzie takie jak:
uniwersalność, obiektywność, kompleksowość, uzyskanie liczbowej, informacyjnej oceny zbiorów sprawdzeń wymagają budowy strukturalnego modelu dedukcyjnego procesu oceny stanu technicznego ciągnika wraz z empiryczną bazą danych.

Inspiracją do podjęcia się opracowania metody jest rozwój nauk podstawowych, a szczególnie matematyki, które mogą być praktycznie wykorzystane. Efektywne połączenie i wykorzystanie osiągnięć matematyki oraz praktycznej realizacji procesów eksploatacji maszyn pozwoli na opracowanie nowej metody. Korzystanie z niej umożliwi lepsze poznanie procesów eksploatacji i ich doskonalenie, co ma także praktyczne znaczenie.

W pierwszym etapie dokonano opisu formalnego procesu oceny stanu technicznego ciągnika. Schemat blokowy procesu (rys. 1) możemy zapisać za pomocą równania (2):

\[ S = \left\{ N_i \left( p_i \right) \right\} \]

gdzie:

- \( S \) – sygnał stanu technicznego,
- \( N_i \) – zbiór możliwych wariantów informacji zawartych w sygnale,
- \( p_i \) - prawdopodobieństwo wystąpienia i-tej informacji.

Pomiędzy sygnałem, uszkodzeniami, sprawdzeniami oraz informacjami występują określone relacje (rys. 2).

Rys. 2. Schemat relacji sygnał – uszkodzenie – sprawdzenie – informacja

Każdy sygnał \( S \) zawiera w sobie pewien zbiór wariantów informacji o uszkodzeniu części \( c_i \) i prawdopodobieństwie wystąpienia tego uszkodzenia \( p_i \) (rys. 2). Uzyskanie z sygnału informacji wymaga wykonania odpowiedniego sprawdzenia. W pracy założono, że uzyskanie każdej informacji \( I_i \) wymaga wykonania sprawdzenia \( \pi_i \). Pełna ocena stanu technicznego ciągnika wymaga wykonania zbioru sprawdzeń \( \{\Pi_i\} \).

Proces taki możemy opisać analitycznie korzystając z teorii informacji Shannona [18], w której podstawowym pojęciem jest entropia informacji. Umożliwia ona ilościowe
wartościowanie informacji koniecznej do uzyskania przy badaniu procesu losowego i jest z powadzeniem wykorzystywana w wielu obszarach.

Entropię informacyjną zastosowano do formalnego opisu błędów łożysk tocznych na stanowisku testowym [20]. W wyniku powstała nowatorska i przydatna praktycznie metoda diagnozy błędów wykonania łożysk tocznych silników lotniczych. W pracy [15], korzystając z entropii informacyjnej, opracowano metodę monitorowania drgań w procesie frezowania. Wartość entropii informacyjnej była miarą niestabilności pracy obrabiarki. W projektowaniu systemów produkcyjnych, entropię informacyjną wykorzystano do wartościowania stanów technicznych maszyn tworzących system [9]. Entropia informacyjna jest metodą modelowania procesów losowych w wielu obszarach nauki, a jej czytelna i logiczna struktura sprawia, że wykorzystywana jest z powodzeniem w praktyce [8, 11, 16].

W dostępnej literaturze nie spotkano przykładów wykorzystania entropii informacyjnej w procesach oceny stanu technicznego ciągników rolniczych. Losowy charakter występowania uszkodzeń daje potencjalną możliwość zastosowania entropii informacyjnej do modelowania procesu oceny stanu technicznego za pomocą zbioru sprawczeń identyfikujących uszkodzenie.

System empiryczny składający się ze zbioru wariantów uszkodzeń oraz prawdopodobieństw ich występowania, które w przypadku oceny stanu technicznego ciągnika są brakującymi informacjami, można opisać, korzystając ze statystycznej teorii informacji, za pomocą równania (3) entropii informacyjnej [18]:

\[
H = -\sum_{i=1}^{n_i} p_i \log_2 p_i ,
\]

gdzie:

- \( n_i \) – liczba wariantów informacji o uszkodzeniach,
- \( H \) – ilość potrzebnej informacji (bit),
- \( p_i \) – prawdopodobieństwo wystąpienia i-tego wariantu uszkodzenia w sygnale.

Jeżeli w równaniu (3) wykorzystujemy logarytm o podstawie 2, to ilość entropii informacyjnej uzyskujemy w bitach. Z równania (3) wynika, że wartość entropii informacyjnej \( H \) jest funkcją liczby możliwych wariantów uszkodzeń \( n_i \) zawartych w sygnale, oraz prawdopodobieństw ich wystąpienia \( p_i \). W przypadku skupionych rozkładów prawdopodobieństw, w których łatwo przewidzieć, która część jest uszkodzona wartość entropii maleje. Wtedy zbiór sprawczeń do uzyskania informacji o stanie technicznym ciągnika będzie optymalny. W szczególności gdy sygnał będzie zawierał tylko jeden wariant uszkodzenia, z prawdopodobieństwem wystąpienia 1, wartość entropii wyniesie 0. Oznacza to
pełną informację o stanie technicznym maszyny i tym samym brak konieczności wykonywania sprawżeń. Gdy sygnał diagnostyczny zawiera liczny zbiór wariantów uszkodzeń z małym i wyrównanym prawdopodobieństwem ich wystąpienia \( p_i = I/n \) entropia informacyjna uzyskuje maksymalną wartość. Można ją obliczyć z równania (4) strukturalnej teorii informacji.

\[
I = \log_2 n_i
\]

gdzie:

\( I \) – ilość informacji według strukturalnej teorii informacyjnej (bit),

\( n_i \) – liczba wariantów informacji o uszkodzeniach.

Wtedy uzyskanie informacji o stanie technicznym maszyny wymaga wykonania licznego zbioru sprawżeń.

W praktycznej realizacji procesów oceny stanu technicznego można, korzystając z badań eksploatacyjnych, doświadczenia serwisantów, informacji od operatorów maszyn zróżnicować prawdopodobieństwa wystąpienia określonego zużycia i informacji o nim.

Z punktu widzenia diagnostyki przypadek opisany równaniem (3) jest korzystniejszy w porównaniu z przypadkiem opisanym równaniem (4), ponieważ ilość koniecznej do uzyskania informacji w badaniach jest mniejsza, stąd i nakłady będą mniejsze.

Znając sygnał diagnostyczny i potencjalne informacje w nim zawarte możemy zbudować odpowiednie zbiory sprawżeń do oceny stanu technicznego. Zbiory te będą się różniły liczbą i rodzajami sprawżeń oraz kolejnością ich wykonywania. Z równań (3) i (4), możemy obliczyć liczbową wartość koniecznej do uzyskania informacji i adekwatny do niej zbiór sprawżeń, który pozwala uzyskać pełną informację o stanie technicznym ciągnika. Taki zbiór sprawżeń będzie cechować najmniejszą entropię informacyjną. W efekcie równania (3) i (4) pozwalają na liczbowe wartościowanie i porównywanie zbiorów sprawżeń według kryterium ich entropii informacyjnej i stanowią w tym zakresie model abstrakcyjny, który wymaga sprawdzenia poprawności logicznej i przydatności praktycznej. Stanowi on podsystem ogólnego modelu procesu eksploatacji maszyn [3, 5].

Z logicznej analizy równań (3) i (4) oraz rzeczywistego procesu oceny stanu technicznego ciągnika wynika, że entropia informacyjna zbioru sprawżeń stanu technicznego:

- osiąga wartość zero, gdy sygnał zawiera informację tylko o jednym określonym uszkodzeniu, czyli sygnał jest wtedy informacją diagnostyczną,
- osiąga maksimum gdy każde sprawdzenie ze zbioru sprawżeń identyfikuje odpowiednie uszkodzenie z równym prawdopodobieństwem,
• maleje gdy każde sprawdzenie zbioru sprawdzeń identyfikuje odpowiednie informacje z różnym (skupionym) prawdopodobieństwem,
• rośnie wraz ze wzrostem liczności zbioru sprawdzeń koniecznych do pełnej identyfikacji stanu technicznego.

Przedstawiona dynamika zmian entropii informacyjnej jest w pełni adekwatna do informacyjnego opisu zbiorów sprawdzeń w ocenie stanu technicznego ciągnika. Pod względem logicznym równania (3) i (4) mogą być wykorzystane do obliczania ilości informacji (entropii informacyjnej) generowanej przez odpowiednie zbiory sprawdzeń do oceny stanu technicznego ciągnika.

Problemem pozostaje praktyczne wykorzystanie opracowanej metody. W tym celu przeprowadzono badania empiryczne rzeczywistego procesu serwisowania ciągników.

5. Przykład zastosowania metody

Wykonano badania ciągników rolniczych, w których wystąpiła określona niezdatność stanu technicznego. Sygnał o niezdatności widoczny był na komputerze pokładowym w postaci kodu usterki lub po podłączeniu komputera zewnętrznego z oprogramowaniem kompatybilnym z badanym ciągnikiem. Kod usterki lub informacja słowna jest to sygnał, który generuje szereg rodzajów możliwych uszkodzeń. Zwykłe jednemu sygnałowi przyporządkowanych jest kilka wariantów uszkodzeń. W takiej sytuacji osoba wykonująca sprawdzanie stanu technicznego musi podjąć decyzję, jakie wykonać sprawdzenia i w jakiej kolejności.

Badano 72 ciągniki rolnicze tego samego rodzaju, w których sygnałem niezdatności była zbyt wysoka temperatura pracy silnika. Dla tego sygnału opracowano zbiory sprawdzeń, które pozwolą na uzyskanie pełnej informacji o stanie technicznym silnika ciągnikowego.

Pierwszy zbiór sprawdzeń opracowano w oparciu o dokumentację techniczną producenta oraz dane zawarte w komputerowym systemie diagnostycznym dla tego sygnału (tabela 1). Analiza danych umożliwiła zbudowanie zbioru sprawdzeń, ale nie pozwalała na zróżnicowanie prawdopodobieństw wystąpienia poszczególnych wariantów uszkodzeń.

Drugi zbiór sprawdzeń opracowano korzystając dodatkowo z wyników badań ankietowych przeprowadzonych, wśród 127 pracowników serwisu, którzy praktycznie wykonywali badania stanu technicznego tych ciągników. Na podstawie własnych doświadczeń, warunków eksploatacji, ankietowani uzupełnili pierwszy zbiór sprawdzeń o
dodatkowe sprawdzenia (tabela 1). Były to uszkodzenia, których występowania nie przewidział producent ciągnika.

Trzeci zbiór sprawdzeń utworzono, korzystając z badań, w których ankietowani wskazali najczęściej występujące w ich praktyce uszkodzenie. Na tej podstawie obliczono prawdopodobieństwo każdego uszkodzenia, które identyfikuje odpowiednie sprawdzenie. Dla każdego z trzech zbiorów sprawdzeń, korzystając z równań (3) i (4), obliczono konieczną do uzyskania ilość informacji (entropię informacyjną). Wyniki przeprowadzonych obliczeń przedstawiono w tabeli 1.

| Lp. | Rodzaj sprawdzenia                                      | Prawdopodobieństwo wystąpienia uszkodzenia dla badanych zbiorów sprawdzeń |
|-----|--------------------------------------------------------|------------------------------------------------------------------------|
|     |                                                        | I           | II          | III          |
| 1.  | Uszkodzony termostat                                   | 0,067       | 0,053       | 0,181        |
| 2.  | Zbyt niski poziom płynu w układzie chłodzenia           | 0,067       | 0,053       | 0,151        |
| 3.  | Zbyt niski poziom oleju w silniku                       | 0,067       | 0,053       | 0,102        |
| 4.  | Uszkodzona chłodnica oleju                             | 0,067       | 0,053       | 0,079        |
| 5.  | Luźny lub zerwany pasek klinowy pompy cieczy chłodzącej | 0           | 0,053       | 0,079        |
| 6.  | Uszkodzony czujnik temperatury                          | 0,067       | 0,053       | 0,134        |
| 7.  | Uszkodzony wentylator                                  | 0,067       | 0,053       | 0,031        |
| 8.  | Uszkodzony zespół sprzęgła wentylator                   | 0,067       | 0,053       | 0,031        |
| 9.  | Zanieczyszczenie rdzenia chłodnicy                      | 0,067       | 0,053       | 0,031        |
| 10. | Uszkodzony nadajnik temperatury                         | 0,067       | 0,053       | 0,055        |
| 11. | Niedrożne przewody układu chłodzenia                    | 0,067       | 0,053       | 0            |
| 12. | Uszkodzenie uszczelki pod głowicą                       | 0,067       | 0,053       | 0            |
| 13. | Pęknięta głowica                                        | 0,067       | 0,053       | 0            |
| 14. | Pęknięty blok silnika                                  | 0,067       | 0,053       | 0            |
| 15. | Uszkodzona pompa cieczy chłodzącej                      | 0,067       | 0,053       | 0            |
| 16. | Przerwany przewód w układzie chłodzenia                  | 0           | 0,053       | 0,031        |
| 17. | Przeciążony silnik                                      | 0,067       | 0,053       | 0,063        |
| 18. | Uszkodzony korek chłodnicy                             | 0           | 0,053       | 0,031        |

Wartości entropii informacyjnej zbiorów sprawdzeń (bit)  

|                  | I   | II  | III |
|------------------|-----|-----|-----|
|                  | 3,92| 4,04| 3,42|

Z danych zebranych w tabeli 1 wynika, że korzystając z równania (3) można obliczyć ilość informacji (entropii informacyjnej) koniecznej do uzyskania, w celu pełnej identyfikacji stanu technicznego ciągnika, przy wykorzystaniu każdego zbioru sprawdzeń.
Dysponując taką oceną można podjąć racjonalną decyzję, który zbiór sprawdzeń wykorzystać praktycznie. Kryterium oceny będzie minimalna ilość informacji konieczna do uzyskania, w celu pełnej identyfikacji stanu technicznego ciągnika. W przeprowadzonych badaniach będzie to zbiór sprawdzeń III.

Przedstawiony przykład zastosowania metody potwierdził, że uzyskane z niej liczbowe oceny wartości informacji (entropii informacyjnej) zbiorów sprawdzeń adekwatnie opisują rzeczywisty proces badania stanu technicznego ciągnika. Warunkiem efektywnego stosowania metody jest stworzenie zbioru potencjalnych sprawdzeń dla danego sygnału wraz z określeniem prawdopodobieństw wystąpienia poszczególnych uszkodzeń.

6. Wnioski końcowe

1. Przedstawiona w pracy metoda pozwala, na liczbową ocenę każdego z możliwych do zastosowania zbiorów sprawdzeń stanu technicznego ciągnika, po wystąpieniu określonego sygnału, według kryterium ilości brakującej informacji (entropii). Uzyskane wyniki można porównać i dokonać wyboru efektywnego informacyjnie zbioru sprawdzeń, który charakteryzuje się minimalną entropią. Zbiór ten pozwoli na identyfikację stanu technicznego ciągnika przy minimalnej liczbie sprawdzeń, wykonywanych w odpowiedniej kolejności.

2. Liczbowa miara entropii zbioru sprawdzeń ma charakter globalny i kumuluje w sobie informacje od producentów ciągników, zakładów serwisowych oraz operatorów ciągników. Logiczna weryfikacja metody oraz przykład jej praktycznego zastosowania wykazuje, że opisuje ona adekwatnie rzeczywisty proces generowania zbiorów sprawdzeń do oceny stanu technicznego ciągnika. Jest metodą uniwersalną i może zostać zastosowana do innych maszyn, pod warunkiem, że dysponujemy odpowiednią bazą danych.

3. Obliczenie ilości brakującej informacji odbywa się z wykorzystaniem danych probabilistycznych, stąd uzyskane wyniki mogą być odnoszone do odpowiednio licznego zbioru ciągników i wtedy ich praktyczne wykorzystanie jest efektywne. Dysponując bazą danych o uszkodzeniach, po wykonaniu odpowiednich obliczeń, można opracować optymalne zbiory sprawdzeń, które kumulują doświadczenie serwisantów i specyfikę eksploatacji ciągników w określonym rejonie. Przykład takiego działania przedstawiono w pracy.
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Badania dokładności i powtarzalności pozycjonowania robota przemysłowego w środowiskach off i online

Testing of an industrial robot’s accuracy and repeatability in off and online environment

Słowa kluczowe: robot przemysłowy, programowanie offline, programowanie online, dokładność pozycjonowania, powtarzalność pozycjonowania

Keywords: industrial robot, offline programming, online programming, positioning accuracy, repeatability of positioning

Abstrakt: W pracy omówiono zagadnienia dotyczące badań dokładności i powtarzalności pozycjonowania robota przemysłowego Kuka KR 16-2. Przedstawiono wyniki badań laboratoryjnych robota przemysłowego, a także dokonano porównania ścieżek ruchu robota symulowanego w środowisku Robcad ze ścieżkami ruchu robota rzeczywistego. W celu rejestracji ścieżek ruchu w warunkach laboratoryjnych zastosowano laserowy tracker Faro Vantage. Częsta konieczność poprawy programów robotów przemysłowych utworzonych w środowisku offline wiąże się z wydłużeniem czasu uruchomienia i dużymi kosztami. W artykule opisano metodę pomiarów oraz podjęto próbę określenia wpływu rodzaju ścieżki dojazdu do punktów pomiarowych i parametrów ruchu na dokładność i powtarzalność pozycjonowania robota. Zweryfikowano także dokładność odwzorowania ruchu robota symulowanego w środowisku wirtualnym.

Abstract: The paper discusses issues concerning the accuracy and repeatability tests of the positioning of the Kuka KR 16-2 industrial robot. The results of laboratory tests of an industrial robot, as well as a comparison of robot motion paths in the Robcad environment with the real robot motion paths are presented. In order to register movement paths in the laboratory conditions, the laser tracker Faro Vantage was used. Frequent necessity to correct programs of industrial robots created in the offline environment, is a results, among others, from the insufficient experience of people who carry out programming, the environment in which robots work and the parameters of the robots themselves, and therefore their accuracy and repeatability. It is connected with the extension of the start-up time and high costs. The work describes the measurement method and attempts to determine the influence of the type of route and motion parameters on the accuracy and repeatability of robot. The accuracy of mapping of simulated robot motion in a virtual environment was also verified.
1. Dokładność, powtarzalność i programowanie ruchu robotów przemysłowych

We współczesnych zakładach przemysłowych niezwykle istotnym elementem są zrobotyzowane cele produkcyjne i stosowane w nich roboty przemysłowe. W celu osiągnięcia maksymalnej wydajności i niezawodności zautomatyzowanych i zrobotyzowanych linii produkcyjnych prowadzone są liczne badania naukowe mające na celu zarówno rozwój samych środków technicznych, jak i metod ich programowania i eksploatacji [1,2,4,5,8,10,11,13,18]. W przypadku robotów przemysłowych dokładność i powtarzalność pozycjonowania są niezwykle istotnymi cechami, wpływającymi na ich eksploatację [3,6,7,12,19,21,22,26]. Prowadzone są więc badania w celu poprawy istniejącego stanu działania tego typu środków technicznych, a także udoskonalenia metod pomiarowych ich parametrów [7,9,14-17,20,23,24].

Dokładnością manipulatora nazywa się jego zdolność do osiągnięcia zadanego punktu w przestrzeni roboczej. Podstawową metodą określenia błędów dokładności pozycjonowania robota przemysłowego jest pomiar zmian kątowych lub liniowych w poszczególnych członach jego manipulatora [19-21,27,28]. Ze względu na duży koszt oraz wrażliwość stosowanych czujników na zakłócenia dużo rzadziej stosowane są metody bezpośredniego pomiaru końca efektora. Na charakterystyki dokładności pozycjonowania wpływ mają czynniki opisywane szerzej między innymi w pracy [21], takie jak błędy pozycjonowania oraz odtwarzania trajektorii (np. wynikające z deformacji temperaturowych, niedokładności sygnałów systemu sterowania, czy działania sił bezwładności). Według normy PN-ISO 9283 dokładność pozycjonowania jednokierunkowego (AP) podaje odchyłkę między położeniem zadanym a wartością średnią położeń rzeczywistych przy dochodzeniu do położenia zadanej z tego samego kierunku [26]. Powtarzalność manipulatora to zdolność do kolejnych przemieszczeń końcówki efektora do tego samego, zadanego punktu w przestrzeni. Na powtarzalność manipulatora w pierwszej kolejności wpływ ma rozdzielczość układu sterowania.

Manipulatory robotów przemysłowych, współcześnie stosowanych w przemyśle, charakteryzują się bardzo dobrą powtarzalnością (RP), lecz niezbyt dobrą dokładnością (AP). Pomiar położenia manipulatora w podstawowej konfiguracji jest najczęściej realizowany poprzez odczyt danych z enkoderu lub rezolwera, umieszczonych na wale napędu każdej z osi. Roboty mogą być wyposażone w dodatkowe układy pomiarowe, lecz najczęściej jest to opcja dodatkowo płatna. Dlatego najczęściej pozyca narzędzia obliczana jest na podstawie pomiaru kątów lub przesunięć przegubów z dodatkowym uwzględnieniem geometrii manipulatora i sztywności względem masy, jaką przenosi (tool load). Wpływ na dokładność pozycjonowania mają luzy (zużycie) w połączeniach przegubów, tarcie, błędy przełożen w przekładniach, dokładność wykonania elementów manipulatora, skończona sytuność mechaniczna, błędy obliczeniowe, środowisko pracy, efekty elastyczne członów i sposób zamontowania, a także wiele innych czynników statycznych i dynamicznych.

Niestety, większość powyższych czynników podlega ciągłym zmianom, których nie można przewidzieć, co prowadzi do tworzenia się różnic pomiędzy modelami matematycznymi i charakterystykami rzeczywistymi. Można podjąć próby zmniejszenia tych różnic poprzez rekaliibrację modeli matematycznych. Inną metodą poprawiania dokładności może być zastosowanie bezpośrednich czujników na końcówece interfejsu mechanicznego robota, np. czujników laserowych, indukcyjnych i wizyjnych.

Najbardziej rozpowszechnioną metodą jest programowanie robotów przez nauczanie. Metoda ta składa się z programowania dyskretnego i programowania ciągłego, które bardzo różnią się od siebie charakterem nauczania. Programowanie dyskretne stosowane jest głównie do manipulacji przedmiotami, do klejenia oraz zgrzewania, a programowanie ciągłe jest stosowane tam, gdzie ruchy robota muszą być płynne i ciągłe. Ten rodzaj programowania
bardzo dobrze sprawdza się w zastosowaniu do procesów takich jak np. malowanie natryskowe.

Obecnie intensywnie rozwijana jest metoda programowania robotów offline. Jej stosowanie daje możliwość znacznego zmniejszenia kosztów, np. wprowadzenia nowego modelu samochodu do produkcji na linii produkcyjnej. W metodzie tej robot, czy też jego otoczenie są w bardzo małym stopniu potrzebne do samego procesu programowania. Przebiega on bowiem w symulowanym środowisku 3D z zastosowaniem oprogramowania typu Robcad, Delmia, Roboguide, Robot Studio, czy też Process Simulate. W utworzonym środowisku wirtualnym zawarte są modele 3D urządzeń z istniejącej linii technologicznej, których rozmieszczenie jest wiernie odwzorowane za pomocą laserowej metrologii 3D, co pozwala na bardzo dokładne programowanie robotów, bez konieczności ich fizycznego udziału. Takie działanie umożliwia skrócenie czasu uruchomienia, zmniejsza koszty oraz pozwala na lepsze dopracowanie czasu cyklu linii produkcyjnej. Możliwa jest także szybka reakcja, wówczas, gdy któryś z modeli jest niekompatybilny, np. kiedy chwytak jest niekompatybilny z obiektem manipulacji na danym etapie produkcji. Dodatkową zaletą tej metody jest zmniejszenie ryzyka wypadków na hali montażowej i wzrost bezpieczeństwa operatorów robotów. W programowaniu offline bardzo istotna jest precyzja odwzorowania obiektów rzeczywistych, jak i samego robota przemysłowego, z uwzględnieniem parametrów jego pracy, w tym dokładności i powtarzalności pozycjonowania. Wszelkie błędy w tym zakresie wiążą się z koniecznością weryfikacji i poprawy opracowanego programu w środowisku rzeczywistym. W istotny sposób ogranicza to zalety, wynikające z zastosowania metody programowania robotów offline.

2. Badania oraz metody weryfikacji i poprawy charakterystyki ruchu robotów przemysłowych

W niniejszej pracy podjęto się próby zbadania i weryfikacji porównawczej dokładności oraz powtarzalności pozycjonowania robota przemysłowego, symulowanego w środowisku komputerowym, z robotem rzeczywistym. W celu przeprowadzenia badań posłużyło się laserowym urządzeniem pomiarowym. W pracy [24] autorzy również przedstawili koncepcję metody pomiaru dokładności i powtarzalności z użyciem laserowej techniki pomiarowej. Zastosowanie detekcji opartej na interferometrii laserowej, w proponowanej technice szacowania błędów pozycjonowania, mającej na celu poprawę dokładności robota przemysłowego, przedstawiono także w pracy [9]. Sposób ten prezentowany jest również w pracach innych autorów, w których precyzyjne, laserowe urządzenia pomiarowe proponowane są jako narzędzia pozycjonowania manipulatorów robotów przemysłowych i maszyn [12,14,20].

Powtarzalność robota jest ograniczona głównie rozdzielczością układu odczytu położenia, czyli najmniejszą wartością, jaką ten układ może rozpoznać. Osie liniowe, czyli przeguby pryzmatyczne, mają przeważnie lepszą rozdzielczość niż osie obrotowe (w porównywalnej klasie cenowej), ponieważ linia prosta poprowadzona pomiędzy dwoma punktami jest krótsza niż odpowiadający jej łuk. Spong i Vidyasagar [22] udowodnili, że w osiach obrotowych kumulujące się błędy są większe niż w osiach liniowych i wynikają z silniejszych sprzężeń kinematycznych i dynamicznych w tych napędach. Prowadzi to do coraz większych problemów ze sterowaniem tymi osiami. Inna hierarchia błędów opisana w pracy [25] wygląda następująco: położenie punktu TCP (Tool Center Point), położenie przedmiotu obrabianego, kalibracja położenia przegubów, długości ramion i błędy kątowe, podatność ramion, rozdzielczość enkoderów położenia, luzy, elastyczność i nieosiowość, odkształcenia termiczne. W pracy [25] szczegółowo omówiono także podział i procentowy udział wpływu poszczególnych źródeł błędów na dokładność i powtarzalność.
pozycjonowania. Z przedstawionych danych wynika, że najistotniejszy wpływ na dokładność robota ma jego nieprawidłowa kalibracja. Dlatego prawidłowe skalibrowanie to warunek, którego trzeba dotrzymać na początku każdej pracy z robotem przemysłowym. Możliwość szybkiej i dokładnej kalibracji to również intensywnie rozwijane zagadnienie w aspekcie budowy robotów i ich osprzętu [25].

W artykule [26] autorzy podkreślają, że główną wadą programowania robotów w trybie offline jest ich mała dokładność. Wskazują, że roboty przemysłowe są programowane głównie za pomocą metod, które wymagają jedynie dobrej powtarzalności. W rezultacie niewiele robi się, aby poprawić parametry dotyczące dokładności pozycjonowania robotów przemysłowych. Autorzy omawiającego opracowania przeprowadzili badania eksperymentalne na trzech nowoczesnych robotach w celu oceny i porównania ich dokładności pozycjonowania. Korzystając z pomiarów za pomocą systemu interferometrii laserowej, błędy dokładności każdego robota zostały zmierzone, a otrzymane wyniki porównane. Jak wykazali autorzy, analizując otrzymane wyniki, można stwierdzić, że w porównaniu do starszych modeli robotów dokładność pozycjonowania badanych nowoczesnych robotów przemysłowych może być bardzo dobra, jednak uzyskanie takiej dokładności zależy od prawidłowego procesu kalibracji.

W pracy [21] przedstawiono rezultaty eksperymentu mającego na celu ocenę dokładności i powtarzalność przegubowego robota przemysłowego. Analizowano sześć czynników, które najczęściej wskazywane są jako mające wpływ na parametry jego pracy. Badanym obiektem był robot przemysłowy Fanuc M16iL. Szczegółowo opisano planowanie, przeprowadzenie i analizę otrzymanych wyników. Przedstawiono również weryfikację dokładności i powtarzalności robota podawanym przez producenta.

W pracy [16] wykazano eksperymentalnie skuteczność urządzenia pomiarowego przeznaczonego do absolutnej kalibracji małych robotów przemysłowych. Proponowana metoda kalibracji jest ręczna i pracochłonna, jednak jej wykonanie zajmuje mniej niż godzinę, zaś koszt stosowanego urządzenia pomiarowego wynosi mniej niż 13 000 USD. Jak wskazują autorzy pracy [16], wartości średnie i odchylenie standardowe absolutnej pozycji i błędów odległości byłyby wówczas około trzy razy mniejsze. Udowodnili, że wówczas, gdy czas kalibracji nie stanowi problemu, możliwe są różne ulepszenia proponowanego rozwiązania. Kalibrację można przykładowo powtórzyć przy różnych pozycjach podstawowego urządzenia. Różne modele kalibracji można również stosować w różnych strefach roboczych. Możliwa jest ponadto rozbudowa proponowanego systemu pomiarowego, a tym samym aż czterokrotne rozszerzenie zakresu mierzalnych konfiguracji robota. Autorzy sugerują więc, że proponowana procedura kalibracji, ma ogromny potencjał, gdyż jest tańsza w stosunku do absolutnej kalibracji małych robotów przemysłowych. Może być także dodatkowo stosowana do potwierdzania dokładności pozycjonowania robota. W innym opracowaniu [17], autorzy zaproponowali 29-parametryowy model kalibracji oraz procedurę identyfikacji parametrów tego modelu i pomiarów robota przemysłowego ABB IRB 1600-6/1.45. Zastosowanie to umożliwia poprawę dokładności robota pod względem średnich i maksymalnych błędów pozycji w całym obszarze roboczym. Autorzy przyznają, że nie można wykazać większe skuteczności proponowanej metody od innych metod kalibracji, w tym metody proponowanej przez producenta robota, jednak otrzymane wyniki mogą być stosowane jako punkt odniesienia do celów analizy porównawczej.

Również w pracy [15] autorzy zwracają uwagę, że jednym z problemów spowalniających rozwój programowania offline jest mała statyczna i dynamiczna dokładność pozycjonowania robotów przemysłowych. Wskazują, że prawidłowa kalibracja robota poprawia dokładność jego pozycjonowania i może być również stosowana jako narzędzie diagnostyczne w produkcji i konserwacji robotów. Przedstawiają techniki modelowania i przeprowadzania procesów kalibracji robotów w trybie programowania offline za pomocą
trójwymiarowego systemu pomiarowego. Autorzy wskazują, że proponowany system pomiarowy jest przenośny, dokładny i nie jest kosztowny. Omawiane rozwiązanie składa się z pojedynczej kamery CCD, zamontowanej na końcik narzędzi robotu, która ma na celu mierzyć pozycję końcowego efektora względem globalnego układu współrzędnych. W omawianym modelu fotogrametrycznym uwzględniono dystorsję promienistą. Współczynniki skalowania i centra obrazu są uzyskiwane z użyciem innowacyjnej techniki z podejściem opartym na wielu widokach. Osiągana, średnia dokładność wynosi od 0,2 do 0,4 mm w odległościach od 600 do 1000 mm od celu, odpowiednio przy różnych orientacjach kamery. Autorzy prezentują wyniki wykonywanych eksperymentów dwóch robotów przemysłowych ABB IRB-2400 i PUMA-500 w celu wykazania poprawy ich dokładności za pomocą zaproponowanego systemu kalibracji. Roboty po kalibracji osiągały lepszą dokładność (od trzech do sześciu razy niż przed kalibracją), zaś proponowane przez autorów rozwiązanie jest szybkie, dokładne i łatwe w konfiguracji.

W artykule [7] przedstawiono prostą i mniej kosztowną metodę kalibracji robotów przemysłowych z zastosowaniem systemu wizyjnego. W systemie tym kamera jest sztywno przymocowana do kiści robota, rejestrując w trakcie jego pracy obrazy płyty kalibracyjnej w postaci szachownicy. Stosowany jest algorytm automatycznego rozpoznawania obrazu oraz samokalibracji kamery bez znajomości położenia płyty kalibracyjnej. Autorzy wykazali, że proponowana metoda jest prostsza i tańsza od standardowych. Może być ponadto stosowana podczas pracy robota w nieznanim środowisku oraz w warunkach, które mogą istotnie wpływać na parametry pracy (wysoka temperatura czy ciśnienie). Może być także stosowana w robotach mobilnych.

Zagadnienia poprawy dokładności pozycjonowania robotów przemysłowych omawiane są w pracy [23], w której autorzy badają możliwość zastosowania do tego celu urządzenia Leap Motion Controller, służącego standardowo do ręcznego kontrolowania gestów użytkownika z zadeklarowaną dokładnością poniżej milimetra. W artykule przedstawiono badanie kontrolera ruchu, główny nacisk kładąc na ocenę jego dokładności i powtarzalności. Opracowano stanowisko badawcze z zastosowaniem robota przemysłowego, wyposażonego w pamięć referencyjną, umożliwiające pomiar dokładności pozycji do 0,2 mm. W przeprowadzonych eksperymentach uzyskano odchylenie między pożądanym położeniu robota, a jego średnią zmierzoną pozycją, mniejsze od 0,2 mm w przypadku układów statycznych i 1,2 mm w przypadku konfiguracji dynamicznych.

Przytoczone publikacje naukowe są tylko wybranymi pozycjami z obszernej, dostępnej literatury tematu. Potwierdzają one, że prowadzone są liczne badania dotyczące zarówno metod pomiarowych jak i rozwiązań umożliwiających poprawę dokładności i powtarzalności pozycjonowania robotów przemysłowych. W większości opracowań wskazuje się prawidłową kalibrację robota przemysłowego jako czynnik znacząco wpływający na te parametry. Proponowane są również różne metody pomiarów i poprawy precyzji odwzorowania zaprogramowanych ścieżek ruchu robotów przemysłowych. W niniejszym opracowaniu autorzy również podjęli próbę weryfikacji dokładności i powtarzalności pozycjonowania wybranego robota przemysłowego, stosując laserowy system pomiarowy. Przedstawiono ponadto porównanie otrzymanych wartości z rezultatami otrzymanymi w wirtualnym środowisku symulacyjnym, co ma istotne znaczenie przy programowaniu robotów offline.

Celem przeprowadzonych i omówionych w artykule prac było zaproponowanie metody badania dokładności i powtarzalności pozycjonowania robota przemysłowego zgodnie z normą PN-EN 9283, stosując w tym celu standardowe narzędzie, z którego korzystały dotychczas osoby programujące roboty w pomiaru zrobotyzowanej celi i jej zamokowania w środowisku wirtualnym. Tematyka ta jest niezwykle istotna dla osób zajmujących się programowaniem robotów przemysłowych ze względu na częste
rozbieżności pomiędzy ścieżką ruchu robota symulowaną w środowisku wirtualnym a ścieżką ruchu robota rzeczywistego, wykonywaną na podstawie programu napisanego w środowisku offline. Rozbieżności te powodują konieczność dokonywania korekt programów przed uruchomieniem pracy robotów i wiążą się z dużą czasochłonnością tych prac, a także z dużymi kosztami.

3. Badania symulacyjne i eksperymentalne robota przemysłowego

W niniejszej pracy przedstawiono wyniki badań symulacyjnych i pomiarów laboratoryjnych obiektu rzeczywistego - robota Kuka KR 16-2. Rozpatrywany typ robota przemysłowego stosowany jest głównie do zadań związanych ze spawaniem i zgrzewaniem (ma udźwig 16 kg i masę własną 235 kg).

W celu porównania wyników programowania offline i online użyto danych wygenerowanych zarówno w programie Robcad, jak i przez laserowy tracker Faro Vantage, stosowany w pomiarach na obiekcie rzeczywistym. W programie Robcad napisano, przetestowano i wczytano program na rozpatrywany typ robota. W przeprowadzonej symulacji zastosowano narzędzia z grup:

- Motion, które umożliwiają manipulowanie symulowanym robotem;
- Kuka KR C1 Spot, odpowiadające za obsługę systemu Robot Controller Software (RCS) i wpisywanie do niego informacji dotyczących poszczególnych punktów;
- Path Editor, w którym przechowywane są informacje o zapisanych ścieżkach robota;
- Placement Editor, odpowiadające za możliwość przenoszenia obiektów w zrobotyzowanej celi.

W celu umożliwienia zastosowania trackera Faro do pomiarów w trakcie prowadzonych badań, konieczne było poprawne wyznaczenie bazy (work object) oraz punktu Tool Center Point (TCP) robota, gdyż punkty tworzone przez robota są określone odległością i obrotem układu TCP względem określonego układu bazy. Bazę robota zdefiniowano poprzez pomiary dwóch płaszczyzn: pierwszej, w celu wyznaczenia wysokości, na jakiej znajduje się zero i kierunek osi Z oraz drugiej, w celu wyznaczenia kierunku osi X. W celu ułatwienia prac i uzyskania maksymalnej dokładności tracker bazowano w tak zwany punkcie zero robota. Jest to fabrycznie definiowany, nieruchomy układ współrzędnych, umieszczony w centralnej części osi J1, na poziomie podłoża. Układ TCP zdefiniowano poprzez zamocowanie do obciążenia robota adaptera z silnym magnesem z sondą pomiarową, a następnie wykonano dojazd robota do dowolnych ośmiu punktów. Następnie, wskazywane przez robot współrzędne każdego z punktów, wpisano do programu Kuka Funke za pomocą którego wyznaczono wartości TCP. Wartości te wpisano w pamięci robota jako tool 5 i od tej pory zarówno adapter, jak i urządzenie pomiarowe Faro muszą pozostać unieruchomione na swoich pozycjach (adapter unieruchomiono na obciążeniu robota za pomocą kleju). Sonda pomiarowa może być odczepiana od adaptera na czas przejazdu robota z maksymalną prędkością pomiędzy punktami, gdyż wykonanie adaptera jest bardzo dokładne i nie wprowadza znaczących błędów pomiarowych. Na rys. 1 pokazano rozpatrywany robot przemysłowy symulowany w programie Robcad wraz z układami współrzędnych TCP oraz Toolframe.
Rys. 1. Położenie układów współrzędnych robota przemysłowego symulowanego w programie Robcad: TCP (zaznaczony kolorem zielonym) oraz definiowanego fabrycznie układu Toolframe (zaznaczony kolorem niebieskim)

Pomiary prowadzono w laboratorium firmy ProPoint SP. Z O.O. SP. K. Zapewniono wymagane warunki pomiarowe, a więc sztywne, żelbetonowe podłoże, do którego zamocowano badany manipulator robota przemysłowego. Sztywne podłoże nie wprowadza znaczących błędów pomiarowych poprzez np. uginanie się w trakcie pracy robota. Tracker Faro Vantage umieszczono w odległości dwóch metrów od badanego robota, znajdującego się w pozycji Home. Zgodnie ze specyfikacją producenta dokładność pomiarów wykonywanych w tej konfiguracji, przy pomiarze odległości liniowej, wynosi 0,009 mm [28]. Na końcówce roboczjej manipulatora zamontowano obciążenie, przymocowane do kiści robota oraz sondę SMR (Spherically Mounted Retroreflector) z adapterem. Tracker Faro umiejscowiono we właściwej pozycji, stosując klej. Dodatkowo użyto czterech adapterów, identycznych do zamocowanego na obciążeniu badanego robota i przyczepiono je w nieruchomych, metalowych punktach laboratorium, jak np. ościeżnica drzwi. Korzystając z utworzonych w ten sposób punktów bazowych, umożliwiono ponowne bazowanie trackera pomiarowego w razie jego ewentualnego poruszenia w trakcie prowadzonych badań. Działanie takie umożliwia ponadto przeniesienie trackeru w inne miejsce, gdyż po prawidłowym jego umiejscowieniu nie ma konieczności ponownego wyznaczania bazy robota, względem której dokonywane są pomiary.

Zgodnie z wymogami, w celu zapewnienia wiarygodności pomiarów należy je przeprowadzać z pełnym, nominalnym obciążeniem badanego robota. Korzystając z danych uzyskanych z programu Kuka Load, wyznaczono masę zamocowaną na osi J6 oraz generowane przez nią momenty bezwładności i siły. Wykonano obciążenie w postaci wyciętych laserowo i połączonych ze sobą pięciu krążków stalowych o średnicy 155 mm, które zamocowano na kiści robota za pomocą opracowanego adaptera.

Dokonano badań:
- dokładności robota, określonej jako różnica pomiędzy zadanymi programowo a rzeczywistymi współrzędnymi punktu TCP,
- powtarzalności robota, czyli obliczenia promienia sfery, w której zawierają się punkty pomiarowe podczas kolejnych przejazdów robota,
- odwzorowania ścieżki, porównując symulowaną w oprogramowaniu trajektorię przejazdu robota wirtualnego i trajektorię przejazdu robota rzeczywistego,
- zatrzymania awaryjnego (E-STOP).

Kierując się zaleceniami zawartymi w normie PN-EN 9283, wyznaczono sześciany pomiarowe o różnych długościach boku, zaś punkty pomiarowe umieszczone w czterech wierzchołkach tych sześcianów, po przekątnej. Utworzono w ten sposób płaszczyznę pomiarową przedstawiono na rys. 2 [27].

Rys. 2. Płaszczyzna pomiarowa określona punktami znajdującymi się w wierzchołkach sześcianu zgodnie z normą PN-EN 9283 [27]

Na rys. 3 i 4 przedstawiono robota w środowiskach symulowanym i rzeczywistym, w punktach pomiarowych wybranych spośród C4-C3-C6-C5 (rys. 2). Porównanie to umożliwia określenie konfiguracji robota i stwierdzenie, czy jest ona taka sama w obu środowiskach. Analizując otrzymane wyniki, można stwierdzić, że robot w symulacji osiąga te same konfiguracje osi, co robot w rzeczywistości. Konfiguracje te występują w symulacji w kilku różnych wariantach zapisu, dlatego należało rozpoznać, jaki wariant zastosować w przypadku robota rzeczywistego. Nie stanowi to problemu przy programowaniu z użyciem systemu RCS (Robot Controller Software), gdyż wtedy dobierany jest on automatycznie lub dokonywana jest konwersja na właściwy wariant. Stwierdzono prawidłowe odwzorowania robota rzeczywistego w środowisku wirtualnym. W obu przedstawionych przypadkach przeprowadzonych pomiarów robot jest prawidłowo odwzorowany we wszystkich punktach pomiarowych. Przedstawiono wybrane, dwie, konfiguracje robota podczas pomiarów prowadzonych w sześcianie o boku 1000 mm. W pierwszej z nich zastosowano rotację narzędzia o kąt +20° w osi Y (rys. 3), zaś w drugiej rotację narzędzia o kąt +20° w osiach X i Y. Pomimo identycznych współrzędnych punktu C5 wprowadzona rotacja narzędzia w osiach X i Y spowodowała zmianę konfiguracji robota i obrót osi J4 o 180° względem konfiguracji robota z rotacją narzędzia jedynie w osi Y. Oba przypadki zostały jednak wiernie odwzorowane przez robot symulowany w środowisku wirtualnym.
Rys. 3. Robot wirtualny i rzeczywisty w punktach pomiarowych C4-C3-C6-C5 sześcianu o boku 1000 mm z rotacją narzędzia +20° w osi Y
Rys. 4. Robot wirtualny i rzeczywisty w punktach pomiarowych C4-C3-C6-C5 sześcianu o boku 1000 mm z rotacją narzędzia +20° w osi X oraz Y
4. Badania dokładności pozycjonowania

Badania dokładności pozycjonowania w poszczególnych punktach pomiarowych, oznaczonych $AP$, przeprowadzono zgodnie z wytycznymi normy PN-EN 9283 [27]. Współrzędne pozycji zadanej określono w programie robota, natomiast współrzędne pozycji osiągniętej odczytano ze wskazań trackera Faro. Do obliczeń użyto zależności [27]:

$$ AP = \sqrt{\sum (\bar{x} - x_c)^2 + (\bar{y} - y_c)^2 + (\bar{z} - z_c)^2}, $$

(1)

gде:

$$ \bar{x} = \frac{1}{n} \sum_{j=1}^{n} x_j, $$

(2)

$$ \bar{y} = \frac{1}{n} \sum_{j=1}^{n} y_j, $$

(3)

$$ \bar{z} = \frac{1}{n} \sum_{j=1}^{n} z_j. $$

(4)

Symbolami $\bar{x}$, $\bar{y}$, $\bar{z}$ oznaczono współrzędne centrum zbioru punktów pomiarowych, $x_c$, $y_c$, $z_c$ współrzędne pozycji zadanej, $x_j$, $y_j$, $z_j$ współrzędne j-tej pozycji zmierzonej.

Przykładowe wyniki badania dokładności pozycjonowania robota w przypadku sześcianów o boku 200, 600 i 1000 mm, bez rotacji narzędzia, przedstawiono na rys. 5-7. Zgodnie z wytycznymi zawartymi w normie PN-EN 9283 przeprowadzono 30 pomiarów. Ze względu na powtarzalną naturę otrzymywanych wyników oraz chęć zapewnienia czytelności ich prezentacji przedstawiono otrzymane rezultaty dziesięciu losowo wybranych pomiarów.

Na rys. 8 zestawiono średnie wyniki pomiarów dokładności pozycjonowania przy czterech punktach pomiarowych sześcianów o boku 200, 600 i 1000 mm. W poszczególnych pomiarach punkty osiągane były po różnych ścieżkach ruchu robota:
- bez rotacji narzędzia,
- z rotacją narzędzia o kąt +20° względem osi Y,
- z rotacją narzędzia o kąt +20° względem osi X oraz Y,
- w przypadku sześcianu o boku 1000 mm, dodatkowo bez rotacji narzędzia, z prędkościami równymi 10% oraz 50% wartości prędkości maksymalnej.

![Rys. 5. Dokładność pozycjonowania punktów sześcianu o boku 200 mm, bez rotacji narzędzia](image)
Rys. 6. Dokładność położenia punktów sześcianu o boku 600 mm, bez rotacji narzędzia

Rys. 7. Dokładność położenia punktów sześcianu o boku 1000 mm, bez rotacji narzędzia

W przypadku sześcianu o boku 200 mm błędy położenia wynosiły w poszczególnych punktach: C4 (APp1) 1,23 - 1,59 mm, C3 (APp2) 1,11 - 1,53 mm, C5 (APp3) 0,8 – 0,91 mm i C6 (APp4) 0,74 – 1,1 mm. Stwierdzono znaczące wahania dokładności położenia w przypadku punktu C4, co może być spowodowane tym, że robot do tej pozycji wykonywał dojazd z punktu Home, umieszczonego w centrum sześcianu pomiarowego. Wyniki badania dokładności położenia w przypadku sześcianu o boku 600 mm wykazały w poszczególnych punktach następujące błędy położenia: C4 (APp1) 1,74 - 1,81 mm, C3 (APp2) 1,13 - 1,6 mm, C5 (APp3) 0,87 – 1,22 mm i C6 (APp4) 0,54 – 0,77 mm. W punkcie C6 robot charakteryzuje się zatem bardzo dużą dokładnością położenia, która nie wymaga zastosowania dodatkowych środków korygujących położenie w razie zastosowania opracowanego programu w przemyśle. Przy pomiarach dokładności położenia robota w sześcianie o boku 1000 mm stwierdzono w poszczególnych punktach następujące błędy położenia: C4 (APp1) 1,5 - 1,77 mm, C3 (APp2) 0,95 - 1,04 mm, C5 (APp3) 1,96 – 2,36 mm i C6 (APp4) 1,59 – 1,97 mm. W przypadku punktów C5 oraz C6 wykazano bardzo duże odchylenie od zadanego położenia.
i tutaj konieczna będzie korekcja współrzędnych punktów. W przypadku sześcianu pomiarowego o boku 1000 mm dokonano dodatkowych pomiarów przy prędkości ruchu robota ograniczonej odpowiednio do 10% i 50% wartości maksymalnej, jednakże stałej w trakcie poszczególnych prób. Celem takiego działania była chęć sprawdzenia, czy ograniczenie prędkości przejazdu robota ma wpływ na zmniejszenie wartości odchylen od położenia zadanego. Wyniki badania wskazują następujące błędy poziomowania w poszczególnych punktach: C4 1,53 - 1,64 mm, C5 0,78 - 0,87 mm, C5 2,16 – 2,18 mm i C6 2 – 2,01 mm. Na tej podstawie można stwierdzić, że zmiana prędkości przejazdu robota nie ma znaczącego wpływu na różnicę wartości odchylen od położenia zadanego w poszczególnych próbach. Nie zauważono bowiem, aby wartości odchylen były wyraźnie bliższe zeru wraz ze zmniejszaniem wartości prędkości robota w poszczególnych przejazdach. Spodziewane zmniejszenie dokładności poziomowania można zaobserwować wraz ze wzrostem wielkości sześcianu i stopnia skomplikowania ścieżek tylko wobec sześcianów o boku 200 i 600 mm. Przy większych wymiarach sześcianu pomiarowego dokładność poziomowania robota jest zróżnicowana w stosunku do punktów poszczególnych ścieżek i nieprzewidywalna. Należy więc liczyć się z występowaniem tych błędów, gdyż nie można ich uniknąć, np. poprzez programową kompensację.

Rys. 8. Średnie wartości dokładności poziomowania robota, w przypadku każdej ze ścieżek, w poszczególnych punktach pomiarowych
5. Badania powtarzalności pozycjonowania

Badania powtarzalności pozycjonowania robota przemysłowego, oznaczonej symbolem \( RP_i \), przeprowadzono zgodnie z wytycznymi normy PN-EN 9283 [27]. Wyniki opracowano, korzystając z danych dotyczących dokładności pozycjonowania. Powtarzalność jest definiowana jako sfera o promieniu równym wartości powtarzalności \( RP_i \) i centrum o współrzędnych obliczonych ze średnich współrzędnych poszczególnych punktów pomiarowych zgodnie z zależnościami:

\[
RP_i = \bar{l} + 3S_l, \quad (5)
\]

gdzie:

\[
\bar{l} = \frac{1}{n} \sum_{j=1}^{n} l_j, \quad (6)
\]

\[
l_j = \sqrt{(x_j-\bar{x})^2 + (y_j-\bar{y})^2 + (z_j-\bar{z})^2}, \quad (7)
\]

\[
S_l = \sqrt{\frac{\sum_{j=1}^{n} (l_j-\bar{l})^2}{n-1}}, \quad (8)
\]

Na rys. 9 - 11 przedstawiono wybrane wyniki wyliczenia powtarzalności pozycjonowania rozpatrywanego robota, podczas osiągania poszczególnych punktów pomiarowych. Utworzone sfery, na poszczególnych rysunkach, wyskalowano względem siebie.

Rys. 9. Powtarzalność pozycjonowania punktów sześcianu o boku 200 mm, z rotacją narzędzia +20° w osiach X oraz Y

Rys. 10. Powtarzalność pozycjonowania punktów sześcianu o boku 600 mm, z rotacją narzędzia +20° w osiach X oraz Y
Rys. 11. Powtarzalność pozycjonowania punktów sześcianu o boku 1000 mm, z rotacją narzędzia +20° w osiach X oraz Y

Na rys. 12 zestawiono średnie wyniki badania powtarzalności pozycjonowania w czterech punktach pomiarowych sześcianów o bokach 200, 600 i 1000 mm. W poszczególnych pomiarach punkty osiągane były:
- bez rotacji narzędzia,
- z rotacją narzędzia o kąt +20° względem osi Y,
- z rotacją narzędzia o kąt +20° względem osi X oraz Y,
- w przypadku sześcianu o boku 1000 mm dodatkowo bez rotacji narzędzia z prędkościami równymi 10% oraz 50% prędkości maksymalnej.

Wyniki badania powtarzalności pozycjonowania w przypadku sześcianu o boku 200 mm wykazują błędy powtarzalności w poszczególnych punktach: C4 0,12 ± 0,03 mm, C3 0,055 ± 0,015 mm, C5 0,035 ± 0,015 mm i C6 0,04 ± 0,01 mm. Należy zauważyć, że sfera w punkcie C4 ma wyraźnie większy promień w stosunku do pozostałych sfer. Największą wartość powtarzalności pozycjonowania, w przypadku każdego z punktów pomiarowych, uzyskano natomiast w badaniu z rotacją narzędzia w osiach X oraz Y. W przypadku sześcianu o boku 600 mm wykazano błędy powtarzalności pozycjonowania w poszczególnych punktach: C4 0,045 ± 0,005 mm, C3 0,03 ± 0,01 mm, C5 0,03 ± 0,01 mm i C6 0,035 ± 0,005 mm. Wyznaczone sfery błędów powtarzalności pozycjonowania sześcianu pomiarowego o boku 600 mm są bardziej równomierne, niż sześcianu pomiarowego o boku 200 mm. Oprócz równomierności pomiarów należy również zauważyć, że ich małe wartości świadczą o bardzo dobrej powtarzalności robota. W przypadku sześcianów o boku 1000 mm wykazano błędy powtarzalności w poszczególnych punktach: C4 0,055 ± 0,015 mm, C3 0,055 ± 0,015 mm, C5 0,075 ± 0,035 mm i C6 0,08 ± 0,04 mm. Sfery mają dużą rozbieżność wartości powtarzalności w każdym z punktów pomiarowych. Nie można zatem ustalić, który z punktów był osiągany z najlepszą powtarzalnością. W wyniku badania powtarzalności pozycjonowania ze zmienianą prędkością przejazdu wykazano następujące błędy powtarzalności pozycjonowania w poszczególnych punktach: C4 0,09 ± 0,01 mm, C3 0,035 ± 0,005 mm, C5 0,045 ± 0,015 mm i C6 0,03 ± 0,01 mm. Wyniki uzyskane podczas badań ze zmniejszoną prędkością przejazdu sugerują, że mała prędkość nie zmienia wartości powtarzalności pozycjonowania i nie jest uzasadnione jej zmniejszanie w celu uzyskania lepszej powtarzalności.
Rys. 12. Średnie wartości powtarzalności pozycjonowania RP; każdej ze ścieżek w poszczególnych punktach pomiarowych

Jak zaobserwowano, powtarzalność pozycjonowania robota jest zróżnicowana w punktach pomiarowych poszczególnych ścieżek. Na podstawie wszystkich prób nie można wykazać żadnego ukształtowanego trendu zależności powtarzalności pozycjonowania robota. W przypadku badanego robota przemysłowego uzyskane wartości powtarzalności pozycjonowania nie stanowią jednak istotnego problemu podczas tworzenia programów w trybie offline, gdyż wartości odchyłek są pomijalnie małe względem zadań, do jakich dany robot może być zastosowany (głównie spawanie).

6. Badanie odwzorowania ścieżki ruchu robota w środowiskach rzeczywistym i wirtualnym

Badanie odwzorowania ścieżki miało na celu określenie, w jaki sposób ruchy robota przemysłowego, zaprogramowane w środowisku wirtualnym programowania offline, są
odwzorowywane w rzeczywistości. Do tego celu w programie Robcad użyta została opcja „TCP track”, za pomocą której możliwe jest utworzenie punktów w miejscu TCP, na torze ruchu robota. Aby zarejestrować tor ruchu robota rzeczywistego, zastosowano tracker Faro. Ze względu na fakt, że ruch robota nie odbywał się po ścieżce przeprowadzanej prostopadle do trackera, sonda musiała być okresowo przestawiana w stronę tracker (kąt widzenia SMR to 30°). Prędkość przejazdu robota zmniejszono do 150mm/min. Po przeprowadzeniu pomiarów skopiowano współrzędne punktów, zmierzone przez tracker Faro, do programu Robcad. W tym celu zastosowano makropolecenie programu Microsoft Excel, które rejestrowało referencyjne punkty pomiarowe oddalone od siebie o 10 mm.

Zarejestrowaną w ten sposób ścieżkę robota rzeczywistego porównano w utworzonych punktach referencyjnych ze ścieżkami wygenerowanymi w programie Robcad. W pierwszym przypadku zarejestrowany przebieg ścieżki robota rzeczywistego porównano ze ścieżką symuluowaną w trybie „default” (standardowo dostarczony wraz z programem Robcad), w drugim w trakcie symulacji użyto narzędzia Robot Controller Software (RCS) „Kuka_KRC1_Spot”.

Na rys. 13 przedstawiono graficznie różnice pomiędzy przebiegiem otrzymanych ścieżek w jednej z płaszczyzn w środowisku wirtualnym w trybie „default” (kolor fioletowy) oraz z narzędziem RCS (kolor żółty). Na rys. 14 i 15 pokazano szczegółowo odchylenia w poszczególnych osiach ścieżki symulowanej w środowisku wirtualnym względem ścieżki zmierzonej na robocie rzeczywistym, odpowiednio w przypadku symulacji w trybie „default” (rys 14) oraz z użyciem narzędzia RCS Kuka_KRC1_Spot (rys. 15). Na rys. 16 przedstawiono natomiast graficzne porównanie ścieżek utworzonych przez program Robcad oraz ścieżki rzeczywistej ruchu robota z rotacją narzędzia +20° w osiach X oraz Y. Wyraźnie widoczne jest, że ścieżka rzeczywista (kolor niebieski) pokrywa się ze ścieżką utworzoną z użyciem narzędzia RCS (kolor żółty), natomiast znacząco rozmija się ze ścieżką utworzoną w trybie „default” (kolor fioletowy).

Rys. 13. Ścieżki utworzone przez program Robcad podczas przejazdu z pozycji Home z rotacją narzędzia +20° w osiach X oraz Y: Kolor fioletowy - ścieżka utworzona w trybie symulacji „default”, żółty - w trybie symulacji z narzędziem RCS
Rys. 14. Odchylenia ścieżki z rotacją narzędzia +20° w osiach X oraz Y w programie Robcad w trybie „default” względem ścieżki zmierzonej przez tracker Faro

Rys. 15. Odchylenia ścieżki z rotacją narzędzia +20° w osiach X oraz Y w programie Robcad z narzędziem RCS Kuka_KRC1_Spot względem ścieżki zmierzonej przez tracker Faro
Rys. 16. Porównanie ścieżek utworzonych przez program Robcad oraz ścieżki rzeczywistej z rotacją narzędzia +20° w osi X oraz Y. Ścieżki: rzeczywista – kolor niebieski, symulowana w trybie „default” – kolor fioletowy, symulowana z narzędziem RCS – kolor żółty
6. Podsumowanie

Programowanie robotów w środowisku offline jest w dużym stopniu uzależnione od dokładnego odwzorowania elementów ich rzeczywistego otoczenia, jak również ich rozmieszczenia. Dlatego istotne jest to, aby pomiary obiektów w środowisku pracy robota rzeczywistego były przeprowadzone starannie i dokładnie. Bardzo istotne jest również wyznaczenie bazy robota (work object) oraz jego punktu TCP. Zadanie to wymaga dużej precyzji. Doświadczenie i umiejętności osoby odpowiedzialnej za pomiary odgrywają kluczową rolę w programowaniu offline, a także uruchomieniu robota rzeczywistego.

Przy tworzeniu programów w środowisku offline trzeba uwzględnić także pewne niedoskonałości robota przemysłowego, a więc jego dokładność i powtarzalność pozycjonowania. Jak wykazano w trakcie badań, są to wielkości, których nie można precyzyjnie przewidzieć. Dokładność nowoczesnych robotów przemysłowych obecnie używanych w większości zakładów produkcyjnych, może stanowić istotny problem dla programistów. Jak bowiem wykazano, podczas pomiarów dokładności osiągania zadanych punktów pomiarowych, w przypadku sześciu o boku 1000 mm, jeden z punktów osiągany był z błędem 2,21 mm w stosunku do pozycji zadanej. Wartość ta jest nie do przyjęcia i musi zostać poddana korekcji w trakcie programowania online. Należy zauważyć, że błąd ten pojawi się niezależnie od tego, jak dobrze wykonano program w środowisku offline, czy też jak precyzyjnie dokonano pomiarów otoczenia robota rzeczywistego i jego odwzorowania w środowisku wirtualnym. Nawet najlepiej napisany program offline może okazać się bowiem nieadekwatny do środowiska rzeczywistego. Niezmiernie istotne jest więc, aby osoba, która odpowiedzialna jest za zaprogramowanie robota rzeczywistego w środowisku jego pracy, zweryfikowała punkty toru jego ruchu, zwracając szczególną uwagę na te z nich, które znajdują się w pobliżu elementów otoczenia lub też są punktami procesowymi w operacjach takich, jak klejenie czy spawanie. Wprowadzona poprawka programu opracowanego offline zostanie utrzymana podczas pracy robota dzięki dużej powtarzalności, której wartość w najgorszym wypadku w trakcie badań wynosiła 0,15 mm. Zapewnia to uzyskanie zadanego położenia robota z wymaganą precyzją.

Ważnym elementem jest również użytkowanie odpowiedniego oprogramowania w środowisku offline, gdyż ścieżki ruchu robota rzeczywistego mogą mieć poważne odchylenia od programów tworzonych w tym środowisku. Wprowadza to zagrożenie dla sprzętu zrobotyzowanej celi, i może doprowadzić do kolizji. Odpowiednie oprogramowanie pozwala na pracę offline, bez obawy, że rzeczywisty robot będzie poruszał się po ścieżkach znacząco innych niż robot w symulacji. Przeprowadzając porównanie ścieżki ruchu robota przemysłowego symulowanego w środowisku 3D z warunkami rzeczywistymi, wykazano istotne rozbieżności w razie stosowania standardowego oprogramowania (trybu „default”). Mogą być one istotnie zredukowane dzięki zastosowaniu dodatkowego narzędzia Robot Controller Software, oferowanego do systemu Robcad.

W trakcie przeprowadzonych badań dokonano weryfikacji dokładności i powtarzalności pozycjonowania robota przemysłowego oraz precyzji odwzorowania ścieżek ruchu, opracowanych w trakcie programowania offline, przez robot rzeczywisty. Przedstawiona metoda pomiarowa umożliwia ponadto ocenę wpływu na te parametry ruchu robota takich czynników, jak jego obciążenie, czy też temperatura otoczenia. W niniejszej pracy omówiono najbardziej istotne aspekty programowania robotów offline i online. W celu pełnej oceny precyzji działania robota przemysłowego należy uwzględnić również dodatkowe parametry jego pracy, jak odwzorowanie zachowania rotacji w punktach procesowych, pomiary dynamiki robota itd. Zagadnienia te są przedmiotem dalszych badań, a ich wyniki zostaną przedstawione w kolejnych opracowaniach autorów.
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Dynamika zużycia płytek skrawających podczas toczenia niejednorodnego materiału na przykładzie polimerobetonu

Słowa kluczowe: dynamika zużycia, toczenie, polimerobeton, odlew mineralny, chropowatość powierzchni, siły skrawania

Streszczenie: W niniejszym artykule zaprezentowano wyniki badań dynamiki zużycia pięciu różnych płytek skrawających (do obróbki materiałów trudnoobrabialnych, do wykończeniowej obróbki żeliwa, do zgrubnej obróbki żeliwa, do obróbki stali oraz do obróbki stali nierdzewnej) podczas toczenia niejednorodnego materiału, jakim jest polimerobeton. Polimerobeton jest trudnoobrabialnym, anizotropowym materiałem kompozytowym. Podczas wykonywania badań dokonywany był zapis składowych siły skrawania w czasie rzeczywistym. Po wykonaniu każdego przejścia obróbczego zmierzone zostały wartości parametrów chropowatości Ra oraz Rz obróbionej powierzchni w kierunku prostopadłym do śladów obróbki oraz wykonane zdjęcia pod mikroskopem naroży płytek, na podstawie których zmierzono zużycie głównej powierzchni przyłożenia oraz pomocniczej powierzchni przyłożenia. Zaprezentowano również wygląd każdej z płytek po przeprowadzonych badaniach. Na koniec sformułowano wnioski na temat dynamiki zużycia płytek biorących udział w badaniu, a także stosowalności ich podczas toczenia polimerobetonu.

1. Wstęp

Polimerobeton (odlew mineralny) to wieloskładnikowy materiał kompozytowy, w którym wypełniającym naczynie są nieorganiczne ziarna kruszyw, natomiast spojowym stanowią żywice polimerowe [1, 2, 4, 6, 7, 13]. Polimerobeton jest wykorzystywany do produkcji różnych produktów, takich jak prefabrykatury urządzeń sanitarnych, konstrukcje odporne na korozję, zbiorniki kwasowe, studzienki, dreny, barierki autostrad, materiały naprawcze lub części maszyn, takie jak prowadnice, stoły lub łóża obrabiarek [11]. Coraz bardziej powszechnie zastosowanie odlewu mineralnego w codziennym funkcjonowaniu wymusza stosowanie bardziej dokładnych form do ich wykonania. W zależności od wymagań dotyczących osiąganej precyzji, tolerancji wymiarowych, chropowatości
powierzchni odlewy mineralne można wykonywać w formach drewnianych, plastikowych, metalowych, żeliwnych lub kombinowanych [6]. Z tego względu w celu uzyskania odpowiednich parametrów warstwy wierzchniej elementy wykonane z odlewu mineralnego, po wyjęciu z formy należy poddać obróbce skrawaniem. Niejednorodność materiału jakim jest polimerobeton sprawia, że zużycie narzędzia skrawającego następuje bardzo dynamicznie. W strukturze materiału kompozytowego jakim jest polimerobeton występują bardzo twardo kruszywa oraz miękki materiał wiążący (żywica polimerowa). Oprócz różnic w twardości materiałów składających się na kompozyt, istnieje znaczna różnica w sposób oddzielania materiału podczas obróbki (pękanie, tworzenia wióra itd.) oraz znaczną różnice w sposób przepływu energii cieplnej powstającej podczas procesu skrawania pomiędzy poszczególnymi materiałami wchodzącymi w skład polimerobetonu. Taka struktura materiału skrawanego stanowi o bardzo skomplikowanych warunkach, w jakich pracuje narzędzie obróbkowe. Stąd potrzeba określenia i zbadania mechanizmu zużycia narzędzi skrawających podczas obróbki polimerobetonu.

W procesie skrawania powierzchnie robocze narzędzia pozostają w kontakcie z przemieszczającym się względem nich wiórem oraz powierzchniami materiału obrabianego. Zjawiska występujące na tych powierzchniach powodują zużywanie się narzędzia skrawającego, polegające przede wszystkim na zmianie geometrii narzędzia w jego części roboczej i w konsekwencji utratę zdolności skrawnych narzędzia [3]. Do zjawisk tych należą:

- ścieranie mechaniczne,
- adhezja,
- dyfuzja,
- zjawiska chemiczne (głównie utlenianie).

Udział tych zjawisk w procesie zużycia narzędzi nie jest jednakowy i zależy od warunków obróbki, z których największy wpływ ma prędkość skrawania [3]. Inne postaci zużywania się narzędzi to:

- mikrowykruszenia materiału narzędziowego w okolicy krawędzi skrawającej,
- deformacja plastyczna materiału narzędziowego,
- mikropleśniecia materiału narzędziowego.

Narzędzie może również ulec zniszczeniu poprzez wyłamanie dużej objętości materiału w części roboczej ostrza w wyniku przekroczenia doraźnej lub zmęczeniowej wytrzymałości materiału [3]. Wyżej wymienione procesy powodują, że robocza część ostrza zmienia geometrię tracąc swe zdolności skrawające.

W celu określenia dynamiki zużycia narzędzi skrawających stosuje się wskaźniki, które za pomocą szeregu parametrów opisują zużycie na głównej powierzchni przyłożenia i powierzchni natarcia [3, 9, 10]. Na rysunku 1 przedstawiono wskaźniki zużycia dla noża tokarskiego [8].

Rysunek 1. Wskaźniki zużycia noża tokarskiego [8]
Na głównej powierzchni przyłożenia zużycie występuje wzdłuż czynnej krawędzi skrawającej w postaci startego paska o zmiennej szerokości. Zwiększone zużycie naroża (VBc) jest spowodowane głównie koncentracją naprężeń i wyższą temperaturą w tej strefie krawędzi skrawającej, natomiast wyżłobienie (VBN) jest spowodowane wpływem warstwy wierzchniej, najczęściej utwardzeniem po poprzedniej operacji (np. skorupa odlewnicza) oraz procesami chemicznymi (np. procesem utleniania) [8].

Na powierzchni natarcia zużycie występuje w postaci rowka położonego, w większości przypadków, w pewnej odległości od krawędzi skrawającej (KM – odległość środka żłóbka od krawędzi skrawającej lub KB – szerokość żłóbka). Jest to strefa, w której występuje podczas skrawania najwyższa temperatura na powierzchni natarcia [8].

Zużycie na głównej powierzchni przyłożenia występuje praktycznie w każdych warunkach obróbki, natomiast znaczące zużycie na powierzchni natarcia jest charakterystyczne dla wysokich prędkości skrawania. Jako miarę zużycia na głównej powierzchni przyłożenia przyjmuje się szerokość starta VBc w środkowej części czynnej głównej krawędzi skrawającej, natomiast zużycie na powierzchni natarcia opisywane jest najczęściej głębokością rowka KT [8].

Zużywaniu się ostrza skrawającego towarzyszą takie zjawiska jak:

- pogorszenie gładkości powierzchni obrabianej,
- zmiana wymiarów gabarytowych przedmiotu obrabianego,
- zwiększenie poziomu drgań i hałasu,
- wzrost temperatury skrawania.

Większość z tych zjawisk jest wykorzystywana do aktywnej detekcji zużycia narzędzia np. w zautomatyzowanej produkcji.

Proces zużywania się narzędzia skrawającego jest procesem przebiegającym w okresie trwałości narzędzia z różnym natężeniem. Typowe przebiegi zużycia w czasie przedstawiono na rysunku 2 [8].

Rysunek 2. Typowe przebiegi zużycia narzędzia w czasie [8]

W większości przypadków można wyróżnić trzy charakterystyczne fazy ściernego zużywania się narzędzia [8]:

I – początkowa, krótkotrwała faza (odcinek AB) spowodowana jest głównie docieraniem się powierzchni narzędzia i usuwaniem nierówności powierzchni powstałych w wyniku ostrzenia,

II – druga faza (odcinek BC) charakteryzuje się mało intensywnym przyrostem zużycia i stanowi na ogół 90% całkowitego czasu pracy narzędzia,

III – w trzeciej faze (odcinek CD) wzrasta gwałtownie VB, co spowodowane jest wzrostem sił i temperatury podczas obróbki zużytym ostrzem. Wejście narzędzia w ten okres zużycia oznacza jego stępienie.
Praca narzędzia w trzecim okresie zużycia jest nieopłacalna, ponieważ daje niewielkie przyrosty czasu skrawania kosztem dużego zużycia narzędzia i znacznego wzrostu kosztów ostrzenia. Ponadto istnieje realna groźba zniszczenia narzędzia i przedmiotu obrabianego w przypadku wystąpienia katastroficznego zużycia narzędzia [8].

Taki mechanizm zużycia narzędzia skrawającego został opisany w literaturze i dotyczy skrawania materiałów izotropowych. Polimerobeton jako materiał anizotropowy stanowi przedmiot niniejszych badań. W celu określenia dynamiki zużycia płytek skrawających podczas procesu toczenia został wyznaczony wskaźnik zużycia narzędzia skrawającego VBgpp oraz pomocniczej powierzchni przyłożenia (VBppp). Zostały również przeprowadzone badania chropowatości obrabianej powierzchni oraz pomiary składowych siły skrawania.

2. Oznaczenia

| Symbol | Opis |
|--------|------|
| \( v_c \) | prędkość skrawania |
| \( f \) | posuw |
| \( a_p \) | głębokość skrawania |
| \( F_s \) | siła odporowa |
| \( F_p \) | siła posuwowa |
| \( F_z \) | siła obwodowa |
| \( F \) | siła skrawania |
| \( R_a \) | chropowatość powierzchni |
| \( R_z \) | wysokość chropowatości |
| GPP | główna powierzchnia przyłożenia |
| PPP | pomocnicza powierzchnia przyłożenia |
| VB | zużycie narzędzia |
| VBgpp | zużycie głównej powierzchni przyłożenia |
| VBppp | zużycie pomocniczej powierzchni przyłożenia |

3. Materiały oraz metodyka badań

3.1. Polimerobeton

Materiałem użyтыm do badań był polimerobeton oferowany przez firmę RAMPF, dostępny na rynku pod nazwą EPUCRET 140/5 [5]. Jest to materiał stosowany do odlewania małych części maszyn tj. prowadnice, stoły czy loża, o masie nieprzekraczającej 500 kg. W jego skład wchodzą kruszywa o rozmiarze od kilku mikrometrów do 5 mm. W celu przygotowania próbek w pierwszej kolejności dodano do siebie odpowiednie udziały masowe utwardzacza oraz żywicy epoksydowej i dokładnie wymieszano, aż do uzyskania jednolitej konsystencji. Następnie dodano odpowiedni udział masowy wypełniacza mineralnego i całość ponownie wymieszano, aż do uzyskania jednolitego wyglądu kompozycji. Tak przygotowaną mieszaniną zalano formę dbając o odpowiednie zagęszczenie wadło celem uniknięcia powstania wewnątrz próbek pęcherzyków powietrza. Następnie próby zastygały w formie przez 24 h, nabierając przy tym 80-90% twardości, a po wyjęciu próbki z formy całość leżącą jeszcze przez 14 dni nabierając pełnej twardości. Do badań przygotowano szereg walcowych próbek o wymiarach: średnica Ø40 mm oraz wysokość 60 mm. Na rysunku 3 przedstawiono widok próbki przygotowanej do badań, umieszczonej w uchwycie trójszczekowym tokarki CNC.
Rysunek 3. Widok zamontowanej próbki odlewu mineralnego

3.2. Płytki skrawające
Badania przeprowadzono dla 5 rodzajów płytek skrawających firmy Sandvik:
- WNGA 060408 S01030A 7015 do obróbki materiałów trudnoobrabialnych,
- WNMG 060408 KF 3005 do wykończającej obróbki toczenia żeliwa,
- WNMG 060408 KR 3205 do zgrubnej obróbki toczenia żeliwa,
- WNMG 060408 PM 4225 do obróbki toczenia stali,
- WNMG 060404 WF 2015 do obróbki toczenia stali nierdzewnej.

W tabeli 1 przedstawiono zestawienie parametrów skrawania zalecanych przez producenta dla poszczególnych płytek.

| Parametr skrawania | WNGA 060408 S01030A 7015 | WNMG 060408 KF 3005 | WNMG 060408 KR 3205 | WNMG 060408 PM 4225 | WNMG 060404 WF 2015 |
|------------------|-------------------------|------------------|------------------|------------------|------------------|
| Głębokość skrawania $a_p$ [mm] | 0,07÷0,80 | 0,20÷2,00 | 0,24÷4,50 | 0,50÷4,00 | 0,30÷2,00 |
| Posuw wzdłużny $f$ [mm/obr] | 0,05÷0,30 | 0,08÷0,25 | 0,17÷0,42 | 0,15÷0,50 | 0,05÷0,25 |
| Prędkość skrawania $v_c$ [m/min] | 150÷250 | 255÷280 | 305÷390 | 275÷425 | 260÷305 |

Płytka WNGA 060408 S01030A 7015 jest płytą przeznaczoną do obróbki materiałów trudnoobrabialnych. Płytki do toczenia żeliwa (WNGA 060408 KF 3005 oraz WNMG 060408 KR 3205) zostały wybrane do badań ze względu na swoje polepszone właściwości obróbcze. Żeliwo można traktować jako materiał niejednorodny. Bardzo często w elementach odlewanych z żeliwa, np. korpusach obrabiarek, znajdują się różnego rodzaju pory, wtrącenia itp., które sprawiają, że obróbka takiego elementu jest skomplikowanym procesem. W takim odlewie również mogą znajdować się wtrącenia mineralne tuż pod powierzchnią, pochodzące z procesu odlewniczego np. z form piaskowych. Płytki WNMG 060408 PM 4225 oraz WNMG 060404 WF 2015 zostały wybrane do badań w celu porównania jakości obróbki polimerobetonu przy użyciu płytek przeznaczonych do obróbki tradycyjnych materiałów konstrukcyjnych jakimi są stale.

3.3. Metodyka badań
Badania zostały przeprowadzone na tokarce firmy HAAS o numerze katalogowym SL10, która znajduje się na wyposażeniu Instytutu Obrabiarek i Technologii Budowy Maszyn Politechniki Łódzkiej.
Wykonano procesy toczenia wzdłużnego z następującymi parametrami, które wyznaczono podczas badań wstępnych:

- prędkość skrawania \( v_c = 50 \) m/min;
- posuw wzdłużny \( f = 0,2 \) mm/obr;
- głębokość skrawania \( a_p = 0,25 \) mm.

Podczas procesu skrawania w strefę obróbki podawany był płyn chłodząco – smarujący. Dzięki właściwościam smarnym płyn powodował spadek temperatury obróbki oraz mniejsze zapylenie. Dodatkowo płyn chłodząco-smarujący powodował lepsze odprowadzenie mikrowiórów ze strefy skrawania.

Podczas wykonywania badań dokonywany był zapis składowych siły skrawania w czasie rzeczywistym celem określenia całkowitej siły skrawania. Tor pomiarowy składał się z siłomierza Kistler 9121, wzmacniacza Kistler 5070A oraz rejestratora w postaci karty przetwornika AC dla szyny PCI typ 2855A4 zamontowanej w komputerze klasy PC. Po wykonaniu każdego przejścia obróbczego zostały zmierzone wartości parametrów chropowatości Ra oraz Rz obrobionej powierzchni w kierunku prostopadłym do śladow obróbki (zgodnie z normą PN-EN ISO 4287:1999 [12]). Do tego celu został wykorzystany przenośny chropowatościomierz Mitutoyo SJ-210. Zostały również wykonane zdjęcia pod mikroskopem wierzchołków płytek, na podstawie których zmierzono zużycie głównej powierzchni przyłożenia oraz pomocniczej powierzchni przyłożenia po wykonaniu każdego przejścia obróbczego. Dodatkowo zaprezentowano wygląd każdej z płytek po przeprowadzonych badaniach. Każdy z eksperymentów został przeprowadzony 3-krotnie. Wartości średnie oraz ich odchylenia standardowe przedstawione na wykresach prezentują otrzymane wyniki badań dynamiki zużycia płytek skrawających podczas tocznia niejednorodnego materiału na przykładzie polimerobetonu.

4. Wyniki i dyskusja

Podczas skrawania odlewu mineralnego występuje głównie zużycie na pomocniczej powierzchni przyłożenia. Jednakże do oceny wielkości zużycia brano pod uwagę zarówno szerokość zużycia głównej powierzchni przyłożenia VBgpp (rys. 4), jak i pomocniczej powierzchni przyłożenia VBppp (rys. 5). Po każdym przejściu dokonywano pomiaru zużycia poszczególnych płytek. Wyniki tych pomiarów przedstawiono na poniższych rysunkach, dzięki czemu można było przeprowadzić analizę zużycia narzędzi w funkcji czasu.

Rysunek 4. Zużycie głównej powierzchni przyłożenia płytek tokarskich w funkcji czasu skrawania
Rysunek 5. Zużycie pomocniczej powierzchni przyłożenia płytek tokarskich w funkcji czasu skrawania

Największe zużycie zaobserwowano dla płytek WNMG 060408 PM 4225 (przeznaczonych do obróbki stali) oraz WNMG 060404 WF 2015 (przeznaczonych do obróbki stali nierdzewnej). Powierzchnie przyłożenia bardzo szybko się zużywały i po 280 sekundach praca tych narzędzi była głośna. Dodatkowo po tym czasie stwierdzono cofnięcie się naroża, czego efektem był spadek rzeczywistej głębokości skrawania, która stanowiła tylko 50% nastawnej głębokości skrawania. Maksymalne zalecane kryterium zużycia narzędzia nie powinno przekroczyć VB = 0,3 mm. Uznano zatem, że przy takiej wartości parametru zużycia VB należy przerwać eksperyment. Można zaobserwować, że powłoka, którą zostały pokryte narzędzia nie była wytrzymała i odporna na ścieranie. Najmniejsze zużycie głównej powierzchni przyłożenia oraz pomocniczej powierzchni przyłożenia uzyskano podczas toczenia narzędziem o oznaczeniu WNGA 060408 S01030A 7015. Przy każdej próbie uzyskiwano niewielkie różnice zużycia (w porównaniu do pozostałych płytek). Niestety naprężenia na powierzchni natarcia narzędzia jakie uzyskano podczas obróbki dawały efekt w postaci zniszczenia narzędzia (wykruszenia naroża), co spowodowało wyeliminowanie płytki z dalszych prób (rysunek 9a).

Podczas każdej próby obróbczej dokonywano pomiaru składowych siły skrawania $F_x$, $F_y$ oraz $F_z$ w czasie rzeczywistym. Na tej podstawie wyliczono wartość całkowitej siły skrawania i przedstawiono na rysunku 6 jako wykres zależności wartości średniej siły skrawania uzyskanej podczas 3-krotnego powtórzenia eksperymentu wraz z odchyleniem standardowym w funkcji czasu.
Wartości składowych siły skrawania wpływają w znacznym stopniu na dokładność i jakość powierzchni obrabionej wykonywanych elementów. Duże siły toczenia odlewów mineralnego powodują również szybsze zużycie się narzędzi oraz obrabiarki. Najmniejsze wartości siły otrzymano podczas skrawania płytką o oznaczeniu WNGA 060408 S01030A 7015. Niestety podczas jednego z eksperymentów pomiędzy 280 a 315s płytką uległa zniszczeniu. Dla płytek oznaczonych jako WNMG 060404 WF 2015 oraz WNMG 060408 PM 4225 po 300 sekundach obróbki odlewu mineralnego siły na tyle były wysokie, że podczas pracy obrabiarka wzbudzała się do drgań. Na podstawie przebiegu sił, można zauważyć szybkość zużywania się narzędzi. Małe zużycie płytki WNGA 060408 S01030A 7015 spowodowało, że długo zachowywała ona dobre właściwości skrawne, co przełożyło się na dużo mniejsze siły niż w przypadku pozostałych narzędzi.

Na chropowatość obrabionej powierzchni wpływa wiele czynników. Rodzaj użytego narzędzia, jego geometria, parametry obróbcze oraz rodzaj materiału obrabianego. W tym przypadku niejednorodność materiału polegająca na występowaniu w odlewie mineralnym ziaren kruszyw różnej wielkości powoduje, że uzyskanie powtarzalnego pomiaru na obrabionej powierzchni było skomplikowane. Obrazuje to duży rozrzut wielkości średniej, zaprezentowany za pomocą odchylenia standardowego. Wartości parametrów chropowatości Ra i Rz przedstawiono na rysunkach 7 oraz 8.
Zgodnie z przewidywaniami na podstawie wielkości sił skrawania oraz zużycia narzędzia najlepszą jakość obrobionej powierzchni uzyskano przy zastosowaniu płytki o oznaczeniu WNGA 060408 S01030A 7015. Dla tego narzędzia otrzymano najmniejsze wartości parametru chropowatości Ra i Rz, które były powtarzalne dla każdego z eksperymentów, co prezentuje najmniejszą wartość odchylenia standardowego. Warto zaznaczyć, że w tym przypadku, pomimo zużycia narzędzia wartość chropowatości Ra nieznacznie wzrosła o około 1,5 µm, a chropowatości Rz o około 10 µm w porównaniu z wartościami początkowymi. Dla innych płytek wraz ze wzrostem zużycia narzędzia wzrastała wartość chropowatości powierzchni – dla parametru Ra około trzykrotnie, dla Rz około dwukrotnie. Świadczy to o bardzo szybkim ścieraniu się powierzchni przyłożenia narzędzia. Dlatego też podczas pomiarów chropowatości obrobionej powierzchni uzyskiwano znacznie większy rozrzut mierzonych wartości.

Dodatkowo zostały wykonane zdjęcia pod mikroskopem każdej z płytek po przeprowadzonych badaniach, które zaprezentowano na rysunku 9.
Na podstawie przeprowadzonych badań można opisać mechanizm zużycia narzędzia w przypadku prowadzenia obróbki skrawaniem materiałów niejednorodnych jakim jest polimerobeton w zakresie warunków skrawania przyjętych podczas testów. Porównując wykresy zużycia narzędzia w funkcji czasu dla materiałów izotropowych (rysunek 2) oraz materiałów anizotropowych (rysunki 4 oraz 5) można zauważyć, że brak jest wyraźnego podziału na 3 charakterystyczne fazy ściernego zużycia narzędzia. Można domniemywać, że faza I (docieranie narzędzia) przebiega w czasie od rozpoczęcia procesu obróbkowego i kończy się przed pierwszym punktem pomiarowym (w 35 sekundzie testu), jednakże w celu potwierdzenia tego faktu należałoby przeprowadzić dodatkowe badania w tym przedziale czasowym. Na podstawie przeprowadzonych badań w przedstawionym zakresie mają na celu nakreślenie zarysu mechanizmu zużycia narzędzia skrawającej oraz trendów zmian parametrów wynikowych skrawania (chropowatości powierzchni obrabianej) materiału anizotropowego jakim jest odlew mineralny.

5. Podsumowanie

Na podstawie wyników z przeprowadzonych badań można stwierdzić jednoznacznie, że narzędzia przeznaczone do obróbki stali (WNMG 060408 PM 4225) oraz stali nierdzewnej (WNMG 060404 WF 2015) nie powinny być stosowane do toczenia odlewu mineralnego. Podczas użytkowania tych płytek zaobserwowano znaczny wzrost sił skrawania, wzrost wartości parametrów chropowatości Ra i Rz, a także przyspieszone zużycie narzędzia.
pozostałymi narzędziami wartości chropowatości parametru Ra otrzymano w zakresie od 4 do 8 µm. Analizując również wartości zużycia głównej i pomocniczej powierzchni przyłożenia płytki WNGA 060408 S01030A 7015 cechowała się najmniejszymi wartością zużycia tych powierzchni, które nie przekraczały VB = 0,3 mm. Natomiast w przypadku pozostałych płytek te wartości przekraczały przyjętą granicę zużycia nawet kilkakrotnie.

Wartość sił skrawania jest ważnym wskaźnikiem dynamiki procesu toczenia. W tym przypadku początkowo wartości siły skrawania były najmniejsze dla płytki WNGA 060408 S01030A 7015. Jednakże w drugiej części badań najmniejsze siły skrawania uzyskiwano dla płytek do obróbki żeliwa WNMG 060408 KF 3005 oraz WNMG 060408 KR 3205.

Dokonano porównania mechanizmu zużycia strefy skrawania narzędzia obrabkowego dla materiałów izotropowych oraz polimerobetonu. Różnice w procesie zużycia, które zostały zbadane mają swoje źródło w specyfice materiału kompozytowego oraz we właściwościach poszczególnych składników tego kompozytu. Ze względu na to, że obróbka skrawaniem materiału odlewu mineralnego staje się coraz bardziej powszechne, przeprowadzone badania mogą stać się podstawą do przeprowadzenia procesu doboru właściwych płytek skrawających ze względu na ich trwałość podczas toczenia niejednorodnych materiałów.

Wykonane badania doświadczalne wykazały, że w przypadku toczenia odlewu mineralnego parametrem krytycznym jest trwałość narzędzia. Głównie dotyczy to obrabiarek sterowanych numerycznie. Niezbyt częsta wymiana narzędzi może spowodować duże różnice w kształcie i wymiarach obrabianego detalu. Natomiast częsta wymiana płytek powoduje czasochłonne i kosztowne przestoje produkcyjne.
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Streszczenie: Efektywność działań utrzymania ruchu w przedsiębiorstwie w dużej mierze zależy od zapewnienia odpowiednich zasobów do jego realizacji. Podstawowym czynnikiem, który ma wpływ na jakość realizacji tych działań są kompetentni pracownicy. Ich wiedza, umiejętności i zdolności reagowania na nieprzewidziane sytuacje, w dużej mierze decydują o sprawności funkcjonowania posiadanej infrastruktury technicznej w przedsiębiorstwie. W świetle perspektyw rozwoju koncepcji Przemysł 4.0, a tym samym rozwoju wysoko automatyzowanych systemów, wzrośnie zapotrzebowanie na wykwalifikowanych pracowników utrzymania ruchu. Dlatego ważnym zadaniem menedżerów przedsiębiorstw jest zapewnienie właściwego poziomu kompetencji pracowników utrzymania ruchu, poprzez ich odpowiednią ocenę i identyfikację luki kompetencyjnej, co w wielu przedsiębiorstwach nie jest realizowane. Celem przedstawionej pracy było opracowanie kompleksowego modelu oceny kompetencji pracowników utrzymania ruchu. Zastosowanie opracowanego modelu umożliwi identyfikację aktualnego poziomu kompetencji pracowników, identyfikację luki kompetencyjnej, jak również pozwoli ocenić skutki niezaspokojenia wymaganego poziomu kompetencji. Dodatkowo w pracy przedstawiono wyniki badań, których celem było zidentyfikowanie rzeczywistych działań realizowanych w przedsiębiorstwach w zakresie oceny kompetencji pracowników służb utrzymania ruchu. Badania przeprowadzono w przedsiębiorstwach produkcyjnych, w różnych branżach przemysłu na określonym obszarze. Wyniki badań opracowano i przedstawiono w postaci graficznej.

Abstract: The efficiency of maintenance processes in an enterprise largely depends on ensuring adequate resources for its implementation. The main factor that affects the quality of these processes is competent employees. Their knowledge, skills and ability to respond to unexpected situations largely determine the efficiency of the functioning of the technical infrastructure in an enterprise. In the light of the prospects for the development of the Industry 4.0 concept, and, thus, for the development of highly automated systems, the demand for qualified maintenance employees will increase. Therefore, in order to ensure the right level of competency of maintenance workers, through the proper assessment and identification of their competency gap, is an important task of managers. In many enterprises this is not implemented. The aim of the presented work was to developed a comprehensive model of the competency assessment of maintenance workers. The implementation of the developed model enables the identification of the current level of employees' competencies and identification of the competency gap, as well as it allows to assess the effects of a failure to meet the required level of competency. Additionally, the results of the identification of the real activities taken by the surveyed enterprises concerning the competency assessment of maintenance services employees are presented in this article. The study was carried out in manufacturing enterprises in different industries on a specific area. The results were analysed and presented in a graphic form.
1. Wprowadzenie

Obecny działanie projektowania i instalowania systemów produkcyjnych ukierunkowany jest na wzrost ich efektywności, elastyczności i zamierności. W szczególności jest to widoczne w dobie rozwoju koncepcji Przemysł 4.0, który wymaga od przedsiębiorstw m.in. wdrożenia informatyzacji w obszarach produkcyjnych. Wymusza to stosowanie coraz bardziej skomplikowanych i złożonych rozwiązań m.in. technologicznych i organizacyjnych, związanych ze zbieraniem i analizą danych, rozwojem technologii, umiejętnością szybkiego reagowania na zmiany zarówno wewnętrzne, jak i zewnętrzne, doskonaleniem obecnie realizowanych działań [9, 14, 18, 33].

Rozwój technologii oraz systemów produkcyjnych, wiąże się koniecznością wprowadzania zmian w organizacji i środowisku pracy [11]. Zagadnienie to jest szczególnie istotne z punktu widzenia zapewnienia właściwego poziomu działań utrzymania ruchu, gdzie skutkiem niewłaściwej ich realizacji są nagle przerwy w procesie realizacji produkcji, czy usług, co często naraża przedsiębiorstwa na ogromne straty finansowe [27, 28].

W literaturze przedmiotu znaleźć można prace, które oceniają perspektywy funkcjonowania służb utrzymania ruchu w kontekście szybkiego rozwoju przemysłu. W wielu pracach podkreślana jest potrzeba zapewnienia odpowiedniego poziomu i rozwoju kompetencji pracowników w zakresie utrzymania maszyn. W pracy [25] dokonano szerokiej analizy perspektyw rozwoju utrzymania ruchu. Analizę podzielono na trzy główne obszary: podstawy utrzymania maszyn, technologiczne wyzwania na przyszłość i utrzymanie maszyn w świetle koncepcji 4.0. Przeprowadzona analiza pozwoliła zidentyfikować konkretnie wyzwania takie jak: planowanie konserwacji na poziomie systemu, interoperacyjność, bezpieczeństwo IT, długoterminowe zarządzanie danymi w całym okresie eksploatacji. Reasumując, autor podkreślił, że nowa technologia może mieć wpływ na zmniejszenie ludzkich błędów, ale ważna jest współpraca między „człowiekiem, a maszyną” w działaniach eksploatacyjnych. Dodatkowo w pracach [12, 21] stwierdzono, że pracownicy utrzymania ruchu w najbliższej przyszłości będą potrzebować nowych umiejętności, które pozwolą na skuteczne wykorzystanie nowoczesnych technologii oraz liczbą realizację procesu eksploatacji wysoce zautomatyzowanymi i złożonymi systemami. Wymagać to będzie odpowiedniej edukacji i szkoleń na wielu poziomach.

W ramach pracy [3] opracowano scenariusze funkcjonowania przyszłego utrzymania ruchu w realizacji produkcji w dobie koncepcji 4.0. Studium planowania scenariuszy oparto na metodzie delfickiej, badając 34 prognozy dotyczące potencjalnych zmian w środowisku wewnętrznym i zewnętrznym organizacji utrzymania ruchu. Wśród analizowanych prognoz znalazła się również potrzeba rozwoju kompetencji pracowników utrzymania ruchu. Autor podkreślił, że aby nadążyć za rozwojem technologicznym należy zapewnić niezbędne kompetencje pracowników w zakresie utrzymania ruchu. Określił wysokie prawdopodobieństwo konieczności zarządzania przyszłymi kompetencjami, nowymi wymaganiami dotyczącymi kompetencji, edukacji i szkoleń w związku z możliwością zmiany profilu kompetencji. Zakażał, że kierownictwo powinno być świadome, iż niezapewnienie właściwego poziomu kompetencji związane jest z nieefektywnym procesem utrzymania maszyn, co zwiększa wrażliwość na zakłócenia, obniża reakcję na awarie, a tym samym obniża konkurencyjność przedsiębiorstwa.

Istnieje, zatem potrzeba kształcenia i szkolenia pracowników, jak również opracowywanie nowych innowacyjnych metod zarządzania kompetencjami takie jak: np. modele kompetencji, ocena i monitorowanie umiejętności, stosowanie najlepszych praktyk bazujących na doświadczeniu i wykorzystanie narzędzi IT.
2. **Rola i ocena kompetencji pracownika**

Kompetencja jest to połączenie trzech elementów: wiedzy, umiejętności i postawy. Wyróżniają one daną osobę, która w sprawny, skuteczny, odpowiadający oczekiwaniom jakościowym sposób realizuje przydzielone mu zadania. Do oceny kompetencji stosowanych jest wiele modeli, które mogą być klasifikowane w następujących pięciu kategoriach [13]: ilościowe pomiary (takie jak testy, kwestionariusze, wywiady lub systematyczne obserwacje), opisowe, analizy porównawcze, metody symulacyjne, metody badawcze odnoszące się bezpośrednio do osoby i jego środowiska pracy. Modele kompetencyjne są opracowywane w celu oceny zbadania poziomu i zakresu posiadanych kompetencji oraz dają możliwość identyfikacji obszarów, w których te kompetencje należy uzupełnić [21]. Jak podkreślono w pracach [6, 7] ocena kompetencji jest procesem zdobywania dowodów i oceny poziomu kompetencji wśród osób wykonujących zadania w oparciu o określone standardy. Właściwy model kompetencji, dla określonego obszaru, to taki, który pozwala określić poziomy wszystkich potrzebnych kompetencji i dodatkowo jednoznacznie wskazać obszary do doskonalenia. Model taki powinien być dokładny, wiarygodny, oceniać nie tylko poziom wiedzy, ale również umiejętność, zdolności i wydajność pracy pracownika. Jest to szczególnie ważne do oceny kompetencji technicznych np. w obszarze utrzymania maszyn, wśród których należy ocenić wiedzę specjalistyczną, wiedzę o działaniach, umiejętności oraz zdolność do samodzielnego podejmowania decyzji [22].

Proces rozwoju i oceny kompetencji jest czasochłonny i kosztowny. Dodatkowo delegowanie pracowników do dedykowanego szkolenia nie zawsze jest możliwe. Problem ten jest szczególnie istotny dla małych i średnich przedsiębiorstw, dlatego ważne jest, aby wiedzieć, jakie kompetencje są dostępne lub muszą być rozwijane [1].

W literaturze przedmiotu problem oceny kompetencji w różnych obszarach jest szeroko poruszany np. w obszarach produkcyjnych [2, 10, 19, 32]. W zakresie tematu kompetencji w utrzymaniu ruchu znalazło się tylko nieliczne przykłady prac poruszających ten temat.

W pracy [29] autorzy dokonują przeglądu oceny umiejętności w zakresie utrzymania ruchu. Autorzy poprzez ocenę określają mocne i słabe strony danego pracownika lub danej grupy pracowników. Do oceny proponują wykorzystanie pytań ankietowych. Analiza uzyskanych w ten sposób wyników oceny pozwala zidentyfikować lukę, określić umiejętności potrzebne do skutecznego wykonywania pracy oraz określić plan szkoleniowy. Prace [5, 17] przedstawiają zastosowanie macierzy kompetencji do oceny poziomu dla pracowników utrzymania ruchu, jak również dla działań realizowanych w zakresie autonomicznego utrzymania maszyn w produkcyjnym Utrzymaniu Maszyn TPM dla operatorów.

W literaturze poruszano zagadnienia oceny i podnoszenia kompetencji pracowników obsługi technicznej oraz realizacji działań utrzymania samolotów. W pracy [4] zaproponowano metodę szkoleń elearningowych w podnoszeniu kwalifikacji pracowników obsługi technicznej. Dodatkowo w pracy [30] zaprezentowano problem doboru pracowników z odpowiednimi kwalifikacjami do realizacji poszczególnych zadań związanych z procesem remontu samolotów.

W analizowanych pracach brak jest jednak kompleksowego modelu oceny kompetencji pracowników w obszarze utrzymania ruchu. Modelu, który pozwoliłby oceniać kompetencje na kilku poziomach dojrzałości i szczegółowości. Dodatkowo perspektywy rozwoju obszaru utrzymania ruchu wskazują na potrzebę zwrócenia szczególnej uwagi na to zagadnienie.

W związku z powyższym w ninieszym artykule podjęto problem zapewnienia odpowiedniego poziomu i oceny kompetencji w procesie utrzymania ruchu.
3. Zakres oraz metodyka przeprowadzonych badań

Zaprezentowaną pracę zrealizowano w dwóch etapach. W ramach etapu pierwszego przeprowadzono badania dotyczące identyfikacji działań realizowanych przez przedsiębiorstwa w zakresie oceny kompetencji pracowników służb utrzymania ruchu (UR) w wybranych przedsiębiorstwach województwa podkarpackiego. Etap ten zrealizowano w następujących krokach:
1. Określenie zakresu i obszaru badań.
2. Opracowanie arkusza badawczego.
3. Wybór przedsiębiorstw do badań.
4. Przeprowadzenie badań i analiza wyników.

W ramach etapu drugiego zaproponowano metodykę oceny kompetencji pracowników służb utrzymania ruchu oraz dokonano szczegółowej analizy i możliwości doskonalenia oceny kompetencji pracowników losowo wybranego przedsiębiorstwa z wykorzystaniem proponowanego modelu. Drugi etap zrealizowano następująco: opracowanie trzypoziomowej metodyki oceny kompetencji pracowników UR, wybór przedsiębiorstwa, przeprowadzenie badań, analiza uzyskanych wyników, propozycja zmian. Szczegółową analizę uzyskanych wyników przedstawiono w dalszej części pracy.

4. Wyniki badań

4.1. Etap pierwszy badań
4.1.1 Obszar i realizacja badań

W ramach pierwszego etapu przeprowadzono badania, które dotyczyły identyfikacji rzeczywistych działań realizowanych przez analizowane przedsiębiorstwa w zakresie oceny kompetencji pracowników służb utrzymania ruchu (SUR). Przewanalizowano następujące zagadnienia: Czy firmy identyfikują potrzebne kompetencje pracowników UR? Czy dokonują oceny ich spełnienia przez pracowników UR? Czy podejmują działania w celu ich poszerzenia i uzupełnienia?. Badania dotyczyły przedsiębiorstw produkcyjnych i przeprowadzono je na wyodrębnionym geograficznie obszarze (województwo podkarpackie) (Polska). W ramach realizowanych badań analizie poddano obszary, które bezpośrednio wynikają z prawidłowo realizowanego procesu oceny kompetencji. Proces ten wg podejścia zawartego w pracy [26] powinien opierać się na następujących etapach:
1. Identyfikacja wymagań dla pracowników służb utrzymania ruchu.
2. Określenie pożądanego poziomu kwalifikacji.
3. Przeprowadzenie oceny kompetencji, wg określonych wymagań, z wykorzystaniem określonej metody (np. wywiadu, obserwacji).
4. Analiza uzyskanych wyników i podjęcie dalszych działań.

Badania obejmowały następujące zagadnienia:
- określenie wymagań kompetencyjnych dla poszczególnych stanowisk utrzymania ruchu,
- analizę kompetencji pracowników – częstotliwość i metody,
- uzupełnienie/poszerzenie kompetencji pracowników w zakresie szkoleń podstawowych i specjalistycznych,
- opracowanie i funkcjonowanie instrukcji pracy na stanowiskach utrzymania ruchu.

Do badań zaproszono 50 przedsiębiorstw. Obiektem badań mogło być przedsiębiorstwo produkcyjne, posiadające i funkcjonujące na jego terenie służby utrzymania ruchu niezależnie od sposobu ich organizacji oraz wdrażające założenia filozofii Lean Manufacturing.

Badania przeprowadzono w formie wywiadów. W badaniach uczestniczyli przedstawiciele średniego i najwyższego kierownictwa oraz pracownicy bezpośrednio
odpowiedzialni za proces nadzorowania maszyn i urządzeń technologicznych w firmie, a także wybrani pracownicy służb utrzymania ruchu. Badania przeprowadzone były w formie koniunktwnych pytań zamkniętych. Dla każdego pytania określono stopień spełniania w skali od 0 – 10. Dodatkowo każdy respondent mógł dodać swoje uwagi oraz spostrzeżenia w zakresie ocen.

4.1.2. Struktura badanych przedsiębiorstw

Przedsiębiorstwa, które uczestniczyły w badaniach klasyfikowano według następujących kryteriów: branża, typ produkcji, typ własności przemysłowej (rodzaj kapitału), sytuacja firmy. W tabeli 1 przedstawiono strukturę badanych przedsiębiorstw.

Tabela 1. Badane przedsiębiorstwa - struktura.
Table 1. The studied enterprises structure.

| Kryterium                  | Struktura badanych przedsiębiorstw |
|----------------------------|------------------------------------|
| Wielkość                   | Male i mikro                       |
|                           | Średnie                            |
|                           | Duże                               |
| Branża                     | Lotnicza                           |
|                           | Motoryzacyjna                       |
|                           | Obróbka metali i hutnicza          |
|                           | Drzewna i papiernicza              |
|                           | Chemiczna                          |
|                           | Inna                               |
| 16%                        | 21%                                |
| 45%                        | 20%                                |
| 10%                        | 5%                                 |
| 5%                         | 5%                                 |
| 15%                        |                                    |
| Typ produkcji             | Jednostkowa                        |
|                           | Małoseryjna                        |
|                           | Średnioseryjna                     |
|                           | Wielkoseryjna                      |
|                           | Masowa                             |
| 18%                        | 9%                                 |
| 32%                        | 32%                                |
| 9%                         |                                    |
| Rodzaj kapitału           | Kapitał całkowicie polski          |
|                           | Większościowy kapitał polski       |
|                           | Większościowy kapitał zagraniczny   |
| 26%                        | 11%                                |
| 63%                        |                                    |
| Sytuacja firmy            | Trudna                             |
|                           | Stabilna                           |
|                           | Rozwojowa                          |
| 11%                        | 28%                                |
| 61%                        |                                    |

45% (najwięcej) to przedsiębiorstwa z branży lotniczej, następnie 20% to motoryzacja. Pozostałe branże to m.in. obróbka metali i hutnicza -10%, chemiczna, drzewna i papiernicza po 5% oraz inna (branża poligraficzna i elektroniczna) 15%. Wśród analizowanych przedsiębiorstw dominowała produkcja wielkoseryjna i średnioseryjna – 32%.

63% z nich posiadała większościowy kapitał zagraniczny, 26% stanowiły firmy z kapitałem polskim, tylko 11% z nich posiadało większościowy kapitał krajowy. Większość z badanych firm, bo 63% ocenia swoją sytuację, jako rozwojową, a 28% przedsiębiorstw jako stabilną. 11% oceniła swoją sytuację jako trudną.

4.1.3. Uzyskane wyniki

Zgodnie z prawidłowo realizowanym procesem oceny kompetencji pracowników pierwszym etapem jest identyfikacja wszystkich wymagań. Wymagania te są bezpośrednio związane z rodzajem i zakresem prac realizowanych przez pracowników w poszczególnych jednostkach utrzymania ruchu, ale wynika to również ze sposobu organizacji działów UR w przedsiębiorstwie. W prowadzonych badaniach sprawdzono, jaki procent analizowanych przedsiębiorstw identyfikuje kompetencje pracowników UR (Rys.1.).
Badania wykazały, że 55% analizowanych przedsiębiorstw określa kompetencje pracowników UR. Najwięcej, bo aż 83% kompetencje identyfikują przedsiębiorstwa średniej wielkości, najmniej małe, bo tylko w 27%. Kompetencje dla wszystkich pracowników identyfikuje 50% przedsiębiorstw średnich, 30% dużych i tylko 20% małych (Rys.2). Identyfikację kompetencji dla wybranych pracowników realizują przedsiębiorstwa małe i duże po 40%. Dla większości pracowników kompetencje najczęściej identyfikują przedsiębiorstwa średnie, potem duże i małe. Odpowiednio 50, 40 i 30%.

Kolejnym ważnym etapem procesu oceny kompetencji jest stopień spełnienia zidentyfikowanych wymagań przez pracowników utrzymania ruchu. Okresową ocenę kompetencji pracowników wśród analizowanych przedsiębiorstw realizuje aż 84%. Najwięcej, bo prawie wszystkie analizowane przedsiębiorstwa średnie, 90% duże, tylko 30% przedsiębiorstwa małe. Do analizy kompetencji najczęściej wykorzystywana jest macierz kompetencji (duże i średnie przedsiębiorstwa) oraz arkusz oceny pracownika z ustalonymi kryteriami oceny. Analiza taka realizowana jest corocznie lub co dwa lata. Około 75% firm po zrealizowanej ocenie podejmuje działania mające na celu poszerzenie i uzupełnienie kompetencji w postaci dodatkowych szkoleń. Są to zarówno szkolenia wewnętrzne, prowadzone przez specjalistów przedsiębiorstwa i zewnętrzne, prowadzone przez firmy szkoleniowe. Szczegółową analizę uzyskanych wyników przedstawiono na rys. 3.
Wyniki przedstawione na rys. 3 wskazują, że tylko 25% analizowanych średnich firm doskonali kompetencje wszystkich pracowników. Warto jednak zauważyć, że, mimo iż tak niewiele firm ocenia kompetencje swoich pracowników, bardzo wiele z nich podejmuje działania w celu ich doskonalenia. Najgorzej sytuacja przedstawia się w małych przedsiębiorstwach.

4.1.4. Dyskusja i analiza danych po pierwszym etapie badań

Przeprowadzone badania wskazują, że 45% przedsiębiorstw nie ocenia kompetencji swoich pracowników realizujących proces utrzymania. Brak oceny kompetencji znacznie utrudnia analizę i możliwości wykrywania tzw. braków kadrowych czyli luk kompetencyjnych. Brak pracowników z odpowiednimi kompetencjami może wpływać na efektywność maszyn, która uzależniona jest m.in. od jakości realizowanych działań obsługiowo-naprawczych. Z przeprowadzonych badań wynika również, że prawie połowa z przebadanych firm nie identyfikuje kompetencji pracowników utrzymania ruchu. Wyniki badań pokazują, że warto to zagadnienie badać i uświadamiać przedsiębiorstwom, jak ważne dla realizacji produkcji jest efektywność maszyn, co jest również efektem sprawnie funkcjonujących i kompetentnych służb utrzymania ruchu. Przedstawione badania wskazują, że najgorzej sytuacja przedstawia się w małym przedsiębiorstwie. Ponieważ, warto szczególnie tym małym przedsiębiorstwom pokazać, w jaki sposób te kompetencje oceniać, w dalszej części artykułu opracowano metodę oceny kompetencji pracowników.

5. Etap drugi badań

5.1. Metoda oceny pracowników w zakresie utrzymania ruchu.

Etap drugi badań dotyczył opracowania metodyki oceny kompetencji pracowników utrzymania ruchu (Rys.4) oraz jej weryfikacji w przedsiębiorstwie. Opracowana metodyka składa się z trzech poziomów:

I – Opracowanie macierzy kompetencji.

II – Wskaźnikowa ocena poziomu kompetencji.

III – Ocena ryzyka zapewnienia poziomu kompetencji.

Na każdym poziomie metodyka wykorzystuje inną, o zróżnicowanym stopniu skomplikowania metodę oceny kompetencji pracowników utrzymania ruchu począwszy od metody najprostszej - macierzy kompetencji, metody wskaźnikowej do zastosowania logiki rozmytej. Rozwiązanie takie pozwoli kompleksowo połączyć metody już stosowane w tym obszarze [17] oraz w ocenie kompetencji pracowników produkcyjnych [2] poszerzając o metody inteligentne, co stanowi jednoznaczne, spójne nowe rozwiązanie. Opracowany model umożliwia identyfikację aktualnego poziomu kompetencji pracowników, identyfikację luki kompetencyjnej, jak...
również umożliwia ocenę skutków niezapewnienia wymaganego poziomu kompetencji. Przy opracowaniu metodyki wzięto pod uwagę wymagania stawiane modelom oceny kompetencji przedstawione w rozdziale 2.

Rys. 4. Metodyka oceny kompetencji pracowników.
Fig. 4. Methodology for the assessment of maintenance workers’ competency.

Proponowana metodyka została zastosowana do analizy i możliwości doskonalenia oceny kompetencji pracowników zajmujących się utrzymaniem ruchu w wybranym przedsiębiorstwie.
5.2. Działanie nadzoru nad maszynami w analizowanym przedsiębiorstwie - opis problemu.

Pierwszy etap badań wskazał, że proces oceny kompetencji pracowników służb utrzymania ruchu najgorzej jest realizowany w małych przedsiębiorstwach, dlatego takiej wielkości firmę wybrano do dalszej analizy. Badane przedsiębiorstwo produkcyjne funkcjonuje w branży metalowej i hutniczej na terenie województwa podkarpackiego. Do analizy wykorzystano dane z badań własnych oraz dane z pracy [20]. Analizowana firma zajmuje się produkcją części maszyn, a także przygotowywaniem konstrukcji stalowych. Dodatkowo zajmuje się dystrybucją wyrobów hutniczych oraz gazów technicznych. Innowacyjne produkty, terminowa realizacja zleceń, personel o wysokich kwalifikacjach, sprawna obsługa techniczna, wysoka jakość, a także indywidualne podejście do potrzeb klientów sprawiły, że firma od wielu lat cieszy się dużym zainteresowaniem i zaufaniem odbiorców.

W analizowanym przedsiębiorstwie nadzorowanych jest kilkanaście maszyn. Są to zarówno maszyny konwencjonalne, jak i maszyny sterowane numerycznie. W większości małych przedsiębiorstw, ze względu na małą liczbę maszyn, służby utrzymania ruchu funkcjonują jako stanowisko jednoosobowe. W związku z tym za wiele czynności związanych z bieżącą realizacją czynności autonomicznych na maszynach, czynności obsługowych odpowiedzialni są operatorzy maszyn. Podobnie jest w analizowanym przedsiębiorstwie. Główny nadzór na maszynami sprawuje specjalista ds. utrzymania ruchu, natomiast bieżące czynności obsługowe na maszynach realizowane są przez operatorów.

Nadzór nad parkiem maszyn prowadzi się poprzez przeglądy wykonywane w okresie gwarancyjnym, ocenę stanu maszyny przed rozpoczęciem pracy przez operatora oraz ciągłe monitorowanie ich stanu technicznego. Realizacja działań w obszarze nadzoru maszyn przebiega w sposób samodzielny i częściowo dzięki firmom zewnętrznym. W zakresie nadzoru maszyn zbiera się informacje związane z ich obciążeniem i czasem oczekiwania na serwis. Za zbieranie tych danych odpowiada operator i pracownik kontroli jakości. W przedsiębiorstwie rejestruje się przestojowe związane z planowanymi przeglądem, nie rejestruje się natomiast informacji dotyczących awarii maszyn. Działania podejmowane w celu zapobiegania powstawania nieplanowanych przestojów to: realizacja obsługi autonomicznej i prewencyjnej, modernizacja maszyn, a także zlecenie firmom zewnętrznym części działań obsługowo - naprawczych.

Wyzwaniem dla wybranej firmy jest określenie i analiza potrzeb kompetencyjnych nie tylko w zakresie obsługi bieżącej posiadanych typów maszyn, ale również w zakresie obsługi prewencyjnej. Jest to również o tyle istotne, że posiadane maszyny odgrywają mniejszą, bądź większą rolę w procesie produkcyjnym. Niewłaściwa realizacja procesu obsługowo – prewencyjnego na stanowiskach, szczególnie w maszynach będących wąskimi gardłami, powoduje nieoczekiwane awarie, a w rezultacie opóźnienia realizacji zamówień i konsekwencji finansowo – wizerunkowych dla firmy.

W tym kontekście ważne jest, aby pracownicy obsługujący maszyny i realizujący podstawowe działania prewencyjne posiadał do tego odpowiednie kwalifikacje. W związku z tym konieczna jest ocena kompetencji pracowników zajmujących się utrzymaniem ruchu. Ponadto ważne jest posiadanie formalnych podejść do przeprowadzenia analizy kompetencji w zakresie utrzymania maszyn i możliwości określenia luki kompetencyjnej w celu zminimalizowania ocen ad hoc. Brak formalizacji takiego procesu powoduje, że decyzje mogą być niewłaściwe, ze względu na to, że są one podejmowane nie tylko w oparciu o istniejące dane i informacje, na podstawie wiedzy, doświadczenia, ale także intuicji lub zamiarów osoby dokonującej oceny.
5.3. Weryfikacja metodyki oceny kompetencji pracowników w wybranym przedsiębiorstwie

5.3.1. Poziom I: Opracowanie macierzy kompetencji

Macierz kompetencji systematyzuje poziom wiedzy oraz umiejętności, jakie posiada pracownik w określonym obszarze. Jest ona z powodzeniem stosowana do zarządzania procesem standaryzacji stanowisk produkcyjnych, jak również dla działań realizowanych w zakresie autonomicznego utrzymania maszyn w Produktywnym Utrzymaniu Maszyn TPM dla operatorów [2, 5, 17]. Do opracowania macierzy kompetencji należy zrealizować następujące kroki:

1. **Identyfikacja wymagań w zakresie utrzymania ruchu.**
   
   Etap ten obejmuje identyfikację wymaganych kompetencji dla zidentyfikowanych obszarów. Powszechne macierz kompetencji opracowuje się dla realizowanych działań. Jednak na podstawie doświadczenia autora z przedsiębiorstw, często okazuje się, że pracownicy utrzymania ruchu przypisani są nie tylko do określonych działów realizowanych w nadzorowaniu maszyn, ale również określonych typów maszyn. Dlatego w przedstawionym modelu proponuje się, aby kompetencję pracowników określać w dwóch obszarach: dla poszczególnych typów nadzorowanych maszyn oraz zidentyfikowanych działań.

2. **Identyfikacja kompetencji dla poszczególnych pracowników.**
   
   Etap ten wymaga oceny poziomu spełnienia wymaganych kompetencji dla każdego pracownika. Określenie kompetencji powinno być zrealizowane dla poszczególnych pracowników wg ustalonych wymagań oraz obszarów (typów maszyn oraz działań) zidentyfikowanych w kroku 1.

3. **Przypisanie poziomów kompetencji.**
   
   Poziomy kompetencji określają poziom wiedzy i umiejętności w analizowanym obszarze. Proponowane poziomy kompetencji opracowane na podstawie prac [17, 20] przedstawiono w tabeli 2. Poziomy te można przedstawić graficznie w postaci określonych symbole lub liczbowo. Dla każdego pracownika należy przypisać poziom kompetencji zgodnie z zidentyfikowanymi kompetencjami w kroku 2.

Tabela. 2. Poziomy kompetencji pracowników.
Table 2. Levels of workers’ competencies.

| Poziom | Symbol | Charakterystyka |
|--------|--------|-----------------|
| Poziom 4 | ![4](image) | Pracownik może szkolić. |
| Poziom 3 | ![3](image) | Pracownik w pełni samodzielny do wykonywania określonych zadań. |
| Poziom 2 | ![2](image) | Pracownik posiada wiedzę i doskonali swoje umiejętności, wymaga jednak nadzoru. |
| Poziom 1 | ![1](image) | Pracownik w trakcie nabywania wiedzy i umiejętności. |
| Poziom 0 | ![0](image) | Pracownik nie posiadający wiedzy i umiejętności do wykonywania określonych zadań. |

4. **Analiza wyników i określenie potrzeb szkoleniowych.**

Na podstawie uzyskanych wyników należy opracować w formie graficznej macierz kompetencji. Opracowana macierz kompetencji pozwoli zidentyfikować obszary o niskim poziomie kompetencji (łukę kompetencyjną). Ocenie należy poddać każdy zidentyfikowany obszar. W pierwszej kolejności szkolenia wymagane są w obszarze, w którym zidentyfikowano najwięcej poziomów kompetencji z wartością 0 oraz 1.
5.3.2. Opracowanie macierzy kompetencji w analizowanym przedsiębiorstwie

W analizowanym przedsiębiorstwie punktem wyjściowym w sporządzaniu macierzy było ustalenie najistotniejszych umiejętności, wiedzy, postaw pracowników, zarówno w obszarze obsługiwanych maszyn oraz realizowanych działań w zakresie obsługi autonomicznej i prewencyjnej. Wymagane kompetencje zidentyfikowano w dwóch obszarach: obsługiwane maszyny oraz realizowane działania w zakresie utrzymania maszyn. W obszarze obsługiwane maszyn zidentyfikowano cztery podstawowe typy maszyn. Wśród realizowanych działań wyszczególniono sześć podstawowych: wymiana i uzupełnienie mediów, przeglądy, usuwanie podstawowych awarii, konserwacja, wypełnianie kart usterek i napraw oraz pomiar drgań. Rodzaj zidentyfikowanych działań wynika ze specyfiki realizowanych w przedsiębiorstwie prac. Następnie zidentyfikowano kompetencje dla poszczególnych pracowników oraz ustalono ich poziomy zgodnie z tabelą 2. Na podstawie zebranych informacji opracowano macierz kompetencji – tabela 3.

Tab. 3. Macierz kompetencji pracowników.
Tab. 3. A competency matrix of workers.

| Pracownicy | Maszyny | Działania |
|------------|---------|-----------|
| Pracownik 1 | Obsługa maszyn typ 1 | Obsługa maszyn typ 2 | Wymiana uzupełnianie mediów | Prędkość | Reakcja na podstawowe awarie | Konserwacja | Wypełnianie kart napraw i usterek | Pomiar drgań |
| Pracownik 2 | 2 | 3 | 3 | 3 | 3 | 4 | 1 | 4 | 4 | 4 |
| Pracownik 3 | 2 | 1 | 3 | 0 | 2 | 3 | 0 | 2 | 3 | 2 |
| Pracownik 4 | 1 | 4 | 3 | 0 | 3 | 4 | 0 | 3 | 2 | 0 |
| Pracownik 5 | 0 | 2 | 0 | 0 | 3 | 0 | 3 | 3 | 2 | 0 |
| Pracownik 6 | 3 | 1 | 4 | 4 | 0 | 3 | 4 | 0 | 4 | 4 |

Aby można było ocenić poziom kompetencji ocenianych pracowników należy określić ilościowo ilu pracowników w danym obszarze posiada określony poziom kompetencji. W tabeli 4 przedstawiono taką analizę dla danego przedsiębiorstwa.

Tab. 4. Wyniki oceny kompetencji.
Tab. 4. Results of a competency assessment.

| Poziomy kompetencji | Maszyny | Działania |
|---------------------|---------|-----------|
| Obsługa maszyn typ 1 | Obsługa maszyn typ 2 | Wymiana uzupełnianie mediów | Prędkość | Reakcja na podstawowe awarie | Konserwacja | Wypełnianie kart napraw i usterek | Pomiar drgań |
| 4 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 3 |
| 3 | 1 | 1 | 3 | 2 | 2 | 4 | 2 | 2 | 1 | 0 |
| 2 | 1 | 2 | 0 | 1 | 1 | 0 | 0 | 2 | 1 | 0 |
| 1 | 1 | 2 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 2 | 1 | 0 | 2 | 2 | 0 | 2 | 0 | 2 | 3 |

W pierwszej kolejności szkolenia wymaga obszar, w który zidentyfikowano najwięcej poziomów kompetencji: w pierwszej kolejności z wartością 0, a potem z wartością 1.
W analizowanym przedsiębiorstwie jest to działanie – pomiar drgań, wymiana i uzupełnianie mediów, reakcja na podstawowe awarie, wypełnianie kart usterek i napraw oraz obsługa maszyn typ 1 i 4. Dla tych obszarów należy opracować plan szkoleń.

5.3.3. Poziom II: Wskaźnikowa ocena kompetencji

Analizę macierzy kompetencji łatwo jest zrealizować, gdy ocenianych jest tylko kilku pracowników. Przy większej liczbie pracowników, taka analiza jest znacznie utrudniona, ze względu na dużą liczbę danych. W oparciu o pracę [2], proponuje się, aby wprowadzić wskaźnikową ocenę kompetencji pracowników utrzymującego ruch jako:

1. Całościowy wskaźnik oceny kompetencji dla poszczególnego pracownika ($W_{kc}$).

2. Wskaźnik kompetencji pracowników w wybranym obszarze (wybrane jedno działanie lub jeden obsługiwywany typ maszyn) ($W_{ko}$).

Całościowy wskaźnik oceny kompetencji pracownika ($W_{kc}$) określi poziom kompetencji każdego z pracowników dla wszystkich realizowanych działań, zarówno w obsłudze maszyn, jak również ich nadzorowania. Wskaźnik należy wyznaczyć ze wzoru (1).

$$W_{kc} = \frac{\sum D_0 \cdot 0 + \sum D_1 \cdot 1 + \sum D_2 \cdot 2 + \sum D_3 \cdot 3 + \sum D_4 \cdot 4}{\sum D_n} \cdot 100\% \quad (1)$$

gddie:

$W_{kc}$ - wskaźnik kompetencji jednego pracownika,

$D_0$ - sumaryczna liczba działań, dla których pracownik posiada zerowy poziom kompetencji (parametr $D_0$ został ujęty w nawiasie, ponieważ nie ma konieczności zapisywania go we wzorze, należy jednak pamiętać, że ma on wpływ na parametr $D_n$, a tym samym, również na wynik wskaźnika $W_{kc}$);

$D_1$ - sumaryczna liczba działań, dla których pracownik posiada pierwszy poziom kompetencji;

$D_2$ - sumaryczna liczba działań, dla których pracownik posiada drugi poziom kompetencji,

$D_3$ - sumaryczna liczba działań, dla których pracownik posiada trzeci poziom kompetencji,

$D_4$ - sumaryczna liczba działań, dla których pracownik posiada czwarty poziom kompetencji,

$D_n$ - liczba wszystkich wyszczególnionych działań ogółem.

Założono, że wartość wskaźnika $W_{kc}$ musi być większa od 60 ($W_{kc} > 60\%$). Taką wartość graniczną przyjęto bazując na doświadczeniu autora oraz wymagań analizowanego przedsiębiorstwa.

Korzystając z macierzy (Tab. 3) określono liczbę działań, dla których pracownik posiada odpowiedni poziom kompetencji. Przykładowo: pracownik 1 nie posiada kompetencji na poziomie 0, posiada 1 kompetencję na poziomie 1 i 2 oraz 5 kompetencji na poziomie 3 i cztery kompetencje na poziomie 4. Korzystając ze wzoru (1) wyznaczono wartość wskaźnika kompetencji $W_{kc}$ dla poszczególnych pracowników w analizowanym przedsiębiorstwie (Tab. 5).

Analiza uzyskanych wyników wskazuje, że tylko 2 z 6 pracowników spełnia wymagania kompetencyjne - $W_{kc} > 60\%$. Pozostali pracownicy muszą przejść dodatkowe szkolenia. Aby dokładnie określić zakres tych szkoleń należy przeprowadzić analizę kompetencji w wybranym obszarze (wybrane jedno działanie lub jeden obsługiwany typ maszyn) ($W_{ko}$).
Tab. 5. Wartości wskaźnika $W_{kc}$ w analizowanym przedsiębiorstwie.
Tab. 5. The values of $W_{kc}$ indicator in the analysed company.

| Pracownik | Liczba działań, dla których pracownik posiada odpowiedni poziom kompetencji | Wskaźnik kompetencji $W_{kc}$ [%] |
|-----------|--------------------------------------------------------------------------------|----------------------------------|
|           | $\oplus$ 0 | $\odot$ 1 | $\odot$ 2 | $\odot$ 3 | $\odot$ 4 |                                      |
| Pracownik 1 | 0       | 1       | 1       | 5       | 3       | 75                                |
| Pracownik 2 | 2       | 1       | 2       | 3       | 2       | 55                                |
| Pracownik 3 | 3       | 1       | 2       | 2       | 2       | 47                                |
| Pracownik 4 | 2       | 1       | 2       | 3       | 2       | 62                                |
| Pracownik 5 | 5       | 1       | 1       | 3       | 0       | 32                                |
| Pracownik 6 | 3       | 1       | 0       | 2       | 4       | 57                                |

Wskaźnik poziomu kompetencji pracowników (zespołu UR) ogółem w stosunku do danego działania należy wyznaczyć ze wzoru (2).

$$W_{ko} = \frac{(\sum P_0 \cdot 0 + \sum P_1 \cdot 1 + \sum P_2 \cdot 2 + \sum P_3 \cdot 3 + \sum P_4 \cdot 4)}{\sum P_n \cdot 4} \cdot 100\%$$

Gdzie:

- $W_{ko}$ - wskaźnik kompetencji zespołu w zakresie danego działania,
- $P_0$ - liczba pracowników z zerowym poziomem kompetencji (parametr $P_0$ zapisano w nawiasie, ponieważ nie ma konieczności zapisywania go we wzorze, należy jednak pamiętać, że ma on wpływ na parametr $P_n$, a tym samym, również na wynik wskaźnika $W_{ko}$),
- $P_1$ - liczba pracowników z pierwszym poziomem kompetencji,
- $P_2$ - liczba pracowników z drugim poziomem kompetencji,
- $P_3$ - liczba pracowników z trzecim poziomem kompetencji,
- $P_4$ - liczba pracowników z czwartym poziomem kompetencji,
- $P_n$ - sumaryczna liczba pracowników (zespołu UR) podlegających ocenie.

Również założono, że wartości wskaźnika $W_{ko} > 60\%$.

W tabeli 6 przedstawiono wyznaczone wartości wskaźnika kompetencji $W_{ko}$ dla poszczególnych działań ocenianego zespołu UR w analizowanym przedsiębiorstwie.

Tab. 6. Wartości wskaźnika $W_{ko}$ w analizowanym przedsiębiorstwie.
Tab. 6. The values of $W_{ko}$ indicator in the analysed company.

| Poziomy kompetencji | Maszyny | Działanie |
|---------------------|---------|-----------|
|                     | Obsługa maszyn typ 1 | Obsługa maszyn typ 2 | Obsługa maszyn typ 3 | Obsługa maszyn typ 4 | Wymiana i uzupełnianie mediów | Przegląd | Reakcja na podstawowe awarie | Konserwacja | Wypełnianie kart napraw i usterek | Pomiar drgani |
| Poziom 4            | 2       | 3       | 3       | 3       | 3       | 4       | 1       | 4       | 4       |                                      |
| Poziom 3            | 4       | 1       | 3       | 0       | 2       | 3       | 0       | 2       | 3       | 4                                      |
| Poziom 2            | 1       | 4       | 3       | 0       | 3       | 4       | 0       | 2       | 2       | 0                                      |
| Poziom 1            | 0       | 2       | 4       | 2       | 4       | 3       | 3       | 3       | 3       | 1                                      |
| Poziom 0            | 0       | 2       | 0       | 3       | 0       | 3       | 1       | 3       | 0       | 0                                      |
| **Wskaźnik kompetencji $W_{ko}$ [%]** | **42** | **52** | **71** | **58** | **50** | **67** | **46** | **67** | **42** | **50** |

**Wartość średnia** | **57%** | **53%** |
Analizując uzyskane wyniki zauważmy, że spośród 10 ocenianych działań 6 przyjmuje wartość poniżej 60%. Oznacza to, że w tych obszarach pojawia się nam luka kompetencyjna. Najniżej ocenionym obszarem jest obsługa maszyn typu 1 i wypełnianie kart napraw i usterek – 42% i to dla tych obszarów w pierwszej kolejności powinno się zostać zorganizowane szkolenie. W celu identyfikacji potrzeb szkoleniowych dla poszczególnych pracowników należy uwzględnić wyniki ocen przedstawione w tabeli 3, 5 i 6. Dodatkowo do określenia potrzeb szkoleniowych przyjęto następujące założenia:

1. w pierwszej kolejności zidentyfikowano pracowników oraz obszary, dla których wartość wskaźników kompetencji \( W_{ko} \) oraz \( W_{kc} \) jest mniejsza niż 60%,
2. przyjęto, aby w każdym obszarze był przynajmniej jeden pracownik z poziomem kompetencji 4 oraz min. 2 pracowników z poziomem kompetencji 3,
3. jeżeli założenie 2 jest spełnione w danym obszarze, a wartość wskaźnika kompetencji jest mniejsza niż 60% to w pierwszej kolejności do szkolenia przewiduje się pracowników z najniższym poziomem kompetencji w danym obszarze.

W tabeli 7 przedstawiono propozycję potrzeb szkoleniowych, po uwzględnieniu ustalonych założeń.

Tab. 7. Propozycje potrzeb szkoleniowych.
Tab. 7. Proposals of trainings.

| Pracownik | Wskaźnik kompetencji \( W_{kc} \) [%] | Maszyny | Działania | Wartość średnia |
|-----------|-----------------------------------|--------|-----------|----------------|
|           | Obsługa maszyn typ 1 | Obsługa maszyn typ 2 | Obsługa maszyn typ 3 | Obsługa maszyn typ 4 | Wymiana i wypełnianie mediów | Przegląd | Reakcja na podawane awarie | Wypełnianie kart napraw i usterek | Pomiar drgań |
| Pracownik 1 | 75% | + | + | + | + | + | 67% |
| Pracownik 2 | 55% | + | + | + | + | + | + |
| Pracownik 3 | 47% | + | + | + | + | + | + |
| Pracownik 4 | 62% | + | + | + | + | + | + |
| Pracownik 5 | 32% | + | + | + | + | + | + |
| Pracownik 6 | 57% | + | + | + | + | + | + |
| **Wskaźnik kompetencji \( W_{ko} \) [%]** | 42% | 58% | 71% | 58% | 50% | 67% | 46% | 67% | 42% | 50% |

Przedstawiona analiza jednoznacznie określa nam, który z pracowników, w jakim obszarze powinien zostać przeszkolony. W pierwszej kolejności powinny zostać zrealizowane potrzeby szkoleniowe dla obszarów i pracowników z najniższym poziomem kompetencji.

Dzięki takim rozwiązaniu będzie można zapewnić wysoko wykwalifikowaną kadrę pracowników w każdym realizowanym obszarze w zakresie utrzymania ruchu. Zostaną podniesione kompetencje pracowników zapewniające takie wykonywanie zadań, aby spełniały one określone standardy i gwarantowały prawidłową eksploatację urządzeń oraz maszyn.
5.3.4. Poziom III: ocena ryzyka zapewnienia poziomu kompetencji

Identyfikacja luki kompetencyjnej w przedsiębiorstwie wiąże się w wielu przypadkach z zapewnieniem odpowiednich środków finansowych na ich uzupełnienie. W praktyce szczególnie dla małych przedsiębiorstw jest to bardzo trudne, więc ważna jest możliwość oceny konsekwencji niezapewnienia właściwego poziomu kompetencji pracowników utrzymania ruchu, a tym samym niewłaściwej realizacji procesu utrzymania maszyn. Dlatego niezbędnym jest opracowanie macierzy ryzyka razem ze skuteczną analizą procesu oceny ryzyka, w celu optymalizacji zapewnienia zasobów. Proponuje się, aby taką macierz ryzyka opracować na podstawie wartości wskaźników $W_{ko}$ w odniesieniu do konsekwencji (dostępności maszyn - $D$ oraz średniego czasu pomiędzy awariami - $MTBF$), jakie mogą występować przy niewłaściwym poziomie zapewnienia kompetencji. W tabeli 8 przedstawiono opracowaną macierz ryzyka. Macierz przedstawia przy jakich wartościach wskaźników $W_{ko}$ zmienia się ryzyko niezapewnienia odpowiedniego poziomu dostępności maszyn ($D$) oraz czasu pomiędzy awariami ($MTBF$) w stosunku do realizowanych działań (obszarów). Macierz identyfikuje pięć poziomów ryzyka (od bardzo niskiego – L, do bardzo wysokiego - VH) i została opatriona w oparciu o doświadczenie autora, dane z analizowanej firmy oraz przy wsparciu eksperta z zakresu utrzymania ruchu.

Tab. 8. Macierzy oceny ryzyka.
Tab. 8. The risk assessment matrix.

| Wskaźnik kompetencji | Zmienna opisowa | VH | H | M | L | VL |
|----------------------|-----------------|----|---|---|---|----|
| $W_{ko}$ %           | Zmienna opisowa |    |   |   |   |    |
| >80                  | VT              | VL | VL| VL| VL| VL |
| >60                  | H               | M-L| M-L| L | L | L  |
| >40                  | M               | M-H| M-H| M-H|M-L|M-L |
| >20                  | L               | VH| VH| H | H | H  |
| 0-20                 | VL              | VH| VH| VH| VH| VH |

Ryzyko: VH= bardzo wysokie; H = wysokie; M-H = średnie do wysokiego; M- średnie; M-L = średnie do niskiego; L = niskie; VL = bardzo niskie

Jeżeli wartości wskaźników $W_{ko}$ oraz $MTBF$ i $D$ znajdują się w środku każdego zakresu to nie ma problemu w oszacowaniu poziomu ryzyka. Jednak jeśli wartości te znajdują się na granicach zakresów to istnieje możliwość subiektywnej oceny poziomu ryzyka. Ponadto na taką niepewność może mieć wpływ wynik analizy w zależności od dostępnych informacji, wiedzy i doświadczenia. W tych okolicznościach możliwe jest wykorzystanie wnioskowania rozmytego opartego na logice. W tym kontekście macierz oceny ryzyka wykorzystana będzie jako podstawa opracowania reguł dla wnioskowania rozmytego. W niniejszej pracy przedstawiono wnioskowanie rozmyte typu Mamdami. Możliwy jest dobór odpowiednich
funkcji przynależności oraz przy wsparciu ekspertów określenie wartości tych funkcji w obszarze przyjętych zakresów. Wartości wskaźników $W_{ko}$ oraz $MTBF$ i $D$ będą stanowiły wejście do systemu wnioskowania rozmytego w celu obliczenia poziomu ryzyka. W analizowanym przypadku zostanie przedstawione wyznaczenie wartości poziomu ryzyka wspomaganego logika rozmytego dla wskaźnika $W_{ko}$ oraz dostępności ($D$). Parametry wejściowe i wyjściowe wyrażone są w postaci ilościowej, jakościowej i opisowej. Do modelowania przyjęto funkcje przynależności opisaną wzorem [3]. Funkcja tę, jak przedstawiono w pracach [7, 20, 28] zastosowano aby zminimalizować rozbieżność między rzeczywistością i modelowaniem matematycznym.

$$\text{Gaussian} \ (x; c, \sigma) = e^{-\frac{(x-c)^2}{2\sigma^2}}$$  [3]

gdzie $c$ oznacza centrum, $\sigma$ określa szerokość funkcji przynależności. Do modelowania wykorzystano funkcję "Gauss2mf", która jest dostępna w programie MATLAB (R2012) [15,16]. Funkcja określona wzorem (4) jest kombinacją dwóch parametrów $(c, \sigma)$ [15].

$$y = \text{gauss2mf}\{x, [\sigma_1 \; c_1 \; \sigma_2 \; c_2]\}$$ (4)

Do wykonania proponowanego procesu wnioskowania rozmytego wykorzystano narzędzie MATLAB (R2012) [16].

Na rys. 5 przedawniono model systemu rozmytego.

Rys. 5 Model systemu rozmytego.
Fig. 5. Fuzzy logic model.

Na rys. 6 przedawniono część regul, które opracowano na podstawie tabeli 8.

| 1. If (Wko is VH) and (D is VH) then (Poziom__ryzyka is VL) (1) |
| 2. If (Wko is VH) and (D is H) then (Poziom__ryzyka is VL) (1) |
| 3. If (Wko is VH) and (D is M) then (Poziom__ryzyka is VL) (1) |
| 4. If (Wko is VH) and (D is L) then (Poziom__ryzyka is VL) (1) |
| 5. If (Wko is VH) and (D is VL) then (Poziom__ryzyka is VL) (1) |
| 6. If (Wko is H) and (D is L) then (Poziom__ryzyka is VL) (1) |
| 7. If (Wko is H) and (D is VH) then (Poziom__ryzyka is ML) (1) |
| 8. If (Wko is H) and (D is M) then (Poziom__ryzyka is L) (1) |
| 9. If (Wko is H) and (D is L) then (Poziom__ryzyka is L) (1) |
| 10. If (Wko is H) and (D is VH) then (Poziom__ryzyka is VL) (1) |
| 11. If (Wko is M) and (D is VH) then (Poziom__ryzyka is MH) (1) |
| 12. If (Wko is M) and (D is VL) then (Poziom__ryzyka is VL) (1) |
| 13. If (Wko is M) and (D is VL) then (Poziom__ryzyka is MH) (1) |
| 14. If (Wko is M) and (D is M) then (Poziom__ryzyka is ML) (1) |
| 15. If (Wko is L) and (D is M) then (Poziom__ryzyka is VL) (1) |
| 16. If (Wko is L) and (D is MH) then (Poziom__ryzyka is VH) (1) |
| 17. If (Wko is L) and (D is VL) then (Poziom__ryzyka is HL) (1) |

Rys. 6. Reguły wnioskowania.
Fig. 6 Inference rules.
Rys. 7, 8, 9 przedstawiają funkcje przynależności dla $W_{ko}$, dostępności ($D$) oraz poziomu ryzyka.

Rys. 7. Funkcja przynależności dla $W_{ko}$.

Fig. 7. GCMF of $W_{ko}$.

Rys. 8. Funkcja przynależności dla $D$.

Fig. 8. GCMF of $A$.

Rys. 9. Funkcja przynależności dla poziomu ryzyka.

Fig. 9. GCMF of a risk level.

W tabeli 9 przedstawiono przyjęte wartości Gaussowskiej funkcji przynależności na wejściu i wyjściu.

| Wejście | VL | L  | M  | H  | VH |
|---------|----|----|----|----|----|
| $D$, $W_{ko}$ | [0 5 5 10] | [5 30 5 30] | [8 50 8 50] | [5 70 5 70] | [5 90 5 100] |

| Wyjście | VL | L  | M-L | M-H | H  | VH |
|---------|----|----|-----|-----|----|----|
| Poziom ryzyka | [0.2 0.2 0.5] | [0.3 1 0.3 1] | [0.3 2 0.3 2] | [0.3 3 0.3 3] | [0.3 3.75 0.3 3.75] | [0.2 4.5 0.1 5] |

Na rys. 10 przedstawiono reguły wnioskowania oraz przykład wyznaczania poziomu ryzyka konsekwencji niezapełnienia odpowiedniego poziomu kompetencji dla realizacji działań nadzoru nad maszynami i urządzeniami.

Rys. 10. Kalkulacja poziomu ryzyka.
Fig. 10. Risk level calculation.

Kalkulacja poziomu ryzyka przeprowadzona została dla wartości wskaźnika $W_{ko} = 50$ oraz $D=50$. Ryzyko oceniono na poziomie $= 3$. Metoda środka ciężkości została zastosowana jako metoda wyodrębniania. Najmocniejsza metoda to reguła 8. Oznacza to, że przy takim poziomie kompetencji ryzyko utrzymania dostępności maszyn na poziomie 50 określa się jako średni.

Analiza taka pozwoli określić, na jakim poziomie utrzymywać wskaźnik kompetencji, aby zminimalizować ryzyko ich wpływu na wydajność i efektywność realizowanych działań w zakresie utrzymania ruchu.

6. Podsumowanie i wnioski

Efektywność procesu utrzymania ruchu w przedsiębiorstwie wymaga kompetentnych, świadomych pracowników. Wyniki badań przedstawionych w pierwszym etapie pracy wykazały, że firmy są świadome potrzeby oceny kompetencji pracowników utrzymania ruchu. W wielu firmach te oceny są realizowane, a na ich podstawie wyciągane wnioski oraz podejmowane działania doskonalące. Wiele również, szczególnie tych małych, nie prowadzi takich działań. Dlatego przedstawiona w drugiej części pracy trzy poziomowa metodyka oceny kompetencji pracowników oraz przykład jej zastosowania w wybranym przedsiębiorstwie, może pomóc takim firmom w doborze odpowiedniej metody oceny kompetencji. Zastosowanie odpowiednio dobranej metody oceny kompetencji pozwoli na: identyfikację aktualnego poziomu kompetencji, ale przede wszystkim na identyfikację potrzeb szkoleniowych, w celu podniesienia skuteczności i efektywności realizacji procesu utrzymania ruchu.

Proponowana praca ma pewne ograniczenia związane z tym, że metodę zweryfikowano tylko w jednej firmie. Dlatego w przyszłej pracy metodą zostanie zweryfikowana również w innych przedsiębiorstwach. Wyniki weryfikacji tej metodyki w przedsiębiorstwach pozwolą zidentyfikować ograniczenia wynikające z funkcjonowania przedsiębiorstw oraz dodatkowe istotne wymagania, jakie ocena powinna uwzględniać.

Wdrożenie tej metody jest pracochłonne, wymaga zgromadzenia określonych informacji: nie tylko dotyczących pracowników, ale również dotyczących maszyn np. wskaźnika MTBF, co w wielu przedsiębiorstwach, szczególnie tych małych, jest organizacyjnie trudne. Dlatego w przyszłych pracach należy zabrać podjęcie prób wspomagania procesu oceny pracowników z wykorzystaniem danych gromadzonych w systemach CMMS, co pozwolioby uzyskać potrzebne informacje, a tym samym usprawnić proces oceny pracowników.
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Dobór parametrów eksploatacyjnych elektrofiltru obniżającego niską emisję pyłów pochodzących ze spalania paliw stałych

Słowa kluczowe: ochrona powietrza, niska emisja, pyły PM10 i PM2,5, elektrofiltr, parametry eksploatacyjne

Streszczenie: W artykule przedstawiono wyniki badań, mających na celu opracowanie konstrukcji, wykonanie oraz dobór parametrów eksploatacyjnych elektrofiltru do zastosowań w gospodarstwach domowych. Obiektem badań był opracowany i wykonany przez autorów prototyp elektrofiltru przeznaczony do montażu w kanale spalinowym budynku jednorodzinnego. Istotnym problemem jest dobór odpowiedniej elektrody ulotowej. Zasymulowano zapylenie powstające na skutek spalania paliw stałych. Badania przeprowadzono dla dwóch różnych stężeń pyłów na wlocie do elektrofiltru, regulując podawane napięcie. Uzyskane wyniki wykazały, że przyjęte rozwiązanie konstrukcyjne elektrofiltru umożliwia znaczne ograniczenie niskiej emisji pyłów PM2,5 i PM10 emitowanych w procesach spalania paliw stałych: w gląbkami i/lub biomasy w kotłach lub kominkach stosowanych w gospodarstwach domowych lub małych kotłowniach lokalnych.

1. Wstęp

Zanieczyszczenie powietrza pyłem zawieszonym stanowi bardzo istotny problem o szerokim spektrum oddziaływania na środowisko naturalne, stan zdrowia społeczeństwa, między innymi poprzez migrację wraz z ziarnami pyłów toksycznych związanych ołowiu, kadmu, niklu i arsenu. Jednym ze źródeł zanieczyszczeń powietrza są pyły pochodzące ze spalania paliw stałych, ciekłych i gazowych emitowanych do atmosfery. Inną przyczyną zanieczyszczeń powietrza są pyły powstające na skutek eksploatacji pojazdów samochodowych, spalania oleju napędowego w silnikach o zapłonie samoczynnym oraz ścierania się elementów mechanicznych np. układu hamulcowego [4, 5]. W przypadku źródeł znajdujących się na wysokości nie większej niż 40 m, źródła takie określa się mianem niskiej emisji. Niska emisja stanowi źródło wielu znieczyszczeń powietrza, a w szczególności pyłów PM10 oraz PM2,5. W składzie chemicznym pyłu zawieszonego PM10 i PM2,5 znajdują się groźne dla zdrowia składniki chemiczne. Są to między innymi: wielopierścieniowe węglowodory aromatyczne, dioksyny oraz metale ciężkie lub ich związki [20]. Problem przekroczenia norm czystości powietrza pyłem zawieszonym pochodzącym ze źródeł niskiej emisji dotyczy zarówno dużych aglomeracji miejskich jak i miejscowości mniejszych w tym uzdrowiskowych.

W miejscowościach o słabej wentylacji naturalnej, wynikającej z kształtu terenu lub zabudowy ograniczającej naturalne kanaly przewietrzenia obszaru zabudowanego, niska emisja jest główną przyczyną powstawania smogu.

Problem zanieczyszczenia powietrza jest od wielu lat przedmiotem analiz prowadzonych przez Europejską Agencję Ochrony Środowiska EEA (European Environment Agency) [8]. Raport ten wskazuje, że Polska jest nadal w czołówce krajów, które mają problem szczególnie z pyłami zawieszonymi, powstającymi głównie w wyniku spalania paliw stałych. W przypadku pyłów PM10 najwięcej dni z przekroczeniami normy notuje się w Bułgarii.

Badania przeprowadzone w ramach międzynarodowego projektu Aphecom we współpracy z Europejskim Centrum Tematycznym ds. Powietrza i Zmian Klimatu (ETC/ACC) wykazały, że skutki zachorowań w wyniku zanieczyszczenia powietrza pyłami PM10 i PM2,5 wiążą się z dodatkowymi kosztami opieki zdrowotnej w państwach członkowskich UE rzędu 31 mld € [3, 16].
Na problem zanieczyszczenia powietrza zwraca uwagę dyrektywa Parlamentu Europejskiego i Rady 2008/50/WE z 21 maja 2008 r. w sprawie jakości powietrza i czystszego powietrza dla Europy (CAFE) [7]. Dyrektywa ta wymusza podjęcie działań naprawczych tam, gdzie pomiary wykażą przekroczenia dopuszczalnych poziomów zanieczyszczeń, a w szczególności PM10, PM2,5 oraz emisji CO₂.

Znaczną przekroczenia norm stężeń pyłu zawieszonego stanowi w Polsce bardzo poważny problem. Zgodnie z raportem Europejskiej Agencji Ochrony Środowiska EEA z 2017 r. ilość przedwczesnych zgonów z powodu ekspozycji na pyły PM2,5 wyniosła w Polsce 41 300 przypadków [8]. W aglomeracjach miejskich oraz miejscowościach z przewagą zabudowy jednorodzinnej jednym z istotnych czynników odpowiedzialnych za uprawdzanie się procesu spalania w domowych piecach, paleniskach lub lokalnych kotłowniach w węglę, związanych ze spalaniem w domowych piecach, paleniskach lub lokalnych kotłowniach węglę o niskiej jakości. Popularnym nośnikiem emisji energii stosowanym w gospodarstwach domowych jest także biomasa w postaci peletek lub drewna opałowego. Własności fizykochemiczne, elektryczne oraz skład zmienny pyłu ze spalania biomasy są silne zróżnicowane w zależności od gatunku paliwa oraz jego wilgotności [19, 21]. Paliwa te często spalane są w kotłach o przestarzałej konstrukcji oraz znacznym stopniu wyeksploatowania. Oba te czynniki wynikają z przyczyn ekonomicznych. W ostatnich latach podjęto w Polsce działania mające na celu wymianę przestarzałych kotłów i pieców użytkowanych w gospodarstwach domowych poprzez wprowadzenie systemu dopłat do nowych urządzeń. Podejmuje się także starania umożliwiań dostępu jak największej ilości odbiorców indywidualnych do miejskich sieci ciepłowniczych, jednak wszelkie te działania mają charakter długookresowy. Obecnie prowadzone są badania nad zgaszowym węglovęgła w złożu. Wykorzystanie jako nośnika energii wytwarzanej z gazu pozwoli na ograniczenie emisji pyłu zawieszonego powstającego w procesie spalania węgla [14].

Jedną z metod ograniczenia emisji zanieczyszczeń powietrza, a w szczególności pyłów PM10 oraz PM2,5 jest wprowadzenie, prostych w eksploatacji, elektrofiltrów do zastosowań konstrukcyjnych prowadzonych w domowych kotłach o przestarzałej konstrukcji oraz bogatych w dymnych węglach lokalnych. W ostatnich latach podjęto w Polsce działania mające na celu wymianę przestarzałych kotłów i pieców użytkowanych w gospodarstwach domowych poprzez wprowadzenie systemu dopłat do nowych urządzeń. Podejmuje się także starania umożliwiań dostępu jak największej ilości odbiorców indywidualnych do miejskich sieci ciepłowniczych, jednak wszelkie te działania mają charakter długookresowy. Obecnie prowadzone są badania nad zgaszowym węglovęgła w złożu. Wykorzystanie jako nośnika energii wytwarzanej z gazu pozwoli na ograniczenie emisji pyłu zawieszonego powstającego w procesie spalania węgła [14].

2. Metodyka badań

2.1. Własności fizykochemiczne pyłów

Własności fizykochemiczne pyłu powstającego w wyniku procesu spalania paliw decydują o wyborze rozwiązania konstrukcyjnego oraz parametrach elektrycznych elektrofiltru [12, 13]. Badania przebieg alokacji aerozolu gaz-pył przeprowadzono dla pyłów pochodzących ze spalania węgla kamiennego oraz biomasy. Paliwa te są typowymi paliwami stałowymi będącymi nośnikami energii stosowanymi do celów grzewczych w gospodarstwach domowych oraz kotłowniach lokalnych.

W ramach badań pyłów, określono ich wybrane własności fizykochemiczne, które są istotne dla przebiegu procesu elektrostatycznego odpylania spalin:

- gęstość względna (metodą piknometryczną),
- wilgotność (metodą wagową),
- zawartość części palnych - straty prażenia (metodą wagową),
- skład granulometryczny (analizatorem Mastersizer 2000 Malvern Instruments Ltd.),
rezystywność warstwy pyłu (metodą wysokonapięciową stałoprądową),
napięcie przebiacia warstwy pyłu (metodą wysokonapięciową stałoprądową).

2.2. Stanowisko badawcze – elektrofiltr laboratoryjny

Badania procesu separacji ziaren pyłu prowadzono w wykonanym ze stali stopowej H17N13M2 elektrofiltrze laboratoryjnym o następujących parametrach:
- średnica komory ø150 mm,
- długość czynną 1000 mm,
- elektroda ulotowa centralna – wymienne elektrody o zróżnicowanej geometrii i emisyjności,
- podajnik pyłów o zmiennej wydajności,
- układ oczyszczania elektrody zbiorczej oraz zasobnik separowanych pyłów,
- przepływ powietrza przez komorę elektrofiltru zapewnia wentylator promieniowy o regulowanej wydajności, zapewniający możliwość zmiany prędkości przepływu w komorze w zakresie od 1 do 10 m/s,
- obwody zasilania: 1-fazowe 230V, wysokiego napięcia 10÷70 kV DC, o prądzie I ≤ 2 mA,
- obwody kontrolno-pomiarowe oraz wykonawcze układu oczyszczania elektrody zbiorczej.

W trakcie badań dokonywano pomiarów: prędkości przepływu medium (powietrza) przez komorę elektrofiltru, napięcia zasilania elektrody ulotowej, prądu elektrofiltru, obecności pyłu na wylocie elektrofiltru (za pomocą pyłomierza triboelektrycznego) oraz jego stężenia wyznaczane metodą grawimetryczną. Widok elektrofiltru laboratoryjnego przedstawiono na rysunku 1.

W górnjej, pionowej części elektrofiltru zamontowano skrzynię przyłączeniową z płytną izolacyjną oraz uchwytem do montażu badanych elektrod ulotowych. Wewnątrz komory elektrofiltru znajduje się centralnie umieszczona elektroda ulotowa (5). Na wylocie elektrofiltru umieszczono grubościenną rurę z materiału dielektrycznego, w której zamontowano sondę pyłomierza (6) oraz układ do pomiaru prędkości przepływu powietrza (7). W elektrofiltrze przewidziano także system oczyszczania komory z osadzonego na jej powierzchni pyłu, umożliwiający okresowe usunięcie pyłu z elektrody zbiorczej.
2. Uproszczony schemat elektrofiltru laboratoryjnego

Rys. 2. Uproszczony schemat elektrofiltru laboratoryjnego

1 – wentylator, 2 – podajnik pyłu, 3 – dysza sprężonego powietrza, 4 – zbiornik separowanej powietrza, 5 – dolne mocowanie elektrody, 6 – elektroda ulotowa, 7 – górne mocowanie elektrody 8 – czujnik pyłomierza, 9 – czujnik prędkości przepływu powietrza, 10 – tor pomiaru przepływu powietrza, 11 – tor pomiaru stężenia pyłu, 12 – pomiar wysokiego napięcia, 13 – pomiar prędu elektrofiltru.

Obwody elektryczne stanowiska stanowią: zasilacz wysokiego napięcia elektrody ulotowej, obwody pomiaru wysokiego napięcia (11) oraz prądu elektrofiltru (12). Prędkość przepływu powietrza przez komorę elektrofiltru jest mierzona on-line turbinką pomiarową (7) do komorze Halla. Obecność pyłu na wyjściu elektrofiltru jest rejestrowana za pomocą pyłomierza trboelektrycznego. Sygnały napięciowe z obwodów pomiaru napięcia zasilania, prądu płynącego pomiędzy elektrodami zbiorczymi, a masą obwodu oraz sygnał z wyjścia pyłomierza podawano na wejście analogowe karty pomiarowej NI-USB 6039. Karta ta współpracowała z komputerem wyposażonym w oprogramowanie do rejestracji danych. Karta pomiarowa pracująca z częstotliwością próbkowania 1 kHz rejestrowała próbkę wartości mierzonych napięć. Program do akwizycji danych pełni funkcję wirtualnego rejestratora XY, który umożliwia wizualizację rejestrowanych danych w trybie online. Dane zapisywano w postaci plików ASCII w celu dalszej ich analizy.

2.3. Dobór parametrów elektrycznych elektrody ulotowej

Elektrofiltr rurowy do zastosowań domowych posiada tylko jedną elektrodę ulotową, usytuowaną centralnie w komorze. Dobór parametrów elektrycznych tej elektrody ma kluczowe znaczenie dla prawidłowego przebiegu procesu odpylania spalin.

Podstawowym kryterium doboru elektrody elektrofiltru jest uzyskanie takich warunków, aby wprowadzone do komory elektrofiltru ziarna pyłu uzyskały ładunek elektryczny wystarczający do ich migracji i osadzenia na elektrodzie zbiorczej [2, 11]. Głowną rolę odgrywają procesy przekazywania ładunków ziarnom pyłu od jonów gazowych, których źródłem są zjawiska zachodzące w bezpośrednim otoczeniu elektrody ulotowej, a ściślej od punktów na jej powierzchni, z których rozwijają się lawiny elektronowe. Proces gromadzenia ładunku przez ziarna pyłu w przestrzeni międzyelektrodowej elektrofiltru polega na przejmowaniu przez nie ładunku elektrycznego. Odbarwione ładunkiem ziarna pyłów poruszają się głównie w kierunku elektrody zbiorczej. Zdecydowana większość zanieczyszczeń pyłowych jest ładowana ujemnie i osadza się na uziemionych elektrodach zbiorczych o potencjale dodatnim [15], przy czym duży wpływ na własności osadzonej na elektrodzie zbiorczej warstwy pyłu ma jego rezystywność [1].
Doboru typu i cech geometrycznych elektrody ulotowej elektrofiltru do zastosowań w gospodarstwach domowych dokonano na podstawie wyznaczonych charakterystyk prądowo-napięciowych wybranych elektrod ulotowych oraz napięcia początkowego ulotu.

Charakterystykę prądowo-napięciową $I-U$ uzyskuje się rejestrując zmianę prądu płynącego w przestrzeni międzylektrodowej elektrofiltru w funkcji napięcia zasilającego elektrodę ulotową. Pomiary prowadzono zmieniając napięcie zasilania elektrody ulotowej w zakresie $U=0÷30$ kV. Elektroda zbiorcza połączona jest z dodatnim biegunem układu zasilania poprzez rezystor dekadowy o tolerancji wykonania rezystorów 0,05%. Rejestrowanie wartości napięcia zasilania elektrody ulotowej oraz prądu płynącego w przestrzeni międzyelektродowej, proporcjonalnego do spadku napięcia na rezystorze dekadowym, umożliwia wyznaczenie charakterystyki $I-U$. Sygnały napięciowe z obwodów pomiaru napięcia zasilania elektrody ulotowej oraz prądu płynącego pomiędzy elektrodą zbiorczą a masą obwodu są podawane na wejście analogowe karty pomiarowej NI-USB 6039, połączonej z komputerem wyposażonym w oprogramowanie do rejestracji danych. Dla każdego z punktów pomiarowych, mierzonych z krokiem $\Delta U=500$ V, rejestrowano uśrednioną wartość mierzonych napięć. Zarejestrowane dane zapisywano w plikach w celu poddania ich dalszej analizie.

Początkowe napięcie ulotu elektrod wyznaczano z funkcji liniowej $U/I=f(U)$ (tzw. charakterystyki zredukowanej). Charakterystyka prądowo-napięciowa elektrody ulotowej oraz napięcie początkowe ulotu świadczą o emisyjności elektrody, a więc zdolności wytworzenia pola elektrostatycznego, w którym ziarna pyłu uzyskują ładunek elektryczny.

3. Wyniki badań

Wybrane własności fizykochemiczne mające istotny wpływ na przebieg procesu elektrostatycznej separacji pyłów ze spalania węgla kamiennego oraz biomasy przedstawiono w tabeli 1.

Tabela 1. Własności fizykochemiczne pyłów ze spalania węgla kamiennego oraz biomasy

| Własność fizykochemiczna | Jednostka | Pył ze spalania węgła kamiennego | Pył ze spalania biomasy |
|--------------------------|-----------|---------------------------------|------------------------|
| Gęstość względna          | kg/m³     | 1902,0                          | 2400,0                 |
| Zawartość wody            | % wag.    | 0,42                            | 1,15                   |
| Zawartość części palnych  | % wag.    | 5,933                           | 3,31                   |
| Rezystywność warstwy pyłu | $\Omega/cm$ | $1,4 \times 10^{8}$ | $1,1 \times 10^{10}$ |
|                          | $30^\circ C$ |                                 |                        |
|                          | $150^\circ C$ |                                |                        |
| Napięcie przebicia warstwy pyłu | kV/mm | 0,995                           | 0,976                  |

Zbiorcze zestawienie wyników analizy składu granulometrycznego wykonane analizatorem Mastersizer 2000 przedstawiono na rysunku 3. Wyniki tych analiz wskazują, że zawartość w pyłach frakcji ziaren PM2,5 i PM10 nie przekracza 20% obj.

Rys. 3. Skład granulometryczny pyłów ze spalania węgla kamiennego oraz biomasy
Doboru elektrody ulotowej elektrofiltru dokonano na podstawie analizy charakterystyk prądowo-napięciowych oraz wartości początkowych napięć ulotu elektrod, które wytypowano do badań. Przyjęto założenie, że elektroda ulotowa elektrofiltru rurowego do zastosowań domowych powinna się charakteryzować wysoką emisyjnością, możliwie niskim początkowym napięciem ułotu oraz wysoką trwałością mechaniczną. Z tego względu zrezygnowano z zastosowania w elektrofiltrze elektrody drutowej stosowanej w niektórych rozwiązaniach [17]. Na etapie doboru elektrody ulotowej uznano, że korzystnym rozwiązaniem konstrukcyjnym będą elektrody typu masztowego. Ze względu na ich sztywność mogą one być z powodzeniem montowane w elektrofiltrze poprzez mocowanie jednopunktowe od góry, które upraszcza konstrukcję elektrofiltru i eliminuje możliwość zwarć poprzez przewodzące mostki pyłu, który mogłyby osadzać się na dolnym elemencie montażowym elektrody ulotowej. Wyniki pomiarów emisyjności wytypowanych do badań elektrody ulotowych zamieszczono na rysunku 4.

Po przeprowadzeniu badań parametrów elektrycznych elektrody ulotowych, uznano, że należy zmodyfikować konstrukcję elektrody masztowej typu ostrzowego, tak by uzyskać lepsze parametry elektryczne. Pomiary potwierdziły prawidłowość tego rozwiązania. Elektroda masztowa typu A charakteryzuje się bardzo wysoką emisyjnością oraz, co bardzo istotne, niskim początkowym napięciem ułotu $U_{\varphi}=57$ kV. Podejmując badania parametrów pracy elektrofiltru, dokonano wstępnych założeń odnośnie procesu odpalania spalin powstających ze spalania paliw stałych (węgla kamiennego oraz biomasy) w kominkach lub kotłach c.o. Założenia te dotyczyły m.in.: mocy stosowanego kotła, własności oraz sortymentów paliw stałych, skuteczności separacji pyłów przez elektrofiltr.

Biorąc pod uwagę różnorodność eksploatowanych w gospodarstwach domowych kotłów energetycznych, ich stan techniczny, a także parametry paliw w nich spalanych, nie ma możliwości jednoznacznego określenia własności jakościowych (wschody fizykochemicznych pyłu) i ilościowych (prędkości przepływu, stężeń pyłu na wylocie kotła) oczyszczanych spalin. W tej sytuacji należy przyjąć najbardziej niekorzystne parametry odpalania. Z tego względu do komory elektrofiltru podawano aerosol pyłu w takiej ilości, aby uzyskać, dla prędkości przepływu medium $1 \text{ m/s}$ oraz $1,5 \text{ m/s}$, jego stężenie na wlocie elektrofiltru:

- $2000 \text{ mg/m}^3$ powietrza,
- $4000 \text{ mg/m}^3$ powietrza.

Oznacza to, że podczas badań skuteczności separacji pyłu przez elektrofiltr stężenia podawanego pyłu były większe $7 \text{ do } 12$ razy w stosunku do stężeń pyłu wynikających z obliczeń dla przyjętej mocy cieplnej kotła oraz wartości opałowych paliw. Także przyjęta prędkość przepływu medium przez komorę elektrofiltru była ok. $2$ razy wyższa od wyznaczonej metodą obliczeniową. Dla badanych pyłów ze spalania węgla oraz biomasy dokonano seri pomiarów zmieniając prędkość przepływu powietrza w komorze elektrofiltru, stężenie pyłu oraz napięcie zasilania elektrody ulotowej.
W trakcie badań procesu odpylania wyznaczono zmianę prądu pracy elektrofiltru w funkcji napięcia zasilającego dla wybranych stężeń pyłu przy zadanych prędkościach przepływu aerozolu gaz-pył przez jego komorę. Zależność wartości prądu płynącego w przestrzeni międzyelektrodeowej elektrofiltru od napięcia zasilania elektrody ulotowej przedstawiono na rysunku 5.

Wyniki pomiarów prądu w przestrzeni międzyelektrodeowej elektrofiltru wykazały niewielki wpływ stężeń pyłów oraz prędkości przepływu medium na wartości prądu. Zmiany prądu w całym zakresie zmian stężeń pyłu i prędkości medium nie przekroczyły 10%. Oznacza to, że prąd elektrofiltru głównie zależy od jego geometrii, napięcia zasilania elektrody ulotowej oraz wydajności prądowej zasilacza wysokiego napięcia.

Na podstawie przeprowadzonych pomiarów wyznaczono zmianę stężeń pyłów na wylocie elektrofiltru w funkcji napięcia zasilającego elektrody ulotowej. Wyniki uzyskane dla pyłów ze spalania węgla kamiennego oraz biomasy przedstawiono na rysunkach 6 i 7.

**Rys. 5. Zależność natężenia prądu elektrofiltru od napięcia zasilania elektrody ulotowej**

**Rys. 6. Zależność stężenia pyłu na wylocie elektrofiltru od napięcia zasilania elektrody ulotowej dla pyłu ze spalania węgla**

**Rys. 7. Zależność stężenia pyłu na wylocie elektrofiltru od napięcia zasilania elektrody ulotowej dla pyłu ze spalania biomasy**
Bardzo istotnym parametrem eksploatacyjnym elektrofiltru jest skuteczność odpylania. Uzyskanie wysokiej skuteczności elektrofiltru świadczy o prawidłowym doborze jego cech geometrycznych dobranych na etapie projektowania urządzenia. Istotny wpływ na uzyskiwaną skuteczność ma prawidłowy dobór geometrii, a więc parametrów elektrycznych elektrody ulotowej. Znaczenie ma również dobór zasilacza wysokiego napięcia w tym jego napięć wyjściowych i wydajności prądowej. Wyniki pomiarów skuteczności odpylania pyłu ze spalania węgla kamiennego oraz biomasy dla wybranych wartości napięcia zasilania elektrody ulotowej elektrofiltru dla pyłów ze spalania węgla kamiennego dla prędkości przepływu medium \( v = 1 \text{ m/s} \) oraz \( v = 1,5 \text{ m/s} \) zestawiono w tabeli 2.

**Tabela 2. Skuteczność odpylania pyłu ze spalania węgla dla wybranych napięć zasilania ESP**

| Napięcie pracy ESP [kV] | Pyły ze spalania węgla kamiennego | Prędkość przepływu medium 1 m/s | Stężenie pyłu na wlocie ESP [mg/m³] 2000 mg | Skuteczność odpylania [%] | Stężenie pyłu na wlocie ESP [mg/m³] 4000 mg | Skuteczność odpylania [%] |
|------------------------|----------------------------------|----------------------------------|-------------------------------------------|--------------------------|-------------------------------------------|--------------------------|
| 0                      |                                  |                                 | 500,0                                     | 0,0                      | 840,0                                     | 0                        |
| 5                      |                                  |                                 | 226,7                                     | 54,7                     | 673,3                                     | 19,8                     |
| 10                     |                                  |                                 | 26,7                                      | 94,7                     | 66,7                                      | 92,1                     |
| 15                     |,wylocie ESP [mg/m³] 2000 mg       |                                 | 6,7                                       | 98,7                     | 20,0                                      | 97,6                     |
| 30                     |                                  |                                 | 6,7                                       | 98,7                     | 6,7                                       | 99,2                     |
| Napięcie pracy ESP [kV]|                                  | Prędkość przepływu medium 1,5 m/s| Stężenie pyłu na wlocie ESP [mg/m³] 2000 mg| Stężenie pyłu na wlocie ESP [mg/m³] 4000 mg| Skuteczność odpylania [%] |
| 0                      |                                  |                                 | 830,0                                     | 0,0                      | 1413,3                                    | 0,0                      |
| 5                      |                                  |                                 | 700,0                                     | 15,7                     | 1260,0                                    | 10,8                     |
| 10                     |                                  |                                 | 126,7                                     | 84,7                     | 226,7                                     | 84,0                     |
| 15                     |                                  |                                 | 40,0                                      | 95,2                     | 120,0                                     | 91,5                     |
| 20                     |                                  |                                 | 6,7                                       | 99,0                     | 33,3                                      | 97,6                     |
| 30                     |                                  |                                 | 6,7                                       | 99,2                     | 20,0                                      | 98,6                     |

Analiza wyników zestawionych w tabeli 2 wskazuje na wysoką skuteczność odpylania. Przyjmując najbardziej niekorzystne warunki pracy elektrofiltru tj. wysokie prędkości przepływu spalin oraz wysokie stężenia pyłu na wylocie kotła, napięcie elektrody ulotowej (dla
komory o średnicy ø150 mm) powinno wynosić ok. 20 kV. Dla tego napięcia, prąd pracy elektrofiltru \( I \) nie przekroczy wartości 0,5 mA.

Wyniki analogicznych pomiarów skuteczności elektrofiltru dla pyłów ze spalania biomasy przedstawiono w tabeli 3.

**Tabela 3. Skuteczność odpylania pyłu ze spalania biomasy dla wybranych napięć zasilania ESP**

| Napięcie pracy ESP \[kV\] | Prędkość przepływu medium 1 m/s | Prędkość przepływu medium 1,5 m/s |
|--------------------------|---------------------------------|----------------------------------|
|                          | Stężenie pyłu na wlocie ESP \[mg/m³\] 2000 mg | Skuteczność odpylania [%] | Stężenie pyłu na wlocie ESP \[mg/m³\] 4000 mg | Skuteczność odpylania [%] |
|                          | Stężenie pyłu na wylocie ESP \[mg/m³\] |                                 | Stężenie pyłu na wylocie ESP \[mg/m³\] |                                 |
| 0                        | 393,3                              | 0,0                             | 773,3                              | 0,0                             |
| 5                        | 166,7                              | 57,6                            | 393,5                              | 49,1                            |
| 10                       | 6,7                                | 98,3                            | 6,7                                | 99,1                            |
| 15                       | 6,7                                | 98,3                            | 6,7                                | 99,1                            |
| 30                       | 3,3                                | 99,2                            | 6,7                                | 99,1                            |

Analiza wyników wskazuje, że w przypadku pyłów ze spalania biomasy przy napięciu zasilania elektrody ulotowej \( U \geq 15 \) kV stężenie pyłu zawieszonego na wylocie elektrofiltru jest niższe od poziomu stężeń wynikających z Rozporządzenia Komisji UE (40 mg/m³). Uzyskane wyniki pomiarów wykazały skuteczność separacji w elektrofiltrze pyłów zarówno ze spalania węgla kamiennego jak i biomasy, mimo że pyły te mają odmienne własności fizykochemiczne oraz elektryczne.

### 4. Podsumowanie

Badania oraz analiza wyników pomiarów miały na celu opracowanie koncepcji rozwiązania konstrukcyjnego elektrofiltru, dobór jego parametrów geometrycznych, elektrycznych oraz procesowych. Powyższy cel został zrealizowany, na co wskazują uzyskane wyniki pomiarów. Umożliwiły one określenie parametrów eksploatacyjnych elektrofiltru zapewniają-
cych prawidłowy przebieg procesu separacji pyłów pochodzących ze spalania paliw stałych stosowanych w gospodarstwach domowych.

Rezultaty badań weryfikacyjnych przeprowadzonych na stanowisku laboratoryjnym z użyciem pyłów ze spalania węgla kamiennego oraz biomasy wykazały, że elektrofiltr separuje pyły zgodnie z przyjętymi założeniami. Potwierdzono to przeprowadzając próby odpylania aerozoli gaz-pył o stężeniach pyłu ponad 12-krotnie przekraczających stężenia wynikające z eksploatacji kotła energetycznego w warunkach domowych. W próbach tych wprowadzano do elektrofiltru pyły w takiej ilości, by ich stężenie na jego wlocie wynosiło do 4000 mg/m³. Przy napięciu zasilania \( U = 20 \) kV, skuteczność odpylania elektrofiltru wynosiła 97,6%. Oznacza to, że w warunkach eksploatacji (przy parametrach podobnych, jak w przypadku pyłów wzorcowych z paliwa węglowego jak i biomasy) powinien nastąpić spadek zaplenienia o poziomie 300 mg/m³ do wartości nieprzekraczającej 10 mg/m³. Tak, więc uzyskane wyniki wskazują na słuszność przedstawionej koncepcji rozwiązania konstrukcyjnego elektrofiltru.

Walidacja rozwiązania konstrukcyjnego elektrofiltru dla potrzeb domowych wymagała badań elektrofiltru w warunkach rzeczywistych. Z tego względu wykonano prototyp elektrofiltru, o średnicy komory \( \varnothing 180 \) mm, dla potrzeb gospodarstw domowych. Został on zainstalowany w kanale kominowym budynku ogrzewanego kotłem energetycznym DEFRO Optima Komfort 15STD o mocy 15 kW opalonym węglem kamiennym lub drewnem. Elektrofiltr ten został wyposażony w system oczyszczania elektrod z osadzonego na nich pyłu. Zapewnia to prawidłowy przebieg procesu odpylania spalin. Elektrofiltr jest zasilany z sieci elektrycznej jednofazowej 230 V. W skład obwodów zasilania wchodzą: zasilacz wysokiego napięcia \( 30 \) kV DC, sterownik mikroprocesorowy nadzorujący pracę elektrofiltru m.in. temperaturę załączenia przekraczającą temperaturę punktu rosy w komorze elektrofiltru, interwał czasowy oczyszczania elektrod z osadzonego pyłu, stan pracy urządzenia itp. Szacowany pobór mocy przy obciążeniu nominalnym nie przekracza 30 W.

Przedstawiona koncepcja rozwiązania konstrukcyjnego, po przeprowadzeniu dalszych badań eksploatacyjnych, umożliwi podjęcie produkcji elektrofiltrów dostosowanych do indywidualnych potrzeb odbiorców.
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