Machine Learning For Tuning, Selection, And Ensemble Of Multiple Risk Scores For Predicting Type 2 Diabetes
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Introduction

A variety of clinical studies have shown that the occurrence of diabetes is closely related to lifestyle,1-3 and active lifestyle interventions for groups at high risk for developing diabetes can reduce the incidence of the disease.2,4,5 Therefore, using non-invasive diabetes risk assessment tools for the early detection of high-risk individuals followed by implementing active interventions is of great importance to prevent the occurrence and development of such chronic epidemics. These assessment tools can save human and financial resources and have good compliance. Thus, non-invasive diabetes risk assessment tools can improve public health education and health awareness, which are especially important in areas that lack health resources.

Due to the heterogeneity in lifestyles and genetics, the characteristics of the type 2 diabetes (T2D) epidemic in the Asian population, including Chinese, are significantly different from those in the Western population.6 There are also differences in ethnicity, region, and economic status between Western and Asian populations. However, most of the reported T2D risk prediction models or scoring tools are based on Western populations,7 and they may not be applicable to other
For the Chinese population, races. Therefore, the performance of existing T2D assessment tools has varied when applied to other populations, and research efforts are needed to establish corresponding new forecasting models or assessment tools that are based on different characteristics. For the Chinese population, in 2013, Zhou et al established a simple clinical scoring tool for screening undiagnosed T2D patients using cross-sectional survey data on diabetes prevalence in China. The scoring system included gender, age, body mass index (BMI), waist circumference (WC), family history of diabetes, and systolic blood pressure as risk factors. Ye et al established another risk prediction model for Shanghai and Beijing population: the model’s risk factors included gender, hypertension, body mass index, fasting blood glucose, glycated hemoglobin, and C-reactive protein (CRP). Several other T2D risk prediction models or scoring tools based on Chinese population data have been reported. The validation data indicate that these scoring tools are significantly better than other Western-based scoring tools.

Previous studies have shown that differences in population characteristics may be a reason for the unsatisfactory performance of diabetes risk assessment tools when one risk score system that was developed in a region is applied to other different regions. We compared the risk score systems developed from Asian populations with the ones developed from Western populations and concluded that these risk scores were constructed with largely different risk factors and different score categories in each risk factor. For example, body mass index (BMI) and waist circumference (WC) are two common risk factors for both Western and Asian population. For Asian population, a male with BMI >28 kg/m² or WC >05 cm is classified in high-risk group, but only the males with BMI >30 kg/m² or WC >102 cm will be considered as high-risk for Western population. These deviations in performance are attributed to differences in ethnicity, environmental factors, eating habits, and social development, all of which can vary among different populations. In addition, if only the cut off values in the relevant reports are used, the sensitivity and specificity of the models may not be optimal when using a new dataset. Therefore, risk score systems developed for other populations may not necessarily apply to the domestic population. It has been suggested that when introducing foreign assessment tools, the applicability should first be verified, or adjusted according to the characteristics of the population in the region. The adjustment should be based on the basic characteristics of the population in the region, and the basic characteristics in the database should be further explored.

Data mining and machine learning techniques has been widely applied to diabetes related research. Kavakiotis et al conducted a systematic review in this area and concluded that “prediction and diagnosis” was one of the main purpose of applying machine learning techniques in diabetes research. Support vector machine, tree-based methods (e.g. decision tree and random forest), and neural network were three commonly used machine learning techniques for diabetes risk prediction. However, combination algorithms have not yet been applied to diabetes risk prediction in the literature. In this article, we proposed to use combination algorithms to combine multiple existing non-invasive risk score systems.

There were two goals of this study. Firstly, we developed two new simple and non-invasive diabetes risk score systems for Chinese adults living in Northeastern China. Secondly, we investigated the performance of different combination algorithms, which combined the prediction results of existing simple score systems. The new methods can be used to automatically build risk prediction models that perform similarly to or even better than the best simple score system.

Materials And Methods

Study Population

The data were collected from a detailed personal survey completed by long-term residents of Changchun City who were aged 40 and over and participated in the 2011 REACTION study [Risk Evaluation of Cancers in Chinese Diabetic Individuals: A Longitudinal Study]. Blood samples were also provided for relevant laboratory testing and were eventually included in the study analysis. Personal questionnaires were used to gather information related to smoking, drinking, tea, diet, sports, watching TV and other lifestyles, sleep status, emotional scale, female menarche age, menopausal age, number of births, etc. The data collected also include detailed demographic parameters, fasting and postprandial 2 hr blood glucose and insulin levels, HbA1C levels, liver and kidney function, and lipid metabolism levels.

This is a cross-sectional study that used a stratified random sampling method, and the following were randomly selected: 6 community health service centers in Changchun City, 3 communities within each community.
health service center, 560 individuals in each community. Long-term residents aged 40 and over are the subject of this research. According to the above sampling scheme, the sample population should comprise a total of 10,080 subjects, and the actual number of screened individuals was 9571 for a response rate of 94.95%. Ultimately, we enrolled a total of 5481 subjects who met the criteria of having a complete medical history and no other self-reported types of diabetes.

Clinical Evaluation And Laboratory Measurements

The subject’s informed consent was obtained on the day prior to their evaluation, and the time of the on-site investigation was reserved. The subject was confirmed to be in a fasting state. On-site questionnaires were conducted by 4—6 trained doctors and medical students. The questionnaire includes general information, medical history, family history, birth history, eating habits, exercise habits, smoking history, drinking history, and sleep status; general information includes name, gender, date of birth, contact information, etc.; medical history includes the existence of diabetes, cardiovascular and cerebrovascular diseases, tumors, and liver and kidney diseases. Family history mainly refers to the family history of diabetes; reproductive history is mainly for female research subjects; diet habits include the type of food, as well as the amount and frequency of intake; and exercise habits include exercise patterns and timing. Questionnaires were written in strict accordance with the uniform format.

When measuring height and weight, the subjects wore only light and thin clothing, except for shoes and socks, standing upright on the scale, and the height and weight values were read to 0.1 cm and 0.1 kg respectively. The waist circumference and hip circumference were measured using a soft ruler. Blood pressure and pulse were measured by an OMRON electronic sphygmomanometer after the patient had been sitting for 5 mins. Blood pressure and pulse were recorded and kept to 1 mmHg and 1 time/min, respectively. The average of 3 consecutive measurements was taken, with 1 min intervals between measurements. With subjects in the fasting state, two nurses collected venous blood in an EDTA anticoagulation tube, sodium fluoride anticoagulant tube, and procoagulant tube for glycated hemoglobin, blood glucose, and insulin; blood lipids; and makers of liver and kidney function, respectively. After completing the above physical examination, a nurse put 75 g of anhydrous glucose into about 300 mL of glucose solution, and the subject consumed the entire volume of the syrup within 5 mins, timed from the beginning of drinking. The nurse then tended to the patient for 2 hrs. Hypertension is defined as a systolic blood pressure of ≥140 mmHg, and/or a diastolic blood pressure of ≥90 mmHg; BMI is calculated by weight (kg) divided by height squared (m²). A subject is diagnosed with Type 2 diabetes if either 1) fasting blood glucose is greater than or equal to 7.0 mmol/L or 2) two-hour post-meal blood glucose is greater than or equal to 11.0 mmol/L. The study has been approved by the ethics committee of The First Hospital of Jilin University, and was conducted in accordance with the Declaration of Helsinki. The participant consent of the study was written informed consent that was signed by and obtained from the study participants.”

Statistical Analysis

Statistical analysis was performed in the statistical environment R. In this analysis, we restricted our study to 5,481 subjects with complete medical histories and no other self-reported types of diabetes. The baselines were set separately for men/women and non-diabetics/diabetics. Means and standard deviations (SD) are reported for continuous random variables, and counts (N) and percentage (%) are reported for categorical random variables.

Because of the rich demographic information included in our dataset, we applied three penalized likelihood methods, the least absolute shrinkage and selection operator (LASSO), smoothed clipped absolute deviation (SCAD), and minimax concave penalized likelihood (MCP), which are commonly used on selecting variables for high-dimensional models. We used to automatically select significant non-invasive risk factors for Type 2 diabetes. A more conservative model selection method for ultrahigh-dimensional model, the iterative sure independence screening (ISIS) procedure for variable selection in logistic regression and the traditional stepwise logistic regression were also applied to this dataset. Penalized likelihood methods add a penalty term to the log-likelihood function when fitting a logistic regression model, and the penalty term is used to regulate the fitted model. All parameters are shrunk towards 0, and parameters that are weakly associated with the response variable will automatically assigned 0. The ISIS procedure, in our case, iteratively applies the penalized likelihood method to select important variables. For the stepwise logistic regression, we first fitted the full parameter logistic
regression model, and then logistic regressions were fitted while parameters were dropped sequentially. The Akaike information criterion (AIC) determined the final variables to include in the model. A total of thirty-one candidate variables were included in the model selection step, and only the variables with positive coefficients and clinical relevance variables were retained in the final models. The final models were built on the selected variables using logistic regression.

Two simple point systems were derived from the fitted models following the process described by Sullivan and his colleagues. Continuous random variables were first categorized, and median values were used as reference values for each category. The reference values for categorical random variables were zeros and ones. The distances of each category from the base category in regression units were calculated by the product of the corresponding regression coefficients and the difference between reference values for each category and the reference value for the base category. The point scores for each category can be considered as the weighted integers that represent these distances.

Combination methods were used to combine the classification results of several different score systems. Two types of ensemble algorithms were applied to our dataset: voting and stacking. Majority voting, also known as the basic ensemble method, is one of the most fundamental ensemble methods used for classification. Every score system classified one object, and the final decision was the one that received more than half of the votes. One possible improvement, called performance weighting, marks each score system proportional to its performance (the sum of sensitivity and specificity in our case) on the validation dataset. Because of the possible correlation between different classifiers, the necessity of classifier selection for voting methods was discussed by several articles, and we also applied penalized regression model selection methods to the voting methods. Voting methods typically work well if the base-classifiers (score systems) perform the same task and have comparable success.

The stacking method, one of the most well-known meta-learning methods, was used to combine the classification results of several different score systems, which are called first-level learners in stacking, by using another learning model called the second-level learner or meta-learner. Van der Laan introduced the super learner, which trained the meta-learner with a cross-validation algorithm that proved to be asymptotically optimal. Based on K-fold cross-validation scheme (K = 10 in our case), the training dataset was split into K equally sized groups, that were stratified by the response variable (diabetes). We put the k-th group into the validation dataset, built first-level learners using the remaining data, and collected the prediction values from the validation data as the covariates of the meta-learner. The above procedure was repeated for every fold, along with the original response variable, to generate a complete dataset (called “leave-one data”) for training the meta-learner. Several studies have proposed using logistic regressions with a positive constraint on the coefficients as the meta-learner, and Debray and colleagues suggested performing model selection. We used different penalized likelihood methods (LASSO, SCAD, MCP) on the meta-learner to automatically select the best-fitted model.

Prediction results for our new models were compared with other non-invasive score systems derived from other populations. The original dataset was randomly divided into 70% (n = 3,837) training data and 30% (n = 1,644) testing data, stratified by diabetes status. The training data were used to determine the cutoff points for each score system by maximizing the sum of sensitivity and specificity, and the testing data were used to evaluate the classification performance. The accuracy was assessed by the area under the receiver operating characteristic curve (AUC) for each risk score. Sensitivity, specificity, positive predictive value (+PV), negative predictive value (-PV), positive likelihood ratio (+LR), negative likelihood ratio (-LR), and Youden index (sum of sensitivity and specificity minus one) were also calculated. P-values were determined by the Hosmer-Lemeshow test, where significant p-values (<0.05) indicates good fit of the corresponding model.

**Results**
The baseline characteristics are summarized in Table 1. Of the 5,481 participants, 66.9% were women, 22.7% identified as diabetic, 16% were current smokers, 4% were cancer patients, 13% had a family history of diabetes, and 12% were hypertensive. Compare with men, women had higher means of BMI (body mass index), HDL (high-density lipoprotein), LDL (low-density lipoprotein), and cholesterol, but they had lower means on all other variables. P-values showed that the differences between men and women were statistically significant at the 0.05 level for all variables except hypertension. Compared with non-diabetes, diabetes had higher overall means (or percentages) for most baseline variables.
characteristics, and the differences were significant at the 0.05 level for all variables except current smoker and tumor. More information can be found in Supplementary material, Table S13.

The variable selection results on the training dataset for LASSO, SCAD, MCP, stepwise logistic regression, and ISIS are summarized in Table 2. All the medical history variables included in the models were self-reported except for hypertension, which is defined as a systolic blood pressure of ≥140 mmHg and/or a diastolic blood pressure of ≥90 mmHg. The three penalized likelihood selectors (LASSO, SCAD, MCP) selected similar variables. Age, waist circumference, hypertension, family history of diabetes, MI, chronic gastroenteritis, and high cholesterol were commonly selected variables. Of these variables, we excluded chronic gastroenteritis from our final model because its estimated coefficient was negative in all of the models. Two more variables—gallstones and fatty liver—were selected by LASSO. We also excluded these variables since they are clinically irrelevant to diabetes. Stepwise logistic regression selected more variables than the penalized likelihood selectors. However, since those extra variables either had negative coefficients (stomach ulcer, chronic bronchitis) or are clinically irrelevant to diabetes (tumor), we also excluded these variables from the final model. Thus, six common risk factors from the first four models were selected for our new score system. Of these six, four variables—age, waist circumference, family history of diabetes, and high cholesterol—were selected by the more conservative model selection algorithm ISIS. Since the other two variables were positive and included in the other models, we built another score system by using only the four risk factors selected by the ISIS model.

Two logistic regressions were fitted on the training dataset using the two sets of selected variables, and simple

### Table 1 Baseline Characteristics Of The 5,481 Participants

| Total | Men | Women | P-value | Non-Diabetic | Diabetic | P-value |
|-------|-----|-------|---------|-------------|---------|---------|
|       | (N = 5481) | (N = 1816) | (N = 3665) |             | (N = 4238) | (N = 1243) |
| Age (year) | 57.07 (9.92) | 57.98 (10.44) | 56.59 (9.55) | 0 | 59.84 (9.29) | 56.24 (9.89) | 0 |
| BMI (kg/m²) | 25.03 (3.38) | 25.41 (3.34) | 24.70 (3.32) | 0 | 24.73 (3.32) | 26.07 (3.39) | 0 |
| WC (cm) | 84.25 (9.53) | 87.78 (9.23) | 82.50 (9.18) | 0 | 83.04 (9.36) | 88.36 (9.92) | 0 |
| HC (cm) | 97.46 (7.07) | 98.88 (6.96) | 96.76 (7.04) | 0 | 96.90 (6.97) | 99.38 (7.08) | 0 |
| SBP (mmHg) | 139.68 (21.82) | 142.50 (21.19) | 138.28 (21.99) | 0 | 137.27 (21.05) | 147.91 (22.38) | 0 |
| DBP (mmHg) | 79.93 (12.03) | 83.06 (11.92) | 78.38 (11.78) | 0 | 79.47 (11.88) | 81.50 (12.42) | 0 |
| Current Smoker (n) | 890 (16) | 655 (36) | 235 (6) | 0 | 688 (16) | 202 (16) | 0.9886 |
| Tumor (n) | 212 (4) | 32 (2) | 180 (5) | 0 | 156 (4) | 56 (5) | 0.1851 |
| Family History (n) | 678 (12) | 180 (10) | 498 (14) | 0 | 437 (10) | 241 (19) | 0 |
| Hypertension (n) | 720 (13) | 248 (14) | 472 (13) | 0.4224 | 435 (10) | 285 (23) | 0 |
| Creatinine (mol/L) | 68.20 (19.45) | 77.65 (23.65) | 63.51 (14.91) | 0 | 67.28 (17.78) | 71.31 (24.04) | 0 |
| HDL (mmol/L) | 1.30 (0.30) | 1.22 (0.29) | 1.34 (0.29) | 0 | 1.32 (0.30) | 1.22 (0.28) | 0 |
| LDL (mmol/L) | 2.93 (0.70) | 2.65 (0.77) | 2.87 (0.76) | 0 | 2.90 (0.75) | 3.02 (0.81) | 0 |
| Cholesterol (mmol/L) | 5.13 (0.97) | 4.98 (0.96) | 5.21 (0.96) | 0 | 5.09 (0.94) | 5.28 (1.04) | 0 |
| ALT (U/L) | 150 (10.82) | 166 (11.62) | 145 (10.52) | 0 | 137.80 (12.86) | 17.02 (12.86) | 0 |
| AST (U/L) | 170 (12.78) | 20.94 (9.62) | 21.43 (10.35) | 0 | 22.61 (12.27) | 22.61 (12.27) | 0.0021 |
| GGT (U/L) | 31.73 (42.81) | 43.48 (60.62) | 25.91 (28.60) | 0 | 29.71 (37.64) | 38.64 (56.22) | 0 |

Notes: Data are means (SD) for continuous random variables or N (%) for categorical random variables. The first p-value tested the difference between men and women, and the second p-value tested the difference between non-diabetics and diabetics.

### Table 2 Variable Selection Results For LASSO, SCAD, MCP, Stepwise Logistic Regression, And ISIS

| Risk Factors | LASSO | SCAD | MCP | Stepwise | ISIS |
|--------------|-------|------|-----|----------|------|
| Age, waist circumference, hypertension, family history of diabetes, MI, gallstones, chronic gastroenteritis, high cholesterol | | | | | |
| Age, WC, hypertension, family history of diabetes, MI, chronic gastroenteritis, high cholesterol | | | | | |
| Age, WC, hypertension, family history of diabetes, MI, chronic gastroenteritis, high cholesterol | | | | | |
| Age, WC, hypertension, family history of diabetes, MI, chronic gastroenteritis, high cholesterol | | | | | |

Notes: *variables with negative coefficients; †clinically irrelevant variables.
score systems were developed using the regression coefficients and reference values. The scores are shown in Supplementary material, Tables S1 and S2. The first non-invasive score system included age (3 points), waist circumference (5 points), hypertension (2 points), family history of diabetes (3 points), high cholesterol (2 points), and MI (3 points). The score range was from 0 to 18 points. The points distribution of the four variables in the second non-invasive score system was the same as that of the first system, and the score ranged from 0 to 13 points.

Many non-invasive score systems have been derived from other populations in Eastern Asian8,10,12,13,37 and Western countries.9,14,15,38 The score systems were summarized in Supplementary material Tables S4–S12. The risk factors often included in these score systems are age, sex, BMI, WC, family history of diabetes, hypertension, antihypertension medicine, physical activities, and smoking. These models were applied in our dataset; the training data were used to determine the cutoff value, and the testing data were used to evaluate the models. The resulting predictions using the testing data are summarized in Supplementary material, Table S3. With an optimal cutoff value of 32, the Chinese diabetes risk score had the highest AUC (0.714) and Youden index (0.316). The prediction results for our new score systems are also summarized in Table S3. The optimal cutoff values were 8 and 4, respectively. The AUCs and Youden indexes were a little worse than the Chinese diabetes risk score but better than all other score systems. However, by comparing the AUCs of our new score systems with that of the Chinese diabetes risk score using a bootstrap test, we found that the differences were not significant at a significance level of 0.05 (p-values equal to 0.4742 and 0.2359, respectively). Similarly, by comparing the Youden indexes of our new score systems with that of the Chinese diabetes risk score using the statistical test proposed by Chen and colleagues,39 we found that the differences were also not significant at a significance level of 0.05 (p-values equal to 0.3331 and 0.3896, respectively). Hence, our new score systems are compatible with all other existing score systems in our dataset. Comparison of sensitivities and specificities for these scores can be found in Supplementary material Figure S1.

Different combination methods—voting and stacking—were applied to the 11 non-invasive score systems. For voting methods, we applied majority voting and weighted voting with or without model selection to our dataset. All model selection algorithms (LASSO, SCAD, MCP, stepwise logistic regression) selected the same classifiers in the final model. For stacking methods, we used logistic regression with a positive coefficient constraint, along with different model selection methods (LASSO, SCAD, MCP, and stepwise logistic regression) as our meta-learner. The results are summarized in Table 3. A comparison of the Youden indexes and AUCs revealed that voting methods with model selection performed not only the best but also significantly better than all the individual score systems. Also, all these models outperformed most of the original score systems (8 out of 11). Comparisons between different combination methods showed that all voting methods performed better than stacking. Voting typically works well if the base classifiers (score systems) perform the same task and have comparable success, although stacking works well for different types of first-level classifiers.32 Using the statistical tests specified above (AUC test and Youden index test), the performance of the voting method with model selection was compared with that of the Chinese risk score, which performed the best among all the first-level classifiers according to the AUC and Youden index. Both tests showed that the differences were statistically significant at a significance level of 0.05 (p-value = 0 for the AUC test and p-value = 0.0319 for the Youden index test). To further investigate the performance of the combination methods, we also applied these models using 9 risk scores that were established in previous studies, as listed in Table S3 (FINDRISC, AYSDRISK, French, Cambridge, rural Chinese, Thai, Chinese, Qingdao, Japanese), and the results are summarized in Table 4. Comparing the Youden index and AUC indicated that all of these combination methods produced better classification results than the 2 newly established score systems, and the four voting methods gave better results than all of the original score systems. Again, voting with model selection performed best. Similar to above, the performance of the voting method with model selection was compared with that of the Chinese risk score using statistical tests, and both tests showed that the differences were statistically significant at a significance level of 0.05 (p-value = 0 for the AUC test and p-value = 0 for the Youden index test). Therefore, we can conclude that the results in both Tables 3 and 4 suggest that voting is the preferred method for combining risk score systems, and the method can significantly enhance the performance of risk prediction. With stacking methods, model selections had very minor impacts on the performance of the meta-learner. Comparison of sensitivities and specificities for different ensemble methods can be found in Supplementary material Figures S3 and S5.

The receiver operating characteristic (ROC) curves for the score systems are summarized in Figures 1–3, and the comparison of areas under ROC (AUC) were shown in
Table 3 Performance Of Different Combination Methods Using The 11 Non-Invasive Score Systems In The Testing Population (n = 1,644)

| Method                        | AUC       | Sensitivity | Specificity | +LR       | −LR       | +PV       | −PV       | Youden Index | P-value |
|-------------------------------|-----------|-------------|-------------|-----------|-----------|-----------|-----------|--------------|---------|
| Majority voting               | 0.699     | 0.637       | 0.668       | 1.920     | 0.543     | 0.379     | 0.853     | 0.305        | 0       |
| Weighted voting               | 0.701     | 0.637       | 0.668       | 1.920     | 0.543     | 0.379     | 0.853     | 0.305        | 0       |
| Majority voting with model selection | 0.802 | 0.662       | 0.702       | 2.227     | 0.480     | 0.415     | 0.867     | 0.364        | 0       |
| Weighted voting with model selection | 0.802 | 0.662       | 0.702       | 2.227     | 0.480     | 0.415     | 0.867     | 0.364        | 0       |
| Stacking: Logistic regression | 0.698     | 0.627       | 0.676       | 1.936     | 0.551     | 0.381     | 0.851     | 0.303        | 0       |
| Stacking: LASSO               | 0.699     | 0.578       | 0.649       | 1.734     | 0.483     | 0.344     | 0.822     | 0.303        | 0       |
| Stacking: SCAD                | 0.699     | 0.578       | 0.649       | 1.734     | 0.483     | 0.344     | 0.822     | 0.303        | 0       |
| Stacking: MCP                 | 0.699     | 0.578       | 0.649       | 1.734     | 0.483     | 0.344     | 0.822     | 0.303        | 0       |
| Stacking: Stepwise regression | 0.699     | 0.578       | 0.649       | 1.734     | 0.483     | 0.344     | 0.822     | 0.303        | 0       |

Notes: Indicated in parentheses for AUC, sensitivity, specificity, positive and negative likelihood ratios, and positive and negative predictive values are the corresponding 95% confidence intervals.

Table 4 Performance Of Different Combination Methods Using 9 Non-Invasive Score Systems Developed By Other Studies In The Testing Population (n = 1,644)

| Method                        | AUC       | Sensitivity | Specificity | +LR       | −LR       | +PV       | −PV       | Youden Index | P-value |
|-------------------------------|-----------|-------------|-------------|-----------|-----------|-----------|-----------|--------------|---------|
| Majority voting               | 0.786     | 0.713       | 0.665       | 2.126     | 0.432     | 0.369     | 0.894     | 0.378        | 0       |
| Weighted voting               | 0.788     | 0.713       | 0.665       | 2.126     | 0.432     | 0.369     | 0.894     | 0.378        | 0       |
| Majority voting with model selection | 0.823 | 0.696       | 0.722       | 2.050     | 0.421     | 0.408     | 0.896     | 0.418        | 0       |
| Weighted voting with model selection | 0.823 | 0.696       | 0.722       | 2.050     | 0.421     | 0.408     | 0.896     | 0.418        | 0       |
| Stacking: Logistic regression | 0.702     | 0.637       | 0.677       | 1.973     | 0.537     | 0.352     | 0.849     | 0.314        | 0       |
| Stacking: LASSO               | 0.705     | 0.584       | 0.651       | 1.764     | 0.534     | 0.352     | 0.850     | 0.315        | 0       |
| Stacking: SCAD                | 0.702     | 0.584       | 0.651       | 1.764     | 0.534     | 0.352     | 0.850     | 0.315        | 0       |
| Stacking: MCP                 | 0.702     | 0.584       | 0.651       | 1.764     | 0.534     | 0.352     | 0.850     | 0.315        | 0       |
| Stacking: Stepwise regression | 0.705     | 0.581       | 0.654       | 1.772     | 0.538     | 0.353     | 0.849     | 0.314        | 0       |

Notes: Indicated in parentheses for AUC, sensitivity, specificity, positive and negative likelihood ratios, and positive and negative predictive values are the corresponding 95% confidence intervals.

Supplementary material Figures S2, S4, and S6. For the combination methods, we only included the majority voting algorithms with model selection since it produced the best performance in all cases, and the results of other combination methods were similar. Figures 1 and 3 compare the majority voting algorithms with the two proposed
scores and the score systems derived from Western countries. Figure 3 compares the majority voting and stacking algorithms with the two proposed scores and the Chinese score system, which produced the best prediction result among individual score systems. The ROC curves produced by the voting algorithms are above the others in the three figures. Figure 1 illustrates that the two new score systems performed similarly to each other and better than other Western country scores at all points; Figures 2 and 3 reveal that the two new scores performed similarly to the Chinese score system and stacking methods but better than all other Asian population scores. The areas under the curves (AUC) were tested by bootstrap testing as stated above, and the results showed that the voting algorithms with model selection were significantly better than all individual score systems at the 0.05 level. Furthermore, of 11 score systems, the two new score systems were significantly better than 6 of them (Cambridge, Japanese, FINDRISC, French, Thai, and Qingdao) at the 0.05 level (p-values ranging from 0 to 0.0361) and were comparable to other existing score systems (p-values ranging from 0.1045 to 0.4742).

Discussion

Non-invasive risk score systems have proved to be an effective tool to assess the risk of T2D. Most existing score systems were developed in Western populations, and Kengne et al. showed that both the overall and cross-country performances of these models are acceptable for use in Western populations. However, several studies showed that non-invasive risk score systems built from Western populations perform poorly when applied to Asian populations.

Because the existing non-invasive risk score systems were built using particular populations, their performance is likely unsatisfactory when applied to other populations. Although the sensitivity and specificity of two new risk scores systems were not largely better than others (Table S3), data-adaptive new risk scores, if combined with other existing ones, may improve the performance of the ensemble methods.

To overcome these issues, we proposed the ensemble methods, voting and stacking, that can automatically build a combined reliable T2D risk assessment system. In this study, we applied different ensemble algorithms to our dataset that automatically combined different existing non-invasive score systems to predict the risk of T2D. Our empirical study showed that all combination...
algorithms could produce prediction results that are significantly better than those of most existing simple score systems, and the voting method with model selection could significantly increase the predictability relative to any simple individual score system. Also, a comparison of the results between Tables 3 and 4 reveals that including new score systems in the combination algorithms did not improve the performance of the algorithms.

Thus, based on our empirical results, which are shown in the previous section, we can conclude that ensemble methods are useful tools for predicting type 2 diabetes. Our proposed methods can be summarized by the following steps: 1. Dividing the dataset into a training dataset and validation dataset on the basis of stratified sampling (all of the models in the following steps are built on the training dataset); 2. Selecting optimal cutoff points by maximizing the sum of sensitivity and specificity on the training dataset for the existing score systems; 3. Combining all the score systems by either voting or stacking methods with model selection. Model selections are also performed by either LASSO, SCAD, or MCP. The selection models use the predicted outcomes from each score system as the independent variables and the true diabetes status as the response variable. Voting methods are the recommended approach to combining T2D risk scores.

One limitation of our research is the use of a cross-sectional data from the REACTION study. Both the non-invasive conventional risk scores and our proposed ensemble score risk algorithms should be taken as a useful tool for identifying those patients with a high risk to develop T2D in the future, and then lifestyle or medication interventions can be implemented to these patients to prevent and delay the future onset of T2B.

Conclusion
In this study, we developed two non-invasive risk score systems for predicting T2D using data from the REACTION study. We also evaluated the performance of different combination algorithms according to their ability to predict T2D. We hope that our new algorithm can be used to improve the accuracy of early detection and prevention of T2D.
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