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Abstract—This work presents a multiscale framework to solve a class of stochastic optimal control problems in the context of robot motion planning and control in a complex environment. In order to handle complications resulting from a large decision space and complex environmental geometry, two key concepts are adopted: (a) a diffusion wavelet representation of the Markov chain for hierarchical abstraction of the state space; and (b) a desirability function-based representation of the Markov decision process (MDP) to efficiently calculate the optimal policy. In the proposed framework, a global plan that compressively takes into account the long time/length-scale state transition is first obtained by approximately solving an MDP whose desirability function is represented by coarse scale bases in the hierarchical abstraction. Then, a detailed local plan is computed by solving an MDP that considers wavelet bases associated with a focused region of the state space, guided by the global plan. The resulting multiscale plan is utilized to finally compute a continuous-time optimal control policy within a receding horizon implementation. Two numerical examples are presented to demonstrate the applicability and validity of the proposed approach.

I. INTRODUCTION

In this work, we address the continuous time/continuous state stochastic optimal control (SOC) problem for robots operating in a complex environment over a long time horizon. The SOC problem involves how one computes an optimal policy for a system that is driven by uncertain disturbances, to maximize a certain performance index. The standard and general way of obtaining an optimal control solution is to use the dynamic programming approach, which computes the optimal cost-to-go function (also called the value function) for all possible states and times, and then reconstruct a control policy from the value function. In a continuous-time/continuous-state problem, a nonlinear partial differential equation called the Hamilton-Jacobi-Bellman (HJB) equation needs to be solved, which is computationally intractable in most robotic control applications.

There is a class of SOC problem, called the linearly-solvable optimal control (LSOC), where the HJB equation can be naturally linearized, and efficient solution methods exist [1,2]. In the LSOC, the exponentiated value function, termed the desirability function, is obtained as the principal eigenfunction of the linearized differential operator. Because of the linear structure in the LSOC, several effective solution schemes have been proposed. These include: (a) approaches which approximate the eigenstructure with some generic function approximation techniques such as Gaussian radial basis function (RBF) [3]; or (b) which obtain the derivative of desirability functions by sampling many continuous trajectories and evaluating them. The latter method is called path integral control [1]. However, if the LSOC problem of interest is associated with a very long time horizon and/or complex/high-dimensional geometric domains (e.g., induced by obstacles), the aforementioned techniques cannot be readily implemented, since obtaining an appropriate basis set for function approximation becomes non-trivial, and simulating trajectories while checking potential collisions becomes computationally expensive [3]–[5]. If the original continuous SOC problem is discretized, it can be represented as a Markov decision process (MDP) and solved using well-developed iterative methods, such as policy iteration and value iteration. However, this discretization approach is inherently hobbled by the curse of dimensionality, which imposes a significant limit when handling high-dimensional problems. There is a discrete-time equivalent of the LSOC, called the linearly-solvable MDP (LMMDP), but the solution methodologies for this class of problem still exhibit limitations when handling high-dimensional and long-horizon problems.

To address a large-scale problem effectively, it may be fruitful to take note of certain human intelligence processes - in particular, the multiscale and hierarchical structure of human decision making. Suppose that someone currently writing a paper at their office desk wants to get out of the building. Let’s assume that; this third floor office is in a building with one staircases and an elevator. Then, what would this person’s control policy look like? Unlike the standard value function-based approach, this person would not try to figure out what they should do for all possible situations they might face; instead, they would determine which exit from the room they would use (if there is more than one), whether to take the elevator or the stairs, which building gate they would use, etc. A detailed plan such as “which foot should be used to start walking down the stairs,” would be determined later in the process of executing a segment of the overall plan, for example, “go downstairs using the staircase.” It should be noted that this human decision making process takes advantage of the underlying multiscale and hierarchical structure of state space. In the above example, details such as the particular individual sequence of steps on stairs are abstracted to just a single notion of “using the staircase”.

There have been various studies whose goal has been to determine the hierarchical structure of spaces. One such approach which has been extensively studied is multi-resolution analysis (MRA) [6]. Based on the wavelet theory, MRA
The paper is primarily focused on elaborating the details of this framework, followed by numerical examples to validate the method.

II. CONTINUOUS-TIME STOCHASTIC OPTIMAL CONTROL PROBLEM AND TIME DISCRETIZATION

Let \( x \in \mathcal{X} \) and \( u \in \mathcal{U} \) be the state and control vectors, respectively, where the state space, \( \mathcal{X} \), and control input space, \( \mathcal{U} \), are subsets of \( \mathbb{R}^{d_x} \) and \( \mathbb{R}^{d_u} \), respectively. Suppose \( w \) is a \( d_w \)-dimensional Brownian motion process. Consider the stochastic dynamics in which the deterministic drift term is affine in the control input:

\[
 dx = f(x)dt + G(x)(u dt + \sigma dw)
\]

(1)

where \( f : \mathcal{X} \to \mathbb{R}^{d_x} \) is the passive dynamics and \( G : \mathcal{X} \to \mathbb{R}^{d_x \times d_u} \) is the control transition matrix function. Let a function \( q : \mathcal{X} \to \mathbb{R} \) be an instantaneous state cost rate. Then, the cost functional which we want to minimize is defined as:

\[
 J(x) = \lim_{T \to \infty} \frac{1}{T} E \left[ \int_0^T q(x(t)) + \frac{1}{2\sigma^2} u(t)^T u(t) dt \right].
\]

(2)

The problem with the cost function (2) and dynamics (1) is called the infinite horizon average cost stochastic optimal control (SOC) problem.

The continuous-time problem is hard to solve except in some special cases. In general, time-axis and state space are discretized to make the problem tractable. Here, we introduce a time-axis discretized problem with a time step \( h \). The transition probability of one step without any control input is defined as:

\[
 x[k+1] \sim p(\cdot| x[k]),
\]

(3)

which is called the passive dynamics. If the control input is applied, the transition probability is changed and written as:

\[
 x[k+1] \sim \pi(\cdot| x[k]).
\]

(4)

The passive and controlled dynamics can be approximated as \( \mathcal{N}(y; \mu(h), \Sigma(h)) \), where \( \mathcal{N} \) is a Gaussian distribution with a mean \( \mu(h) \) and covariance \( \Sigma(h) \). Also, for small \( h \), the Kullback-Leibler divergence between two distributions is approximated as\( D_{KL}(\pi(\cdot| x) || p(\cdot| x)) = \frac{h}{2\sigma^2} u^T u \). Therefore, the cost functional (2) is written in discrete time setting:

\[
 J(x) = \lim_{K \to \infty} \frac{1}{K} E \left[ \sum_{k=0}^{K} h q(x[k]) + D_{KL}(\pi(\cdot| x[k]) || p(\cdot| x[k])) \right].
\]

(5)

It is well known that the solution of the discrete-time SOC (3)-(5) converges to the solution of the continuous-time SOC (1)-(2) as \( h \to 0 \) [2].

III. STATE SPACE DISCRETIZATION AND MULTI-SCALE ABSTRACTION

A. State Space Discretization and Associated Markov Chain

In this subsection, the methods for state space discretization and the associated Markov chain construction will be
discussed. One general approach is to discretize the state space by grid: this is very intuitive and simple, but it can easily suffer from the curse of dimensionality and hard to adapt the complex geometry of domains induced by obstacles. Another approach to discretization is the sampling method. The sampling method has several advantages over the grid method; it is easy to control the number of discrete points (samples) and to utilize heuristics methods by adapting sampling density. Also, collision checking modules are easily incorporated into the discretization scheme, which is the reason that the sampling-based algorithms are extensively studied and used in the motion planning literature.

Suppose a set of discrete states $X = \{x_n\}$ is given. Then the transition matrix for the passive dynamics $P$, where $P_{nm}$ means a transition probability from $x_n$ to $x_m$ should be determined such that they satisfy the following local consistency condition [2,10]:

$$\mu(h) \approx \tilde{y}_n = \sum_m P_{nm} x_m, \quad \Sigma(h) \approx \sum_m P_{nm} (x_m - \tilde{y}_n)(x_m - \tilde{y}_n)^T, \quad \sum_m P_{nm} = 1. \quad (6)$$

This requires solving the linear equation with the $(d_x^2 + d_x + 1) \times |X|$ matrix for each state.

Another approach for determining $P$ is approximation via Gaussian distribution. Let our discrete sample distribution be given by $\Psi(x)[1]$. In order to make the approximation satisfy the local consistency condition, we need to take this distribution into account. Then, $\Psi(x)$ serves as the weight of the importance sampling. The Markov chain is approximated as

$$P_{nm} = \frac{\mathcal{N}(x_m : \mu(h), \Sigma(h))/\Psi(x_m)}{\sum_{m'} \mathcal{N}(x_{m'} : \mu(h), \Sigma(h))/\Psi(x_{m'})}. \quad (10)$$

That is, the transition probabilities to samples in a higher density region are adjusted lower so that the local properties of the Markov chain [10] are consistent with those of the original (uncontrolled) SDE [1]. Note that for each state, this only requires computing the $|X|$ dimensional vector and normalizing it. In general, $\mu(h)$ and $\Sigma(h)$ are approximated as $\mu(h) \approx x_n + h\tilde{f}(x_n)$ and $\Sigma(h) \approx h\sigma^2 G(x_n)G(x_n)^T$. However, this might cause some problems when $\Sigma(h)$ is a singular matrix; $h\sigma^2 G(x_n)G(x_n)^T$ is singular whenever $d_u < d_x$. We can approximate $\mu(h)$ and $\Sigma(h)$ by integrating the moment dynamics of the linearized SDE for $t \in [0, h]$:

$$\dot{\mu}(t) = A\mu(t) + c, \quad (11)$$

$$\dot{\Sigma}(t) = A\Sigma(t) + \Sigma(t)A^T + BB^T, \quad (12)$$

$$\mu(0) = x_n, \quad \Sigma(0) = 0, \quad (13)$$

where $A = \frac{df}{dx}|_{x=x_n}$, $B = \sigma G(x_n)$ and $c = f(x_n) - \mu x_n$. Note that if a linear system $(A, B)$ is controllable, which is the case for many systems, the solution of the Lyapunov equation (12), $\Sigma(t)$, is nonsingular for all $t > 0$. The transition probability of this Markov chain converges to that of [1] as $|X| \to \infty$ and $h \to 0$ [10]. Also, one can utilize a local Gaussian distribution which truncates the tails of the distribution to make $P$ sparse.

B. Multi-Scale Abstraction on Graph: Diffusion Wavelets

From now on, we consider $T = PT^T$ for notation simplicity. Then $T_{nm}$ represents a transition probability from $x_m$ to $x_n$. The Markov chain, $T$, obtained by discretizing the diffusion process (11) with $u = 0$ is known to have some interesting properties, namely: local, smoothing and contractive [7]. From any initial point, $\delta_m$, the agent (numerically) transitions to only a few of its neighbors (i.e., $T\delta_m$ has a small support) and $T^j \delta_m$ is a smooth probability distribution. Also since $||T||_2 \leq 1$, a dimension of subspace, $V_j$, which is $\epsilon$-spanned by $\{T^j \delta_m\}_{m \in X}$ monotonically decreases as $j$ increases and $V_j \supseteq V_{j+1} \supseteq \cdots \supseteq V_j \supseteq \cdots$; especially for an irreducible Markov chain, dim($V_j$) → 1 as $j$ increases and a limit of $V_j$ corresponds to the stationary distribution of the Markov chain.

Let $W_j$ be an orthogonal complement of $V_{j+1}$ into $V_j$, i.e., $V_j = V_{j+1} \oplus W_j$ and suppose the bases $\Phi_j$ and $\Psi_j$ span $V_j$ and $W_j$, respectively. By using the aforementioned properties of $T$, diffusion wavelets constructs a hierarchical structure of a set of well-localized bases $\Phi_j$ and $\Psi_j$ called scaling and wavelet functions, respectively. In order to explain the procedure, we introduce some notations used in (7) with slight changes. Let $[L]_{\Phi_j+1}$ be the matrix representing the operator $L$ w.r.t. the basis $\Phi_j$ in the domain and $\Phi_{j+1}$ in the range, and $[B]_{\Phi_j}$ be a set of vectors $B$ represented on a basis $\Phi_j$, where the columns of $[B]_{\Phi_j}$ are the coordinates of the vectors $B$ in the coordinates $\Phi_j$.

The diffusion wavelet tree starts being constructed with a fixed precision $\epsilon > 0$, the basis $\Phi_0 = \{\delta_m\}_{m \in X}$ and the operator $T_0 := [T]_{\Phi_0}$ on the basis $\Phi_0$. Consider the set of functions $\Phi_0 = \{T \delta_m\}_{m \in X}$, which is a set of columns of $[T]_{\Phi_0}$. Because $T$ is local, these functions are well-localized. The algorithm gets a basis $\Phi_1 = \{\phi_{1,m}\}_{m \in X_1}$ ($X_1$ is defined as this index set) written on the basis $\Phi_0$ by carefully orthogonalizing $\Phi_0$ to preserve being well-localized and to span a subspace which is $\epsilon$-close to the span($\Phi_0$).

Note that the elements of $\Phi_1$ are coarser than the elements of $\Phi_0$ since $T$ is smoothing and $|X_1| \leq |X|$ since $T$ is contractive. The algorithm stores the information of the new basis in $[\Phi_1]_{\Phi_0}$ and computes the compressed operator $T_1 =$

\[1\] If the distribution is not known explicitly, a kernel density estimator [11] can be utilized, e.g.,

$$\Psi(x_m) = \frac{1}{|X|/(hK)^d} \sum_{m'} K\left(\frac{x_m - x_{m'}}{hK}\right), \quad (9)$$

with the Gaussian kernel, $K(d) = \left(\frac{1}{\sqrt{2\pi}}\right)^d \frac{d^2}{2} \exp\left(-\frac{||d||^2}{2}\right)$.

[2] With a slight abuse of notation, we will use $m \in X$ to denote $x_m \in X$. 
[\mathcal{T}^2]_{\Phi_j} = [\Phi_j]_{\Phi_0j}^\top [\mathcal{T}^2]_{\Phi_0} [\Phi_j]_{\Phi_0} \text{ w.r.t. } \Phi_j \text{ in the domain and the range. Also, the wavelets } [\Psi_0]_{\Phi_0}, \text{ are similarly obtained by looking at the columns of } I_{\Phi_0} - [\Phi_j]_{\Phi_0j} [\Phi_j]_{\Phi_0}^\top. \text{ The algorithm proceeds in the same fashion to get } [\Phi_{j+1}]_{\Phi_j} \text{ and } T_{j+1} \text{ for } j = 1, ..., J - 1. \text{ A pseudo-code of the algorithm is shown in Algorithm 1.}

**Algorithm 1 Pseudo-code for Diffusion Wavelet Tree**

1: for $j = 0, 1, ..., J - 1$
2: $[\Phi_{j+1}]_{\Phi_j} \leftarrow \text{SPARSEQR}(T_j, \epsilon)$
3: $T_{j+1} = [\mathcal{T}^2]_{\Phi_{j+1}}^\top [\Phi_j]_{\Phi_0j} [\Phi_{j+1}]_{\Phi_j}$
4: $[\Psi_j]_{\Phi_j} \leftarrow \text{SPARSEQR}(I_{\Phi_j} - [\Phi_j]_{\Phi_0j} [\Phi_j]_{\Phi_0j}^\top , \epsilon)$
5: end for
6: return DWT $\left\{ [\Phi_{j+1}]_{\Phi_j}, [\Psi_j]_{\Phi_j} ; \forall j = 0, ..., J - 1 \right\}$

A set of basis functions at level $j$ can be written in the original coordinate (or can be unpacked) as:

$$[\Phi_j]_{\Phi_0j} = [\Phi_{j-1}]_{\Phi_0j} [\Phi_j]_{\Phi_{j-1}} = [\Phi_1]_{\Phi_0j} \cdots [\Phi_{j-1}]_{\Phi_{j-1}} [\Phi_j]_{\Phi_{j-1}}, \tag{14}$$

which is represented as a $|X| \times |X|$ matrix. Note that each column of $[\Phi_j]_{\Phi_0j}$ can be viewed as an “abstract-state” of the original Markov chain. The subspace with basis $[\Phi_j]_{\Phi_0j}$ is $\epsilon$-close to the subspace spanned by $\{ \mathcal{T}^{2^j+1} \cdots \mathcal{T}^2 \delta_m \}_{m \in X}$: that is, at the scale $j$, where $2^j$ steps of the scale $0$ (original scale) are considered as one-step, there are only $|X_j|$ meaningful combinations of states and each combination, $[\Phi_j]_{\Phi_0j}$, represents “abstract-state”.

**IV. Multiscale Global and Local Planning**

**A. Linearly-solvable MDP and linear Bellman equation**

With a set of discrete states, $X$, the state-space as well as time-axis discretized version of SOC is formulated as the Markov decision process (MDP). Equations representing the problem have the same form as (4)-(5). Because the cost is average over an infinite horizon, the optimal cost-to-go value,

$$c := \min_{\pi} J^\pi(x), \tag{15}$$

does not depend on the initial state, which is problematic since the optimal policy is reconstructed from the “difference” of the cost-to-go between states. Consider the optimal cost-to-go function for the finite horizon MDP:

$$v_K(x) := \min_{\pi} E \left[ \sum_{k=0}^{K}hq(x) + D_{KL}(\pi(\cdot|x)||P(\cdot|x)) \right]. \tag{16}$$

Using $v_K$ for $K \to \infty$, the differential cost-to-go function is defined as:

$$v(x) := v_L(x) - Kc. \tag{17}$$

Then $c$ and $v$ satisfies the Bellman equation:

$$hc + v(x) = \min_{\pi} \left( \sum_{k=0}^{K} pq^\pi(x') + E_{x' \sim P^\pi(\cdot|x')} [v(x')] \right). \tag{18}$$

By defining the (differential) desirability function,

$$z(x) = \exp(-v(x)),$$

and the linear operator $G[z](x) = \sum_{x'} p(x'|x)z(x')$, we can rewrite the right side of the Bellman equation as:

$$\min_{\pi} \left( \sum_{x} hq(x) + E_{x \sim P^\pi(\cdot|x)} [\exp(-v(x)) \log \frac{\pi(x'|x)}{\langle \pi(x'|x) \rangle}] \right) = \min_{\pi} \left( \sum_{x} hq(x) + D_{KL} \left( \pi(x'|x) \| p(x'|x) \right) \right). \tag{19}$$

Note that $\pi$ only affects the $D_{KL}$ term. Then, the optimal policy is obtained analytically:

$$\pi^*(x'|x) = \frac{p(x'|x)z(x')}{G[z](x)}. \tag{20}$$

Substituting (20) into (19) yields the linear Bellman equation as:

$$\exp(-hc)z(x) = \exp(-hq(x))G[z](x). \tag{21}$$

Let $z$ be the $|X|$-dimensional column vector of associated desirability function. Then the linear Bellman equation (21) can be expressed in a matrix form

$$\lambda z = QPz, \tag{22}$$

where $\lambda = \exp(-hc)$ is the largest eigenvalue and $Q = \text{diag}(\exp(-hq(x)))$ [2]. Note that (22) is an eigenvalue problem with a $|X| \times |X|$ matrix. There are various methods to solve an eigenvalue problem; one general way is the power iteration method. An interesting point is that the power iteration method can be utilized to solve the problem more efficiently. Suppose (22)

$$\hat{\lambda}_j \Phi_j w_j,$$  \tag{23}

and the original problem (22) is also written in these bases:

$$\hat{\lambda}_j \Phi_j w_j = QP \Phi_j w_j. \tag{24}$$

Since the columns of $\Phi_j$ are orthogonal, multiplying both sides of (24) by $\Phi_j^\top$ yields a compressed problem:

$$\hat{\lambda}_j w_j = M_j w_j, \tag{25}$$

where $M_j := [QP]_{\Phi_j} = \Phi_j^\top QP \Phi_j$ is the $|X_j| \times |X_j|$ matrix with $M_0 = QP$. Note that the compressed problem (25) is much more tractable than the original problem (22) if $|X_j| < |X|$.

The hierarchical structure of the diffusion wavelet tree can be utilized to solve the problem more efficiently. Suppose
Algorithm 2 Pseudo-code for Global Planning

// Recursive compression of the operator
1: $M_l \leftarrow \Phi_l^T Q \Phi_l$
2: for $j = l, \ldots, J - 1$ do \hspace{1cm} \triangleright \text{from fine to coarse}
3: $M_{j+1} \leftarrow [\Phi_{j+1}]^T \Phi_j M_j \Phi_{j+1}$
4: end for
// Recursive solution of MDP
5: $w_J \leftarrow \text{POWER_ITERATION}(M_J, 1)$
6: for $j = J - 1, \ldots, l$ do \hspace{1cm} \triangleright \text{from coarse to fine}
7: $w_j \leftarrow [\Phi_{j+1}] \Phi_j w_{j+1}$
8: $w_j \leftarrow \text{POWER_ITERATION}(M_j, w_j)$
9: end for
10: return $\hat{z}_l \leftarrow \Phi_l w_l$

that our goal is to obtain the $l$th level approximate solution. First, the matrix $M_{j+1}$ can be computed recursively as $M_{j+1} \leftarrow [\Phi_{j+1}]^T M_j \Phi_{j+1}$, from the $l$th level. Also, if an iterative method like a power iteration method is used to solve the eigenvalue problem, the solution of the $(j + 1)$th level, $w_{j+1}$, can provide a warm-start point to the $j$th level problem; that is, the iteration starts from $w_j = [\Phi_{j+1}] \Phi_j w_{j+1}$ by unpacking the solution of the next level. If $\hat{z}_j$ is not sharply changed by scale $j$, this warm-start will significantly reduce the number of iterations. In summary, in order to solve the global planning at scale $l$, the matrix $M_j$ is computed from the finer to the coarser level (from $l$ to $J$) and the reduced problem is solved from the coarsest to the finer level (from $J$ to $l$), recursively. The pseudo-code of this procedure is shown in Algorithm 2.

C. (Local) Supplementary/Detail Planning

In the global planning phase, the solution of the original MDP is approximated using the bases at scale $l$. The exact solution can be reconstructed by adding the wavelet functions in lower scales, $\Psi_{0:l-1}$, as supplementary bases since $V_0 = V_l \oplus W_{l-1} \oplus W_{l-2} \oplus \cdots \oplus W_0$. (Note that $\Phi_l$ and $\Psi_{0:l-1}$ contain $|X_l|$ and $|X_l| - |X_l|$ bases, respectively.) It is obvious that when a larger number of bases is used, we will have a more exact solution, but the problem becomes intractable.

An appropriate subset of bases needs to be selected from $\Psi_{0:l-1}$. Which bases in $\Psi_{0:l-1}$ are valuable to improve the quality of the solution? The wavelet bases are built as being well-localized. Therefore, the above question can be restated as follows: “Which regions of the domain should be treated more extensively?”

In this work, we choose and utilize the supplementary bases which are localized in the region the agent is more likely to visit during the $k_{LP}$-steps with the approximated optimal policy. And, the supplementary bases will be discarded and adaptively re-chosen for every $k_{LP}$-steps. Define a weighting of states as the occupancy measure:

$$d^\ast(x) = \frac{1}{k_{LP}} \sum_{k=1}^{k_{LP}} P_r(x[k] = x|x[0] = x_{cur}, \pi^\ast), \ \forall x \in X$$  

(26)

where $x_{cur} \in \mathcal{X}$ is the current state of a robot. Of course, $x_{cur}$ is not one of the discrete points, i.e., $x_{cur} \notin \mathcal{X}$. $P_r(x[k] = x|x[0] = x_{cur}, \pi^\ast)$ is obtained as follows. First, the passive transition probability, $P(y|x_{cur})$, $\forall y \in X$, is computed using the Gaussian approximation as in (19). The optimal policy $\pi^\ast$ states that the transition probability to $x'$ is proportional to the desirability of that state as well as the transition probability without any control. In a similar way, we obtain the (approximate) transition probability as:

$$P_r(x[k] = x|x[0] = x_{cur}, \pi^\ast) = \frac{P(x|x_{cur})z(x)}{\sum_{x \in X} P(x|x_{cur})z(x)}.$$  

(27)

The probability for the other $k$ can be simply computed using the optimal transition probability matrix $P^\ast = \text{diag}(Pz)^{-1} P \text{diag}(z)$ as:

$$P_r(x[k] = x|x[0] = x_{cur}, \pi^\ast) = \sum_{n} P_r(x[k - 1] = x_{n'}|x[0] = x_{cur}, \pi^\ast) P_{n' n}.$$  

(28)

Then, all wavelet functions are scored by how overlapped they are with $d^\ast(x)$ as:

$$s = d \left( \left[ \Psi_{0:(l-1)} \right]_{\Phi_0} \right),$$  

(29)

where $d$ and $s$ are $|X|$ and $(|X| - |X_l|)$-dimensional row vectors, whose components each correspond to the weighting of each state and the score of each basis, respectively. Finally, the subset of wavelet bases, $\Psi_{LP}$, is selected from $\Psi_{0:(l-1)}$ based on the score $s$, and $z$ is then re-approximated using the new basis set.

The procedure computing $d^\ast(x)$ operating in the original discrete state space requires $|X|$-dimensional matrix-vector operations. However, the policy obtained from $\hat{z}_l$ is only valid between “abstract-states”, $\{\phi_{l,k} \mid k \in X_l\}$, with the time scale $2^l$. Using this insight, the procedure can be done in the compressed form with $\Phi_l$: we compress the operator as $P^\ast = [\Phi_l]_{\Phi_0} (P^\ast)^2 [\Phi_l]_{\Phi_0}$, compute $d^\ast(x)$ in the compressed domain and unpack the result (as shown in line 3 -

Algorithm 3 Pseudo-code for Local Planning

1: $P^\ast \leftarrow \text{diag}(Pz)^{-1} P \text{diag}(z)$
2: $p \leftarrow \left[ \sum_{x \in X} P(x|x_{cur}, \pi^\ast) \right]$ \hspace{1cm} $\triangleright$ $p$: $|X|$-dim row vector
3: $\tilde{p} \leftarrow \left[ \Phi_l \right]_{\Phi_0} p$ \hspace{1cm} $\triangleright$ $\tilde{p}$: $|X_l|$-dim row vector
4: $P^\ast \leftarrow [\Phi_l]_{\Phi_0} (P^\ast)^2 [\Phi_l]_{\Phi_0}$
5: $d \leftarrow \tilde{p} \left( \bar{P}_{L,P} / ||\bar{P}_{L,P}||^2 \right)$
6: for $t = 2, \ldots, (k_{LP}/|l|)$ do
7: $\tilde{p} \leftarrow \tilde{p} P^\ast$
8: $d \leftarrow d + \tilde{p} \left( \bar{P}_{L,P}/||\bar{P}_{L,P}||^2 \right)$
9: end for
10: $d \leftarrow \tilde{p} \left( \bar{P}_{L,P} \right)$ \hspace{1cm} $\triangleright$ $d$: $|X|$-dim row vector
11: $s \leftarrow d \left[ |\Psi_{0:(l-1)}|_{\Phi_0} \right] \hspace{1cm} \triangleright$ $s$: $(|X| - |X_l|)$-dim row vector
12: Choose subset of wavelet bases, $\Psi_{LP}$, from $\Psi_{0:(l-1)}$
13: $w \leftarrow \text{POWERITER}(\left[ \Phi_l \right]_{\Phi_0} \Phi_l M_{LP} \Psi_{LP}, \left[ \Psi_{L,P} \Phi_l M_{LP} \Psi_{LP} \right] \left[ w \right]_{0})$
14: return $\hat{z} \leftarrow [\Phi_l]_{\Phi_0} w$
10 in Algorithm 3. As a result, $|X|$-dimensional operations are reduced to $|X_t|$-dimensional operations.

V. RECEDING HORIZON CONTROL IN CONTINUOUS TIME

Using the desirability function on the set of sample states, the continuous-time optimal control sequence, $u^*(t)$, needs to be computed. We will compute the continuous optimal control sequence for the interval $\tau = h \times k_{RHC}$, but apply it for the smaller interval $\tau_r \leq \tau$ in a receding horizon control fashion.

The control can be computed by matching the 1st order moment of the original SDE (1) and the optimal policy (20) for the MDP. First, the optimal transition probability for $k_{RHC}$-steps, $Pr(x|k_{RHC}) = y[x0] = x_{cur}, \pi^*$, is computed in the same way as (27)-(28). If the robot follows the optimal policy (20), the expected state after $\tau$ will be

$$y_{new} = \sum_{y \in X} y Pr(x|k_{RHC}) = y[x0] = x_{cur}, \pi^*$$.  

(30)

Then, the control that matches the state mean of the robot after $\tau$ with $y_{new}$ is computed as the following proposition.

**Proposition 1:** Consider the linearized 1st order moment dynamics of (1),

$$\dot{x}_r(t) = Ax_r(t) + Gx_r(t) + c, \quad (31)$$

where $A = \frac{df}{dx} \big|_{x=x_{cur}}$, $G = G(x_{cur})$ and $c = f(x_{cur}) - Ax_{cur}$. Suppose that the initial state is given by $x_r(0) = x_{cur}$ and the control sequence,

$$u^*(t) = -\sigma^2 G^T e^{A^T (t-t')} \Sigma(t)^{-1} (\mu(t) - y_{new}), \quad (32)$$

is applied to (31) for $t \in [0, \tau]$, where $\mu(t)$ and $\Sigma(t)$ are the solutions of (11) and (12) with $\mu(0) = x_{cur}$, $\Sigma(0) = 0$, respectively. Then, $\mu_r(\tau) = y_{new}$.

**Proof:** The solution of (31) is given by

$$\mu_r(t) = e^{A t} \mu_r(0) + \int_0^t e^{A (t-t')} (Gx(t) + c)dt. \quad (33)$$

Substituting (32) into (33) yields

$$\mu_r(t) = e^{A t} \mu_r(0) + \int_0^t e^{A (t-t')} (Gx(t) + c)dt$$

$$-\sigma^2 \int_0^T e^{A (t-t')} GBT e^{A^T (t-t')} dt \Sigma(t)^{-1} (\mu(t) - y_{new})$$

$$= \mu(t) - \Sigma(t)^{-1} (\mu(t) - y_{new})$$

$$= y_{new} \quad (34)$$

We utilize the analytic solutions of (11) and (12):

$$\mu(t) = e^{A t} \mu(0) + \int_0^t e^{A (t-t')} dt, \quad (35)$$

$$\Sigma(t) = \int_0^t e^{A (t-t')} BBT e^{A^T (t-t')} dt$$

and $BB^T = \sigma^2 GG^T$.

**Remark 2:** It is also worth noting that $u^*(t)$ is the solution of a deterministic optimal control problem of a dynamic system (31) with cost function

$$J = \int_0^t q(x_{cur}) + \frac{1}{2\sigma^2} u(t)^T u(t)dt,$$

subject to $x_r(0) = x_{cur}$ and $x_r(t) = y_{new}$, which is also called an affine-quadratic optimal control problem.

Finally, we’d like to emphasize that the time interval $\tau$ should be determined to be small as the linearization effect on the mean dynamics (31) is not too significant.

VI. NUMERICAL EXAMPLES

A. Robot Navigation in Fractal Shape Environment

For the first example, we consider a simple two-dimensional stochastic single integrator in a fractal-like environment. The environment consists of 5 group of rooms where one group is made up of 5 rooms as shown in Fig. 2. One can observe that the environment has 2 level self-similarity, which gives the problem a multiscale nature. The dynamics is given by:

$$f(x) = 0, \quad G(x) = I_2$$
the eigenvalue problem solver. Finally, the result of local planning is shown in Fig. 5: the robot is assumed to be located in the center of the furthest left and uppermost room. After the global planning, the approximated value function contains some error (see Fig. 5(a)), but the coarse level of the plan can be obtained (see Fig. 5(c)-(d)). Then it can evaluate which regions will be visited more likely, and make a detailed plan for those regions. Fig. 5(b) shows that the value function error in the room located on the way to the goal (highlighted by the red ellipsoid) has been significantly reduced after the local planning.

B. Quadrotor Control

The second numerical experiment is about the control of a quadrotor. We used a quadrotor dynamics introduced in [15]. The state of the quadrotor is given by the 3-dimensional position \( \mathbf{r} = [x, y, z]^T \), velocity \( \mathbf{v} = [v_x, v_y, v_z]^T \), orientation \( [\phi, \theta, \psi]^T \) (which represent roll, pitch, and yaw angles, respectively) and angular velocity \( [p, q, r]^T \). The input is given by the linear combinations of forces from each rotor, \( F_i \), as

\[
\mathbf{u}_1 = \sum_{i=1}^{4} F_i, \quad \mathbf{u}_2 = L \begin{bmatrix}
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
-\mu & -\mu & \mu & -\mu \\
0 & 1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4
\end{bmatrix},
\]

(36)

where \( L \) is the distance of the rotor axis from the center of the body and \( \mu \) is a coefficient for the moment-force relation. Then the 12-dimensional quadrotor dynamics is given by

\[
\dot{\mathbf{r}} = \mathbf{v}, \quad \dot{\mathbf{v}} = \begin{bmatrix}
0 \\
0 \\
-g
\end{bmatrix} + \begin{bmatrix}
c\psi s\theta + c\theta s\phi s\psi \\
s\psi s\theta - c\psi c\theta \\
c\psi c\phi
\end{bmatrix} \mathbf{u}_1,
\]

\[
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi} \\
\dot{p} \\
\dot{q} \\
\dot{r}
\end{bmatrix} = -I^{-1} \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \times I \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} + I^{-1} \mathbf{u}_2,
\]

(37)

where \( g \) and \( I \) denote the acceleration of gravity and the moment of inertia matrix, respectively; also, \( c \) and \( s \) are the cosine and sine functions.

Assume that the quadrotor embeds the PD-type altitude and attitude controller (shown as the red-box in Fig. 6) as:

\[
\mathbf{u}_1 = mg + T_d, \quad \mathbf{u}_2 = I \begin{bmatrix}
k_{p,\phi}(\phi_d - \phi) - k_{d,\phi}p \\
k_{p,\theta}(\theta_d - \theta) - k_{d,\theta}q \\
k_{p,\psi}(\psi_d - \psi) - k_{d,\psi}r
\end{bmatrix},
\]

(38)

where \( k_{p,\phi}, k_{p,\theta}, k_{p,\psi}, k_{d,\phi}, k_{d,\theta}, k_{d,\psi} \) are the gains for the PD controller.
with $T_d = \Phi_j(\theta_0 - z) - k_d z v_z$, and its position $(x, y)$ is then controlled by the desired orientations [15]. In order to obtain the reduced model, we linearized the quadrotor dynamics in the hovering state (with a fixed yaw angle, $\psi = \psi_d = 0$) and considered that the linearization effect and the transient happened inside the red-box as noise. Our control inputs for the reduced model are then the desired pitch $\theta_d$ and roll $\phi_d$ angles which are sent into the red box. Also, the states are the position and velocity of the quadrotor (see Fig. 6). Then, the reduced dynamics are given as:

$$dr_{1:2} = v_{1:2} dt, \quad dv_{1:2} \approx \begin{bmatrix} g & 0 \\ 0 & -g \end{bmatrix} \left( \begin{bmatrix} \theta_d \\ \phi_d \end{bmatrix} dt + \begin{bmatrix} \sigma_x dv_x \\ \sigma_y dv_y \end{bmatrix} \right).$$

Since the dynamics can be decoupled with the subspaces for $(x, v_x)$ and $(y, v_y)$, respectively, we use 200 grid points as samples in each subspace. The Markov chains are constructed independently and the diffusion wavelet trees of the scaling functions, $\Phi_j$ and $\tilde{\Phi}_j$, are obtained for each subspace. The $j$ level basis functions in the space for $(r_{1:2}, v_{1:2})$ are then computed by the Kronecker tensor products of the scaling functions in each subspace, e.g., $\Phi_j = \Phi_j \otimes \tilde{\Phi}_j$. While level 0 has 40000 basis functions, which are all combinations of samples from both subspaces, at level 4 there are only 1444 basis functions. Note that, once the tree is constructed, the same abstraction can be utilized for various tasks. Fig. 7 shows the resulting trajectories with the policies at the different levels and for two different cost functions. To obtain the trajectories, we computed the optimal control sequence using (32) and passed it to the inner-loop controller of the quadrotor in the way of the receding horizon control. At the higher level, because the basis functions are coarser, so are the resulting policies; it is observed from Fig. 7(b), (d) that the resulting policies at level 4 made detours. It can be seen that, however, the resulting policies perform well even with far fewer basis functions.

**VII. Conclusions**

This work has proposed a multiscale framework to solve a class of continuous-time, continuous-space stochastic optimal control problems in a complex environment. Using bases obtained by the diffusion wavelet method, the problem has been solved efficiently: the global plan was computed with coarse resolution and a detailed plan was only obtained for important regions. In addition, when combined with a receding-horizon scheme in the execution of the optimal control solution, the proposed method can generate a continuous control sequence for robot motion. Numerical examples demonstrated that the optimal solution can be expressed in very low-dimensional parametric space since the multi-scale abstraction provides meaningful basis functions.

It is worth noting that, because a Markov chain only needs to contain information about dynamics and the domain geometry, the same abstraction can be re-utilized for various tasks. We expect that this will allow us to treat more challenging planning and control problems where extensive robotic research is being investigated.
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