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Abstract

Life cycle assessments (LCAs) of early-stage technologies can provide valuable insights about key drivers of emissions and aid in prioritizing research into further emissions-reduction opportunities. Despite this potential value, further development of LCA methods is required to handle the increased uncertainty, data gaps, and confidentially of early-stage data. This study presents a discussion of the life cycle carbon footprinting of technologies competing in the final round of the NRG COSIA Carbon XPRIZE competition—a US$20 million competition for teams to demonstrate the conversion of CO2 into valuable products at the scale of a small industrial pilot using consistent deployment conditions, boundaries, and methodological assumptions. This competition allowed the exploration of how LCA can be used and further improved when assessing disparate and early-stage technologies. Carbon intensity estimates are presented for two conversion pathways: (i) CO2 mineralization and (ii) catalytic conversion (including thermochemical, electrochemical, photocatalytic and hybrid process) of CO2, aggregated across teams to highlight the range of emissions intensities demonstrated at the pilot for individual life cycle stages. A future scenario is also presented, demonstrating the incremental technology and deployment conditions that would enable a team to become carbon-avoiding relative to an incumbent process (i.e. reducing emissions relative to a reference pathway producing a comparable product). By considering the assessment process across a diverse set of teams, conversion pathways and products, the study presents generalized insights about opportunities and challenges facing carbon capture and -utilization technologies in their next phases of deployment from a life cycle perspective.
**Introduction**

Carbon capture and utilization (CCU) technologies involve the conversion of CO₂ into usable products, such as chemicals, fuels, polymers or building materials, and are gaining global attention. Currently, there is no consensus among scientists regarding the potential role of CCU in climate projections. While some scientists (e.g. [1, 2]) anticipate a minor role in achieving global climate targets, others (e.g. [3, 4]) expect a much larger role as an emissions mitigation technology. CCU technologies provide two possible pathways for reducing greenhouse gas (GHG) emissions: (i) by providing an opportunity to permanently store CO₂ (for some products) and (ii) by displacing incumbent technologies and products in the market. Further, carbon-conversion products may provide an opportunity to decarbonize industries where electrification and a renewables-based grid alone may be insufficient to meet more ambitious climate targets. One projection from 2016 estimated that CCU technologies could be a US$800 billion market by 2030, utilizing up to 7 billion metric tonnes of CO₂ annually [3].

Life cycle assessment (LCA) takes a systems perspective to evaluate the environmental impacts of a product or service from resource extraction to end of life, or cradle to grave. LCA of emerging technologies such as CCU technologies can face challenges including data availability, uncertainty about technology performance (particularly for early-stage technologies), uncertainty about the market or context in which the technology will be deployed and uncertainty about the product that will be displaced in the market and resulting impacts (e.g. rebound effects) [5]. Increasingly, LCA is being applied to evaluate the GHG-mitigation potential of different CCU technologies, including the application of CCU technologies to produce chemicals [4, 6, 7], transportation fuels [8–13], power-to-X systems [14] and building materials [15, 16]. The projected magnitude of the role that CCU technologies could play in GHG mitigation from a life cycle perspective has varied, from estimates at the scale of gigatons of CO₂eq-annually within individual industries such as chemicals or building materials (e.g. [4, 15]) to minimal climate benefit (e.g. [1]). Findings in the literature generally indicate that CCU technologies require lower-carbon energy (electricity and heat) as well as feedstocks (e.g. hydrogen) to reduce GHG emissions relative to fossil-based incumbent pathways [6, 17]. The magnitude of GHG emissions reductions depends on several factors including: the LCA modelling framework and assumptions [10], technology performance [18], CO₂ source [19], impacts of the temporal storage of CO₂ and sources of electricity, hydrogen and other co-feeds [6, 17], conversion pathway studied [2] and the incumbent or reference pathway selected for comparison [2]. Others (e.g. [2, 17]) have investigated whether CCU technologies are the best use of renewable electricity. Their findings, while not conclusively for all regions and deployment conditions, suggest that the renewable electricity required for CCU technologies would be more effective in mitigating GHG emissions if employed to displace fossil-based electricity production, which remains a substantial portion of electricity generation in many current (as of 2021) electricity grids.

CCU technologies are nascent technologies with many conversion pathways, products, CO₂ sources and end uses at various stages of commercialization or technology readiness levels [20]. As a result, the performance of these
technologies at the commercial scale is uncertain and technological performance data are relatively limited, representing a challenge for LCA practitioners. Most existing LCA studies derive their technological performance data from thermodynamic relationships (e.g. [4, 18]), chemical-process modelling (e.g. [10, 12]), laboratory data (e.g. [15]) or blended literature data (e.g. [16, 17]). Studies also tend to focus on a subset of products (e.g. chemicals, fuels, polymers or building materials) or a single conversion pathway (e.g. mineralization, catalytic conversion). This limits the types of directional insights that could otherwise be derived by assessing a range of pathways and products to identify the opportunities for CCU technologies to provide the greatest emissions reductions.

This study presents the life cycle carbon footprinting of the team finalists of the Carbon XPRIZE—a US$20 million competition for teams to demonstrate the conversion of CO₂ into valuable products at one of two demonstration facilities (henceforth, ‘Test Centres’), located at a coal-fired power plant and a natural gas combined-cycle power plant in Gillette, Wyoming, and Calgary, Alberta, respectively (see https://www.xprize.org/prizes/carbon). The competition was launched in 2015 and nine finalist teams deployed their technologies at demonstration facilities over an up to 30-day operating period ending in November 2020. Two teams were unable to demonstrate their processes at the Test Centres due to COVID-19 but demonstrated their technologies under comparable operating conditions over the same operating period as teams located at the Test Centres.

A panel of eight judges selected the two winning teams, announced in April 2021, one for each demonstration centre or competition track (Alberta and Wyoming) [21]. Teams were judged on several factors including the amount of CO₂ converted and the economic value of the carbon-based products produced [21]. To be eligible for the final award, teams needed to demonstrate that their process could be carbon-avoiding (i.e. having lower GHG emissions) relative to an incumbent process or provide a set of reasonable technology and deployment conditions under which their process could become carbon-avoiding relative to an incumbent in a hypothetical future scenario. The hypothetical deployment scenario is intended to show how current (outside of the competition) or near-term deployments could be carbon-avoiding rather than a projection of the maximum emissions reductions achievable by these technologies relative to an incumbent. Our third-party LCA team was recruited to conduct the carbon-footprinting assessment of each technology as they operated at the Test Centre.

To the authors’ knowledge, this is the first life cycle study to present the performance of a range of CCU technologies at the scale of a small industrial pilot using consistent deployment conditions, boundaries and methodological assumptions. The study demonstrates advances in developing and deploying CCU technologies that in turn improve LCA estimates using demonstration-facility deployment data to replace theoretical estimates from previous LCAs. The study presents aggregated carbon-intensity estimates to highlight the range of emissions intensities demonstrated at the Test Centre and the incremental technology and deployment conditions that would enable a team to become carbon-avoiding relative to an incumbent process as projected by the teams. By comparing a diverse set of teams, conversion pathways and products, generalized insights can be derived about the types of opportunities and challenges facing CCU technologies in their next phases of deployment. Finally, the study describes the methodological challenges and opportunities of LCA of early-stage technologies and motivates future work on the LCA of CCU technologies.

1 Methods

The goal of the study is to evaluate the carbon footprint of competition team finalists as they performed at the Test Centres during the final round of the XPRIZE competition as well as the set of off-site (e.g. carbon intensity of the electricity source) or future (e.g. location) conditions required to be carbon-avoiding relative to an incumbent technology. Emissions estimates across all teams are presented for the functional unit of 1 kg of product. Emissions are presented using a cradle-to-grave boundary, i.e. including the full life cycle from the source of CO₂ to the end of life of the product produced by that company. To estimate the relative emissions reductions, an incumbent is defined for each team and product by identifying the current largest production method for producing the incumbent in the Alberta or Wyoming market as of 2020 or a similar proxy if those data are unavailable. The Test Centre performance data employed in this study represents a small snapshot in time and is not intended to reflect how the technology would perform at other deployments today or in the future. As such, each competition team also proposed a future deployment scenario, reflecting how they expect their technology to perform at other deployments either today (2020) or in the near term (by 2030). The future scenario is intended to indicate the types of deployment conditions that would enable a team to be carbon-avoiding relative to an incumbent. The future scenario is not intended to be a projection of the future performance of a conversion technology nor an indication of the potential for any technology or technology pathway as a climate solution. More detailed modelling of the future performance of a technology and ideal deployment conditions should be considered in future work but is outside of the scope of the current analysis. For the future scenario, the carbon-avoiding comparison is completed against a future incumbent, accounting for potential changes to the incumbent by 2030 and assumptions about the deployment context for the CCU technology.

Carbon footprinting estimates are aggregated and presented for two types of pathways: (i) mineralization and (ii) catalytic conversion. These two pathways were chosen
due to differences in the potential end uses of products from mineralized CO₂ (typically used in building materials) and catalytic conversion (typically polymers, chemicals or fuels). Mineralization teams are producing the following products: ready-mixed concrete with CO₂ mineralized in wash water from cement trucks, concrete masonry units and nanomaterials for use in concrete. Incumbent selection for mineralization products was based on concrete that would provide a similar service (e.g. concrete masonry unit or concrete with similar strength properties). Catalytic conversion in this study includes thermochemical, photocatalytic, electrocatalytic processes and some hybrid approaches. Catalytic conversion teams are producing ethylene for high-density polyethylene (HDPE) production, syngas for fuel production, fuel- or beverage-grade ethanol and methanol for use as a fuel or in the chemicals industry.

1.1 Carbon-footprinting framework

Cradle-to-grave emissions are estimated, including capture, conversion, separation and downstream processing, to produce a final (end-use) product. Emissions are presented per kg of final product.

A credit is assigned to teams for all CO₂ fed into their process (i.e. substitution is applied, as described in [22]). Note that there are other methods that can be used to handle the multi-product system issues that arise when a facility producing one product also captures and uses the generated CO₂ from their system [23]. The CO₂ is derived from combustion at a natural gas or coal-fired power plant and then captured using post-combustion capture. All capture unit emissions are assigned to the CO₂-derived product. Unconverted CO₂ that is not recycled through the conversion process is assigned as an emission to the CO₂-derived product; however, as these emissions are included in both the CO₂ feed and the CO₂ vented, it does not affect the net emissions from the process using this accounting method. It is assumed that these emissions would have ended up in the atmosphere in the absence of the conversion process. For example, if 90% of the captured CO₂ is converted into a final product, a pathway will have a CO₂ feed of 1.1 kg CO₂eq/kg CO₂ converted and CO₂ vented emissions of 0.1 kg CO₂eq/kg CO₂ converted.

In terms of the end of life of the CO₂-derived product, the carbon in the final product is only assumed to be permanently sequestered for mineralization teams [23]. For teams producing a final product that could be considered temporary (e.g. plastic products that will ultimately degrade), all carbon in the final product is assumed to be emitted back to the atmosphere. The definition of ‘temporary’ is the source of ongoing discussion. In the sensitivity analysis, for catalytic-conversion teams, a case is shown in which no end-use emissions are incurred.

The emissions produced by the two systems (CCU-based product system and incumbent product system) are compared to determine whether a CCU pathway is carbon-avoiding. Using our approach, a negative value in an LC-emissions result indicates that if the technology in question was not applied, i.e. the CO₂ generated by the power plant is released into the atmosphere and the CCU product is produced using the incumbent technology, then the GHG emissions into the atmosphere would be higher. Therefore, the technology deployed within the specified system results in an emissions reduction, making this an example of GHG mitigation. The negative value does not, however, imply that the system results in a net reduction of CO₂ in the atmosphere—i.e. it is not an example of carbon-dioxide removal (CDR) as described in [24], a common misinterpretation of negative values when substitution is applied in LCA. Life cycle guidelines for CO₂ utilization give the example of CDR as a system that captures CO₂ from the atmosphere, emits <1 kg CO₂eq/kg CO₂ utilized and sequesters the CO₂ emissions permanently after the product life cycle [23]. Other cases with variations in the CO₂ source (atmospheric or fossil sources) and whether CO₂ is emitted into the atmosphere or sequestered can be at best carbon-neutral. To determine whether a technology achieves CDR, a full system accounting of emissions is required, e.g. by using system expansion from the life cycle guidelines for CO₂ utilization [23]. With this approach, no credit is applied to the CCU system for CO₂ fed into the system and the CO₂ source is included in the system boundary, leading to a multi-product functional unit (including both the CO₂-based product and the product(s) from the facility producing the CO₂).

In this study, and to maintain consistency across the teams, allocation was selected to handle multi-product systems for teams producing multiple carbon-based products from converted CO₂. Allocation on a mass basis was selected for the base case and the impact of selecting other allocation methods (e.g. allocation on an energy or market basis) is explored in the sensitivity analysis. No emissions are allocated to non-carbon-based products (e.g. oxygen produced from electrolysis for hydrogen production).

The framework in Fig. 1 provides a summary of life cycle stages and was used as a basis of a data-collection template for all teams.

1.2 Technology Test Centre data and future scenarios

An external third-party organization collected technology-performance data from the demonstration facilities over the (up to) 30-day operating window for each competition team towards the end of the XPRIZE demonstration period [26]. Teams operated at different scales of conversion and not all teams operated over the full 30-day operating window. As the operating data collected at the Test Centre are confidential, results in this study are blended but have been verified by the external third party. More about the verification process can be found at https://350solutions.com/iso-14034-verified-technologies [27].
Where teams produced an intermediate product at the Test Centre (i.e. a product that requires processing to a final product to be taken to its end use), downstream emissions were estimated based on the best proxy data for the downstream processes in the following order of preference: (i) based on operating data for other demonstration plants operated by the team; (ii) based on modelling done by teams (e.g. separation energy requirements); or (iii) based on average or typical literature values (e.g. downstream conversion of the intermediate product produced at the Test Centre to a final product).

Future scenario technology data, or data collected at teams’ sites outside the competition, were provided by the teams. Justification for the anticipated changes in technology performance for the teams are documented in the team submissions as part of the competition. Teams could propose performance changes by 2030 to both the conversion system and the downstream processing steps. The LCA team has not done any verification or validation of these anticipated performance changes; the intention of the future scenario is to indicate a set of plausible conditions (both the potential improvements anticipated in the next 10 years in technology performance and contextual changes such as an anticipated reduction in electricity-grid intensity) under which the team could be carbon-avoiding relative to an incumbent, rather than a projection of future performance.

A summary of the range of CO₂-conversion rates achieved by teams at the Test Centre and the rates expected in the future scenario is presented in Table 1.

Table 1: CO₂-conversion rates in the Test Centre and future scenarios

| Pathway           | CO₂ conversion (%) |
|-------------------|--------------------|
|                   | Test Centre | Future |
| Mineralization    | 10.7–78.5     | 90–100 |
| Catalytic conversion | 11.1–40.2a  | 901–00b |

Ranges presented show variability across teams (lowest to highest conversion rates) at the Test Centre during the competition and as projected by teams in the future scenario. At the Test Centre, demonstration scales varied from 0.00143–0.392 t CO₂/day (mineralization) and 0.014–0.481 t CO₂/day (catalytic conversion).

aTest Centre conversion rates for single-pass conversion (no recycle loop).

bFuture scenarios assume that a net of 100% of unconverted CO₂ is recycled back to the conversion system due to the addition of a CO₂-recycle loop.

Fig. 1: Sample process diagram for life cycle of CO₂-derived products (adapted from [25]).
technology improvements could influence energy consumption and GHG emissions or changes to these or other similar technologies beyond 2030 is outside the scope of the current study but should be considered in future work.

1.3 Deployment context data
Consistent upstream emissions factors are applied across teams consuming the same materials or energy in their process. Due to travel restrictions at the time of the competition (2020), not all teams participating in the Wyoming track were able to travel to the Test Centre. For the competition, teams in Wyoming were assigned local emissions factors and carbon capture emissions based on the performance of the capture unit data supplied by the teams. In this study, to facilitate a fair comparison across teams operating at the two Test Centres, capture unit and electricity emissions factors from the Alberta track are employed for both the Alberta and Wyoming track teams (Table 2). The sensitivity analysis shows the impact on GHG emissions of locating all teams’ processes in Wyoming, with a coal-intensive grid, compared to if the teams’ processes were in Ontario, a lower-carbon grid and with different capture unit emissions, as well as different hydrogen-supply scenarios (Table 3), for teams that consume hydrogen.

For the future scenario, teams proposed changes to their existing or future deployment context (including expectations about changes to the emissions intensity of H₂ or electricity supply). Base-case carbon emission estimates are generated from the future deployment context parameters proposed by a team. A consistent set of future electricity- and hydrogen-supply scenarios is also presented in the sensitivity analysis.

1.4 Capture unit
The Alberta track teams obtained CO₂ from a monoethanolamine (MEA)-based post-combustion capture unit, supplying 25 tonnes per day of CO₂ from a natural-gas-fired power plant at the Alberta Carbon Conversion Technology Centre (ACCTC) [36]. Emissions resulting from carbon capture for all teams employing carbon capture (eight of the nine competition teams; one team utilized flue gas directly) are estimated based on the average performance of the capture unit over the 30-day demonstration period of the competition [26]. A low- and high-emissions intensity estimate for the Alberta track capture unit was developed by taking the 10th and 90th percentiles, respectively, of the intensity of heat and electricity consumed by the capture unit daily and the 90th and 10th percentiles, respectively, of the CO₂-capture efficiency of the capture unit.

The following inputs are included in the life cycle boundary of the capture unit: CO₂ released (i.e. not captured by the capture unit, calculated from the CO₂-capture efficiency), electricity consumption, natural gas combustion for heat supply and additional MEA required. The supply of these inputs for the team (base case), the low-sensitivity and the high-sensitivity scenarios are summarized in Table 4 below. A small amount of make-up MEA is typically required; this value is obtained from the literature [37] but contributes to a small fraction (<1%) of the

| Location | Units | Average intensity | Description | Source |
|----------|-------|------------------|-------------|--------|
| Test Centre (Alberta) | kg CO₂eq/kWh | 0.695 | Current Alberta average grid emissions | [28] |
| Test Centre low (Ontario) | kg CO₂eq/kWh | 0.058 | Current Ontario average grid emissions | [29] |
| Test Centre high (Wyoming) | kg CO₂eq/kWh | 0.936 | Current Wyoming average grid emissions | [30] |
| 2030 Global electricity supply | kg CO₂eq/kWh | 0.28 | Electricity supply 2030 Global scenario from IEA 2°C projections | [31] |
| Solar photovoltaics + storage | kg CO₂eq/kWh | 0.035 | PV + 30% LMO battery storage in a high solar irradiation region (2300 kWh/m²/year) | [32] |

| Location | Units | Average intensity | Description | Source |
|----------|-------|------------------|-------------|--------|
| Bulk hydrogen supply to Test Centre | kg CO₂eq/kg H₂ | 10.62 | Hydrogen from a steam–methane reformer without carbon capture and storage | [33] |
| Electrolyser efficiency (2030 H₂ scenario) | kWh/kg H₂ | 39.9 | Future H₂ electrolyser efficiency predicted by 2030 | [34] |
| Electrolyser efficiency (NEL A series H₂ scenario) | kWh/kg H₂ | 46 | Current large-scale hydrogen electrolyser supply available in 2020 | [35] |
To reflect the operating conditions at the Test Centre, electricity for the capture unit is assumed to be sourced from the Alberta grid (average emissions factor employed) for all teams and no capture of the CO₂ from the flue gas of the natural gas combusted to produce steam for the capture unit is included (i.e. the capture plant is not integrated into the power plant). An upstream emissions factor of 6.4 g CO₂eq/MJ natural gas is applied for the natural gas required to operate the capture unit, representing the western Canadian natural gas supply [38]. Capture unit emissions estimates are summarized in Table 5. The capture unit emissions from the ACCTC during the competition period are high relative to other deployed commercial capture units.

For the future scenario, a consistent capture unit emissions intensity of 0.18 kg CO₂eq/kg CO₂ captured is applied (versus the base-case Test Centre average of 0.748), reflecting anticipated improvements in capture unit performance between now and 2030, derived from the literature [39].

1.5 Incumbent selection

To determine whether a team is producing a carbon-avoiding product, an incumbent is defined by the current largest production method for producing the incumbent for the Alberta or Wyoming market today, or a similar proxy if those data are unavailable. While several of the teams have investigated producing a range of final products, for the purposes of estimating the carbon footprint of a single end use (e.g. concrete with specific strength properties, use of a product as a fuel or polymer), an incumbent is employed. Incumbent emissions were derived from the literature, aligned in terms of background system inputs (e.g. electricity) where possible to be produced in the same region as the Test Centre is located.

For mineralization teams, the incumbent product is defined as the final concrete product that aims to provide a similar service to the concrete containing mineralized CO₂ produced in the same region as the Test Centre at which the team is operating. As a result, although mineralization teams have an equivalent product (concrete), each mineralization team has a distinct incumbent that aligns with the properties of the concrete produced by the mineralization team.

The future incumbent is intended to account for changes anticipated in the incumbent between 2020 and 2030, e.g. due to changes in the deployment location proposed by the team or reductions in electricity-supply emissions intensity. Due to uncertainties and the large number of potential pathways for the incumbent to develop, the incumbent technology was not modified and only changes due to the deployment location or reduction in electricity-supply emissions intensity were considered. This can result in an overestimation in GHG emissions for the incumbent that needs to be accounted for when interpreting the results. For some incumbents, due to the aggregation of literature data, the impacts of reductions in electricity-grid emissions between 2020 and 2030 on the carbon footprint...
could not be accounted for. In these cases, a 10% reduction in the life cycle emissions intensity of the incumbent is predicted between 2020 and 2030. Further work should elaborate on the representation of possible changes to incumbent and competing systems.

2 Results

While a consistent framework was applied in evaluating the teams, caution should be taken to avoid drawing conclusions about the future potential of these technologies based on their Test Centre performance. The Test Centre was a deployment under industrial pilot conditions, representing both the core technology and the balance of the plant, at a larger scale than previous deployments for several of the technologies demonstrated. However, each technology demonstrated at the Test Centre operated at a different scale and the performance at the Test Centre was limited by several factors, including the constraints of the competition, a limited operating window with limited opportunities to optimize the operation of the technology and challenges in travelling to and obtaining materials for the technologies at the Test Centre during the 2020 COVID-19 pandemic. The Test Centre performance data are not expected to be representative of a team’s optimal design or deployment characteristics. For example, several teams have deployed technologies in other pilots or intend to implement in future deployments a CO₂-recycle loop to increase their net conversion rates, which would substantively change the emissions of their systems. The Test Centre locations were also not optimal deployment conditions for many teams (e.g. due to the largely fossil-based electricity grids in Alberta and Wyoming). The technologies are also at varying stages of commercial development and deployment. Thus, direct comparisons across Test Centre pathways at different technology-readiness levels (TRLs), deployment scales, etc. are neither intended nor accurate. Future larger-scale deployments of these technologies will likely take advantage of increased efficiencies due to larger production scales, learning by doing, more optimization of the supply of lower-carbon inputs, etc., which were considered in the future case scenario to represent existing (outside of the competition) or near-term deployments by the teams. The analyses presented in subsequent sections are blended to show the carbon footprints for each major technology pathway: mineralization and catalytic conversion. The ranges of performance for each technology pathway demonstrate the range of emissions of the teams operating at the Test Centres and the primary drivers of emissions at that deployment scale and under Test Centre conditions. This grouping also helps to avoid drawing firm conclusions about individual technologies given that they are at different stages of development and some are still at early stages (i.e. have opportunities to improve the design and deployment).

2.1 Mineralization pathway

For teams producing concrete, due to the variety of concretes and their intended applications, both concretes containing mineralized CO₂ and the incumbent pathways vary substantially in their GHG emissions across teams. All efforts were made to characterize the carbon impact of resultant differences in the strength, durability or density of the concrete and possible changes to the material requirements for building in the products from mineralization as compared to the closest incumbent. As shown in Fig. 2a, on a per-kg of concrete basis, concrete production (supply of cement, aggregate, etc.) was the primary driver of emissions, rather than the conversion process itself, due to the relatively small contribution of CO₂-based products relative to other inputs into the concrete. However, teams were able to demonstrate emissions comparable to those of incumbent concrete in several cases at the Test Centre, even under the non-idealized deployment conditions at the Test Centre. For several teams, emissions reductions were achieved by displacing cement, a relatively emissions-intensive input, in the concrete mix, rather than the direct impact of mineralizing CO₂.

Fig. 2b shows the sensitivity of Test Centre emissions estimates to variations in the input parameters. Variations in emissions are shown relative to the net Test Centre emissions estimate. Base-case input-parameter values, those employed in estimating net emissions, are given in parentheses after the parameter value in the y-axis labels. The bars show how the net Test Centre emissions would change if parameters were varied from the low to high values shown at the ends of the bars. Parameters are colour-coded by type, whether they are associated with the deployment context (e.g. GHG intensity of electricity supply, in green) or the technology performance (e.g. electricity demand, in purple). For the example mineralization team presented, Test Centre results are most sensitive to the electricity consumed and deployment location (i.e. grid-emissions intensity employed). The purple bar in Fig. 2b shows that in near-term deployments, reducing the electricity demand is expected to decrease the net emissions by 27%. The approach for crediting emissions from the CO₂ converted, in the base case, assumes that the system receives a credit of 100% of the CO₂ fed into the system as substitution is applied (ranges shown in the first column of Fig. 2a). Varying the accounting method employed can impact the net emissions in this pathway by ≤16%. This shows the impact of LCA methodological choices (e.g. the allocation method) and the analysis framework on assessments of the environmental impacts from these systems.

2.2 Catalytic-conversion pathway

Catalytic conversion pathway emissions estimates at the Test Centre (Fig. 3a) show extreme variability across pathways and none competes with the incumbent based on their Test Centre performance when powered
using fossil-fuel-derived electricity. However, each of the catalytic-conversion technologies was nonetheless able to demonstrate a carbon-avoiding pathway relative to an incumbent in a future scenario. As discussed above, there were significant constraints on the companies at the Test Centres, many of whom were unable to demonstrate their optimal performance for multiple reasons based on siting, cost, rules, COVID issues, etc. It is also helpful to note that many of the pathways in this category are at an early stage of development. As such, the potential for improvement is greater than the relatively constrained future scenarios considered in this study. Having said this, powering the chemical conversion of CO₂ with energy sources that have a comparatively high carbon intensity will thermodynamically always result in a less efficient process than direct use of the chemical energy in the fossil fuels. This emphasizes the need for chemical CO₂-conversion technologies to be powered by renewable or low-carbon energy sources. For these teams, one driver of improved technology performance expected by the teams is anticipated improvements in CO₂-conversion rates, as well as the addition of a recycle loop for unconverted CO₂ (Table 1 shows Test Centre and anticipated future CO₂-conversion rates). This can also be seen in Fig. 3a in the comparison between the Test Centre and future scenarios, where the net CO₂ fed into the system decreases (on a per-kg product basis) due to higher conversion rates, leading to a reduction in emissions from both the capture unit and CO₂ released. Alberta has a fossil-dominated electricity grid with an emissions intensity of 0.695 kg CO₂eq/kWh [28], where CO₂-conversion processes, if deployed, would be unlikely to source their electricity from the grid. Previous studies

Fig. 2: (a) Shows cradle-to-grave Test Centre (blue) and future scenario (orange) carbon-footprint estimates per kg of product for mineralization teams. Whiskers show the range of emissions across teams while diamonds show the median emissions for each life cycle stage across teams. Median values do not directly correspond to any one team, so the median values do not sum to the net emissions. Sensitivity to variability in technology performance (purple) and deployment context (green) shown in (b) for an example mineralization team.
Fig. 3: (a) Shows cradle-to-grave Test Centre (blue) and future scenario (orange) carbon-footprint estimates per kg of product for catalytic-conversion teams. Whiskers show the range of emissions across teams while diamonds show the median emissions for each life cycle stage across teams. Median values do not directly correspond to any one team, so the median values do not sum to the net emissions. Sensitivity to variability in technology performance (purple) and deployment context (green) shown in (b) and (c) for two catalytic-conversion teams as examples to show the types of drivers of variability and uncertainty across catalytic-conversion teams.
have suggested (e.g. [6, 17]) that low-carbon electricity and hydrogen are required for fuels and chemicals derived from CO₂ to be competitive with current fossil-based processes. The current analysis suggests that careful selection of both the pathways and the deployment context is required to ensure that emissions reductions are achieved by deploying these technologies.

Lower emissions have been observed from other commercially deployed MEA-based capture units than the one operating at the Alberta Test Centre (0.748 kg CO₂eq/kg CO₂ captured). Since many teams had lower CO₂ conversion rates at the Test Centre and did not employ a CO₂-recycle loop or did not have theirs online during the XPRIZE testing period, the emissions from capturing CO₂ from the power plant for these teams were higher than those in future implementation scenarios. Emissions from the separation of products from the conversion system also contributed substantially to the net emissions of the system for several teams; with higher conversion rates at other deployments and with improved separation technologies, the emissions from this stage showed major improvements in the future case. However, this demonstrates the importance of taking a full-system perspective in assessing these technologies rather than focusing exclusively on the conversion system itself.

Sample sensitivity analyses for two catalytic-conversion-pathway teams are shown in Fig. 3b and c. For the team represented in Fig. 3b, electricity consumed directly by the process is relatively low, so the impact of the emissions intensity of the electricity supply is relatively low compared to the impact of the emissions intensity of hydrogen supplied to the process, which at the Test Centre was purchased from a supplier producing hydrogen via steam–methane reforming. Therefore, sourcing the hydrogen from an electrolysis process with low-carbon electricity can reduce the pathways emissions by 36%. Of the five parameters varied in the sensitivity analysis, four are related to the deployment context rather than the performance of the technology itself. For the team represented in Fig. 3c, the intensity of the electricity consumed has the largest impact on the pathway emissions. As the team produced two primary products at the Test Centre, at a mass ratio of 7.5:1, the choice of allocation method is the second most impactful parameter, followed by the conversion rates and efficiency of the separation processes. Emissions estimates derived directly from Test Centre performance data should not be employed to eliminate this pathway but used as a guide to target where the biggest reductions in GHG emissions are achievable through technology improvements, the application of emerging processes and careful selection of deployment conditions.

In addition, catalytic conversion for chemicals production has been identified by others (e.g. [40, 41]) as a promising approach for using excess electricity (e.g. intermittent renewables). Exploration of the potential additional benefits from specific deployment scenarios is beyond the scope of this work but should be considered in future studies.

### 2.3 General insights about the LCA of CCU technologies and future work

If deployed under the same conditions as the Test Centre (e.g. sourcing electricity from the Alberta grid), all teams (current and future) resulted in net-positive emissions (where net negative in this case is defined relative to a reference pathway so is not an indicator of a net removal of CO₂ from the atmosphere). A net negative here would still not qualify as a carbon-removal technology as defined in [24] when the combustion of final products (for catalytic-conversion pathways) was considered.

Another assumption varied across all pathways in the sensitivity analysis is the approach for crediting emissions from the CO₂ source. In this study, the base case assumes that the conversion system receives a credit for all CO₂ converted (labelled as ‘CO₂ feed’ in Figs 2a and 3a). The sensitivity shows an alternative in which no credit is given to the conversion system for the CO₂ converted by the system. This could for example represent how a CCU system may be treated if a new natural-gas-fired power plant is under consideration, so the counterfactual to the CCU system would not include CO₂ otherwise emitted by the power plant. In this case in which no credit is applied to the CCU system, the CO₂ is treated as a feedstock to the conversion process, but the CCU system receives no benefit from capturing the CO₂. Alternatively, the system could be expanded to include multiple functional units (e.g. electricity produced by the power plant) to explore how assumptions surrounding the treatment of the CO₂ source affects the performance of CCU technologies relative to incumbent processes. This is outside the scope of the current work.

For mineralization pathways, an incumbent concrete product was selected for each team that is expected to provide an equivalent service to the concrete containing mineralized CO₂. The GHG emissions reductions of the concrete were attributable to the mineralization of CO₂ and reductions in cement needed to produce concrete of an equivalent strength for a similar application. However, mineralized CO₂ can impact other factors (e.g. strength, workability, set time, durability, regulatory and cost considerations) that could impact the application of concretes containing mineralized CO₂ with resultant effects on net GHG emissions [16]. While every effort was made to account for this, future work should integrate LCA with additional analysis to consider how the impacts of the mineralization of CO₂ into building materials could impact other concrete properties and could thereby influence the life cycle emissions of these final products. In addition, the impacts of actively mineralizing CO₂ on the natural mineralization of CO₂ into concrete during the use and demolition of concrete should also be further explored. For thermochemical and electrochemical pathways, this study compared CCU technologies to current incumbent pathways. Comparison to other GHG-mitigation opportunities in the sectors targeted by CCU technologies should be incorporated into future work to assess the effectiveness of CCU technologies.
relative to other mitigation options. Additionally, this study focused on estimating the emissions from the conversion of \( \text{CO}_2 \) as demonstrated by teams at the Test Centre. The downstream applications and potential end uses selected in this study represent a subset of possible uses for \( \text{CO}_2 \) derived products. Future work should develop additional downstream scenarios to look for synergies between conversion and downstream uses.

This study provides an estimate of the carbon footprint of the competition teams as they performed at the Test Centre and a preliminary estimate of future carbon footprints achievable through more favourable deployment contexts and incremental technology improvements. The analysis presented does not account for the scale, TRL, development trajectory, deployment context or effect of more transformational technology improvements on carbon footprints. Future assessments of these technologies should account for these aspects as these technologies are further developed and deployed.

### 3 Conclusions

This study discusses the assessment of the carbon-footprinting exercise completed for the Carbon XPRIZE competition team finalists, providing a snapshot in time under one set of conditions at one facility. The exercise helps to demonstrate the wide and important variability in GHG emissions of \( \text{CO}_2 \)-based products relative to primarily fossil-based incumbents, both at the competition Test Centres and in anticipated near-term (2030) future applications. Mineralization pathways were more readily able to show GHG improvements over the incumbents, while the pathway for catalytic technologies rely on more significant technological and contextual improvements. This is explained in part by the fact that many of these technologies are at early stages of development and therefore there is room for further innovation. This can be seen in that the catalytic-conversion technologies were able to demonstrate a carbon-avoiding pathway relative to an incumbent in future scenarios for all teams.

LCA methods were first developed to evaluate commercially deployed technologies. This exercise demonstrates the challenges in conducting LCAs of carbon-conversion technologies in their current form, as technologies are at varying levels of commercialization and due to the range of possible pathways, products and end uses for converted \( \text{CO}_2 \). Despite this, LCAs of early-stage technologies can provide directional insights to aid in prioritizing emissions-reduction opportunities. As new technologies are developed and deployed, iteratively estimating the carbon footprint can further aid in the prioritization of research activities.
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