Defect energetics of cubic hafnia from quantum Monte Carlo simulations
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Cubic hafnia (HfO₂) is of great interest for a number of applications in electronics because of its high dielectric constant. However, common defects in such applications degrade the properties of hafnia. We have investigated the electronic properties of oxygen vacancies and nitrogen substitution in cubic HfO₂ using first principles calculations based on density functional theory (DFT) and many-body diffusion Monte Carlo (DMC) methods. We investigate five different charge defect states of oxygen vacancies, as well as substitutional N defects which can lead to local magnetic moments. Both DMC and DFT calculations show that an oxygen vacancy induces strong lattice relaxations around the defect. Finally, we compare defect formation energies, charge and spin densities obtained from DMC with results obtained using DFT. While the obtained formation energies from DMC are 0.6 eV – 1.5 eV larger than those from GGA+U, the agreement for the most important defects, neutral and positively charged oxygen vacancies, and nitrogen substitutional defect, under oxygen-poor conditions is in reasonably good agreement. Our work confirms that nitrogen can act to passivate cubic hafnia for applications in electronics.

I. INTRODUCTION

The continuous progress in miniaturization of electronic devices such as silicon-based complementary metal-oxide-semiconductor (CMOS) field effect transistor (FET) has let to the replacement of silica (SiO₂) as the gate dielectric material by materials with dielectric constants, \( k \), higher than that of silica\(^1\)–\(^3\). The use of high-\( k \) dielectrics as gate materials dramatically reduces the gate leakage current due to electron-tunneling. High-\( k \) materials can be used as ultra-thin layers (~1 nm), but have similar gate dielectric properties as regular silica layers. Among the possible choices of high dielectric constant materials for CMOS, hafnia has become an attractive material due to its favorable properties such as the wide band gap of 5.25 – 5.95 eV\(^4\) and high \( k \) value of 22\(^5\). Besides, hafnia has excellent chemical compatibility with silicon, and a higher heat of formation than silica. Moreover, hafnia is thermally and chemically stable. This is especially important for the silica contact because gate stacks undergo a rapid thermal annealing processes. Due to these extraordinary features, amorphous hafnia was introduced as a dielectric material in CMOS devices by Intel over a decade ago\(^6\). Current technology can achieve a ~1 nm equivalent oxide thicknesses with high-\( k \) in Si-CMOS devices, and the next step is to find higher-\( k \) dielectrics (\( k > 22 \)) with a band offset compatible with silica.

Hafnia can exist in three polymorphic phases at atmospheric pressure: monoclinic (\( T < 1700 \) K), tetragonal (1700 K < \( T < 2600 \) K) and cubic (\( T > 2600 \) K). First principles studies\(^7\) have shown that the tetragonal (\( k \approx 70 \)) and cubic (\( k \approx 29 \)) phases have a much larger dielectric response than the monoclinic phase (\( k \approx 16 \)). Incorporation of lanthanides has been shown to stabilize the high-temperature phases of hafnia\(^8\)–\(^10\). Recently, S. Migita et al., have demonstrated that ultra-thin cubic hafnia films exhibit a very high-\( k \) value of about 50 and have band gap similar to that of monoclinic hafnia. Ultrathin films of cubic hafnia have been demonstrated using an ultra-fast ramp with a shorter hold time in the annealing process from as-deposited amorphous hafnia\(^11\). Other, more recent works, have also demonstrated low-temperature synthesis routes to highly crystalline cubic hafnia\(^12\).

However, depending on the particular deposition process, hafnia has different material properties and often has a reduced dielectric constant; in addition, leakage currents in thin film hafnia can also pose a problem in gate dielectric applications. A lower than ideal performance in electronic gates can be explained by the formation of defect-related fixed charges\(^13\)–\(^14\). The monoclinic phase has been well studied both experimentally via scattering techniques\(^15\),\(^16\), and theoretically using DFT\(^4\),\(^17\)–\(^19\). Moreover, first-principles calculations carried out on the low-temperature monoclinic phase of hafnia with oxygen vacancies and oxygen interstitials suggest that the oxygen vacancies represent the main electron traps\(^18\). A quantitative analysis of electronic states associated with strongly lattice-coupled localized oxygen defects in a cubic hafnia has been described by the negative-U’ Anderson model\(^19\), while the incorporation
of nitrogen into silica\textsuperscript{21} and hafnia\textsuperscript{22} has been shown to reduce the gate leakage currents.

In addition to applications as a gate dielectric, hafnia-based resistive random access memory (RRAM) devices exhibit excellent switching characteristics and reliable data retention which makes them useful as non-volatile devices. However, the switching performances of these devices can be greatly affected by charged oxygen defects\textsuperscript{23,24}. Recently, oxygen-modulated quantum conductance for ultrathin hafnia-based memristive switching devices was studied using DFT-based quantum transport simulations\textsuperscript{23,25}. However, accurate studies of oxygen defects in hafnia are still missing.

Defects in hafnia can give rise to other phenomena. Unexpected ferromagnetism has been observed in HfO\textsubscript{2} thin films\textsuperscript{26,27}, and a first-principles study has shown that Hf vacancies could be the possible origin of the ferromagnetism\textsuperscript{28}. In a very similar system, ZrO\textsubscript{2}, first-principles calculations have shown that by doping with nitrogen, the system becomes ferromagnetic. The reported total magnetic moment is 1.0 $\mu_B$ per N defect. In contrast, a study by Hildebrandt et al.\textsuperscript{15}, taking into account a broad range of oxygen vacancy concentrations and magnetic dopants, has shown that undoped, oxygen-deficient, or magnetically doped hafnia does not possess intrinsic ferromagnetism.

Several theoretical studies on the defect formation energies and energy levels in HfO\textsubscript{2} have been carried out using density functional theory (DFT) with different functionals and basis functions\textsuperscript{17–19,29}. The quality and consistency of the calculated energetics, such as defect formation energy, vary on quite a large scale, 0.04 eV – 0.27 eV, between different DFT exchange-correlation functionals. This large variation may be related to the fact that hafnia is a correlated material, and the 5$d$ localized electrons should be treated with methods that can take these correlations into account. In order to accurately address the problem of the correlated 5$d$ electrons, we use Quantum Monte Carlo (QMC) methods, in particular, diffusion Monte Carlo (DMC)\textsuperscript{30,31}, to compute the ground state electronic structure properties of this material. DMC is a stochastic sampling method to solve the many-body Schrödinger equation\textsuperscript{32}. It is a powerful computational technique that has provided highly accurate many-body \textit{ab-initio} simulations of solids with no empirical parameters\textsuperscript{33}. Addressing strongly-correlated systems using DMC has demonstrated accuracy and required only few controlled approximations\textsuperscript{33,34}. Most previous studies have been performed on the monoclinic phase, while the tetragonal and cubic phases have been much less studied. In addition, current experimental data do not provide a detailed fundamental understanding of oxygen-deficient and doped cubic hafnia, which is of much interest for future ultra-thin CMOS applications. Our study is aimed at addressing this gap in fundamental knowledge.

The article is organized as follows: In Sec. II we briefly describe the theoretical framework and computational approach employed in this work. In Sec. III we discuss the electronic properties of hafnia with different oxygen vacancy charge states and nitrogen dopants, and we compare charge and spin densities obtained within the Generalized Gradient Approximation (GGA)\textsuperscript{35} of DFT with a Hubbard-U added to the Hf 5$d$ orbitals to account for on-site Coulomb repulsion\textsuperscript{36} with charge densities computed by DMC. Sec. IV summarizes the main findings of this work.

II. METHOD

Electronic structure calculations were performed using the fixed-node diffusion Monte Carlo method as implemented in the QMCPACK code\textsuperscript{37}. We used a standard single-determinant Slater-Jastrow\textsuperscript{38} trial wave function with one-, two-, and three-body Jastrow functions describing the ion-electron, electron-electron and ion-electron-electron correlations, respectively. The two-body\textsuperscript{39} and three-body Jastrow functions\textsuperscript{40} are spin dependent and coefficients for all one-, two- and three-body Jastrows were optimized using VMC. The form of the Jastrows used in this paper are described in Ref. [37].

DFT single-particle Kohn-Sham (KS) orbitals were used to generate single Slater determinant trial wave functions for the QMC calculations. The KS orbitals were generated using plane wave (PW) basis sets with the QUANTUM ESPRESSO code\textsuperscript{41}. In this study, a scalar-relativistic pseudopotential for Hf was generated using the OPIUM package within a plane-wave basis set\textsuperscript{42}. The core-valence interactions were treated through norm-conserving pseudopotentials and semicore states included into valence electrons. We used the following valence electronic configurations for the hafnium, oxygen, and nitrogen atoms, respectively: [Pd $+$ 4$f^{14}$]5$s^2$5$p^4$5$d^{5}$6$s^2$ (Hf), [He]$2s^2$2$p^4$ (O) and [He]$2s^2$2$p^3$ (N). The exchange-correlation potential was treated using the GGA with the Perdew, Burke, and Ernzerhof (PBE) functional\textsuperscript{35} and an on-site Hubbard U correction\textsuperscript{43} applied to the Hf 5$d$ electrons. We used the cubic structure for hafnia with a supercell size of 96 atoms. The self-consistent DFT calculations were computed with a 4 $\times$ 4 $\times$ 4 k-point mesh and a 450 Ry plane-wave kinetic energy cut-off. The optimized U-parameter used in this study was U = 2.2 eV for the Hf 5$d$ orbitals. This value of U was obtained from DMC calculations (see appendix A). In a previous study\textsuperscript{44}, the DMC calculated lattice parameter was found to be 5.04(1) Å for a cubic-HfO\textsubscript{2}, while the experimentally measured values at high temperatures were extrapolated to 5.08 Å at 0 K. As a reasonable estimate for the room-temperature lattice constant, we used a compromise value of 5.07 Å.

Electronic structure studies of point defects in cubic hafnia are very relevant to understanding the energetics of defect formation and the stability of the defects. We created vacancy or substitutional defects in our supercell by removing an oxygen atom, leaving an
oxygen vacancy \((V_O)\) behind, or by removing an oxygen atom and replacing it by a substitutional defect, such as \(N\). Also, defect states can have different charges, which we considered. For example, there are five possible charge states for an oxygen vacancy, namely \(V_O^{-2}, V_O^{-1}, V_O^{+1}\) and \(V_O^{+2}\). Once the defect was created, we fully relaxed the positions of all atoms while keeping the supercell lattice vectors fixed until the force acting on each atom was less than 0.0004 eV/Å.

In general, the formation energy \(E_f\) for a point defect with charge \(q\) is,

\[
E_f(\mu_i, E_F) = E_{\text{def}}^q - E_{\text{ideal}} + \sum_i \mu_i + q(E_{\text{VBM}} + E_F) \tag{1}
\]

where \(E_{\text{def}}^q\) is the total energy of the defective supercell with corresponding charge state \(q\), \(E_{\text{ideal}}\) is the total energy of the ideal supercell, \(\mu_i\) is the elemental chemical potential with a positive sign for vacancies and negative sign for substitutional defects; \(E_{\text{VBM}}\) is the valence band maximum of the ideal bulk system, and \(E_F\) is a Fermi level. In this study, we reference \(E_F\) with respect to the valence-band maximum \(E_{\text{VMB}}\). In order to assess the thermodynamic stability of different oxygen defect states in hafnia we need the chemical potential of oxygen \(\mu_O\). The chemical potential of oxygen can be obtained under two conditions, oxygen-rich and oxygen-poor. Under oxygen-rich conditions, the oxygen chemical potential \(\mu_O\) is computed as \(\mu_O \approx \frac{1}{2}E(O_2)\), where \(E(O_2)\) is the total energy of an oxygen dimer. The computed chemical potential of oxygen, \(\mu_O\) is 871.36 eV \((\text{GGA})\) and 869.45 \((\text{DMC})\) eV. For oxygen-poor conditions, the oxygen chemical potential is instead obtained as \(\mu_O = (\mu_{\text{Hf}} - \mu_{\text{HO}})/2\). The main sources of errors in our QMC calculations are the finite time-step and finite system size. In order to mitigate errors, we used a small time-step of 0.005 Ha\(^{-1}\) and a supercell size of 96 atoms. One-body finite-size effects\(^{45}\) in the periodic supercell DMC calculations were reduced by using twist-averaged boundary conditions; here energies were converged using a \(2 \times 2 \times 2\) twist grid, reduced to four high-symmetry twists. While two-body effects can only be fully corrected by extrapolating the supercell size to infinite,\(^{46,47}\) this procedure can only work for pure systems (without defects). When studying impurities in a bulk, the concentration of impurities must remain constant and finite size extrapolation becomes tedious. We have analyzed two-body finite-size errors in the ionization potential (IP) using a 96-atom cell and a 192-atom cell. The calculated IPs are 10.3(2) and 10.2(4) eV, respectively. While it is impossible to extrapolate accurately to the infinite-size limit using only two data points, both IPs are within each other’s error bars suggesting a small dependence of the energy on the two-body corrections. These two cell sizes used modified periodic Coulomb interactions\(^{48}\) and Chiesa-Ceperley-Martin-Holzmann kinetic energy\(^{49}\) corrections.

III. RESULTS

A. Relaxation of ions

In all the following calculations, we used DFT-optimized structures. Ideally, we should use the DMC-optimized structures, but DMC calculations of inter-atomic forces for large systems are at the present impractical. However, in order to gauge the difference between DFT- and DMC-optimized structures, we investigated a test case with a single +2-charged oxygen vacancy \((V_O^{+2})\). In cubic hafnia, oxygen atoms occupy all tetrahedral sites, and the hafnium atom forms a face-centered cubic lattice. Near the vacancy site, the 1st nearest neighbor (NN) shell is occupied with four Hf atoms and the 2nd NN shell is filled with six oxygen atoms. From the DFT calculations, we found a spherically symmetric relaxation of the ions on 1st NN shell of the vacancy site. To study the relaxation of ions near the vacancy site at the DMC level we considered a parameter, \(\Delta d\), which is the spherically uniform relaxation of the 1st NN shell relative to the vacancy site. For example, \(\Delta d = 0.0\) corresponds to an un-relaxed systems with a \(V_O^{+2}\) oxygen vacancy. With the NN shell displaced by \(\Delta d\), the ions in the 2nd NN shell were displaced while maintaining a constant ratio between the nearest and next-nearest shell distances to the defect site. The total energies for GGA+U and DMC for different values of \(\Delta d\) values for the \(V_O^{+2}\) state are shown in Fig. 1. The total energy minima were at \(\Delta d = 0.176(2)\�\) Å and \(\Delta d = 0.185\ Ä\) for DMC and GGA+U, respectively. This indicates that using the DFT relaxed structures introduces only minor errors at the DMC level.

![FIG. 1. (Color online) GGA+U and DMC total energies for the \(V_O^{+2}\) defect state as a function of parameter \(\Delta d\) in units of Å. The data were fitted with a polynomial function, shown as a solid line (GGA+U) and as a dashed line (DMC).](image-url)
B. Oxygen vacancies

We start our discussion with neutral oxygen vacancies. In the DFT structural relaxation, the adjacent Hf ions were relaxed towards the vacancy position by a displacement of 0.02 Å from their ideal positions, which corresponds to 0.89% of the Hf-O bond length. The relaxation of Hf atoms is driven by the electronic configuration around the vacancy site: removing an oxygen atom from a perfect cubic hafnia crystal leaves two extra electrons, with each Hf dangling bond contributing 1/2 electron in its 5d shell. The total energy of the system is then minimized by slightly contracting the Hf atoms towards the vacancy site. However, in the positively charged defect states $V_{O}^{+1}$ and $V_{O}^{+2}$, the adjacent Hf ions relax 0.084 Å and 0.180 Å, respectively, outward from the vacancy site, consistent with the findings in Ref. [18], driven by the repulsion between the positively charge Hf ions and the positively charged vacancy. In contrast, for negatively charged defects $V_{O}^{-1}$ and $V_{O}^{-2}$, obtained by adding one and two electrons, respectively, to the neutral vacancy, the Hf ions relax inwards by about 0.03 Å and 0.13 Å, respectively, because of the Coulombic attraction to the vacancy site.

1. Defect formation energies

The calculated formation energies of these states under oxygen-rich and oxygen-poor conditions are listed in Table I. The formation energy of neutral and charged defects was calculated using 96-atom cells and including all previously described corrections (twist averaging, Chiesa and Model Periodic Coulomb interactions). The calculated GGA+U valence band minimum $E_{VBM}$ for different states is used for both GGA+U and DMC formation energies. The calculated GGA+U and the DMC formation energies for a neutral vacancy state are, respectively, 6.19 eV and 7.23(12) eV (oxygen-rich conditions), and 0.71 eV and 0.72(11) eV (oxygen-poor condition). For a comparison, the GGA+U values are lower than the results from GGA calculations of J. X. Zheng et al. who obtained a value of 6.63 eV (oxygen-rich condition) and 0.98 eV (oxygen-poor condition) for the fourfold coordinated oxygen in monoclinic HfO$_2$. Also, we note that the obtained formation energy for a neutral oxygen vacancy is smaller than a value of 6.95 eV obtained for cubic HfO$_2$ from GGA calculations. The GGA+U and the DMC formation energies for $V_{O}^{-1}$ and $V_{O}^{-2}$ states are higher than the neutral oxygen vacancies, indicating that these vacancies are unstable when compared to the neutral vacancy. Therefore, we do not discuss these charged defect states further. Both the GGA+U and the DMC formation energies for $V_{O}^{+1}$ and $V_{O}^{+2}$ are lower than the formation energy of neutral oxygen vacancy under oxygen-rich and oxygen-poor conditions, indicating that both these states are more stable than the neutral and negatively charged oxygen vacancies.

2. Negative-U' effect

To understand the disproportion of -2, -1, 0, +1 and +2 charge oxygen vacancies in hafnia, we computed an effective $U'$ parameter (which is different from the Hubbard U in GGA+U). The $U'$ parameter has a physical meaning: it captures the quantitative repulsive electrostatic interaction ($U_{el}$) between the ionic defects, and the electron-lattice relaxation energy ($U_{rel}$).

(i) Injecting an electron into hafnia, $2V_{O}^{-1} \rightarrow V_{O}^{0} + V_{O}^{-2}$: When an electron is injected into the hafnia material, a neutral vacancy state traps it and becomes $V_{O}^{0}$, and adding an additional electron to a $V^{-1}$ state creates a $V^{-2}$ defect. The energetics of the reactions in terms of $U'$ are obtained as $U' = E[V_{O}^{0}]+E[V_{O}^{-2}] - 2E[V_{O}^{-1}]$, where $E[\ldots]$ is the energy of system for a corresponding charge defect state. While the computed GGA+U value for $V_{O}^{1}$ (−0.12 eV) suggests that the $V_{O}^{0}$ defect is unstable (exothermic process) when compared to $V_{O}^{-1}$ and $V_{O}^{-2}$, the corresponding DMC value (−0.06(8) eV) is not accurate enough to draw a similar conclusion.

(ii) Injecting a hole into hafnia, $2V_{O}^{+1} \rightarrow V_{O}^{0} + V_{O}^{+2}$: When a hole is injected into hafnia, a neutral vacancy traps it and becomes a $V_{O}^{0}$ vacancy. By further adding a hole to the $V_{O}^{+1}$ state, a $V_{O}^{+2}$ state is created. In this case, $U' = E[V_{O}^{0}] + E[V_{O}^{+2}] - 2E[V_{O}^{+1}]$. The obtained $U'$ for GGA+U (-0.43 eV) and DMC (-1.03(1) eV) indicate that the $V_{O}^{+1}$ is very unstable when compared to $V_{O}^{0}$ and $V_{O}^{+2}$.

(iii) Neutral defect creation in hafnia, $V_{O}^{-2} + V_{O}^{+2} \rightarrow V_{O}^{0}$. This process occurs by detrapping charges from the charged vacancies, and $U' = 2E[V_{O}^{0}] - E[V_{O}^{-2}] - E[V_{O}^{+2}]$. The calculated GGA+U (-1.91 eV) and DMC (-1.45(3) eV) values indicate that the charge state $V_{O}^{0}$ is more stable than $V_{O}^{-2}$ and $V_{O}^{+2}$.

In all these three cases, we obtain a negative $U'$ value for both GGA+U and DMC. The calculated DMC $U'$ value for $E[V_{O}^{-2}]$ is lower than the GGA+U one by about 0.6 eV. This seems to suggest a strong lattice relaxation at the vacancy site in a supercell at the GGA+U level, compared to DMC. However, as shown in Fig. 1, we found that the relaxations in GGA+U and DMC yield almost the same location of the minimum displacements. The possible cause of this discrepancy may then lie in the repulsive electron interaction terms: the electronic correlations in GGA+U are considerably more approximate than in DMC, which may ultimately lead to a higher GGA+U $U'$ value for the same displacements.
TABLE I. Defect formation energies in eV for different oxygen vacancy charge states, and for a neutral substitutional N defect.

| Charge | DFT Oxygen-rich | DFT Oxygen-poor | DMC Oxygen-rich | DMC Oxygen-poor |
|--------|-----------------|-----------------|-----------------|-----------------|
| -2     | 14.67           | 9.18            | 16.15(6)        | 9.64(6)         |
| -1     | 10.49           | 5.00            | 11.72(5)        | 5.20(5)         |
| 0      | 6.19            | 0.71            | 7.23(2)         | 0.72(1)         |
| +1     | 3.32            | -2.37           | 4.25(4)         | -2.26(4)        |
| +2     | -0.38           | -5.87           | 0.24(6)         | -6.27(9)        |
| N      | 5.90            | 0.41            | 6.79(6)         | 0.27(1)         |

3. Density of states (DOS)

The GGA+U total electron density of states (DOS) and the orbital-projected density of states (PDOS) for pure, $V_{O}^0$ and $V_{O}^{+2}$ charge oxygen vacancies of hafnia are shown in Fig. 2. The calculated GGA+U band gap for hafnia is 4.04 eV, which is smaller than the experimental value of 5.8 eV\textsuperscript{51}. The PDOS shows that the oxygen 2p states dominate the top of the valence band, while hafnia 5d states contribute to the bottom of the conduction band. For a neutral oxygen vacancy, a defect state is created in the middle of the gap. The defect state is strongly localized on the 5d orbitals and 2p of the adjacent Hf ions and O ions, respectably. The mid-gap defect state leads to an effective reduction of the band gap to about 2.0 eV. For the $V_{O}^{+2}$ charge state, the band gap is reduced to 3.9 eV, and there are no defect states in the gap. Figure 3 shows DOS and PDOS for a charge +1 O vacancy (top panel). This defect state has an induced moments. We found a total magnetic moment of -1 $\mu_B$ per hole in $V_{O}^{+1}$ state.

![FIG. 2.](image)

![FIG. 3.](image)

C. Substitutional defects

We have also investigated the effect of substitutional doping with nitrogen at an oxygen site in the supercell. This creates a substitutional N defect with a defect concentration of 1.04%. The positive charge (one hole) at the N site leads to a small inward relaxation of the nearest hafnium shell, and an outward relaxation of neighboring oxygen atoms near the N site. These displacements are 0.004 Å and 0.03 Å, respectively. Also, we found that a spin-polarized structure with a total magnetic moment of +1 $\mu_B$ is more stable than an un-polarized one. The total moment is mostly residing on the single 2p hole provided by the N dopant; N has a magnetic moment of $\sim 0.4 \mu_B$, and the near-neighbor Hf atoms and 2nd NN O attain induced ferromagnetic moments, with a magnetic moment of 0.0012 $\mu_B$ and 0.0486 $\mu_B$, respectively. This
is illustrated in the bottom panel of Fig. 3.

Close to the Fermi level, $E_F$, we note a significant hybridization between the N 2p and O 2p states. The hybridization leads to a splitting of energy levels near $E_F$. The spin-split states near $E_F$ result in a ferromagnetic insulator character, with a band gap of 3.6 eV. This band gap is about the same as the one in pure cubic hafnia, which suggests that by leakage currents can be reduced by nitrogen doping, for example by annealing in nitrogen-rich atmosphere, to eliminate oxygen vacancies with their mid-gap states. Earlier first-principles calculations reported that the incorporation of two N atoms next to the oxygen vacancy sites shifts the vacancy level out of the gap, which is consistent with our results. Recently, measured current density versus voltage curves reported a decrease of leakage current density and a lower number of interface trap charges in pre-nitrated orthorhombic films. Our results indicate that the substitution of a single nitrogen atom at the oxygen vacancy site removes the single defect level created by the neutral oxygen vacancy which ultimately reduces the leakage currents. However, the excess charge at the N-dopant site still poses a fixed-charge problem which may be resolved by doping one more N atom in the supercell. This may be the subject of future studies.

We have also computed the formation energy $E_f(N)$ of an N-dopant in cubic hafnia by using Eq. 1 to assess the thermodynamic stability of the N-dopant under oxygen-rich conditions or oxygen-poor conditions. The required nitrogen chemical potential is obtained as $\mu_N \approx \frac{1}{2}E(N_2)$, where $E(N_2)$ is the total energy of a nitrogen dimer. The computed chemical potential of single nitrogen atoms is 271.44 eV (GGA+U) and 271.24(1) eV (DMC). The formation energy of a substitution N dopant is listed in Table I. The calculated formation energies from GGA+U and DMC, respectively, for an N-dopant are lower than the computed formation energies for neutral oxygen vacancies under both oxygen-rich conditions and oxygen-poor conditions. The GGA+U N-dopant formation energy is lower than the DMC formation energy, consistent with GGA+U underestimating the cohesive energy for hafnia compared to DMC. This suggests that the formation of N substitutional defects is very likely under normal oxygen atmosphere conditions.

The computed DMC and DFT formation energies for different oxygen vacancy charge states and a neutral N dopant are presented in Table I. In general, the DMC values under oxygen-rich conditions are higher by 0.6–1.5 eV than the corresponding GGA+U formation energies. We attribute the differences between the DMC and GGA+U energies to the different description of the 5d-orbitals, and to the different description of the correlation energy, similar to observations of defects in 3d transition metal oxides: GGA+U typically underestimates the formation energies and band gap. Note, however, that while the DMC defect formation energy is typically larger than the GGA+U one, the DMC formation energy of a charge +2 oxygen vacancy and of neutral N dopant under oxygen-poor conditions are lower than the corresponding GGA+U energies by 0.4 eV and 0.14 eV, respectively. Given that experimental formation energy values for the cubic phase are lacking, it is our hope that our computed DMC values will serve as useful benchmarks.

### D. Charge densities

We calculated the total electron density distribution in supercells with $V_{O}^{0}$, $V_{O}^{1}$, $V_{O}^{2}$ and a neutral N-dopant in order to analyze differences between the GGA+U and the DMC electron densities and spin densities. The calculated raw DMC data are noisier because of the statistical sampling, so we reduced the noise by averaging. For a center plane through the vacancy (oxygen plane) and below the center plane (hafnium plane), we averaged the charge or spin density by a 180-degree rotation about a (001) axis, and by reflections in (110) and (110) planes. In general, the GGA+U and DMC charge densities are qualitatively and quantitatively rather similar with only some minor quantitative differences that will be detailed below. The close similarities between GGA+U and DMC charge densities were also noted in previous work on NiO.

Figure 4 shows the differences in electron densities between the pure and the $V_{O}^{0}$, $V_{O}^{1}$, $V_{O}^{2}$, and single neutral N-dopant systems obtained using GGA+U, and the corresponding (symmetrized) DMC electron density differences are shown in Fig. 5. The top panels show the difference densities on a central plane (oxygen plane) along the (001) direction through the vacancy site, and the bottom panels show the difference densities in an atomic (001) plane just below the central plane. In going from the left-most panels in the two rows to the third panels from the left, the charge state of the vacancy increases from 0 to +2. That is reflected in the excess electron density in the center of the panels in the top row. The large dumbbell-shaped electron distributions along the (100) and (010) directions are the 2nd NN oxygen shell and illustrate the inward distortion of the oxygen atoms and their electron distributions towards the vacancy: the smaller dipolar distributions are on the 3rd NN hafnium atoms that are slightly distorted outward from the vacancy. Similarly, in the lower row of Figs. 4 and 5 the two larger electron density distributions near the center of the panels are the 1st NN hafnium atoms, that are displaced inward toward the neutral vacancy, and outward from the positively charged vacancies. In contrast, the right-most panels of Figs. 4 and 5 show the outward displacement of the 2nd NN oxygens, and slight inward displacement of the 1st NN hafnium atoms.

In order to illustrate the hole concentration in the positively charged oxygen vacancy systems, we show in Fig. 6 difference in GGA+U (top row) and DMC (bottom row) electron density between the $V_{O}^{1}$ and $V_{O}^{2}$ systems, (left panels), and the $V_{O}^{1}$ and $V_{O}^{2}$ vacancy systems. The hole density in the $V_{O}^{1}$ and $V_{O}^{2}$ systems is clearly local-
FIG. 4. (Color online) Two-dimensional contour plots of GGA+U total electron density differences between the pure system and the V$_0^{+1}$, V$_0^{+2}$, and N-dopant systems, respectively. The top panels show the total electron density difference in the central (001) plane; the lower panels for the atomic plane below the central (001) plane. The color scale indicates number densities from $-6.4 \times 10^{-5}$ to $+6.4 \times 10^{-5}$ m$^{-3}$. Red (positive electron density) means that the defective system has smaller electron density than the ideal system, and blue indicates an excess electron density in the defective system relative to the ideal one.

ized at the vacancy site, while the dipolar distributions just illustrated the further displacements of the 2nd oxygen ions towards the charged vacancies, and of the 3rd NN hafnium atoms away from the vacancy. Note that the DMC hole density difference at the vacancy site (bottom left panel in Fig. 6) appears to break the four-fold symmetry in that plane.

What is perhaps striking in comparing Figs. 4, 5, and 6 is the good qualitative and quantitative agreement, at least at scale level of the figures, between the GGA+U and DMC charge densities. Indeed, only minor differences are discernible, such as the apparent larger density differences in the N-doped system on hafnium sites in DMC than in GGA+U, and the broken symmetry in the DMC V$_0^{+2}$ hole density. This agreement is further illustrated in Fig. 7, which shows symmetrized GGA+U and DMC charge densities along the (001) direction through the center of the defect site at (5.07, 5.07, 5.07) Å. The figure clearly shows the atomic displacements, but also that the DMC charge density (blue line) is almost identical to the GGA+U one (red line).

E. Spin densities

Fig. 8 shows contour plots of the spin density for the V$_0^{+1}$ (left) and N-dopant (right) systems, calculated with GGA+U (top row) and DMC (bottom row), respectively, on a (001) plane through the center defect. In contrast with the electron densities in Figs. 4 and 5, the spin densities show some clear difference between GGA+U and DMC. First, DMC indicates a spin polarization on the 3rd NN hafnium atoms with opposite signs in the (110) and (1,1,0) directions for both the +1 charged oxygen vacancy state and the nitrogen substitution state. Second, DMC spontaneously breaks the reflection symmetry of the spin density in (100) and (010) lines, which is clearly preserved by GGA+U. These differences are further highlighted in Fig. 9, which shows the spin density difference between the GGA+U and DMC spin densities for the V$_0^{+1}$ system and the N-dopant system. Figure 10

| Method                  | +1       | +2       | neutral | N       | pure  |
|-------------------------|----------|----------|---------|---------|-------|
| RMSD(ρ$_{\text{charge}}$)(10$^{-5}$) | 3.36     | 3.36     | 3.36    | 3.37    | 3.40  |
| RMSD(ρ$_{\text{Hf(NN)}}$)(10$^{-5}$) | 5.72     | 5.72     | 5.71    | 5.72    | 5.75  |
| RMSD(ρ$_{\text{charge}}$)(10$^{-5}$) | 5.05     | 5.05     | 5.72    | 5.72    | 5.10  |
| RMSD(ρ$_{\text{O(NN)}}$)(10$^{-5}$) | 5.72     | 5.72     | 5.07    | 5.07    | 5.75  |
| RMSD(ρ$_{\text{charge}}$)(10$^{-5}$) | 5.21     | 5.21     | 5.54    | 5.20    | 5.25  |
| RMSD(ρ$_{\text{charge}}$)(10$^{-5}$) | -        | -        | 2.29    | -       | -     |
| RMSD(ρ$_{\text{N}}$)(10$^{-5}$) | 0.24     | -        | 0.29    | -       | -     |
| RMSD(ρ$_{\text{spin}}$)(10$^{-5}$) | 0.24     | -        | -       | 0.42    | -     |
| RMSD(ρ$_{\text{Hf}}$)(10$^{-5}$) | 0.35     | -        | -       | 0.44    | -     |
| RMSD(ρ$_{\text{spin}}$)(10$^{-5}$) | 0.36     | -        | -       | 0.40    | -     |
| RMSD(ρ$_{\text{spin}}$)(10$^{-5}$) | 0.35     | -        | -       | 0.42    | -     |
| RMSD(ρ$_{\text{spin}}$)(10$^{-5}$) | -        | -        | 1.60    | -       | -     |

TABLE II. Charge and spin density RMSD for different oxygen vacancy charge states, and for an N-dopant. Statistical errors in the RMSDs are below 10$^{-8}$.
FIG. 5. (Color online) Two-dimensional contour plots of DMC difference total electron densities between the pure system and the $V_{O}^0$, $V_{O}^{+1}$, $V_{O}^{+2}$, and N-dopant systems, respectively. The top panels show the total electron density difference in the central (001) plane; the bottom panels for the atomic plane below the central (001) plane. The color scale bar indicates number densities from $-6.4 \times 10^{-5}$ to $+6.4 \times 10^{-5}$ $\text{Å}^{-3}$.

FIG. 6. (Color online) Two-dimensional contour plots of DFT (top panel) and DMC (bottom panel) total electron densities difference in the (001) basal plane between the $V_{O}^0$ system and the $V_{O}^{+1}$, and $V_{O}^{+2}$ systems, respectively. The color scale goes from $-6.4 \times 10^{-5}$ to $6.4 \times 10^{-5}$ $\text{Å}^{-3}$.

FIG. 7. (Color online) One-dimensional symmetrized charge density along the (001) direction through the point $(5.07, 5.07, z)$ Å for a pure, neutral, $V_{O}^{+1}$, $V_{O}^{+2}$ and N-doped HfO$_2$ from top to bottom panels respectively. The defect is centered at $(5.07, 5.07, 5.07)$ Å. The line indicates the displacement of ions from their original position which leads to displacements of charge densities along the axis.

shows the one-dimensional symmetrized spin density difference between GGA+U and DMC along the (001) axis and through the center of the $V_{O}^{+1}$ defect (left panel) and the N dopant (right panel). The main difference in both cases is in the spin density on the defect site, but with

F. Quantitative differences between GGA+U and DMC charge and spin densities

In order to assess quantitative differences between the GGA+U and DMC charge and spin densities, we
FIG. 8. (Color online) Two-dimensional contour plots of the GGA+U (top panel) and the DMC (bottom panel) spin densities. The left panels show the spin density in the central plane along (001) basal plane with a vacancy V\textsubscript{O}\textsuperscript{+1} state; the right panels show the spin density in the central (001) plane with the N dopant at the center of the plot. The color scale goes from $-1.4 \times 10^{-5}$ to $1.4 \times 10^{-5}$ $\text{Å}^{-3}$. The designation of up- and down-spin (blue vs. red) is arbitrary and irrelevant. Spin densities are concentrated at center and oxygen sites for the V\textsubscript{O}\textsuperscript{+1} state, and at the center of the N site and on the 2\textsuperscript{nd} NN oxygen sites for a N-dopant.

FIG. 9. (Color online) Two-dimensional contour plots of the spin density difference between GGA+U and DMC. The left panels show the spin density difference in the (001) basal plane with the vacancy V\textsubscript{O}\textsuperscript{+1} at the center; the right panels shows the spin density difference in the (001) basal plane with the N dopant at the center. The color scale goes from $-1.4 \times 10^{-5}$ to $1.4 \times 10^{-5}$ $\text{Å}^{-3}$. Electrons are concentrated at Hf sites for the V\textsubscript{O}\textsuperscript{+1} vacancy and at the center for the N-dopant.

computed a root-mean-square deviation (RMSD) of the charge and spin densities as follows:\textsuperscript{34}

$$\text{RMSD}(\rho) = \sqrt{\frac{\sum_{i}^{N}(\rho_{\text{DFT}}(R_{i}) - \rho_{\text{DMC}}(R_{i}))^{2}}{N}} \quad (2)$$

$\rho_{\text{DFT}}(R_{i})$ and $\rho_{\text{DMC}}(R_{i})$ are the DFT and DMC charge/spin densities, respectively, and $i$ labels the $N$ gridpoints $R_{i}$. The calculated RMSD($\rho_{\text{charge}}$) and RMSD($\rho_{\text{spin}}$) for different charges, pure and N-doped hafnia are listed in Table II. To compute the RMSD near the Hf and O sites, we considered a spherical volume of grid points with a radius equal to half the bond length of Hf-O ($\sim 1.0$ $\text{Å}$). The charge (spin) densities for Hf and O sites are $\rho_{\text{Hf}}$ ($\rho_{\text{spin}}^{\text{Hf}}$) and $\rho_{\text{O}}$ ($\rho_{\text{spin}}^{\text{O}}$), respectively. In addition, for the nearest neighbor Hf and O sites, the charge (spin) near to the vacancy site are $\rho_{\text{charge}}^{\text{Hf(NN)}}$ ($\rho_{\text{spin}}^{\text{Hf(NN)}}$) and $\rho_{\text{charge}}^{\text{O(NN)}}$ ($\rho_{\text{spin}}^{\text{O(NN)}}$), respectively. These RMSD values allow us to make some statements about differences in charge and spin distributions between DMC and GGA+U, but also about how charge redistributions in going from the pure to defective system differ between DMC and GGA+U.

(a) Pure, V\textsubscript{O}, and N-dopant RMSD values: The pure, V\textsubscript{O} and N-dopant systems show insignificant differences in the total charge RMSD and 1\textsuperscript{st} NN Hf charge RMSD: there is a relatively large difference in the charge distributions between GGA+U and DMC in the whole supercell and on the 1\textsuperscript{st} NN Hf atoms for each of these two systems, but these differences do not change between the pure and the V\textsubscript{O} and N-dopant systems. However, the 2\textsuperscript{nd} NN oxygen show a clear increase in the RMSD charge in going from the pure system to neutral oxygen vacancy, as do the hafnium and the oxygen charge RMSD values. This indicates that there is a charge redistribution on the 2\textsuperscript{nd} NN oxygen shell that is different in DMC compared to GGA+U, and a charge redistribution on hafnium atoms farther away from the vacancy than the 1\textsuperscript{st} NN hafnium shell that is different in DMC compared to GGA+U. Note, however, that RMSD($\rho_{\text{charge}}^{\text{O(NN)}}$) changes less in going from the pure system to the N-dopant, than from the pure system to the V\textsubscript{O} system; there is less difference between the DMC and GGA+U charge redistribution on the oxygen farther away from the dopant in the N-dopant system than in the V\textsubscript{O} system.
(b) Pure, and $V_{O}^{+1}$, $V_{O}^{+2}$ RMSD values: The computed charge RMSD values for the $V_{O}^{+1}$ and the $V_{O}^{+2}$ systems shows insignificant changes when compared to the pure system; there is no further differences between DMC and GGA+U charge redistributions compared for the positively charged vacancies compared to the pure system.

(c) Spin density RMSD for $V^{+1}$ and N-dopant systems: The $\rho_{\text{spin}}$ RMSD (1.60) is relatively large (compared to the other spin RMSD values) and similar to the $\rho_{\text{charge}}$ RMSD (2.29). This indicates that DMC and GGA+U differ both in charge and spin densities on the N dopant, as is illustrated for the spin density in Fig. 9. On the other hand, the other spin RMSD values are relatively small, consistent with the small but clearly discernible spin differences illustrated in Figs. 9 and 10.

IV. SUMMARY AND CONCLUSIONS

We have studied the oxygen vacancy defect states, and substitutional N-doping of cubic hafnia at absolute zero temperature using DFT and highly accurate DMC calculations. Because the cubic phase can be synthesized and stabilized in thin films at room temperature, we do not expect finite-temperature effects (ignored here) to be significant so long as the metastable free energy minimum is deep compared to thermal fluctuations at room temperature ($\sim 25$ meV). In general, these would lead to slightly lower bulk modulus, which is not important for our study. For a longer discussion of finite-temperature effects on hafnia and zirconia polymorphs, please see Ref. 44. Our calculations demonstrate that a substitutional N-dopant has much lower creation energy than that of a neutral oxygen vacancy under oxygen-poor conditions. Furthermore, the N-dopant does not introduce any mid-gap states that effectively lower the band gap. These results are consistent with the findings that nitrogen can passivate $\text{HfO}_{2}$. Interestingly, the N dopant leads to a ferromagnetic state with about 0.4 $\mu_B$ per nitrogen. The DFT GGA+U and DMC defect formation energies are in reasonably good agreement with one another, especially for the formation energies under oxygen-poor conditions. The difference is larger for the formation energies under oxygen-rich conditions, but much of that is attributed to the difference in the DFT and DMC oxygen chemical potentials. We note that we checked that GGA+U and DMC give energy minima at the same structural distortions for the $V_{O}^{+2}$ state, which gives us confidence that there are no significant discrepancies that may arise because the minimum-energy structures may be different.

The positively charged oxygen defects, $V_{O}^{+1}$ and $V_{O}^{+2}$, have negative formation energies under oxygen-poor conditions, indicating that these defects will form spontaneously. However, stability analyses indicate that $V_{O}^{+1}$ is unstable with respect to formation of neutral vacancies and $V_{O}^{+2}$, and that the neutral vacancy $V_{O}$ is stable with respect to formation of $V_{O}^{+2}$ and $V_{O}^{+2}$. Because the formation energy of $V_{O}^{+2}$ and that of $V_{O}^{+1}$ are negative under oxygen-poor conditions, such defects are expected to occur. It is therefore important to prevent charging (allowing electrons to escape) during formation of cubic hafnia to eliminate the creation of these charged oxygen vacancies; neutral defects can be eliminated with nitrogen passivation.

We also compared the GGA+U and DMC electron and spin densities. For the charge densities, the agreement is again reasonably good, but we note that DMC tends to break the four-fold symmetry in the (001) oxygen plane in the presence of charged oxygen vacancies. The spin densities of the magnetic $V_{O}^{+1}$ and the N dopant show some larger qualitative differences in that DMC tends to polarize N1 NN Hf antiferromagnetically, while GGA+U shows no discernible spin densities on the hafnium sites. Also, the DMC spin density of the N-dopant state shows a clear breaking of the four-fold symmetry in the (001) oxygen plane.

Our work shows that for the structural properties and defect formation energies studies reported here, GGA+U is in reasonably good agreement with the much more accurate (and expensive) QMC calculations. The charge and densities are also in good qualitative agreement. There are, however, some important differences. Notably, DMC tends to yield somewhat more diffuse d-orbital that are slightly less localized than the GGA+U ones, and oxygen 2p orbitals with a larger susceptibility to spin-polarization than the GGA+U ones (see, for example, Fig. 8). More importantly, in some cases, there is a startling qualitative difference in that QMC breaks the point group symmetry in the spin density about a defect site (Fig. 8). A detailed analysis reveals that such symmetry-breaking arises from the electronic correlations included accurately in QMC but only approximately, and in a rather uncontrolled approximation, in GGA+U. These correlations emanate from the 5d orbitals in Hf. In addition, other electronic properties, such as the band gap, are not accurately captured by our GGA+U as the U-parameter was not specifically tuned to reproduce the experimental band gap. We conclude that while DFT schemes such as GGA+U do represent some physical features rather well both qualitatively and quantitatively, other features may not be even qualitatively accurately captured by DFT. The problem in applying DFT to systems with appreciable electronic correlations is that there is little systematic guidance to a priori assessments of what may be qualitatively inaccurate. It is our hope that studies such as ours can help guide DFT studies as well as improvements in DFT methods by providing highly accurate results.
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Appendix A: optimal parameter U

The remaining uncontrolled approximation in DMC is the position of the nodes from the initial trial wavefunction. Because VMC and DMC satisfy a strict variational principle, the nodal surface can be optimized in some parameter space by finding the minimum DMC energy in that parameter space. Following earlier work we used DFT+U calculations with U as a parameter, and found the minimum DMC energy for the DFT+U trial wavefunctions as a function of U. We first performed self-consistent DFT GGA+U calculations using a 36-atom cubic hafnia supercell (twelve formula units) with a fixed lattice parameter of 5.12 Å, a 6 × 6 × 6 k-point mesh and a kinetic energy cut-off of 450 Ry. The GGA+U trial wavefunctions were then used in DMC calculations using the same supercell and with 64 twists. As shown in a previous QMC study of HfO$_2$, there is a very small DMC energy difference of at most 0.02(4) eV/f.u. between the PBE+U and PBE trial wavefunctions. In order to estimate the optimal value of U, we interpolated the energies using a fourth order polynomial fit. The obtained optimal value from the fit was $U_{\text{opt}} = 2.2(1)$ eV with an excellent correlation coefficient of $R^2=0.99$.

Figure 8 shows that the spin densities of the charge+1 oxygen vacancy and of the N dopant have broken $C_4$ point group symmetry about the center of the defect. This is in contrast to the GGA+U results, for which the $C_4$ symmetry is preserved. An interesting question is whether the symmetry is broken at the VMC or DMC level. The trial wave functions for the VMC and DMC densities are the GGA+U wavefunction that preserve the symmetry, which suggests that correlation effects beyond GGA+U are responsible for breaking the symmetry. In Fig. 12 we show the VMC spin densities for the charge+1 oxygen vacancy (left panel) and the N-dopant (right panel) on the same color scale as Fig. 8. These panels show the “raw” spin densities that have not been symmetrized. The figures clearly show that for the N dopant, the symmetry is broken already at the VMC level. This suggest that dynamic correlations, included in the Jastrow factor, are responsible. In contrast, the left panel suggests that the $C_4$ symmetry is preserved in VMC for the charge+1 oxygen vacancy. This implies that static correlations, that are more correctly included in DMC beyond VMC, are the primary driver to break the symmetry of the spin density for the charge+1 oxygen vacancy. Finally, we note that the maximum standard deviation in the sampled densities or spin densities at any meshpoint was no larger than about $7 \times 10^{-7}$ Å, so that the ratio of standard deviation to modulus of density was no larger than 0.002, which is negligible.
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