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Abstract: Hybrid kinetic models represent a promising alternative to describe and evaluate the effect of multiple variables in the performance of complex chemical processes, since they combine system knowledge and extrapolability of the (semi-)mechanistic models in a wide range of reaction conditions with the adaptability and fast convergence of data-based approaches (e.g., artificial neural networks—ANNs). For the first time, a hybrid kinetic model for the direct DME synthesis was developed consisting of a reactor model, i.e., balance equations, and an ANN for the reaction kinetics. The accuracy, computational time, interpolation and extrapolation ability of the new hybrid model were compared to those of a lumped and a data-based model with the same validity range, using both simulations and experiments. The convergence of parameter estimation and simulations with the hybrid model is much faster than with the lumped model, and the predictions show a greater degree of accuracy within the models’ validity range. A satisfactory dimension and range extrapolation was reached when the extrapolated variable was included in the knowledge module of the model. This feature is particularly dependent on the network architecture and phenomena covered by the underlying model, and less on the experimental conditions evaluated during model development.
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1. Introduction

Dimethyl ether (DME) is an important chemical that can be used as an intermediate for the production of CO₂-neutral base products, as coolant or propellant, and as a diesel substitute or fuel additive [1–3]. A promising alternative to the state-of-the-art two-step DME production is the direct or one-step synthesis in a single reactor over dual catalyst systems [4–6]. This process has been demonstrated at pilot scale and it is currently under further development [1,7,8], for which reliable predictive models are essential. However, the detailed reaction mechanism of the direct DME synthesis has not yet been fully understood [9] and its modeling is challenging. Reasons for this are, for example, variable structural changes of the metallic catalyst depending on the reaction conditions [10], the variation of the dominant pathway of the methanol synthesis [11], as well as the deactivation of the dehydration catalyst, e.g., by acidity loss due to H⁺/Cu²⁺ ion exchange, especially in the case of zeolite-based systems, and the sintering of the metallic catalyst in the presence of high water concentrations [12–14].

Several semi-mechanistic or lumped models that enable the modeling of the system in a specific operational range have been developed [15–26]. However, due to the mentioned difficulties, semi-mechanistic models for the direct DME synthesis are difficult to fit in a wide range of conditions. This is where the potential of machine learning approaches to extract and predict input–output relationships in large data sets comes into play. These methods, especially artificial neural networks (ANNs), have been used successfully in...
various areas of the chemical industry, mostly as predictive tools [27–30]. One of the
general drawbacks of ANNs is that their predictions are only reliable in the range in which
the training data were measured and extrapolation is only possible in a slightly extended
range [31]. However, unlike semi-mechanistic models, ANNs can be easily adapted to large
amounts of multidimensional data in broad operational windows [30,31].

Models that combine the features of both (semi-)mechanistic and data-based ap-
proaches represent a promising alternative for modeling the behavior of chemical reac-
tors [32]. However, recent studies have highlighted that the adoption of machine learning
approaches is still limited for chemical processes [27,33,34]. An extensive literature search
on models for direct DME synthesis revealed that most models are semi-mechanistic,
while only a few are data-based, and none of the models are hybrid in nature (Section 2).
Therefore, in addition to providing a timely overview of the available models for direct
DME synthesis, a main objective of this work is to establish an initial hybrid model for
this system and to comprehensively compare the different types of models (Section 3).
Simulation results obtained with the hybrid model are compared to those obtained with
a semi-mechanistic and a data-based model that have the same range of validity, which
enables an evaluation of the structural differences between the model types. Based on
similar works [35–37], it is expected that the hybrid model provides a higher accuracy than
the lumped model, while exhibiting an increased extrapolation capability compared with
the data-based one. These hypotheses are evaluated in a quantitative manner in Section 4.
In this section, critical model features such as accuracy, computational burden, interpolation
and extrapolation ability are tested, using both simulations and experiments.

2. Available Models for the Direct Synthesis of DME—An Overview

In this section, an overview of kinetic models for the direct synthesis of DME over the
commercial catalyst system with CuO/ZnO/Al$_2$O$_3$ (CZA) and $\gamma$-Al$_2$O$_3$ is presented.

2.1. Semi-Mechanistic (Lumped) Models

In the semi-mechanistic modeling approach, assumptions about the reaction mecha-
nism are made and experimental data are used to determine the reaction kinetic parameters.
Therefore, the influence of relevant operating conditions on the DME direct synthesis is
the focus of numerous current research projects. Overviews are given, for example, by
Z. Azizi et al. [4] and U. Mondal and G. D. Yadav [38].

The ranges evaluated in available modeling studies [15–26] are presented in Figure 1
for process variables that are particularly relevant for reaction kinetics, i.e., the temperature,
pressure, the CZA-to-$\gamma$-Al$_2$O$_3$ weight ratio ($\mu$, Equation (1)), the carbon oxide ratio (COR,
Equation (2)) and the stoichiometric number (SN, Equation (3)).

$$\mu = \frac{m_{\text{CZA}}}{m_{\gamma\text{-Al}_2\text{O}_3}}$$ \hspace{1cm} (1)

$$\text{COR} = 100 \% \frac{y_{\text{CO}_2,\text{in}}}{y_{\text{CO}_2,\text{in}} + y_{\text{CO},\text{in}}}$$ \hspace{1cm} (2)

$$\text{SN} = \frac{y_{\text{H}_2,\text{in}} - y_{\text{CO}_2,\text{in}}}{y_{\text{CO},\text{in}} + y_{\text{CO}_2,\text{in}}}$$ \hspace{1cm} (3)

The overlapping of the ranges is obvious and explained by the constraints inherent to
the system under consideration. For example, the maximal temperature is defined based on
the thermal stability of the catalysts, so as to avoid sintering of CZA except, of course, for
studies where deactivation phenomena are investigated [18,20]. The lowest temperature,
on the other hand, is typically chosen under consideration of the other process variables so
as to have measurements in a range where the catalyst is active, and the signal-to-noise ratio
is high. In the summarized studies, temperatures from 473 to 623 K have been evaluated
(Figure 1a).
Since the process exhibits volume contraction, an increase in pressure has a positive effect on the process performance according to LeChatelier’s law \[39\]. However, the maximal pressure is limited due to high investment costs and necessary safety measures. At lab scale, the pressure range is often constrained by the experimental rig. As shown in Figure 1b, some studies \[15,17,21,26\] are conducted at 50 bar, which is the typical industrial operational pressure for methanol synthesis, while others evaluate a pressure range instead of a constant pressure level \[18–20,22,24,25\]. Overall, the summarized publications cover a pressure range from 9 to 72 bar.

As depicted in Figure 1c, the CZA-to-$\gamma$-Al$_2$O$_3$ weight ratio ($\mu$) was chosen to be equal to or higher than the one in most studies, since it has been demonstrated that an increased fraction of methanol catalyst is beneficial for the overall process \[15,16,40\]. The optimal catalyst bed composition has been shown to be a function of the operating conditions \[15,16\] and the composition of syngas, especially regarding the CO$_2$ amount in the feed \[17\].

![Figure 1](image.png)

**Figure 1.** Overview of lumped models’ validity ranges regarding (a) temperature (T) pressure (p) (c) CZA-to-$\gamma$-Al$_2$O$_3$ weight ratio $\mu$ (d) carbon oxide ratio COR and (e) stoichiometric number SN. Models \[15–26\] named after first author and year of publication.

In terms of the feed gas composition, instead of a simple listing of this heterogeneous information reported by different authors, an unambiguous characterization was conducted using the COR and SN in order to enable the comparison of the models.

The relevance of the COR lies in the high influence of the CO$_2$ content in the syngas on the process performance: High CO$_2$ levels in the feed have been shown to promote water formation and to reduce the attainable product yield \[14,41,42\]. However, kinetic models valid in a wide COR range are useful for process design and optimization, as interest in CO$_2$ utilization grows in the industry \[43\]. The wide pattern in Figure 1d illustrates that the influence of CO$_2$ has become increasingly important in recent years and is essential in current kinetic studies.

The SN is relevant in terms of the different hydrogen requirements for methanol production via CO or CO$_2$ hydrogenation. This is because, due to the different syngas production technologies, the H$_2$ content in the syngas is known to vary over a wide range \[44\], and adjustment of the H$_2$ content in the feed gas is not always economically feasible due to the lack of sustainable H$_2$ sources \[45,46\]. As shown in Figure 1e, a large range of SN is covered by the presented kinetic studies. However, a closer look in each publication reveals...
that in most cases, the effect of this variable was not evaluated systematically. Clearly, operating conditions for kinetic studies are chosen with consideration of the concurrent effects on the other process variables. For example, if the system is operated at low pressure, higher temperatures and low dilutions are required to achieve product concentrations that can be measured accurately. As a consequence, optimal conditions found in these studies are often local optima within the validity range of each model or experimental range. For example, Pelaez et al. [16] observed an increasing yield of DME with an increasing CZA fraction up to 92.5 wt.%, at a pressure of 30 bar and no CO$_2$ in the feed. In contrast, in our previous investigations [17] conducted at 50 bar and high CO$_2$ contents in the feed, an optimal catalyst bed composition was observed at approximately 66 wt.%. Hence, aiming towards the global optimization of the direct DME synthesis, a further systematic evaluation of process variables and their simultaneous effects is still necessary. However, in addition to the aforementioned process variables, many other factors play a significant role, such as the dynamic behavior of the catalysts, the reactor and its configuration, the composition of the CZA catalyst, the heat removal concept, etc. Therefore, in terms of time and resources, a comprehensive exploration of the state space is probably only feasible using models that have enough flexibility to evaluate larger operational ranges and number of process variables.

2.2. Data-Based Models

Artificial neural networks (ANNs) are one of the most powerful machine learning approaches for modeling [29,47,48], and as universal approximators, these can approximate nearly any continuous function in a bounded domain [49,50]. An essential step of this modeling approach is answering the design questions for ANNs, e.g., which activation functions are appropriate for the problem at hand, and how many layers and neurons are required to achieve sufficient model complexity [31]. The performance of the networks is typically evaluated based on the prediction accuracy and the convergence time, which have been shown to be remarkable, and superior in comparison to that of traditional (semi-)mechanistic models [32,51–53]. Further advantages of this modeling approach, is that no prior knowledge of the chemistry and physics of the system to be described is required and the high adaptability of ANNs to different structures and sizes of data sets [32,47,54]. Unlike semi-mechanistic models, ANNs (and, in general, machine learning approaches) have not been widely used for the modeling of the direct DME synthesis. Studies conducted for this process or for the single steps are summarized in the following.

In a previous work [51], we applied ANNs for the modeling of the direct synthesis of DME over the commercial catalyst system CZA/γ-Al$_2$O$_3$ using data that had previously been used for the parametrization of a lumped model. ANNs could be trained successfully even with the limited amount of data. The trained ANN exhibited a fast convergence, and a high adaptability to the experimental data. Moradi et al. [52] analyzed the use of ANNs for modeling the single-step DME synthesis over a bifunctional CZA-H-ZSM-5 catalyst. The authors successfully trained an ANN to predict the CO conversion, as well as the DME selectivity and yield. Between 2003 and 2009, Omata et al. also conducted simulations of single-step DME synthesis using ANNs. Unlike Delgado Otalvaro et al. and Moradi et al., they used ANNs aiming at the maximization of the CO conversion by optimizing the temperature profile in the reactor [55,56] and by identifying effective additives for the CZA/γ-Al$_2$O$_3$ catalyst based on the physicochemical properties of the elements [57].

Additionally, studies using ANNs have been conducted for the single steps of the direct synthesis [53,58–61]. For example, Svitnic et al. [58] used ANNs for the prediction of by-product formation in the methanol synthesis from syngas, based on data from a pilot plant. Moreover, since the methanol dehydration to DME proceeds without any relevant side reactions, its rate is directly proportional to the rate of depletion and/or formation and it can be measured directly. This advantage of the methanol dehydration to DME was used by Valeh-E-Shyda et al. [59] and Alamolhada et al. [53] who used kinetic data and ANNs for the data-based modeling of the kinetics of this reaction.
2.3. Hybrid Models

To the best of our knowledge, hybrid models have not been yet applied to the direct DME synthesis. However, some hybrid models have been derived for the individual steps of this process. Zahedi et al. [62] used a hybrid model for the modeling of the CO₂ hydrogenation to methanol. In their work, the authors applied a mechanistic, a data-based and a hybrid modeling approach and demonstrated the superior performance of the hybrid model regarding accuracy and computational effort. Potočnik et al. [63] used a kinetic model from the literature to predict the methanol production rate as a function of the pressure, temperature and the partial pressure of the main species in the system. ANNs were used in combination with this model as an error-corrector, enhancing the prediction accuracy in the range where experimental data were available. Alavi et al. [64] derived a mechanistic and a hybrid model for the methanol dehydration to DME. Here, an ANN was trained using data from a white-box model to predict the global reaction rate and it was integrated in the balance equations. The hybrid model was simpler and 20 times faster than the mechanistic model.

These studies show the potential of hybrid modeling for related systems. The second part of this contribution is devoted to the derivation of the first hybrid model for the direct DME synthesis.

3. Models’ Structures, Modeling and Experimental Methodology

For the comparative study aimed in this work, the observed discrepancies between model predictions must be only attributable to the models’ structural differences. Hence, these must be valid in the same range of conditions. In this section, the models’ structures are presented in order to identify crucial differences. The lumped and the data-based models are described first in Sections 3.1 and 3.2, since elements from these types are necessary for the development of the hybrid model. The mathematical structure of the latter is subsequently introduced in Section 3.3. The results obtained with the hybrid model and the comparative analysis between the different model types is given in Section 4.

The structure of the models relevant in this work, i.e., the lumped, hybrid and data-based models, is shown schematically in Figure 2. The lumped and the hybrid model both consist of a reaction kinetic model for the calculation of the reaction rates and a reactor model based on the balance equations for the laboratory reactor. The mole fraction profiles \( y_i(z) \) of the different species in the system are calculated by integration of the differential equations. With the data-based model, on the other hand, the mole fractions are predicted directly using ANNs.

The color spectrum in Figure 2 represents the level of information required for the different types of modeling; the darker the color, the less system knowledge is necessary. The ANNs, for example, are predictors based on training data, i.e., black box models. The reactor model for the tube reactor is characterized as white box since it is derived based on the species and the total mass balance. In contrast, the lumped and the hybrid model are both characterized as gray box. The lumped model is the model with the greatest knowledge content among the three, because the balance equations are generally valid and the rate expressions are based on mechanistic assumptions and thermodynamic considerations. It is considered a gray box model since the parameters of the Arrhenius and Van’t Hoff equations are estimated to fit experimental data. Comparably, the hybrid model is also considered a gray box model, since it involves knowledge and data-based elements in its structure.

In this contribution, a hybrid model for the direct DME synthesis is derived and presented. Since this is the first model of this type for the DME synthesis, its assessment has been made based on validation experiments and comparison with a semi-mechanistic model [15] and a data-based model [51].
3.1. Lumped Model

The lumped model was developed and validated in detail in a previous work [15]. It consists of balance equations and a lumped reaction kinetic model parametrized to fit intrinsic kinetic data. Equation (4) describes the change of the molar fraction of species $i$ ($y_i$) along the axial coordinate ($z$). Equation (5) accounts for the drop of the gas velocity $u$ due to the reaction-induced volume contraction.

$$\frac{dy_i}{dz} = \frac{RTZ}{up} \left( \sum_j \nu_{i,j} r_j - y_i \sum_k \sum_j \nu_{k,j} r_{jk} \right)$$

$$\frac{du}{dz} = \frac{RTZ}{p} \sum_i \sum_j \nu_{i,j} r_{ij}$$

In Equations (4) and (5), $y_i$ is the molar fraction of component $i$, $R$ is the universal gas constant in $\text{J mol}^{-1} \text{K}^{-1}$, $T$ is the temperature in K, $Z$ is the mixture’s compressibility factor calculated with the Peng–Robinson equation of state (PR-EoS) [65], $u$ is the gas velocity in $\text{m s}^{-1}$, $p$ is the pressure in Pa, $\nu_{i,j}$ is the stoichiometric coefficient of species $i$ in reaction $j$. The abbreviations “Nr” and “Nc” refer to the number of reactions and components, respectively. Finally, $r_{ij}^v$ is the volume-specific rate of reaction $j$ in $\text{mol m}^{-3} \text{s}^{-1}$ which is defined by the reaction kinetic model described in the following.

The reaction kinetic model is based on the mechanistic study of Lu et al. [66] considering the CO$_2$ hydrogenation to methanol, the methanol dehydration to DME and the water gas shift reaction (WGSR) (Equations (6)–(8)). Other possible reactions such as CO$_2$ methanation were not included because no other products were detected at significant concentrations during the kinetic experiments.

Reaction 1: \[ \text{CO}_2 + 3 \text{H}_2 \rightleftharpoons \text{CH}_3\text{OH} + \text{H}_2\text{O} \] (6)
Reaction 2: \[ 2\text{CH}_3\text{OH} \rightleftharpoons \text{CH}_3\text{OCH}_3 + \text{H}_2\text{O} \] (7)
Reaction 3: \[ \text{CO} + \text{H}_2\text{O} \rightleftharpoons \text{CO}_2 + \text{H}_2 \] (8)
The respective reaction rates in mol kg\(^{-1}\) s\(^{-1}\) are calculated with Equations (9)–(11).

\[
\begin{align*}
    r_1 &= k_1 \left( f_{\text{CO}_2}f_{\text{H}_2}^2 - \frac{f_{\text{H}_2O}/f_{\text{CH}_2\text{OH}}}{K_{f,1}} \right) \\
    r_2 &= k_2 \left( f_{\text{CH}_2\text{OH}}^2 - \frac{f_{\text{DME}}f_{\text{H}_2O}}{K_{f,2}} \right) \\
    r_3 &= k_3 \left( f_{\text{H}_2O} - \frac{f_{\text{CO}_2}/f_{\text{H}_2}}{K_{f,3}/f_{\text{CO}}} \right) \\
\end{align*}
\]

(9) (10) (11)

Finally, \( r_j^p \) is given by

\[
    r_j^p = \begin{cases} 
        r_j \left( 1 - \rho \right) \rho_{\text{CZA}} \xi_{\text{CZA}}, & j = 1 \vee j = 3 \\
        r_j \left( 1 - \rho \right) \rho_{\gamma\text{-Al}_2\text{O}_3} \xi_{\gamma\text{-Al}_2\text{O}_3}, & j = 2. 
    \end{cases}
\]

(12)

In Equations (9)–(12), \( f_i \) is the fugacity of component \( i \) in bar, calculated using the fugacity coefficients obtained from the PR-EoS, \( \rho \) is the catalyst bed void fraction, \( \rho_{\text{CZA}} \) and \( \rho_{\gamma\text{-Al}_2\text{O}_3} \) are the CZA and \( \gamma\text{-Al}_2\text{O}_3 \) densities, and \( \xi_{\text{CZA}} \) and \( \xi_{\gamma\text{-Al}_2\text{O}_3} \) are the respective volume fractions in the catalyst bed. The equilibrium constants \( (K_{f,j}) \) are calculated with Equation (13), whereas the reaction rate and adsorption constants \( (k_j \text{ and } K_i) \) are defined by the reparametrized Arrhenius and Van ’t Hoff equations (Equations (14) and (15)) for a reference temperature \( T_R \) of 503 K.

\[
    K_{f,j} = 10^\left( \frac{A_j}{T} - B_j \right) \\
    k_j = k_{j,T_R} \exp \left[ -E_{A,j,R} \left( \frac{T_R}{T} - 1 \right) \right], \text{ with } E_{A,j,R} = \frac{E_{A,j}}{T_R} \\
    K_i = K_{i,T_R} \exp \left[ -\Delta H_{i,R} \left( \frac{T_R}{T} - 1 \right) \right], \text{ with } \Delta H_{i,R} = \frac{\Delta H_{i}}{T_R}.
\]

(13) (14) (15)

The model-specific parameters for Equations (13)–(15) \( (A_j, B_j, k_{j,T_R}, E_{A,j,R}, K_{i,T_R} \text{ and } \Delta H_{i,R}) \) are provided in Table 1.

**Table 1.** Model-specific parameters for the lumped model [15].

| Reaction | Equation (13) | Equation (14) | Adsorbate | Equation (15) |
|----------|---------------|---------------|-----------|---------------|
|          | \( A \)       | \( B \)       | \( \ln(k_{T_R}) \) | \( \ln(K_{T_R}) \) | \( \Delta H_{ads,n} \) |
| 1        | 3014.4029     | 10.3857       | -6.94     | 21.81         | CO             | -15.32 | -14.03 |
| 2        | 1143.9494     | 0.9925        | -2.07     | 42.77         | CO2            | -0.57  | 0     |
| 3        | 2076.2131     | 2.0101        | -2.75     | 10.82         | H\(_2\)        | -19.51 | -14.68 |

These parameters were determined based on intrinsic kinetic data acquired in a fixed bed reactor at a pressure of 50 bar under variation of the temperature, the feed composition \( (y_{\text{CO}_2,\text{in}}, y_{\text{CO},\text{in}}, y_{\text{H}_2,\text{in}}) \) and the total gas flow, as summarized in Table 2. The catalyst bed consisted of mechanically mixed CZA and \( \gamma\text{-Al}_2\text{O}_3 \) catalysts in a 1:1 mass ratio for a total catalyst mass of 2 g.
Table 2. Conditions for kinetic measurements [15].

| Param.  | Value                  | Unit        |
|---------|------------------------|-------------|
| $T$     | 220, 230, 240, 250, 260 | °C          |
| $\dot{V}_{in}$ | 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 | slpm *      |
| $y_{CO_2,in}$ | 0, 1, 3               | %           |
| $y_{CO,in}$  | 4, 8, 15              | %           |
| $y_{H_2,in}$ | $y_{H_2,in} = 2.3(y_{CO,in} + y_{CO_2,in}) + y_{CO_2,in}$ | %           |

* Standard liters per minute, $T = 0$ °C and $p = 1.01325$ bar.

3.2. Data-Based Model and ANN Training Strategy

The data-based model derived and evaluated in a previous work [51] consists of an ANN trained to predict the concentration of CO, CO$_2$, H$_2$ and DME in the product gas based on the composition of the feed gas ($y_{CO,in}$, $y_{CO_2,in}$, and $y_{H_2,in}$), the total gas flow $\dot{V}_{in}$ and the temperature (Figure 3). In this configuration, the ANN replaces both the reactor and the reaction kinetic model. The model was trained using the same data used for the parameter estimation of the lumped kinetic model (Table 2) and, hence, it has the same validity range.

Figure 3. Representation of the data-based model. Adapted from N. Delgado Otalvaro et al. [51].

The data division and training strategy used for the data-based model is also relevant to this work [51]. The ANN of the data-based model (ANN-DBM) and the one of the hybrid model (ANN-HM) are predictors of different quantities and are trained using different data structures (Section 3.3). However, the data division and training methodology presented in our previous work [51] is automatic and adaptable to multidimensional data sets of different sizes and structures, and thus used in this work for the design of the ANN-HM. As depicted in Figure 4, the data division is conducted in two stages. In Stage 1, the data samples are divided into two subsets, one for the design and training of the networks (Design Data), and one for the posterior network selection based on separate data (Test Data A). In Stage 2, the design data are again divided into two subsets, the Train Data subset used in the backpropagation framework [67] to determine the network’s parameters (weights and biases), and the Test Data B subset used in the framework of Bayesian regularization [68] to test the trained networks without a validation subset. The training is conducted iteratively under variation of the start parameter values (label (1)) to avoid local optimality, and of the data division of the design data (label (2)). The Test Data B subset is not used directly to determine the network’s parameters, however, since the data in this subset are used for model selection, it introduces a certain bias in the model. To guarantee that the network with the best generalization, i.e., with the best performance on independent data samples, is chosen, Test Data A are used for the final network selection.
3.3. Hybrid Model

As depicted in Figure 2, the hybrid model consists of two parts: a reactor model and an ANN. The reactor model is the same that is used in the lumped model (Equations (4) and (5)). These are generally valid and constitute the “knowledge module” of the hybrid model. The ANN embedded within the framework of the ordinary differential equations, is used for the calculation of the reaction rates \( r_j \), and replaces the reaction kinetic model. Clearly, the ANN of the data-based model is not suitable for the calculation of the rates, since this ANN is trained to predict the product gas composition. In the following sections, the design of the ANN as a predictor of the rates for the hybrid model (ANN-HM) is described.

3.3.1. Architecture

Comparable to the architecture of the ANN-DBM, the ANN-HM is also shallow (one single hidden layer with a finite number of hidden neurons) and feedforward (unidirectional information flow from input to output), as depicted in Figure 5. The new ANN-HM is trained to replace the reaction kinetic model, i.e., to predict the reaction rates along the axial coordinate \( z \). Hence, the target vector \( y \) contains three elements, one representing the rate of each reaction (Equations (6)–(8)), as follows,

\[
y = [r_1, r_2, r_3]_z. \tag{16}
\]

The rates are calculated as a function of the temperature and the mole fractions of each species in the system. The input vector is thus defined by

\[
x = [y_{\text{CO}}, y_{\text{CO}_2}, y_{\text{H}_2}, y_{\text{H}_2\text{O}}, y_{\text{MeOH}}, y_{\text{DME}}, y_{\text{Ar}}, y_{\text{N}_2}, T]_z. \tag{17}
\]

The elements in Equations (16) and (17) correspond to the values at different positions of the axial coordinate \( z \). Since all experiments were conducted under isothermal conditions, the temperature is constant along the reactor length \( L_{\text{bed}} \) and Equation (18) applies.

\[
T|_z = T, \forall z \in [0, L_{\text{bed}}]. \tag{18}
\]

Other process variables that are considered to be constant in the axial domain and over all data points, such as the catalyst distribution and pressure, are not included explicitly in the model. Furthermore, the proposed structure is one of innumerable possibilities for the design of the ANN-HM, and additional input variables can be included in the network to consider further phenomena if the respective data is available. For example, including the
time on stream (ToS) in the input vector and data samples measured at different ToS during the ANN training would enable to consider the effect of activity loss on the reactions rates.

While the number of input and output neurons is constrained by the input and output variables (Equations (16) and (17)), the number of neurons in the hidden layer has to be determined empirically. For the selection of an appropriate number of hidden neurons (HN), architectures with up to 30 HN were tested. The best ANN was selected based on the prediction accuracy on “unseen” data, using a mean relative error of 5% over all samples in Test Data A (Figure 4).

![Figure 5. Schematic representation of ANN’s architecture for the hybrid model (ANN-HM).](image)

The remaining network’s characteristics are chosen to be the same as in the data-based model in order to ensure comparability of the models. Hence, the logarithmic sigmoid and the positive linear functions were used as the activation function in the hidden and output neurons, respectively. The sigmoid function serves to map the known nonlinearities in the system. Bayesian regularization was chosen as the training algorithm. This method proposed by McKay [68] aims to avoid overfitting by training only the number of parameters necessary to minimize the objective function, instead of all parameters available. Thus, the model sensibility to the network architecture is reduced and overfitting can be avoided.

### 3.3.2. Training Data

For a comparative study of the models, possible biases must be excluded to ensure that the prediction discrepancies are caused only by the structural differences between the model types. For the comparison of the lumped and the data-based model, this was achieved by training/parametrizing both models with the same experimental data. In the case of the hybrid model, the ANNs act as a predictor for the reaction rates, which are not metrologically accessible from integral experiments where the measurable variable is the composition of the product gas \((y_{i,\text{out}})\). Therefore, to generate training data for the ANN-HM, simulations are performed with the lumped model under the conditions of the experiments to which the lumped and data-based models were fitted (Table 2). The axial domain is discretized as shown in Figure 6, using different mesh refinements with 5, 10, 15, 50 and 100 uniformly distributed elements, and the reaction rates at the nodal points are used for training.
3.4. Experimental Equipment and Procedures

New experiments were conducted with the same laboratory setup used for the measurement of the kinetic data for model development. These experiments were performed to validate the simulation results obtained during extrapolation analysis in Section 4.3. The reactor used for the experiments is a plug flow tube reactor made of stainless steel. It has a length of 460 mm and an internal diameter of 12 mm. For heating purposes, the reactor outer wall is enclosed by four brass jaws with heating cartridges (Horst GmbH, Lorsch, Germany). The pressure of the reactor is regulated manually with a mechanical pressure regulator (Emerson Automation Solutions, Langenfeld, Germany) and mass flow controller (Bronkhorst High-Tech B.V., AK Ruurlo, The Netherlands) are used to regulate the gas flow into the reactor. A Fourier-transform infrared spectrometer (FTIR, Gasmet Technologies GmbH, Germany) and a gas chromatograph (GC, Agilent Technologies Deutschland GmbH, Waldbronn, Germany) were used to quantitatively analyze the feed and product gases. Further details on the reactor setup and analytics are described in previous works [15,17].

The syngas used for the experiments consisted of the feed gases hydrogen (H$_2$, 99.9999%), carbon monoxide (CO, 99.97%), a mixture of carbon dioxide and nitrogen (CO$_2$/N$_2$, 20:80 ± 1.0%), as well as nitrogen (N$_2$, 99.9999%). The gases were purchased by Air Liquide Deutschland GmbH., Ludwigshafen, Germany. A 1:1 mechanical mixture of the commercial catalysts CuO/ZnO/Al$_2$O$_3$ (CZA) and γ-Al$_2$O$_3$ (Alfa Aesar, Kandel, Germany) was used. The size distribution of the catalyst particles lay between 250 µm and 500 µm. Silicone carbide (SiC, Hausen Mineraliengroßhandel GmbH, Germany) with the same particle size distribution was mechanically mixed with the commercial catalysts in order to avoid the formation of hot spots in the catalytic bed.

Before starting the experimental measurements, the catalyst was reduced using 5% H$_2$ in N$_2$ at atmospheric pressure and temperatures between 363 K and 513 K. After that, the catalysts were conditioned and the measured species concentrations were monitored based on a reference experimental point to check for any loss of activity. After a stable catalytic activity was achieved, any deactivation of the catalysts could be ruled out. Additional information on the catalyst conditioning and deactivation can be found in the ESI.

4. Hybrid Model Results

In this chapter, the results of the ANN-HM training are presented first, followed by the evaluation of the models performance and interpolation ability. Subsequently, a comparative analysis of the predictions of the three different model types is conducted and complemented with the experimental validation of simulation results.

4.1. ANN-HM Training Results

In the absence of an established systematic approach, determining the appropriate number of hidden neurons (HNs) is one of the major challenges in modeling with ANNs. If the number of HN is too low, the forecasting ability of the model is limited, and the input-output relationships in the data might not be represented accurately. If the number of HN is too high, overfitting might occur. In this case, the model can learn the data...
noise or “memorize” the training data, and the error on the test data, which is not used during training, typically begins to rise [31,47]. In Figure 7, two error measures, namely, the mean squared error (Figure 7a) and the mean relative error (Figure 7b) are shown as a function of the number of HNs. It is observed that as the number of HNs increases, the prediction accuracy also increases, which can be attributed to the increasing number of parameters and model complexity. Additionally, in the evaluated range with up to 30 HNs, the error on the test data set also decreased with increasing complexity (Figure 7b), which indicates that overfitting was suppressed effectively. Another observation from this figure is that the error on the training and test data sets is of the same order of magnitude, which is also an indication of the successful avoidance of overfitting. We attribute this to the training algorithm based on Bayesian regularization, which has proven to be effective for this purpose [51,68–70].

![Figure 7](image)

**Figure 7.** Training results for different architectures of the ANN-HM. (a) Mean squared error (MSE) and training time (b) mean relative error (mRE) on training and testing data sets.

Approaches for network selection include empirical correlations [71–73] or graphical methods. One approach is the elbow method, where a loss function, e.g., the mean squared error (MSE) between targets and model outputs is plotted against the number of hidden neurons, and the optimal network is determined based on the inflection point (elbow) of the curve [74]. According to this theory, the optimal number of HN is approx. 4 or 5 (see Figure 7a). On the other hand, the mean relative error of prediction (depicted in Figure 7b) shows that 5 HNs do not provide enough model complexity to achieve the targeted prediction accuracy. A mRE ≤ 5% is achieved with networks with more than 25 HNs. Based on this and, most importantly, on the model performance regarding extrapolation (further discussion in Section 4.3) the ANN with 26 HN was chosen for the further analysis. A schematic representation of the resulting network as well as the model-specific parameters are provided in the Supplementary Material.

The time required to train 10,000 ANNs (with 100 schemes for the division of design data and 100 set of start parameter values as described in Section 3.2) is also plotted in Figure 7a. Overall, the training time increases with the number of parameters. However,
even at the highest number of parameters tested (with HN = 30), the training time remained below 7 min. Considering that the training of the data-based model and the parameter estimation for the lumped kinetic model required approximately 7.9 min and 3.5 h, respectively [51], the computational burden can be assessed as remarkably low, as expected from related studies [32,62,64].

4.2. Hybrid Model Performance and Interpolation Ability

After integration of the selected ANN-HM into the differential equation framework, the predictions of the hybrid model can be evaluated in comparison with the experimental values and the predictions of the other models. First, the successful implementation of the hybrid model is validated by comparison with experimental data. The mean relative error between the experiments and the predictions of the lumped and the hybrid model are shown in Table 3. The high similarity between the deviations of both models from experimental data is explained by the fact the ANN-HM was trained with reaction rates calculated with the lumped model, and shows the high level of accuracy obtained with the hybrid approach. Similarly to the computational burden, the accuracy of hybrid models has been previously investigated in related studies [62,64,75] which show, in agreement with our results, the remarkable performance of this model type.

Table 3. Mean relative errors (mRE) between the experiments and the predictions of the lumped and hybrid model.

| Model     | mRE$_{y_{H_2}}$ | mRE$_{y_{CO}}$ | mRE$_{y_{CO_2}}$ | mRE$_{y_{DME}}$ |
|-----------|-----------------|----------------|------------------|-----------------|
| Lumped    | 1.49%           | 5.49%          | 6.02%            | 28.89%          |
| Hybrid    | 1.49%           | 5.45%          | 6.08%            | 28.36%          |

The interpolation ability of the hybrid model was also evaluated, and no difficulties were observed. This is shown for an exemplary feed gas composition in Figure 8 (further examples are given in the Supplementary Material). In this figure, the mole fractions of H$_2$, CO, CO$_2$ and DME predicted with the hybrid model within the temperature and total gas flow ranges are shown. At increasing temperatures, the reaction rates also increase, leading to higher product concentration (DME and CO$_2$) and lower concentration of the educts CO and H$_2$ at the reactor outlet. Similarly, a decreasing total gas flow leads to longer residence times, which affects the outlet concentrations in the same way as increasing temperatures. These expected trends and also smooth gradients are observed over the response surfaces for all species. A further illustration of the interpolation ability of the hybrid model can be observed in Figures 11 and 12 between the dashed lines that represent the models’ range of validity. In this range, the predictions of the hybrid and the lumped models are almost identical and the predictions of the data-based model are comparable to those of the other two models, but show a slightly better agreement with the experiments.

Another relevant feature between the different model types is the convergence time. To provide a quantitative comparison, simulations were conducted with the three models for all the operating points in the data base (on Windows 10 Pro (64-bit) operating system with i5 processor and 8GB RAM). The time required by each model to simulate the 180 operating points was:

- Data-Based: 0.0798 s;
- Hybrid: 4.2432 s;
- Lumped: 16.4095 s.

The superiority of the data-based model regarding the convergence time is obvious, and although the hybrid model is slower than the data-based one, the former is still approximately four times faster than the lumped model.

The convergence time is of special interest when the models are used for optimization purposes and large number of simulations have to be conducted to screen the state space.
A further characteristic relevant for optimization is the extrapolation ability of the models, which is evaluated in the following section.

4.3. Models’ Extrapolation Ability

The following sections are dedicated to the evaluation of the models’ predictive ability outside the range of validity, i.e., the extrapolation ability. For this purpose, two types of extrapolation are evaluated—dimension and range extrapolation. Dimension extrapolation refers to the extrapolation of a variable that was kept constant during the experiments for model development. Range extrapolation, on the other hand, refers to the evaluation of a variable outside the range screened during these experiments [76]. The pressure and the catalyst bed composition are used here as exemplary variables to evaluate the dimension extrapolation (Section 4.3.1). Range extrapolation is analyzed based on the temperature in Section 4.3.2. Experimental values used for validation of the simulations at extrapolated conditions are reported in the Supplementary Material.

4.3.1. Dimension Extrapolation

Since all the experimental data used for the parametrization of the hybrid model were acquired at constant pressure and catalyst bed composition \( p = 50 \text{ bar} \) and \( \text{CZA-to-} \gamma-\text{Al}_2\text{O}_3 \) mass ratio \( \mu = 1 \), these variables are suitable for the evaluation of the hybrid model regarding dimension extrapolation.

The pressure was evaluated in a range between 40 and 60 bar by means of experiments and simulations. The data-based model was not used for this analysis since the structure of the ANN-DBM, which only takes the concentration of the syngas, the temperature and the total gas flow into account, does not allow simulations at other pressure levels (refer to ANN structure, Figure 3).

At 50 bar, the deviation between the experiments for model development and for validation show a very good agreement, with a maximal deviation of 4.5%. Furthermore, the validation experiments show the expected behavior, i.e., with increasing pressure, the product gas concentration of the educts decreases and that of the products increases (Figure 9). Due to the volume contraction of the methanol synthesis from \( \text{CO}_2 \) (Equation (6)),...
the rate of this reaction is favored by high pressures. Hence, from the thermodynamic perspective, the pressure has always a positive effect on the overall process performance. This effect is reflected by the lumped model for all species in the entirety of the evaluated pressure range. The average deviations between the experiments and the predictions of the lumped model lie by 2.1% for H$_2$, 1.5% for CO, 6.9% for CO$_2$ and 12.6% for DME within the prediction accuracy of the model, confirming the high fidelity of the semi-mechanistic model approach. The concentration profiles obtained with the hybrid model, on the other hand, are nearly constant over all evaluated pressures at the value predicted for 50 bar. Similar to the ANN-DBM, the structure of the ANN-HM does not allow the variation of the pressure (Figure 5) since all the training data was measured at only one pressure level. Thus, the pressure dependency of the reaction rates is not considered by the hybrid model and dimension extrapolation regarding this variable is not possible.

Figure 9. Experimental validation of dimensional extrapolation of the pressure. Feed composition: 42.3% H$_2$, 16.1% CO, 0.82% CO$_2$. Total gas flow 0.4 slpm. Temperature 533 K. CZA-to-γ-Al$_2$O$_3$-ratio $\mu$ = 1. ANN-HM with 26 HNs.

The catalyst bed composition $\mu$ is also suitable for testing the dimension extrapolation of the hybrid model, since all the experiments for model development were measured with $\mu$ = 1. Unlike the pressure, $\mu$ does not have a direct influence on the reaction rates, and hence extrapolating this variable does not imply the extrapolation of the ANN-HM. Therefore, better extrapolation results are expected. For this analysis, $\mu$ was varied from 0 to 5 and simulations with the lumped and hybrid model were conducted. Representative results are shown in Figure 10.

With the lumped model, an increasing conversion of CO$_x$ and yield of DME with increasing $\mu$ is predicted, and the values at the highest $\mu$ display a high proximity to the values at equilibrium. This behavior is attributed to the synergy of the direct synthesis, where the equilibrium of the methanol synthesis is shifted towards the products by methanol consumption through the dehydration to DME. With an increasing $\mu$, methanol is produced faster, which boosts the methanol dehydration reaction and overcompensates for the decreased amount of dehydration catalyst [15].

The conversion and yield predicted by the selected hybrid model (ANN-HM with 26 HN) show a remarkably good agreement with the predictions of the lumped kinetic model over the entirety of the extrapolated range. The predictions of the lumped and the
hybrid model overlap from $\mu$ up to 1, and proceed with a very similar trend. Although the deviation between the models’ predictions increases as the distance from the training point $\mu = 1$ becomes larger, the predictions are thermodynamic consistent, and very similar over the whole evaluated range (e.g., at $\mu = 5$, $X_{CO} = 58.7$ and 55% with the lumped and the hybrid model, respectively).

The predictions of hybrid models with ANN-HM with 5 and 28 HNs are shown in Figure 10a,c to illustrate the importance of considering the model’s extrapolation ability during the network selection. Both models displayed a relatively good performance on the training data in Section 4.1. This is also evident in Figure 10a,c, where the conversion and yield profiles predicted by all hybrid models overlap near the training point. However, the hybrid models with 5 and 28 HN clearly lack the ability to extrapolate. The predictions of these models do not follow the expected trend, nor do they respect the laws of thermodynamics. This illustrates one of the major drawbacks of data-based and/or hybrid approaches. Both models delivered a good performance on the training data and exhibited a good interpolation ability. However, it is not possible to predict the quality of the forecasts beyond the range where these models were trained, since the predictions at extrapolated conditions (especially regarding dimension extrapolation) are only dependent on the mathematical structure of the network, without an explainable phenomenological reason.

As mentioned in Section 3.3.2, different mesh refinements of the axial domain were tested during the generation of training data. Figure 10b,d show the CO$_x$ conversion and DME yield at mesh refinements with 5, 10 and 15 axially distributed elements. Evidently, the mesh refinement with five elements does not provide enough data for training, leading to poor extrapolation capability of the hybrid model. With 15 elements, on the other hand, no relevant improvement of the network generalization is achieved and the predictions almost entirely overlap with those obtained with 10 axial elements. Similarly, no improvement was achieved with mesh refinements with 50 and 100 elements, however, the training time increased noticeably with the large number of data samples.

In this section, it was shown that the data-based models (ANN-DBM and ANN-HM) lack in extrapolation ability, while the hybrid model could be extrapolated successfully in a large range when the extrapolation variable was not in the data-based module of the hybrid structure and the extrapolation ability was taken into account during model development. This requires knowledge of the system and/or of the expected trends, and is only relevant if extrapolation is relevant for the aimed application of the hybrid model.

4.3.2. Range Extrapolation

Range extrapolation refers to the evaluation of a variable that was varied during model development, outside the range in which that variation occurred [76]. For the evaluation of this extrapolation case, experiments and simulations with the three models were conducted at temperatures between 453 and 573 K at two different total gas flow rates. Initially, the results at a total gas flow of 0.2 slpm are shown and discussed, followed by results at 0.6 slpm. The hybrid model with ANN-HM with 26 HNs was used here, as it was the only model that delivered good extrapolation ability for the catalyst bed composition. Equivalent results with other architectures of the ANN-HM are given in the Supplementary Material.

Figure 11 shows the predictions of the three models as well as the experiments used for model development (conducted in a previous work [15]) and validation for a total gas flow of 0.2 slpm. Additionally, the molar fractions at equilibrium calculated with the RGbibbs reactor in Aspen Plus are displayed, along with the models’ validity range which is enclosed by the dashed lines.
Figure 10. Dimension extrapolation of the catalyst bed composition. The plots show (a) the $\text{CO}_x$ conversion calculated with the lumped model and with the hybrid models consisting of various HN, (b) the $\text{CO}_x$ conversion at various mesh refinements, (c) the DME yield calculated with the lumped model and hybrid models consisting of various HN as well as (d) the DME yield at different mesh refinements. The results are plotted against $\mu$, ranging from 0 to 5. Feed composition: 48.42% $\text{H}_2$, 16.07% CO, 2.81% $\text{CO}_2$. Total gas flow 0.2 slpm. Temperature 533 K. Pressure 50 bar.

Figure 11. Evaluation of range extrapolation by comparison of models’ predictions and experimental results beyond the models’ validity range for temperature. Feed composition: 42.3% $\text{H}_2$, 16.1% CO, 0.82% $\text{CO}_2$. Total gas flow 0.2 slpm. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 26 HNs.
The experiments for experimental validation were conducted in the same reactor in which the kinetic measurements for model development were performed. Additionally, the same catalyst reduction and conditioning procedure were followed. As a result, the experiments from our previous work [15] could be verified, and the experiments in the temperature range between 493 and 533 K overlap with a low relative deviation of maximal 6.6% (max. mRE between experiments for model development and experiments for validation).

Below 493 K, the predictions of the hybrid and the lumped models are virtually identical. The predictions of the data-based model slightly differ, however, the correct and expected tendency is observable. At low temperatures, the rate of the reactions is low and almost no conversion takes place. Hence, the concentration of each species should be equal to the concentration in the feed gas, i.e., 42.3% H$_2$, 16.1% CO, 0.82% CO$_2$ and 0% DME. The hybrid model predicts this behavior correctly and the predictions do not deviate from those of the lumped model, although the model was not explicitly trained in this range. This can be explained by the fact that the phenomena that play a significant role in this temperature range are the same as in the range where the model was trained. The influence of the thermodynamic equilibrium is low compared to that of the reaction kinetics as it can be inferred from the distance to the values in equilibrium. Similarly, a priori criteria confirmed that no mass or heat transport limitations take place (refer to ESI). Hence, it can be concluded that, although the rate of reactions is low, the reaction kinetics control the process performance also in this temperature range and the performance can be described correctly by the hybrid model which was trained to predict this phenomenon. In addition, the hybrid model yields physically reasonable results and the predicted concentrations remain above 0 for all conditions, unlike the predictions of the data-based model, which also assume negative values.

Above 533 K, the predictions of the three models diverge. At increasing temperature levels, the influence of the thermodynamic equilibrium also increases, as the concentrations become closer to those at equilibrium. The rates of reversible exothermic reactions increase initially due to the positive influence of the temperature, but decrease at the proximity of the thermodynamic equilibrium when the back-reaction is favored. At the temperature at which thermodynamics prevails over reaction kinetics, an inflection point occurs, as can be clearly observed in the predictions of the lumped model (gray lines). The concentration of the eucts, in this case CO and H$_2$, then rises and that of the products DME and CO$_2$ decreases as the reaction rates decrease. This can be predicted by the lumped model successfully due to the Hougen–Watson formulation of the rate expressions (Equations (9)–(11)), which accounts for the effect of the proximity to the thermodynamic equilibrium on the rates by the means of the equilibrium constants ($K_{f,j}$). The predictions of the data-based model do not show any inflection point and the concentration profiles follow the same trend as in the range of validity. This indicates that the data-based model only reflects the effect of the temperature on the reaction rate, but not the effect of the proximity to the thermodynamic equilibrium. In this temperature range, the hybrid model predictions lie between the predictions of the data-based and the lumped model in all cases. The molar fraction profiles flatten with increasing temperature, but a clear inflection point is not evident in the evaluated range. Unlike the lumped model, the hybrid approach attains knowledge about phenomena affecting the reaction rates only from data. Hence, since most operational points in the training data set were measured at conditions at which reaction kinetics prevail and thermodynamic equilibrium has a negligible effect, the hybrid model does not have enough information about the effects the equilibrium can have on the rates and on the process performance. The measured values at temperatures above 533 K showed that the lumped model exhibits the highest accuracy, especially in terms of the shape of the curve with a clearly visible inflection point.

Equivalent results measured or simulated are shown in Figure 12 for a total gas flow of 0.6 slpm. The residence time for this gas low rate is shorter than at 0.2 slpm, and lower conversions are attained. Therefore, the distance to thermodynamic equilibrium is larger
which, according to the discussion above, leads to the observed higher prediction accuracy. At this gas flow rate, the simulations of the three models are very similar in the whole temperature range. A slight difference is noticed at temperatures above 553 K, where the predictions of the data-based model diverge. However, the predictions of the lumped and the hybrid model remain superimposed with a maximal relative deviation of 3% (computed for $\text{CO}_2$ at 573 K). This confirms that the reason for the model discrepancy is the influence of the thermodynamic equilibrium which becomes more relevant at higher temperatures, and indicates that the extrapolation limits of data-based and hybrid models do not strictly depend on the evaluated range of conditions, but more on the effects considered by the underlying models.

![Figure 12. Evaluation of range extrapolation by comparison of models’ predictions and experimental results beyond the models’ validity range for temperature. Feed composition: 42.3% $\text{H}_2$, 16.1% CO, 0.82% $\text{CO}_2$. Total gas flow 0.6 slpm. Pressure 50 bar. $\text{CZA}$-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 26 HNs. Predictions of the lumped and hybrid model overlap over the entire temperature range.](image)

5. Summary and Conclusions

The first part of this work provides a timely overview of the models available for the direct DME synthesis. It has been shown that most of the available models for the direct DME synthesis are semi-mechanistic, i.e., based on mechanistic assumptions. Since these models are only valid in a limited operational range, special attention was paid to the validity of each of the semi-mechanistic models, which were compared graphically to enable a fast overview of the investigated ranges in each work. Additionally, works where data-based models were used for the direct DME synthesis have been summarized. No hybrid model could be found in the open literature for this system.

The second part of this paper deals with the implementation and evaluation of a hybrid model for the direct DME synthesis, aiming to identify and evaluate specific advantages and disadvantages of hybrid modeling approaches for this system. The developed hybrid model displayed a high level of accuracy and good interpolation ability over the entirety of the validity range. Additionally, it exhibited a low computational burden, e.g., the training of this model was approximately 30 times faster than the parametrization of a lumped model, and simulations compiled almost 4 times faster on the same CPU. These results are broadly consistent with studies in the open literature and confirmed expected outcomes regarding accuracy and computational effort.
As one of the main concerns about hybrid models, the extrapolation ability has been put to test and the predictions of a semi-mechanistic and a data-based model, as well as experiments, have been used for the evaluation of the hybrid model performance. Based on exemplary variables (pressure, catalyst bed composition and temperature), it has been shown that dimension extrapolation, i.e., extrapolation of a variable that was kept constant during model development, was not possible when this variable directly affects the data-based module of the hybrid model. For example, simulations and experiments show that the effect of the pressure on the reaction rates could not be considered by the ANN, which was trained at one pressure level only. In contrast, a good extrapolation ability in a broad range was achieved when the extrapolated variable was in the knowledge-module of the hybrid model. As an example, it is shown that the extrapolation of the CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$ weight ratio was possible and delivered qualitatively accurate results in the broad range between ratios of zero to five, although all experiments used for model development were conducted with a ratio of one. A suitable ANN architecture proved to be essential for the accuracy of predictions at extrapolated conditions. Range extrapolation, i.e., the evaluation of a variable outside the range where it was screened during model development, was possible, although in a limited range. It could be concluded that the limit for extrapolation is defined by the phenomena the underlying models can map, which depends strongly on the network architecture, instead of the range defined by conditions evaluated experimentally during model development.

Since there is currently no theoretical framework for network selection, and broadly used rules of thumbs failed to deliver a suitable network in our study, the best network was chosen manually based on simulations results. Clearly, this represents a major drawback when a large number of network architectures must be tested, which limits the transferability of the presented results. Based on the gained insights, we conclude that the hybrid modeling approach could be best applied when large data sets in wide operational windows are available, and the input–output relationships between the data are not yet fully understood. This way, the advantages of the hybrid model (i.e., high accuracy and low computation effort) could be exploited to fill knowledge gaps, while avoiding extrapolation. Specifically for direct DME synthesis, one application with high potential for immediate use is to expand the model scope using the numerous lumped kinetic models available in the literature. These are valid in different operating windows and can be used to generate reaction kinetics data, analogous to the procedure followed in this work. After the training of ANNs with these data and integration of these ANNs in the hybrid model structure, the expected outcome is a model that enables cross-evaluation of multiple process variables such as different catalysts, reactor types and reaction conditions throughout nearly the entire relevant operating window.

**Supplementary Materials:** The following are available online at https://www.mdpi.com/article/10.3390/catal12030347/s1, Figure S1: Schematic representation of the ANN-HM. Figure S2: Surface response for the hybrid model predictions of the mole fractions of $\text{H}_2$, CO, $\text{CO}_2$ and DME within the validity range of the temperature and total gas flow. Feed composition: 48.0% $\text{H}_2$, 16.11% CO, 2.88% $\text{CO}_2$. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 26 HNs. Figure S3: Surface response for the hybrid model predictions of the mole fractions of $\text{H}_2$, CO, $\text{CO}_2$ and DME within the validity range of the temperature and total gas flow. Feed composition: 13.05% $\text{H}_2$, 4.10% CO, 0.86% $\text{CO}_2$. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 26 HNs. Figure S4: Range extrapolation of the temperature. Nominal feed composition: 42.3% $\text{H}_2$, 16.1% CO, 0.82% $\text{CO}_2$. Total gas flow 0.2 slpm. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 5 HNs. Figure S5: Range extrapolation of the temperature. Nominal feed composition: 42.3% $\text{H}_2$, 16.1% CO, 0.82% $\text{CO}_2$. Total gas flow 0.6 slpm. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 5 HNs. Figure S6: Range extrapolation of the temperature. Nominal feed composition: 42.3% $\text{H}_2$, 16.1% CO, 0.82% $\text{CO}_2$. Total gas flow 0.2 slpm. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 28 HNs. Figure S7: Range extrapolation of the temperature. Nominal feed composition: 42.3% $\text{H}_2$, 16.1% CO, 0.82% $\text{CO}_2$. Total gas flow 0.6 slpm. Pressure 50 bar. CZA-to-$\gamma$-$\text{Al}_2\text{O}_3$-ratio $\mu = 1$. ANN-HM with 28 HNs. Figure S8: $\text{CO}_x$-conversion ($X_{\text{CO}_x}$) as a function of the Time-On-Stream (ToS) for a
reference operating point measured at 513 K, 50 bar and 7599.5 h$^{-1}$ and a feed of 38.2% H$_2$, 15.2% CO, 1.0% CO$_2$, 45.7% N$_2$. Table S1: Model specific parameters of the ANN-HM with 5 HNs. Connection weights of the input and hidden layer, biases of the hidden layer. Table S2: Model specific parameters of the ANN-HM with 5 HNs. Connection weights of the hidden and output layer, biases of the output layer. Table S3: Model specific parameters of the chosen ANN-HM with 26 HNs. Connection weights of the input and hidden layer, biases of the hidden layer. Table S4: Model specific parameters of the chosen ANN-HM with 26 HNs. Connection weights of the hidden and output layer, biases of the output layer. Table S5: Model specific parameters of the ANN-HM with 28 HNs. Connection weights of the input and hidden layer, biases of the hidden layer. Table S6: Model specific parameters of the ANN-HM with 28 HNs. Connection weights of the hidden and output layer, biases of the output layer. Table S7: Calculated a priori criteria for determination of transport limitations (Reference [77] are cited in Table S7). Table S8: Experimental values measured for validation of simulation results at extrapolated conditions. The catalyst bed consisted of 1.007 g CZA, 0.9996 g γ-Al$_2$O$_3$, 9.98 g SiC, and it was 7.8 cm long.
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