Granger causality method analyzes the time series causalities without building a complex causality graph. However, the traditional Granger causality method assumes that the causalities lie between time series channels and remain constant, which cannot model the real-world time series data with dynamic causalities along the time series channels. In this paper, we present the dynamic window-level Granger causality method (DWGC) for multi-channel time series data. We build the causality model on the window-level by doing the F-test with the forecasting errors on the sliding windows. We propose the causality indexing trick in our DWGC method to reweight the original time series data. Essentially, the causality indexing is to decrease the auto-correlation and increase the cross-correlation causal effects, which improves the DWGC method. Theoretical analysis and experimental results on two synthetic and one real-world datasets show that the improved DWGC method with causality indexing better detects the window-level causalities.
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## 1 Introduction

Time series data is the data with the pre-defined time or sequential order [1] and is widely used in multifarious real-world applications, such as signal processing [2], economics [3], control theory [4], etc. Typical tasks for time series data include indexing, clustering, classification, and regression [5]. Among the time series tasks, the causal reasoning task is at the top level of cognitive reasoning [6] and is getting rid of the nature of the correlation fitting for traditional statistical machine learning and deep learning, which is nevertheless at the bottom level. Due to the natural implication of the temporal precedence, the time-series data therein encapsulates both empirical experiences of the trends, but also the prior knowledge of causalities between different channels [7].

Granger [8] first used the statistical hypothesis test to decide whether one time series channel is useful to predict another, which is known as Granger causality (GC) and widely used in various applications. Lynggaard and Walther [9] proposed the dynamic interaction models based on the classical ‘LWF Markov property’ for chain graphs [10][11]. Pearl and Robins [12] put forward the ‘back door’ temporal causal conditions and extend the traditional Granger causality to the temporal sequences. Dahlhaus and Eicher [13] discussed an alternative approach that defined the graph according to the ‘AMP Markov property’ of [14]. Eichler [15] adopted the mixed graph constraints, derived from ordinary time series, and used a single vertex and directed edges to represent the component series and the causal relationship respectively.

The traditional Granger causality methods are limited to the predictive capability of the autoregressive model (AR) which only used the linear models. Eichler [17] re-described the problems when transferring the Granger causality to the nonlinear version: 1) the aggregation of the time-varying coefficients overtime required by Granger causality tests, and 2) the instability of the causal structure. Chen et al. [16] used a delay embedding to get an extended nonlinear version of Granger Causality. Later, Sun [17] proposed to use the RKHS kernel embeddings to get the nonlinearity.
The aforementioned works assume that the Granger causalities remain unchanged between time series channels throughout time [18], which is called “channel-level Granger causality”. In the real world, the time series data is becoming massive, complicated and uncertain, and the causality relations would change along with the sliding windows of the time series data (see Fig. 1 as an example).

According to the philosopher David Hume, “cause and effect have temporal precedence[19]”. This acquiesced that causality or precedence itself is in relation with, and even change dynamically with time. In this sense, the constant causality assumption[18] is not always true and the purpose of this assumption for the traditional Granger causality is to take sufficient long (but definitely not necessary) time series in order to distinguish the random correlation and causalities [18]. Some attempts on dynamic causalities have already been done in neural science: the “dynamic causal modeling” (DCM) method detects the real-time dynamic causal relationships among neuron clusters in the brain. However, it’s by interfering the “input-state-output” framework in brain and observing its response and cannot directly extract causalities without the model that have relationships like brain [20].

![Figure 1: Window-level causality(right) is to analyze dynamic changing causalities on sliding windows on time series. While channel-level method assume causalities remain constant between time series channels(left)](image)

1.1 Our Proposal

In this paper, we present the dynamic window-level Granger causality method (DWGC) for time series data. To capture the dynamic causality relations, we relax the sufficiently long time series assumption and build the causality model on the sliding windows of the time series. To capture the non-linearities in the time series forecasting, we use nonlinear autoregressive model to fit the time series and extract the nonlinear features. Based on the NAR model predictions, an F-test is used by comparing the prediction results of NAR models on the sliding windows. Further, to reduce the possible fluctuations of auto-correlation on window-level F-test, we introduce a causality-index matrix and optimize the corresponding causality indexing loss accuracy. We theoretically prove that: 1) the traditional Granger causality is a special case of our dynamic window-level Granger method; 2) the dynamic window-level Granger method outperforms the traditional Granger causality with the causality indexing.

In the experiments, we implement our DWGC model on three datasets, two synthetic data, and one real-world meteorological data (with prior knowledge). For the synthetic data, we use AR/NAR simulator to generate several synthetic time series. For the real-world meteorological dataset, we examine the obtained dynamic causalities between the El-Nino values and the East Asian monsoon over the seasonal cycle which was already examined in the previous literature.

In summary, the contributions of this paper are as follows:
- We propose and solve a new task: identify dynamic window-level causality of multi-channel time series.
- We theoretically show that the proposed dynamic window-level Granger causality model contains the traditional Granger causality as a special case and is more accurate with the causality indexing.
- We conduct the numerical experiments on two synthetic and one real-world datasets and the proposed dynamic window-level Granger method shows that this method can find the accurate window causalities.

2 Related Works

2.1 Preliminaries of Granger Causality

Granger causality is the most widely used causality analysis method for time series data [8], which is also the main focus of this paper. We use the following sequence to represent the stationary sequence of random variables, i.e, the time series data \( i \):

\[
(Y_{t1}, Y_{t2}, Y_{t3}, \cdots, Y_{tf}, \cdots),
\]
where $Y_{i,t}$ and $Y_{<t}$ are the series data at and before time $t$. Granger causality defines $Y_i$ as the cause of $Y_j$, if the series $i$ provides useful information when predicting the future values of series $j$:

$$E_t(g_j(Y_{j,t+1}|Y_{j,<t}, Y_{i,<t})) \neq E_t(g_j(Y_{j,t+1}|Y_{j,<t})),$$

where $E_t$ is the accuracy expectation of the prediction function $g$ on time series. Besides, the premise of (2) is that channels $i$ and $j$ meet the “backdoor condition” [21], that is, there is no common interference from confounding factors of other channel. Also, it’s worth pointing out that Granger causality is still a type of statistical association as it does not go through the necessary causal identification process of [6].

Traditional Granger causality methods use a linear auto-regressive model for $g$. In this paper, we use the double-headed arrow to express the Granger causality $i$ to $j$:

$$Y_i \rightarrow Y_j.$$

Granger causality is considered as a “precedence” according to the informal fallacy “Post hoc ergo propter hoc”. This Latin fallacy means “after this, therefore because of this”. It shows the causality as the precedence that the follow-up event is caused by the previous event.

The linear Granger causality can be extended to the nonlinear version for better fitting nonlinear sequences. In [22], a non-linear prediction model, such as the multi-layer perceptron, is defined as $Y_j(t) = g_j(Y_{i, < t}, \cdots, Y_d, < t)$. Then, we can say $Y_i \rightarrow Y_j$ if for all $Y_i', < t \neq Y_i, < t$:

$$g_j(Y_{1, < t}, \cdots, Y_i', < t, \cdots, Y_d, < t) \neq g_j(Y_{1, < t}, \cdots, Y_i, < t, \cdots, Y_d, < t).$$

$g$ is represented as MLP(Multilayer Perceptron)/LSTM(Long Short-Term Memory) network in [22]. Both linear and nonlinear Granger causality assumptions that the causalities between time series are constant and cannot model the dynamic causalities that lie in the real world.

2.2 Improvements of Granger method to generalize to the nonlinearity/window level

More recently, the deep neural networks are used to get nonlinear Granger causalities [23, 24, 25, 26, 22, 27]. In these previous works, the neural network is used to replace the original AR model for sequence fitting and prediction, and then causal reasoning methods (such as counterfactual principle, Granger method) are brought into the framework of neural network.

On the other hand, Granger’s approach has been extended from channel level to window level. Sezen Cekic[28] use KL(Kullback-Liebler) divergence instead of F-test to extend the window-level Granger method, first in neuroscience.

To both deal with nonlinearity and window-level challenges, sliding window method is common, which is also applicable in Granger causality situation. The neuroscience Granger causality extended to the nonstationary case by wavelet transforms or multitapers on sliding window by Mattia F.Pagnotta[29], whereas as far as we know, there is no related method that can address both the nonlinear and the window-level problems in a wider application scenario.

2.3 Causal Graph for Time Series

Besides the Granger causality, the causal graph is another way to identify the causality between different channels of time series [25]. The causal graph model can be built based on vector autoregressive Granger analysis(VAR), the generalized additive models(GAMs) [30] or the certain pre-assumed regression models [31]. However, the causal graph is limited to the structure itself to extend to the dynamic window-level for time series data.

2.4 Distinction between causal effects and noise

In each window, it is a subtle topic to distinguish whether the time series trend variations are due to the causal effects or random noise. On the one hand, commonly-used time series anomaly detection methods barely consider causal effects when detecting different abnormal noises. In [32], although an attempt is made to use anomaly detection to divide the actual sequence into two parts: steady-state structure part and causal influence part, the second part does not make a practical distinction between noise and causality. On the other hand, the traditional Granger causality method keeps the ignorance of noise intervention in most cases.

3 Dynamic Window-level Granger Causality

3.1 Naive Dynamic Window-level Granger Causality Model

To detect dynamic window-level causality between two data series $Y_i$ and $Y_j$, we first use a sliding window of length $k$ on the same time position $t$ of the two series:

$$\{Y_{i,t}, Y_{i,t+1}, \cdots, Y_{i,t+k-1}\}, \quad \{Y_{j,t}, Y_{j,t+1}, \cdots, Y_{j,t+k-1}\}.$$
Aiming at finding the dynamic causality at the window level, we consider two forms of time-series fitting on each sliding window \((t, t + k - 1)\); predicting the future values of one series with and without the information from the other series channel, which are similarly used in the traditional Granger causality method. Compared to equation (2), we use nonlinear auto-regressive(NAR) model, and use mean square error(MSE)\(^3\) as \(E_t\) to measure two accuracies:

\[
L_1 = E(MSE(\hat{Y}_{i,t\sim t+k-1}, Y_{i,t\sim t+k-1}|Y_i,<t)),
\]

\[
L_2 = E(MSE(\hat{Y}_{i,t\sim t+k-1}, Y_{i,t\sim t+k-1}|Y_i,<t, Y_j,<t)),
\]

where \(\hat{Y}_{i,t\sim t+k-1}\) means prediction on the sliding window \((t, t + k - 1)\). We determined the existence of causality by setting a reasonable threshold \(\epsilon\) based on the value of \(F_{\text{statistic}}\):

\[
F_{\text{statistic}} = \frac{L_1}{L_2}.
\]

The causality exists between the series \(i\) and \(j\) on the sliding window \((t, t + k - 1)\) if \(F_{\text{statistic}}\) is larger than the pre-defined threshold \(\epsilon(> 1)\).

### 3.2 Dynamic Window-level Causality Model

In the naive version of the dynamic window-level causality method, auto-correlation would easily occur with the disturbances of the NAR model along the time series. To address this problem, we introduce the causality indexing matrix \(\Phi\) in our method and then decompose the causal effects and auto-regressive correlations. The original time series includes two factors: the cross-correlation and the auto-correlation. By converting to windows-level, the auto-correlation becomes more unstable and conceals the causal effects in the cross-correlation. The auto-regression correlations in one single series is represented in \(E\) in Eqn. (6), intuitively, when auto-correlation is unusually large on a local window, it makes the window-level f-test result higher than the normal value, which may affect the overall accuracy of the model, or affect the overall recall rate conversely. We use a scale function \(h\) to scale down the auto-correlation and adopt a corresponding causal indexing matrix \(\Phi\), to measure the likelihood that each time point will serve as a starting or ending point for causality. The indexing loss as:

\[
\text{Loss} = \sum_{m,i} KL(\Phi^i_m, \{h(\tilde{Y}_{i,q} - Y_{i,q})^2\}), q = m, m + 1, ... m + k - 1,
\]

where \(\tilde{Y}, Y\) are the prediction results and the real series respectively, \(i\) is the channel index and \(m\) is the starting point of each sliding window with length \(k\). By optimizing this loss, \(\Phi\) can be used to scale down the original series data \(Y\) with large auto-correlations as:

\[
\begin{bmatrix}
A_{i,t} \\
A_{i,t+1} \\
... \\
A_{i,t+k-1}
\end{bmatrix} = \Phi_{t\sim t+k-1} \ast \begin{bmatrix}
Y_{i,t} \\
Y_{i,t+1} \\
... \\
Y_{i,t+k-1}
\end{bmatrix}, i = 1, 2, ... d,
\]

where \(\ast\) is Hadamard product. With the causality indexing \(\Phi\), we scale down the auto-correlation and get the reweighted series \(A\). In this paper, we use the following scaling function:

\[
h = (\alpha - \tanh(\cdot)), \alpha > 1.
\]

It is worth mentioning that the selection of the scaling function \(h\) can be further improved by certain regularization item and this will be analyzed in the Appendix\(^[\text{C}]\).

We test the dynamic window-level causality using the causality indexing as:

\[
F_{\text{statistic}} = \frac{L_1}{L_2} = \frac{E(MSE(\hat{A}_{i,t\sim t+k-1}, A_{i,t\sim t+k-1}|A_i,<t))}{E(MSE(\hat{A}_{i,t\sim t+k-1}, A_{i,t\sim t+k-1}|A_i,<t, A_j,<t))}.
\]

We further obtain the starting and ending points in the sliding window by finding the maximum of the index matrix:

\[
Y_{i,t_1} \implies Y_{j,t_2}
\]

\[
\{t_1, t_2\} = \max \{\Phi_{t_1}^i + \Phi_{t_2}^i | t_1 < t_2, \ t_1, t_2 \in (t, t + k - 1)\}.
\]

In our dynamic window-level Granger causality (DWGC) method, we alternatively optimize the NAR forecasting model and the causality index loss Eqn. (9) and extract causalities after the two loss function converge. The final procedure is outlined in Algorithm\(^[\text{I}]\)
We analyze the distribution of the F-statistic of the naive DWGC and give the following result.

We denote the model predictions of the NAR model with/without another causality source series channel \( k \) without the causality indexing would be. When \( k \) goes to infinity, the DWGC method without the causality indexing degenerates to Traditional Granger causality. This theorem can be intuitively analyzed from the expression of the F-statistic in Eqn. (16): for numerator, \( E(\sum_i (\hat{Y}_{it} - Y_{it}^{real})^2 + \sum_i \gamma_i^2) = k(E(\hat{Y}_{it} - Y_{it}^{real})^2 + 1) \), for denominator, \( E(\sum_i (\hat{Y}_{it|j} - Y_{it|j}^{real})^2 + \sum_i \gamma_i^2) = k(E(\hat{Y}_{it|j} - Y_{it|j}^{real})^2 + 1) \), so when \( k \) is sufficiently large, Eqn. (16) can be approximate to \( \frac{(\hat{Y}_{it} - Y_{it}^{real})}{(\hat{Y}_{it|j} - Y_{it|j}^{real})} > 1 \).

Without the causal indexing, the larger the sliding window length \( k \) is, the more accurate the DWGC method without the causality indexing would be. When \( k \) goes to infinity, the DWGC method without the causality indexing degenerate to the traditional causality method.

### Algorithm 1: Framework of our method (DWGC)

**Data:** Multi-channel time series \( Y_i \) and predefined F-test threshold \( \epsilon \).

**initialization:** \( \Phi \) set to all-one;

**while** NAR forecast loss and causal indexing loss converge **do**

- Reweight original time series using causal index matrix \( \Phi \) via Eqn. (10);
- Train an NAR model using reweighted series \( A_i \) as the input;
- Finding dynamic causalities via Eqn. (12);

**end**

**Result:** Dynamic window level causalities

#### 4 Theoretical Analysis of DWGC

In this section, we give the theoretical analysis of the proposed dynamic window-level Granger causality method (DWGC). We first give the formulation preparation and then prove that 1) DWGC without causality indexing is a special case of the traditional Granger causality method and 2) DWGC with causality is more accurate than the traditional Granger causality method for those causality pairs.

We consider the sample pairs whose expectation of \( F_{statistic} \) \( F_0 \) is larger than the predefined threshold \( \epsilon \). These samples are expected to be tested as causal in the traditional Granger causality method.

### 4.1 Formulation Preparation

The time series observations \( Y_i \) can be decomposed into two parts: real data and Gaussian noise. For simplicity, We use the standard Gaussian for the random noise and get the following decomposition of the time series \( i \):

\[
Y_i = Y_{i}^{real} + \gamma_i, \gamma \sim N(0, 1)
\]  
(15)

We denote the model predictions of the NAR model with/without another causality source series channel \( j \) as \( \hat{Y}_i \) and \( \hat{Y}_{ij} \).

Then the F-statistic of Eqn. (8), i.e., the ratio between the MSE of the NAR models with/without the channel \( j \), can be turned to

\[
F_{statistic} = \frac{L_1}{L_2} = \frac{\sum_i (\hat{Y}_{it} - Y_{it}^{real} - \gamma)^2}{\sum_i (\hat{Y}_{it|j} - Y_{it|j}^{real} - \gamma)^2}
\]

\[
= \frac{\sum_i (\hat{Y}_{it} - Y_{it}^{real})^2 + \sum_i \gamma_i^2 - 2 \sum_i \gamma_i (\hat{Y}_{it} - Y_{it}^{real})}{\sum_i (\hat{Y}_{it|j} - Y_{it|j}^{real})^2 + \sum_i \gamma_i^2 - 2 \sum_i \gamma_i (\hat{Y}_{it|j} - Y_{it|j}^{real})}
\]

\[
\approx \frac{\sum_i (\hat{Y}_{it} - Y_{it}^{real})^2 + \sum_i \gamma_i^2}{\sum_i (\hat{Y}_{it|j} - Y_{it|j}^{real})^2 + \sum_i \gamma_i^2}.
\]  
(16)

The square sum of the standard normal noise \( \sum_i \gamma_i^2 \) follows the chi-square distribution \( \chi^2(k) \), where \( k \) is the length of the sliding window. When the window length \( k \) is reasonably large, the third term in the above formulation can be omitted. The details of the omitting derivation can be seen in Appendix (A).

### 4.2 DWGC without causality indexing degenerates to Traditional Granger causality

We analyze the distribution of the F-statistic of the naive DWGC and give the following result.

**Theorem 1.** For the time series sliding windows with causalities, the probability of F-statistic of naive DWGC larger than the threshold \( P(F(k) > 1) \) is a monotone increasing function for \( k \) in the case where \( k \) is sufficiently large.

We prove the above theorem using the series expansion of \( P(F(k) = \epsilon) \) on each \( k \), and leave the details in Appendix (B).

This theorem can be intuitively analyzed from the expression of the F-statistic in Eqn. (16): for numerator, \( E(\sum_i (\hat{Y}_{it} - Y_{it}^{real})^2 + \sum_i \gamma_i^2) = k(E(\hat{Y}_{it} - Y_{it}^{real})^2 + 1) \), for denominator, \( E(\sum_i (\hat{Y}_{it|j} - Y_{it|j}^{real})^2 + \sum_i \gamma_i^2) = k(E(\hat{Y}_{it|j} - Y_{it|j}^{real})^2 + 1) \), so when \( k \) is sufficiently large, Eqn. (16) can be approximate to \( \frac{(\hat{Y}_{it} - Y_{it}^{real})}{(\hat{Y}_{it|j} - Y_{it|j}^{real})} > 1 \).

Without the causal indexing, the larger the sliding window length \( k \) is, the more accurate the DWGC method without the causality indexing would be. When \( k \) goes to infinity, the DWGC method without the causality indexing degenerate to the traditional causality method.
Figure 2: The scatter heatmap of $F_{\text{statistic}}$ results from the multiple tests. The tested data are the synthetic AR simulation data pairs with causalities. The causality analysis methods are naive DWGC without causal indexing (left) and DWGC with causal indexing (right). The black dashed line is the causality threshold $\epsilon = 1$. The area above the black dashed line is causal and the area below is not.

Fig. 2(left) is the scatter heatmap of F-statistic of the naive DWGC method. The x-axis is the sliding window length and the y-axis is the value of the F-statistic. This figure is done based on an experiment for a synthetic AR-simulation data with causalities, which will be further illustrated in the experiment section. As can be seen from the results, the expectation of F-statistic of naive DWGC is monotone increasing for the window length $k$.

4.3 DWGC with causality indexing generate more accurate causality result

In this section, we give the sufficient condition of $\Phi$ to improve our DWGC method.

**Theorem 2.** Certain causality-indexing $\Phi$ exists to improve the accuracy of our DWGC causality result on each window length $k$.

We prove the above theorem by adopting the series expansion of $F_{\text{statistic}}$ in (1), and take the increasing of each series after adding $\Phi$ as a sufficient condition to improve our DWGC effect.

Existence of $\Phi$ can be intuitively illustrated as follows. The important reason why the Eqn. (16) is unstable before adding $\Phi$ is that $(\hat{Y}_{it} - Y_{it})$, $\gamma_i$, and $(\hat{Y}_{it|j} - Y_{it|j})$ are all independently distributed Gaussian variables, so it gives an unstable influence on $F_{\text{statistic}}$. However, with the causal indexing $\Phi$, an causal reweighting method is to assign specific weights to establish correlation between each item by $\Phi$. For example, when $(\hat{Y}_{it} - Y_{it})$ is observed to be significantly out of the normal range, we give $\Phi$ to both scale down the fitting error and noise, so as to offset the negative effect of abnormal fitting values on time point $t$ on the whole $F_{\text{statistic}}$.

Besides, Eqn. (9) give another view to explain the existence of $\Phi$. During the experiment, we can include this theoretical sufficient condition into the regularization term of loss function (9) to help iterative optimization. In a word, our DWGC method’s effect can be improved by $\Phi$ satisfying certain condition. Concrete form of this sufficient condition is shown in Appendix C.

5 EXPERIMENTS

In this section, we present the empirical result comparisons of the dynamic window-level causality method.

5.1 Results on Synthetic AR/NAR Simulation Dataset

We first construct the dataset using AR and NAR simulations. The construction details are as follows: 1) The linear AR simulation construction: We simulate two linear AR time series with a random lag value randomly picked from one to nine. The initial value of $T_1, T_2$ is $T_{i,t} = \begin{cases} t & t \in [1, 5] \\ 11 - t & t \in [6, 10] \end{cases}$, $i=1,2$.

\[
T_{1,t} = m_1 T_{2,t-lag} + 0.02 \mathcal{N}(0, 1) \\
T_{2,t} = m_2 T_{1,t-lag} + 0.02 \mathcal{N}(0, 1),
\]

\[
m_1, m_2 = \begin{cases} 0.9 & p=0.95 \\ 10 & p=0.05 \end{cases}
\]
Figure 3: The partial simulation data in AR/NAR experiment, the blue/red curve represents two channels of the time series, arrows represent causal relationships. The starting position of each arrow is at the point when m1(m2) takes an abnormally large value. In this partial display, some of mutations are caused by causal effects and some are abnormal noise. It is easy to confuse causal effects with noise by direct observation.

2) The non-linear AR simulation construction: we simulate two non-linear AR time series with a random lag value randomly picked from one to nine. The initial value of $T_1, T_2$ is $T_{i,t} = \begin{cases} t & t \in [1, 5] \\ 11 - t & t \in [6, 10] \end{cases}$, $i = 1, 2$.

$$T_{1,t} = m_1 \text{Re}(\sqrt{T_{2,t - \text{lag}}^2 - 1}) + N(0, 1)$$

$$T_{2,t} = m_2 \text{Re}(\sqrt{T_{1,t - \text{lag}}^2 - 1}) + N(0, 1)$$

$$T_{3,t} = \sin(0.1t),$$

where $m_1 = \begin{cases} 10 & T_{3,t} > 0.9 \\ 0.9 & T_{3,t} < 0.9 \end{cases}$, $m_2 = \begin{cases} 10 & T_{3,t} < -0.9 \\ 0.9 & T_{3,t} > -0.9 \end{cases}$, lag $\in \{1, 2, 3, ...9\}$, and Re(·) takes the real part of the square root.

5.1.1 Experimental Results

A fragment of the AR/NAR simulation data is shown in Fig. 3 (left: AR and right: NAR). The arrows means the lag relation between the two series and we consider them as the ground truth of the dynamic causalities.

For the two AR/NAR simulation datasets, we first pre-process the data to make sure that the time series are stationary. The reweight function $g$ for causaling index (Eqn. (11)) as $(6\frac{\epsilon}{\alpha} - \tanh(\cdot))$, $\epsilon = 1$. Step length is taken as the window length.

**Table 1: Causality Recall of naive DWGC and DWGC(ours) on two AR/NAR simulation datasets**

| dataset       | method        | window length | 10      | 20      | 30      | 100     |
|---------------|---------------|---------------|---------|---------|---------|---------|
| AR simulations| naive DWGC    | 0.48(0.06)    | 0.49(0.05) | 0.77(0.03) | 0.77(0.02) |
|               | DWGC(ours)    | 0.72(0.03)    | 0.72(0.05) | 0.80(0.03) | 0.88(0.05) |
| NAR simulations| naive DWGC    | 0.59(0.06)    | 0.60(0.06) | 0.73(0.06) | 0.87(0.03) |
|               | DWGC(ours)    | 0.84(0.05)    | 0.90(0.02) | 0.84(0.08) | 0.88(0.02) |

**Table 2: Causality Accuracy of naive DWGC and DWGC(ours) on two AR/NAR simulation datasets**

| dataset       | method        | window length | 10      | 20      | 30      | 100     |
|---------------|---------------|---------------|---------|---------|---------|---------|
| AR simulations| naive DWGC    | 0.22(0.06)    | 0.43(0.05) | 0.82(0.03) | 0.90(0.02) |
|               | DWGC(ours)    | 0.23(0.03)    | 0.45(0.05) | 0.84(0.03) | 0.92(0.05) |
| NAR simulations| naive DWGC    | 0.42(0.07)    | 0.76(0.09) | 0.93(0.06) | 1.00(0.04) |
|               | DWGC(ours)    | 0.44(0.05)    | 0.79(0.04) | 0.94(0.05) | 1.00(0.03) |
On each window, if we detect $F_{\text{statistic}} > 1$ with at least a set of causality pairs in this window, our causality extraction on this window is successful. In this case, we calculate the accuracy/recall of the naive DWGC and DWGC methods on the data points with causalities in Table 1. As can be seen from the results, for the recall/accuracy rate, DWGC method performs better than naive DWGC method when the sliding window length is generally small. Besides, the recall rate of naive DWGC method increases with the sliding window length, which certifies the theoretical results.

5.2 Results on Climate Dataset for ElNiño

In this part, we verify the DWGC model on a real climate dataset, which has widely recognized seasonal causalities.

5.2.1 Academia Knowledge of ElNiño and monsoon

The climate academia already have the following definition on ElNiño: a climate phenomenon in the Pacific equatorial belt where the ocean and atmosphere interact with each other and lose their balance [34]. While monsoon generally refers to the seasonal conversion of atmospheric circulation and precipitation in tropical and subtropical areas, and two parameters are used to measure its strength: OLR (Outgoing Longwave Radiation) and MKE (Monsoon Kinetic Energy).

The causal interaction between ENSO and the east Asian monsoon has been extensively explored:
1. The causality $\text{ENSO} \Rightarrow \text{MKE/OLR}$ and $\text{ENSO} \Rightarrow \text{MKE/OLR}$ exists, especially in autumn and winter.
2. The reverse causal effect $\text{MKE/OLR} \Rightarrow \text{ENSO}$ and $\text{MKE/OLR} \Rightarrow \text{ENSO}$ also exists in spring and summer, the strength change of the Asian monsoon will in turn trigger the formation of ENSO event.

However, in recent decades, the accuracy of this ENSO-based causal model seems to have a downward trend. Therefore, the DWGC method would be helpful for analyzing the data with dynamic causalities like this.

5.2.2 Experiment

We used ENSO and Asian monsoon data in 1992 and the series trends can be seen from the part of the raw data in Fig. 4. We take the first four months as training data and the rest as the testing data [35]. For the comparison with prior knowledge, we selected the window length as one month.

We use our model (DWGC) to judge the window-level causalities between ENSO and Asian monsoon in every month. In Fig. 5, we show the F-statistic values of every month of DWGC and naive DWGC without causality indexing for two series (ENSO,MKE) and (ENSO, OLR). The x-axis is the month-time and the y-axis is the log-scale F-statistic value. The black dot-dash line with value zero is the F-statistic threshold. For naive DWGC without causality indexing, the causality between ENSO and two parameters of east Asian monsoon (MKE,OLR) can be successfully detected, but the difference of causality between May-Aug (spring and summer) and Aug-Dec (autumn and winter) is not significant. However, in our DWGC method, after detecting the basic causal relationship of $\text{ENSO} \Rightarrow \text{MKE}$ and $\text{ENSO} \Rightarrow \text{OLR}$, we further find that the causal relationship in autumn and winter is more significant than that in spring and summer in both of them with the larger F-statistic values. This significant causality variation detected by our DWGC is consistent with the academic knowledge [36].

In Fig. 6, we show the F-statistic values of every month of DWGC and naive DWGC for two series (MKE,ENSO) and (OLR,ENSO), with the same figure axis and F-statistics threshold of Fig. 5. For naive DWGC without causality indexing, we detect the causality $\text{MKE} \Rightarrow \text{ENSO}$ in Sep-Dec (autumn and winter) and the causality $\text{OLR} \Rightarrow \text{ENSO}$ in May-Jul (spring and summer) and Oct-Dec (autumn and winter). However, in our DWGC method, we detect the causality $\text{MKE} \Rightarrow \text{ENSO}$ and $\text{OLR} \Rightarrow \text{ENSO}$ in May-Aug (spring and summer). Compared to the naive DWGC method, our causalities results of DWGC are more close to the academia knowledge [37].
6 Conclusions and Future Work

In this paper, a new task is proposed to detect the window-level dynamic causal relationship between the time series data. By directly conducting the F-test on comparing the window level forecasting predictions with/without the cause channel, the naive DWGC can detect the window-level causalities. This naive DWGC is a special case of the traditional Granger method and is not accurate enough especially when the sliding window length is not large enough. We introduce a technique called “causal indexing” to reweight the original time series. The purpose of this technique is to decrease the effects of the auto-correlation noise and increase the cross-correlation causal effects. The improved DWGC method is proved to have better causality detection accuracies.

As far as we know, this paper is the first to propose and solve the new task of dynamic Granger causal relationship detection at the window level. In the experiments on two synthetic and one real datasets, we show that our DWGC method outperforms the traditional GC and the naive DWGC in sense of the causality detection accuracies.

The dynamic causalities detected by DWGC is restricted to the same sliding window of every time series. In the future, we are interested in detecting the dynamic causalities without prior knowledge of the sliding window length and between the different sliding windows, and further analyzing the effect of step length for the dynamic causality detection.
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A  The Simplification of F-test result

Lemma 1. If \( k \) is large enough, \( \sigma_0 = \sigma_0(\hat{Y}_t - Y_t^{real}) \), we have the probability density function:

\[
f_{\sum_{i=1}^{k} \gamma_i (\hat{Y}_i - Y_i^{real})} (x) = O(e^{-\frac{s_k}{2(\sigma_0^2 + 1)^2}})
\]

Proof. Due to that the sum and product of Gaussian variables still satisfy Gaussian distribution \( N(0, \sigma_0) \)(ignore the systematic error). We have:

\[
s_1 = \sum_{i=1}^{k} \gamma_i (\hat{Y}_i - Y_i^{real}) \sim \frac{1}{\sqrt{2\pi k(\sigma_0^2 + 1)}} e^{-\frac{\gamma_i^2}{2k(\sigma_0^2 + 1)}}
\]

\[
s_2 = \sum_{i=1}^{k} \gamma_i^2 \sim \frac{1}{2\pi} e^{-\frac{\gamma_i^2}{2}}
\]

\[
s_3 = \frac{\sum_{i=1}^{k} \gamma_i (\hat{Y}_i - Y_i^{real})}{\sum_{i=1}^{k} \gamma_i^2} \sim \int_{0}^{+\infty} \frac{1}{2\pi \tau(\frac{1}{2}) \sqrt{2\pi k(\sigma_0^2 + 1)}} e^{-\frac{\gamma_i^2}{2k(\sigma_0^2 + 1)}} \frac{1}{\sqrt{2\pi \tau(\frac{1}{2})}} \frac{t^{\frac{1}{2}}}{\tau(\frac{1}{2})} dt
\]

So

\[
f(s_3) = \int_{0}^{+\infty} \sum_{n=0}^{+\infty} \frac{1}{2\pi \tau(\frac{1}{2}) \sqrt{2\pi k(\sigma_0^2 + 1)}} \frac{(-\frac{\gamma_i^2}{2k(\sigma_0^2 + 1)})^n}{n!} e^{-\frac{\gamma_i^2}{2k(\sigma_0^2 + 1)}} \frac{1}{\sqrt{2\pi \tau(\frac{1}{2})}} \frac{t^{\frac{1}{2}}}{\tau(\frac{1}{2})} dt
\]

\[
= \sum_{i=0}^{+\infty} \frac{(-1)^n x^{2n}}{\tau(\frac{1}{2}) \sqrt{2\pi k(\sigma_0^2 + 1)}} 2^n n! k^n (\sigma_0^2 + 1)^n e^{-\frac{\gamma_i^2}{2k(\sigma_0^2 + 1)} + \frac{1}{2} \frac{1}{\tau(\frac{1}{2})} x^{2n} dt
\]

\[
\sim \frac{1}{\sqrt{2\pi \sigma_0^2 + 1}} \frac{1}{n!} e^{-\frac{\gamma_i^2}{2k(\sigma_0^2 + 1)}} x^{2n}
\]

Its convergence rate is significantly faster than that of the Gaussian variable in the same form(the rate is \( e^{6k^2} \)), which can be ignored as it tends to zero in most cases. ☐

B  Proof of Theorem 1

B.1  Preliminary

Nash efficiency coefficient \([38]\) is often used to evaluate the performance of simulation prediction, which is expressed as:

\[
Nash = 1 - \frac{\sum_{t=1}^{n} (\hat{Y}_t - Y_t)^2}{\sum_{t=1}^{n} (Y_t - E(Y_t))^2}, \quad Nash_{\phi} = 1 - \frac{\sum_{t=1}^{n} (\hat{Y}_t^\phi - \phi Y_t)^2}{|E(\phi)|^2 \sum_{t=1}^{n} (Y_t - E(Y_t))^2}
\]

if out model’s Nash efficiency coefficient is stable, that is: \( Nash = Nash_{\phi} \), we can get:

\[
\sum_{t=1}^{n} (\hat{Y}_t^\phi (\hat{Y}_t^\phi) - \phi Y_t)^2 = |E(\phi)|^2 \sum_{t=1}^{n} (Y_t^\phi (Y_t^\phi) - Y_t)^2,
\]

B.2  Proof

\[
f_{\hat{Y}_t}^k (\epsilon) = \sum_{i=0}^{k-1} \frac{k^i}{2\sqrt{\epsilon_0}} \left( \frac{\epsilon}{\epsilon_0} \right)^{k-1-i} \left( \frac{\epsilon}{\epsilon_0} \right)^{1-i} \frac{(\frac{1}{2})^{k-i} \tau(\frac{1}{2})}{\tau(\frac{1}{2}) (k+\frac{1}{2})^{2k} (k+\frac{1}{2})^{k-i}} \frac{2\epsilon_0^2 \sigma_0}{\tau(\frac{1}{2})}\right) \frac{2\epsilon_0^2 \sigma_0}{\tau(\frac{1}{2})^2}
\]

(22)
Let’s call each series \( g(\epsilon, k, i) \), so \( f_{F_{\text{statistic}}}^k = \sum_{i=0}^{k-1} g(\epsilon, k, i) \). We recursively prove that \( f_{F_{\text{statistic}}}^k \) is a monotonic function with respect to \( k \)(when \( k \) is greater than a certain value, \( \epsilon > 1 \)):

\[
\frac{d}{dk} \ln(g(\epsilon, k, i)) = \ln k + 1 - \ln(2\sigma \sqrt{\epsilon_0}) - F\left(\frac{k}{2}\right) - \frac{1}{2} F\left(\frac{k}{2} - i\right) + \frac{1}{2} \ln\epsilon + \frac{1}{2} F\left(\frac{k}{2} + i\right) - \frac{1}{2} \ln(1 + \frac{\epsilon - 1 - \epsilon_0}{\epsilon_0}) - \frac{i}{k} + \ln\left(\frac{2\epsilon_0 \sigma}{\epsilon + \epsilon_0}\right) + F\left(k - 1 - i\right) - \ln\left(\frac{k - 1 - i}{k}\right) \tag{23}\]

For each \( \epsilon > 1 \), if we can find \( \alpha, i \in (\alpha k - 1, \frac{1}{2}k - 1) \), we have

\[
\frac{2\sqrt{\epsilon_0 \epsilon}}{(\epsilon + \epsilon_0)\sqrt{1 + \frac{\epsilon - 1 - \epsilon_0}{\epsilon_0} \sqrt{\frac{1}{2} + \alpha}}} \binom{k}{1 - \alpha} > 0, \quad f_{F_{\text{statistic}}}^k(\epsilon) - \sum_{i=0}^{\epsilon k-1} g(\epsilon, k, i) = o(1) \tag{24}\]

We can get \( \frac{d}{dk} \ln(g(\epsilon, k, i)) > 0 \), so

\[
g(\epsilon, k + 2, i) > g(\epsilon, k + 1, i) > g(\epsilon, k, i), \quad \epsilon > 1 \tag{25}\]

Here comes to the conclusion:

\[
f_{F_{\text{statistic}}}^k = \sum_{i=0}^{k-1} g(\epsilon, k, i) < \sum_{i=0}^{k} g(\epsilon, k, i) < \sum_{i=0}^{k} g(\epsilon, k + 2, i) = f_{F_{\text{statistic}}}^{k+2} \tag{26}\]

Also, we can give a simpler proof:

**Proof.**

\[
P(F_{\text{statistic}} > 1) = P\left(\sum_i (\hat{Y}_{it} - Y_{it, \text{real}})^2 > \sum_i (\hat{Y}_{i} - Y_{it, \text{real}})^2\right) \tag{27}\]

\[
= 1 - \sum_{m=0}^{+\infty} \frac{\Gamma(k + m)(\frac{1}{\epsilon_0})^{\frac{3}{2} + m}}{(\frac{1}{\epsilon_0} + 1)^{k+m}\Gamma(\frac{k}{2})\Gamma(\frac{k}{2} + m + 1)} \tag{28}\]

Let’s take the derivative of the next term:

\[
\frac{\Gamma(k + m)(\frac{1}{\epsilon_0})^{\frac{3}{2} + m}}{(\frac{1}{\epsilon_0} + 1)^{k+m}\Gamma(\frac{k}{2})\Gamma(\frac{k}{2} + m + 1)}' \]

\[
= \phi(k + m) + \frac{1}{2} \ln\frac{1}{\epsilon_0} - \ln\left(\frac{1}{\epsilon_0} + 1\right) - \phi\left(\frac{3}{2}\right) - \phi\left(\frac{k}{2} + m + 1\right) \tag{28}\]

\[
< 0 \]

Therefore, equation [27] shows a single increasing trend with the increase of window length \( k \). \qed

**C  Proof of Theorem 2**

**Lemma 2.** If \( \gamma_t \) are \( k \) independent, circular symmetric complex Gaussian random variables with mean 0 and variance \( \phi_t^2 \), we have:

\[
f_{\sum_{t=1}^{k}(\gamma_t)}(x; k, \phi_1^2, \ldots, \phi_k^2) = \sum_{t=1}^{k} \phi_t^2 e^{-\frac{x^2}{\phi_t^2}} \prod_{j=1, j \neq t}^{k} \left(1 - \frac{\phi_t^2}{\phi_j^2}\right) \quad \text{for } x \geq 0 \tag{29}\]
Theorem 3. for each k, consider the window \( \{ \phi_1, \phi_2, \ldots \phi_k \} \), the sufficient condition for \( \int_1^{+\infty} f_k^k \phi_{\text{statistic}}(\epsilon) > \int_1^{+\infty} f_k^k \phi_{\text{statistic}}(\epsilon) \) is:

\[
\frac{1}{\phi_q^2} \prod_{j \neq q} (1 - \frac{\phi_j}{\phi_q}) > \frac{\tau(k-1)}{\tau(\frac{k}{2})^2} \frac{|E(\Phi)|^2}{\phi_q^2}, \quad \hat{\phi}_m = \phi_{2m} = \phi_{2m-1} 
\]

(30)

Proof. The \( F_{\text{statistic}} \) can be represented as follows:

\[
F_{\text{statistic}} \approx \sum_{i=1}^{\infty} (\hat{Y}_t \Phi - \hat{\phi}_1 Y_{\text{real}})^2 + \sum_{i=1}^{\infty} (\hat{\phi}_t \gamma_t)^2
\]

(31)

According to [31], two influencing factors - prediction error and noise - have changed. Using lemma 2, assume \( \phi_{2m} = \phi_{2m-1} \), we do the series expansion \( f_k^k \phi_{\text{statistic}}(\epsilon) = \sum_{q=1}^{\frac{k}{2}} \sum_{i=0}^{\frac{k}{2}-1} g_2(\epsilon, k, t, \phi_q) \), so the sufficient condition for 
\[
\sum_{q=1}^{\frac{k}{2}} g_2(\epsilon, k, t, \phi_q) > g(\epsilon, k, t), \quad \forall k, q:
\]

\[
\sum_{q=1}^{\frac{k}{2}} 2\phi_q^2 \prod_{j \neq q} (1 - \frac{\phi_j^2}{\phi_q^2}) (1 - \frac{\phi_q^2}{\phi_j^2}) > \frac{(k \frac{1}{2}) \tau(\frac{k}{2} + i)}{\tau(\frac{k}{2})^2} \frac{|E(\Phi)|^2}{\phi_q^2}
\]

(32)

Comparing the series expansion of naive DWGC and DWGC, the sufficient condition of (32) is:

\[
\sum_{q=1}^{\frac{k}{2}} 2\phi_q^2 \prod_{j \neq q} (1 - \frac{\phi_j^2}{\phi_q^2}) (1 - \frac{\phi_q^2}{\phi_j^2}) > \frac{(k \frac{1}{2}) \tau(\frac{k}{2} + i)}{\tau(\frac{k}{2})^2} \frac{|E(\Phi)|^2}{\phi_q^2}
\]

(33)

The sufficient condition can be converted to:

\[
\forall q, \sum_{q=1}^{\frac{k}{2}} 2\phi_q^2 \prod_{j \neq q} (1 - \frac{\phi_j^2}{\phi_q^2}) (1 - \frac{\phi_q^2}{\phi_j^2}) > \frac{(k \frac{1}{2}) \tau(\frac{k}{2} + i)}{\tau(\frac{k}{2})^2} \frac{|E(\Phi)|^2}{\phi_q^2}
\]

(34)

\[
\forall q, \sum_{q=1}^{\frac{k}{2}} 2\phi_q^2 \prod_{j \neq q} (1 - \frac{\phi_j^2}{\phi_q^2}) (1 - \frac{\phi_q^2}{\phi_j^2}) > \frac{(k \frac{1}{2}) \tau(\frac{k}{2} + i)}{\tau(\frac{k}{2})^2} \frac{|E(\Phi)|^2}{\phi_q^2}
\]

(35)

\[
\forall q, \sum_{q=1}^{\frac{k}{2}} 2\phi_q^2 \prod_{j \neq q} (1 - \frac{\phi_j^2}{\phi_q^2}) (1 - \frac{\phi_q^2}{\phi_j^2}) > \frac{(k \frac{1}{2}) \tau(\frac{k}{2} + i)}{\tau(\frac{k}{2})^2} \frac{|E(\Phi)|^2}{\phi_q^2}
\]

(36)

In all, the sufficient condition of improving the naive DWGC method is:

\[
\begin{align*}
\forall q, \frac{|E(\Phi)|^2}{\phi_q^2} > \beta, \\
\sum_{q=1}^{\frac{k}{2}} \frac{1}{\phi_q^2} \prod_{j \neq q} (1 - \frac{\phi_j^2}{\phi_q^2}) > \frac{\tau(k-1)}{\tau(\frac{k}{2})^2} \beta
\end{align*}
\]

(38)
Under this sufficient condition (30), we can add a regularization term to the original loss (9):

\[
\alpha \sum_{i,l} |\phi_{2l}^{i} - \phi_{2l+1}^{i}| + \beta \text{ReLU}(\frac{\tau(k - 1)(|E(\Phi)|^2)}{\tau(\frac{k}{2})^2} \frac{\phi_{p}^2}{\phi_{p}}_{\text{max}} - \sum_{q=1}^{\frac{k}{2}} \frac{1}{\phi_{q}^2} \prod_{j \neq q} (1 - \frac{\phi_{j}^2}{\phi_{q}^2}) ),
\]

(39)

where \( \sum_{i,l} |\phi_{2l}^{i} - \phi_{2l+1}^{i}| \) aims to prompt two adjacent \( \phi_{i} \)'s the same, \( 2l, 2l + 1, p \in (t, t + k - 1) \), \( \hat{\phi}_{m} = \frac{1}{2}(\phi_{2m} + \phi_{2m+1}) \).

At last, we further explain that it is possible to satisfy the inner variable of \( \text{ReLU}(\cdot) \) less than 0, so the loss function can be theretically easy to train after adding the regularization term.

We convert the \( \text{ReLU}(\cdot) \) of the regularization term (39) into a more concise form:

\[
\sum_{m=t}^{m+\frac{k}{2}-1} \frac{1}{\phi_{m}^2} + \sum_{2m \in (t, t + \frac{k}{2}-1)} |1 - \frac{\phi_{j}^2}{\phi_{2m}^2}| - 1^{+}
\]

(40)

\( \sum_{i,l} |\phi_{2l}^{i} - \phi_{2l+1}^{i}| \) aims to prompt two adjacent \( \phi_{i} \)'s the same, where \( 2l, 2l + 1, p \in (t, t + k - 1) \), \( \alpha_{1}, \alpha_{2}, N, Q \) are constants. We use \( [1] \sim [5] \) respectively to represent each item in regularization (40), and note where to use in the following derivation.

Without prejudice to the problem, we sort the \( \Phi_{q} \) in the above equation: \( \phi_{1} < \phi_{2} < \ldots < \phi_{\frac{k}{2}} \), and \( \frac{k}{2} \) is an even number, in equation (38), if \( q \in 2k + 1, k = 0, 1, 2, \ldots \), \( \frac{1}{\phi_{q}^2} \prod_{j \neq q} (1 - \frac{\phi_{j}^2}{\phi_{q}^2}) < 0 \), if \( q \in 2k, k = 1, 2, 3, \ldots \), \( \frac{1}{\phi_{q}^2} \prod_{j \neq q} (1 - \frac{\phi_{j}^2}{\phi_{q}^2}) > 0 \). So the sufficient condition of equation (38):

\[
\sum_{q=1}^{\frac{k}{2}} \frac{1}{\phi_{q}^2} \prod_{j \neq q} (1 - \frac{\phi_{j}^2}{\phi_{q}^2}) > \sum_{m=1}^{\frac{k}{2}} \frac{1}{\phi_{2m}^2} - \frac{1}{\phi_{2m-1}^2} + \sum_{m=1}^{\frac{k}{2}} \frac{1}{\phi_{2m}^2} - \frac{1}{\phi_{2m-1}^2} = \frac{1}{2} \sum_{i=1}^{\frac{k}{2}} \phi_{i}^2.
\]

(41)

Here, we have \( \phi_{1} < \phi_{2} < \phi_{3} < \ldots < \phi_{2m-4} < \frac{1}{4} \sum_{i=1}^{\frac{k}{2}} \phi_{i}^2 \). The sufficient condition in (38) can be transformed as:

\[
\sum_{q=1}^{\frac{k}{2}-4} \frac{1}{\phi_{q}^2} \prod_{j \neq q} (1 - \frac{\phi_{j}^2}{\phi_{q}^2}) > \sum_{m=1}^{\frac{k}{2}-4} \frac{1}{\phi_{2m}^2} - \frac{1}{\phi_{2m-1}^2} = \frac{1}{4} \sum_{i=1}^{\frac{k}{2}} \phi_{i}^2.
\]

(42)

\[
\sum_{q=1}^{\frac{k}{2}-3} \frac{1}{\phi_{q}^2} \prod_{j \neq q} (1 - \frac{\phi_{j}^2}{\phi_{q}^2}) = \sum_{m=1}^{\frac{k}{2}-3} \frac{1}{\phi_{2m}^2} - \sum_{m=1}^{\frac{k}{2}-3} \frac{1}{\phi_{2m}^2} = \frac{1}{4} \sum_{i=1}^{\frac{k}{2}} \phi_{i}^2.
\]

(43)

So under the regularization term, we have \( \sum_{i=1}^{\frac{k}{2}} \alpha_{i} > \frac{\tau(k-1)(|E(\Phi)|^2)}{\tau(k)} \frac{\phi_{p}^2}{\phi_{p}}_{\text{max}} \text{[3,4]} \) in most cases. Therefore, training regularization term (40) is a sufficient condition for training the original (39), while (40) is easy to train and converge.