Abstract

We overview physical effects of exchange frustration and quantum spin fluctuations in (quasi-) two dimensional (2D) quantum magnets ($S = 1/2$) with square, rectangular and triangular structure. Our discussion is based on the $J_1$-$J_2$ type frustrated exchange model and its generalizations. These models are closely related and allow to tune between different phases, magnetically ordered as well as more exotic nonmagnetic quantum phases by changing only one or two control parameters. We survey ground state properties like magnetization, saturation fields, ordered moment and structure factor in the full phase diagram as obtained from numerical exact diagonalization computations and analytical linear spin wave theory. We also review finite temperature properties like susceptibility, specific heat and magnetocaloric effect using the finite temperature Lanczos method. This method is powerful to determine the exchange parameters and g-factors from experimental results. We focus mostly on the observable physical frustration effects in magnetic phases where plenty of quasi-2D material examples exist to identify the influence of quantum fluctuations on magnetism.
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1. Introduction

At sufficiently low energies the magnetic degrees of freedom in compounds with transition elements can be mapped to effective spin exchange models. In the insulating state the range of these interactions $J_1$, $J_2$ etc. does not extend beyond a few neighbors. Then due to the directional character of classical spins (either single component Ising or multiple component vector type) commonly there is no unique ground state which simultaneously minimizes the energy of all exchange bonds if at least some of them are of the antiferromagnetic type. Such magnets are called ‘frustrated’ \[1,2\]. As a consequence there are macroscopic number of many body states with low energies making it difficult for the magnet to develop long range order at low temperatures. In quasi-two-dimensional (2D) or quasi-one-dimensional (1D) compounds the 3D ordering eventually may appear due to interlayer or interchain coupling.

Commonly two characteristic temperatures are accessible experimentally: The paramagnetic Curie-Weiss temperature $\Theta_{\text{CW}}$ and the magnetic ordering temperature $T_N$. Within mean-field approximation to a simple Néel-type Hamiltonian, the ratio $f := \Theta_{\text{CW}} / T_N$ is of the order of 1. Therefore, in case of predominantly antiferromagnetic exchange, a simple empirical signature of frustrated magnets might be that $f$ is considerably larger \[3,5\] because the moments do not have a unique ordered ground state to select leading to a small $T_N$. However, $f$ is difficult to quantify generally because the influence of frustration on the 3D bulk $T_N$ depends on the details of the model.

Naturally frustration and quantum effects are particularly pronounced in low dimension and in this review we restrict ourselves to $S = \frac{1}{2}$ Heisenberg quantum spin models in the simple and most important 2D (Bravais) lattices: square (rectangular) or triangular structures. Spin models on 2D lattices with basis like kagome [6,8], honeycomb (Heisenberg and Kitaev) \[9,12\], Shastry-Sutherland \[13,15\] or checkerboard \[16\] will not be discussed here. They belong to the larger class of 2D ‘Archimedean lattices’ \[17,18\]. However to obtain a proper perspective we also survey some other types of frustrated magnets in the introduction.

Generally one distinguishes two types of spin exchange frustration, firstly ‘geometric frustration’ when only AF nearest neighbor (n.n.) bonds are present and the exchange bonds cannot be simultaneously minimized because of local geometric constraints enforced by the lattice coordination as e.g. in the triangular or kagome lattice. Secondly ‘interaction frustration’ or competition when the n.n. interactions themselves are unfrustrated, as in the square lattice, but the exchange bonds to the next nearest (n.n.n.) or further neighbors introduce a conflict of spin orientation. In both cases the physical consequences are similar. In fact, as discussed later geometrically frustrated triangular and interaction frustrated square lattice models are related to each other.

Physically it is more important whether spin degrees of freedom have only a discrete symmetry as in Ising-type models or continuous rotation symmetry as in the Heisenberg case. In the former case (if transverse magnetic fields are excluded) the problem is one of classical statistical mechanics determined by the interplay of thermal fluctuations and magnetic frustration. This leads to typical effects like nonzero residual entropy in macroscopically degenerate ground states, complicated modulated or incommensurate (IC) magnetic structures in the strong frustration case and appearance of magnetization steps and plateaux. The latter are common in Ising systems \[19\] because spins cannot continuously rotate but must flip directions. If order appears at low temperature the ordered moments correspond to the classical value due to the absence of quantum fluctuations.

On the other hand in the non-classical Heisenberg spin systems one has the unavoidable simultaneous influence of frustration and quantum fluctuations (zero point motion of spin waves) at zero temperature complemented by thermal fluctuations (thermally excited spin wave modes) at finite temperature. For quantum spin systems ($S = 1/2$) even the pure unfrustrated Néel antiferromagnet (AF) on the square lattice has an ordered antiferromagnetic (AF) moment $m_Q \approx 0.6065$ in units of $g_\mu_B$ much reduced from the classical value $S$ due to zero point fluctuations. The influence of frustration may dramatically enhance the zero point fluctuations, physically through the appearance of low energy spin wave branches that are flat along lines in momentum space. The magnetization is mostly smooth as function of field due to the possibility of continuous canting of moments but nonlinear due to field dependent quantum effects. However, at certain rational values of the magnetization (in units of $g_\mu_B S$) like 1/2, 1/3, \ldots etc. rather narrow plateaux in the magnetization may appear. In contrast to the Ising case they have a quantum origin and may be understood by a stabilization of spin-wave bound states in narrow field intervals. However as discussed in Sec. \[10\] when the spin-space anisotropy of the model is tuned continuously from Heisenberg to Ising case the narrow plateau widens into an Ising type magnetization step.

Because in Ising systems the effect of frustration is not entangled with those of quantum fluctuations we devote some space to mostly 2D frustrated Ising models in this introduction. It is also the reason why historically they have
been considered first, namely the $J_1$-$J_2$ ANNNI (anisotropic or axial) next nearest neighbor Ising) model on the square (rectangular) lattice \[20\] \[21\] and the $J_1$-$J_2$ (anisotropic) triangular lattice Ising antiferromagnet (TLIA) \[22\]. Furthermore, due to their classical nature they are accessible for standard Monte-Carlo (MC) numerical simulations \[23\] \[24\]. The 2D ANNNI model is described by the Hamiltonian

$$\mathcal{H}_{\text{ANNNI}} = J_1 \sum_{\langle i,j \rangle \in \square} S_i S_j + J_2 \sum_{\langle\langle i,j \rangle \in \square} S_i S_j$$ \hspace{1cm} (1)$$

where $S_i$ are Ising spins and the FM n.n. couplings (...) $J_1 < 0$ extend along x,y directions while the AFM coupling ⟨⟨...) $J_2 > 0$ is present only for n.n.n along x direction. The phase diagram of this generic frustration model is shown in Fig. 1. For all control parameters $\alpha = -J_2/J_1$ the ground state is magnetically ordered except at the critical point $\alpha_c = 0.5$ where infinitely many phases with larger magnetic unit cell become degenerate. The frustration or competition between $J_1, J_2$ coupling (inset) leads to the possibility of the antiphase denoted (2). The temperature region immediately above the antiphase transition line was much discussed in the past \[20\] \[21\]. It was proposed to host a ‘floating phase’ without true long range order but algebraic decay of spin correlations. Over time this region has shrunk and is now believed to be exceedingly small \[23\] \[25\]. The model may be generalized to 3D, then it corresponds to FM (yz) planes coupled FM and AFM along x (as in the inset of Fig 1). It demonstrates the appearance of complex magnetic structures in order to compromise between frustrated exchange interactions. Mean field calculations \[26\] \[27\] and MC simulations \[28\] have shown that besides FM and antiphase (2) many more phases with larger unit cells are stabilized and their phase lines emanate all from the critical point $\alpha_c$ and show further branching at higher temperature. Finally they terminate in a boundary line to the paraphase. Close to this line the order parameter behaves essentially as a sinusoidal incommensurate (IC) structure. At a fixed $\alpha > \alpha_c$ the $T$-dependence of the modulation wave vector $q^*$ is first continuous and then shows step like ‘devil’s stair case’ behavior when locking in at various commensurate values, finally at $q^* = a^*/4 = \pi/2$ for the antiphase (2).

The interaction frustrated ANNNI model is a generic classical statistical model applicable not only to magnetism but also to charge order \[29\] and structural order \[30\], whenever sensible Ising degrees of freedom may be present. In magnetism the Ising behavior is among rare earth compounds which have an incomplete 4f$^n$ ($n = 1 - 13$) shell with total angular momentum $J$. The crystalline electric field (CEF) effect splits the (2J + 1)-fold degenerate multiplet. When the ensuing ground-state, separated by a large CEF splitting from other states, is a (Kramers or non-Kramers) doublet, an Ising pseudo-spin corresponding to the doublet degeneracy may be introduced which describes the low energy physics. A number of 4f compounds of this kind like monopnictides CeSb, CeP \[31\], triarsenide EuAs$_3$ \[32\] and recently CeSbSe \[33\] have been found where the magnetic phase diagram shows a similarity to the frustration driven devil’s stair case phenomenon and commensurate lock-in transition of the ANNNI model.
It is instructive to compare the 2D geometrically frustrated n.n. TLIA model with the 2D ANNNI model; the former is defined by (inset of Fig. 2)

\[ \mathcal{H}_{\text{TLIA}} = J \sum_{\langle ij \rangle \in \lambda} S_i S_j \]  

In contrast to the 2D ANNNI model it has no low temperature ordered phase, at least in the case \( S = 1/2 \) and up to \( S_c \approx 4 \) \[34\]. Instead the ground state is known to have a finite residual entropy and algebraic decay of spin correlations. It may be estimated by considering a possible ground state spin configuration with energy \( E_0 = (J/3)S^2 \) per bond and 1/3 of the spins in \( +S \), \( -S \) state or free (\( \pm S \) equally probable), respectively. Then a rough lower bound of the residual entropy per site is \( S_0/k_B > (1/3) \ln(2S + 1) \) or \( S_0/k_B > 0.231 \) for spin 1/2. It must be larger because ‘misfit’ clusters (dashed lines in the inset) are allowed energetically. For \( S = 1/2 \) its exact value was determined early by Wannier \[35\] to be \( S_0/k_B = 0.32306 \). The residual entropy curve as function of general spin \( S \) is shown in Fig. 2 from various numerical methods \[35\] where the arrow indicates Wannier’s value for spin \( S = 1/2 \).

We emphasize that the classical \( S = 1/2 \) TLIA model has a disordered ground state with residual entropy whereas the isotropic n.n. quantum Heisenberg model on the same lattice (Fig. 4) has long range magnetic order in the 120° spiral structure (wave vector \( \mathbf{Q} = (2\pi/3, 2\pi/3) \)), although it was originally also thought to be in a disordered resonant valence bond (RVB) state. The ordered moment of the spiral structure is, however reduced to \( m_0/S = 0.41 \) due to quantum fluctuations \[36\]. The reason for the different ground state is that due to the possible continuous SU(2) spin rotations the frustration in the Heisenberg case may be somewhat relaxed by choosing the compromise 120° spin structure. In fact the microscopic degree of frustration \( \kappa \) in the elementary triangular plaquette as defined in Eq. (6) is lower in the Heisenberg model (\( \kappa = 4/7 = 0.57 \)) than in the Ising model with \( \kappa = 2/3 = 0.66 \).

More recently geometrically frustrated Ising systems which are generally denoted as ‘spin ice’ compounds have gained a large prominence \[37, 38\]. This is because they may host a classical realization of an effective magnetic monopole gas in a Coulomb phase with long-range interactions. These cubic compounds of the type \( R_2M_2O_7 \) (\( R = Ho, Dy \) and \( M = Ti, Sn \)) have the 3D geometrically frustrated pyrochlore structure with a network of corner-sharing tetrahedra with 4f moments sitting at their vertices. Again, by the action of a CEF potential their local ground states may be Ising-pseudospin doublets. However, the essential new aspect of spin ice is that the local Ising axis is different at each corner, pointing along one of the four \([111] \) cubic diagonals that meet in the tetrahedron’s center. The pyrochlore structure may also be viewed as an alternative stacking of 2D planes with triangular and kagome structure \[39\]. Due to large moments \( (\mu \sim 10\mu_B) \) with extreme Ising character not only n.n. exchange interactions but also long range classical dipole-dipole couplings are important. In the elementary tetrahedra all configurations with two spins pointing to the tetrahedron center and two spins pointing away (‘2-in, 2-out’ structure), leading to zero net spin have the lowest energy. In the corner sharing network then there is a macroscopic number of possible ground state
Therefore, it is concluded that the high temperature peak at must be due to weak interactions between neighboring spins.
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\[ \text{frustrated kagome layers with 2-in,1-out (iio) and 1-in,2-out (ioo) spin configurations on corner-sharing triangles. Dark and white arrows indicate spins with and without components antiparallel to the out of plane field } \parallel \text{[111]} \text{ and temperatures between 0.34 and 1.65 K (adapted from} \]

\[ \text{configurations [40], they can be mapped into each other by applying spin flips along closed hexagon loops connecting a ring of tetrahedrons. The 2-in, 2-out ‘ice’-state was first proposed for the structurally frustrated cubic water ice where the ‘spin’ corresponds to real displacement of protons towards or away from the oxygen [41]. The estimate for the residual entropy per site of this macroscopically degenerate manifold of states is } \]

\[ \text{in good agreement with results from specific heat measurements in the spin-ice pyrochlore Dy}_2\text{Ti}_2\text{O}_7 [39][42]. They show a Schottky-type peak corresponding to a spin flip energy scale } J/k_B \approx 1K. \]

In a magnetic field along [111] the 3D tetrahedron spin ice state becomes polarized and finally changes to the 2D kagome spin ice state with 2-in, 1-out (or opposite) spin configuration as depicted in the inset of Fig. \[ \text{In a magnetic field along [111] the 3D tetrahedron spin ice state becomes polarized and finally changes to the 2D kagome spin ice state with 2-in, 1-out (or opposite) spin configuration as depicted in the inset of Fig.} \]

\[ \text{The spin-ice model in pyrochlores is popular for another reason: By representing the classical pointlike dipoles at the tetrahedron links by discrete dipoles with opposite ‘magnetic charges’ sitting at the tetrahedron centers, the spin ice model may be mapped to a Coulomb gas of magnetic charges [43]. The ice rule } \]

\[ \text{the meaning of a divergence free condition for the spin field } S(\mathbf{r}) \text{ Coarse grained over tetrahedron centers } i \text{ the spin field then corresponds to an effective magnetic field whose sources and sinks are the constituent monopoles of the spin-ice dipoles. The monopoles are created by flipping a dipole on the tetrahedron corner, which costs a spin flip energy } J. \text{ At temperatures above } T = J/k_B \text{ the monopoles are deconfined and can diffuse to large separations; the spin ice state with thermally excited spin flips may then be viewed as a gas of magnetic monopoles with long-range Coulomb interactions. Experimental evidence for the existence of individual monopoles is still controversial [38].} \]

The notion of macroscopic residual entropy in the frustrated spin systems is in conflict with the common interpretation of the third law of thermodynamics which requires that the true ground state of a real material should be unique without a remaining degeneracy. There is evidence that the highly symmetric TLIA model develops quasi-long range order when small perturbations like anisotropy and further neighbor exchange are added [24]. It is also expected from simulations that the residual entropy in pyrochlore and 2D kagome spin ice is removed by ordering at a temperature scale which is lower by about an order of magnitude compared to the dipolar spin-flip scale where the spin-ice state forms [37]. The order is characterized by a staggered structure of 2-in, 2-out and 2-out, 2-in tetrahedrons or it may be a dipolar spin glass state [44]. Spin models may also exhibit continuous accidental degeneracies for specific model parameters which are larger than requested by the global symmetries of the Hamiltonian. In such cases thermal fluctuations (and also quantum fluctuations) which normally work against order may lift these accidental degeneracies and
Figure 4: Square or anisotropic rectangular (a) and anisotropic triangular (b) lattice exchange models. Exchange bonds $J_1$ (solid lines) and $J_2$ (dashed lines) are indicated. In the rectangular lattice $J_1 \rightarrow J_{1a}, J_{1b}$ becomes anisotropic. The triangular lattice may be obtained from the square lattice model by deleting one set of diagonal $J_2$ bonds (short-dashed lines) and tilting the lattice. Further neighbor interactions $J_3$ are included (dotted lines). They are not equivalent in $\square$ and $\triangle$ lattices. Arrows indicate the frustrated 120° spin order of isotropic ($J_1 = J_2$) triangular model.

restore order. This mechanism has been termed ‘order by disorder’ [45, 46] and an example is discussed in Sec. 7.

The classical frustration picture for Ising spins presented so far is dramatically changed when the transverse spin components of quantum models are introduced. Then effects of frustration and quantum fluctuations have to be treated simultaneously, leading to new physical effects, even in the case of magnetically ordered ground states. In this case instead of thermally excited spin flip excitations with finite energy one has a zero point contribution in the ground state energy resulting from dispersive spin wave excitations. If the spin exchange model contains a continuous spatial symmetry then Goldstone modes appear which enhance this contribution, in particular in low dimension.

The zero point fluctuations, depending on the frustrated interaction control parameters, may eventually destroy the ordered moment completely in a certain range of these parameters. The ensuing nonmagnetic states without long range moment order are generically called ‘spin liquids’ or ‘quantum phases’. There are gapped as well as gapless spin liquids characterized by short range (exponential) or long range (algebraic) spin correlations, respectively. The most well known are the spin liquid state in the kagome lattice [6, 8], the pyrochlore lattice [38, 47] or in the square and triangular $J_1$-$J_2$ type Heisenberg models shown in Fig. 4 that are the topic of this review. It is the nonmagnetic quantum phases of these models that have drawn an enormous amount of attention. This is certainly justified from a fundamental theoretical point of view. They offer the possibility to study the emergence of exotic order like valence bond or spin dimer liquids and crystals and spin nematic states with unconventional excitation spectra and spin correlations. This subject is well covered in existing reviews [38, 48–50].

On the other hand it must be reminded that so far not a single square or triangular spin compound is known to show unanimous clear signature of any such quantum phases. In all triangular (generally anisotropic) or square (rectangular) compound classes investigated so far one eventually finds magnetic order at low temperatures. The moment formation is stabilized by small symmetry breakings in the exchange terms that reduce the classical degeneracies introduced by frustration and in addition by the effect of the interlayer coupling $J_{\perp}$. Even though the latter may be smaller by several orders of magnitude than the in-plane n.n. coupling $J$ (for the pure Néel case on the square lattice) the ordering temperature is sizeable because it is still proportional to the in-plane scale $J$ and it varies only logarithmically [51] with $J_{\perp}/J$ according to

$$k_B T_N = aJ/[b - \ln(J_{\perp}/J)]$$

where $a, b$ are numerical constants. This means that from a physical point of view the exclusive attention on quantum phases in the frustrated magnets seems not justified. In this review we therefore choose a different focus. We will mainly review the actual physical effects on frustrated spin systems that do order in one of the conventional AF phases. We discuss the results of systematic variation of ground state energies, magnetization and its quantum-stabilized plateaux, saturation fields, structure factor, susceptibility, specific heat and magnetocaloric effects as function of the frustration and anisotropy control parameters. In particular we study the behavior of ordered magnetic moment and its field dependence on these control parameters which gives the most direct visualization of the frustration effect in quantum magnets.
As theoretical methods we use the numerical exact diagonalization (ED) for finite size tiles complemented by finite size scaling procedure for the ground state properties. These numerical results are accompanied by analytical linear spin wave (LSW) calculations to cross check the overall validity range of these methods and support the confidence in the results. For thermodynamic properties the finite temperature Lanczos method (FTLM) is employed throughout which gives excellent results for temperature above the finite size gaps.

In reverse the comparison of theoretical and experimental results of these physical quantities is necessary to actually determine the frustration and anisotropy ratios of exchange parameters and to locate the position of a compound in the model phase diagram. In this context we show the results of systematic studies on the dependence of specific heat and susceptibility maxima positions and values as function of control parameters and their connections to the strength of frustration. Furthermore overall fitting of the temperature dependence of thermodynamic quantities using the FTLM will be discussed. We demonstrate that this is an excellent tool to extract the physical exchange parameters of 2D magnets.

This will be summarized for various important classes: oxo-vanadate, Cu-pyrazine and Cu-halide compounds. Similar methods are also important for organic spin compounds [52]. We show that the results of this analysis is in excellent agreement with direct spectroscopic determination of control parameters. In our view the aforementioned physical topics are the most important in the investigation of frustrated magnets. To make the review self contained however, we also briefly discuss some characteristics of quantum phases and in particular give a discussion why their existence may be prevented in real materials. This necessitates to discuss a few of the many possible generalizations of the generic $J_1$-J$_2$ models that are the central focus of this article.

The review is organized as follows: in Sec. 2 we introduce the parametrization of square and triangular Heisenberg exchange models of Fig. 4 and their classical phase diagrams are presented in Sec. 3. The numerical and analytical methods to investigate ground state properties are explained in Sec. 4 and the numerical technique to compute finite temperature properties in Sec. 5. Sec. 6 contains a discussion of the static structure factor measured in magnetic neutron diffraction experiments. The nonmagnetic quantum phases are summarily discussed in Sec. 7. Sec. 8 addresses characteristic plateaux formation which may appear in magnetization measurements. The application of theoretical analysis to three distinct classes of magnetic materials in presented in Sec. 9. We indicate possible extensions of the generic exchange models and the influence on the (non-) existence of quantum phases in Sec. 10 while Sec. 11 gives a brief summary of our review. Finally some technical details on the numerical ED and FTLM methods that have been used throughout this article can be found in the appendices.
2. Frustration of Heisenberg exchange model on square and triangular lattice

In two dimensions five Bravais lattices exist; square, rectangular, hexagonal (triangular), oblique rectangular and rhombic \cite{53}. We will discuss the magnetism of the Heisenberg model on the first three lattices which are realized in numerous physical examples. If we restrict to AF spin exchange to next neighbors only the triangular lattice shows competition between formation of singlet exchange bonds which is called ‘geometric frustration’. However, if further neighbor exchange interactions are added competition of the nearest neighbor (n.n.) and next nearest neighbor (n.n.n.) exchange bonds also appears in the square and rectangular lattice which is termed ‘interaction frustration’. Physically this distinction is not important and indeed we will treat both types of frustration within the same theoretical framework. The spin Hamiltonian for the 2D model with spin S comprising exchange and Zeeman term is then defined

\[ \mathcal{H} = \mathcal{H}_{\text{ex}} + \mathcal{H}_z, \]

where the first sum runs over bonds connecting sites i and j. The exchange tensor \( \hat{J}_{ij} \) consists of a symmetric part which will be restricted to a form with uniaxial (spin-space) anisotropy and an asymmetric Dzyaloshinskii-Moriya (DM) term, respectively:

\[ \mathcal{H}_{\text{ex}} = \sum_{(i,j)} \left[ J_{ij} (S_i^+ S_j^- + S_i^- S_j^+) + J_{ij}' S_i^- S_j^- + D_{ij} S_i \times S_j \right]. \]

For most part of this review we consider only the spin-space isotropic (\( J = J_1 \)) Heisenberg part which reads, explicitly

\[ \mathcal{H}_{\text{ex}} = J_1 \sum_{\langle ij \rangle} S_i \cdot S_j + J_2 \sum_{\langle ij \rangle} S_i \times S_j \]

with exchange bonds \( J_{ij} = J_1 \) for i, j being nearest neighbors, and \( J_{ij} = J_2 \) for i, j being next-nearest neighbors on square lattice as shown in Fig.4. For the triangular lattice we use the convention that both \( J_1, J_2 \) are n.n. exchange bonds that may be real-space anisotropic, i.e. \( J_1 \neq J_2 \), later we consider such possibility also in the rectangular lattice where \( J_1^i \neq J_1^j \). In addition models with further neighbor interactions \( J_3 \) will be discussed later. It is obvious from Fig.4 that the two models are related: The anisotropic triangular case is topologically equivalent to the square lattice model by cutting one set of the diagonal \( J_3 \) bonds in the latter.

It is useful to introduce a convenient polar parametrization of the model given by

\[ J_1 = J_c \cos \phi, \quad J_2 = J_c \sin \phi, \]

\[ J_c = \sqrt{J_1^2 + J_2^2}, \quad \phi = \tan^{-1} \left( \frac{J_2}{J_1} \right) \]

Table 1: (a) definition of symbols for general and special exchange models for square (top three) and triangular lattices (bottom four). (b) Equivalences of typical values for \( J_2/J_1 \) ratios and frustration angle \( \phi/\pi \) listed in anti-clockwise direction for \( \phi (-\pi \leq \phi \leq \pi) \). Values correspond to phase boundaries or special points (cf. Figs.5). 

---

\(^{3}\text{Here } \mu_{B} \text{H is the applied field, } g \text{ the gyromagnetic ratio and } \mu_{B} \text{ the Bohr magneton.}\)
where $J_\text{c}$ defines the energy scale and the polar angle $\phi$ is the frustration control parameter of the model that tunes between the different physical regimes. The advantage of using $\phi$ consists in mapping the model to a compact control parameter interval $-\pi \leq \phi \leq \pi$ in contrast to using directly the exchange ratio where $-\infty < J_2/J_1 < \infty$. For ease of comparison we give special equivalent values in Table 1.

The degree of frustration is shown in Fig. 5. Obviously for $J_2 \leq 0$ the model is unfrustrated and also when $J_1 = 0$. The maximum frustration $\kappa = 4/7$ is reached in the $J_2 > 0$ sector for the isotropic triangular case $J_1 = J_2 (\phi = \pi/4)$ and at $J_2/J_1 = -0.5 (\phi = 0.85\pi)$ corresponding to a classical phase boundary discussed below. Close to these regions of maximum frustration its interplay with quantum fluctuation will lead to the strongest suppression of ordered ground state moment.

Various extensions of the above generic 2D exchange model have been proposed by adding further interaction terms like rectangular anisotropy [54, 55], 3rd neighbor interactions [56], Dzyaloshinskii-Moriya (DM) asymmetric exchange [57] and ring exchange [58, 59] (Sec. 10).
The classical energy above that of the SP phase. These results may best be summarized in a compilation shown in Table 3.

The spiral (SP) phase appears as ground state in the triangular case instead of the commensurate CAF for the square lattice. From the behavior of the ground state energies as function of control parameter presented in Fig. 6 for the two cases is obvious that the classical phase boundaries are identical. However, in one sector for $J_2 > 0$ the incommensurate spiral (SP) phase appears as ground state in the triangular case instead of the commensurate CAF for the square lattice. From the energy curves we infer that this is caused by the missing $J_2$ bond in the triangular lattice which pushes the CAF energy above that of the SP phase. These results may best be summarized in a compilation shown in Table 3 valid for both square and triangular lattice.

The classical analysis can be extended to include an external field $\mathbf{H}$ conveniently oriented along $z$ (this is irrelevant for the spin-space isotropic exchange of Eq. (6)). In the antiferromagnetic phase the moments will be gradually tilted out of the plane by the field (Fig. 7b). We introduce $\Theta_\text{cl}$ as classical canting angle of moments from the $z$- direction such that $\Theta_\text{cl} = 0$ for the fully polarized phase above the saturation field $H_s$ and $\Theta_\text{cl} = \pi/2$ for zero field, corresponding to moments lying in the plane which may be assumed as a consequence of an infinitesimal easy-plane anisotropy. Then the classical ground state energy for $N$ spins, classical canting angle $\Theta_\text{cl}$ and homogeneous magnetic moment $m_0$ are

\[
\begin{array}{|c|c|c|}
\hline
\text{phase} & \mathbf{Q(\Delta)} & \text{equivalent } \mathbf{Q} \\
\hline
\text{FM} & 0 & \left(\pm 2\pi, \pm \frac{2\pi}{3}\right) \\
\text{CAF} & \left(\pm \pi, \pm \frac{2\pi}{3}\right) & \left(\pm 2\pi, \pm \frac{2\pi}{3}\right) \\
\text{NAF} & \left(\pm 2\pi, 0\right) & \left(0, \pm \frac{2\pi}{3}\right) \\
\text{SP} & \left(\pm 2\tan^{-1}\left(\sqrt{4\left(\frac{J_2}{J_1}\right)^2 - 1}\right), 0\right) & \left(\pm 2\tan^{-1}\left(\sqrt{4\left(\frac{J_2}{J_1}\right)^2 - 1}\right), \pm \frac{2\pi}{3}\right) \\
\text{SP(120°)} & \left(\pm \frac{2\pi}{3}, 0\right) & \left(\pm \frac{2\pi}{3}, \pm \frac{2\pi}{3}\right) \\
\hline
\end{array}
\]

Table 2: Classical ordering vectors for triangular ($\Delta$) lattice. For each phase the possible equivalent wave vectors in the first BZ that produce the same spin structure are given.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{phase} & E_{cl}/(NS^2) & \text{ground state} & \text{conditions} & \text{range} \\
\hline
\text{ferromagnet (FM)} & 2J_1 + (1 + \zeta)J_2 & \mathbb{Q} \text{ and } \Delta & J_1 \leq 0 \text{ and } \frac{J_2}{|J_1|} \leq \frac{1}{2} & \phi \in [0.85\pi, \pi] \cup [-\pi, -\frac{\pi}{2}] \\
\text{antiferromagnet (NAF)} & -2J_1 + (1 + \zeta)J_2 & \mathbb{Q} \text{ and } \Delta & J_1 \geq 0 \text{ and } \frac{J_2}{|J_1|} \leq \frac{1}{2} & \phi \in [-\frac{\pi}{2}, 0.15\pi] \\
\text{columnar AF (CAF)} & -(1 + \zeta)J_2 & \mathbb{Q} \text{ only} & J_2 \geq 0 \text{ and } \frac{J_2}{|J_1|} \geq \frac{1}{2} & \phi \in [0.15\pi, 0.85\pi] \\
\text{spiral (SP)} & -J_2 \left[1 - \zeta + \frac{1}{2} \left(\frac{J_2}{J_1}\right)^2\right] & \Delta \text{ only} & J_2 \geq 0 \text{ and } \frac{J_2}{|J_1|} \geq \frac{1}{2} & \phi \in [0.15\pi, 0.85\pi] \\
\text{commensurate SP (120°)} & -\frac{1}{2}J_1 & \Delta \text{ only} & J_1 = J_2 > 0 & \phi = \frac{\pi}{4} \\
\hline
\end{array}
\]

Table 3: Classical ground states: energies and conditions. Here $\zeta = 0$ for the anisotropic triangular lattice ($\Delta$) and $\zeta = 1$ for the square lattice ($\mathbb{Q}$).

3. The classical phase diagram

As an instructive reference for further discussion we now introduce the classical phase diagram obtained from minimizing the classical ground state energy $E_{cl} = NS^2J(Q)$ where $Q$ is the modulation vector of the magnetic phase and $J(k)$ the Fourier transform of the (spin-space isotropic) exchange tensor given by

\[
J(k) = \begin{cases} 
J_1 \left(\cos k_x + \cos k_y\right) + 2J_2 \cos k_x \cos k_y & \mathbb{Q} \\
2J_1 \cos \frac{1}{2}k_x \cos \frac{\sqrt{3}}{2}k_y + J_2 \cos k_x & \Delta 
\end{cases}
\]

in cartesian momentum coordinates. Minimization of $E_{cl}$ with respect to $Q$ leads to four possible magnetic phases: Ferromagnet (FM): $Q = (0, 0)$, Néel antiferromagnet (NAF): $Q = (\pi, \pi)$ and columnar antiferromagnet (CAF): $Q = (\pi, 0)$ or $(0, \pi)$ in the square lattice. A spiral phase (SP) with varying incommensurate $Q(\phi)$ appears as ground state in the triangular lattice where the spiral wave vector interpolates continuously between that of Néel and FM phase, see Table 2 for a complete list of ordering vectors. The classical value of the ordered moment for each phase is $m_0 \approx S$. (Unless otherwise noted, we express magnetic moments in units of $\mu_B$.)
Figure 6: Classical energies of four possible phases as function of control parameter for square (a) and anisotropic triangular lattices (b). Positions of phase boundaries are identical. $E_{cl}(\phi)$ for the four possible phases are denoted by full line (FM), long-dashed (NAF), dashed (CAF) and dotted line (SP).

Figure 7: (a) Classical phase diagram ($-\pi \leq \phi \leq \pi$) derived from classical ground state energies in Fig. 6 shown for the square lattice. The CAF phase is twofold degenerate (a,b). In the triangular lattice the CAF phase is replaced by the spiral (SP) phase. (b) Geometry of moments in the field $\mathbf{H} \parallel \hat{z}$. Here $m_0 = m_{tot} \cos \Theta_{zp}$, $m_Q = m_{tot} \sin \Theta_{zp}$, $m_{tot}$ are homogeneous, ordered (wave vector $\mathbf{Q}$) and total moment size respectively. $\Theta_{zp}$ is the total moment canting vector counted from $z$, including quantum corrections. In the classical case $m_{tot} = S$ and $m_0, \Theta_{zp} \rightarrow \Theta_{cl}$ are given by Eq. (12).
Figure 8: Classical saturation fields for triangular (full line) and square lattice (dashed line) models. They are asymmetric with respect to $\phi = \frac{\pi}{4}$ ($J_1 = J_2$) position.

given by

$$E_{cl} = NS^2 \left[ J(Q) - \cos^2 \Theta_{cl} (J(0) - J(Q)) \right],$$

$$\cos \Theta_{cl} = \frac{h}{2S(J(0) - J(Q))} = \frac{h}{h_s},$$

$$m_0 = S \frac{h}{h_s} \tag{12}$$

with $h := g\mu_B H$. The exchange Fourier transform $J(k) = (1/2) \sum_n J_n \exp(-ikR_n)$ comprises a sum over all bonds connecting an arbitrary but fixed site at position $R_i$ with its neighbors at positions $R_j = R_i + R_n$. Classically the canting increases linearly with the field corresponding in general to a noncoplanar cone- or umbrella configuration of moments up to the saturation field

$$\frac{h_s(\phi)}{2S} = J(0) - J(Q). \tag{13}$$

Using $J(Q) = E_{cl} \left[(NS^2) \right]$ for $H = 0$ from Table 3 with the physical wave vectors $Q$ that minimize $E_{gs}$ we obtain

$$h_s = \begin{cases} 4J_1 & \text{NAF } \square \text{ and } \triangle \\ 2(J_1 + 2J_2) & \text{CAF } \square \text{ only} \\ 2(J_1 + J_2) + \frac{1}{2} \frac{J_2}{J_1} & \text{SP } \Delta \text{ only} \\ \frac{9}{2}J_1 & \text{SP } \Delta (120^{\circ}) \end{cases} \tag{14}$$

The curve of classical saturation fields for both models is shown in Fig. 8. The saturation field, together with susceptibility and specific heat is an important tool to determine $J_1, J_2$ for a real compound.

Due to the quantum nature of spin, in particular for $S = 1/2$ and the low dimensionality the interplay of quantum fluctuations and frustration will strongly modify the classical picture as far as ground state energy $E_{gs}$, magnetization $m_0$ and ordered moment $m_Q$ are concerned. The former ($m_0$) may exhibit strongly nonlinear behavior, including plateau formation while the latter ($m_Q$) may become unstable in certain regions of the control parameter $\phi$ leading to nonmagnetic states, generically called ‘spin liquids’ or to more exotic order than magnetic. Furthermore in the stable magnetic regime the size of the ordered moment may exhibit nonmonotonic field dependence due to quantum corrections. Finally, in the triangular lattice the classical ordering vector of the spiral phase (Table 2) is generally incommensurate. Its dependence on triangular anisotropy is shown in Fig. 9.
4. Methods to treat quantum fluctuations in the ground state

In the classical or mean field picture of magnetic order the spin structure is uniquely determined by minimizing the mean field ground state energy. Then it is expected that contributions of quantum fluctuations of spins to the total ground state energy do not change its structure but renormalize the physical properties like ground state energy, size of ordered moment and magnetization. This topic will be discussed now using the analytical linear spin wave approach and unbiased numerical exact diagonalization treatment. The more subtle question what happens when the classical ground state is not stable due to effects of quantum fluctuations or has a continuous degeneracy will be approached later in Secs. 7 and 8.

4.1. Linear spin wave theory and physical consequences

We are mainly interested on the quantum effects of frustration in compounds with magnetic order, which comprises, as we shall see the largest part of the phase diagram. Therefore we may apply linear spin wave (LSW) theory based on the Holstein-Primakoff (HP) approximation [60–62]. Formally it corresponds to a 1/5 expansion around the magnetically ordered phase in terms of bosonic eigenmodes, the magnon excitations. This approximation is valid in the low density, i.e. the low temperature limit. The zero point energy of these modes then leads to a correction to the classical ground state energy. Likewise this results in a modification of magnetization and staggered moment which are accessible physical quantities that provide a test for the validity and limitations of LSW theory. In the presence of external field the HP expansion has to be performed in the local coordinate system whose z-axis is aligned with the tilted moment at every site. The details of this approach are described in Refs. [63, 64].

The HP transformation from local spin variables $S_i^a$ ($a = x, y, z$) to bosonic variables $a_i, a_i^\dagger$ at site $i$ is given by $S_i^x = \frac{1}{2}\sqrt{S/2}(a_i + a_i^\dagger)$, $S_i^y = -i\sqrt{S/2}(a_i - a_i^\dagger)$, and $S_i^z = -a_i^\dagger a_i$. Then, performing the Fourier transform $a_i = (1/\sqrt{N})\sum_k a_k \exp(-ik \cdot R_i)$ the exchange Hamiltonian Eq. (4) may be written as a bilinear (harmonic) form in the magnon creation and annihilation operators $a_k^\dagger, a_k$ of spinwave modes given in Eq. (18). The transformation coefficients are obtained as

$$a_k = u_k a_k + v_k a_{-k}^\dagger, \quad a_{-k} = v_k a_k + u_k a_{-k}^\dagger$$

(15)

to the magnon creation and annihilation operators $a_k^\dagger, a_k$ of spinwave modes given in Eq. (18). The transformation coefficients are obtained as

$$u_k^2 = \frac{1}{2} \left[ \frac{A(k) - \cos^2 \Theta (B(k) + 2A(0)) + (h/S) \cos \Theta}{E(h, k)} + 1 \right]$$

$$v_k^2 = \frac{1}{2} \left[ \frac{A(k) - \cos^2 \Theta (B(k) + 2A(0)) + (h/S) \cos \Theta}{E(h, k)} - 1 \right]$$

(16)

with the sign convention $u_k = \operatorname{sign} B(k)/|a_k|$, $v_k = |v_k|$ and $E(h, k)$ denoting magnon energies given below. We note that $\Theta$ in Eq. (15) is still the general canting angle that is determined by minimizing the total ground state energy. Just minimizing the classical part $E_{cl}$ leads to $\Theta_{cl}$. In the $1/5$ expansion scheme the latter appears, however, within the first $1/5$ quantum correction $E_{zp}$. The final result of the HP transformation is then the free magnon Hamiltonian

$$\mathcal{H} = E_{cl} + E_{zp} + S \sum_k E_{sw}(h, k) a_k^\dagger a_k$$

$$E_{cl} = NS^2(J(Q) - A(0) \cos^2 \Theta_{cl})$$

$$E_{zp} = NS J(Q) + \frac{S}{2} \sum_k E(h, k)$$

(17)

Here $E_{cl}$ is the (negative) classical ground state energy as before with $A(0) = J(0) - J(Q)$, the second term $E_{zp}$ is the (negative) energy of zero point fluctuations of magnon modes and the last term describes the free Hamiltonian of excited magnons. The total ground state energy is $E_{gs} = E_{cl} + E_{zp}$. The zero point contribution is of relative order
Figure 9: (a) Possible magnetic structures in the anisotropic triangular lattice. (b) Wave vector of the incommensurate spiral (SP) as function of control parameter $\phi$. Full line: classical value (Table 2), broken line: including $1/S$ quantum corrections.

$1/S$ as compared to the classical part. The spin-wave or magnon energy $\omega(h, k) = S E_{sw}(h, k)$ is obtained from the Bogoliubov transformation as

$$E_{sw}(h, k) = E(h, k) + C(k) \cos \Theta_{cl},$$

$$E(h, k) = \sqrt{[A(k) - B(k) \cos^2 \Theta_{cl}]}^2 - [B(k) (1 - \cos^2 \Theta_{cl})]^2,$$

(18)

where intra- and inter-sublattice interactions $A(k)$ and $B(k)$ as well as the interaction $C(k)$ which is antisymmetric in $k$ (only relevant for the SP phase) are given by

$$A(k) = J(k) + \frac{1}{2} [J(k + Q) + J(k - Q)] - 2J(Q),$$

$$B(k) = J(k) - \frac{1}{2} [J(k + Q) + J(k - Q)],$$

$$C(k) = J(k + Q) - J(k - Q).$$

(19)

We already mentioned that in the spirit of the $1/S$ expansion the appropriate canting angle $\Theta_{cl}$ to start from is the classical one of Eq. (12) even though this angle will also exhibit $1/S$ corrections due to zero point fluctuations leading to a modified $\Theta_{zp}$ (Eq. (27)) [63, 65]. In zero field $\Theta_{cl} = \pi/2$ and Eq. (18) reduces to

$$E(h, k) = \sqrt{A^2(k) - B^2(k)}$$

(20)

The total ground state energy $E_{gs}$ depends on frustration control parameter $\phi$ and field. The zero-point contribution is determined by the $\phi, h$-dependent spin wave energies which may become singular in the strongly frustrated regions of Fig. 5. Therefore we should expect that physical properties like ordered moment, magnetization and susceptibility will strongly depend on $\phi$ and show anomalous behavior in the same region. Within the LSW approach we obtain the following quantum corrected physical quantities per site [63, 65, 66].

Ground state energy,

$$\frac{1}{NS^2} E_{gs}(h) = \left(1 + \frac{1}{S} \right) J(Q) - A(0) \left(\frac{h}{h_s}\right)^2$$

$$+ \frac{1}{2NS} \sum_k \sqrt{[A(k) - B(k)] [A(k) + B(k) \left(1 - 2 \left(\frac{h}{h_s}\right)^2\right)]},$$

(21)
Ordered moment (in gµB).

\[ m_Q(h) = S \sqrt{1 - \left( \frac{\hbar}{\hbar_s} \right)^2 \left( 1 - \frac{h}{h_s} \right)^2} \sum \frac{1}{2S} A(k) \sqrt{A(k) - B(k)} - 1 + \left( \frac{h}{\hbar_s} \right)^2 B(k) \left( \frac{A(k) - B(k)}{A(0)} - 1 \right) \]  

(22)

At zero field this reduces to

\[ m_Q(0) = S \left[ 1 - \frac{1}{2S} \left( \sum \frac{A(k)}{E(h, k)} - 1 \right) \right] \]  

(23)

The numerical reference values for the simple square lattice NAF (□, φ = 0) are \( m_Q/S = 0.606 \) and for the isotropic triangular lattice (△, φ = π/4) \( m_Q/S = 0.478 \) [66].

Uniform moment (magnetization) (in gµB). Likewise we obtain

\[ m_0(h) = \frac{h}{\hbar_s} \left[ 1 + \frac{1}{2S} \sum \frac{B(k) (A(k) - B(k))}{A(0) E(h, k)} \right] \]  

(24)

Total moment (in gµB). The total moment according to the geometric presentation in Fig. 7b is given by \( m_{2tot}(h) = m_{2tot}(h) + m_{Q}(h) \) and is obtained from

\[ m_{tot} = S - \frac{1}{N} \sum (a_k^\dagger a_k) = S - \frac{1}{N} \sum v_k^2. \]  

(25)

Using the classical \( \Theta_{cl} \) in Eq. (16) this leads to

\[ m_{tot}(h) = S \left[ 1 - \frac{1}{2S} \left( \frac{B(k) (A(k) - B(k))}{E(h, k)} - 1 \right) \right]. \]  

(26)

Quantum corrected canting angle. We may also obtain the renormalized canting angle either from \( \Theta_{rp} = \tan^{-1}(m_0/m_Q) \) according to Fig. 7b or from minimizing the ground-state energy \( E_{gs} \) with respect to \( \Theta \).

\[ \cos \Theta_{rp} = \cos \Theta_{cl} \left[ 1 + \frac{1}{2S} \left( \frac{1}{N} \sum \frac{A(0) (A(k) - B(k) \cos^2 \Theta_{cl}) + B(k) (A(k) - B(k))}{A(0) \sqrt{(A(k) - B(k)) (A(k) + B(k)) (1 + 2 \cos^2 \Theta_{cl})}} - 1 \right) \right] \]  

(27)

where \( \cos \Theta_{cl} = \hbar/h_s \).
Quantum corrected uniform differential susceptibility. Finally we give the expression for \( \chi_0(h) = \frac{\partial m_0(h)}{\partial h} \),

\[
\chi_0(h) = \frac{1}{2A(0)} \left[ 1 + \frac{1}{2S} \sum_{\mathbf{k}} \frac{B(\mathbf{k}) (A(\mathbf{k}) - B(\mathbf{k}))}{A(0)E(h, \mathbf{k})} + \frac{1}{S} \cos^2 \Theta_{\mathbf{k}} \sum_{\mathbf{k}} \frac{B^2(\mathbf{k}) (A(\mathbf{k}) - B(\mathbf{k}))^2}{A(0)E^3(h, \mathbf{k})} \right].
\] 

(28)

The physically observable quantities listed above develop non-classical field dependence due to contributions of zero point fluctuations. The latter are controlled by the spin wave dispersion \( SE(h, \mathbf{k}) \). The zero point fluctuations increase when the spin wave energies are small in a large region of the BZ. This depends critically on the frustration due to diverging 1D quantum fluctuations and recovers at the spiral FM boundary.

This typical behavior is nicely illustrated by Fig. 11(a) where the size of the ordered moment for zero field is shown throughout the phase diagram of the triangular lattice. Consider the quantum spin case \( S = 1/2 \). For the unfrustrated HAF (\( \mathbb{1}, \phi = 0 \)) the moment is reduced to the well known value \( m_0/S = 0.606 \) (small circle). At the AF/spiral boundary the quantum corrections due to the anomalous spin wave excitations in Fig. 11(b) destroy the moment, it recovers to a LSW value \( m_0/S = 0.478 \) at the maximally frustrated isotropic point (\( \triangle \)) which is considerably lower than in the unfrustrated case. The ordered moment is also destroyed in a large region around the quasi-1D (\( \square \)) case due to diverging 1D quantum fluctuations and recovers at the spiral/FM boundary. This is quite different from the square lattice case presented below together with ED results for comparison (Fig. 14(b)) where \( \phi/\pi = 0.5 \) (\( J_1 = 0 \)) corresponds to two decoupled unfrustrated HAF sublattices with the stable moment as given above.

The linear spin wave method is simple and universally applicable to study quantum effects in magnetism. However it is a biased method due to the underlying assumption of magnetic order, i.e. a preferred direction in spin

---

3We note that this is not a frustration effect.
4.2. Numerical exact diagonalization (ED) method

Now we review the results from well established numerical exact diagonalization (ED) method used to calculate ground state properties and later also the finite temperature behavior of quantum spin systems [74, 75]. It is based on the Lanczos tridiagonalization of Hamilton matrices in spin space for spin clusters of finite size \( N \), supplemented by appropriate, commonly periodic boundary conditions (for an alternative see Ref. [76]). To obtain reliable ground state properties in the thermodynamic limit \( N \to \infty \) that can be compared to analytical spin wave results a finite size scaling analysis has to be performed. Furthermore one has to be careful in the choice of clusters involved in the scaling procedure. Only those which contain the symmetries of the possible ordered phases in the infinite lattice are useful for the numerics.

The technical implementation of ED is not an issue here, for more details we refer to [55] and Refs. [55, 64, 77]. In this method as a first step the Hamiltonian basis for the finite cluster or tile has to be specified. The number of states in Hilbert space is \((2^S + 1)^N\) which increases exponentially with tile size \( N \). This defines the severe restriction of the method to small tiles (here we use \( N \leq 32 \) tiles) and also implies the necessity of finite size scaling analysis. The Hamiltonian matrix in this space factorizes into sub-blocks when spin rotational symmetry around an axis \( (z) \) is preserved with \([S^z_{tot}, H] = 0 \) where \( S^z_{tot} \) is the total spin component along that axis. Furthermore to use periodic boundary conditions such that translational invariance \([t_R, H] = 0 \) is satisfied (\( R \) is a reciprocal lattice vector and \( t_R \) the translation operator) Bloch states are chosen as basis vectors. Due to the finiteness of the tiles the accessible \( k \) vectors are not dense in the BZ but form a reciprocal tile with the same size \( N \). Importantly the reciprocal tile must contain the wave vectors of possible classical ground states or wave vectors close to it. In Fig. [12] we give an example for a real and reciprocal space tile used in ED. See [55] for details on tile construction and classification.

For tiles with \( N > 10 \) the iterative Lanczos tridiagonalization algorithm has to be used. It has the advantage of requiring only little memory space because at each iteration step only three consecutive recursion vectors have to be stored and the extremal eigenvalues rapidly converge. This is sufficient to calculate ground state and (discussed later)
low temperature properties. The drawbacks of the method consisting in spurious eigenvalues due to rounding errors and incorrect ground state degeneracy may be alleviated by using a set of random starting vectors and averaging over the results. An essential question for a successful application of ED to such spin problems is: which tiles should one choose out of the many possibilities (there are 816 different tilings for the square lattice with 8 ≤ N ≤ 32). A priori, not all of them are useful to be included in the finite size scaling procedure. For that purpose criteria for ‘optimum tiles’ [55, 78] must be found. For the square lattice this is included in the request of a ‘maximum squareness’ ratio of the tile [55] which is defined by

\[ \rho_0 = \frac{\text{area}}{(\text{circumference}/4)^2} \]  

(29)
of the tile. If the tile is a true square \( \rho_0 = 1 \), for all other tiles \( \rho_0 < 1 \). Furthermore it is requested that the reciprocal tile contains the four classical ordering vectors (0, 0), (\( \pi \), \( \pi \)), (0, \( \pi \)), (\( \pi \), 0) for FM, NAF and CAF ph, CAF phases. The latter are two different domains in the square lattice but become different phases in the rectangular lattice (Sec.10.1). This leaves us with just a handful of optimal tiles (a list is given in [55, 78] which then exhibit smooth scaling behavior as function of \( 1/N \) for ground state energy, spin correlations etc. from which reliable thermodynamic limit values may be extracted.

The most important quantities to calculate are the uniform magnetization at finite magnetic field

\[ m_0 = \frac{1}{N} \sum_i \langle S_i^z \rangle \]  

(30)
which is the expectation value of z-component of spin \( S \) in the global coordinate system, and the ordered moment

\[ m_Q^2 = \zeta(Q) \lim_{N \to \infty} S_N(Q) \]

\[ S_N(Q) = \frac{1}{N} \sum_{i=1}^{N} \langle S_i S_j \rangle e^{iQ(R_i - R_j)} \]  

(31)
Here \( S_N(k) \) is the Fourier transform of the spin correlation function \( \langle S_i S_j \rangle \), i.e. the spin structure function, of a tile with size \( N \) where \( k \) belongs to the reciprocal tile (e.g. in Fig 12). Furthermore \( \zeta(Q) = 1 \) for FM and NAF phase and \( \zeta(Q) = 2 \) for CAF phase due to degeneracy of the latter. At \( H = 0 \), the normalization factor for tiles of size \( N \) to achieve the proper thermodynamic limit was shown to be \( N = N(N + 1/S) \) in Ref. [55]. To derive ground state properties a scaling procedure to the thermodynamic limit \( N \to \infty \) is needed. In Refs. [79, 80] their area dependence for the HAF \( (J_z = 0) \) has been derived using chiral perturbation theory. This result is used frequently in ED ground

Figure 13: Finite size scaling behavior of ground state energy (a) and ordered moment (b) for \( \phi = -\pi/3 \) in the Néel phase for square lattice. Circles correspond to tiles with maximum squareness, dashes to less optimal tiles. The inset gives the ED scaling laws and coefficients.
Figure 14: Results of ED finite size scaling analysis in comparison with LSW predictions for (a) the ground state energy and (b) the ordered moment of the (isotropic) square lattice model. In the gray areas ED scaling to a magnetic state breaks down indicating the region of a nonmagnetic spin liquid (Table 4).

state investigations [55, 78, 81]:

\[
E_{gsN} = E_{gs} + \frac{e_1}{N^{3/2}} + \frac{e_2}{N^2}
\]

\[
m_N^2(Q) = m_Q^2 + \frac{m_1^2}{N^{1/2}} + \frac{m_2^2}{N}
\]  

(32)

It is reasonable to assume that the scaling does not depend strongly on the details of short range interactions but only by the universality class defined by spatial \((D = 2)\) and order parameter \((n = 3)\) dimension. Sometimes scaling laws which involve exponents that are not simple fractions are also invoked [54]. In Fig. 13 the scaling with tile size is shown for ground state energy and ordered moment at a particular frustration angle \(\phi = -0.3\pi\) (NAF).

It is obvious from this figure that the restriction to tiles of maximum squareness (circles) as described above is essential to achieve a stable scaling to the thermodynamic limit. Less perfect tiles (bars) correspond to states with higher energy; they do not scale to the ground state energy and the scaling of the ordered moment has larger deviations for them. The quality of scaling depends considerably on \(\phi\). When frustration is absent as is the case for \(\phi < 0\) in the NAF phase of Fig. 13 it is smooth with small error in the result. In contrast in the frustrated regime (see Fig. 5) close to the classical NAF/CAF and CAF/FM phase boundaries the accuracy of scaling results decreases [55].

4.3. Comparative discussion of ground state properties

Here we present the compiled ground state results from the numerical ED scaling procedure in comparison to the analytical LSW results repeated throughout the phase diagram, i.e. as function of frustration control parameter \(\phi\). This is shown in Fig. 14 for the square lattice. The overall qualitative variation of \(E_{gs}(\phi)\) follows that of the classical energy \(E_{cl}(\phi)\) (dashed line in (a)). In the FM region they are identical because the classical “all-up” state is an eigenstate also in the quantum case. In the NAF and CAF region the presence of quantum fluctuations leads to a significant lowering of the ground state energy. It is reassuring that the LSW results (full red line) from Eq. (17) lead to an excellent agreement with the finite size ED scaling results (dotted line).

The ordered ground state moment \(m_Q(\phi)\) shown in (b) is particularly illuminating. In the FM phase it keeps the classical value \(m_Q = S\) and shows a continuous decrease in the NAF phase towards the well-known value \(m_Q/S = 0.606\) for the unfrustrated \(J_2 = 0\) (\(\phi = 0\)) case. Then for positive \(J_2\) (\(\phi > 0\)) the frustration increases and the ordered moment precipitously drops to zero at the classical NAF/CAF boundary as seen from LSW (full line) while ED scaling (dots) no longer converges in the associated gray shaded region. Thus there is a finite range of \(\phi\) around \(\phi/\pi = 0.15\) \((J_2/J_1 = 0.5)\) where the magnetic order is destroyed by diverging quantum fluctuations. This is correlated with large regions in \(k\) space with low energy spin waves that have a flat dispersion on lines in the BZ connecting the wave vectors \((\pi, \pi)\) and \((0, \pi)\) or \((\pi, 0)\) of NAF and CAF phases, respectively which are degenerate for \(\phi/\pi = 0.15\). The position and range of the moment instability along \(\phi\) axis is slightly different for both methods (Table 4). The nature of this nonmagnetic ‘spin liquid’ phase will be discussed further in Sec. 7.1.
The field dependence of the ordered magnetic moments clearly reveals the interplay of frustration and quantum fluctuations. Classically one would expect a very simple behavior (dashed line in Fig. 15), namely a canting of the AF ordered moments of fixed size $S$ out of the plane $\perp$ to the field direction whereby the cosine of the canting angle varies linearly with field strength (Eq. (12)) as illustrated in Fig. 7. However the inclusion of quantum fluctuations changes the picture dramatically. In the zero-field case they strongly reduce the total moment size. The amount of reduction is determined by the prevalence of frustration according to Fig. 14(b). On the other hand at the saturation field the moments are ferromagnetically aligned and quantum fluctuations are therefore turned off, thus the moment reduction is eliminated. This means that for intermediate fields the total moment $m_{\text{tot}}(h)$ (with uniform $m_0(h)$ and staggered $m_q(h)$ components) will not only rotate but will also increase. The ordered moment $m_q$ which is the projection to the abscissa in Fig. 15 will then first increase with field due to suppressed moment reduction and then decrease again due to the classical geometric effect of canting. Therefore $m_q(h)$ will depend non-monotonically on field strength. How noticeable this surprising quantum behavior is depends on the size of frustration. For large frustration the starting moment at $h = 0$ is strongly reduced and therefore will exhibit a most pronounced nonmonotonic field dependence.

These astonishing quantum effects are nicely illustrated in the parametric plot of Fig. 15 where classical (dashed line), spin wave (full line) and ED scaling results (black dots) are shown together for comparison for a strongly frustrated case with the initial reduction $m_q(h = 0) \approx 0.2$. We also show the LSW results near the unfrustrated pure Néel case ($\phi = 0$ or $J_2 = 0$) (dash-dotted line) where the ordered moment is already non-monotonic, though less pronounced. The LSW results for the frustrated case (full line) show excellent agreement with the ED scaling results. The pre-scaling results for all cluster sizes used are also presented which illustrates the necessity of a scaling procedure to obtain useful predictions for the thermodynamic limit. Because we need to scale at constant uniform moment per site (horizontal dashed lines in Fig. 15), this procedure is only possible for selected groups of finite tiles where the moment is not changed as function of tile size [82].

Furthermore the homogeneous magnetization $m_0(h)$ itself is instructive for the interplay of frustration and quantum effects. In the ED approach using Eq. (30) it will not be a smooth function of field because the states with a given total $S_z$ quantum number will cross as function of field strength [83]. Therefore states of consecutively higher $S_z$ become the ground state. This results in a step and plateau-like magnetization curve for finite tiles. Since the position and

![Figure 15: Parametric plot of uniform moment $m_0(h)$ versus ordered (staggered) moment $m_q(h)$. In this plot $h = 0$ corresponds to $m_0 = 0$ (moments align in a plane perpendicular to the field axis) and $h = h_c$ to $m_0 = S$ (moments align parallel to the field axis and gain their full classical value). Dashed line: classical ($\phi$-independent) result; full line: LSW result for moderate frustration ($\phi = 0.063\pi$). Symbols: ED results for finite size tiles ($N = 8 \ldots 30$). Filled circles: Finite size scaling results. For comparison the LSW result for the unfrustrated $J_2 = 0$ Néel antiferromagnet is shown as dash-dotted line.](image)
within the spin liquid phase (Table 4) discussed in Secs. 7 and 8. It is interpreted as a four spin bound state formation on a square plaquette in a narrow interval \( \phi/\pi \). Results show considerable scattering and tendency to large plateau formation whereas the LSW results at the CAF boundary between both methods. However in the strongly frustrated case close to the classical zone boundaries the ED results are more pronounced in the frustrated region of the phase diagram (Fig. 17).

A comparison of ED and analytical LSW results of the square lattice in particular cases a plateau in the magnetization may be stable in the thermodynamic limit (Sec. 8). Furthermore the smoothing of plateaux and steps also misses some subtle and striking quantum effects because it turns out that in particular cases a plateau in the magnetization may be stable in the thermodynamic limit (Sec. 8). Furthermore a comparison of ED and analytical LSW results of the square lattice \( J_1-J_2 \) model for general frustration parameter \( \phi \) confirms the overall observation that the nonlinear deviation from the classical linear behavior is much more pronounced in the frustrated region of the phase diagram (Fig. 17).

This figure shows that for \( \phi \) deep within the stable magnetic regions with little frustration there is excellent agreement between both methods. However in the strongly frustrated case close to the classical zone boundaries the ED results show considerable scattering and tendency to large plateau formation whereas the LSW results at the CAF/FM boundary \( (\phi/\pi = 0.75) \) become unstable (leading even to negative \( m_0(h) \) for small fields). An extension including spin wave interactions \([65]\) stabilizes the magnetic moment but does not lead to the physical correct behavior.

The pronounced ED plateau formation at \( m_0 = 1/2 \) at the classical NAF/CAF boundary is not just a finite size effect but persists even in the thermodynamic limit \([85]\) with a plateau width given by \( \Delta h/h_s = (h^+ - h^-)/h_s = 0.16 \) for \( \phi/\pi = 0.17 \) (Sec. 7, Fig. 30(b)) where \( h^\pm \) are the upper and lower critical fields of the plateau state (Sec. 8). Physically it is interpreted as a four spin bound state formation on a square plaquette in a narrow interval \( \phi/\pi \in [0.15, 0.18] \) \([86]\) within the spin liquid phase (Table 4) discussed in Secs. 7 and 8.

Figure 16: Homogeneous magnetization for the pure Néel case \( (\phi = 0) \) obtained from ED results (symbols) of various tile sizes \( N = 16 \ldots 30 \) of square lattice through the Bonner-Fisher construction.

widths of these steps varies with cluster size a scaling procedure at fixed field for the magnetization is difficult. A convenient empirical alternative to obtain a smooth magnetization curve is the Bonner-Fisher construction \([84]\) where the midpoints of steps and plateaux are connected to obtain \( m_0(h) \). This is shown in Fig. [16] for the pure square lattice Néel case \( (J_2 = 0, \phi = 0) \).

The combined Bonner-Fisher midpoint data for various cluster sizes reproduce a dense magnetization plot in this figure which gives a nice illustration for overall quantum effects in the nonlinear magnetization curves. However the smoothing of plateaux and steps also misses some subtle and striking quantum effects because it turns out that in particular cases a plateau in the magnetization may be stable in the thermodynamic limit (Sec. 8). Furthermore a comparison of ED and analytical LSW results of the square lattice \( J_1-J_2 \) model for general frustration parameter \( \phi \) confirms the overall observation that the nonlinear deviation from the classical linear behavior is much more pronounced in the frustrated region of the phase diagram (Fig. 17).

This figure shows that for \( \phi \) deep within the stable magnetic regions with little frustration there is excellent agreement between both methods. However in the strongly frustrated case close to the classical zone boundaries the ED results show considerable scattering and tendency to large plateaux formation whereas the LSW results at the CAF/FM boundary \( (\phi/\pi = 0.75) \) become unstable (leading even to negative \( m_0(h) \) for small fields). An extension including spin wave interactions \([65]\) stabilizes the magnetic moment but does not lead to the physical correct behavior.

The pronounced ED plateau formation at \( m_0 = 1/2 \) at the classical NAF/CAF boundary is not just a finite size effect but persists even in the thermodynamic limit \([85]\) with a plateau width given by \( \Delta h/h_s = (h^+ - h^-)/h_s = 0.16 \) for \( \phi/\pi = 0.17 \) (Sec. 7, Fig. 30(b)) where \( h^\pm \) are the upper and lower critical fields of the plateau state (Sec. 8). Physically it is interpreted as a four spin bound state formation on a square plaquette in a narrow interval \( \phi/\pi \in [0.15, 0.18] \) \([86]\) within the spin liquid phase (Table 4) discussed in Secs. 7 and 8.
Figure 17: Comparison of $m_0/S$ from LSW and ED (Bonner-Fisher construction) for various frustration control parameters $\phi$ in the square lattice phase diagram (inset). Each curve is offset by 0.25. For vanishing ($\phi/\pi = -0.17$) or moderate ($\phi/\pi = 0.41$) frustration there is excellent or good agreement. For large frustration strong deviations occur. For AF $J_1$ ($\phi/\pi = 0.17$) plateau formation (ED results) at $m_0/S = 1/2$ occurs (also Fig. 30 in Sec. 8). For FM $J_1$ ($\phi/\pi = 0.75$) LSW results are unstable.
5. Finite temperature methods and properties

The previous analysis of ground state properties takes it for granted that the exchange parameters for a specific planar magnet are known. However, this is often not easily achieved. They may be directly obtained by determination of magnetic excitations with inelastic neutrons scattering (INS) and fitting their dispersion to spin wave calculations. A more indirect method is the investigation of finite temperature properties like susceptibility $\chi(T)$, specific heat $c_V(T)$ and magnetocaloric coefficient $\Gamma_{mc}(T)$ which also probe these excitations. The characteristics like high temperature asymptotics and peak positions then give information on the exchange constants $J_1$ and $J_2$ involved. This may not be sufficient and ambiguities can remain. For example the first term in the high-temperature expansion \([87, 88, 90, 91]\) is already from high-temperature fits of the experimental results to the expressions above. However, fixing $J_{mc}^2$ and $\Theta_{C\!W}$ determines $J_1 + J_2$ (square lattice) or $J_1 + (1/2)J_2$ (triangular lattice) and $|J_1 - J_2|$, but the sign of the latter is undetermined.\footnote{More general: For a $S = 1/2$ isotropic exchange model with $n_1$ nearest and $n_2$ next nearest neighbors, $n_1 J_1 + n_2 J_2 = 4k_B \Theta_{C\!W}$ and $(J_1 - J_2)^2 = [2(n_1 + n_2) J_{mc}^2 - (4k_B \Theta_{C\!W})^2] / (n_1 n_2)$ are fixed.} 

Using $J_c$ and $\phi$ instead, this is equivalent to having two possible values $\phi_{\pm}$ for the control parameter (cf. Fig. 25). They can lie in two different thermodynamic phases with distinct properties. This ambiguity and its implications were discussed for the square lattice model in Refs. [67, 89]. The coefficients of the high-temperature expansions for $\chi(T)$ and $c_V(T)$ are polynomial functions of $J_1$ and $J_2$ which are known up to at least eighth order \([87, 88, 90, 91]\). Nevertheless the ambiguity persists \([89]\), and it remains difficult to determine $J_1$ and $J_2$ solely from fits to the high temperature dependence of $\chi$ and $c_V$. One powerful additional diagnostic on this issue is the investigation of saturation fields \([63, 92]\) provided that they are in an accessible range (see Sec. 71 and Fig. 33).

5.1. Finite temperature Lanczos method

To overcome these difficulties the more powerful numerical finite temperature Lanczos method (FTLM) \([77]\) has been used successfully \([67, 78]\). In this approach the thermodynamic variables are expressed as traces over the statistical operator and averages for finite tiles are evaluated directly, leading to reliable results in the whole temperature range above the finite size gap region. From fits to experimental curves of specific heat and susceptibility the exchange parameters (and g-factors) may then be extracted (Sec. 79). The evaluation of statistical traces of operators $\langle A \rangle_p$ utilizes the eigenvalues and many-body wave functions from numerical ED of Hamiltonians on finite tiles. It is briefly described in \([A]\) for more details we refer to Refs. \([67, 75, 77, 93]\).
change Hamiltonian. The typical temperature dependence obtained from FTLM is shown in Fig. 18 (a) for various control parameters

\[ \chi(\mu) = \frac{\partial \mu}{\partial \mu} \]

\[ c_v = \frac{1}{N} \left( \frac{\partial \phi}{\partial T} \right)_B = \frac{\beta^2}{N} \left( \langle H^2 \rangle - \langle H \rangle^2 \right)_B \]

\[ \Gamma_{mc} = \frac{1}{N} \left( \frac{\partial \phi}{\partial B} \right)_S = \frac{1}{N} \frac{T}{c_v} \left( \frac{\partial \phi}{\partial T} \right)_B = \frac{1}{\beta} \left( \langle H^2 \rangle - \langle H \rangle \langle H \rangle \right)_B \]

\[ \chi^{(3)} = \frac{1}{N} \left( \frac{\partial^3 \phi}{\partial B^3} \right)_T = \frac{\beta^3}{\beta^3} \left( \langle (S^z_{tot})^3 \rangle - 3 \langle (S^z_{tot})^2 \rangle \langle S^z_{tot} \rangle \right)_B \]

for the molar linear susceptibility, specific heat, magnetocaloric coefficient (the adiabatic temperature change with field) and third order susceptibility (nonlinear field dependence of the magnetic moment) of a lattice tiling with tiles containing \( N \) sites, respectively. For zero field quantities one can set \( \langle S^z_{tot} \rangle_B = 0 \) in these expressions. \( B = \mu_0 H \) denotes the applied magnetic field. Unless otherwise noted we express \( \chi \) in units of \( N_1 J_0 \), \( c_v \) in units of \( R = N_1 k_B \), \( \Gamma_{mc} \) in units of \( g \mu_B / k_B \), and \( \chi^{(3)} \) in units of \( N_1 J_0 \). 

5.2. Discussion of susceptibility and specific heat

The susceptibility is the most useful and easily accessible quantity for a determination of parameters in the exchange Hamiltonian. The typical temperature dependence obtained from FTLM is shown in Fig. 18 (a) for various

\[ \frac{\chi(T) N[J_0, J_0^2/\mu_B^2]}{\chi(T_c)} \]
control parameters in the triangular lattice going from deep inside the spiral phase to the ferromagnet where \( \chi(T) \) diverges for \( T \to 0 \) in the thermodynamic limit. A non-monotonic \( \phi \) dependence of the susceptibility maximum (black dots) is clearly visible. The evolution of the maximum temperature \( T_{\text{max}} \) together with the susceptibility value \( \chi(T_{\text{max}}) \) is collected in Fig. 19.

Likewise the the specific heat curves are shown in Fig. 18(b). Here, the range of frustration angles \( \phi \) corresponds to the crossover between the 120-degree structure at \( \phi/\pi = 1/4 \) to the nonmagnetic quasi-1D case. In a large part of the AF region (not shown) two distinct maxima exist. As function of tile size these quantities converge rapidly to the thermodynamic limit, indeed the 28-site tile results agree with that of exact value from Bethe ansatz solution (centered circle) for the special 1D chain (||) case. The absolute maximum of \( T_{\text{max}}(\phi) \) appears in the unfrustrated AF region while the secondary, lower maximum corresponds to the 1D AF chain with quasi-LRO, its value is considerably reduced due to quantum fluctuations. Naturally \( T_{\text{max}}(\phi) \) moves to zero when approaching the FM phase. The local minimum appears at the maximally frustrated isotropic triangular (\( \Delta \)) case when the combined effect of frustration and quantum fluctuations leads to a large density of low lying excitations implying a peak in \( \chi(T) \) at low temperatures. The \( \phi \)-dependence of the peak height in the AF and spiral regime is rather flat but increases rapidly when approaching the FM phase (Fig. 19 b)). The qualitative picture for the square lattice model [67] is similar except that \( T_{\text{max}}(\phi) \) is less asymmetric. The ratio of main to side maximum value is 1.58 in the triangular lattice in Fig. 19(a) while it is only 1.1 for the square lattice model.

For the specific heat \( c_V \) (Eq. (40)) which is the second order cumulant of the energy only eigenvalues of the
Figure 20: Maximum position (a) and value (b) of the FTLM specific heat $c_V(T)$ as function of $\phi$ for the square lattice. Open (solid) circles are for sizes $N = 20$ (16).
latter and no matrix elements of operators are needed which renders it easier to calculate. On the other hand to obtain the experimental magnetic specific heat of a localized spin compound it is necessary to subtract the phonon contribution which is not so easy and may not lead to a unique position and value of the maximum in $c_V(T)$. Their calculated FTLM values scanned through the phase diagram are presented in Fig. 20 for the square lattice. For $c_V(\phi)$ the maximum position is now also finite in the FM sector. The temperature is smallest precisely at the classical NAF/CAF and CAF/FM phase boundary where the combined effect of frustration and quantum fluctuations is large and destabilizes the magnetic order parameters leading two high density of low lying spin excitations in this ‘spin liquid’ regime and therefore a specific heat peak at comparatively low temperature. In contrast to the trigonal case (Fig. 18) a double maximum structure never appears at any value of $\phi$ for the square lattice. Whether in the former case it survives in the thermodynamic limit is still questionable.

5.3. Magnetocaloric effects and adiabatic cooling

The LSW analysis has shown that the effect of frustration and quantum fluctuations in ground state properties is strongly suppressed by application of a magnetic field. This is due to the change in the spin wave spectrum when the moments become polarized. Therefore one should also expect corresponding changes in thermodynamic quantities with magnetic field, in particular the specific heat and the magnetocaloric coefficient where the latter measures the adiabatic change of temperature $dT_{ad} = \Gamma_{mc} dB$ with field change, i.e. the adiabatic field-cooling rate. The integrated temperature change under adiabatic field variation between $B_0$ and $B_1$ is then given by

$$\Delta T_{ad}(T, \Delta B) = - \int_{B_0}^{B_1} dB \frac{T}{c_V(T, B)} \left( \frac{\partial m_0(T, B)}{\partial T} \right)_B.$$

(41)

For practical cases $(\partial m_0/\partial T) < 0$ and therefore a cooling is achieved when the field is lowered adiabatically i.e. $B_1 < B_0$. This effect is of great technical importance for cooling applications and we refer to Refs. [94, 95] on this issue. The magnetocaloric coefficient of free paramagnetic spins is given by $\Gamma_{mc} = T/B$ and then $\Gamma_{mc}/\Gamma_{mc}^0$ defines the enhancement due to spin interaction effects. This qualitative statement is supported by the behavior of isentropics calculated within FTLM (Fig. 21). It shows that for large fields and temperature the ratio of $T/B = \Gamma_{mc}^0$ is constant for constant entropy (cf. Eq. (39)) and therefore is a suitable normalization quantity. The isentropics of the (isotropic) triangular lattice show qualitatively similar behavior [96].

The magnetocaloric FTLM results are presented in Fig. 22 as a contour plot of $c_V (a)$ and $\Gamma_{mc}/\Gamma_{mc}^0 (b)$ in the $\phi, B$ plane for the square lattice model. This representation has the advantage to reveal immediately how the enhancement

Figure 21: Isentropics in the CAF phase ($\phi/\pi = 0.74$) for tile 24:4-0 [9] in the $B-T$ plane. Lowest curve: $S = 0.05\mu_B$ (per site), highest curve: $S = 0.6\mu_B$. When approaching the saturation field from above (the fully polarized state) at low $T$ the slope of isentropics increases leading to the enhancement of the magnetocaloric coefficient that traces the saturation field curve as function of frustration parameter $\phi$ (cf. Fig. 22(b)).
of this quantities by interactions is related to the degree of frustration. Firstly both envelope curves in this figure track the saturation field curve of the square lattice in Fig. 8 in particular for \( \Gamma_{mc} \) (b). The specific heat at small fields shows two well localized maxima in the highly frustrated spin liquid regimes around the classical CAF/FM and NAF/CAF boundaries. In the latter \( (\phi/\pi \approx 0.15) \) the peak splits into a double peak structure at larger fields indicating that in a small \( \phi \)-region in between another type of order may be stabilized. On the other hand the magnetocaloric cooling rate inside the ordered regime is small because changing the field there leads to little entropy change. The maximum enhancement of the cooling rate is observed when approaching the transition to the ordered regime from above the saturation field. Interestingly the absolute maximum of magnetocaloric enhancement occurs at the saturation field well inside (as function of \( \phi \)) the NAF and CAF phases and not in the spin liquid regime at the NAF/CAF or CAF/FM boundary. This is due to the large specific heat peaks there which rather suppresses the cooling rate according to the second expression in Eq. (39) and also Eq. (41). The maximum enhancement factor obtainable in the square lattice model is about one order of magnitude. The magnetocaloric effect has also been investigated for other types of frustrated lattices using the classical Monte-Carlo method [97].
6. Neutron scattering and the static magnetic structure factor $S(q)$

A detailed understanding of the magnetism of the materials discussed later (Sec. 9) can be obtained by spectroscopic methods. For properties like magnetic order (or the absence of it) and the magnetic excitation spectrum, neutron scattering experiments belong to the key experimental tools. The magnetic moment of the neutron probes directly the static and dynamic magnetic properties of a sample via the weak dipolar interaction. The weak interaction with matter due to its neutrality also results in a large penetration depth, therefore the true bulk properties of a crystal can be studied. Furthermore it facilitates investigations at low temperatures and high magnetic fields. In a magnetic neutron diffraction experiment the differential scattering cross section measured is proportional to the static structure factor given by the Fourier transform of the spin correlation function:

$$S_{\text{def}}(q) = \frac{1}{N} \sum_{ij} e^{i\mathbf{q} \cdot (\mathbf{R}_i-\mathbf{R}_j)} \langle S_i^\alpha S_j^\beta \rangle$$

(Here and in the following we omit the time index of the moment operator in equal-time correlation functions and we implicitly assume time-independent, rigid ion positions). The clear distinction between the Néel phase with ordered as well as paramagnetic state.

### 6.1. Magnetically ordered phase

Typical interaction times in a diffraction experiment on a magnetically ordered system correspond to evaluating the spin correlation function in the limit of long time $t \rightarrow \infty$, where the individual spins lose their correlation. This means that in this case we can make the replacement

$$\langle S_i^\alpha S_i^\beta \rangle = \langle S_i^\alpha \rangle \langle S_i^\beta \rangle, \quad i \neq j.$$

Adding and subtracting $\langle S_i^\alpha \rangle \langle S_j^\beta \rangle$ to/from Eq. (42) for $t \rightarrow \infty$, we can write

$$S_{\text{def}}(q) = \frac{1}{N} \sum_{i=1}^{N} \left[ \langle S_i^\alpha S_i^\beta \rangle - \langle S_i^\alpha \rangle \langle S_i^\beta \rangle \right] + \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \langle S_i^\alpha \rangle \langle S_j^\beta \rangle e^{i\mathbf{q} \cdot (\mathbf{R}_i-\mathbf{R}_j)},$$

splitting the structure factor into a momentum-transfer independent background (first term above) plus a coherent scattering part.

For finite systems like those we are discussing with exact diagonalization, the assumption of vanishing intersite correlations and the appearance of spontaneous magnetic order is, of course, not correct. However it is useful to discuss selected limiting cases here to better understand the nature of the scattering process. We assume a spin-flop phase, i.e. magnetic ordering in the $xy$ plane with ordering vector $\mathbf{Q}$, and a uniform magnetic field defining the $z$ direction, and omit the incoherent part in Eq. (44). The cross-section of coherent magnetic diffraction of a magnetically ordered system in a uniform applied magnetic field, ignoring the Debye-Waller-Factor is evaluated as

$$\frac{d\sigma}{d\Omega} = \frac{N}{N r_0^2} \left[ \frac{2}{\pi} \frac{F(q)}{v_0} \langle S \rangle^2 \sum_{\mathbf{G}} \left\{ \sin^2 \Theta (1 + \frac{q^2}{Z^2}) \delta(q + \mathbf{Q} - \mathbf{G}) + \delta(q - \mathbf{Q} - \mathbf{G}) \right\} + \cos^2 \Theta (1 - \frac{q^2}{Z^2}) \delta(q - \mathbf{G}) \right].$$

The parameter $\Theta$ specifies the canting angle of the magnetic moments relative to the $z$ direction. Apart from the peaks at the nuclear Bragg positions $\mathbf{q} = \mathbf{G}$ proportional to the square of the induced moment or magnetization $m_0 \sim \langle S \rangle \cos \Theta$ which appear in a finite magnetic field only, additional intensity occurs at the positions $\mathbf{q} = \mathbf{G} \pm \mathbf{Q}$, which is proportional to square of the staggered moment $m_Q \sim \langle S \rangle \sin \Theta$, where $\langle S \rangle$ is the “length” of the ordered moment. This additional intensity is due to the $xx$ and $yy$ components of the structure factor.

---

5Here $g$ is the gyromagnetic ratio, $r_0$ the classical electron radius and $F(q)$ the dimensionless atomic magnetic form factor.
6.2. High temperature approximation

In a similar way as for the uniform susceptibility (Sec. 5), we can expand Eq. (42) in powers of the inverse temperature $\beta$. For a crystal with an isotropic exchange, the first two terms

$$S_{\text{HTSE}}(q) = S(S + 1) \left(1 - \frac{25(S + 1)}{3} \beta J(q)\right)$$

(46)

with $J(q)$ defined in Eq. (11) in many cases already give a good approximation at temperatures $T \approx J_c/k_B$ and above $[67, 89]$. For systems which order magnetically at low temperatures, $J(q)$ has minima for $q = Q + G$ where $Q$ is the ordering vector and $G$ a reciprocal lattice vector, therefore we can expect characteristic maxima in $S(q)$ at these magnetic Bragg positions in reciprocal space already above the magnetic ordering temperature.

6.3. Finite temperature Lanczos method

With the finite temperature Lanczos method, we can directly calculate the spin correlation functions $\langle S_n^{\alpha} S_n^{\beta} \rangle$ contained in Eq. (42) in an unbiased way (for details see A). Because $\langle S_n^{\alpha} S_n^{\beta} \rangle \neq 0$ in general, the effort to compute one of these correlation functions occurring in the sum is about twice as large as for thermodynamic quantities like the heat capacity and the susceptibility where the respective operators commute with the Hamiltonian.

Fig. 23 shows the resulting structure factor $S(q)$ for the square-lattice model with spin-space isotropic exchange at the special high-symmetry points in the irreducible triangle of the Brillouin zone. The values chosen for $J_1$ and $J_2$ are those obtained for Li$_2$VOSiO$_4$ from measurements of the magnetic susceptibility and the heat capacity $[67, 89]$. They correspond to frustration angles $\phi/\pi \approx 0.43$ (columnar phase) and $\phi/\pi \approx 0.07$ (Néel phase). Already for temperatures $T$ near $J_c/k_B$ (which is often the order of a few Kelvin), a clear distinction between the different antiferromagnetically ordered phases is possible: We find pronounced peaks at the ordering vectors of the respective ground states and we have $S(Q) > S(q)$ for all $q \neq Q$, reflecting the expected behavior from the associated broken symmetries in the thermodynamic limit.

This relation no longer holds necessarily in the spin liquid regime (not shown): There $S(q)$ is comparatively structureless and has approximately the same values for both $Q = (\pi, \pi)$ and $Q = (\pi, 0)$ at temperatures $T \geq J_c/k_B$ which is another indication that the strong frustration prevents magnetic order.

The temperature dependence of the static structure factor is illustrated in the three panels of Fig. 23. They show $S(q)$ of the square-lattice model for $q = (0, 0)$ (solid lines), $(\pi, 0)$ or $(0, \pi)$ (dotted lines), and $q = (\pi, \pi)$ (dashed lines). In each panel, the additional dash-dotted line displays $S_{\text{HTSE}}(q)$ given by the high-temperature expansion (HTSE) in Eq. (46) at those values for $q$ where it actually diverges for $T \to 0$. In both antiferromagnetically ordered phases, $S(q)$ is at maximum for the ordering vector $Q$ which decreases as a function of $T$, eventually approaching the $T \to \infty$ value $S(S + 1) = 3/4$. For a given temperature, the relation $S(Q) > S(q), q \neq Q$ always holds, and $S(q) \approx 0$ for $q \neq Q$ at
Figure 24: Temperature dependence of the static structure factor $S(q)$ of the square-lattice model for $q = (0, 0)$ (solid lines), $(\pi, 0)$ or $(0, \pi)$ (dotted lines), and $q = (\pi, \pi)$ (dashed lines). From top to bottom: Columnar phase ($\phi/\pi = 0.5$), Néel phase ($\phi/\pi = -0.15$), and disordered SL regime ($\phi/\pi = 0.15$). The dash-dotted line in each panel shows the high-temperature expansions (Eq. (46)) at the respective value for $q$ where $S(q)$ diverges for $T \to 0$. 

Figure 24: Temperature dependence of the static structure factor $S(q)$ of the square-lattice model for $q = (0, 0)$ (solid lines), $(\pi, 0)$ or $(0, \pi)$ (dotted lines), and $q = (\pi, \pi)$ (dashed lines). From top to bottom: Columnar phase ($\phi/\pi = 0.5$), Néel phase ($\phi/\pi = -0.15$), and disordered SL regime ($\phi/\pi = 0.15$). The dash-dotted line in each panel shows the high-temperature expansions (Eq. (46)) at the respective value for $q$ where $S(q)$ diverges for $T \to 0$. 
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low temperature. Qualitatively, $S_{HTSE}(q)$ is a good approximation, however at low temperatures for the ordered cases it under-estimates the numerical results for $T \lesssim 5J_c/k_B$.

The behavior of $S(q)$ is quite different in the disordered regime (lower panel in Fig. 24): Here, $S(q) > S(0)$ for both NAF and CAF ordering vectors even at high temperatures $T \gg J_c/k_B$ [67]. Correspondingly, $S_{HTSE}(q)$ diverges for low temperatures at both ordering vectors as well.
7. Non-magnetic quantum phases

The calculation of ground state moment with numerical exact diagonalization scaling approach and the analytical linear spin wave approach have both demonstrated that in the square lattice model for \( J_2/J_1 \approx 1/2; (\phi \approx 0.15\pi, 0.85\pi) \), \( J_2 > 0 \) the magnetic moment breaks down due to large quantum fluctuations (Fig. 14 (b)). This signifies the appearance of a ‘spin-liquid’ phase on the CAF/NAF and CAF/FM boundaries. This interpretation is supported by the finite temperature anomalies in the specific heat as discussed above. In the triangular lattice the instability occurs only close to the SP/NAF boundary and obviously around the quasi-1D region (Fig. 11) where it is not related to frustration.

Although they are not the main topic of this review we discuss briefly some proposals for their nature which has been scrutinized in an enormous amount of theoretical work (for a review, see [48–50]). The generic designation ‘spin liquid’ encompasses many different types of ground states, genuinely disordered as well as exotic, non-magnetically ordered. They are characterized by exponentially or algebraically decaying spin correlations when the spin excitations are gapped or gapless respectively. A particular case of the latter is the quasi-1D U(1) spin liquid with gapless fermionic spinon excitations [99].

It must be said clearly, however, that presently there is no real 2D square or triangular lattice material candidate, at least among transition metal insulators, that exhibits such a non-magnetic ground state. Therefore we find it justified not to give too much attention to these special phase regions. Interestingly, the opposite ‘order by disorder’ scenario where quantum fluctuations stabilize magnetic order by selecting among a continuously degenerate classical manifold is also realized in the square lattice model.

The appearance of special regions in the phase diagram may be understood by rewriting the Hamiltonian in Eq. (6) using block-spins on a square plaquette with sites denoted clockwise \( i = 1 \ldots 4 \) [67]. Since the square lattice is bipartite we may assign diagonal opposite sites \( i = 1, 3 \) to the A sublattice and \( i = 2, 4 \) to the B sublattice. Then, introducing \( S^A_i = S^A_1 + S^A_3 \) and \( S^B_i = S^B_2 + S^B_4 \) and denoting their combinations by \( S_{i_z} = S^A_i \pm S^B_i \) we can rewrite the
Figure 26: Energy (per spin, in units of $J$) of square eight-site cluster levels, classified according to total spin $\Omega = 0 \ldots 4$ as function of $\phi$ [67]. Line thicknesses indicate the degeneracy of the respective energy level, being either 1 (thin lines), 2, or 4 (thick lines). High degeneracies occur around the strongly frustrated positions ($\phi/\pi = 0.15, 0.85$) and the special unfrustrated points $J_1 = 0 (\phi/\pi = \pm 0.5)$ and $J_2 = 0 (\phi/\pi = 0, \pm 1)$.

$J_1 - J_2$ Hamiltonian in two equivalent forms $H^\pm$ as [67]

$$
H^+ = -2J_2S(S+1)N + \sum_{\square} H^\pm_\square,
$$

$$
H^\mp_\square = \pm \frac{1}{4} J_1 S^z_{\square} + \frac{1}{2} \left( J_2 \mp \frac{1}{2} J_1 \right) \left( (S^A)^2 + (S^B)^2 \right)
$$

Because the original Hamiltonian is symmetric under the transformation $S^B \rightarrow -S^B$, $J_1 \rightarrow -J_1$ we also have $H_{\pm} \leftrightarrow H_{\mp}$ under this transformation. This means firstly that the phase diagram on the classical level is symmetric under reflection at $J_1 = 0$ (Fig. 25). It is evident from this form that (i) $J_2/J_1 = \pm 1/2$ and (ii) $J_1 = 0$ are special cases where one of the two terms in Eq. (47) vanishes. For $J_2/J_1 = 1/2$ the lowest energy is achieved by any state for which the sum or difference of sublattice A, B spins vanishes on each square which leads to a very high classical ground state degeneracy. This is also reflected in the dispersionless spin waves leading to continuous degeneracy along BZ symmetry directions for these exchange ratios. This leads to the breakdown of the ordered moment and advent of exotic spin liquid phases. For $J_2 > |J_1|/2$, the classical ground-state energy does not depend on $J_1$ (see Table 3), thus the relative orientation of the A and B sublattice spins is arbitrary and again a continuous degeneracy results. For $J_2 < 0$ any small $|J_1|$ will lead to either FM ($J_1 < 0$) or NAF ($J_1 > 0$) phase already on the mean field level with a continuous transition between them. For $J_2 > 0$ the (negative) contributions of quantum fluctuations to ground state energy will select among the degenerate states and stabilize a collinear CAF order of the two AF sublattices which is termed as ‘order from disorder’ [45].

The large degeneracy of classical states is reflected also in the exact solution of the eight-site quantum model [67]. Its level scheme is presented in Fig. 26. A large number of level crossings can be seen, leading to degeneracies precisely at the special cases $J_2/|J_1| = 1/2 (\phi/\pi = 0.15, 0.85)$ and $J_1 = 0 (\phi/\pi = \pm 0.5)$.

7.1. Spin liquid vs. valence bond crystal phase at $J_2/J_1 \approx 1/2, J_1 > 0$

The designation ‘spin liquid’ is used generically for all many body ground states on spin lattices that do not exhibit long range magnetic order of some kind when temperature approaches zero. In the square lattice model the spin wave and ED results in Fig. (b) predict a breakdown of the ordered moment in the regime around $J_2/J_1 \approx 1/2 (\phi/\pi \approx 0.15)$. The estimated boundaries of this region (Table 4) differ considerably depending on the method; ED leads to an instability region $0.125 \leq \phi/\pi \leq 0.2$ corresponding to $0.4 \leq J_2/J_1 \leq 0.7$ where the frustration degree (Fig. 5) achieves its maximum. Then the question arises whether this intermediate phase is a genuine disordered ‘spin-liquid’ phase, e.g. a resonating valence bond state (VBS) [104] with a finite gap for spin excitations and short range spin correlations, a gapless spin liquid with algebraic spin correlations and fractionalized excitations (spinons).
or whether the ground state exhibits some other more exotic order that does not break SU(2) spin-rotation symmetry but possibly translational invariance. The latter has been frequently suggested in the context of VBS crystals. There a local spin-singlet formation occurs on dimers which are stacked in a staggered fashion such that the unit cell is enlarged. Most commonly this produces a striped VBS phase [105, 106] with doubling of the unit cell (Fig. 27) along the crystallographic $a$ or $b$ direction.

Using the bond-operator representation [115] the spin dimers in Fig. 27 may be represented by bosonic triplon $t_\alpha (\alpha = x, y, z)$ operators creating the dimer excited triplet states out of the singlet ground state. Expressing the spin operators in the $J_1 - J_2$ model by the $t_\alpha$ one arrives at an interacting bosonic triplon gas. This problem may be solved within hard-core boson approximation [105] which results in a spin gap (minimum energy of the single triplon dispersion or two-triplon continuum) phase with broken translational symmetry in the regime $0.38 \leq J_2/J_1 \leq 0.62$. The existence of the staggered VBS state has been challenged by unbiased DMRG calculations [108] on cylinders up to $2 \times 100$ sites. There it was concluded that long range VBS order is absent and the ground state is rather a genuine spin liquid in the range $0.41 \leq J_2/J_1 \leq 0.62$ without breaking of translational symmetry. The triplet spin gap in the VBS crystal case achieves a maximum value of $\Delta_t/J_1 \simeq 0.21$ at $J_2/J_1 \simeq 0.17$ where the maximum frustration (Fig. 5) occurs.

In the triangular model the zero-field 2D spin liquid range around $J_2/J_1 \simeq 0.5$ is less well investigated. In LSW the moment instability occurs only at this point. Dimer series expansion [113] and MSW theory [72] stabilize the AF phase and shift it to larger values of $J_2/J_1$ and also lead to a finite interval for the 2D spin liquid regime [66]. (Table 4).

7.2. The spin nematic phase sector at $J_2/J_1 \simeq -1/2$, $J_1 < 0$

This special case with FM $J_1 < 0$ has been studied more recently [67, 74, 109]. As for AF $J_1$ the ordered moment calculated in LSW approximation breaks down at this special value separating the classical CAF/FM phases. The region of instability on the FM side is very small in LSW and in zero-field ED scaling analysis (Table 4 and Fig. 14b). Analytical investigations of the phase diagram [109, 116] suggest a nonmagnetic phase in the range $0.41 \leq J_2/|J_1| \leq 0.62$ rather similar to the AF spin liquid regime (Fig. 25). On the other hand ED close to the classical saturation field gives indication about the nature of the nonmagnetic ground state [83]. For AF $J_1$ the instability of the fully polarized state below saturation field leads to single spin-flip (one-magnon) $S = 1$ states. In contrast for FM $J_1$ the first instability occurs in the two-magnon sector ($S = 2$) meaning that two magnon bound states appear first instead of single spin flip states. They have the form $|\phi \rangle = \sum_{i,j} \phi_{ij} S_i^+ S_j^+ |P \rangle$ where $P$ denotes the fully polarized state and $\phi_{ij}$ have d-wave type spatial symmetry. The existence of these two magnon bound states has also been corroborated by analytical methods [117]. When the field is lowered they may proliferate and eventually condense into a non-magnetic ground state which is of the spin nematic type. This order parameter does not break time reversal but the $C_4$ rotational and possibly translational symmetry.
degeneracy of LSW excitation spectrum showing Goldstone modes at wave vectors $(0, \pi)$. The two magnon operators can be expressed by the spin nematic tensor operators in Eq. (48) as

$$O_{ab}^{ij} = S_i^a S_j^b + S_j^a S_i^b - \frac{2}{3} \delta_{ab} \langle S_i \cdot S_j \rangle$$

(48)

Numerical evidence for this type of order comes from ED of up to $N = 36$ tiles [74]. Since it does not break spin rotational symmetry a Goldstone mode will appear whose signature may be found in inelastic neutron scattering [109].

It is primarily associated with the rotation of the spin-nematic quadrupole moment in the plane perpendicular to the field. The two magnon operators can be expressed by the spin nematic tensor operators in Eq. (48) as [109]

$$S_i^a S_j^b |P\rangle = \left[ O_{ij}^{xy} - i O_{ij}^{yy} \right] |P\rangle$$

(49)

where $O_{ij}^{xy} = (O_{xx}^{ij} - O_{yy}^{ij})/2$. This indicates that the nematic order parameter may be interpreted as resulting from a condensation of two magnon bound states when the field is lowered from saturation to zero.

7.3. The order-by-disorder regime

In the discussion of classical phases and their ground state energies (Sec. 3 and Fig. 6) for the square lattice we tacitly assumed the CAF phase structure as a collinear phase. Actually on the classical level this is not obvious, because the ground-state energy for $J_2/J_1 \geq 1/2$ does not depend on $J_1$ such that the two interpenetrating Néel sublattices (lattice constant $\sqrt{2}a$) are completely decoupled and a continuous degeneracy exists with respect to the relative rotation angle of the sublattice moments. In particular this leads to an accidental degeneracy of the $Q = (0, \pi)$ and $(\pi, 0)$ columnar states with FM order along $x$ and AF order along $y$ or vice versa. This is also reflected in the accidental degeneracy of LSW excitation spectrum showing Goldstone modes at wave vectors $(0, 0), (0, \pi), (\pi, 0), (\pi, \pi)$.

Table 4: Intervals of frustration/anisotropy ratio $J_2/J_1$ or frustration/anisotropy angle $\phi$ for square/triangular lattice where the classical magnetic order is destroyed or quantum phases are stabilized around $J_2/J_1 = 1/2 (\phi/\pi = 0.15, 0.85)$. The intervals of the magnetic instability or quantum phase stability regions differ widely depending on method and reference, sometimes having no overlap. Here SE = series expansion, BOT = bond operator theory, DMRG = density matrix renormalization group, PFFRG = pseudo-fermion functional renormalization group, VMC = variational Monte Carlo, MSW = modified spin wave theory, DSE = dimer series expansion.

| quantum phase                          | $J_2/J_1$ interval | $\phi/\pi$ interval | method-Ref.                  |
|----------------------------------------|--------------------|---------------------|------------------------------|
| spin dimer $\phi$                      | [0.378, 0.509]     | [0.115, 0.15]       | LSW [67]                     |
| $(J_2/J_1 = 1/2)$                       | [0.414, 0.726]     | [0.125, 0.2]        | ED [55, 64]                  |
|                                        | [0.35, 0.60]       | [0.11, 0.17]        | SE [107]                     |
|                                        | [0.38, 0.62]       | [0.11, 0.18]        | BOT [105]                    |
|                                        | [0.41, 0.62]       | [0.12, 0.18]        | DMRG [108]                   |
| spin nematic $\phi$                    | $[-0.513, -0.498]$ | [0.849, 0.853]      | LSW [67]                     |
| $(J_2/J_1 = -1/2)$                      | $[-0.498, -0.418]$ | [0.853, 0.874]      | ED [55, 64]                  |
|                                        | $[-0.70, -0.41]$   | [0.80, 0.88]        | ED [74, 109]                 |
|                                        | $[-0.45, -0.31]$   | [0.865, 0.904]      | PFFRG [110]                  |
| 2D spin liquid $\lambda$               | 0.5                | 0.148               | LSW [66, 111]                |
| $(J_2/J_1 = 1/2)$                       | [0.71, 0.91]       | [0.20, 0.23]        | MSW [112]                    |
|                                        | [0.68, 0.91]       | [0.19, 0.23]        | DSE [113]                    |
|                                        | [0.7, 0.8]         | [0.19, 0.21]        | VMC [114]                    |
| quasi-1D spin liquid $\lambda$          | $[3.894, \infty]$  | [0.42, 0.50]        | LSW [66]                     |
| $(J_1 \approx 0)$                      | $[-\infty, -5.35]$ | [0.50, 0.56]        | LSW [66]                     |
|                                        | [1.54, \infty]     | [0.32, 0.50]        | MSW [112]                    |
|                                        | [1.67, \infty]     | [0.33, 0.50]        | VMC [114]                    |
Except at $J_1 = 0$, this degeneracy on the classical level is lifted by the effect of quantum fluctuations which select the proper ground state by lowering its energy [119]. For finite $J_1$ it is most pronounced when the two sublattices are aligned, i.e. collinear. Indeed Fig. 14 (a) shows a significant lowering of the ground state energy of the collinear CAF structure with respect to the classical energy. Therefore for large $J_2/|J_1| (\phi \approx \pi/2)$ the long range magnetic order is actually stabilized by the effect of quantum fluctuations. This behavior has been coined ‘order-by-disorder’ [45, 46] and it is opposite to the destruction of the magnetic moment in the spin liquid and spin nematic regimes discussed before.

The degeneracy of the two CAF structures amounts to a hidden discrete Ising variable $\sigma$ in the problem corresponding to $\sigma = +1$ for CAF$_x$ state and $\sigma = -1$ for CAF$_y$ state. Therefore it has been proposed that even in 2D long range order of $\sigma$ may occur at a finite temperature [56] and this has been corroborated by MC calculations of the classical (large $S$) $J_1$-$J_2$ model [120]. On the other hand for the $S = 1/2$ quantum spin case such transition at finite T seems to be suppressed by quantum tunneling between $\sigma = \pm 1$ domains [119]. This may well be the case since neither high-temperature series expansion [119] nor the present FTLM method for $\chi(T)$ gives any indication of a finite temperature anomaly indicating such a transition.
8. Magnetization plateaux

The nonlinear magnetization curves obtained from spin wave theory based on the classical canted ground state configuration deviated from the strictly linear classical behavior, however, they are still smooth curves (Fig. 16). Depending on the control parameter more pronounced anomalies like magnetization plateaux occur. These are characterized by a constant magnetization with a rational value which persists over a finite field interval \([86, 121, 122]\). Plateaux states generally break the translational symmetry of the lattice but their microscopic wave function depends on the model. Aside from the simple Ising-type spin-flip plateaux (Sec. 1) one distinguishes two types \([123]\) in the Heisenberg case: i) Quantum plateaux which may be understood as Wigner crystallization of multiplets in a homogeneous background of singlets such as observed in spin ladders or the previously discussed 2D valence bond crystal. Such states do not have a classical analogy. ii) (Semi-)classical plateaux where the moment structure has a classical analogue are generally of the coplanar or collinear type. The latter are characterized by commensurate up (\(u\)) and down (\(d\)) spin patterns on the lattice which are stabilized in a finite field range by having comparatively large (negative) zero point fluctuation energy.

The most well understood case is the isotropic triangular model \((J_1 = J_2 \equiv J)\) \([121, 122]\). As for the square lattice model (Eq. (47)) its Hamiltonian in Eq. (4) may be rewritten as a sum over triangular lattice plaquettes \(p\) as \([122]\).

\[
\mathcal{H} = \sum_p \frac{J}{4} (S_{p,1} + S_{p,2} + S_{p,3} - \frac{h}{3J})^2
\]

(50)

where \(S_{p,i}\) denotes the spins in a plaquette. Classically when the spin operators are replaced by vectors we notice that the ground state energy is minimized for all spin structures that satisfy \((S_{p,1} + S_{p,2} + S_{p,3}) = h/(3J)\). The corresponding classical ground-state manyfold is therefore continuously degenerate. Previously, when calculating magnetization curves we used as classical starting point the non-coplanar canted helix or ‘umbrella’ state (Fig 28). However there are degenerate coplanar states (all plaquette moments are lying in the plane that contains \(H\)) like \(Y\), \(uud\) (collinear) and \(V\) states depicted within Fig. 28 that fulfill the above constraint and are classically degenerate with the umbrella state. Because the coplanar states have a larger (negative) zero point contribution to the ground state energy they are stabilized by quantum fluctuations in the above sequence when field increases to the saturation value \(h_s\). \([121]\). Since the collinear \(uud\) state has a constant magnetization \(m_0/S = 1/3\) in its stability region a magnetization plateau evolves around \(h \approx h_s/3\). The full magnetization curve was calculated in Ref. \([122]\) using variational energies for the coplanar states.
The resulting plateau width is shown in Fig. 29 as function of $1/S$. In the classical limit $1/S \to 0$ the stability region of collinear $uud$ state and hence the $m_0/S = 1/3$ plateau width shrinks to zero. The plateau width may also be estimated by using the magnetization curves $m_0(h) = -N^{-1}\partial E_{gs}(h)/\partial h$ obtained from the ground state energy for Y and V phases in linear spin wave theory by tracking their crossing with the $m_0/S = 1/3$ value of the $uud$ collinear phase. Conventional $1/S$ expansion leads to lower ($h_{c1}$) and upper ($h_{c2}$) critical fields for the $uud$ phase given by:

$$
\frac{h_{c1}}{S} = 3J - \frac{0.5J}{2S}; \quad \frac{h_{c2}}{S} = 3J + \frac{1.3J}{2S}
$$

and a corresponding plateau width $\Delta h/S = (h_{c2} - h_{c1})/S = 1.8J/(2S)$. This agrees reasonably well with the numerical ED results of Fig. 30a.

The question of magnetization plateaux is more difficult to understand for the anisotropic triangular ($J_1 \neq J_2$) model. In this case the coplanar phases are not degenerate classically compared with the umbrella phase and therefore are per se not at good starting point for $1/S$ expansion. This situation may be remedied by adding an artificial staggered potential with a variational parameter to the Hamiltonian which stabilizes the coplanar phases. Then again quantum corrections to the ground state energy of all coplanar and canted helix (umbrella) phase can be calculated in spin wave approximation. The resulting phase diagram is shown in Fig. 28. The $uud$ phase is stable in a finite field range not just at the isotropic point $J_2 = J_1$ but also in a wide range of the anisotropy parameter $J_2/J_1$. Therefore the $m_0/S = 1/3$ magnetization plateau also exists for this range of $J_2/J_1$. The critical values $J_1/J_2 \approx 0.55, 1.6$ where $h_{c1}$ and $h_{c2}$ in Fig. 28 merge into a point are very special. Analysis beyond the $1/S$ expansion suggests that around this point a finite region in $J_1/J_2$ plane with an exotic phase exists, either with spin nematic order or a chiral spin liquid phase.

Furthermore the $J_1/J_2$-h phase diagram for the triangular model in Fig. 28 is rather similar to that of a three-leg triangular Heisenberg model on a tube. The field induced sequence of phases of the quantum model in Fig. 28 appears also in the classical spin model at finite temperature. In particular the $uud$ phase which is not stable for classical spins at $T = 0$ (Fig. 25) acquires a finite stability region due to ‘order by disorder’ from thermal fluctuations.

Similar considerations hold for the square lattice $J_1$-$J_2$ model where the collinear $uud$ phase competes with the canted NAF and CAF phases considered in Sec. 4.1. The $uud$ associated magnetization plateau at $m_0/S = 1/2$ is, however constricted to a narrower region above the special point $J_2/J_1 = 0.5$ ($\phi/\pi = 0.15$). This agrees with the unbiased ED results for medium sized clusters in Fig. 17 for $\phi/\pi = 0.17$ ($J_2/J_1 = 0.6$) and is shown for the largest possible cluster $(N = 40)$ again in Fig. 30 for the same parameter. The $0.5 \leq J_2/J_1 \leq 0.65$ existence range of the plateau obtained from ED is also in qualitative agreement with the semiclassical analytical estimates. Recent DMRG calculations on finite cylinders report considerably more magnetization plateaux aside from the main

![Figure 29: Evolution of magnetization plateau width of isotropic triangular model with $1/S$. In the field range enclosed by the two curves $m_0/S = 1/3$ is constant. Full line is estimate from LSW and red dots are obtained from variational ground state energy.](image-url)
The stripe regime can exhibit a collinear uuud phase is stable for a finite field interval. This means the (extended) triangular quantum magnet in one at $m_0/S = 1/2$. It remains to be seen whether they survive in the thermodynamic limit.

In the square lattice model the $J_2/J_1$ range of the $m_0/S = 1/2$ plateau coincides with the spin liquid regime at zero field. In fact the appearance of the uuud plateau phase may be interpreted as the closing of the spin gap of the spin liquid phase in finite field. This situation is a rather different from the anisotropic triangular case. There the collinear three-sublattice uud structure which leads to a magnetization plateau at $m_0/S = 1/3$ appears mainly centered above the isotropic ($\Delta$) $J_2 = J_1$ point with a stable 120° AF spiral magnetic structure and not above the 2D spin liquid regime at $J_2/J_1 \approx 1/2$ (at $J_1/J_2 \approx 2$ in Fig. 28).

Experimentally magnetization plateaux were observed in the 2D triangular Cs$_2$CuBr$_4$ compound [132] and were proposed already before in the quasi-1D triangular chain compound CsCuCl$_3$ [133]. More recently they have also been found in the 2D triangular compounds Ba$_3$CoSb$_2$O$_9$ ($S = 1/2$), Ba$_3$NiSb$_2$O$_9$ ($S = 1$) [134] and RbFe(MoO$_4$)$_2$ ($S = 5/2$) [135]. The widths of observed $m_0/S = 1/3$ plateaux follow well the predictions in Fig. 29.

Another example of quantum plateau formation is found in an extended $J_3 - J_1 - J_3$ isotropic triangular model with n.n. exchange $J_3$ [136] (see also Sec. 10). For zero field this model has a four-sublattice stripe phase for $J_3/J_1 > 0.135$ (Fig. 51). On the classical level it is infinitely degenerate for all spin structures that minimize Eq. (50). The proper order is then chosen by the ‘order-by-disorder’ mechanism. This means that at a given field the phase with the largest decrease of ground state energy due to quantum fluctuations is stabilized. Surprisingly for fields $h/J_3 \approx 1/2$ the collinear uuud phase is stable for a finite field interval. This means the (extended) triangular quantum magnet in the stripe regime can exhibit a $m_0/S = 1/2$ plateau like the square lattice model instead of the 1/3 plateau in the case of the original n.n. ($J_3 = 0$) triangular model.
9. Application to 2D $S = 1/2$ magnetic compounds

We have emphasized before that we find the effects of frustration and quantum fluctuations in square and triangular 2D magnets most interesting because they have experimental realizations, unlike in the case of more exotic quantum phases. There are two aspects to consider: Firstly the identification of those typical effects like nonlinear magnetization, plateaux formation, saturation field and ordered moment reduction and its field dependence as well as associated thermodynamic anomalies and magnetic structure factor. Secondly a comparison of experimental results with theoretical prediction that may actually allow to determine the model parameters and thus locate the compound in the phase diagram. This will be demonstrated in the following for a number of different compound classes.

9.1. The layered vanadium oxides: magnetization and susceptibility

The discovery of two classes of layered vanadium oxides Li$_2$VOXO$_4$ ($X = \text{Si, Ge}$) [137–140] and AA’VO(PO$_4$)$_2$ ($A, A’ = \text{Pb, Zn, Sr, Ba}$) [5, 100, 101, 141, 142] provided a variable platform of 2D frustrated quantum magnets with different chemical composition. Nevertheless their magnetism is described universally by the $J_1$-$J_2$ model with $J_2/J_1$ or $\phi$ depending on the specific compound. Each of them features V$^{4+}$ ions with $S = 1/2$ surrounded by oxygen polyhedra, forming layers of $J_1$-$J_2$ square lattices with weak interlayer coupling [101, 139].

These compounds were experimentally investigated e.g. in Refs. [5, 100, 143, 144]. We discuss the uniform magnetization, saturation field and susceptibility and show how they may be used to extract the exchange parameters of the model. The temperature dependence of the susceptibility exhibits a pronounced maximum due to 2D spin fluctuations. The peak temperature is a measure for the exchange energy scale $J_c$. The advantage of these magnetic compounds is a relatively low scale $J_c \sim 10 \text{K}$ (Table 5) which leads to accessible saturation fields (compare Eq. (14)). At considerably lower temperature the additional sharp peak of the 3D magnetic phase transition occurs due to the interlayer coupling [5, 101].

The previously explained methods have been applied to determine the exchange constants or $J_c$ and $\phi$ to this class of compounds. As an example we show the susceptibility curve and theoretical fits for BaCdVO(PO$_4$)$_2$ in Fig. 31. In particular the FLTM fit gives excellent results and reproduces the spin fluctuation maximum. This comparison leads to $\phi = 0.77\pi$ and $J_c = 4.8\text{K}$. It means that the compound is closest to the instability of the CAF magnetic phase to the spin nematic sector (Fig. 25). Therefore the peak position occurs at rather low value $T_{\text{max}} \approx 0.5\text{K}$ or $k_B T_{\text{max}}/J_c \approx 0.1$. The proximity to the spin-nematic sector also leads to the pronounced nonlinearity of the magnetization curve in Fig. 32.

A compilation of exchange energy scales $J_c$ and frustration angles $\phi$ for the compound family is presented in Table 5. In most cases the entries have been determined just from high temperature fits like the dashed line in Fig. 31. As explained before this leads to an ambiguity $\phi \pm$, see Fig. 25. It can be resolved in the most direct way by verifying whether the low temperature magnetic order is CAF ($Q = ((\pi,0),(0,\pi))$ or NAF ($Q = (\pi,\pi)$).
Table 5: Exchange interactions constants for various vanadium oxide compounds, ordered with increasing $\phi/\pi$, i.e. approaching the CAF/FM boundary in Fig. 25 counterclockwise. Results are obtained mostly from susceptibility $\chi(T)$ and magnetization $m_0(h)$ analysis, except for fourth and fifth row which are deduced from neutron diffraction. Here $\Theta_{CW} = (J_1 + J_2)/k_B$ is the Curie-Weiss temperature. The saturation fields $\mu_0 H_s$ are experimental values whenever known; values with asterisk are estimated from Eq. (14) using approximate $g = 2$. All compounds except the first are in the CAF sector (Fig. 25). The example of Pb$_2$VO(PO$_4$)$_2$ shows that a certain variation in exchange parameters as determined by different methods and in different references occurs.

| Compound                  | $\phi/\pi$ | $J_2/(k_B K)$ | $J_2/J_1$ | $J_2/(k_B K)$ | $J_2/(k_B K)$ | $\Theta_{CW}/K$ | $\mu_0 H_s/T$ | Ref.  |
|---------------------------|------------|---------------|-----------|---------------|---------------|----------------|--------------|-------|
| Zn$_2$VO(PO$_4$)$_2$      | 0.008      | 7.9           | 0.025     | 7.91          | 0.2           | 8.11           | 23.5*        | [101] |
| Li$_2$VOGeO$_4$           | 0.44       | 4.2           | 5.0       | 0.82          | 4.1           | 4.92           | 13.4*        | [5, 100]|
| Li$_2$VOSiO$_4$           | 0.47       | 6.3           | 11.25     | 0.56          | 6.3           | 6.86           | 19.6*        | [5, 100]|
| Pb$_2$VO(PO$_4$)$_2$      | 0.60       | 6.8           | -3.25     | -2            | 6.5           | 4.5            | 20.9         | [143] |
| Pb$_2$VO(PO$_4$)$_2$      | 0.63       | 8.4           | -2.41     | -3.2          | 7.7           | 4.5            | 20.9         | [144] |
| PbZnVO(PO$_4$)$_2$        | 0.65       | 11.27         | -1.92     | -5.2          | 10.0          | 4.8            | 23.4         | [145, 146]|
| Na$_{1.5}$VO(PO$_4$)$_2$F$_{0.5}$ | 0.65     | 7.1           | -2.0      | -3.2          | 6.3           | 3.1            | 15.4         | [146] |
| BaZnVO(PO$_4$)$_2$        | 0.66       | 10.5          | -1.86     | -4.99         | 9.26          | 4.27           | 20.1*        | [5]   |
| Pb$_2$VO(PO$_4$)$_2$      | 0.66       | 10.7          | -1.84     | -5.1          | 9.4           | 4.3            | 20.9         | [146] |
| Pb$_2$VO(PO$_4$)$_2$      | 0.67       | 11.5          | -1.63     | -6            | 9.8           | 3.8            | 20.9         | [100] |
| SrZnVO(PO$_4$)$_2$        | 0.73       | 12.2          | -1.07     | -8.3          | 8.9           | 0.6            | 14.2         | [146] |
| BaCdVO(PO$_4$)$_2$        | 0.77       | 4.8           | -0.89     | -3.6          | 3.2           | -0.4           | 4.3          | [141, 146]|

Figure 32: Uniform magnetization for BaCdVO(PO$_4$)$_2$. Solid line denotes experimental data and symbols represent ED results ($T = 0$) for different cluster sizes $N = 16 \ldots 24$. 
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They are indicated in Fig. 25 and included in Table 5 as corresponding to CAF phase, among others. The agreement with theoretical results proves that all compounds are in the CAF sector of Fig. 25 and \( \phi_+ \) is realized. Dashed line is guide to the eye.

A more ingenious method is the determination of the saturation field \( H_s \). Because of the CAF/NAF asymmetry of the latter for \( \phi_+ \), according to Fig. 8 a quantitative comparison with the experimental value of \( H_s \) may distinguish which value is the correct one. A comparison of experimental values and LSW/ED results for the saturation field is given in Fig. 33. In all cases considered in this figure clearly the \( \phi_+ \) value characteristic for the CAF phase is realized. They are indicated in Fig. 25 and included in Table 5 as corresponding to CAF phase, among others.

Microscopically the values of the exchange parameters in Mott insulators are of the superexchange-type \( J_{ij} = 4t_{ij}^2/U \) where \( U \) is the Coulomb repulsion of 3d electrons and \( t_{ij} \) their effective (e.g. tight binding) hopping elements. Therefore they are fixed by the lattice structure and chemical bonding. Nevertheless a limited tuning of the exchange parameters \( J_1, J_2 \) might seem possible by applying hydrostatic pressure which changes bonding lengths and angles and therefore the effective hopping parameters. Such tuning has been attempted in Li\(_2\)VOSiO\(_4\) and changes in the ratio \( k_BT_{\text{max}}/(J_1 + J_2) \) with pressure were observed from the susceptibility [140] but the ratio \( J_2/J_1 \) as function of pressure was not extracted. Another possibility to tune \( J_2/J_1 \) systematically is chemical substitution which will be discussed for another compound class in Sec. 9.4.

9.2. Structure factor and neutron diffraction: Experimental results for oxovanadates

With thermodynamic experiments alone it is difficult to determine the exchange constants \( J_1 \) and \( J_2 \) unambiguously: From measurements of the magnetic susceptibility we can extract the Curie-Weiss temperature \( \Theta_{\text{CW}} \) (Eq. (35)), heat capacity measurements give the magnetocaloric energy scale \( J_{\text{mc}} \) (Eq. (36)). With only \( J_{\text{mc}} \) and \( \Theta_{\text{CW}} \) available an ambiguity (Fig. 25) remains for the relative sign of the two exchange constants. As demonstrated in the previous Sec. 9.1 FTLM fits to susceptibility and use of saturation field analysis can help to clarify the ambiguity. Another more direct method is neutron scattering measurements of the static structure factor \( S(q) \) to resolve this issue.

For a large enough single crystal, neutron diffraction gives a characteristic pattern of Bragg peaks. If the magnetic moments are not fully ordered, some of the scattering intensity appears as quasielastic diffuse scattering, coexisting with the Bragg peaks but typically with much weaker intensity. The diffuse magnetic scattering intensity is characterized by the nonzero correlations between the local moments, and by integrating over energy transfer one obtains \( S(q) \). To extract the small magnetic component, polarized neutron scattering is required, making use of the basic fact that if the polarization direction of the neutrons is aligned with the momentum transfer \( q \), then all magnetic scattering is spin-flip scattering [98]. Therefore, taking the difference of two measurements with the neutron polarization parallel and perpendicular to \( q \) yields the desired magnetic component. In addition, because the wave functions of the electrons carrying the magnetic moment are extended in space, an incoherent background proportional to the magnetic form factor \( F^2(q) \), is observed.

In the following we discuss three compounds representing three different locations in the phase diagram of the \( J_1-J_2 \) model (Fig. 25) Table 5: Pb\(_2\)VO(PO\(_4\))\(_2\) and SrZn\(_2\)VO(PO\(_4\))\(_2\) represent columnar antiferromagnets with ferromagnetic \( J_1 < 0 \). The former is located in the center of \( J_1 < 0 \) stable CAF phase, the latter nearer to the CAF/FM

![Figure 33: Comparison of saturation fields form ED, spin-wave theory for CAF (\( \phi_+ \)) and NAF (\( \phi_- \)) structures with experimental results. The compounds are denoted by (1) Pb\(_2\)ZnVO(PO\(_4\))\(_2\), (2) Na\(_{1.5}\)VPO\(_4\).F\(_{0.5}\), (3) Pb\(_2\)VO(PO\(_4\))\(_2\), (4) SrZn\(_2\)VO(PO\(_4\))\(_2\) and (5) BaCdVO(PO\(_4\))\(_2\). The agreement with theoretical results proves that all compounds are in the CAF sector of Fig. 25 and \( \phi_+ \) is realized. Dashed line is guide to the eye.](image-url)
Figure 3.14: Magnetic ground state diffraction pattern of Pb$_2$VO(PO$_4$)$_2$ measured at 1.5 K. The ordered component of the ions’ moments gives rise to sharp magnetic Bragg reflections, while the disordered component gives a diffuse background. The reduced ordered moment of $\sim 0.5\,\mu_B$ together with the diffuse background indicate presence of quantum disorder. Part (a) shows a CAF model with an ordering wavevector of $Q = (\pi, 0)$, giving the best fit to the data. For comparison, the Néel ground state model is shown in part (b).

Figure 34: Diffraction (elastic) cross section of Pb$_2$VO(PO$_4$)$_2$ at $T = 1.5$ K below $T_N = 3.53$ K together with two fits based on Eq. (45). We note that the finite 3D ordering temperature is due to the interlayer coupling $J_\perp$. The panel (a) assumes a columnar arrangement of the magnetic moments with ordering vector $Q_{\text{caf}} = (\pi, 0)$ (red curve) while the panel (b) displays the same data but with a fit assuming a Néel-ordered arrangement with $Q_{\text{naf}} = (\pi, \pi)$ in units of the reciprocal lattice constant $a \approx a_{\text{unit cell}}/2$. The columnar magnetic order clearly yields the better fit to the diffraction data: With $a_{\text{unit cell}} \approx 9\,\text{Å}$, we have $|Q_{\text{caf}}| = \pi/(a_{\text{unit cell}}/2) \approx 0.7\,\text{Å}^{-1}$ for the former. For the latter (Néel order), we have $|Q_{\text{naf}}| = \sqrt{2}|Q_{\text{caf}}| \approx 1\,\text{Å}^{-1}$. Therefore the main peak of $S(Q)$ in the NAF model disagrees with the experimental position (Fig. 34(b)). From the fit, one can furthermore deduce the reduced size of the ordered moment $\mu_Q \approx 0.5\,\mu_B$ or $m_Q/S \approx 0.5$. This is in agreement with the approximate value 0.6 in the center of the CAF region (Fig. 14b).

At intermediate temperatures $T > J_1/k_B$, the first-order Itse expansion of $S(q)$ given in Eq. (45) may be used to achieve a good description of the scattering cross section, see Fig. (35). The values for $J_1$ and $J_2$ determined in this way are in good agreement with those extracted from the thermodynamic measurements.

So far we have only discussed Pb$_2$VO(PO$_4$)$_2$ in the central ($J_1 < 0$) CAF region. A similar investigation has been
Figure 3.16: Short-range spin correlations in the paramagnetic phase of \( \text{Pb}_2\text{VO(PO}_4\text{)}_2 \). The red curve is a first-order HTSE calculation yielding ferromagnetic \( J_1 \approx (-2 \pm 1) \) K and antiferromagnetic \( J_2 \approx (6.5 \pm 1) \) K.

Fig. 3.16 shows the difference neutron scattering intensity at \( T = 20 \) K, a temperature well into the paramagnetic phase for this compound. Although magnetic long range order has been destroyed at this temperature, the \( kT \) term has not completely washed out all magnetic interactions. The presence of oscillations in the data indicates the existence of short-range spin correlations.

Given the constraint from the magnetic susceptibility measurement \( \theta_{CW} = 4.5 \) K, we are able to determine the individual values of \( J_1 \) and \( J_2 \) by modelling these spin correlations in the paramagnetic phase. The solid line in fig. 3.16 shows a high-temperature series expansion of the spin correlations at \( T = 20 \) K. Best agreement with the data is obtained for ferromagnetic \( J_1 \approx (-2 \pm 1) \) K and antiferromagnetic \( J_2 \approx (6.5 \pm 1) \) K.

Figure 3.21: Magnetic ground state diffraction pattern of \( \text{SrZnVO(PO}_4\text{)}_2 \) at \( 1.5 \) K. Sharp magnetic Bragg reflections coexist with a diffuse background, as for \( \text{Pb}_2\text{VO(PO}_4\text{)}_2 \). However, the reduced ordered moment of \( \approx 0.42 \) µB brings this compound even closer to the spin liquid regime. Best fit was obtained with a CAF ground state spin structure, shown as the solid line on the plot.

Figure 35: Scattering cross section of \( \text{Pb}_2\text{VO(PO}_4\text{)}_2 \) at \( T = 20 \) K above \( T_N \). The dots are experimental data, the curve displays a first-order irss fit according to Eq. (46). The obtained values \( J_1, J_2 \) of exchange constants correspond to \( J_c = 6.8 \) K and \( \phi/\pi = 0.6 \) (Table 5) in the center of the CAF regime with ferromagnetic \( J_1 < 0 \).

Figure 36: Diffraction cross section of \( \text{SrZnVO(PO}_4\text{)}_2 \) at \( T = 1.5 \) K. Sharp peaks coexist on top of the incoherent background. The fit to the measured data (dots with error bars) yields again a columnar arrangement of the magnetic moments but with \( J_1, J_2 \) values closer to the spin nematic range (Table 5, Fig. 25).
performed on SrZnVO(PO$_4$)$_2$, again confirming a ground state with columnar magnetic order \[ \phi \approx 0.42 \mu_B \] is even smaller, bringing it closer to the disordered spin nematic in accordance with the results from thermodynamic measurements.

In case of Li$_2$VOSiO$_4$, a columnar magnetic ground state is obtained as well \[ \phi \approx 0.55 \mu_B \], see Fig. 37. In contrast to the compounds mentioned before, the diffusive background of the diffraction pattern is substantially smaller, indicating a position in the phase diagram with less frustration. This is in accordance with thermodynamic measurements yielding a frustration angle \( \phi \approx 0.47 \pi \) (see Table 5). Both exchange constants are positive with \( J_1 < J_2 \) which indeed puts the sample near the unfrustrated point \( J_1 = 0 \) in the phase diagram (Fig. 5). Actually this compound corresponds well to the regime of ‘order by disorder’ magnetism (Sec. 7.3).

### 9.3. Field-induced ordered moment stabilization in Cu-pyrazine

Now we discuss an exceptionally interesting field dependence of the interplay of frustration and quantum fluctuations in the 2D magnet Cu(pz)$_2$(ClO$_4$)$_2$ (copper pyrazine) \[ \text{Fig. 25} \] meaning the CAF phase is of the ‘order from disorder’ kind. This can only be explained if there is some amount of frustration present which suppresses the zero-field moment. Fitting the LSW results in Eq. (22) for the optimal frustration leads to a moderate \( \phi/(\pi) \) substantially smaller, indicating a position in the phase diagram with less frustration. This is in accordance with thermodynamic measurements yielding a frustration angle \( \phi \approx 0.47 \pi \) (see Table 5). Both exchange constants are positive with \( J_1 < J_2 \) which indeed puts the sample near the unfrustrated point \( J_1 = 0 \) in the phase diagram (Fig. 5). Actually this compound corresponds well to the regime of ‘order by disorder’ magnetism (Sec. 7.3).

Figure 37: Diffraction (elastic) cross section of Li$_2$VOSiO$_4$ at \( T = 1.5 \, \text{K} \) \[ \text{Fig. 37} \]. Fit with Eq. (25) (full line) leads to almost vanishing \( J_1 = 0 \) (Table 5, Fig. 5), meaning the CAF phase is of the ‘order from disorder’ kind.

Figure 38: Magnetic ground state diagram of the Li$_2$VOSiO$_4$. Some new and interesting magnetic properties of such novel materials have been explored at a fundamental level by using neutron diffraction. These properties are the first experimental realizations of frustrated square-lattice ferromagnets. Here, we will attempt to show that this compound has a lower degree of frustration. B\[ \mu \text{B} \] meaning the CAF phase is of the ‘order from disorder’ kind.

Figure 39: Magnetic ground state diagram of the Li$_2$VOSiO$_4$. The ClO$_4$ tetrahedra act as spacers in describing two-dimensional frustrated quantum Heisenberg systems. In particular, \( s = 1/2 \) ions with superexchange paths primarily along legs provided by the pyrazine molecules. The ClO$_4$ tetrahedra act as spacer layers \[ 148 \].

In addition to the uniform magnetization we also turn our attention to the staggered moment, i.e., the order parameter. As discussed before a highly non-classical and non-monotonic field dependence of the order parameter is predicted both from spin wave theory and from ED scaling results (Fig. 15). This type of behavior has indeed partly been found in Cu(pz)$_2$(ClO$_4$)$_2$ \[ 148 \] by determination of the ordered moment in an external field using neutron diffraction. As a starting point the exchange parameters may again be determined by fitting the unbiased FTLM calculations to the experimental data of the susceptibility curve \[ 82 \]. The result is shown in Fig. 38 leading to a moderate frustration ratio of \( J_2/J_1 = 0.126 \) or \( \phi/(\pi) = 0.04 \). Using this value the calculated magnetization curve \[ 62 \] is also in good agreement with the experimental results for Cu(pz)$_2$(ClO$_4$)$_2$ (Fig. 39).

Alternatively it was shown in Sec. 4 that the field dependence of the ordered moment exhibits a peculiar non-monotonic behavior which is very sensitive to the frustration ratio and allows the determination of \( \phi \). This is possible in the rare cases when the field dependence of the staggered moment \( m(q,h) \) is square proportional to the intensity of magnetic Bragg reflections in neutron diffraction has been determined. The experimental results for Cu(pz)$_2$(ClO$_4$)$_2$ together with LSW and ED calculations of the ordered moment are shown in Fig. 40. The original slope of \( m(q,h) \) is considerable. This can only be explained if there is some amount of frustration present which suppresses the zero-field moment sufficiently. For the unfrustrated NAF \( (\phi = 0) \) the suppression is not sufficient and therefore the original slope would be too small. Fitting the LSW results in Eq. (22) for the optimal frustration leads to \( \phi/(\pi) = 0.063 \) somewhat larger than obtained from FTLM calculation above. Curves for smaller \( \phi \) are also shown in the figure. The results from...
Figure 38: FTLM susceptibilities for various cluster sizes fitted to the experimental values of Cu(pz)$_2$(ClO$_4$)$_2$ [137] (dots) to extract the square lattice exchange model parameters as well as the g factor.

Figure 39: Experimental magnetization curve ($\mu_0H_s = 4.9\,\text{T}$ [147]) of Cu(pz)$_2$(ClO$_4$)$_2$(dots) as compared to spin wave and ED results from Bonner-Fisher construction calculated for $\phi = 0.04\pi$.

Figure 40: Field dependence of $m_0^2$ - scattering intensity in Cu(pz)$_2$(ClO$_4$)$_2$ (full circles: neutron diffraction experiment [148]). LSW results (lines) fit optimally for $\phi/\pi = 0.063$. Diamonds indicate ED scaling results for same $\phi$. 
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numerical ED scaling analysis (represented as diamonds) which can only be obtained for a few field values (Sec. 4.3). Fig. 15 are shown for comparison and agree quite well with LSW predictions. Unfortunately the estimated saturation field of $\mu_0H_s \approx 52$ T is not accessible. Therefore the experimental results which stop around $\mu_0H \approx 14$ T are not sufficient to achieve the maximum and turnaround in the field dependence of the ordered moment. Such experiments might therefore be even more interesting in compounds with smaller saturation fields such as the layered vanadates discussed in the previous section.

In molecular field theory of 3D magnets the transition temperature $T_N$ is proportional to the square of the ordered moment. Although for planar magnets it strictly vanishes due to the Mermin-Wagner theorem, any finite interlayer coupling $J_\perp$ immediately leads to a finite $T_N$ (Eq. (3)). One would therefore expect that even in the present very anisotropic quasi-2D case $T_N$ should increase with the size of the ordered moment and consequently with field strength. This behavior is indeed observed in Cu(pz)$_2$(ClO$_4$)$_2$. The transition temperature for the quasi-2D system is obtained from the vanishing total moment calculated in self-consistent RPA approximation [150] extended to finite fields [82][151]. One starts from the observation that the moment is renormalized due to thermally excited spin waves according to

$$\langle S \rangle = S - \frac{1}{N} \sum_k \langle a_k^\dagger a_k \rangle \equiv S - \Psi$$

$$\Psi = \frac{1}{N} \sum_k \left[ \cos k_x^2 + (1 + 2\cos^2 k_z) \right]$$

(52)

The coefficient $v_k$ is defined in Eq. (16), and $\eta_k = \left[ \exp(\beta E(h, k)) - 1 \right]^{-1}$. This may be considered as the small $\Psi$ expansion of the selfconsistent RPA equation [62][150] $\langle S \rangle = (1/2)/(1 + 2\Psi)$ and $T_N$ is then determined by requiring $\langle S \rangle = 0$. Here in the expression for $\Psi$ the spin wave energies are written in selfconsistent form including the $T$-dependent ordered moment $\langle S \rangle$ in $\langle S \rangle E(h, k)$. In the vicinity of $T_N$ where $\langle S \rangle \ll S$, $\Psi$ is given by

$$\Psi = \frac{k_B T}{\langle S \rangle} \sum_k \left[ \frac{1 + 2\cos^2 k_z}{E(h, k)} \right]$$

(53)

Using the selfconsistent expression for $\langle S \rangle$ and setting $\langle S \rangle = 0$ we obtain the quasi-2D critical temperature for $h < h_s$ [82][151]

$$T_N(h) = \left( 4k_B \frac{1}{\langle S \rangle} \sum_k \frac{A(k) - B(k) \cos^2 \Theta(k)}{E^2(h, k)} \right)^{-1}$$

(54)

Here the sublattice exchange interactions $A(k), B(k)$ are again given by Eq. (19) and $E(h, k)$ by Eq. (18). Note that the exchange Fourier transform now contains the interlayer coupling $J_\perp$ according to $J_k = J_x \cos k_x + J_\perp (\cos k_x + \cos k_z) + 2J_\perp \cos k_z \cos k_z$, where we assume that $z$ is the direction perpendicular to layers. Now there is an additional spin wave dispersion perpendicular to layers of order $J_\perp$. It is very important because it leads to a finite integral in Eq. (54) resulting in a finite $T_N$. For $J_\perp \to 0$ the integral diverges and the Néel temperature will be zero for the strictly 2D case.

The predicted field dependence of the normalized $T_N(h)/T_N(0)$ is shown in Fig. 11 together with the experimental results. The 2D exchange parameters are the same as the optimal ones of Fig. 40 and $J_\perp$ is obtained from a fit to the experimental $T_N(h)$. In its essence the increase of $m_q(h)$ and $T_N(h)$ have the same origin, namely the field-induced suppression of quantum fluctuations in the frustrated magnet. For the unfrustrated quasi-2D antiferromagnet ($J_z = 0, J_\perp > 0$) more advanced treatments of the zero-field critical temperature based on results from the nonlinear $\sigma$-model and QMC simulations are available [51].

9.4. Strongly anisotropic triangular exchange compounds Cs$_2$CuCl$_4$ and Cs$_2$CuBr$_4$

As a genuine example of frustrated triangular quantum spin systems the compounds Cs$_2$CuCl$_4$ ($T_N = 0.62$ K) and Cs$_2$CuBr$_4$ ($T_N = 1.42$ K) have been investigated intensively by thermodynamic [152][153], high-field [152][154], neutron diffraction [155] and also spectroscopic methods like INS [156][157] and ESR [158]. They are, however, quite distant from the ideal isotropic case and rather close to the quasi-1D model in Fig. 11, denoted by $\triangle$ and $\|$, respectively. Again the finite ordering temperatures are due to interlayer coupling.
Figure 41: Increase of the Néel temperature of Cu(pz)$_2$(ClO$_4$)$_2$ with field. Experimental results are obtained from heat capacity (○) and neutron diffraction (△). The theoretical full line is obtained for an interlayer coupling $J_\perp/J_1 = 0.0064$ using an intralayer coupling $J_2/J_1 \approx 0.2$ ($\phi/\pi = 0.063$) corresponding to optimal values in Fig. 40.

Figure 42: Temperature dependence of the magnetic susceptibility $\chi(T)$ of Cs$_2$CuCl$_4$ (dots and solid line) with $T_{\text{max}} = 2.8$ K and Cs$_2$CuBr$_4$ (open circles and dashed line) with $T_{\text{max}} = 8.8$ K. Here (a) displays the experimental data (symbols, taken from Ref. [153]) together with the fits of our FTLM data (lines, fitted values see Table 6). Plot (b) shows exactly the same data, this time in dimensionless units using $J_c$, $\phi$, and $g$ for the two compounds.
cases is due to the finiteness of the FTLM tiling. Assuming a finite-size gap \( \Delta \) was decrease and broadening of the maximum in the anisotropy angle that both compounds have almost the same temperature dependence when using scaled quantities.

\[ Q \rightarrow \frac{\mu_B}{|J_1 + J_2|/2g} \]

For clarity the data and the curves are shown in two different ways: Fig. 42(a) displays \( \chi(T) \) in electromagnetic (CGS) units which is used to reproduce the values of FTLM model parameters in Table 6. Using these bonds in the \( \chi(T) \) in Fig. 42 allows to extract the triangular exchange model parameters (compound very close to the quasi-1D spin liquid regime around \( J_1 \)).

As for the square lattice case a comparison of FTLM results \([75]\) and experimental susceptibility curves presented in Fig. 43 allows to extract the triangular exchange model parameters (FTLM data \([75]\)). For clarity the data and the curves are shown in two different values \([152]\), however the analysis was performed over a limited temperature range assuming weakly coupled one-dimensional chains. Following Sec. 5 the rapid decrease of the computed \( \chi(T) \) for \( T \rightarrow 0 \) in both cases is due to the finiteness of the FTLM tiling. Assuming a finite-size gap \( \Delta = J_i/N \), we expect finite-size effects to dominate below \( T_A \approx 0.2 \) K for \( \text{Cs}_2\text{CuCl}_4 \) and \( T_A \approx 0.6 \) K for \( \text{Cs}_2\text{CuBr}_4 \). Experimentally, the lowest temperature measured was \( T_{\text{min}} \approx 2 \) K, well above the finite-size gaps. The results from the FTLM fit to susceptibility data are compared in Table 6 to parameter values from direct spectroscopic methods: Inelastic neutron scattering (INS) \([156]\) (\( \text{Cs}_2\text{CuCl}_4 \) only) and electron spin resonance (ESR) \([159]\), both for \( H > H_s \). Here (Eq. (14))

\[ \mu_0H_s = \frac{2S}{g\mu_B} \frac{(J_1 + 2J_2)^2}{2J_2}, \]

leads to \( \mu_0H_s \approx 8.4 \) T for \( \text{Cs}_2\text{CuCl}_4 \) and \( \mu_0H_s \approx 30 \) T for \( \text{Cs}_2\text{CuBr}_4 \). Using spectroscopic data at high fields has the advantage of a fully polarized ground state, corresponding to a single spinor product state (FM) containing only up spins. The excitations out of the ground state are the \( N_i \) orthonormal single-particle states \( |\psi_i\rangle = (1/\sqrt{2S}) |S_i\rangle \) [FM], \( i = 1 \ldots N_i \) with \( N_i = O(N) \). Because \( [\mathcal{H}, S_i^{+\sigma^z}] = 0 \), the Hamiltonian cannot create more than these one-spin-flip states, and therefore its spectrum may be exactly obtained by Fourier transform.

The agreement between the different methods is excellent, for exchange parameters as well as g-factors. As explained in Ref. \([66]\) if \( \text{Cs}_2\text{CuCl}_4 \) is interpreted as a purely 2D system these exchange parameters put the compound very close to the quasi-1D spin liquid regime around \( \phi = 0.5\pi \) (in LSW theory). In reality, however, the incommensurate spiral magnetic order with wave vector \( \mathbf{Q} = (0, 0.535, 0) \) in r.l.u. is stabilized below \( T_N = 0.62 \) K by a finite DM exchange \( D \approx 0.020 \) meV and an inter-plane coupling \( J_{\perp} \approx 0.017 \) meV along the crystallographic \( a \) direction \([159]\).

The quasi-1D character of the compound is also visible directly from the spin wave dispersions (Sec. 7) obtained in Ref. \([159]\). The calculated dispersion for the anisotropy ratio \( J_2/J_1 = 3 \) corresponding approximately to both compounds is shown in Fig. 43. Furthermore, although these compounds are 2D triangular with only quasi-1D character indications of the typical spin fractionalization of sharp spin wave excitations into a two-spinon continuum known from truly 1D spin chains have been found. For the detailed discussion and analysis of spin excitations in \( \text{Cs}_2\text{CuCl}_4 \) from inelastic neutron scattering we refer to Refs. \([57\ 156\ 157\ 159\ 161]\). For \( \text{Cs}_2\text{CuBr}_4 \) there are deviations of the experimental susceptibility data from FTLM result at the lowest temperatures. These are caused by

| compound     | method | \( J_1/\text{meV} \) | \( J_2/\text{meV} \) | \( J_3/\text{meV} \) | \( J_2/J_1 \) | \( J_1/J_2 \) | \( g \) | \( \Theta_{\text{CW}}/\text{K} \) | Ref. |
|--------------|--------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| \( \text{Cs}_2\text{CuCl}_4 \) | FTLM   | 0.11                 | 0.38                 | 0.40                 | 3.45                  | 0.29                 | 0.41                 | 2.06                 | 3.48 [75] |
|             | INS    | 0.128                | 0.374                | 0.40                 | 2.92                  | 0.34                 | 0.40                 | 2.19                 | 3.65 [156] |
|             | ESR    | 0.12                 | 0.41                 | 0.43                 | 3.42                  | 0.29                 | 0.41                 | 2.08                 | 3.77 [158] |
| \( \text{Cs}_2\text{CuBr}_4 \) | FTLM   | 0.5                  | 1.26                 | 1.35                 | 2.52                  | 0.40                 | 0.38                 | 2.04                 | 13.11 [75] |
|             | ESR    | 0.53                 | 1.28                 | 1.38                 | 2.44                  | 0.41                 | 0.38                 | 2.09                 | 13.57 [158] |
impurities \[153, 162\], but may be considered as an indication for a tendency towards magnetic order in this compound. The overall energy scale \(J_c\) is more than three times larger than for \(\text{Cs}_2\text{CuCl}_4\), however the estimate for the anisotropy angle \(\phi\) is essentially the same. Therefore \(\text{Cs}_2\text{CuBr}_4\) exhibits spiral order with \(Q = (0, 0.575, 0)\) at a higher ordering temperature \(T_N = 1.42\ \text{K}\) than its Cl counterpart.

The agreement of FTLM results with direct spectroscopic results suggests that the method may be applied to the analysis of the whole \(\text{Cs}_2\text{CuCl}_4-x\text{Br}_x\) substitutional series \[153, 162\] to find out the systematic variation of the triangular exchange model parameters \((J_c, \phi)\) in the series.

The magnetization curve of \(\text{Cs}_2\text{CuBr}_4\) shows a narrow plateau at \(m_0/S = 1/3\) for \(H\) within the anisotropic triangular plane, however not for field perpendicular to it \[132\]. This is confirmed by magnetocaloric experiments \[163\] which suggest the \(uud\) plateau phase between \(\mu_0 H_{c1} = 12.9\ \text{T}\) and \(\mu_0 H_{c2} = 14.3\ \text{T}\). Interestingly the \(J_2/J_1\) ratio (Table 6) of this compound is slightly outside the region where a 1/3 magnetization plateau can still occur in Fig. 28. Together with the in-/out-of-plane anisotropy this indicates that further effects (like DM interaction and interlayer coupling) may play a role in its appearance. From additional magnetocaloric and torque measurements it was proposed that magnetization plateaux at higher fractions of \(m_0/S\) may exist \[164\]. There is, however, so far no theoretical justification for such plateaux in the genuine 2D triangular \(J_1-J_2\) model.

For \(\text{Cs}_2\text{CuCl}_4\) which has larger \(J_2/J_1\) (Table 5) one is further to the quasi-1D (smaller \(J_1/J_2\) in Fig. 28) regime and no zero field magnetization plateau appears. A direct continuous transition from the low-field umbrella (or cone) phase to the fully polarized FM phase above \(H_s\) takes place. However, the finite temperature properties around \(\mu_0 H_s = 8.4\ \text{T}\) are very interesting. From specific heat and magnetocaloric effect \[154, 165\] it was concluded that the FM to cone transition may be interpreted as a Bose-Einstein condensation (BEC) of FM magnons whose field induced excitation gap \(\Delta\) vanishes at \(H_s\). The condensate density is then proportional to the transverse spiral order parameter in the crystallographic (trigonal) \(bc\) plane that appears below \(H_s\). The BEC approach is applicable as long as the U(1) symmetry around the field axis (\(\parallel\) to crystallographic \(a\) axis) is preserved (for a review of magnon BEC see Ref. \[166\]).

To obtain a finite transition temperature and the proper low energy excitations it is necessary to introduce the extension to a quasi-3D model including inter-triangular plane exchange coupling and in-plane (bc) (staggered along \(a\)) Dzyaloshinskii-Moriya (DM) term \[167\] which has to be added to the 2D model (Eq. 6). The additional term is
Figure 44: B-T phase diagram of Cs$_2$CuCl$_4$ ($B = \mu_0 H$). Here critical field is $\mu_0 H_c = 8.4$ T and scaling exponent is $\phi = 1.55 \pm 0.05$ close to the BEC value 3/2. For comparison scaling with $\phi = 2$ is also given in the inset. $\Delta$ is the field induced FM magnon gap. (Adapted from Refs. [155,163].)

given by

$$\mathcal{H}'_{\text{ex}} = \sum_{n,i} [J_\perp S_{n,i} S_{n+1,i} + (-1)^i D \cdot S_{n,i} \times (S_{n,i} + S_{n+1,i})]$$  \hspace{1cm} (56)$$

where $n$ is the layer index and $i_1, i_2$ are the in-plane n.n. positions to $i$ which form a 120° angle (Fig. 3). Furthermore $J_\perp$ is the interlayer coupling and $D = (0, 0, D)$ the DM vector oriented along in-plane c-direction. For Cs$_2$CuCl$_4$ intra-chain coupling $J_2$ is the dominating term and $J_\perp/J_2 = 0.045$, $D/J_2 = 0.053$ [156, 167]. Then, using the Holstein-Primakoff transformation, $\mathcal{H} = \mathcal{H}_{\text{ex}} + \mathcal{H}'_{\text{ex}} + \mathcal{H}_2$ may be transformed to a bosonic representation. The low energy ($E < J_\perp$) bosonic modes are located around the spiral phase wave vector $Q$ and are described by a quadratic 3D dispersion $E_Q$ with minimum gap $\Delta$ at $Q = Q$ which closes at $H = H_c$. The number of bosons (or spin flips in the FM state) slightly below $H_c$ is controlled by the bare chemical potential $\mu = g \mu_0 \mu_0 (H - H_c)$ of the dilute magnon Bose gas. In a standard procedure [168] a hard core boson constraint to restrict local boson occupation numbers to the physical value is implemented in mean field approximation [167] with respect to the effective bosonic interaction strength $\Gamma \approx 0.85 J_2$. This shifts the chemical potential to an effective value

$$\mu_{\text{eff}} = \mu - 2\Gamma n(T); \hspace{0.5cm} n(T) = N^{-1} \sum_q n_B(E_Q)$$  \hspace{1cm} (57)$$

where $n_B$ is the Bose occupation function and $n$ the total number of bosons. The phase boundary $T_c(H)$ between FM and cone (umbrella) phase in the $H$-$T$ plane is then determined by the condition $\mu_{\text{eff}} = 0$ where BEC of magnons occurs signifying the onset of the transverse (in-plane) magnetic order. The ordering temperature of the transverse moment is then obtained from the condition $g \mu_0 \mu_0 (H - H_c) = 2\Gamma n(T_c)$.

In the asymptotic regime where mainly the 3D quadratic magnon spectrum contributes to $n(T)$ one obtains the universal scaling law characteristic for BEC:

$$T_c(H) \sim (H_c - H)^{1/\phi}; \hspace{0.5cm} \phi = \frac{3}{2}$$  \hspace{1cm} (58)$$

where $\phi$ is the universal BEC scaling exponent. The fitting to specific heat and magnetocaloric cooling rate of Cs$_2$CuCl$_4$ in Fig. 44 reveals that this scaling law is very well realized. Therefore the FM to cone transition in this triangular frustrated magnet is a prime example of magnon Bose-Einstein condensation.
10. Extended variants of the $J_1$-$J_2$ models

The genuine square and anisotropic triangular $J_1$-$J_2$ models have obtained such widespread attention because they have an attractive property: A single control parameter can tune between ground states of quite different nature that are both theoretically interesting and partly realized in actual compounds. However, as many of them are 3d-insulators which may have very subtle structural distortions from the ideal square or trigonal symmetry it is clear that the simple form of this model is rarely fully adequate. In particular lattice distortions may lead to further real-space anisotropies of the exchange interactions. The spin-orbit interactions can cause spin-space anisotropies of the symmetric exchange and new, smaller terms like Dzyaloshinskii-Moriya (DM) asymmetric exchange. Likewise for $S \geq 1$ it may create a single-ion anisotropy potential for the spin orientation. In addition further neighbor exchange may always be present and even multiple-sites ring exchange can contribute. From this plethora of possible extensions beyond the genuine models we will discuss only the physically most important and address in particular the question how they may destabilize the spin liquid formation and reestablish magnetic order.

10.1. The real-space anisotropic rectangular lattice $J_{1a}$-$J_{1b}$-$J_2$ model

The introduction of different exchange bonds along the $x,y$ axes of the square lattice (Fig. 4) lead to the most obvious generalization of the model. The anisotropic n.n. $J_{1a}$-$J_{1b}$ model was discussed first within interacting spin wave theory in Ref. [68]. The frustrated model with nonzero n.n.n. exchange $J_2$ has later been much investigated in context of the magnetism of Fe-pnictide parent compounds. This is motivated by two facts: firstly electronic structure calculations [169] show that the ordered moment should be considerably larger, up to a factor of two, than $S$ and new, smaller terms like Dzyaloshinskii-Moriya (DM) asymmetric exchange. Likewise for $S \geq 1$ it was concluded that the n.n. exchange along $a,b$ axes should be very anisotropic, i.e. $J_{1a} \neq J_{1b}$ even allowing for different signs, despite the small orthorhombic distortion. Therefore the $J_{1a}$-$J_{1b}$-$J_2$ model seemed to be an appropriate starting point [63]. However, it was demonstrated that within this model the moment reduction by frustration and quantum fluctuations cannot explain the small ordered moment [55] [63]. Subsequently it became clear that Fe-pnictides are not a good realization of the local moment frustrated anisotropic Heisenberg model. A more itinerant and multi-orbital approach is needed [171]. In fact the existence of low energy longitudinal magnetic excitations [172] is in conflict with the simple local moment picture and advocates an itinerant model. Nevertheless the original $J_{1a}$-$J_{1b}$-$J_2$ model is an obvious and useful extension to describe frustrated local moment magnetism in insulating rectangular lattice compounds. It is described by the Hamiltonian

$$\mathcal{H} = J_{1a} \sum_{\langle ii \rangle_{a}} S_i \cdot S_j + J_{1b} \sum_{\langle ii \rangle_{b}} S_i \cdot S_j + J_2 \sum_{\langle jj \rangle_{2}} S_i \cdot S_j,$$

where $\langle ii \rangle_{a}$ and $\langle jj \rangle_{b}$ are nearest neighbor bonds along $a$ and $b$ directions, respectively. It is more convenient to define another angle $\theta$, representing the degree of anisotropy between nearest neighbor interactions along $a$ and $b$. This leads to the compact parametrization in terms of frustration and anisotropy angles $-\pi \leq \phi, \theta \leq \pi$ according to

$$J_{1a} = \sqrt{2} J_c \cos \phi \cos \theta,$$

$$J_{1b} = \sqrt{2} J_c \cos \phi \sin \theta,$$

$$J_2 = J_c \sin \phi.$$

Here $\tan \theta = J_{1a}/J_{1b}$ describes the anisotropy ($\theta = \pi/4$ is the previous isotropic case), $\phi$ stands for the frustration of the average interactions of first and second n.n. and $J_c = \sqrt{\left(\frac{J_{1a}^2 + J_{1b}^2}{2} + J_2^2\right)}$ is the overall exchange energy scale of the anisotropic model. The classical ground state energies defining the phase diagram in the $\phi, \theta$-plane and as function of field are given by

$$\frac{E_{cl}}{NS^2} = \begin{cases} J_{1a} + J_{1b} + 2J_2 & \text{FM} \\ 2J_2 - (J_{1a} + J_{1b}) - 2(J_{1a} + J_{1b}) \cos^2 \Theta_{cl} & \text{NAT} \\ J_{1b} - (J_{1a} + 2J_2) - 2(J_{1a} + 2J_2) \cos^2 \Theta_{cl} & \text{CAFa} \\ J_{1a} - (J_{1b} + 2J_2) - 2(J_{1b} + 2J_2) \cos^2 \Theta_{cl} & \text{CAFb} \end{cases}$$

\[54\]
Figure 45: Contour plot of the ground-state energy from ED as a function of anisotropy ($\theta$) and frustration ($\phi$) parameters for tile 20:2-4. The white lines show the boundaries between the four classical phases, CAFa, CAFb, NAF and FM of the $J_1$-$J_{1b}$-$J_2$ model. The isotropic $J_1$-$J_2$ case corresponds to a cut at $\theta/\pi = 1/4$ (dashed line).

Here CAFa,b denote columnar AF phases with ordering vector $Q$ oriented along different axes which are no longer degenerate due to the anisotropic n.n exchange. Furthermore $\cos \Theta_{cl} = h / h_s$ and the saturation fields are given by

$$\frac{h_s}{2S} = \begin{cases} 2 (J_{1a} + J_{1b}) & \text{NAF} \\ 2 (J_{1a} + 2J_2) & \text{CAFa} \\ 2 (J_{1b} + 2J_2) & \text{CAFb} \end{cases}$$  \hspace{1cm} (62)

The quantum corrections $E_{zp}$ to the total ground state energy $E_{gs} = E_{cl} + E_{zp}$ may be calculated using again Eq. (17), now with the $J(k) = J_{1a} \cos k_x + J_{1b} \cos k_y + 2J_2 \cos k_x \cos k_y$ exchange function for the anisotropic model. As before $E_{gs}$ may also be obtained from unbiased numerical ED of finite tiles and using finite size scaling.

The result for tile 20:2-4, overlaid on the classical phase diagram is shown in Fig. 45. The regular appearance of the phase diagram is due to the invariance of the zero-field ground state energy $E_{gs}(\phi, \theta)$ under various symmetry operations:

i) reflections at the lines $\theta = \frac{\pi}{4}$ and $-\frac{3\pi}{4}$ and inversion at the points $(\phi, \theta) = (\pm \frac{\pi}{2}, \pm \frac{3\pi}{4})$ and $(\pm \frac{\pi}{2}, -\frac{\pi}{4})$. Both lead to $(J_{1a}, J_{1b}) \rightarrow (J_{1b}, J_{1a})$ with $J_2$ unchanged. This corresponds to an interchange of the columnar CAFa/b phases, with FM and NAF phases left unchanged. Thus, it is sufficient to consider only the parameter range $-\pi \leq \phi \leq \pi$ and $0 \leq \theta \leq \pi/4$, which can be mapped onto the whole phase diagram applying discrete symmetry operations under which the Hamiltonian in Eq. (59) is invariant.

ii) In the isotropic case ($\theta = \frac{\pi}{4}$ and $-\frac{3\pi}{4}$), CAFa and CAFb are degenerate. By moving away from this symmetry line, one of the two phases is selected. Cutting along a line for fixed anisotropy gives a phase diagram in polar presentation, similar to the isotropic one in Fig. 25.

As for the isotropic case (Fig. 14) it is instructive to compare the ground state energy in the thermodynamic limit obtained from finite size scaling of ED results with that of the analytical LSW treatment. For the intermediate anisotropic case with $\theta/\pi = 1/8$ or $J_{1a}/J_{1b} = 0.41$ we show $E_{gs}(\pi/8, \phi)$ in Fig. 46. A comparison of both methods shows that they give consistent results for the whole range. Apart from the ferromagnetic state, which is an eigenstate to the Hamiltonian, the quantum corrections stabilize the classical ground-state, i.e., the zero-point energy (Eq. 17) is negative for all values of $\phi$ (Fig. 46). These observations holds for all other anisotropy ratios as well, i.e. for the complete phase diagram in the ($\theta, \phi$)-plane.

Both methods may also be applied to investigate the size of the ordered moment. For the intermediate anisotropic case results are shown in Fig. 47. It is observed that generally in the stable moment regime the moment reduction by quantum fluctuations is less than in the isotropic case (Fig. 14b). Apparently the zero point fluctuations are reduced...
Figure 46: The ground-state energy as function of the frustration angle $\phi$, for the model with intermediate anisotropy with $\theta = \pi/8$ ($J_{1a}/J_{1b} = 0.41$). It corresponds to a cut shown in the inset where abscissa and ordinate range are same as in Fig. 45. This should be compared to the isotropic case ($\theta = \pi/4$) in Fig. 14.

Figure 47: The ordered moment $m_Q = M$ as function of the frustration angle $\phi$, for the model with intermediate anisotropy $\theta = \pi/8$. The corresponding isotropic case ($\theta = \pi/4$) is shown in Fig. 14(b). The anisotropy generally stabilizes the moments by reducing quantum fluctuations, thereby removing the moment instability in the (spin nematic) regime around $\phi/\pi \simeq 0.85$.
Figure 48: Ordered moment $m_\theta = M$ for $\phi/\pi = 0.852$ as a function of the anisotropy parameter $\theta$ (see thick line cut in the inset). The frustration angle $\phi$ is chosen such that at the isotropic point ($\theta = \pi/4$ or $J_{1a} = J_{1b}$), the system is in the disordered (spin nematic) regime at the CAFa/b-FM corner.

by the anisotropy. This is also obvious from the reduced width of the instability regimes at NAF/CAFa (spin liquid regime) and CAFb/FM (spin nematic regime). The latter is actually absent for the $\theta/\pi = 1/8$ anisotropy, i.e. the spin nematic phase discussed previously for the isotropic model (c.f. Fig. 14(b)) is easily destroyed (the CAFb moment is stabilized) for finite anisotropy.

This is even more strikingly seen in Fig. 48 where we show the anisotropy ($\theta$) dependence of the ordered moment for a fixed $\phi/\pi = 0.852$ that corresponds to the spin nematic region at the CAF/FM boundary of the isotropic ($\theta/\pi = 1/4$) case in Fig. 14. Obviously Fig. 48 demonstrates that even a tiny deviation from the isotropic case immediately destroys the spin nematic state. In order that the latter should be realized, two model parameters $\theta, \phi$ controlling anisotropy and frustration should be fine-tuned to a very narrow regime. Therefore it may well be that this phase will rarely be found in a real compound.

10.2. Spin-space anisotropic xxz triangular exchange model

So far we discussed the triangular model with real space anisotropy which is due to anisotropic bond distances and angles. A complementary model is isotropic ($J_1 = J_2 = J$) in real space, however, has anisotropic exchange constants $J_1 \neq J$ for spins oriented along the $z$ and $x, y$ axis, respectively in the Hamiltonian of Eq. 4. This comprises the classical easy plane ($J > J_1$) and easy axis ($J < J_1$) regime. The interesting phase diagram of this model was derived in Ref. 173 using both numerical large-size cluster mean-field method with scaling scheme (CMF+S) as well as analytical hard-core boson expansion close to the saturation field. It was also investigated using the 2D DMRG method 174 and ED method 175. We briefly discuss the hard core boson approach because it qualitatively indicates already how the classical phase diagram is influenced by quantum fluctuations. The representation of $S = 1/2$ magnetically ordered states by a Bose condensate in the easy plane case ($J > J_1$) is, e.g., reviewed in Ref. 166 and proceeds via the bosonic mapping $S^+_i = a_i, S^-_i = a_i^\dagger$, and $S^z_i = S - a_i^\dagger a_i$ of spin operators. The relevant magnetic structure may be built from the condensate amplitude of $a_k = \sum_i \exp(i k \mathbf{R}_i)$ given by $\psi_{\pm Q} = \langle a_{\pm Q} \rangle$. Here $\pm Q = (\pm 4 \pi/3, 0)$ are possible wave vectors of the (real-space isotropic) triangular 120° degree structure which are located on opposite corners of the hexagonal Brillouin zone. In terms of these amplitudes the ground state energy per site in the dilute boson limit ($0 < h_1 - h \ll h_2$) is given by

$$E_{gs}/N = -(h_1 - h)(|\psi_Q|^2 + |\psi_{-Q}|^2) + \Gamma_1(|\psi_Q|^4 + |\psi_{-Q}|^4) + 2\Gamma_2|\psi_Q|^2|\psi_{-Q}|^2 + 2\Gamma_3|\psi_Q|^3|\psi_{-Q}|^3 \cos 3\phi$$

(63)

where $h_2 = (3/2) J + 3J_1$ is the saturation field and $\phi = \arg(\psi_Q/\psi_{-Q})$ is the relative phase between the two condensate amplitudes which is fixed by the last term of $E_{gs}/N$. Depending on the effective interaction parameters $\Gamma_1, \Gamma_2, \Gamma_3$ one can have three cases: i) $\Gamma_1 > \Gamma_2$ and $\Gamma_3 < 0$; both amplitudes are nonzero and $\phi = 0$ (0-coplanar structure). ii) $\Gamma_1 > \Gamma_2$ and $\Gamma_3 > 0$; both amplitudes nonzero and $\phi = \pi$ (π-coplanar structure). iii) $\Gamma_1 < \Gamma_2$; one of the amplitudes
is zero (umbrella structure). The calculation of $\Gamma_1$ is the hard part and in the dilute Bose limit may be performed by calculating the four-particle scattering in ladder approximation. This technique was pioneered before by Nikuni and Shiba for the quasi-1D quantum magnets.

The resulting phase diagram for the present model is then shown in Fig. 49. Most importantly the introduction of $J/J_z$ anisotropy does not lead to any spin liquid phase, only magnetically ordered ground states are realized. Nevertheless, quantum fluctuations do have an important influence on the phase diagram.

Furthermore a new quantum phase, the coplanar $\phi = \pi$ state (pink region) appears in a small sector for large field between the boundaries $(J/J_c)_1 = 1.588$ and $(J/J_c)_2 = 2.22$. The fully isotropic (real space and spin space) point $J_z/J = 1$ corresponds to the point $J_1/J_2 = 1$ in Fig. 28 and shows the same sequence of phases Y-udd-V for increasing field.

The magnetization plateau for $J_z/J = 1$ ($h_s/J_S = 9$) in Fig. 49 has the width $\Delta h/h_s = 0.171$ which is close to the value $\Delta h/h_s = 0.19$ (for $S = 1/2$) in Fig. 29, and also to the numerical value from ED in Ref. 129. Naturally for Ising type anisotropy $J/J_z < 1$ the uud plateau width increases at the expense of Y and V phases. Until the pure Ising case $J/J_z = 0$ the magnetization develops an uud Ising plateau $m_{i0}/S = 1/3$ in the whole field range of the type discussed already in Sec. 1.

More complicated than uniaxial/easy-plane spin-space exchange anisotropies including asymmetric and non-diagonal exchange terms were considered for triangular YbMgGaO$_4$. This compound has an effective (Yb$^{3+}$-Kramers doublet) pseudo-spin 1/2 and was proposed as a candidate for a triangular spin liquid from ESR and INS, but there is also compelling evidence for a disorder-induced spin glass state.

10.3. Addition of further neighbors: the $J_1$-$J_2$-$J_3$-type models

This is an obvious generalization of the original isotropic square or anisotropic triangular $J_1$-$J_2$ model which is obtained by adding additional exchange bonds $J_3$ (Fig. 4). For the square lattice model depicted in Fig. 4a, it corresponds to the 3rd-nearest neighbors along cartesian axes at positions $(\pm 2a, 0)$ and $(0, \pm 2a)$. This introduces an additional 2a-periodicity into the exchange function $J(\bf{k})$. Therefore in the classical phase diagram, in addition to the FM and commensurate CAF, NAF state generally incommensurate 2D spiral phases characterized by wave vectors $Q = (Q_x, Q_y)$ are possible. In the special case when $J_1 + 2J_2 - 2J_3 = 0$ ($J_1 < 0, 0 < 2J_3 < |J_1|$), only one component is nonzero and has the commensurate value $2\pi/3$ corresponding to a 1D spiral with three-sublattice structure. In this case the exchange Hamiltonian may be mapped to that of an isotropic triangular model with an effective exchange $J = (1/3)(J_1 + 2J_2 + J_3)$. Indeed it was found by MC simulation that the classical $H$-$T$ phase diagram exhibits phases which are reminiscent to those of the triangular quantum model at zero temperature.

The most interesting aspect here is the influence of the $J_3$ bond on the quantum phases and we briefly discuss the spin liquid phase around $J_3/J_1 = 0.5$ ($\phi/\pi = 0.15$) within the spin dimer approach. The spin excitation gap in the dimer phase may be estimated analytically using a singlet-triplon bosonic representation of the model and a

---

Figure 49: Phase diagram of the real-space isotropic ($J_1 = J_2 = J$) but spin-space-anisotropic ($J_1 = J_2 = J \neq J_3$) triangular model. Dashed line at $J_z/J = 1$ is classical phase boundary and in this case the whole region for $(J/J_c > 1)$ corresponds to the cone (umbrella) state. Coplanar (non-umbrella) phases for $J_z/J > 1$ are stabilized by quantum fluctuations. TCP is a tricritical point between first (left) and second (right) order transition lines. (Adapted from Refs. [173,177]).
plaquette-factorized variational dimer wave function. The spin gap $\Delta_\nu$ at $J_2/J_1 = 0.5$ as function of a FM $J_3 < 0$ is shown in Fig. [50]. The FM $J_3$ coupling favors the moment alignment of third nearest neighbors. Therefore the dimer gap is gradually reduced to zero until triplon condensation is achieved at $J_3/J_1 \approx -0.065$ [181]. For even larger $|J_3|$ the magnetic Neel order is rapidly re-established. This is also the case for all other values of $J_2/J_1$ lying in the spin liquid sector of Fig. [25].

As in the square lattice model one may introduce further neighbor $J_3$ interactions in the triangular model along the diagonals between symmetry axes. (Fig. [2]). The general model was investigated with modified spin wave theory [72] and the isotropic n.n. model ($J_1 = J_2$) with variational Monte Carlo methods [182, 183]. In the latter case when $J_3 = 0$ one starts from the stable $120^\circ$ commensurate spiral structure; the spin liquid phase originally suspected does not exist in this case. To achieve the triangular spin liquid one either has to fine tune the anisotropy of exchange parameters to $0.7 \leq J_2/J_1 < 0.9$ (Table [4]). Or, if one keeps isotropic n.n. exchange $J_2 = J_1$ then the next nearest neighbor exchange $J_3$ has to be tuned to the narrow interval $0.1 \leq J_3/J_1 \leq 0.135$ to achieve a nonmagnetic state (Fig. [51]). It was proposed as a gapless spin liquid state with algebraic decay of spin correlations [182].

Recapitulating the effect of interlayer-coupling, $J_{1\alpha}=J_{1\beta}$ anisotropy and additional $J_3$ exchange bonds in the square lattice it is clear that these modifications of the original $J_1$-$J_2$ model are all detrimental to the stability of the nonmagnetic quantum (spin-dimer, spin nematic) phases. Even when small in magnitude compared to the $L_0 = (J_1^2 + J_2^2)^{3/2}$ energy scale they may quickly reestablish the conventional magnetic phases. Therefore spin liquid phases in the square and also triangular lattices may only be achieved by fine tuning exchange parameters and their anisotropies to narrow intervals. This observation can explain why so far no materials have been found which clearly exhibit the quantum phases in these simple lattices, though some of them may seem to be close to them.

10.4. Further 2D model extensions and modifications

A variety of additional extended variants of the $J_1$-$J_2$ model that have been investigated will only be mentioned without further discussions. We refer to a selection of the literature. A very interesting extension consists in adding a four spin (cyclic or ring) exchange to the model [58, 59]. This model was discussed for a while in context with the anomalous spin wave excitations in tetragonal La$_2$CuO$_4$ [160, 184] which is an unfrustrated ($J_2 = 0$) square lattice NAF compound. The ring exchange also opens the way to stabilizing staggered dimer phases [59]. A similar extension of triangular models including chiral three-site interactions has been investigated which may support a chiral spin liquid phase [185]. A further popular extension for $S \geq 1$ exchange models is the addition of biquadratic terms in the Hamiltonian [186, 187] and possibly a single-ion anisotropy potential. This may lead, in addition to the magnetic and bond-nematic phases to the obviously possible local spin-quadrupole phases. They do indeed have numerous experimental realizations, in particular in Ni ($S = 1$) compounds [188], in contrast to the true bond spin nematic compounds for $S = 1/2$ where none has been found so far.
Figure 51: Ordered moment for isotropic \((J_1 = J_2)\) triangular model with next neighbor \(J_3\) coupling. A gapless algebraic spin liquid phase appears in a narrow interval above \(J_3/J_1 \approx 0.1\) between the magnetic ground states. (Adapted from Ref. [182]).

Instead of increasing the size of the spin \(S\) one may form the product space of spin \(S\) and pseudo-spin \(T\) which describes e.g. degenerate \(e_g\) orbital degrees of freedom when the orbital angular momentum is not completely quenched. The intersite exchange interactions may then be expressed in terms of \(S_\alpha T_\beta\) \((\alpha, \beta = x, y, z)\) product operators. If their intersite-couplings are identical one obtains a supersymmetric spin-orbital model with SU(4) symmetry [189, 190]. Such models were also investigated on the triangular lattice [191]. Due to the enhanced importance of combined spin-orbital fluctuations they exhibit a genuine spin-liquid phase for only (isotropic \(J_1 = J_2\)) nearest neighbor interaction \(J_1\), contrary to the pure spin model which has the 120° magnetic order. However, when n.n. interaction \(J_3\) is included even in the SU(4) model the spin liquid state is rapidly suppressed and for \(J_3/J_1 > 0.12\) a four-sublattice ordered state with yet unspecified order parameter appears [191].
11. Summary and Outlook

In this review physical effects in quasi-2D quantum magnets have been discussed which are due to simultaneous action of magnetic frustration and low dimensional quantum fluctuations. We focused on the generic \( J_1-J_2 \) or \( J_{1a}-J_{1b}-J_2 \) type Heisenberg models in the square and (anisotropic) triangular or rectangular lattice geometry, respectively which describe frustrated magnetism for \( J_2 > 0 \ (0 < \phi < \pi) \). They have the advantage that a single control parameter, the frustration (square lattice) or anisotropy (triangular lattice) ratio \( J_2/J_1 \) allows to tune across a rich phase diagram containing the ferromagnet (FM), collinear commensurate antiferromagnets (NAF, CAF), incommensurate spiral phases (SP) and in narrow regions exotic non-magnetic quantum phases. Furthermore there are numerous magnetically ordered compound classes that correspond approximately to these simple models.

A convenient way to discuss the model was found in its compact polar representation using the overall energy scale \( \mathcal{E} = (J_1^2 + J_2^2)^{1/2} \) and the frustration control parameter \( \phi = \tan^{-1}(J_2/J_1) (-\pi \leq \phi \leq \pi) \). The phase diagram and boundaries as obtained from the classical ground state energy provide a useful orientation. It contains only magnetic phases (Sec. 4). The a priori degree of frustration may be obtained from the ratio of ground state energies of frustrated fundamental plaquettes to those of dimer and trimer constituents (Fig. 5) (Sec. 2). It shows that the frustration is generally absent for \( J_2 < 0 \) and has maxima at the classical phase boundaries NAF/CAF and CAF/FM.

A prominent effect of frustration and quantum fluctuations is therefore the breakdown of magnetism at these classical phase boundaries due to diverging influence of zero point fluctuations. Subsequently stabilization of possible exotic quantum (‘spin liquid’) phases like dimer crystal or spin nematic phases without long range magnetic correlations may occur. The latter have received enormous amount of attention in the literature. However to our knowledge there are no unambiguous physical realizations of these hypothetical quantum ground states in the simple square and triangular lattices. We have argued that they may be easily destabilized by deviations from the generic \( J_1-J_2 \) model due to anisotropies and further interactions (Sec. 10). In particular the spin-nematic order at the CAF/FM boundary in the square lattice (which spontaneously breaks \( C_4 \) symmetry) is extremely sensitive to anisotropies of the n.n. interaction \( J_1 \) (Fig. 5). Likewise the (dimer-) spin liquid state at the NAF/CAF boundary can easily be destroyed by 3rd neighbor couplings (Fig. 50). In both cases NAF or CAF magnetic order will be reestablished. Therefore we have mostly restricted ourselves to review the physically measurable effects of frustration and quantum fluctuations in the magnetically ordered parts of the phase diagram.

The influence of quantum fluctuations on the ground state can be approximately treated within the LSW which includes effects to first order in \( 1/S \) (Sec. 4.1). We have discussed the general results for LSW approach in an external field using a local coordinate system for the \( 1/S \) expansion. The frustration \( \phi \) and field dependence of quantum corrections to physical quantities like ground state energy, ordered moment, uniform moment and canting angle have been calculated. The essential ingredient for the corrections is the field dependent spin wave dispersion and its behavior at symmetry points and along lines as function of frustration control parameter. As an alternative approach to calculate quantum effects and as a cross-check to LSW method the unbiased numerical exact diagonalization (ED) technique for finite tiles, supplemented by finite size scaling was employed (Sec. 4.3). To obtain reliable results powerful criteria for the proper selection of tiles for the scaling procedure were derived (11).

A comparative evaluation of results for the ground state was discussed in Sec. 4.3. Excellent agreement for the lowering of ground state energies in the whole phase diagram occurs. The ordered moment is strongly reduced by quantum fluctuations, depending on the degree of frustration. The LSW and ED methods give very good agreement in the regions of stable magnetic phases, although they show differences when approaching the strongly frustrated region around the classical phase boundaries where the quantum phases are expected to emerge. There the moment breaks down in a small finite region of frustration parameter \( \phi \). The position and width differs between LSW and ED approach and also between other methods (Table 4).

The uniform magnetization shows similar behavior (Sec. 4.3). The nonlinearity of magnetization increases with degree of frustration and together with the saturation field may in principle be used to extract the frustration ratio for the stable magnetic regions. Inside the dimer quantum phase region of the square lattice a pronounced magnetization plateau appears at \( m_0/S = 1/2 \) due to the stabilization of colinear \( uuud \) structure. The similar phenomenon happens in the triangular case in a wider range of control parameter around the maximally frustrated isotropic point where the \( uuud \) collinear phase with \( m_0/S = 1/3 \) occurs. These colinear and also coplanar phases are stabilized by the effect of quantum fluctuations which are maximal when the sublattice moments are parallel (Sec. 8).

A most direct measure of frustration is the field dependence of the ordered (staggered) moment (Secs. 4.3, 9.3).
Figure 52: Empirical frustration ratio \( f = \Theta_{\text{CW}}/T_N \) as function of \( \phi \) for various interlayer coupling strengths \( J_\perp/J_c \). For 3D isotropic \( (J_\perp/J_c = 1) \) pure Néel cases (circles) \( f = 1 \). For quasi-2D case \( (J_\perp/J_c \ll 1) \) large enhancement \( f \gg 1 \) around \( \phi/\pi \approx 0.15 \) and \( -f \gg 1 \) around \( \phi/\pi \approx 0.85 \) correlates with the strong frustration in these regimes (c.f. Fig. 5). Here, \( \Theta_{\text{CW}} = J_1 + J_2 \).

Its starting value at zero field is considerably suppressed by zero point fluctuations with a value that strongly depends on the frustration degree. When the field is turned on quantum fluctuations will be reduced and the ordered moment is enhanced until it reaches a maximum from where it decreases again due to the classical effect of sublattice moment canting. The initial slope of ordered moment increase is an excellent measure for the frustration ratio and it has been vindicated by neutron diffraction study of the Cu-pyrazine compound. We think this is a widely applicable technique with great potential for frustrated magnets. The field dependence of the quasi-2D Néel temperature (Sec. 9.3) is a complementary effect. \( T_N \) increases with field due to the resulting reduction of quantum fluctuations. Because they depend on the degree of frustration \( T_N(H) \), like the ordered moment, contains information on the frustration ratio. Furthermore, for large fields approaching saturation the ordered moment has to vanish. Quasi-2D magnets may easily exhibit reentrance behavior in the \( T-H \) plane. For Cu-pyrazine these fields are so far out of reach but reentrance could possibly be observable for some of the oxovanadates, in particular those close to the spin nematic region (Fig. 25).

In the introduction it was mentioned that the ratio \( f = \Theta_{\text{CW}}/T_N \) is frequently used in experimental work as a simple empirical criterion to evaluate the importance of frustration effects. In a common 3D mean-field type magnetism this ratio would be of order one. It is expected that the Néel temperature of quasi-2D magnetic order caused by interlayer coupling is strongly suppressed by in-plane frustration leading to a ratio \( f \) much larger than one. Using a slight quasi-2D RPA generalization of the LSW in Sec. 9.3 the ordering temperature (Eq. (54)) and therefore \( f \) may be calculated, it is shown in Fig. 52. The enhancement of the calculated \( f \) is clearly observed at the CAF/CAF boundary (dimer spin liquid region, \( \phi/\pi \approx 0.15 \)), similar to the enhanced microscopic frustration degree \( \kappa \) in Fig. 5. For \( \phi/\pi > 0.75 \) \( \Theta_{\text{CW}} \) becomes negative. Therefore close to the CAF/FM boundary (spin nematic region \( \phi/\pi \approx 0.85 \) \( f \) also acquires negative values and diverges due to the vanishing \( T_N \). This means that \( f \gg 1 \) close to strongly frustrated spin liquid and \( -f \gg 1 \) close to strongly frustrated spin nematic regime. For the oxovanadates the \( \phi \) values (Fig. 25) are commonly in between the two regions with \( f > 1 \) only slightly enhanced. However the sign change of \( \Theta_{\text{CW}} \) and therefore of \( f \) occurs between the last two compounds in Table 5.

At finite temperature the unbiased numerical finite temperature Lanczos method (FTLM) offers many possibilities to investigate the thermodynamic properties of frustrated quantum magnets (Sec. 5). Specific heat, magnetic susceptibility and magnetocaloric cooling rate are the quantities most easily accessible. The former has the experimental drawback that the unknown lattice part must be subtracted, giving an uncertainty to the magnetic part. The latter has so far been only sparsely investigated experimentally for frustrated magnets.

The most useful quantity is the susceptibility which may be considered in two ways. Firstly the position and height of the susceptibility maximum shows a characteristic variation with the frustration ratio, leading to a low maximum position in the strongly frustrated regimes and likewise a maximum at relatively high temperature for unfrustrated
case. This criterion already gives a preselection for the frustration ratio, however it is not unique by itself because there are always two possible values corresponding to CAF or NAF phase region. It was demonstrated that together with the additional diagnostic tool of the saturation field asymmetry the frustration ratio $J_2/J_1$ or $\phi$ can be uniquely determined. The magnetocaloric cooling rate calculated for the square lattice model shows considerable enhancement at the saturation field. Surprisingly the maximum enhancement does not occur in the nonmagnetic spin liquid and spin nematic regimes but well inside the stable NAF and CAF sectors. This is due to the enhanced specific heat in the former regions which suppresses the cooling rate coefficient. A larger enhancement may be obtained in more frustrated systems like the kagome lattice [97].

The above mentioned ambiguity in the thermodynamic determination of frustration ratios may also be directly resolved by comparing the static structure factor from neutron scattering (Sec. 6) with predictions from the ED, FTLM and high temperature expansion. In the quasi-2D ordered magnet the pattern of sharp Bragg peak positions for $T < T_N$ and their intensity is a finger print for the underlying magnetic structure and shows a characteristic variation with the frustration control parameter. Furthermore, even the broad scattering peaks above $T_N$ due to short range correlations contain enough information to extract the exchange model from a comparison with high temperature series expansion of the structure factor. This program has been successfully carried out for some of the oxovanadate compounds (Sec. 9.3).

A more complete and most accurate method to determine $J_1$ and $J_2$ uses the fitting of FTLM results to the full experimental susceptibility curve. The strength of FTLM relies on the fact that it still gives a reliable fit for temperatures below the susceptibility maximum but above the finite size gap. This leads to a high accuracy for the simultaneous determination of the total exchange energy scale $J_c$, frustration angle $\phi$ and Landé $g$-factor. Using this procedure for the Cu-chloride and -bromide compounds a highly accurate determination of these parameters in excellent agreement with spectroscopic methods like ESR and INS is possible. This is particularly noteworthy as these anisotropic triangular compounds are close to the disordered quasi-1D spin liquid case. This proves FTLM to be a versatile and efficient method to analyze the thermodynamics of 2D quantum spin systems. When applied to the recent susceptibility data obtained for the whole substitutional series $\text{Cs}_2\text{CuCl}_{4-x}\text{Br}_x$ [153, 162] the systematic trends of exchange constants and frustration ratio with composition may be extracted. Such procedure is a prerequisite tool if one wants to identify a future route to fine tuning the exchange constants in order to approach the narrow intervals of nonmagnetic quantum phases starting from the magnetically ordered phase regions.
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Appendix A  Finite temperature Lanczos method (FTLM)

In this appendix we give a brief description how partition functions and thermal averages of operators in spin space are computed in the FTLM method based on ED. The thermodynamic average of an arbitrary time-independent operator $A$ is given by

$$
\langle A \rangle_\beta = \frac{1}{\mathcal{Z}} \sum_{n=1}^{N_d} \langle n | e^{-\beta H} A | n \rangle,
$$

(64)

$$
\mathcal{Z} = \sum_{n=1}^{N_d} \langle n | e^{-\beta H} | n \rangle,
$$

(65)

where $\mathcal{Z}$ is the canonical partition function and $N_d$ is the dimension of the Hilbert space spanned by the spinor product basis $\{|\psi\rangle : n = 1 \ldots N_d\}$ (e.g. $N_{d} = 2.7 \cdot 10^{8}$ for $N = 28$). In each symmetry-invariant subspace of the full Hilbert space, the eigenvalues and normalized wave functions are determined by the Lanczos procedure. To sample an as large as possible part of the Hilbert space, we start $N_R = O(100)$ iterations with different random wave functions or starting vectors $|\psi\rangle$, such that eventually we use no more than $O\left(10^{3}\right)$ eigenvalues and wave functions per Hamiltonian block. It may be shown [77] that this procedure yields an asymptotically exact result.

If the operator $A$ is a conserved quantity with $[H, A] = 0$, one can replace $A$ by its quantum numbers $A_{j}^{r,s}$, and Eqs. (64, 65) are evaluated as

$$
\langle A \rangle_\beta \approx \frac{1}{\mathcal{Z}} \sum_{s} \sum_{r} \sum_{j=0}^{N_d} \sum_{r_j} e^{-\beta \epsilon_j} |A_{j}^{r,s}|^2 \left\langle r_j | \psi_j \right\rangle^2
$$

(66)

$$
\mathcal{Z} \approx \sum_{s} \sum_{r} \sum_{j=0}^{N_d} \sum_{r_j} e^{-\beta \epsilon_j} \left| \left\langle r_j | \psi_j \right\rangle \right|^2
$$

(67)

Here $s$ denotes summation over the independent symmetry sectors. Within each sector containing $N_d^s$ states, $r$ runs over the $N_R^s$ Lanczos procedures with different starting wavefunctions $|\psi_j\rangle$. For each tuple $(s, r)$, the iterator $j$ runs over the set of the corresponding Lanczos eigenvectors $\{|\psi_j\rangle\}$ with eigenvalues $\{\epsilon_j\}$. In summary the FTLM replaces the thermal averaging over all microscopic states by an averaging over the low energy Lanczos eigenstates and a simultaneous averaging over the randomly chosen starting vector used to obtain these eigenstates. The most important thermodynamic quantities that may be computed with this procedure are listed in Sec. (5.1).

An important application where the operator $A$ does not in general commute with the Hamiltonian is the static spin correlation function. Now $A$ refers to a product of spin operators and the expectation value is given by

$$
\langle S_{m}^{\alpha} S_{n}^{\beta} \rangle_\beta \approx \frac{1}{\mathcal{Z}} \sum_{s} \sum_{r} \sum_{j=0}^{N_d} \sum_{r_j} e^{-\beta \epsilon_j} \left\langle r_j | \psi_j \right\rangle \left\langle \psi_j | S_{m}^{\alpha} S_{n}^{\beta} | r_j \right\rangle,
$$

(68)

with the same meaning of the symbols as above. The Fourier transform of this product expectation value is the static magnetic structure factor as determined in neutron scattering (Sec. [5]).

Appendix B  Technical implementation of exact diagonalization method

Exact-diagonalization (ED) methods provide an unbiased way to compute properties of quantum spin models. This is important as it gives a solid check for $T = 0$ spin-wave calculations and it extends and complements the results of finite-temperature methods like high-temperature series expansions. The single drawback of ED is the exponential growth of the underlying Hilbert space with increasing system size $N$, restricting us to comparatively small tiles to cover the infinite lattice. In this appendix we describe to some detail the important technical issues connected with the unbiased exact diagonalization method on finite tiles.

65
B.1 Generating and classifying all possible tilings of the square and triangular lattice

At zero temperature ED is useful only when combined with a proper finite-size scaling analysis. This requires clear selection criteria for which tiles should be included in the scaling analysis. At finite temperatures, a finite-size scaling analysis is not possible, however the same principles must be applied to select the tiles for the evaluation of the partition function and the thermodynamic traces involved. Several authors use different approaches to address the tile selection problem: Haan et al. [192] use helical boundary conditions and define an asymmetry parameter comprising the ratio of difference and sum of the lengths of the edge vectors of the tiles considered. This favors diamond-shaped tiles including perfect squares. Avoiding any non-square-shaped tiles [193] appears attractive but leaves only a few coverings. "Topological imperfection" is yet another possible selection criterion [78], however in the final analysis the authors manually choose tiles to be included.

These examples are in no way a complete list but illustrate the main problems: (i) Only very few coverings might withstand the selection criteria, (ii) the procedure contains some arbitrariness which would lead to selecting different tiles for different Hamiltonian parameters, (iii) given just the edge vectors \( \mathbf{a}_i \) of a particular parallelogram, this is not a unique way to cover a lattice: In general, there are many possible generator matrices \( M = (\mathbf{a}_1, \mathbf{a}_2) \) of the same lattice tiling \( \Lambda_M \). For completeness and due to the importance of this rather technical issue, we recapitulate the essential ingredients of the procedure we are using to overcome these deficiencies. For details, see Refs. [55, 194–196].

First, let us specialize the concept of unitary matrices of dimension 2 to unitary matrices with integer coefficients. These are called unimodular matrices \( U \), which are defined as integer matrices with determinant \( \pm 1 \) and form a (non-abelian) group \( U_2 \) under matrix multiplication. It has been proven [196] that (a) an arbitrary integer matrix \( M \) can be uniquely decomposed into a unimodular matrix \( U \) and a Hermite normal form (HNF) matrix \( H \) such that

\[
U \cdot M = H,
\]

and (b) that for two HNF matrices \( H \) and \( H' \) generating the lattice tilings \( \Lambda_H \) and \( \Lambda_{H'} \), we have

\[
\Lambda_H \equiv \Lambda_{H'} \iff H = H'.
\]

For \( 2 \times 2 \) matrices, this enables us to generate lists of all possible tilings of the square lattice with a given area \( N \). The two-dimensional HNF matrices \( H \) have the form

\[
H = \begin{pmatrix} h_{11} & h_{12} \\ 0 & h_{22} \end{pmatrix}, \quad h_{11}, h_{22} \geq 1 \land 0 \leq h_{12} < h_{22}
\]

(71)

representing tiles with the special edge vectors \( \mathbf{h}_1 = (h_{11}, h_{12}) \) and \( \mathbf{h}_2 = (0, h_{22}) \) and fixed area \( N = h_{11} h_{22} \). For numerical purposes, we implement an algorithm using Eq. (71) alone for building the list of possible tilings.

We want to utilize the concept of the "squareness" or "compactness" of a tile for selecting the proper tiles for finite-size scaling. For an integer \( 2 \times 2 \) matrix \( M \) with row vectors \( \mathbf{m}_1 \) and \( \mathbf{m}_2 \), we define a parameter

\[
\rho(M) = 4 \frac{\text{Det}(\mathbf{m}_1, \mathbf{m}_2)}{(|\mathbf{m}_1| + |\mathbf{m}_2|)^2}
\]

(72)

which measures the "compactness" or squareness of the parallelogram spanned by the row vectors of \( M \): We have \( 0 \leq \rho(M) \leq 1 \), and \( \rho(M) = 1 \) if and only if \( M \) describes a square, which we regard as the "most compact" tiling of a two-dimensional lattice (see Eq. (72) for an interpretation).

Calculating \( \rho(H) \) for the HNF representation of a lattice tiling is not very useful: According to Eq. (69), a single HNF matrix \( H \) represents a whole class \( C_H \) of tiles with matrix representation \( M \) which all lead to an identical lattice tiling \( \Lambda_H = \Lambda_M \). But in general, two matrices \( M \neq M' \) with \( \Lambda_M = \Lambda_{M'} \) have \( \rho(M) \neq \rho(M') \). From each \( C_H \), we therefore have to choose a tile which has the maximum compactness of all tiles of its class,

\[
M_c = M : \rho(M) = \max_{T \in C_H} \rho(M_T)
\]

(73)

and assign \( \rho(M_c) \) to the HNF representation \( H = U M_c \) of its class \( C_H \). This criterion is convenient to implement numerically, and we use it directly in our tile selection procedure. To label the tiles in a unique way, we use the scheme \( \mathcal{N}: h_{11}:h_{12} \). As an example, Figure [53] illustrates the lattice tiling 28:2-10. Shown are the HNF matrix \( H \) together with its graphical representation, the corresponding compact tile representing \( M_c \), and the unimodular matrix \( U^{-1} \) needed to map \( H \) onto \( M_c \).
Wave vectors for arbitrary parallelogram tiles:

Assume the edge vectors of a tile have the form
\[ a_1 = a_{11} e_x + a_{12} e_y, \quad a_2 = a_{21} e_x + a_{22} e_y \] (74)
in cartesian coordinates. For the corresponding basis vectors of the reciprocal lattice
\[ b_1 = b_{11} e_x + b_{12} e_y, \quad b_2 = b_{21} e_x + b_{22} e_y \] (75)
we get from the orthogonality condition \[ a_i \cdot b_j = 2\pi \delta_{ij} \] the formulas
\[ b_{11} = \frac{2\pi}{N} a_{22}, \quad b_{12} = -\frac{2\pi}{N} a_{21}, \] (76)
\[ b_{21} = -\frac{2\pi}{N} a_{12}, \quad b_{22} = \frac{2\pi}{N} a_{11}. \] (77)
The denominator in the equations above is just the number of sites of the tile, or the area of the parallelogram spanned by \( a_1 \) and \( a_2 \),
\[ N = |\text{Det}(a_1, a_2)| = |a_{11}a_{22} - a_{12}a_{21}|. \] (78)

For a translation vector \( r = x_1 a_1 + x_2 a_2 \) and a wave vector \( k = k_1 b_1 + k_2 b_2 \), we then have \( k \cdot r = 2\pi (k_1 x_1 + k_2 x_2) \) by construction. The coefficients \( x_1 = n_1/N \) and \( x_2 = n_2/N \) with integer \( n_1 \) and \( n_2 \) are the projections of the lattice points of a tile onto the edge vectors, and \( k_1 \) and \( k_2 \) are integers. As an example, Fig. 12 illustrates the real and reciprocal lattices for tile number 28:2-10.

Constructing the Brillouin zone for a finite lattice

Here we will discuss one possible way to determine the points in reciprocal space which make up the Brillouin zone, using the fact that a translation in \( k \) space by a reciprocal lattice vector will not change the phase of a wave function, as required by Bloch’s theorem.

We construct the first Brillouin zone such that the origin is located in a corner of it. This is different from the Wigner-Seitz construction for infinite lattices, where the origin is in the center of the Brillouin zone. We cannot apply the Wigner-Seitz construction directly to an arbitrary finite lattice, because we require the wave vector \( k = 0 \) to be part of the set of \( k \) points generated (which corresponds to fixing a global phase of the wave functions), and in general the center of a given tile does not have a wave vector associated with it.

For a reciprocal lattice vector
\[ G = g_1 b_1 + g_2 b_2, \quad g_1, g_2 \in \mathbb{Z}, \quad |G| = 2\pi \] (79)
we need to find the coefficients $g_i$. For a given translation vector

$$\mathbf{r} = x_1 \mathbf{a}_1 + x_2 \mathbf{a}_2, \quad x_i = \frac{n_i}{N}, \quad n_1, n_2 \in \mathbb{Z} \quad (80)$$

in direct space, the requirement that the phase of a wave function does not change is equivalent to the condition

$$\mathbf{G} \cdot \mathbf{r} = \frac{2\pi}{N} (n_1 g_1 + n_2 g_2) \equiv 2\pi m, \quad m \in \mathbb{Z}. \quad (81)$$

If we express $\mathbf{r}$ explicitly in the components of $\mathbf{a}_1$ and $\mathbf{a}_2$ (see Eq. (80)), we have

$$r_x = \frac{n_1}{N} a_{11} + \frac{n_2}{N} a_{21} \equiv m_x, \quad m_x \in \mathbb{Z}, \quad (82)$$

$$r_y = \frac{n_1}{N} a_{12} + \frac{n_2}{N} a_{22} \equiv m_y, \quad m_y \in \mathbb{Z}. \quad (83)$$

First reciprocal lattice vector: Setting $m_x = 1$, $m_y = 0$, we obtain

$$n_1 = a_{22}, \quad n_2 = -a_{12}, \quad (84)$$

and Eq. (81) reads

$$\mathbf{G} \cdot \mathbf{r} = \frac{2\pi}{N} (a_{22} g_1 - a_{12} g_2) \equiv 2\pi m, \quad m \in \mathbb{Z}. \quad (85)$$

The smallest finite value for $m$ is $m = 1$, and using Eqs. (78) and (79) this leads to

$$a_{22} g_1 - a_{12} a_{22} \equiv a_{11} a_{22} - a_{12} a_{21} \quad \rightarrow \quad g_1 = a_{11}, \quad g_2 = a_{21} \quad (86)$$

for the components of the first reciprocal lattice vector, and eventually we have

$$\mathbf{G}_1 = a_{11} \mathbf{b}_1 + a_{21} \mathbf{b}_2. \quad (87)$$

Similarly for $m_x = 0$, $m_y = 1$ we obtain

$$\mathbf{G}_2 = a_{12} \mathbf{b}_1 + a_{22} \mathbf{b}_2 \quad (88)$$

for the components of the second reciprocal lattice vector.

With respect to the coordinate system of the reciprocal basis vectors, the reciprocal lattice vectors $\mathbf{G}_1$ and $\mathbf{G}_2$ span the parallelogram making up the first Brillouin zone, which contains exactly $N$ wave vectors $\mathbf{k} = k_1 \mathbf{b}_1 + k_2 \mathbf{b}_2$. The coefficients $(k_1, k_2)$ can be found with the following criterion: The projections of $\mathbf{k}$ onto the reciprocal lattice vectors
\( \mathbf{G}_i \) must be positive semidefinite and less than the length of the latter, \( |\mathbf{G}_i| = 2\pi \). Using Eqs. (87) and (88), and Eq. (78) for the area of the Brillouin zone, we get the conditions \( 0 \leq k \cdot \mathbf{G}_i < 4\pi^2 (i = 1, 2) \) which simplify to
\[
0 \leq k_{122} - k_{212} < N,
0 \leq -k_{121} + k_{211} < N.
\tag{89}
\]
Inserting back into the coefficients \( g_i \), yields
\[
0 \leq \text{Det}(\mathbf{k} \cdot \mathbf{G}_2) < N \land 0 \leq -\text{Det}(\mathbf{k} \cdot \mathbf{G}_1) < N,
\tag{90}
\]
writing the column vectors \( \mathbf{G}_1 \) and \( \mathbf{k} \) in the coordinate system spanned by the basis vectors \( \mathbf{b}_i \). Expression (90) specifies exactly \( N \) wave vectors \( \mathbf{k} = k_1 \mathbf{b}_1 + k_2 \mathbf{b}_2 \). An example for \( N = 28 \) is given in Fig. 54.

**Space group symmetry**

To avoid unnecessary computations, we calculate Lanczos eigensystems only at those wave vectors \( \mathbf{k} \) which are not related by a space group operation. Therefore we have to determine the irreducible wedge of the Brillouin zone. Figure 54 illustrates this for tile 28:1-10, which has \( C_2 \) point group symmetry: The number of wave vectors is reduced from a total of 28 to 16 inequivalent ones. Applying the point group operations to the wave vectors of a tile (\( C_2 \) has only two elements), together with a translation mapping the tile back to the origin, leaves some \( \mathbf{k} \) points invariant, while others are mapped onto each other. The small numbers in the figure denotes the size of the star of the corresponding wave vector.

Since we are working with mappings of the full tile, it is useful to work in a coordinate system of the reciprocal lattice vectors \( \mathbf{G}_1 \) and \( \mathbf{G}_2 \). For the projection of an arbitrary wave vector \( \mathbf{k} = \hat{k}_1 \mathbf{G}_1 + \hat{k}_2 \mathbf{G}_2 \) (not necessarily located in the first Brillouin zone) onto the reciprocal lattice vectors, we can write
\[
\hat{k}_i = \frac{n_i}{N} + m_i, \quad n_i < N, \quad n_i \in \mathbb{N}_0, \quad m_i \in \mathbb{Z}.
\tag{91}
\]
Mapping \( \mathbf{k} \) back into the first Brillouin zone amounts to setting \( m_i = 0 \) in the equation above, equivalent to taking the remainder of \( N\hat{k}_i \) when divided by \( N \). This gives us a convenient and numerically well defined procedure for mapping the Brillouin zone onto its irreducible part.

After applying all symmetry operations of a particular point group \( \mathcal{G} \) to all wave vectors \( \mathbf{k} \) of a tile \( \mathcal{T} \), we have a list of lists of equivalent wave vectors, which we call equivalence classes. Each wave vector belongs to exactly one equivalence class. If one or more \( \mathbf{k} \) occur in more than one class, \( \mathcal{T} \) is not invariant under \( \mathcal{G} \), providing us with an algorithmical criterion for selecting the appropriate point groups for \( \mathcal{T} \). The resulting list is displayed in Table 7. Each line contains the tile label, its compatibility with classical phases (see below), its squareness according to Eqs. (29) or (72), and its point group symmetry. For the \( C_{2V} \) group, two sets of mirror “planes” exists: The point group \( C_{4v} \) contains two isomorphic subgroups \( C_{2Vx} \) and \( C_{2Vy} \), corresponding to a tile with either a rectangular shape (mirrors parallel to the edges) or a diamond-like shape (mirrors along the diagonals). For simplicity, we also label those tiles having \( C_{2V} \) but not \( C_{4v} \) symmetry accordingly in Table 7.

### B.2 Ordered ground states

The classical \( J_1-J_2 \) model on the square lattice has three well-known ordered ground states (phases): Néel type with ordering wave vector \( \mathbf{Q} = (\pi, \pi) \), and two columnar ordered phases CAFa,b with wave vectors \( \mathbf{Q} = (\pi, 0) \) or \((0, \pi)\). Although the corresponding wave functions are not eigenstates of the quantum Hamiltonian, it is important that the tilings of the infinite lattice are chosen such that these states corresponding to the classically ordered phases are not suppressed when applying periodic boundary conditions.

We can determine those tiles compatible with a classical ground state by applying a test for the existence of the corresponding classical ordering vector \( \mathbf{Q} \) in the list of wave vectors for a given tile,
\[
n_1 \mathbf{b}_1 + n_2 \mathbf{b}_2 = \mathbf{Q}, \quad n_i \in \mathbb{Z}.
\tag{92}
\]
From Eqs. (76) and (77), we get
\[
\frac{2\pi}{N} \begin{bmatrix} n_1 a_{22} - n_2 a_{21} \\ -n_1 a_{21} + n_2 a_{11} \end{bmatrix} = \begin{bmatrix} Q_1 \\ Q_2 \end{bmatrix},
\tag{93}
\]
which has to be fulfilled for integer coefficients \( n_i \).
Table 7: Label, classical phase compatibility, squareness, and point groups for selected lattice tilings between 8 and 32 sites. For each even area \( N \) and for each classical phase, the list contains the compatible tile with maximum squareness as defined in Eqs. (29) or (72). For \( N = 12 \) and 24, the tiles compatible with all classical phases are included, too, although they have a comparatively small squareness. The tile labels have the form \( N^{h_{11}-h_{12}} \), where \( h_{1j} \) are the components of the first edge vector of a tile in HNF representation. Those tiles compatible with all four classical phases, required for the discussion of the spatially isotropic model with columnar and Néel order, are underlined and typeset in bold.

| Tile   | NAF | CAFa | CAFb | \( \square \) | \( C_2 \) | \( C_{2V,\text{rect}} \) | \( C_{2V,\text{dia}} \) | \( C_4 \) | \( C_{4V} \) |
|--------|-----|------|------|-------------|--------|----------------|----------------|--------|--------|
| 8:2-2  | •   | •    | •    | 1.000      | •      | •              | •              | •      | •      |
| 10:1-3 | •   | −    | −    | 1.000      | •      | −              | −              | •      | −      |
| 10:1-4 | −   | •    | •    | 0.966      | •      | −              | −              | −      | −      |
| 10:2-2 | −   | •    | −    | 0.966      | •      | −              | −              | −      | −      |
| 12:3-0 | −   | −    | •    | 0.980      | •      | •              | −              | −      | −      |
| 12:4-0 | −   | •    | −    | 0.980      | •      | •              | −              | −      | −      |
| 12:1-5 | •   | −    | −    | 0.960      | •      | −              | −              | •      | −      |
| 12:2-2 | •   | •    | •    | 0.901      | •      | −              | −              | −      | −      |
| 14:1-3 | •   | −    | −    | 0.961      | •      | −              | −              | −      | −      |
| 14:1-4 | −   | •    | −    | 0.938      | •      | −              | −              | −      | −      |
| 14:2-3 | −   | •    | −    | 0.938      | •      | −              | −              | −      | −      |
| 16:4-0 | •   | •    | •    | 1.000      | •      | •              | •              | •      | •      |
| 18:3-3 | •   | −    | −    | 1.000      | •      | •              | •              | •      | •      |
| 18:1-4 | −   | •    | −    | 0.975      | •      | −              | −              | −      | −      |
| 18:2-4 | −   | •    | −    | 0.975      | •      | −              | −              | −      | −      |
| 20:2-4 | •   | •    | •    | 1.000      | •      | −              | −              | •      | −      |
| 22:1-6 | −   | •    | −    | 0.981      | •      | −              | −              | −      | −      |
| 22:2-4 | −   | •    | −    | 0.981      | •      | −              | −              | −      | −      |
| 22:1-5 | •   | −    | −    | 0.961      | •      | −              | −              | −      | −      |
| 24:1-10| −   | •    | −    | 0.988      | •      | −              | −              | −      | −      |
| 24:2-5 | −   | •    | −    | 0.988      | •      | −              | −              | −      | −      |
| 24:1-7 | •   | −    | −    | 0.980      | •      | •              | −              | −      | −      |
| 24:4-0 | •   | •    | •    | 0.960      | •      | •              | −              | −      | −      |
| 26:1-5 | •   | −    | −    | 1.000      | •      | −              | −              | •      | −      |
| 26:1-10| −   | •    | −    | 0.964      | •      | −              | −              | −      | −      |
| 26:2-5 | −   | •    | −    | 0.964      | •      | −              | −              | −      | −      |
| 28:1-8 | −   | •    | −    | 0.986      | •      | −              | −              | −      | −      |
| 28:4-3 | −   | •    | −    | 0.986      | •      | −              | −              | −      | −      |
| 28:2-4 | •   | •    | •    | 0.961      | •      | −              | −              | −      | −      |
| 30:5-0 | −   | •    | −    | 0.992      | •      | •              | −              | −      | −      |
| 30:6-0 | −   | •    | −    | 0.992      | •      | •              | −              | −      | −      |
| 30:1-5 | •   | −    | −    | 0.974      | •      | −              | −              | −      | −      |
| 32:4-4 | •   | •    | •    | 1.000      | •      | •              | •              | •      | •      |

Table 7: Label, classical phase compatibility, squareness, and point groups for selected lattice tilings between 8 and 32 sites. For each even area \( N \) and for each classical phase, the list contains the compatible tile with maximum squareness as defined in Eqs. (29) or (72). For \( N = 12 \) and 24, the tiles compatible with all classical phases are included, too, although they have a comparatively small squareness. The tile labels have the form \( N^{h_{11}-h_{12}} \), where \( h_{1j} \) are the components of the first edge vector of a tile in HNF representation. Those tiles compatible with all four classical phases, required for the discussion of the spatially isotropic model with columnar and Néel order, are underlined and typeset in bold.
• CAFa phase: \( \mathbf{Q} = (\pi, 0) \), and we obtain

\[
\begin{align*}
n_1 &= \frac{a_{11}}{2}, \\
n_2 &= \frac{a_{21}}{2},
\end{align*}
\]  

(94)

thus the coefficients \( a_{11} \) and \( a_{21} \) must be even numbers. All tiles having edge vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) compatible with this condition contain the columnar ordered state along the \( x \) direction. Stated physically, the Mannheim distance \( d_M(p_i, p_j) \) of the components of any two lattice points \( p_i \) and \( p_j \) with \( S^z_i = S^z_j \) projected onto the \( x \) direction of the lattice must be even,

\[
d_M(p_{ix}, p_{jx}) = |p_{jx} - p_{ix}| \equiv 2n, \quad n \in \mathbb{N}_0.
\]  

(95)

• CAFb phase: \( \mathbf{Q} = (0, \pi) \). We get from condition (93)

\[
\begin{align*}
n_1 &= \frac{a_{12}}{2}, \\
n_2 &= \frac{a_{22}}{2},
\end{align*}
\]  

(96)

so the components \( a_{12} \) and \( a_{22} \) parallel to \( \mathbf{e}_y \) must be even numbers. Just for completeness: this requires

\[
d_M(p_{iy}, p_{jy}) = |p_{jy} - p_{iy}| \equiv 2n, \quad n \in \mathbb{N}_0.
\]  

(97)

• Néel phase: \( \mathbf{Q} = (\pi, \pi) \). We obtain in this case

\[
\begin{align*}
n_1 &= \frac{a_{11} + a_{22}}{2}, \\
n_2 &= \frac{a_{21} + a_{22}}{2},
\end{align*}
\]  

(98)

which is equivalent to

\[
d_M(p_i, p_j) = |p_{jx} - p_{ix}| + |p_{jy} - p_{iy}| \equiv 2n, \quad n \in \mathbb{N}_0.
\]  

(99)

• All three phases: All components of the edge vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) must be even individually to be compatible with the full classical phase diagram.
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