State of Health Estimation of Lithium-Ion Batteries Based on Electrochemical Impedance Spectroscopy and Backpropagation Neural Network
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Abstract: The global electric vehicle (EV) is expanding enormously, foreseeing a 17.4% increase in compound annual growth rate (CAGR) by the end of 2027. The lithium-ion battery is considered as the most widely used battery technology in EV. The accurate and reliable diagnostic and prognostic of battery state guarantees the safe operation of EV and is crucial for durable electric vehicles. Research focusing on lithium-ion battery life degradation has grown more important in recent years. In this study, a model built for state of health (SoH) estimation for the LTO anode-based lithium-ion battery is presented. First, electrochemical impedance spectroscopy (EIS) is used to study the deterioration in battery performance, measurements such as charge transfer resistance and ohmic resistance are analyzed for different operational conditions and selected as key characteristic parameters for the model. Then, the model based on a backpropagation neural network (BPNN) along with the characteristic parameters is trained and validated with a real-life driving profile. The model shows a relatively accurate estimation of SoH with a mean-squared-error (MSE) of 0.002.
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1. Introduction

Lithium-ion batteries were largely developed in the 1970s–1980s but finally commercialized in 1991 by Sony and recently, growing with a promising rate [1]. It is the most widely used battery technology in our day-to-day life with applications ranging from small consumer electronics to electric vehicles and even up to small- and large-scale stationary applications due to its high-power capability, long calendar and cycle lifetime, high efficiency, and intrinsic safety [2]. As part of the transition to a low-carbon future by 2050, Belgium has developed policies to both steer away from internal combustion engine cars and intend to finish the full transformation toward EVs [3]. As a result, higher requirements were made especially to the battery management systems (BMSs); one of the crucial features for BMSs are the SoH estimation. An accurate estimation of the SoH of batteries is considered a fundamental contribution to a safe and lifetime optimized operation in hybrid and electrical vehicles [4]. At the moment, many SoH estimation and monitoring methods are studied and proposed in the literature. Among all the methodologies, they can be divided into two main categories: experimental techniques and adaptive models.

1.1. Experimental Techniques

Experimental techniques depend on keeping track of the degradation data and the use of the previous knowledge of the operating performance of the battery to perform a SoH estimation. Generally, these techniques have low computational effort and are possible to be implemented in the BMSs. However, they suffer from low accuracy and are not suited for in situ estimation [5]. Among the same category, they can be divided into two subsections: direct measurements and model, based on measurements. Direct measurement is
a straightforward method, it makes use of direct measurements such as internal resistance or impedance to estimate battery SoH. First, for the method using internal resistance, the basis is that battery capacity loss and internal resistance are inversely proportional to each other, when the capacity of the battery degrades, internal resistance increases [6]. In the work of [7], the resistance is measured using Ohm’s law by applying current pulses. For the method measuring the impedance of the battery, the SoH is evaluated based on the estimation of the actual value of the impedance. Empirical evidence shows that impedance increase along with the degradation of battery and different battery dynamics exhibit influences in different frequency ranges of EIS measurement [5]. In the work of [8], equivalent circuit models were developed, and SoC and SoH were successfully determined using impedance values. However, the estimation is constrained into a single operational condition. Model-based on measurement such as the work of [4], the author uses the support vector machine (SVM) to find certain relations between the load collectives, which combines load condition with the cycling profile and capacity. As a result, this study proves SVM can be used to accurately estimate the SoH and, even more, the model manages to take different stress factors such as temperature and SoC into consideration. The generalization of the model is better than the work of [8]. However, the model indeed requires an abundant amount of data and the manipulation of load collectives for the input of SVM is sophisticated.

1.2. Adaptive Models

Adaptive methods pay more attention to the calculation of the parameters, which are sensitive to the degradation in a battery. The acquisition of such parameters must be consistent throughout the lifetime of the battery. This kind of methodology gives the possibility of conducting a limited number of tests and simulations which means that they can be adapted to many types of batteries. What’s more, they have high accuracy and are possible for in situ estimation. But these techniques require high computational effort and are difficult for BMS implementation [5]. The Kalman filter, extended Kalman filter, and least square are well-known adaptive methods for SoH estimation. In the work of [9], recurrent neural network (RNN), as one of the artificial neural networks, is used to estimate the SoH of a high-power-density Li-ion battery. Within the same work, EIS is also used to capture resistance as the input of RNN. However, the stress factors of the model are constrained to SoC and temperature, other factors like charging and discharging rates are neglected. In this study, a new hybrid methodology is proposed where measurements of EIS, such as charge transfer resistance and ohmic resistance, are extracted and combined with different stress factors to train a model based on BPNN. Backpropagation is a method to train the neural network based on previous errors. It fine-tunes the weights and thus, after several iterations, the model becomes more reliable. It is a suitable method for battery data training, thus, adopted in this work.

First, the background about the degradation of Li-ion batteries will be introduced. Then, Section 2 will use the measurement of EIS to analyze the aging mechanisms. Then, in Section 3, the data set is reconstructed to serve as the input of the model. The model is built and well trained, the validation results are shown and discussed. In the end, Section 4 will discuss the conclusions and some future developments of the model.

2. Data Acquisition and Analysis from EIS Measurement

2.1. Battery Degradation

The gradual aging of the battery begins immediately when they are assembled. The performance of Li-ion batteries deteriorates with usage and time, typically the capacity loss and power fade. The gradual aging again can be classified into the following groups.

- Internal: Battery Design

During the manufacturing phase, the best performance of the battery can be achieved by selecting the appropriate types and quality of the material, designing the best battery system. These are all controllable factors.
• External: Operational Condition

Externally, there are calendar aging and cyclic aging of the battery. First, when the battery is assembled, even if it is not used, calendar aging always exists and its aging is affected by temperature, SoC, and time [10,11]. Whereas for cyclic aging, first, temperature plays an important role in the sense that when the battery is cycled at a low temperature, the increase of internal resistance is much higher than the normal condition [12]. Then cycling current rates and cycling depth are also vital to aging [13]. For example, imagine a battery of EV when the driver’s driving mode is highly aggressive, meaning that he accelerates and decelerates the EV a lot, and he always exploits the battery until it reaches zero capacity. Indeed, in this way, the battery will age much faster. Last but not the least, cycle number is also an evident factor, as the more cycles the battery goes through, the older it will get. Sometimes, irregular pressure results in swelling of the battery cell and, as a result, pressure cannot be neglected either.

2.1.1. Aging Mechanisms

The aging mechanisms of lithium-ion batteries are complex and dependent on operational conditions. As mentioned in the previous paragraph, the degradation exhibits capacity fade or power loss; these performance fades can be treated as a result of several chemical processes and their interactions. There are many comprehensive reviews of reaction mechanisms related to performance fading and relevant modeling [14]. Considering their complexity, only the general idea will be introduced here. The degradation modes can be commonly categorized into three groups [10,15].

• Loss of lithium ions: Li-ions that are blocked and unable to be intercalated between electrodes;
• Loss of active material: reduced density of lithium storage sites or reduced electrode area and material;
• Increase of impedance: reduction in cell power and further capacity fade by increased voltage drops due to increased impedance which prevents the battery from being fully discharged.

2.1.2. Degradation Indicators

When the battery fails to meet a certain requirement (power or energy) of its application, this point of the state of the battery is defined as the end of life (EoL). In order to ensure the safe operation of the application in spite of aging, it is highly important to develop reliable diagnostic and prognostic tools for battery health. State of health estimation is beneficial to track the actual performance of batteries during operation. Then the health indicator SoH is defined as the ability of a battery to store energy relative to its initial or ideal conditions. Since the battery degradation results in capacity fade or power loss, the mathematical expression is based on either of them [16].

\[
\text{SoH} = \frac{\text{Actual capacity}}{\text{Initial capacity}} \times 100\% \quad (1)
\]

or

\[
\text{SoH} = \frac{\text{Actual resistance}}{\text{Initial resistance}} \times 100\% \quad (2)
\]

When it comes to the application of EV, the energy or capacity of the battery matters more, the Equation (1) is often used to compute SoH. When the value of SoH is 100%, it means that the battery is new, whereas when the value reaches 80%, the battery is considered not usable for an EV, and it should be replaced. Similarly, when the impedance is doubled, meaning the impedance growth is 100%, the battery is also considered dead.

In this work, not only Equation (1) is used to compute the value of SoH, but also Equation (2) is used to check the EoL condition of tested batteries since the EIS and hybrid
pulse power characterization (HPPC) is regularly performed to check the impedance and power results.

2.2. Data Acquisition

The lithium titanite (LTO) battery cells with a nominal capacity of 23 Ah are investigated in this study. The tested cells are in prismatic shape as shown in Figure 1. LTO anode-based batteries are well-known for their excellent properties of a long cycle life, safety, and capability of fast charging.

![Study LTO battery.](image-url)

With the help of climate chambers in the Battery Innovation Center (BIC) of MOBI, the aging characterization is performed under different operational conditions. In total, 29 batteries with different aging protocols (charge rate, discharge rate, depth of discharge (DoD), cycling temperature, middle SoC) are tested. Before putting all the cells into the aging cycle, BoL characterization is performed to determine the initial condition of the batteries. When each period of 100 full equivalent cycles (FEC) passes, a check-up is performed to keep track of the battery state, during which the battery capacity is measured. EIS is also conducted every 1100 FEC to get the impedance spectrum. If the SoH of the tested battery is below 80%, it will be considered dead and EoL characterization will be conducted; otherwise, the aging cycle continues. The flowchart of the aging test is given in Figure 2. What was not mentioned above is the HPPC test. It is used to find the dynamic power capability over the device’s usable charge and voltage range (reachable voltage after discharge and maximum voltage after charge). The test profile of HPPC consists of charge and discharge pulses [17]. For this study, the data from the HPPC test will not be analyzed.

EIS measurements are conducted at room temperature 25 °C and at SoC intervals of 20%, 50%, 80%. The frequency range is set between 10 kHz and 5 mHz.

EIS is a powerful technique for studying every part of the battery: the electrodes, the separator, and the electrolyte. It is a non-destructive method which means it doesn’t require dismantling the battery cell. A reduced equivalent electrochemical model is applied to fit the electrochemical impedance spectrum of the battery (50% SoC and room temperature) in order to correctly extract the impedance values. The applied equivalent circuit model is shown in Figure 3. The resistor R1 is implemented to model the ionic conductivity of the
electrolyte phase as well as the electronic conductivity of the solid phase material [18]. The value of R1 will be the needed ohmic resistance or solvent resistance. The inductance L1 represents the stray inductance caused by the current collector and leads. The paralleled RC branch represents the semicircle in Nyquist impedance where the constant phase element (CPE) Q2 models the double layer capacitor, by tuning the parameters of CPE, a compressed semi-circle can be modeled. The R2 simply represents charge transfer resistance.

Figure 2. Flowchart of the aging test.

Figure 3. Equivalent electrochemical model.

2.3. Impedance Results

In this section, the impedance results (R0 and Rct) will be analyzed under different stress factors. The cycling profile for each cell consists of DoD, middle SoC, temperature, charge rate, and discharge rate. Therefore, all the stress factors above will be considered and their effect on the battery aging will be analyzed through the observation of the extracted R0 and Rct from curve fitting of 50% SoC.

2.3.1. Stress Factor: Depth of Discharge

The DoD is one of the stress factors for the degradation of the battery. Four sets of cells with 100% and 80% DoD are plotted in Figure 4, the rest of the stress factors are considered identical with 50% SoC, 45 °C, and 2C charge/discharge rate. First of all, as the cells age, an obvious increasing trend for both R0 and Rct can be observed. Then, Figure 4 also shows that higher DoD generally results in higher R0 and Rct; however, the increasing rate seems to not be affected by different DoD. The increasing trend and higher value of R0 and Rct for cells cycled at 100% DoD can be explained by how, through the deeper cycling of the cells, the anode potential increases highly and results in the anodic dissolution of the copper current collector and formation of Cu2+ ions [15].
2.3.2. Stress Factor: Middle State of Charge

The $R_0$ and $R_{ct}$ of three cells with different middle SoC and DoD are plotted in Figure 5a. One of them is cycled between 60% SoC and 100% SoC, the others are discharged deeper with the SoC interval of 10% and 90%. To begin with, $R_0$ and $R_{ct}$ are not showing the same increasing trend as in the previous case. For $R_0$, there are no particular relations for different cycling conditions, however, sometimes the value is dropping while the battery ages. For $R_{ct}$, more clear trends are spotted, cells under shallow discharge show a faster increasing pattern. However, Figure 5b is also plotted, it shows SoH trends concerning cycle number. Expected and reasonable trends are observed that cells cycled at shallow discharge rates age slower. The strange values of $R_0$ and $R_{ct}$ prove that accurate estimation of SoH will not be achieved if the model only considers a limited amount of characteristic input like $R_0$. Due to the complex electrochemical reactions within the battery, the expected trend of certain impedance is not always observed. What’s more, when curve fitting is performed to extract impedance value, whether it is an acceptable fitting is fully determined by the person. That may lead to inconsistent quality of curve fitting and a strange value of impedance. Considering the impedance of the battery has a small order of magnitude, noise due to the sensitive measurement, electrical connection, and different components of the setup also influences the accuracy of the impedance value.

2.3.3. Stress Factor: Temperature

Wide operating temperature range is one of the excellent advantages of LTO anode-based battery, as is proven by Figure 6a,b. The increasing rate of each cell is relatively small even though their initial values at BoL are different. Generally, impedance curves for cells cycled at 35 °C and 25 °C are almost flat; for cells cycled at 45 °C, it is steeper. Figure 6b shows that cells cycled at 45 °C age slower that exhibits a good performance at high temperature. In general, at the temperature range of 25 °C to 45 °C, the SoH of each cell is still higher than 93% after 3100 cycle numbers showcasing the long cycle life of the batteries. Furthermore, considering the strong performance of the cells cycled at 45 °C, later when selecting input for SoH estimation model, the temperature should be included.
2.3.4. Stress Factor: Charge Rate

Another appealing property of the LTO anode-based battery is fast charging. As a result, this will be analyzed by plotting cells cycled at different charge rates in Figure 7a,b. Again, the influences of charge rate on impedance are not straightforward. For $R_0$, the curve is flat even when the charge rate is 4C. For $R_{ct}$, the cell with 4C charge rate seems increasingly faster. However, the impedance spectrum is missing at the 3300-cycle number and, as a result, an interpolation is performed to obtain the missing information in the data set, which may lead to some of the incoherency. Figure 7b shows that the slope of the decreasing line of SoH for cell charged at 4C rate is even smaller, the phenomenon may result from the different initial conditions or the temperature fluctuations when the capacity is checked. After all, the fast charge property is validated and will not result in faster SoH degradation.
Last but not least, before the chapter of model development of SoH estimation, for randomly picked cells, the impedance evolution for SoH is plotted in Figure 8. At first glance, the expected increase of impedance as the batteries become old is indeed discovered. Furthermore, for cells cycled at different operational conditions, the evolution trend is different, which leads to the possibility of using these two impedance values to estimate the SoH.

**Figure 8.** Impedance evolution with respect to SoH.

### 3. Model Development

Considering battery capacity is the most fundamental feature for EV operation, during the aging test, Equation (1) is used to determine the value of SoH. During the real-time operation, it is difficult to measure the current capacity immediately. As a result, in order to successfully estimate the SoH, a data-driven-based model combined with EIS measurements mentioned in Introduction 1 is applied to find the correlations between battery capacity and impedance (charge transfer resistance Rct and ohmic resistance R0). Due to the complex battery chemistries in design and manufacturing along with the different
environmental and operational conditions, the difficulties in accurately considering all the dependencies on battery aging and covering all aspects of stress factors are high. Furthermore, when the reduced equivalent circuit is applied to fit the impedance results, it also introduces non-linearity and the varying dependence of the model parameters on SoC, DoD, temperature, current rate, etc. However, BPNN is considered to be a perfect alternative that is qualified for forecasting nonlinear dynamics and complex behaviors. The following model is based on BPNN to find the correlations between battery capacity fade and the increasing trend of R0 and Rct.

3.1. Back-Propagation Neural Network (BPNN)

The back-propagation neural network belongs to the category of artificial neural networks. The advantage of BPNN is its simple structure and the ability of non-linear mapping which provides the possibility of finding relationships between inputs and outputs with the desired accuracy. Moreover, there are only a few parameters to be tuned besides the selected activation function and training algorithm. Last but not least, it is a commonly used method that works well for different situations.

The general structure of BPNN is depicted in Figure 9. It consists of three layers: an input layer, a hidden layer (could be multiple layers), and an output layer. The model first needs to be trained with a certain dataset which consists of the input value and targeted output value. The overall training steps are shown below.

**Figure 9. Structure of the backpropagation neural network.**

- **Initialization**
  
  The number of neurons \((n, l, m)\) for the input layer, hidden layer, and output layer are decided based on the dimension of the input and output vector. The weights \((w_{ij}, w_{jk})\) between layers are initialized along with the threshold \(a, b\) between the hidden layer and output layer. The activation function is also specified in advance.

- **Calculation of output between layers**

  Every hidden and output neuron first multiplies each input by its weight, then a summary of the product is passed through a nonlinear transfer function to calculate a result.

- **Calculation of error and update of weights and threshold**

  As mentioned before, the training is through modification of the weights of the neurons based on the calculated error between targeted output and actual output. For BPNN, it typically employs the gradient descent method combined with the backpropagation algorithm on the sum of squares of the errors. Repetitive training is conducted the same way for each epoch which stands for one complete update of weights until the error (usually the mean square error (MSE)) meets the user preset value. Different training functions and learning algorithms for updating weights and thresholds exist but they will
not be discussed here. More details can be found in [19]. The error is calculated using Equation (3) [20], supposing the true output is \( z_i \), the throughput of the network is \( y_i \).

\[
e_i = z_i - y_i, \quad i = 1, 2, L., m
\] (3)

The update of weights is given below [20].

\[
\begin{align*}
    w_{ij} &= w_{ij} + \eta H_j (1 - H_j) x(i) \sum_{k=1}^{m} w_{ij} e_k, \quad i = 1, 2, K.,., n, \quad j = 1, 2, K., l \\
    w_{jk} &= w_{jk} + \eta H_{jk} e_k, \quad j = 1, 2, K., l, \quad k = 1, 2, K., m
\end{align*}
\] (4)

The threshold value for each node must fulfill the below equations [20]:

\[
\begin{align*}
    a_j &= a_j + n H_j (-) \sum_{k=1}^{m} w_{ij} e_k, \quad j = 1, 2, K., l \\
    b_k &= b_k + e_k, \quad k = 1, 2, K., m
\end{align*}
\] (5)

If the model is well trained, then whenever a new set of input is loaded into the model, the estimated output will be computed.

3.2. Training Input

As mentioned in the previous chapter, both \( R_0 \) and \( R_{ct} \) exhibit an increasing trend as the battery ages. Among all 29 tested cells, 2 of them are under dynamic cycling (operating temperature 25 °C and 35 °C), these two cells are used to validate the developed model. The rest of the cells are used to collect training data. Then, for the consideration of different stress factors to improve model generalization and robustness, the following solution is proposed. First, from the perspective of middle SoC, DoD, and charge/discharge rates, the operational condition for real cells is not constant, for example, the using pattern of the battery in EV is fully dependent on the driver. The training data set is constructed in a way that the chosen cells are cycled under different middle SoC, DoD, and charge/discharge rates as much as possible, so the diversity of different stress factors, except temperature, is covered. Whereas, for the temperature, the influence of this factor is covered by training a separate model for each temperature interval. For example, there will be a model which is trained using cells cycled at 25 °C to estimate the SoH of cells whose operational temperature is around 25 °C. Many simulations based on different training data set and model parameters are performed in order to improve the accuracy of the model. The following model parameters are considered to be the most suitable ones.

3.2.1. Optimized Model for Cell No. 24 (Cycling Temperature: 25 °C)

- Transfer function: the S-shaped sigmoid function (Equation (6)) where \( a \) is set to be 1.

\[
f(x) = \frac{1}{1 + e^{-ax}}
\] (6)

- Training algorithm: Levenberg–Marquardt algorithm.
- Number of hidden layer neurons: 8.

3.2.2. Optimized Model for Cell No. 32 (Cycling Temperature: 35 °C)

The parameters for the model of 35 °C are the same as before except the optimal number of hidden layers is changed due to the new composition of the training data set.

- Number of hidden layer neurons: 6

A general structure of the BPNN along with the input and output vector are shown in Figure 9.

3.3. Validation

When the model is finished with the training procedure, cells No. 24 and No. 32 are used to validate the accuracy of the model. The results are plotted in Figures 10 and 11.
along with the mean-squared-error (MSE) depicted in the upper part of the curve. The MSE is calculated using Equation (7), where $k$ is the time indices represent the cycle numbers.

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_{\text{estimate}}(k) - Y_{\text{real}}(k))^2$$

(7)

Figure 10. Validation for SoH estimation; of cell No. 24.

Figure 11. Validation for SoH estimation of cell No. 32.

From Figures 10 and 11, it can be seen that the value of mean square error (MSE) for both validation cells is relatively small which reveals that the model is able to estimate the SoH accurately while the battery ages. For the case of cell No. 32, the model manages to keep accurate track of the decreasing trend in SoH, the maximum error is even smaller than 0.3%. However, for the case of No. 24, there is a sudden drop in SoH at the early stage (1000 cycle numbers) of the battery which the model fails to catch. An error of 1.5% can be noticed around cycle number of 1000 but the accuracy is regained after 2000 cycle numbers. The reason behind the sudden drop in SoH at an early stage is yet unknown; however, it can be inferred that the influence of such a phenomenon on two impedances that the
model takes as input are small. If more input can be discovered, for example, Cdl (which stands for electrical double layer capacitance) can be input because the capacitance tends to increase with respect to the degradation process of battery [20,21], the model is believed to be more accurate.

3.4. Discussion and Limitation

Fast convergence and high accuracy are discovered during the implementation of the networks. Generally, only 5 to 10 epochs (iterations) are needed for the training algorithms to reach the expected minimum error. The MSE of the validation groups is small but due to the fact that the cells under dynamic cycling are still being tested, the model is validated only up to 3100 cycle numbers for cell No. 32 and 5300 cycle numbers for cell No. 24. The SoH of these two validation cells is still higher than 90%. As a result, the validation can only verify the accuracy of this model when it comes to the early state of the battery. However, for this early stage, the model is able to estimate the SoH with high accuracy. Furthermore, the model shows good generalization properties. Even though specified models are trained separately for validation cells No. 24 and No. 32, the model suitable for No. 24 also generates an acceptable estimation for No. 32 with the MSE of 0.172. Compared with the work of [18], where only the Rct and converted Rct are used, this model estimates the SoH with higher accuracy. The implementation of the BPNN and construction of the training data set is rather simple compared with the work of [4], where a special technique is applied to combine the input value with load collectives in order to enable the model to consider different stress factors. In this work, the superiority of the model includes an extended investigation of a commercial LTO cell, impedance characterization, and parameter extraction during the long-term cycling, model training with R0 and Rct, and finally, validating with dynamically cycled cells. This wide range of studies is rarely found in the literature altogether. Hence, the model accuracy provides a very accurate SoH estimation until 5000 cycles (for cell No. 24) that proofs the robustness comparatively.

4. Conclusions

In this study, a combination of EIS measurement and BPNN methodology is applied to build an accurate model for the SoH estimation of LTO anode-based lithium-ion batteries. The model is proven to be capable of estimating SoH with high accuracy for cells at its early stages, taking into consideration the different aging stress factors, such as temperature, depth of discharge, and charge/discharge rate. In the future, more aging tests including more different operating conditions can be designed and conducted, more data can be extracted using EIS measurement to guarantee the back-propagation neural network have enough training data set. Besides that, considering the long timeline of the aging tests, an accelerated aging profile can be designed to obtain more data within a shorter time period. The obtained training dataset can be trained with other advanced algorithms, such as the deep neural network, etc., to compare model performances. Furthermore, this model can be combined with the embedded sensor mentioned in the Spartacus project [22], where EIS can be performed when a battery is in use. Using real-life and real-time data to train and adapt the model, higher accuracy of the estimation will be achieved [23].
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