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Abstract: Prior knowledge of the effectiveness of new observation instruments or new data streams for air quality can contribute significantly to shaping the policy and budget planning related to those instruments and data. In view of this, one of the main purposes of the development and application of the Observing System Simulation Experiments (OSSE) is to assess the potential impact of new observations on the quality of the current monitoring or forecasting systems, thereby making this framework valuable. This study introduces the overall OSSE framework established to support air quality forecasting and the details of its individual components. Furthermore, it shows case study results from Northeast Asia and the potential benefits of the new observation data scenarios on the PM$_{2.5}$ forecasting skills, including the PM data from 200 virtual monitoring sites in the Gobi Desert and North Korean non-forest areas (NEWPM) and the aerosol optical depths (AOD) data from South Korea’s Geostationary Environment Monitoring Spectrometer (GEMS AOD). Performance statistics suggest that the concurrent assimilation of the NEWPM and the PM data from current monitoring sites in China and South Korea can improve the PM$_{2.5}$ concentration forecasts in South Korea by 66.4% on average for October 2017 and 95.1% on average for February 2018. Assimilating the GEMS AOD improved the performance of the PM$_{2.5}$ forecasts in South Korea for October 2017 by approximately 68.4% (~78.9% for February 2018). This OSSE framework is expected to be continuously implemented to verify its utilization potential for various air quality observation systems and data scenarios. Hopefully, this kind of application result will aid environmental researchers and decision-makers in performing additional in-depth studies for the improvement of PM air quality forecasts.
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1. Introduction

Air quality deterioration owing to the abundance of PM$_{2.5}$ (particulate matter with an aerodynamic diameter below 2.5 µm) is a widespread and severe environmental problem threatening human and ecosystem health [1]. Air quality prediction or the forecasting of PM$_{2.5}$ air quality is a useful tool for the governmental agencies in terms of planning and for the public with regard to health protection and air quality management. However, there are significant differences between the predicted and observed concentrations, due to the high uncertainties embedded in the numerical simulation of atmospheric PM. Therefore, enhancing the accuracy of PM$_{2.5}$ concentration prediction by adding more and reliable information to the modelling system is important. Data assimilation (DA), where the
observation information is combined with the atmospheric models, can help improve PM simulation by reducing the uncertainties in the input data, such as the initial conditions or boundary conditions. This means that a sufficient volume of observation data that adequately reflects the spatial and temporal features of aerosol pollution is necessary for the DA to function properly [2].

The regular surface monitoring of the air quality in the aforementioned areas would provide routine and basic information for the more optimized predictions and management of regional air quality. In addition to surface observations, satellite observations can improve the accuracy of PM air quality forecasts by providing spatially extensively scanned air pollution data in real or semi-real time, including in locations that surface monitoring cannot cover. Until now, aerosol properties have been observed widely by a number of low earth orbit (LEO) satellites [3]. The Korean Geostationary Environment Monitoring Spectrometer (GEMS) was launched on 18 February 2020, equipped with an UV-VIS spectrometer that enables fast sampling at higher temporal resolutions than the LEO satellites. The GEMS can scan the air quality in East Asia up to eight times during the daytime and can continuously observe air pollutants over the Asian region [3]. Although complete datasets have not yet been publicly disclosed by the Environmental Satellite Centre (ESC, https://nesc.nier.go.kr/, accessed on 8 July 2021), it is necessary to develop a routine approach in advancing toward the use of these data with regard to improving air quality forecasting, in case they become available.

A tremendous amount of human and financial resources is required to develop an integrated observation framework, including surface observation networks and space-borne satellites. Therefore, a prior evaluation of the potential benefits of using new observational instruments would be very helpful. In this sense, the OSSE can objectively justify the additional value from and optimal design of new observation systems [4]. OSSEs refer to a set of experiments that estimate the potential impact of future observing systems in an existing monitoring or forecasting system [4]. The OSSE has been widely applied in the meteorological research fields [5], but its use in the field of air quality management, particularly with regard to aerosols, has been limited [4].

The air quality over the Korean Peninsula varies significantly depending on the regional emission distributions and meteorological patterns. The air quality of South Korea, located downwind of large anthropogenic emissions and natural dust sources in North Korea and China, is highly likely to be affected by transboundary particulate air pollution. For example, biomass fuel-burning activities in North Korea may significantly degrade the air quality in Seoul, South Korea [6]. Moreover, Asian dust transported from the Gobi Desert and other deserts over the southern part of Mongolia can affect the air quality of downwind regions, including eastern China and the Korean peninsula [7,8].

We established an OSSE framework to improve the forecasting of PM$_{2.5}$ air quality on the Korean Peninsula and in the surrounding areas in Northeast Asia. In this paper, we first describe the sub-modules and key technical elements of the OSSE framework that we developed. Then, we present the results of an application of the OSSE framework that assesses the potential impacts of the expanded surface observation network and the utilization of aerosol optical depth (AOD) observations from a virtual GEMS on the PM$_{2.5}$ air quality forecasting in Northeast Asia for October 2017 and February 2018, respectively.

2. Materials and Methods
2.1. OSSE Framework for Regional Air Quality Forecasting

The OSSE has a variety of practical applications and the organization of the OSSE framework depends heavily on its intended use. The OSSE framework developed here consists of five sub-modules: nature run (NR); synthetic observation (SO); data assimilation (ASSIM); control run and assimilation run (CRnAR); and comparison and feedback (CnF) (Figure 1).
2.1.1. Nature Run Module

NR is the module where a simulation is performed to generate a reference that is close to the observed atmospheric state. This module uses a three-dimensional Eulerian chemistry transport model with a good performance and at the highest available spatial resolution. As shown in Figure 1, for the simulation of the most natural air quality state, the Community Multiscale Air Quality (CMAQ) model version 4.7.1 [9,10] was employed. This CMAQ model is being used as one of the main models at the Air Quality Forecast Center of Korea (e.g., [11,12]). The meteorological fields were specified from the simulations by the Weather Research and Forecasting Model (WRF) version 3.9.1. The emissions input into the CMAQ model were from the SMOKE-Asia version 1.3.1 [13]. The emission inventory for air pollutants used in the NR module was the Comprehensive Regional Emissions inventory for Atmospheric Transport Experiments version 2015 (CREATE 2015) [14]. The CREATE 2015 is an updated version of the air pollutant emissions of the year 2010 from the anthropogenic source in East Asia [14]. If necessary, a biogenic emission (e.g., MEGAN [15]) and a biomass burning emission (e.g., BlueSky [16] or Global Fire Emissions Database (GFED) [17]) model or database could be included in the NR module.

The NR modelling system was established at a high-resolution system (9 km × 9 km) in East Asia (Figure 2). The NR is not perfect, and its drawbacks should be investigated against the actual observational data; if the drawbacks could hinder the purpose of the OSSE, then the NR may need to be calibrated [5,18].

2.1.2. Synthetic Observation Module

The SO module allows for synthetic observation corresponding to a potential observation system or device. For the SO, the methodology that reconstructs the data of the potential measurement device considered in the scenario should be established. SO is created by reflecting the specifications of the potential observation equipment in the NR results, such as observation strategy, data retrieval algorithm, and observation error characteristics. In this module, the SO production is conducted in three steps: (1) scenario determination for the measuring equipment; (2) data creation and inputting for the SO calculation; and (3) SO calculation and preparing appropriate dimensional data for the scenario. Specific details on the data reconstruction are presented in the “Scenarios and data reconstruction” section.
2.1.3. Assimilation Module

In this module, the synthetic observation (SO) sets for PM$_{2.5}$, PM$_{10}$, and AOD from the virtual systems are provided for another model to perform DA in the spacetime dimension of the model. We used the WRF model coupled with chemistry (WRF–Chem) version 3.9.1, implemented with the Goddard Chemistry Aerosol Radiation and Transport (GOCART) [19] aerosol scheme. The data assimilation technique was based on the three-dimensional variational (3-D VAR) method coded by the National Centres for Environmental Prediction (NCEP) Gridpoint Statistical Interpolation (GSI) [20–22]. The GSI 3D-VAR was used to determine the optimal analysis field that minimizes the cost function $J$, which is expressed as follows:

$$J(x) = (x - x_b)^T B^{-1} (x - x_b) + [y_0 - H(x)]^T R^{-1} [y_0 - H(x)],$$  \hspace{1cm} (1)

where $x$ is a vector of analysis; $x_b$ is the forecast or background vector; $y_0$ is an observation vector; $B$ is the background error covariance (BEC) matrix; $H$ is an observation operator; and $R$ is the observation error covariance matrix.

For the DA of any observation with the GSI system, a model-simulated observation is required at the locations of the observation through the observation operator (or “forward operator”). Model simulated PM$_{2.5}$, PM$_{10}$, and AOD were reconstructed by aggregating individual aerosol species simulated from the WRF–Chem GOCART module.

PM$_{2.5}$ and PM$_{10}$ are calculated as follows:

$$\text{PM}_{2.5} = \rho [P_{2.5} + 1.375 \text{Sulfate} + BC_1 + BC_2 + 1.8(OC_1 + OC_2) + D_1 + 0.286D_2 + SS_1 + 0.942SS_2],$$ \hspace{1cm} (2)

$$\text{PM}_{10} = \rho [P_{2.5} + 1.375 \text{Sulfate} + BC_1 + BC_2 + 1.8(OC_1 + OC_2) + D_1 + D_2 + D_3 + 0.87D_4 + SS_1 + SS_2 + SS_3],$$ \hspace{1cm} (3)

where $\rho$ is dry air density; $P_{2.5}$ represents the unspecified fine aerosols; Sulfate denotes sulfate aerosols; $D_1$, $D_2$, and $D_3$ (SS$_1$,SS$_2$, and SS$_3$) denote mineral dust (sea salt) aerosols in the three smallest particle size bins and $D_4$ is mineral dust in the fourth smallest particle size bin (effective radius of 4.5 mm); and OC$_1$ and OC$_2$ (BC$_1$ and BC$_2$) are hydrophobic and hydrophilic OC (BC), respectively.

The AOD ($\tau$) for each aerosol type is expressed as follows:

$$\tau(\lambda) = \sum_{n=1}^{\sigma} \sum_{k=1}^{\text{Top}} E_{ext}(\lambda, n_{r_i}, r_{eff_i}) \ v_{ik} \ \rho_{ik} \ \ d_{k},$$ \hspace{1cm} (4)
where $E_{\text{ext}}$ denotes the extinction coefficient; $c_{ik}$ represents the aerosol mass for species $i$ at the $k$th layer; $\rho_d$ is dry air density; and $d$ denotes layer depth. Here, $E_{\text{ext}}$ is defined as a function of wavelength $\lambda$, refractive index $n_r$, and effective radius $r_{\text{eff}}$.

Additional details on the observation operators for PM$_{2.5}$, PM$_{10}$, and AOD are reported by [23–25].

The background error covariance matrix $B$ was computed using the National Meteorological Center (NMC) method [26] that calculates systematic errors according to the model simulation time difference. In this study, the 24-h and 12-h forecasting datasets were used to derive the model background error covariance for each month. In this manner, the statistical data of error were generated for 15 aerosols (sulfate, carbon component, sand dust, sea salt, and the remaining ultrafine dust) in the GOCART scheme [19].

For the observation error covariance regarding the PM$_{2.5}$ and PM$_{10}$ data synthesized from the NR, the error formula used in the observing system experiment (OSE) was applied. Measurement ($\varepsilon_M$) and representative ($\varepsilon_R$) errors were specified for each PM observation value ($P_{\text{obs}}$) with preset parameters as in the following formulas [25,27]:

$$\varepsilon_M = 1.5 + 0.0075 P_{\text{obs}}, \quad (5)$$

$$\varepsilon_R = \varepsilon_T \varepsilon_M \sqrt{\frac{\Delta x}{L}}, \quad (6)$$

where $\varepsilon_T$ is the adjustable parameter set as 0.5, as reported by Schwartz et al. [28]; $\Delta x$ is the model grid resolution (27 km for domain 1 and 9 km for domain 2 in this case); and $\varepsilon_{LU}$ is the radius of the influence of an observation, specified as 3 km here according to Elbern et al. [27]. Then the total PM error ($\varepsilon_{PM}$) is represented as:

$$\varepsilon_{PM} = \sqrt{\varepsilon_M^2 + \varepsilon_R^2}. \quad (7)$$

The total observation errors for the virtual GEMS AOD ($\varepsilon_{AOD}$) are defined differently depending on whether the AOD is observed over the ocean or on land:

$$\varepsilon_{\text{ocean}} = 0.185 \tau + 0.037, \quad (8)$$

$$\varepsilon_{\text{land}} = 0.137 \tau + 0.08, \quad (9)$$

where, $\varepsilon_{\text{ocean}}$ and $\varepsilon_{\text{land}}$ are the observation errors at sea and on land, respectively [29]. Additional details on the assimilation system are available in Kim et al. [30].

It is noted that the criteria for thinning performed before applying the GEMS AOD value to the GSI data assimilation system were adjusted, which improved the quality of data assimilation significantly. After the sensitivity tests, the thinning interval for the GEMS satellite AOD data assimilation was empirically set to 27 km for domain 1 and 9 km for domain 2, in accordance with the horizontal resolution of the model.

### 2.1.4. Control Run and Assimilation Run Module

In this module, two types of models are established and are usually performed in parallel. The first is the control run (CR) that is performed without employing any DA. The second is the assimilation run (AR), where the synthesized data for the new instrument (i.e., SO) are assimilated. It is important to use different models for the NR and the control and assimilation runs (CR and AR) to avoid the identical or fraternal twin problem and to obtain more realistic results from the full OSSE [5,18]. The identical twin problem means that the forecast attains excessively optimistic results due to the use of the same model for both nature and assimilation runs. Instead of using the model setting used for NR (i.e., CMAQ model), this CRnAR module uses the Weather Research and Forecasting model coupled with Chemistry (WRF–Chem) model version 3.9.1 [31].
The CR and AR using WRF–Chem were performed in the two domains simultaneously. The first modelling domain (Domain 01, D01) covered the Northeast Asia region at a horizontal resolution of 27 km, and the second (D02) was nested within Domain 1, focusing on the Korean Peninsula with a 9 km × 9 km horizontal grid system. The model grid system contained 31 vertical levels topped at 50 hPa. In order to further avoid the identical twin problem and to induce more differences between the model results, we used the Emission Database for Global Atmospheric Research–Hemispheric Transport of Air Pollution (EDGAR–HTAP) \cite{32,33} as the anthropogenic emission input. We also used biogenic emissions and dust emissions that were calculated online using the Model of Emissions of Gases and Aerosols from Nature (MEGAN) \cite{15} and the GOCART module, respectively (Table 1). The employed physical parameterizations in the WRF–Chem model include the Grell-3D scheme for cumulus convection, the Single Moment-6 (WSM6) for cloud microphysics, the Unified Noah Land Surface Model for the land surface, the Yonsei University (YSU) scheme for the planetary boundary layer (PBL), the Goddard shortwave scheme, and the Rapid Radiative Transfer Model (RRTM) for longwave. Refer to \cite{30} and the references therein.

Table 1. The settings for the nature run (NR), control run (CR), and data assimilation run (AR) in the OSSE.

| Air Quality Model Setting | Input Observation for DA |
|---------------------------|---------------------------|
| NR                        | CMAQ version 4.7.1 with   |
|                           | • horizontal resolution: a single domain of a 9 km × 9 km resolution system (438,806 grids) |
|                           | • vertical layers: 25 |
|                           | • gas-phase chemistry scheme: SAPRC99 ⊥ |
|                           | • aerosol scheme: AERO5 Ψ |
|                           | • meteorology: output of WRF version 3.9.1 |
|                           | • emissions: CREATE2015 for anthropogenic sources |
| CR                        | WRF–Chem version 3.9.1 model with |
|                           | • horizontal resolution: a mother domain of a 27 km × 27 km resolution system (22,225 grids) and son domain of a 9 km × 9 km resolution system (13,192 grids) |
|                           | • vertical layers: 31 |
|                           | • gas-phase chemistry scheme: MOZART version 4 |
|                           | • aerosol scheme: GOCART |
|                           | • emissions: EDGAR–HTAP for anthropogenic sources and MEGAN for biogenic sources |
| AR 1                      | Same as CR but for 6-hourly data assimilation |
|                           | • data assimilation method: GSI 3D-Var |
| AR 2                      | Same as AR1 and AR3 but for the input observation for DA |
|                           | PM10 and PM2.5 from NR at real station location (1306 sites) |
| AR 3                      | Same as AR1 and AR2 but for the input observation for DA |
|                           | AOD from NR consistent with time and spatial resolution of the GEMS satellite (746,115 locations) |

\[ \text{[34]} \text{ and } \text{[10]}.\]

2.1.5. Comparison and Feedback Module

In this module, by comparing the errors of the CR and AR results to those from the NR, the value of the data scenarios that can be brought to the key research objective (e.g., the improvement of the fine PM forecasting score) was evaluated. Three statistics were used to compare the model performance: mean bias (MB); root mean square error (RMSE); and
correlation coefficient ($r$). Furthermore, a percentage of improvement (PI) [35] for the AR was calculated to quantify the efficiency of the model running with DA (i.e., AR).

The MB is expressed as follows:

$$\text{Mean Bias (MB)} = \frac{1}{N} \sum_{i=1}^{N} (M_i - O_i), \quad (10)$$

where $M_i$ denotes the modeled concentration; $O_i$ is the observed concentration; and $N$ is the number of data samples. The closer the MB is to 0, the more optimized the prediction performance.

The RMSE is determined as follows:

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (M_i - O_i)^2}{N}}. \quad (11)$$

When the RMSE is close to 0, the model performs better in the prediction.

The $r$ is expressed as follows:

$$r = \frac{1}{(n-1)} \sum_{i=1}^{N} \left( \frac{O_i - \bar{O}}{\sigma_O} \right) \left( \frac{M_i - \bar{M}}{\sigma_M} \right), \quad (12)$$

where $\bar{O}$, $\bar{M}$, $\sigma_O$, and $\sigma_M$ represent the mean and the standard deviation of the observations and model forecasts, respectively. The value of $r$ ranges between $-1$ and 1, with the strongest negative linear relationship at $r = -1$ and the strongest positive linear relationship at $r = 1$.

The percentage of improvement (PI) is expressed as follows:

$$PI_{AR} = 100 \left[ 1 - \left( \frac{\text{RMSE}_{AR}}{\text{RMSE}_{CR}} \right)^2 \right], \quad (13)$$

where RMSE$_{AR}$ and RMSE$_{CR}$ are the RMSE values of AR and CR, respectively. The closer the PI is to 100%, the more optimized the method improvement.

### 2.2. Implementation of PM$_{2.5}$ Forecasting

#### 2.2.1. Spatial and Temporal Scope

This study conducted a case study to highlight the purpose of applying the OSSE framework described in the Methods section, for which we developed a testbed modelling system at a high horizontal resolution (9 km $\times$ 9 km) using CMAQ (Figure 2 and Table 1), and examined whether it performed stably. The spatial domain of the OSSE testbed was in East Asia. Specifically, the NR domain ranged within a latitude of 10 to 58° and longitude of 51 to 160° (shown in blue in Figure 2). However, the CR and AR were conducted in domains (shown in red in Figure 2) smaller than the NR. By applying the new data scenarios to the testbed, we examined the improvement of the PM$_{2.5}$ forecasting skills for October 2017 and February 2018. It should be noted that the base year of the emission inventory (EI) that we used focused on the emissions of air pollutants in 2015, not 2017 or 2018. The EI for the year 2015 was the best available when we were conducting this study.

#### 2.2.2. Scenarios and Data Reconstruction

Using the NR results, we reconstructed the sets of synthetic observation (SO) data for the new observation data scenarios in China and Korea. The first scenario was sustaining the current surface monitoring networks in China and South Korea without any changes (Scenario 1 in Figure 3). Using the NR results, the concentration fields of PM$_{2.5}$ and PM$_{10}$ were reconstructed as follows:
\[ \text{PM}_{2.5} = [\text{Fine Sulfate}] + [\text{Fine Nitrate}] + [\text{Fine Ammonium}] + [\text{Elemental Carbon}] + [\text{Fine Organic Matter}] + [\text{Fine Sea Salt}] + [\text{Unspeciated Fine Particle}], \] (14)

\[ \text{PM}_{10} = [\text{PM}_{2.5}] + [\text{Coarse Particle}], \] (15)

where coarse particles include the coarse mode particulates of sea salt, sulfate, ammonium, nitrate, and the inert crustal species (i.e., ASOIL and ACORS in the CMAQv4.7.1 model).

Figure 3. The schematic of the OSSE scenarios.

Then, the reconstructed PM\textsubscript{2.5} and PM\textsubscript{10} concentration fields at the surface monitoring sites (1306 sites) located in China and South Korea were extracted and converted into the SO database for the application of the data assimilation (i.e., AR1 in Table 1).

The second scenario entailed installing 100 PM observatories each in North Korea and in the Gobi Desert, and a simulation was performed to evaluate whether this observing plan would be helpful for PM\textsubscript{2.5} forecasting (Scenario 2 in Figure 3). In scenario 2, the reconstructed PM\textsubscript{2.5} and PM\textsubscript{10} concentration fields were also extracted at the locations of the added surface air monitoring sites in North Korea and the Gobi Desert in the NR simulation data. Then, SO datasets for PM\textsubscript{2.5} and PM\textsubscript{10} were derived at 200 virtual measurement points in North Korea and the Gobi Desert and used for the data assimilation (AR2 in Table 1).

The third scenario entailed utilizing the AOD data from the Korea geostationary orbiting satellites (GEMS) (Scenario 3 in Figure 3) for the data assimilation in the OSSE to improve the prediction accuracy of PM\textsubscript{2.5} in the domain. The AOD values were calculated based on the NR results from the area where the GEMS scanning range (yellow-lined area in Figure 3) overlapped with the NR (blue-lined area in Figure 4) and AR model domain.
areas (red-lined area in Figure 3). The AOD values located in the overlapped areas between the NR and AR model domains (green area in Figure 3) were extracted and used for data assimilation (AR3 in Table 1).

Figure 4. The NR results for (a) October 2017 and (b) February 2018. Top figures: the distribution of the monthly averages of the simulated PM$_{2.5}$ mass concentrations in NR. Mid-figures: the correlation coefficients between the NR PM$_{2.5}$ concentration and the ground-observed PM$_{2.5}$ concentration at the surface monitoring sites. Bottom figures: the mean bias of the simulated PM$_{2.5}$ mass concentrations.
The SO database construction for AOD was more complicated than that for the PM. The virtual AOD was reconstructed by integrating the aerosol extinction coefficient ($B_{ext}$) with regard to the vertical height ($z$) of the NR model:

$$AOD = \int B_{ext}(z) \, dz. \quad (16)$$

$B_{ext}$ values were calculated from the mass concentration of the major aerosol components by applying the revised version of the Interagency Monitoring of Protected Visual Environments (IMPROVE) algorithm [33] to the chemical and meteorological variables calculated from the NR:

$$B_{ext} = 2.2 \, f_S(RH) \, [Small \, Sulfate] + 4.8 \, f_L(RH) \, [Large \, Sulfate] + 2.4 \, f_S(RH) \, [Small \, Nitrate] + 5.1 \, f_L(RH) \, [Large \, Nitrate] + 2.8 \, [Small \, Organic \, Mass] + 6.1 \, [Large \, Organic \, Mass] + 10 \, [Elemental \, Carbon] + 1.7 \, f_{SS}(RH) \, [Sea \, Salt] + 0.6 \, [Coarse \, Particle]. \quad (17)$$

Details on splitting the aerosol species (i.e., sulfate, nitrate, and total organic mass) into small and large size groups and allocating hygroscopic growth factors for the different size groups of particles can be found in other studies (e.g., [35]).

The CMAQ AOD data computed in this way were stored as potential GEMS AOD data by selecting the data fields located within the determined scan area of the GEMS and then regridding them into each unit grid of the GEMS. In this study, the virtual GEMS AOD data were derived from the following equation:

$$AOD_{GEMS} = \frac{\sum (\omega \times AOD_{CMAQ})}{\sum \omega}, \quad (18)$$

where $\omega = \frac{A_{overlapped}}{A_{GEMS}}$ and $A_{overlapped}$ is the individual CMAQ grid area overlapping the grid area of the GEMS ($A_{GEMS}$); and $AOD_{CMAQ}$ denotes the AOD reconstructed using the NR results. The reconstructed GEMS AOD data had a time resolution of 1 h from 00 to 07 UTC at a horizontal resolution of approximately 7 km × 8 km.

3. Results

3.1. Performance of the Nature Run

The proper evaluation of the NR in terms of its spatio-temporal variability and the prevention of the identical twin problem are recommended for the improvement of the OSSE framework and the achievement of more realistic results [5,18,36]. This section shows the evaluation results for the NR simulation performance. We evaluated the CMAQ air quality model of the NR module by comparing the modelled and the observed PM$_{2.5}$ concentrations at the surface monitoring networks located in China and Korea for October 2017 and February 2018 (Figure 4).

While the NR generally captures the temporal variability of the observed PM$_{2.5}$ mass concentrations in the domain (correlation coefficient in Figure 4), it tends to underpredict across the domain for both October 2017 and February 2018 (mean bias in Figure 4). The temporal correlation coefficient in the NR tends to decrease further from the neighboring areas of the major metropolitan areas in China and South Korea (e.g., Beijing–Tianjin–Hebei region (BTH), Shandong Peninsula (SDP), Shanghai (SH), Seoul Metropolitan Area (SMA)) to the direction of remote areas (i.e., Inner Mongolia (INM)) in northern China. For instance, the correlation coefficients ($r$) in October 2017 in BTH, SDP, SH, and SMA were as high as 0.7 (range 0.2–0.9), 0.7 (0.1–0.9), 0.6 (0.4–0.8), and 0.6 (0.3–0.8), respectively, and those in February 2018 were 0.6 (0.1–0.9), 0.6 (0.3–0.9), 0.6 (0.5–0.8), and 0.8 (0.6–0.9), respectively. The estimated correlation coefficients ($r$) in Inner Mongolia were 0.6 (0.2–0.9) in October 2017 and 0.2 (−0.2–0.7) in February 2018. With regard to bias statistics, the NR also shows better performance in the neighboring areas of the major metropolitan areas than the remote arid land areas in northern China (i.e., INM). The average concentrations of the
observed PM$_{2.5}$ in BTH, SDP, SH, SMA, and INM for October 2017 were 61, 46, 24, 17, and 38 µg/m$^3$, respectively, and those for February 2018 were 69, 59, 44, 32, and 34 µg/m$^3$, respectively. For the observations provided, the NR results in October 2017 in BTH, SDP, SH, SMA, and INM were approximately 35, 40, 40, 56, and 62% lower than the observed values, respectively, and those in February 2018 were approximately 45, 41, 30, 50, and 63% lower, respectively. A previous study [37] proposed the model performance goals (e.g., bias $\leq \pm 30\%$) and criteria (e.g., bias $\leq \pm 60\%$) for fine particulate matter, and these have been actively cited in numerous modelling studies. The NR biases shown over the major metropolitan areas in China and South Korea generally meet the criteria but exceed the goals.

Although the bias only meets the performance criteria, the NR results are being used for subsequent experiments because the current focus is on checking whether the entire system functions correctly. In other words, the NR results are being used as the base data to derive the synthetic observation data (see the next section). Future efforts should be made to improve the predictions in the underpredicted areas in order to achieve more realistic experiment results [5,18]. We discuss the model bias issue in the “NR module” section.

3.2. Potential Effects of New Observation Data

We attempted to quantify the impact of assimilating new surface PM and GEMS AOD data on the PM$_{2.5}$ mass concentration forecasts on the Korean Peninsula through the intercomparison of four parallel simulation experiments. Among the four simulation experiments, one served as the control run (CR) that did not employ any DA and the other three served as the assimilation run (AR) group that employed 3DVAR DA using three sets of observation data. As shown in Table 1 and Figure 3, AR1 assimilated the surface PM$_{2.5}$ and PM$_{10}$ observation data from the 1306 current monitoring sites in China and South Korea, whereas AR2 assimilated the surface PM$_{2.5}$ and PM$_{10}$ observation from the current sites plus the virtual sites. AR3 performed the assimilation of solely GEMS AOD. We performed DA in one-way nested domains for Northeast Asia (D01) and the Korean Peninsula (D02) simultaneously at 6-h intervals in October 2017 and February 2018.

Figure 5 shows the distribution of the monthly averages of the individual PM$_{2.5}$ forecasts of NR, CR, AR1, AR2, and AR3 in the Northeast Asia domain (D01) at 00:00 UTC. Together with the equivalent distribution on the Korean Peninsula, Figure 6 shows the distribution of the monthly averages of the respective deviations of the individual PM$_{2.5}$ forecasts from the corresponding NR values. The NR results are supposed to be the observed concentrations (i.e., reference values).

The PM$_{2.5}$ concentrations simulated by the CR were usually higher than those by the NR in the Gobi Desert, the inland areas of eastern China, Manchuria, and the Korean Peninsula in both October 2017 and February 2018 (Figures 5 and 6). This large CR bias pattern for PM$_{2.5}$ mass is partly attributed to the difference in the emission amounts used in WRF–Chem (i.e., CR) and CMAQ (i.e., NR). For example, the amounts of PM$_{2.5}$, SO$_2$, NOx, and NMVOC emissions in China that were used for the CR were 12.4, 33.2, 19, and 7.5% higher than those for the NR, respectively. It is also partly associated with the use of different aerosol modules in the NR and CR. Namely, the GOCART aerosol module in the CR internally calculated the dust occurrences in the desert area, whereas the AERO5 module in NR did not.
Figure 5. The distribution of the average PM$_{2.5}$ concentrations in East Asia for the NR and ARs (i.e., AR1, AR2, and AR3) at 00:00 universal time coordinated (UTC) from October 2017 to February 2018 (unit: µg/m$^3$).
Figure 6. The distribution of the average PM$_{2.5}$ concentrations on the Korean Peninsula for the NR, ARs, and the AR mean bias against the NR PM$_{2.5}$ at 00:00 UTC from October 2017 to February 2018 (unit: $\mu$g/m$^3$).
The assimilation of surface PM observation data (i.e., AR1 and AR2) exhibited less overestimation tendencies compared to the CR in China and on the Korean Peninsula and yield PM$_{2.5}$ concentration forecasts that were closer to the NR results (Figure 5). Both AR2 (assimilating new observation data along with current observation data) and AR1 (assimilating just current observation data) appeared to provide almost similar PM$_{2.5}$ concentration forecasts in D01, but there were differences in PM$_{2.5}$ concentration forecast values in the Gobi Desert and certain areas of the Korean Peninsula. AR2 was found to further reduce the overpredictions in the Gobi Desert and North Korea compared to AR1 (Figures 5 and 6). This demonstrates that adding 200 Gobi Desert and North Korean observation sites to the existing monitoring networks in China and the Korean Peninsula can improve PM$_{2.5}$ prediction.

In addition to North Korea, parts of the Seoul Metropolitan Area (SMA) in South Korea experienced some improvement in the initial field of PM (Figure 6). The AR2 MB values across North Korea were smaller than the AR1 MB values, and the AR2 MB values in South Korea also somewhat decreased more than the AR1 MB in both October 2017 and February 2018. For example, a decrease in MB was observed across North Korea and in the western part of the SMA of South Korea. This improvement is partly attributed to the pollution characteristics of the SMA, which is constantly exposed to multiple sources of aerosol pollution from the local and surrounding areas. A previous study based on the Potential Source Density Function (PSDF) and backward trajectory analysis reported that coal burning for industrial processes in North Korea contributed to a high level of sulfate aerosols in the SMA during October 2015 [38]. Including the observation of such particulate pollution in North Korea in the current DA system reduced the bias errors of the PM$_{2.5}$ forecasts in North Korea initially, and subsequently in the SMA of South Korea. When only the satellite AOD data were assimilated (AR3), PM forecasts improved to a certain level (Figures 5 and 6), although the improvement in the initial field was less than that of the AR1 and AR2 cases.

Additional quantitative analyses to determine the model that achieved the most optimized improvement in the PM$_{2.5}$ forecasts are presented in Figures 7–9. A set of scatter plots presenting three statistics (R, MB, and RMSE) in Figure 7 help to determine which model offers relatively more optimized PM$_{2.5}$ forecasts at 00:00 UTC across South Korea. For October 2017 (February 2018), the control run (CR) demonstrated a moderate correlation and the model’s overestimation and large errors were comparable with the fictitious observations (i.e., NR) at the surface monitoring sites in South Korea, as shown by the R, MB, and RMSE values of 0.42 (0.29), 8.05 µg/m$^3$ (8.63 µg/m$^3$), and 10.08 µg/m$^3$ (16.39 µg/m$^3$), respectively. However, the assimilation runs (AR1–AR3) showed significant improvements in the PM$_{2.5}$ forecasts.

In October 2017 (February 2018), AR1 and AR2 at 00:00 UTC showed an increase of approximately 0.3 (0.5) in the correlation coefficient ($r$) value and a respective decrease of approximately 6.0 µg/m$^3$ (6.8 µg/m$^3$) and 6.6 µg/m$^3$ (11.4 µg/m$^3$) in the MB and RMSE values, respectively, compared to the CR, thereby indicating similar improvements for PM$_{2.5}$ forecasts. The effect of the AR3 on the PM$_{2.5}$ forecasts was slightly smaller than those of the other assimilation cases. AR3 showed an improvement in the PM$_{2.5}$ forecasts at 00:00 UTC, an increase in the $r$ value in October 2017 (February 2018) of approximately 0.02 (0.09), and a decrease in the MB and RMSE values in October 2017 (February 2018) of approximately 5.2 µg/m$^3$ (6.5 µg/m$^3$) and 4.5 µg/m$^3$ (7.9 µg/m$^3$), respectively. In short, these results suggest that the addition of new surface PM$_{2.5}$ data and the sole use of GEMS AOD data are very effective in improving the initial field of PM air quality forecasts.

Figure 8 shows the time series of PM$_{2.5}$ concentration forecasts (i.e., CR, ARs) and the corresponding observations (i.e., NR) for the experimental periods. The line graphs show the averaged hourly PM$_{2.5}$ mass concentrations of NR and ARs across the 208 monitoring sites in South Korea.
Figure 7. Scatter plots for the AR PM$_{2.5}$ mass concentrations (unit: µg/m$^3$) and the corresponding NR PM$_{2.5}$ at 208 monitoring sites in South Korea at 00:00 UTC from October 2017 to February 2018.

Figure 8. The time series of the simulated results for PM$_{2.5}$ of NR, CR, and Ars at 208 monitoring sites in South Korea in October 2017 and February 2018.
Figure 9. The diurnal variations of the percentage improvement (PI) of PM$_{2.5}$ forecasts by ARs along with the RMSE of the CR (RMSE_CR) at the 208 monitoring sites in South Korea for October 2017 and February 2018.

All models, including the CR and ARs, captured the diurnal variations of the NR PM$_{2.5}$ mass concentrations both in October 2017 and February 2018. The CR consistently and severely overpredicted, whereas the ARs tended to approach the observation levels. Assimilating the AOD produced (AR3) more optimized forecasts than assimilating the surface observations (AR1 and AR2) for most hours in October 2017, whereas assimilating the surface PM produced better forecasts than assimilating the AOD in February 2018. This pattern may be attributed to the different vertical distributions and source characteristics of surface PM and satellite AOD values [23,39,40]. For instance, the PM$_{2.5}$ aerosols in the relatively warm season with fewer strong wind events (October 2017) are more likely to be distributed at higher mixing heights and influenced by slowly injected pollution from local sources, such as industrial activities and automobiles, in addition to the pollution in the medium-range transported by moderate winds. Moreover, PM$_{2.5}$ tends to contribute to optical properties more than coarse size particles in the absence of dust events from the desert (e.g., [39]). Therefore, in this circumstance, the effect of assimilating the DA is likely to last longer because the DA of satellite AOD treats the total aerosol mass throughout the vertical column and maintains similar vertical structures [40]. In contrast with October, the PM$_{2.5}$ aerosols in the cold season with frequent strong wind events (February 2018) are more likely to be distributed at lower mixing heights and influenced by the rapidly injected pollution from local sources, such as residential heating and automobiles, as well as the pollution in the long-range transported from the remote sources, including dust transported from the desert areas by strong winds. Therefore, the effect of the DA is likely to fade quickly when assimilating the surface PM observations [40].

Meanwhile, the forecasting skills of AR1 and AR2 showed a marginal difference, implying a small potential benefit for PM$_{2.5}$ concentration forecasts on the Korean Peninsula due to the inclusion of the new surface observation data into the DA process. For example, AR1 overpredicted the hourly PM$_{2.5}$ concentrations in October 2017 and February 2018 by factors of 2.7 and 1.26, respectively, and AR2 overpredicted the same concentrations by factors of 2.66 and 1.24, respectively. This represents reductions of approximately 1.1% and 1.4% in the overprediction rates of AR2 against AR1 in October 2017 and February 2018, respectively.
Figure 9 shows the percentage of improvement (PI) of the forecasting skill by the ARs (i.e., PI_AR1, PI_AR2, and PI_AR3), along with the forecasting errors of the base model (i.e., RMSE_CR) as a function of the time of day for October 2017 and February 2018.

The PI values in October 2017 show that assimilating the satellite AOD can significantly improve PM$_{2.5}$ concentration forecasts more than assimilating the surface PM (i.e., greater values of PI_AR3 than of PI_AR1 or PI_AR2), whereas those from February 2018 show the opposite trend. The cause of these patterns is explained above (i.e., the different vertical distributions and source characteristics of the surface PM and satellite AOD values). In October 2017, the hourly RMSE values for the CR varied from 9.0 to 10.3 µg/m$^3$. In this period, solely assimilating the current surface observation resulted in an approximately 63.7% (=PI_AR1) improvement in the PM$_{2.5}$ concentration forecasts, assimilating the new surface observations along with the current surface observations resulted in an approximately 66.4% (=PI_AR_2) improvement, and solely assimilating the satellite AOD resulted in an approximately 68.4% (=PI_AR3) improvement. In February 2018, the hourly RMSE values for the CR varied from 13.4 to 15.8 µg/m$^3$. In this period, only assimilating the current surface observations (AR1) or assimilating the new surface observations along with the current surface observations (AR2) improved forecasts by approximately 95.1% (i.e., PI_AR1 ≈ PI_AR2) and solely assimilating the satellite AOD improved forecasts by approximately 78.9% (=PI_AR3).

In October 2017, the PI values by AR1 and AR2 were the highest at approximately 88% and 89% at 00:00 UTC lead time, respectively, then decreased gradually until 08:00, increased for approximately 2 h, decreased again until 17:00, and then slowly increased. In contrast with AR1 and AR2, AR3 started at approximately 69.4% at 00:00 UTC lead time, which was approximately 1% higher than the average level, peaked at 06:00 (PI ~ 81%), decreased until 08:00, rebounded for 2 h, fell until 17:00, and then increased gradually. According to the comparison between the PI values of AR1 and AR2, including new observations from the Gobi Desert and North Korea in the current DA improved the PM$_{2.5}$ concentration forecasts by 4.2% in October 2017.

The daily fluctuations of PI values calculated for AR1–AR3 in February 2018 were neither dynamic nor large compared to October 2017. The maximum PI values (~98%) by AR1 and AR2 were commonly derived in the early morning at 01:00 UTC (i.e., morning at 10:00 Korea Standard Time (KST)) lead time and the minimum values (~92%) in the early evening at 20:00 UTC (early morning at 5:00 KST) lead time. AR3 started at 90% at 00:00 UTC lead time, peaked at 02:00 (~90.5%), and then decreased gradually until the end time. In contrast with the October 2017 results, the effects of the new observations from the Gobi Desert and North Korea in the current DA were likely to be marginal in terms of improving the PM$_{2.5}$ concentration forecasts in February 2018 (~0.05%).

Overall, PI values increased on average by approximately 45% upon assimilating the surface observations and by approximately 15% upon assimilating the satellite AOD in February 2018 compared to the cases in October 2017. According to the mean diurnal cycles of PI, the maxima-to-minima amplitudes for AR1, AR2, and AR3 were approximately 39.3, 36.3, and 21.8%, respectively, in October 2017 and approximately 6.0, 5.9, and 21.7%, respectively, in February 2018. Therefore, the effects of the DA on the PM$_{2.5}$ concentration forecasts were larger and more stable in February 2018 than in October 2017.

Previous studies reported that the concurrent DA of both surface PM$_{2.5}$ and satellite AOD observations produced more optimized forecasting scores than the DA of a single source of observation [28,40]. In future studies, both GEMS AOD and surface PM observations should be assimilated together over the testbed to examine the synergistic effect of assimilating different aerosol observations on PM$_{2.5}$ forecasts.
4. Discussion

4.1. Nature Run Module

The NR in the current OSSE framework represented the temporal variations of the observed PM$_{2.5}$ mass concentrations and showed significant underpredictions in the domain, especially in the suburban and remote areas (refer to the “Performance of the nature run” section). This bias should be reduced to ensure more realistic OSSE experiments [5,18]. The occurrence of bias and errors in the PM air quality simulations are associated with the complicated outer sources, such as the inaccurate emissions and meteorological data and ill-defined initial and boundary conditions for the model, as well as the model’s systematic bias associated with the inadequate representation of the atmospheric process [37,41]. In our case, one of the possible causes of the significant underpredictions is the outdated air quality model. The CMAQ model of the NR in the current OSSE framework is equipped with outdated modules for atmospheric chemistry and organic aerosol treatment compared to the recent versions of the CMAQ model (e.g., [42]). Therefore, to derive more realistic NR results in the OSSE framework, the CMAQ model employed in the current OSSE framework needs to be updated.

4.2. Data Scenario

The installation of 100 new observation sites in the Gobi Desert and in North Korea is hypothetical. This scenario was created solely to assess the feasibility of applying the developed OSSE framework. The model experiment showed that assimilating new PM data from the 100 Gobi Desert observation sites (i.e., AR2) was effective for PM$_{2.5}$ forecasts in the desert area, but its effect on PM$_{2.5}$ forecasts on the Korean Peninsula area was not clearly shown. This is likely due to the fact that there were no dust events severely influencing the air quality in South Korea at the time of modelling, such as Asian dust events [7]. For the period that Asian dust events severely affect the air quality in South Korea, this scenario is expected to contribute to improving PM$_{2.5}$ forecasts on the Korean Peninsula.

4.3. Assimilation Run Module

We used the 3DVAR method for data assimilation in the current OSSE framework. The realistic estimates of background error covariance (BEC) are critical for an effective OSSE [5]. The 3DVAR method is computationally efficient and allows for multiple species in the analysis vector, but its weak point is the use of invariant BEC [28]. As mentioned in previous studies (e.g., [24,28,39]), we may consider introducing advanced DA methods, such as the ensemble Kalman filter (EnKF), which compute multivariate and flow-dependent BEC into the current OSSE framework. Computing power, which has continued to advance until recently, continues to open up opportunities for easing operational applications, even as the number of control variables increases in EnKF.

4.4. Data Assimilation System

The capability of the data assimilation system adopted in this study can be expanded by constantly adding new observation data from various sources [28]. Recently, a collaborative multidimensional atmospheric data-sharing platform (CMADS) was established in the National Strategic Project of Korea for fine particulate matter. It aims to integrate various air quality and meteorological datasets in Northeast Asia and to share them with relevant stakeholders, including the atmospheric environmental researchers and practitioner communities. GEMS data are also expected to be shared via this platform in the near future. Linking the current OSSE framework to the CMADS may allow for the application and evaluation of the system in various ways. For example, through the assimilation of the planetary boundary layer height (PBLH) derived by Li DAR observation shared in CMADS, we are likely to experience a certain level of improvement in the PM$_{2.5}$ forecasts. This is because PBLH is one of the important determinants of the mixing volume of pollutants in the atmosphere ([39] and references therein). In addition to AOD, various gas-phase data
observed by the GEMS can be regarded as important when used in the data assimilation system in the current OSSE framework.

5. Conclusions

We presented a recently developed OSSE framework and the results of a case study conducted over Northeast Asia. In the case study, we focused on the potential benefits of new PM observations from the Gobi Desert and North Korea (NEWPM) and new AOD observations from the GEMS (GEMS AOD) being added into the data assimilation with regard to the performance of the PM$_{2.5}$ forecasts. Through the case study, we preliminarily tested and verified the utilization potential of the OSSE that we had established. For example, the performance statistics suggest that the concurrent assimilation of NEWPM and the PM data from current monitoring sites in China and South Korea can improve the PM$_{2.5}$ concentration forecasts in South Korea by 66.4% on average for October 2017 (~95.1% on average for February 2018). In addition, assimilating even just the GEMS AOD could derive an approximately 68.4% improvement in the performance of the PM$_{2.5}$ forecasts in South Korea for October 2017 (~78.9% for February 2018). We found that the OSSE framework could be a useful platform for preparing new air quality observations or data systems by providing the adequate evaluation of them in advance. Further studies over additional periods with new observation scenarios in other locations using bigger CR and AR boundaries and employing additional updated versions of the emissions database and model systems may be required; they would verify the feasibility of the current OSSE framework.
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