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Abstract

Given a combinatorial design \( D \) with block set \( B \), the block-intersection graph (BIG) of \( D \) is the graph that has \( B \) as its vertex set, where two vertices \( B_1 \in B \) and \( B_2 \in B \) are adjacent if and only if \( |B_1 \cap B_2| > 0 \). The \( i \)-block-intersection graph (\( i \)-BIG) of \( D \) is the graph that has \( B \) as its vertex set, where two vertices \( B_1 \in B \) and \( B_2 \in B \) are adjacent if and only if \( |B_1 \cap B_2| = i \). In this paper several constructions are obtained that start with twofold triple systems (TTSs) with Hamiltonian 2-BIGs and result in larger TTSs that also have Hamiltonian 2-BIGs. These constructions collectively enable us to determine the complete spectrum of TTSs with Hamiltonian 2-BIGs (equivalently TTSs with cyclic 2-intersecting Gray codes) as well as the complete spectrum for TTSs with 2-BIGs that have Hamilton paths (i.e., for TTSs with 2-intersecting Gray codes).

In order to prove these spectrum results, we sometimes require ingredient TTSs that have large partial parallel classes; we prove lower bounds on the sizes of partial parallel classes in arbitrary TTSs, and then construct larger TTSs with both cyclic 2-intersecting Gray codes and parallel classes.
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1 Introduction

A combinatorial design \( D \) is made up of a set \( V \) of elements (called points), together with a set \( B \) of subsets (called blocks) of \( V \). A balanced incomplete block design, \( \text{BIBD}(v,k,\lambda) \), is a combinatorial design in which (i) \( |V| = v \), (ii)
for each block $B \in \mathcal{B}$, $|B| = k$, and (iii) each 2-subset of $V$ occurs in exactly $\lambda$ blocks of $\mathcal{B}$. In the particularly well-studied case where $k = 3$ and $\lambda = 1$, the design is called a Steiner triple system (STS($v$)); when $k = 3$ and $\lambda = 2$ it is a twofold triple system (TTS($v$)). More than 70 years ago the existence of TTSs was settled by Bhattacharya [2] who proved that a TTS($v$) exists if and only if $v \equiv 0$ or 1 (modulo 3), $v \neq 1$. A twofold triple system with block set $\mathcal{B}$ is said to be simple if each block in $\mathcal{B}$ is distinct. About 40 years ago van Buggenhaut [23] proved that simple twofold triple systems exist if and only if $v \equiv 0$ or 1 (modulo 3), $v \not\in \{1, 3\}$ (a different proof of this result can be found in [19]). The more general existence question of simple $\lambda$-fold triple systems was then settled by Dehon [5].

The block-intersection graph (BIG) of a combinatorial design $\mathcal{D}$ with block set $\mathcal{B}$ is the graph that has $\mathcal{B}$ as its vertex set where two vertices $B_1, B_2 \in \mathcal{B}$ are adjacent if and only if $|B_1 \cap B_2| > 0$. Similarly, the $i$-block-intersection graph ($i$-BIG) of $\mathcal{D}$ is the graph that has $\mathcal{B}$ as its vertex set where two vertices $B_1, B_2 \in \mathcal{B}$ are adjacent if and only if $|B_1 \cap B_2| = i$. In [6] Dewar and Stevens study the structure of codes from a design theoretic perspective. In particular, they define the notion of a $\kappa$-intersecting Gray code (resp. cyclic $\kappa$-intersecting Gray code), which is equivalent to a Hamilton path (resp. Hamilton cycle) in the $\kappa$-BIG of the corresponding design.

There is a rich history of studying cycle properties of block-intersection graphs of designs, dating back to the 1980s when Ron Graham is cited as having asked whether Steiner triple systems have Hamiltonian BIGs, which is indeed true for any BIBD($v, 3, \lambda$) [1, 11]. When $\lambda = 1$, the traditional BIG of a design is the same as its 1-BIG, whereas the 1-BIG is a subgraph of the BIG whenever $\lambda \geq 2$. For 1-BIGs of triple systems having index $\lambda \geq 2$, it was proven in [10] that every BIBD($v, 3, \lambda$) with $v \geq 12$ has a Hamiltonian 1-BIG. Furthermore, in [12] it was shown that for $v \geq 136$, the 1-BIG of every BIBD($v, 4, \lambda$) is Hamiltonian. For designs with block sizes $k \in \{5, 6\}$ similar results have also been established (as is noted in [6]).

With regard to 2-BIGs and triple systems, it is not the case that every TTS($v$) has a Hamiltonian 2-BIG. Mahmoodian observed that the unique (up to isomorphism) TTS on six points has the Petersen graph as its 2-BIG [16], and even earlier Colbourn and Johnstone had demonstrated a TTS(19) with a connected non-Hamiltonian 2-BIG [4]. It has recently been established that TTSs with connected non-Hamiltonian 2-BIGs exist for most admissible orders; in particular, the current authors have completely determined the spectrum for TTSs that do not have cyclic 2-intersecting Gray codes but which nevertheless have connected 2-BIGs [7].

**Theorem 1.1.** There exists a TTS($v$) with a connected non-Hamiltonian 2-BIG if and only if $v = 6$ or $v \geq 12$, $v \equiv 0$ or 1 (modulo 3).

In this present paper we consider the question of which orders $v$ admit a TTS($v$) with a cyclic 2-intersecting Gray code. Some previous work on this question was done by Dewar and Stevens; the following result is an immediate consequence of Theorem 5.10 and Theorem 5.11 of [6].

**Theorem 1.2.** There exists a TTS($v$) with a Hamiltonian 2-BIG if

(i) $v \equiv 1$ or 4 (modulo 12) where $v \not\equiv 0$ (modulo 5), or
(ii) \( v \equiv 3 \) or \( 7 \) (modulo 12) where \( v \geq 7 \).

Since twofold triple systems exist for all \( v \equiv 0 \) or 1 (modulo 3), many cases are left unresolved by Theorem 1.2. As our main result we completely determine the spectrum of TTSs with Hamiltonian 2-BIGs (i.e., TTSs with cyclic 2-intersecting Gray codes) by constructing a TTS with a Hamiltonian 2-BIG for all remaining orders for which such a design exists. We also determine the spectrum for TTSs whose 2-BIGs have a Hamilton path. These results fully solve Problem 5.10 of [6].

In order to achieve these spectrum results, we first usefully manipulate a TTS(\( v \)) with a Hamiltonian 2-BIG and then apply an assortment of techniques to embed the resulting design into a larger design. Then we take advantage of properties of some latin squares and their transversals and of some specific decompositions of certain complete graphs to exhibit a Hamilton cycle in the 2-BIG of the larger design. At a first glance, the general techniques used in this paper to construct the relevant designs resemble those used in [7]. However the methods that we now employ require additional care and intricacy in order to exhibit Hamilton cycles in the 2-BIGs of these delicately constructed designs. The difficulty of constructing TTSs with Hamiltonian 2-BIGs is hinted at by the fact that the problem of deciding whether a cubic 3-connected graph admits a Hamiltonian cycle is NP-complete (see [8]).

We conclude the Introduction with a brief outline of each section of this paper. In Section 2 some relevant definitions are stated. Section 3 contains details of a construction that, when given a TTS(\( v \)) with a cyclic 2-intersecting Gray code, yields a TTS(\( 2v + 1 \)) that also possesses a cyclic 2-intersecting Gray code. In Section 4 we obtain good lower bounds on the size of a maximum partial parallel class in any TTS. These bounds on partial parallel classes are then used in Section 5 to find parallel classes in some TTS(\( 2v + 1 \)) with a Hamiltonian 2-BIG when \( v \equiv 1, 4 \) (modulo 6). The parallel classes then allow the transition from a \( 2v + 1 \) Construction to a \( 2v + 2 \) Construction. In Sections 6-8 details are given for constructions that take a TTS(\( v \)) with a cyclic 2-intersecting Gray code and yield respectively a TTS(\( 3v \)), TTS(\( 3v + 1 \)) and TTS(\( 3v + 3 \)) that also have a cyclic 2-intersecting Gray code. Whereas the \( 3v \) Construction is valid for all \( v \), the \( 3v + 1 \) and \( 3v + 3 \) Constructions require \( v \) to be odd. Finally, in Section 9 we build some TTSs of small orders that have Hamiltonian 2-BIGs, and we use these examples together with Theorem 1.2 and the constructions given in the earlier sections to inductively settle the complete spectra of TTSs with 2-intersecting Gray codes as follows:

**Theorem 1.3.** Suppose that \( v \geq 3 \). There exists a TTS(\( v \)) with a Hamiltonian 2-BIG if and only if \( v \equiv 0, 1 \) (modulo 3), except for \( v \in \{3, 6\} \).

**Theorem 1.4.** Suppose that \( v \geq 3 \). There exists a TTS(\( v \)) with a 2-BIG that has a Hamilton path if and only if \( v \equiv 0, 1 \) (modulo 3), except for \( v = 3 \).

## 2 Some Definitions

In this section we define some notions that will be used throughout the rest of this paper. These definitions can be found in [14] as well.

A *latin square of order* \( v \) is a \( v \times v \) array, each cell of which contains exactly one of the symbols in \( \{0, 1, \ldots, v-1\} \), with the property that each row and
column of the array contains each symbol in \{0, 1, \ldots, v - 1\} exactly once. A quasigroup of order \(v\) is a pair \((Q, \circ)\), where \(Q\) is a set of size \(v\) and \(\circ\) is a binary operation on \(Q\) with the property that for every pair of elements \(a, b \in Q\), the equations \(a \circ x = b\) and \(y \circ a = b\) have unique solutions. We can consider a quasigroup as a latin square with a headline and a sideline. A transversal \(T\) of a latin square of order \(v\) on the symbols \(\{0, 1, \ldots, v - 1\}\) is a set of \(v\) cells, exactly one cell from each row and each column, such that each of the symbols in \(\{0, 1, \ldots, v - 1\}\) occurs in exactly one cell of \(T\). A parallel class in a Steiner triple system with point set \(S\) and triple set \(T\) is a subset of \(T\) that partitions \(S\).

3 \(2v + 1\) Construction

We provide a construction that generates an infinite family of TTSs with Hamiltonian 2-BIGs from a given TTS with a Hamiltonian 2-BIG. We first describe a certain decomposition of the twofold complete graph \(2K_t\) \((t \geq 3)\) on the vertex set \(Z_{t-1} \cup \{\infty\}\) into \(t - 1\) Hamilton cycles.

Decomposition: First suppose that \(t\) is even. For each \(0 \leq j \leq 2t - 3\) define a 1-factor \(F_j\) of \(2K_t\) as \(F_j = \{(0 + j, \infty), (1 + j, t - 2 + j), (2 + j, t - 3 + j), \ldots, (t/2 -1 + j, t/2 + j)\}\) (additions are carried out modulo \(t - 1\)). Note that \(F_k = F_\ell\) if and only if \(k \equiv \ell\) (modulo \(t - 1\)), and that \(F_0, F_1, \ldots, F_{2t-3}\) is a 1-factorization of \(2K_t\). It is easy to see that for each \(0 \leq s \leq t - 2\) the edges in the union of \(F_s\) and \(F_{s+1}\) form a Hamilton cycle in \(2K_t\), call it \(H_s\). Then \(H_0, H_1, \ldots, H_{t-2}\) is a Hamilton cycle decomposition of \(2K_t\).

Now suppose that \(t\) is odd. For each \(0 \leq j \leq (t - 3)/2\) define a pair of Hamilton cycles \(H_j\) and \(H'_j\) of \(2K_t\) as follows: \(H_j = (\infty, j, 1 + j, t - 2 + j, 2 + j, t - 3 + j, \ldots, (t - 3)/2 + j, (t + 1)/2 + j, (t - 1)/2 + j, \infty)\) and \(H'_j = (\infty, j, t - 2 + j, 1 + j, t - 3 + j, 2 + j, \ldots, (t + 1)/2 + j, (t - 3)/2 + j, (t - 1)/2 + j, \infty)\) (additions are carried out modulo \(t - 1\)). It is easy to check that \(H_0, H_1, \ldots, H_{(t-3)/2}\) and \(H'_0, H'_1, \ldots, H'_{(t-3)/2}\) are each a Hamilton cycle decomposition of \(K_t\) (hence \(H_0, H_1, \ldots, H_{(t-3)/2}, H'_0, H'_1, \ldots, H'_{(t-3)/2}\) is a Hamilton cycle decomposition of \(2K_t\)).

Now we can state the \(2v + 1\) Construction.

\(2v + 1\) Construction: Let \(E = (V_1, B)\) be a TTS\((v)\) \((v \geq 7\) if \(v\) is odd, \(v \geq 4\) if \(v\) is even\) on the point set \(V_1 = \{n_0, \ldots, n_{v-1}\}\) with a Hamiltonian 2-BIG such that \(\{n_3, n_4, n_5\}\) is a triple if \(v\) is odd, \(\{n_0, n_1, n_{(v/2)+1}\}\) is a triple if \(v\) is even. Let \(H = \{H_0, H_1, \ldots, H_{v-1}\}\) be the Hamilton cycle decomposition of \(2K_{v+1}\) as given above (on the vertex set \(V_2 = Z_v \cup \{\infty\}\) where \(V_1 \cap V_2 = \emptyset\), for which we define \(H_{(v/2)+i}\) to be \(H'_i\) \((0 \leq i \leq (v - 2)/2\) when \(v\) is even). Form \(E' = (V', B')\) where \(V' = V_1 \cup V_2\), and define \(B'\) as follows:

- Type 1 triples: Let \(B'\) contain all triples in \(B\), except for \(\{n_3, n_4, n_5\}\) if \(v\) is odd, \(\{n_0, n_1, n_{(v/2)+1}\}\) if \(v\) is even.

- Type 2 triples: For each \(0 \leq s \leq v - 1\) and for each edge \(\{i, j\}\) \((i, j \in V_2)\) of \(H_s\), let \(B'\) contain \(\{n_s, i, j\}\) except for the three triples \(\{n_3, 2, 4\}\), \(\{n_4, 2, 6\}\), \(\{n_5, 4, 6\}\) if \(v\) is odd, and the three triples \(\{n_0, 0, 1\}\), \(\{n_1, 1, 2\}\), \(\{n_{(v/2)+1}, 0, 2\}\) if \(v\) is even.
• Type 3 triples: Let $\mathcal{B}'$ contain the three triples $\{2, n_3, n_4\}$, $\{4, n_3, n_5\}$ and $\{6, n_4, n_5\}$ if $v$ is odd, $\{0, n_0, n_{(v/2)+1}\}$, $\{1, n_0, n_1\}$ and $\{2, n_{(v/2)+1}, n_1\}$ if $v$ is even.

• Type 4 triples: Let $\mathcal{B}'$ contain the triple $\{2, 4, 6\}$ if $v$ is odd, $\{0, 1, 2\}$ if $v$ is even.

Before we state and prove the theorem, we first make the following useful observations about the Type 2 triples.

**Remarks:** Consider the 2-BIG obtained from the Type 2 triples plus the three excluded triples, call it $G$. $G$ is Hamiltonian, since a Hamilton cycle is given by the following procedure:

Suppose $v$ is odd. Start (step $k = 0$) at $\{n_0, 0, \infty\}$ Set $a_0 = 0$ and $a_1 = \infty$. Until all triples with $n_0$ are visited, at each step $k$ visit $\{n_0, a_k, a_{k+1}\}$, where $\{a_k, a_{k+1}\}$ is the edge in $F_k$ (subscript in $F_k$ being calculated modulo 2) that is incident with $a_k$. The last triple with $n_0$ will be $\{n_0, 0, 2\}$. Note that $\{2, 0\} \in F_1 \cap E(H_0) \cap E(H_1)$. Therefore $\{n_1, 0, 2\}$ is a Type 2 triple, and moreover in $G$ it is adjacent to $\{n_0, 0, 2\}$. Using similar arguments we see that all vertices in $V(G)$ are connected through a Hamiltonian path. It is easy to observe that using the above procedure the last triple that will be visited is $\{n_{v-1}, \infty, 0\}$ where $\{\infty, 0\} \in F_0 \cap E(H_{v-1}) \cap E(H_0)$. Moreover $\{n_0, \infty, 0\}$ is a Type 2 triple, and in $G$ $\{n_{v-1}, \infty, 0\}$ is adjacent to $\{n_0, 0, \infty\}$, hence we have a Hamilton cycle.

We note that excluding the three triples $\{n_3, 2, 4\}$, $\{n_4, 2, 6\}$, $\{n_5, 4, 6\}$ breaks this Hamilton cycle into three paths $P_1$, $P_2$ and $P_3$ where $P_1$ has endpoints $\{n_3, 4, \infty\}$ and $\{n_4, 8, 2\}$, $P_2$ has endpoints $\{n_4, 6, 4\}$ and $\{n_5, 8, 4\}$, and $P_3$ has endpoints $\{n_5, 6, \infty\}$ and $\{n_3, 6, 2\}$ (if $v = 7$, then 8 is replaced with 1).

Suppose $v$ is even. Start at $\{n_{v/2}, (v-2)/2, v/2\}$ and follow the triples of the form $\{n_{v/2}, x, y\}$ until all triples with $n_{v/2}$ are visited where the pairs of the form $\{x, y\}$ appear as edges in consecutive order in the Hamilton cycle $H'_0$, so that the next triple visited is $\{n_{v/2}, (v+2)/2, (v-2)/2\}$ and the last triple including $n_{v/2}$ is $\{n_{v/2}, v/2, \infty\}$. Note that $\{v/2, \infty\} \in E(H'_0) \cap E(H_0)$. So $\{n_0, v/2, \infty\}$ is a Type 2 triple. Visit $\{n_0, v/2, \infty\}$ next and follow the triples of the form $\{n_0, x, y\}$ until all triples with $n_0$ are visited, where the pairs $\{x, y\}$ appear in consecutive order in the Hamilton cycle $H_0$ so that the next triple visited is $\{n_0, \infty, 0\}$ and the last triple including $n_0$ is $\{n_0, (v+2)/2, v/2\}$. Continue to visit triples by following the edges from the cycles $H'_i$, $H_i$, $H'_2$, $H_2$, \ldots, $H'_2$, $H_{(v-2)/2}$, $H_{(v-2)/2}$, so that the edges of $H'_i$ $(i = 1, \ldots, (v-2)/2)$ are followed in a consecutive order starting at $\{v/2, v/2+2i-1\}$ and ending with $\{v/2, v/2+2i\}$ and so that the edges of $H_i$ $(i = 1, \ldots, (v-2)/2)$ are followed in a consecutive order starting at $\{v/2, v/2+2i\}$ and ending with $\{v/2, v/2+2i+1\}$ (with arithmetic being done modulo $v$). By combining the edges of $H'_i$ (respectively $H_i$) with the point $n_{(v/2)+1}$ (respectively $n_i$), this process results in a Hamilton path in $G$. Moreover, the last triple of this Hamilton path is $\{n_{(v/2)-1}, (v-2)/2, v/2\}$, which is adjacent to $\{n_{v/2}, (v-2)/2, v/2\}$ in $G$, hence we have a Hamilton cycle.

We note that excluding the three triples $\{n_0, 0, 1\}$, $\{n_{(v/2)+1}, 0, 2\}$, $\{n_1, 1, 2\}$ breaks this Hamilton cycle into three paths $P_1$, $P_2$ and $P_3$ where $P_1$ has endpoints $\{n_0, 1, v-1\}$ and $\{n_{(v/2)+1}, 1, 0\}$, $P_2$ has endpoints $\{n_{(v/2)+1}, 2, v-1\}$ and $\{n_1, \infty, 1\}$, and $P_3$ has endpoints $\{n_1, 2, 0\}$ and $\{n_0, \infty, 0\}$.

In what follows, the direction in which a path is traversed is tacitly implied by the specified neighbours of the endvertices of the path.
Theorem 3.1. If there exists a TTS(v) (v ⩾ 7 if v is odd, v ⩾ 4 if v is even) with a Hamiltonian 2-BIG, then there exists a TTS(2v + 1) with a Hamiltonian 2-BIG.

Proof. First suppose that v is odd. Suppose that \( E = (V_1, B) \) is a TTS(v) on the point set \( V_1 = \{n_0, \ldots, n_{v-1}\} \) with a Hamiltonian 2-BIG such that \( \{n_3, n_4, n_5\} \) is a triple. Deleting \( \{n_3, n_4, n_5\} \) yields a Hamilton path \( P \) in the 2-BIG where both triples on the ends of the Hamilton path include a different pair chosen from the set \( \{n_3, n_4, n_5\} \) and one other point. If necessary, permute the labels \( n_3, n_4, n_5 \) such that \( P \) has ends \( \{n_3, n_4, n_i\} \) and \( \{n_4, n_5, n_j\} \) for some \( 0 ⩽ i, j ⩽ v - 1, i, j \notin \{3, 4, 5\} \). Apply the 2v + 1 Construction. Then a Hamilton cycle in the 2-BIG of the TTS(2v + 1) is given as follows: \( (P, \{6, n_4, n_5\}, P_3, \{2, 4, 6\}, P_2, \{4, n_3, n_5\}, P_1, \{2, n_3, n_4\}) \).

Now suppose that v is even. Suppose that \( E = (V_1, B) \) is a TTS(v) on the point set \( V_1 = \{n_0, \ldots, n_{v-1}\} \) with a Hamiltonian 2-BIG such that \( \{n_0, n_1, n_{(v/2)+1}\} \) is a triple. Deleting \( \{n_0, n_1, n_{(v/2)+1}\} \) yields a Hamilton path \( P \) in the 2-BIG where both triples on the ends of the Hamilton path include a different pair chosen from the set \( \{n_0, n_1, n_{(v/2)+1}\} \) and one other point. If necessary, permute the labels \( n_0, n_1, n_{(v/2)+1} \) such that \( P \) has ends \( \{n_0, n_{(v/2)+1}, n_i\} \) and \( \{n_{(v/2)+1}, n_1, n_j\} \) for some \( 0 ⩽ i, j ⩽ v - 1, i, j \notin \{0, 1, (v/2)+1\} \). Apply the 2v + 1 Construction. Then a Hamilton cycle in the 2-BIG of the TTS(2v + 1) is given as follows: \( (P, \{2, n_{(v/2)+1}, n_1\}, P_2, \{1, n_0, n_1\}, P_1, \{0, 1, 2\}, P_3, \{0, n_0, n_{(v/2)+1}\}) \).

4 Large Partial Parallel Classes in TTSs

We take an approach similar to \cite{13} to obtain a good lower bound on the number of triples in a maximum partial parallel class in a TTS. These three facts are easy to prove (and can be found in \cite{13}).

1. If \( (S, T) \) is an \( S(k, k + 1, v) \) Steiner system, then \( |T| = \binom{v}{k}/(k + 1) \).

2. A partial \( S(k, k + 1, v) \) Steiner system is a pair \( (S, P) \) where \( S \) is a \( v \)-set and \( P \) is a collection of \( (k + 1) \)-element subsets of \( S \) such that every \( k \)-element subset of \( S \) belongs to at most one block of \( P \). As a consequence, if \( (S, P) \) is a partial \( S(k, k + 1, v) \) Steiner system, then \( |P| \leq \binom{v}{k}/(k + 1) \).

3. If \( (S, T) \) is a (partial) \( S(k, k + 1, v) \) Steiner system, then the number of blocks having at least one element in common with a given subset of \( k + 1 \) elements is at most \( (k + 1) \left(\binom{v-1}{k}/k\right) \).

Lindner and Phelps \cite{13} used these facts to establish a lower bound on the number of blocks in a maximum partial parallel class in a \( S(k, k + 1, v) \) Steiner system. Similar lower bounds can be found in \cite{3, 34, 15, 17, 22, 24}. In the setting of (partial) twofold systems, we have:

1’. If \( (S, T) \) is a twofold \( S(k, k + 1, v) \) system, then \( |T| = 2\binom{v}{k}/(k + 1) \).

2’. A partial twofold \( S(k, k + 1, v) \) system is a pair \( (S, P) \) where \( S \) is a \( v \)-set and \( P \) is a collection of \( (k + 1) \)-element subsets of \( S \) such that every \( k \)-element subset of \( S \) belongs to at most two blocks of \( P \). As a consequence, if \( (S, P) \) is a partial twofold \( S(k, k + 1, v) \) system, then \( |P| \leq 2\binom{v}{k}/(k + 1) \).
Therefore, we get
\[ \nu \] (which is true if and only if
\[ |a| - \nu \leq \nu \]
Then, it follows that for each triple \( B \) in \( \pi \) containing at least 2 points of \( X \),
\[ \sum_{x \in X \cap B} |T(x)| \leq 12 \binom{\nu - 3|\pi| - 1}{0} / 1. \]

If we let \( a \) denote the number of triples in \( \pi \) containing at least 2 points of \( X \), then \( |\pi| - a \) denotes the number of triples in \( \pi \) containing at most 1 point of \( X \). Therefore, we get
\[ 2^{\binom{\nu - 3|\pi|}{2}} = \left( \sum_{x \in X} |T(x)| \right) \leq a \left[ 12 \binom{\nu - 3|\pi| - 1}{0} / 1 \right] + (|\pi| - a) \left[ 2^{\binom{\nu - 3|\pi|}{1}} / 2 \right]. \]

There are two cases to consider:
\[ (I) \left[ 12 \binom{\nu - 3|\pi| - 1}{0} / 1 \right] \leq \left[ 2^{\binom{\nu - 3|\pi|}{1}} / 2 \right] \]

(which is true if and only if \( \nu \geq 12 + 3|\pi| \)).

Then,
\[ 2^{\binom{\nu - 3|\pi|}{2}} \leq |\pi| \left[ 2^{\binom{\nu - 3|\pi|}{1}} / 2 \right]. \]

This inequality then yields the following lower bound for \( |\pi| \):
\[ \sqrt{-\nu^2 + 6v + 9} + \frac{7v - 3}{24} \leq |\pi| \]
\[ \frac{v - 1}{4} \leq |\pi| \]
We note that in this case taking into account that $|\pi|$ has to be an integer, this inequality implies that $|\pi| \geq (v + 8)/6$ when $v \geq 10$ is equivalent to 4 modulo 6; and $|\pi| \geq (v + 5)/6$ when $v \geq 7$ is equivalent to 1 modulo 6.

$$(II) \left\lceil \frac{12(v - 3|\pi| - 1)}{0} / 1 \right\rceil > \left\lceil \frac{2(v - 3|\pi|)}{1} / 2 \right\rceil$$

(which is true if and only if $v < 12 + 3|\pi|$).

Then,

$$2\left\lceil \frac{v - 3|\pi|}{2} \right\rceil < |\pi| \left\lceil \frac{12(v - 3|\pi| - 1)}{0} / 1 \right\rceil .$$

This inequality then yields the following lower bound for $|\pi|$:

$$\frac{2v + 3}{6} - \frac{\sqrt{16v + 9}}{6} < |\pi|$$

We note that in this case taking into account that $|\pi|$ has to be an integer, this inequality implies that $|\pi| \geq (v + 8)/6$ when $v \geq 16$ is equivalent to 4 modulo 6; and $|\pi| \geq (v + 5)/6$ when $v \geq 7$ is equivalent to 1 modulo 6.

The next theorem summarizes the results in the two cases above.

**Theorem 4.1.** Any TTS($v$) has a partial parallel class with at least $\min\{\lceil (v - 1)/4 \rceil, \lceil (2v + 3 - \sqrt{16v + 9})/6 \rceil\}$ triples. In particular, any TTS($v$) has a partial parallel class with at least $(v + 8)/6$ triples when $v \geq 16$ is equivalent to 4 modulo 6; and with at least $(v + 5)/6$ triples when $v \geq 7$ is equivalent to 1 modulo 6.

Finally we note that the work in this section can be generalized without too much difficulty in order to find in a TTS many partial parallel classes of large size.

## 5 2$v$ + 2 Construction when $v \equiv 1, 4$ (modulo 6)

In this section, the results from Section 4 will be employed towards obtaining a TTS($2v + 1$) with a parallel class when $v \equiv 1$ or 4 (modulo 6), thereby extending our 2$v$ + 1 Construction to a 2$v$ + 2 Construction. We will use the notation $[a, b]$ to denote all integers between $a$ and $b$, including $a$ and $b$.

**2$v$ + 2 Construction when $v \equiv 1$ or 4 (modulo 6):** Let $v = 6k + 1$ (for some $k \geq 1$) or $6k + 4$ (for some $k \geq 2$), and $E = (V_1, B)$ be a TTS($v$) on the point set $V_1 = \{n_0, \ldots, n_{v-1}\}$ with a Hamiltonian 2-BIG such that $\{n_p, n_q, n_r\}$ is a triple of $B$. Let $H = H_0, \ldots, H_{v-1}$ be a Hamilton cycle decomposition of $2K_{v+1}$ on the vertex set $V_2 = \mathbb{Z}_v \cup \{\infty\}$ (where $V_1 \cap V_2 = \emptyset$) where the Hamilton cycles are defined as follows:

(i) if $v = 6k + 4$, then $H_{2i} = H_i'$ and $H_{2i+1} = H_i''$ where for each $0 \leq j \leq (v - 2)/2, H_j'' = (\infty, j, v - 1 + j, 2 + j, v - 2 + j, \ldots, (v - 2)/2 + j, (v + 2)/2 + j, v/2 + j, \infty)$ and $H_j' = (\infty, j, v - 1 + j, 1 + j, v - 2 + j, 2 + j, \ldots, (v + 2)/2 + j, (v - 2)/2 + j, v/2 + j, \infty)$ (additions are carried out modulo $v$),
(ii) if \( v = 6k + 1 \), then for each \( 0 \leq j \leq 2v - 1 \) define a 1-factor \( F_j \) of \( 2K_{v+1} \) as \( F_j = \{0 + j, \infty\}, \{1 + j, v - 1 + j\}, \{2 + j, v - 2 + j\}, \ldots, \{(v - 1)/2 + j, (v + 1)/2 + j\} \) (additions are carried out modulo \( v \)). So \( F_k = F_0 \) if and only if \( k \equiv \ell \) (modulo \( v \)), and \( \{F_0, F_1, \ldots, F_{2v-1}\} \) is a 1-factorization of \( 2K_{v+1} \). Then for each \( 0 \leq s \leq v - 1 \) let \( H_s \) be the Hamilton cycle in \( 2K_{v+1} \) formed by the union of \( F_s \) and \( F_{s+1} \).

Form \( \mathcal{E}' = (V', \mathcal{B}') \) where \( V' = V_1 \cup V_2 \), and define \( \mathcal{B}' \) by the following procedure:

- **Step 1:** Let \( \mathcal{B}' \) contain all triples in \( \mathcal{B} \), except for \( \{n_p, n_q, n_r\} \).

- **Step 2:** For each \( 0 \leq s \leq v - 1 \) and for each edge \( \{i, j\} \) \( (i, j \in V_2) \) of \( H_s \), let \( \mathcal{B}' \) contain \( \{n_s, i, j\} \) except for the three triples \( \{n_p, k - 2, k\} \), \( \{n_q, k - 1, k\} \) if \( v = 6k + 4 \); and except for the three triples \( \{n_p, v - 1, 3\} \), \( \{n_q, 1, 3\} \), \( \{n_r, 1, v - 1\} \) if \( v = 6k + 1 \). (The existence of these triples will be guaranteed later by associating \( n_q \) with a Hamilton cycle that contains the edge \( \{k - 2, k - 1\} \), \( n_q \) with a Hamilton cycle that contains \( \{k - 2, k\} \), \( n_r \) with a Hamilton cycle that contains \( \{k - 1, k\} \) if \( v = 6k + 4 \), etc.)

- **Step 3:** Let \( \mathcal{B}' \) contain the four triples \( \{k - 2, n_p, n_q\} \), \( \{k - 1, n_p, n_r\} \) and \( \{k - 2, k - 1, k\} \) if \( v = 6k + 4 \); and the four triples \( \{1, n_q, n_r\} \), \( \{3, n_p, n_q\} \), \( \{v - 1, n_p, n_r\} \) and \( \{1, 3, v - 1\} \) if \( v = 6k + 1 \).

At this point we note that \( \mathcal{E}' \) is a TTS\((2v+1)\) and that the 2-BIG restricted to the triples that are formed in Step 2 together with the triples that are excluded in the same step is Hamiltonian, where a Hamilton cycle \( H \) can be found by proceeding similarly as in the “Remarks” of Section [3]. We also note that

(i) if \( v = 6k + 4 \) excluding the three triples \( \{n_p, k - 2, k - 1\}, \{n_q, k - 2, k\}, \{n_r, k - 1, k\} \) breaks \( H \) into three paths \( P_1, P_2 \) and \( P_3 \) where \( P_1 \) has endpoints \( \{n_p, k - 1, k - 3\} \) and \( \{n_q, k - 1, k - 2\} \), \( P_2 \) has endpoints \( \{n_q, k, k - 3\} \) and \( \{n_r, \infty, k - 1\} \), and \( P_3 \) has endpoints \( \{n_r, k, k - 2\} \) and \( \{n_p, \infty, k - 2\} \),

(ii) if \( v = 6k + 1 \) excluding the three triples \( \{n_p, v - 1, 3\}, \{n_q, 1, 3\}, \{n_r, 1, v - 1\} \) breaks \( H \) into three paths \( P_1, P_2 \) and \( P_3 \) where \( P_1 \) has endpoints \( \{n_p, 3, v - 3\} \) and \( \{n_q, \infty, 1\} \), \( P_2 \) has endpoints \( \{n_q, 3, v - 1\} \) and \( \{n_r, v - 3, 1\} \), and \( P_3 \) has endpoints \( \{n_r, v - 1, \infty\} \) and \( \{n_p, 1, v - 1\} \).

Suppose that \( \mathcal{E}' \) has a parallel class \( \pi \). The next step will enable us to form a TTS\((2v+2)\) \( \mathcal{E}'' = (V'', \mathcal{B}'') \) with a Hamiltonian 2-BIG from \( \mathcal{E}' \) by blowing up the triples in \( \pi \).

- **Step 4:** Let \( V'' = V' \cup \{z\} \) \( (z \notin V') \), and let \( \mathcal{B}'' \) contain all triples in \( \mathcal{B}' \setminus \pi \). For each triple \( \{a, b, c\} \) in \( \pi \), let \( \mathcal{B}'' \) also contain the three triples \( \{a, b, z\}, \{a, c, z\} \) and \( \{b, c, z\} \).

In what follows first we present an explicit procedure to find the required parallel class \( \pi \) in the TTS\((2v+1)\) \( \mathcal{E}' \) and then we prove that the 2-BIG of the TTS\((2v+2)\) \( \mathcal{E}'' \) that is obtained following Steps 1–4 is indeed Hamiltonian.
In the case when \( v = 6k + 4 \) (\( k \geq 2 \)), use Theorem 4.1 to find a partial parallel class \( \pi_0 \) in \( \mathcal{E} \) with \( (v + 8)/6 \) triples. Let \( T = \{ n_p, n_q, n_r \} \) be one of the triples in \( \pi_0 \) and let \( A \) be the set of all points that occur in a triple of \( \pi_0 \). Let \( \mathcal{H} = \{ H_0, \ldots, H_{v-1} \} \) be the Hamilton cycle decomposition of \( 2K_{v+1} \) on the vertex set \( V_2 = \mathbb{Z}_v \cup \{ \infty \} \) where \( H_2 = H' \) and \( H_{2k+1} = H'' \) that is described in (i) of the \( 2v + 2 \) Construction. We define the operation of “attaching” a point \( n_x \) to \( V_1 \) to a Hamilton cycle \( H_y \) as replacing \( H_y \) with the 3-cycles in \( \{ n_x \vee \{ a, b \} \} | \{ a, b \} \in E(H_y) \} \) (where \( \vee \) denotes the join operation). For each point \( n_x \) in \( A \setminus T \), attach \( n_x \) to some distinct \( H_y \), where \( 0 \leq x \leq v - 1 \) such that \( y \notin [2k - 4, 4k - 2], y \neq 5k + 4j + 4, y \neq 5k + 4j + 5 \) (\( 0 \leq j \leq (k - 2)/2 - 1 \)), if \( k \) is even; \( y \notin [2k - 4, 4k - 2], y \neq 5k + 4j + 3, y \neq 5k + 4j + 4 \) (\( 0 \leq j \leq (k - 3)/2 - 1 \)) and \( y \neq 2k - 10 \) (all subscripts are calculated modulo \( v \)) if \( k \) is odd. Also attach \( n_p \) to \( H_{2k-3}, n_q \) to \( H_{2k-2} \) and \( n_r \) to \( H_{2k-1} \). Note that \( \{ k - 2, k - 1 \} \in E(H_{2k-3}), \{ k - 2, k \} \in E(H_{2k-2}) \) and \( \{ k - 1, k \} \in E(H_{2k-1}) \). Replace the four triples \( T, \{ n_p, k - 2, k - 1 \}, \{ n_q, k - 2, k \}, \{ n_r, k - 1, k \} \) with the four triples \( \{ k - 2, k - 1 \}, \{ k - 2, n_p, n_q \}, \{ k - 1, n_p, n_r \}, \{ n_q, k, n_r \} \). Consider the edges \( \{ k + 1 + 2j, v - k - 6 - j \} \in E(H_{2(k-1)+j}) \) (\( 0 \leq j \leq 2k - 2 \)), \( \{ 5k - 1, \infty \} \in E(H_{4k-5}), \{ 3k - 2, k - 3 \} \in E(H_{4k-4}), \{ 3k - 4 \} \in E(H_{4k-3}). \) (\( 3k + 2, k - 5 \} \in E(H_{4k-2}) \). Also consider the edges \( \{ k + 2\ell + 2, 4k + 2\ell - 2 \} \in E(H_{5k+4\ell+4}) \) and \( \{ 3k + 2\ell + 4, 2k + 2\ell \} \in E(H_{5k+4\ell+5}) \) (\( 0 \leq \ell \leq (k - 2)/2 - 1 \)) if \( k \) is even; \( \{ k + 2\ell + 2, 4k + 2\ell + 1 \} \in E(H_{5k+4\ell+3}), \{ 3k + 2\ell + 4, 2k + 2\ell - 1 \} \in E(H_{5k+4\ell+4}) \) (\( 0 \leq \ell \leq (k - 3)/2 - 1 \)) and \( \{ 3k - 4, 5k - 2 \} \in E(H_{2k-10}) \) if \( k \) is odd (all subscripts are calculated modulo \( v \)). These edges together with \( \pi_0 \setminus \{ T \} \) and \( \{ k - 2, k - 1 \} \) yield a parallel class \( \pi \) in the TTS(\( 2v + 1 \)) \( \mathcal{E} \).

In the case when \( v = 6k + 1 \) (\( k \geq 1 \)), use Theorem 4.1 to find a partial parallel class \( \pi_0 \) in \( \mathcal{E} \) with \( (v + 5)/6 \) triples. Let \( T = \{ n_p, n_q, n_r \} \) be one of the triples in \( \pi_0 \) and let \( A \) be the set of all points that occur in a triple of \( \pi_0 \). Let \( \mathcal{H} = \{ H_0, \ldots, H_{v-1} \} \) be the Hamilton cycle decomposition of \( 2K_{v+1} \) on the vertex set \( V_2 = \mathbb{Z}_v \cup \{ \infty \} \) that is described in (ii) of the \( 2v + 2 \) Construction. We consider the cases \( k \) even and \( k \) odd separately.

Suppose \( k \) is even. For each point \( n_x \) in \( A \setminus T \), attach \( n_x \) to some distinct \( H_y \), where \( 0 \leq x \leq (v + 3)/2 \) such that \( y \neq 4 \). Also attach \( n_p \) to \( H_0, n_q \) to \( H_1 \) and \( n_r \) to \( H_{v-1}. \) Note that \( \{ v - 1, 3 \} \in E(H_0), \{ 1, 3 \} \in E(H_1) \) and \( \{ 1, v - 1 \} \in E(H_{v-1}) \). Replace the four triples \( T, \{ n_p, v - 1, 3 \}, \{ n_q, 1, 3 \}, \{ n_r, 1, v - 1 \} \) with the four triples \( \{ 1, 3, v - 1 \}, \{ 3, n_p, n_q \}, \{ v - 1, n_p, n_r \}, \{ 1, n_q, n_r \} \). For each \( i \in \{ v + 5)/2, v + 1 \} \) consider the edge \( \{ 3 + i, v - 3 + i \} \in H_i \) (all subscripts are calculated modulo \( v \)), and also consider the edge \( \{ 5, \infty \} \in H_4. \) These edges partition \( V_2. \) Note that none of these edges include \( \{ v - 1, 3 \} \in E(H_0), \{ 1, 3 \} \in E(H_1) \) and \( \{ 1, v - 1 \} \in E(H_{v-1}). \) Attach each vertex in \( V_1 \setminus \{ A \} \) with a distinct Hamilton cycle from the collection \( \{ \{ \cup_{j=0}^{2k-2} H_{2(k-2)+j} \}, \{ H_{4k-5}, H_{4k-4}, H_{4k-3}, H_{4k-2} \}, \{ \cup_{j=0}^{(k-2)/2-1} H_{5k+4\ell+4} \} \} \) if \( k \) is even; \( \{ \cup_{j=0}^{2k-2} H_{2k(k-2)+j} \}, \{ H_{4k-5}, H_{4k-4}, H_{4k-3}, H_{4k-2} \}, \{ \cup_{j=0}^{(k-3)/2-1} H_{5k+4\ell+4} \} \) if \( k \) is odd (all subscripts are calculated modulo \( v \)). Note that these are the Hamilton cycles that contain the edges considered earlier. Then the triples formed from these edges together with \( \pi_0 \setminus \{ T \} \) and \( \{ k - 2, k - 1 \} \) yield a parallel class \( \pi \) in the TTS(\( 2v + 1 \)) \( \mathcal{E} \).
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a distinct Hamilton cycle from the collection \( \{ H_i \mid i \in \{ 4 \} \cup \{ v + 5 \}/2, v + 1 \} \).

Then the triples formed from these edges together with \( \pi_0 \setminus T \) yield a parallel class in the TTS(2v + 1) \( \mathcal{E}' \).

Suppose \( k \) is odd. Now for each point \( n_x \) in \( A \setminus T \), attach \( n_x \) to some distinct \( H_0 \), where \( y \notin L = \{ 0, 1, 4, 5, 8, 9, \ldots, (v - 5)/2, (v + 1)/2, (v + 7)/2, (v + 9)/2, (v + 7)/2 + 4, (v + 9)/2 + 4, (v + 7)/2 + 8, (v + 9)/2 + 8, \ldots, v - 4, v - 3, v - 1 \} \) if \( k \equiv 1 \) (modulo 4); and where \( y \notin L = \{ 0, 1, 4, 5, 8, 9, \ldots, (v - 11)/2, (v - 9)/2, (v - 5)/2, (v + 1)/2, (v + 7)/2, (v + 11)/2, (v + 13)/2, (v + 11)/2 + 4, (v + 13)/2 + 4, (v + 11)/2 + 8, (v + 13)/2 + 8, \ldots, v - 4, v - 3, v - 1 \} \) if \( k \equiv 3 \) (modulo 4). Also attach \( n_y \) to \( H_1 \), \( n_q \) to \( H_2 \) and \( n_r \) to \( H_{v-1} \). Note that \( \{ v - 1, 3 \} \in E(H_0), \{ 1, 3 \} \in E(H_1) \) and \( \{ 1, v - 1 \} \in E(H_{v-1}) \). Replace the four triples \( T, \{ n_p, v - 1, 3 \}, \{ n_q, 1, v - 1 \} \) with the four triples \( \{ 3, n_p, n_q \}, \{ v - 1, n_p, n_r \}, \{ 1, n_q, n_r \} \). Let \( g : L \rightarrow \mathbb{Z}(v+1)/2 \) be a one-to-one function such that for any pair \( y_1, y_2 \in L \), \( y_1 < y_2 \) implies \( g(y_1) < g(y_2) \), so that \( g \) is a map from \( L \) to \( \mathbb{Z}(v+1)/2 \) that preserves the order of the elements. For each \( i \in [0, (v - 3)/4] \) consider the edge \( \{ (v - 1)/2 + 2i, (v + 1)/2 + 2i \} \in H_{g^{-1}(i)} \), for each \( i \in [(v + 1)/4, (v - 3)/2] \) consider the edge \( \{ 1 + 2i - (v + 1)/4 \} \in H_{g^{-1}(i)} \) and also consider the edge \( \{ 0, \infty \} \in H_{g^{-1}((v+1)/2)} \). These edges partition \( V \). Note that none of these edges include \( \{ v - 1, 3 \} \in E(H_0), \{ 1, 3 \} \in E(H_1) \) and \( \{ 1, v - 1 \} \in E(H_{v-1}) \). Attach each vertex in \( V_1 \setminus (A \setminus T) \) with a distinct Hamilton cycle from the collection \( \{ \{ (v-3)/4 H_{g^{-1}(i)} \}, \{ v-3/2 H_{g^{-1}(i)} \}, \{ H_{v-1} \} \} \). Then the triples formed from these edges together with \( \pi_0 \setminus T \) yield a parallel class in the TTS(2v + 1) \( \mathcal{E}' \).

**Theorem 5.1.** If there exists a TTS(v) where \( v = 6k + 1 \) (\( k \geq 1 \)) or \( v = 6k + 4 \) (\( k \geq 2 \)) with a Hamiltonian 2-BIG, then there exists a TTS(2v + 2) with a Hamiltonian 2-BIG.

**Proof.** Suppose that \( \mathcal{E} = (V_1, B) \) is a TTS(\( v \)) on the point set \( V_1 = \{ n_0, \ldots, n_{v-1} \} \) with a Hamiltonian 2-BIG such that \( \{ n_p, n_q, n_r \} \) is a triple. Deleting \( \{ n_p, n_q, n_r \} \) yields a Hamilton path \( P \) in the 2-BIG where both triples on the ends of the Hamilton path include a different pair chosen from the set \( \{ n_p, n_q, n_r \} \) and one other point.

Suppose \( v = 6k + 4 \), permute the labels \( n_p, n_q, n_r \) such that \( P \) has ends \( \{ n_q, n_r, n_i \} \) and \( \{ n_p, n_q, n_j \} \) for some \( 0 \leq i, j \leq v - 1 \); \( i, j \notin \{ p, q, r \} \). Apply the 2v + 2 Construction. Let \( P', P'_1, P'_2 \) and \( P''_3 \) denote the paths that are formed from \( P, P_1, P_2 \) and \( P_3 \) respectively after blowing up the triples in \( \pi \), where \( \pi \) is a parallel class of \( \mathcal{E}' \) (the TTS(2v + 1) obtained in the initial step of the 2v + 2 Construction). Then a Hamilton cycle \( H \) in the 2-BIG of the TTS(2v + 2) \( \mathcal{E}'' \) is given as follows: \( \{ P', \{ n_p, n_q, k \}, P'_3, \{ k - 2, k, z \}, \{ k - 1, k, z \}, \{ k - 2, k, z \}, P'_1, P' \} \) and \( \{ n_p, n_r, k - 1 \}, P''_2, \{ n_q, n_r, k \} \).

Now suppose that \( v = 6k + 1 \), permute the labels \( n_p, n_q, n_r \) such that \( P \) has ends \( \{ n_p, n_r, n_i \} \) and \( \{ n_q, n_r, n_j \} \) for some \( 0 \leq i, j \leq v - 1 \); \( i, j \notin \{ p, q, r \} \). Apply the 2v + 2 Construction. Then a Hamilton cycle \( H \) in the 2-BIG of the TTS(2v + 2) \( \mathcal{E}'' \) is given as follows: \( \{ P', \{ n_p, n_q, 3 \}, P'_1, \{ n_q, n_r, 1 \}, P'_2, \{ 1, 3, v - 1 \}, P'_3, \{ n_p, n_r, v - 1 \} \} \).

Note that if an endpoint \( \{ a, b, c \} \) of one of the paths \( P, P_1, P_2 \) and \( P_3 \) is in the parallel class \( \pi \), then after blowing up the triples in \( \pi \), \( \{ a, b, c \} \) is replaced with \( \{ a, b, z \}, \{ a, c, z \} \) and \( \{ b, c, z \} \) with an appropriate ordering of these triples.
where $v_6 \equiv 3 \pmod{2}$ so that in the 2-BIG the triple at the end of this modified path is adjacent to the neighbour of $\{a, b, c\}$ in $H$.

## 6 3$v$ Construction

In this section we present a tripling construction for TTSs with Hamiltonian 2-BIGs.

**3$v$ Construction:** Let $A = (V, B)$ be a TTS($v$) on the point set $V = \mathbb{Z}_v$ where $\{0, 1, v - 1\} \in B$ (if necessary, the points of $V$ can be permuted so that such a block exists). Suppose that the 2-BIG of $A$ is Hamiltonian (so necessarily $v \geq 4$). Let $Q_1 = (V, \circ_1)$ and $Q_2 = (V, \circ_2)$ be two quasigroups of order $v$ where for $i, j \in \mathbb{Z}_v$, $i \circ_1 j = i + j$ (modulo $v$) and $i \circ_2 j = i + j + 1$ (modulo $v$). Form $A' = (V', B')$ where $V' = V \times \{1, 2, 3\}$, and define $B'$ as follows:

- **Type 1 triples:** For each triple $\{x, y, z\} \in B$, let $B'$ contain the three triples $\{(x, 1), (y, 1), (z, 1)\}$, $\{(x, 2), (y, 2), (z, 2)\}$, $\{(x, 3), (y, 3), (z, 3)\}$, except for the three triples $\{(0, 1), (1, 1), (v - 1, 1)\}$, $\{(0, 2), (1, 2), (v - 1, 2)\}$, $\{(0, 3), (1, 3), (v - 1, 3)\}$.

- **Type 2 triples:** For each $i, j \in \mathbb{Z}_v$, let $B'$ contain the triple $\{(i, 1), (j, 2), (i \circ_2 j, 3)\}$.

- **Type 3 triples:** For each $i, j \in \mathbb{Z}_v$, let $B'$ contain the triple $\{(i, 1), (j, 2), (i \circ_1 j, 3)\}$, except for the six triples listed below.

\[
\begin{align*}
\{(0, 1), (1, 2), (1, 3)\} & \quad \{(1, 1), (0, 2), (1, 3)\} \\
\{(0, 1), (v - 1, 2), (v - 1, 3)\} & \quad \{(v - 1, 1), (0, 2), (v - 1, 3)\} \\
\{(1, 1), (v - 1, 2), (0, 3)\} & \quad \{(v - 1, 1), (1, 2), (0, 3)\}
\end{align*}
\]

- **Type 4 triples:** Let $B'$ contain the nine triples listed below.

\[
\begin{align*}
\{(0, 1), (1, 1), (1, 3)\} & \quad \{(0, 1), (v - 1, 1), (v - 1, 3)\} \\
\{(1, 1), (v - 1, 1), (0, 3)\} & \quad \{(v - 1, 1), (0, 2), (1, 2)\} \\
\{(1, 1), (0, 2), (v - 1, 2)\} & \quad \{(0, 1), (1, 2), (v - 1, 2)\} \\
\{(1, 2), (0, 3), (1, 3)\} & \quad \{(0, 2), (1, 3), (v - 1, 3)\} \\
\{(v - 1, 2), (0, 3), (v - 1, 3)\} & \quad \{(v - 1, 2), (0, 3), (v - 1, 3)\}
\end{align*}
\]

In what follows we show that the 3$v$ Construction can be used to construct from a TTS($v$) with a Hamiltonian 2-BIG a TTS(3$v$) whose 2-BIG is Hamiltonian.

First note that Type 1 triples yield three copies of $A$ with the triple $\{0, 1, v - 1\}$ being deleted. Clearly for each such copy the 2-BIG has a Hamilton path. Also note that the set of six pairwise disjoint paths given as below spans the vertex set of the 2-BIG of $A'$ restricted to Type 2 and Type 3 triples (see Figure 1).

\[
P_1 = \{(0, 1), (0, 2), (1, 3)\} \\
P_2 = \{(v - 1, 1), (1, 2), (1, 3)\}, \{(v - 1, 1), (2, 2), (1, 3)\}, \\
\{(v - 2, 1), (2, 2), (1, 3)\}, \ldots, \{(2, 1), (v - 2, 2), (1, 3)\}, \\
\{(2, 1), (v - 1, 2), (1, 3)\}, \{(2, 1), (v - 1, 2), (2, 3)\}, \{(2, 1), (0, 2), (2, 3)\}
\]
Figure 1: Paths $P_1$, $P_2$, $P_3$, $P_4$, $P_5$, and $P_6$ in the substructure induced by Type 2 and Type 3 triples (for $v = 7$)

$$
\begin{align*}
\{(1,1), (0,2), (2,3)\}, \ldots, \{(3,1), (v-2,2), (2,3)\}, \\
\{(3,1), (v-1,2), (2,3)\}, \{(3,1), (v-1,2), (3,3)\}, \{(3,1), (0,2), (3,3)\}, \\
\{(2,1), (0,2), (3,3)\}, \ldots, \{(4,1), (v-2,2), (3,3)\}, \{(4,1), (v-1,2), (3,3)\}, \\
\{(4,1), (v-1,2), (4,3)\}, \{(4,1), (0,2), (4,3)\}, \{(3,1), (0,2), (4,3)\}, \\
\vdots \\
\{(v-2,1), (v-2,2), (v-3,3)\}, \{(v-2,1), (v-1,2), (v-3,3)\}, \\
\{(v-2,1), (v-1,2), (v-2,3)\}, \{(v-2,1), (0,2), (v-2,3)\}, \\
\{(v-3,1), (v-2,2), (v-2,3)\}, \ldots, \{(v-1,1), (v-2,2), (v-2,3)\}, \\
\{(v-1,1), (v-1,2), (v-2,3)\}, \{(v-1,1), (v-1,2), (v-1,3)\}
\end{align*}
$$

$P_1 = \{(v-2,1), (0,2), (v-1,3)\}, \{(v-2,1), (1,2), (v-1,3)\}, \\
\{(v-3,1), (1,2), (v-1,3)\}, \{(v-3,1), (2,2), (v-1,3)\}, \ldots, \\
\{(1,1), (v-3,2), (v-1,3)\}, \{(1,1), (v-2,2), (v-1,3)\}, \\
\{(0,1), (v-2,2), (v-1,3)\}$
\[ P_4 = \{(v - 2, 1), (1, 2), (0, 3)\}, \{(v - 2, 1), (2, 2), (0, 3)\}, \{(v - 3, 1), (1, 2), (0, 3)\}, \{(v - 3, 1), (2, 2), (0, 3)\}, \ldots, \{(2, 1), (v - 3, 2), (0, 3)\}, \{(2, 1), (v - 2, 2), (0, 3)\}, \{(1, 1), (v - 2, 2), (0, 3)\} \]

\[ P_5 = \{(0, 1), (v - 1, 2), (0, 3)\}, \{(0, 1), (0, 2), (0, 3)\}, \{(v - 1, 1), (0, 2), (0, 3)\} \]

\[ P_6 = \{(1, 1), (v - 1, 2), (1, 3)\} \]

Our strategy is to show that by using the nine Type 4 triples, these carefully chosen six paths can be stitched together with the three Hamilton paths that are obtained from Type 1 triples in order to construct a Hamilton cycle in the 2-BIG of \( A' \).

The following classical result by Smith is crucial for our construction. (See [15, 20, 21] for proofs.)

**Theorem 6.1.** Let \( G \) be a 3-regular graph and let \( e \in E(G) \). Then there are an even number of Hamilton cycles in \( G \) which pass through \( e \).

We are now ready to prove the following result.

**Theorem 6.2.** If \( v \geq 4 \) and there exists a TTS\((v)\) with a Hamiltonian 2-BIG, then there exists a TTS\((3v)\) with a Hamiltonian 2-BIG.

**Proof.** Suppose \( \mathcal{A} = (V, \mathcal{B}) \) is a TTS\((v)\) whose 2-BIG is Hamiltonian. By Theorem 6.1, there are at least two Hamilton cycles \( H_1 \) and \( H_2 \) in the 2-BIG of \( \mathcal{A} \). Therefore there is a triple \( \{a, b, c\} \) in \( \mathcal{B} \) with the property that there are two Hamilton cycles in the 2-BIG of \( \mathcal{A} \) that use a different pair of edges incident with \( \{a, b, c\} \). Without loss of generality, suppose that \( H_1 \) uses the two edges that connect \( \{a, b, c\} \) to the distinct triples containing the pairs \( \{a, b\} \) and \( \{a, c\} \) respectively, whereas \( H_2 \) uses the two edges that connect \( \{a, b, c\} \) to the distinct triples containing the pairs \( \{b, a\} \) and \( \{b, c\} \) respectively. Relabel the points of \( \mathcal{A} \) so that \( a \) is mapped to \( v - 1 \), \( b \) is mapped to \( 0 \), and \( c \) is mapped to \( 1 \).

Apply the 3v Construction to form \( \mathcal{A}' = (V', \mathcal{B}') \). It is easy to see that each block in \( \mathcal{B}' \) is a distinct triple, and that each pair of points of \( V' \) appears in exactly two triples in \( \mathcal{B}' \). So \( \mathcal{A}' = (V', \mathcal{B}') \) is a simple twofold triple system.

The Type 1 triples can be partitioned into three sets, each corresponding to the set \( \mathcal{B} \) excluding the triple \( \{0, 1, v - 1\} \). The 2-BIG obtained from each of these sets is isomorphic to the 2-BIG of \( \mathcal{A} \) with one vertex deleted. Moreover, these three graphs each have at least two Hamilton paths, namely those which correspond to the remnants of \( H_1 \) and \( H_2 \). In the first of these three graphs, let \( P_7 \) be the remnant of \( H_1 \) so that \( P_7 \) is a Hamilton path from the block containing the pair \( \{(0, 1), (v - 1, 1)\} \) (which is adjacent to the Type 4 triple \( \{(0, 1), (v - 1, 1), (v - 1, 3)\} \)) to the block containing the pair \( \{(1, 1), (v - 1, 1)\} \) (which is adjacent to the Type 4 triple \( \{(1, 1), (v - 1, 1), (0, 3)\} \)). In the second of these three graphs, let \( P_8 \) be the remnant of \( H_1 \) so that \( P_8 \) is a Hamilton path from the block containing the pair \( \{(0, 2), (v - 1, 2)\} \) (which is adjacent to the Type 4 triple \( \{(0, 2), (0, 2), (v - 1, 1)\} \)) to the block containing the pair \( \{(1, 2), (v - 1, 2)\} \) (which is adjacent to the Type 4 triple \( \{(1, 2), (0, 2), (v - 1, 1)\} \)). And in the third of these three graphs, let \( P_9 \) be the remnant of \( H_2 \) so that \( P_9 \) is a Hamilton path from the block containing the pair \( \{(0, 3), (v - 1, 3)\} \) (which is adjacent to the Type 4 triple \( \{(0, 3), (v - 1, 3), (v - 1, 2)\} \)) to the block containing the pair \( \{(0, 3), (1, 3)\} \) (which is adjacent to the Type 4 triple \( \{(0, 3), (1, 3), (1, 2)\} \)).
Then a Hamilton cycle in the 2-BIG of $\mathcal{A}'$ is given as $(P_1, \{(0,1),(1,1), (1,3)\}), P_6, \{(1,1), (0,2), (v-1,2)\}, P_5, \{(0,1), (1,2), (v-1,2)\}, P_5, \{(v-1,1), (0,2), (1,2)\}, P_2, \{(v-1,2), (0,3), (v-1,3)\}, P_6, \{(1,2), (0,3), (1,3)\}, P_4, \{(1,1), (v-1,1), (0,3)\}, P_7, \{(0,1), (v-1,1), (v-1,3)\}, P_3, \{(0,2), (1,3), (v-1,3)\}). \boxdot

7 $3v + 1$ Construction when $v$ is odd

The $3v$ Construction in Section 6 can be extended to a $3v + 1$ Construction when $v$ is odd. The critical observation here is that the quasigroup $Q_2$ of the $3v$ Construction has a transversal when $v$ is odd (in fact, each diagonal of $Q_2$ yields a transversal). The particular Latin square that is being used guarantees the existence of a transversal only when $v$ is odd, although we note that the general methodology can be used for even values of $v$ if suitable Latin squares can be found.

$3v + 1$ Construction: Let $v \geq 7$ be odd, and let $\mathcal{A} = (V, \mathcal{B})$ be a TTS($v$) on the point set $V = \mathbb{Z}_v$ where $\{(0,1), v-1\} \in \mathcal{B}$ (if necessary, the points of $V$ can be permuted so that such a block exists). Suppose that the 2-BIG of $\mathcal{A}$ is Hamiltonian. Let $Q_1 = (V, \circ_1)$ and $Q_2 = (V, \circ_2)$ be two quasigroups of order $v$ where for $i, j \in \mathbb{Z}_v$, $i \circ_1 j = i + j$ (modulo $v$) and $i \circ_2 j = i + j + 1$ (modulo $v$). Let $L_1$ and $L_2$ be the corresponding Latin squares. Let $T$ be a transversal of $L_2$ (note that each diagonal of $L_2$ is a transversal).

Use the 3v Construction to form a TTS(3$v$) $\mathcal{A}' = (V', \mathcal{B}')$ with a Hamiltonian 2-BIG where $V' = V \times \{1, 2, 3\}$. Then to form a TTS(3$v + 1$) $\mathcal{A}'' = (V'', \mathcal{B}'')$ where $V'' = V' \cup \{\infty\}$, for each $(i, j)$ that is a cell of $T$, replace the triple $(i, 1)(j, 2), (i \circ_2 j, 3)$ with the triples $(i, 1)(j, 2), \infty$, $(i, 1), (i \circ_2 j, 3)$, $(\infty, j, 2), (i \circ_2 j, 3)$.

Now we proceed to proving that the TTS(3$v + 1$) that is obtained from the $3v + 1$ Construction as described above has a Hamiltonian 2-BIG.

Theorem 7.1. If $v \geq 7$ is odd and there exists a TTS($v$) with a Hamiltonian 2-BIG, then there exists a TTS(3$v + 1$) with a Hamiltonian 2-BIG.

Proof. Let $\mathcal{A} = (V, \mathcal{B})$ be a TTS($v$) on the point set $V = \mathbb{Z}_v$. Apply the 3v Construction and use the proof of Theorem 6.2 to form a TTS(3$v$) $\mathcal{A}' = (V', \mathcal{B}')$ whose 2-BIG has a Hamilton cycle $H$. Next, follow the steps described in the $3v + 1$ Construction to form a TTS(3$v + 1$) $\mathcal{A}'' = (V'', \mathcal{B}'')$ from this TTS(3$v$) $\mathcal{A}'$.

Using $H$ we find a Hamilton cycle $H'$ in the 2-BIG of $\mathcal{A}''$ as follows: For each $(i, j)$ that is a cell of the transversal $T$ in $Q_2$ such that in $H$ the triple preceding $(i, 1)$, $(j, 2), (i \circ_2 j, 3)$ contains the pair $(i, 1), (j, 2)$, and the triple following $(i, 1)$, $(j, 2), (i \circ_2 j, 3)$ contains the pair $(j, 2), (i \circ_2 j, 3)$, replace $(i, 1), (j, 2), (i \circ_2 j, 3)$ with the triples $(i, 1), (j, 2), \infty$, $(i, 1), \infty, (i \circ_2 j, 3)$, $(\infty, j, 2), (i \circ_2 j, 3)$ in this order. Noting that these three triples induce a $K_3$ in the 2-BIG of $\mathcal{A}''$, we observe that an appropriate ordering of these three triples can be similarly chosen in the two remaining cases according to the pairs that are included in the triples preceding and following $(i, 1), (j, 2), (i \circ_2 j, 3)$ in $H$. This procedure yields a Hamilton cycle $H'$ in the 2-BIG of $\mathcal{A}''$. \boxdot
8 3v + 3 Construction when v is odd

The 3v Construction in Section 6 can also be extended to a 3v + 3 Construction when v is odd, however this requires much more delicate arguments. The idea in general is to start proceeding as in the 3v + 1 Construction, but this time three transversals in Q₂ are to be found. The set of pairs obtained from the triples coming from each transversal is then paired with one of the three new points to form new triples. The major difficulty here is that in order to complete the block set to the block set of a TTS(3v + 3) we need to include two copies of a triple where all three new points appear together, and doing so the 2-BIG of this initial TTS(3v + 3) becomes disconnected (hence non-Hamiltonian). We overcome this issue by performing a second, very carefully chosen trade. We will show that the particular trade that is being performed guarantees that the 2-BIG of the resulting TTS(3v + 3) is Hamiltonian.

As with the 3v + 1 Construction, the particular latin square that we are using guarantees the existence of transversals only when v is odd, but the general methodology for the 3v + 3 Construction can potentially be used for even values of v if suitable latin squares can be found that yield three transversals.

3v + 3 Construction: Let \( v \geq 7 \) be odd, and let \( A = (V, B) \) be a TTS(\( v \)) on the point set \( V = \mathbb{Z}_v \). Suppose that the 2-BIG of \( A \) is Hamiltonian. Let \( Q_1 = (V, a_1) \) and \( Q_2 = (V, o_2) \) be two quasigroups of order \( v \) where for \( i, j \in \mathbb{Z}_v \),
\[
i o_1 j = i + j \text{ (modulo } v) \text{ and } i o_2 j = i + j + 1 \text{ (modulo } v).
\]
Let \( L_1 \) and \( L_2 \) be the corresponding latin squares. Let \( T_1, T_2 \) and \( T_3 \) be three diagonal transversals of \( L_2 \) defined as \( T_1 = \{ (a, b) \mid a = b \} \), \( T_2 = \{ (a, b) \mid a = b + 2 \} \) and \( T_3 = \{ (a, b) \mid a = b + 1 \} \) (where all arithmetic is done modulo \( v \)). Note that \( T_1, T_2, T_3 \) respectively contain the cells \((0, 0), (1, v - 1), \) and \((1, 0) \) (which will later give rise to the triples \( \{v_1, (0, 2), (1, 3)\}, \{v_1, v_2, (1, 3)\} \) and \( \{v_1, (0, 2), v_3\} \) among other triples).

Use the 3v Construction to form a TTS(3v) \( A' = (V', B') \) with a Hamiltonian 2-BIG where \( V' = V \times \{1, 2, 3\} \). Then to form a TTS(3v+3) \( A'' = (V'', B'') \) where \( V'' = V' \cup \{v_1, v_2, v_3\} \), for each \((i, j)\) that is a cell of \( T_i \) \((i = 1, 2, 3)\), replace the triple \( ((i, 1), (j, 2), (i o_2 j, 3)) \) with the triples \( ((i, 1), (j, 2), v_1), ((i, 1), (j, 2), v_2), ((i, 1), (j, 2), v_3) \), except that we deliberately do not include the triples \( \{v_1, (0, 2), (1, 3)\}, \{v_1, v_2, (1, 3)\}, \{v_1, (0, 2), v_3\} \). Moreover, include in \( B'' \) the triples \( \{(1, 1), (0, 2), (1, 3)\}, \{v_1, v_2, (1, 3)\}, \{v_1, v_2, (0, 2), v_3\} \).

It is not difficult to see that each block in \( B'' \) is a distinct triple (in particular, the triple \( \{(1, 1), (0, 2), (1, 3)\} \) was first traded away in the 3v Construction when \( A' = (V', B') \) was being formed, and then it is included back in the block set of \( A'' \), and that each pair of points of \( V'' \) appears in exactly two triples in \( B'' \). So \( A'' = (V'', B'') \) is a simple twofold triple system.

Now we proceed to proving that the TTS(3v + 3) that is obtained from the 3v + 3 Construction as described above has a Hamiltonian 2-BIG.

**Theorem 8.1.** If \( v \geq 7 \) is odd and there exists a TTS(\( v \)) with a Hamiltonian 2-BIG, then there exists a TTS(3v + 3) with a Hamiltonian 2-BIG.

**Proof.** Let \( A = (V, B) \) be a TTS(\( v \)) on the point set \( V = \mathbb{Z}_v \). Apply the 3v Construction and use the proof of Theorem 6.2 to form a TTS(3v) \( A' = (V', B') \).
whose 2-BIG has a Hamilton cycle $H$. Now form a $\text{TTS}(3v + 3) A'' = (V'', B'')$ from $A'$ by following the steps given in the $3v + 3$ Construction.

Our aim is to use $H$ to find a Hamilton cycle $H^*$ in the 2-BIG of $A''$. This can be done as follows: Proceed similarly as in the $3v + 1$ Construction. Let $(i, j)$ be a cell of the transversal $T_i$ $(t = 1, 2, 3)$ in $Q_2$ such that in $H$ the triple preceding $\{(i, 1), (j, 2), (i \circ j, 3)\}$ contains the pair $\{(i, 1), (j, 2)\}$, and the triple following $\{(i, 1), (j, 2), (i \circ j, 3)\}$ contains the pair $\{(j, 2), (i \circ j, 3)\}$. Replace $\{(i, 1), (j, 2), (i \circ j, 3)\}$ with the triples $\{(i, 1), (j, 2), \infty\}, \{(i, 1), \infty, (i \circ j, 3)\}, \{\infty, (j, 2), (i \circ j, 3)\}$ in this order. (It was noted in the proof of Theorem 7.1 that an appropriate ordering of these three triples can similarly be chosen in the two remaining cases according to the pairs that are included in the triples preceding and following $\{(i, 1), (j, 2), (i \circ j, 3)\}$ in $H_1$.) Then delete the three triples $\{\infty, (0, 2), (1, 3)\}, \{(1, 1), \infty, (1, 3)\}, \{(1, 1), (0, 2), \infty\}$ that were excluded in the $3v + 3$ Construction. In the 2-BIG that is induced by the triples in $B'' \setminus \{(\infty, (0, 2), (1, 3)), \{(1, 1), \infty, (1, 3)\}, \{(1, 1), (0, 2), \infty\}\}$ \$\cup\{(1, 1), (0, 2), (1, 3)\}, \{(\infty, 1, \infty, (1, 3)\}, \{(1, 0, 2), \infty, \infty\}, \{(1, 1), \infty, \infty\}, \{(\infty, 1, \infty, \infty)\}$, the deletion of these three triples has the effect of breaking a Hamilton cycle into three paths. These three paths can be identified as follows:

- $P'$ has ends $\{(1, 1), \infty, (2, 3)\}$ and $\{(0, 2), (1, 3), (v - 1, 3)\}$,
- $P''$ has ends $\{\infty, (0, 2), (2, 3)\}$ and $\{(v - 1, 2), (1, 3)\}$, and
- $P'''$ has ends $\{(0, 1), (0, 2), \infty\}$ and $\{(0, 1), (1, 1), (1, 3)\}$.

Then a Hamilton cycle $H^*$ in the 2-BIG of $A''$ can be given as $H^* = \{\infty, \infty, \infty\}, \{(1, 1), \infty, (2, 3)\}$, $P''$, $\{\infty, (0, 2), \infty\}, P''', \{(1, 1), (0, 2), (1, 3)\}, P', \{(1, 1), \infty, \infty\}\}.

## 9 Main Results

In this section we prove our main theorem, which completely settles the spectrum problem of TTSs with Hamiltonian 2-BIG.

First we need to settle some small orders, which we will later use to start the induction that will prove Theorem 9.1. We include an explicit example of a TTS($v$) with a Hamiltonian 2-BIG for each order $v \in \{4, 7, 9, 10, 18\}$. In each example, the ordering of the triples identifies the Hamilton cycle.

- $v = 4$: The unique TTS(4) has $K_4$ as its 2-BIG.
- $v = 7$: The existence of a TTS(7) with a Hamiltonian 2-BIG is known by Theorem 1.2. We give an explicit example.
- $v = 9$: The particular TTS(9) whose blocks are shown below has a Hamiltonian 2-BIG. Moreover the 2-BIG of this TTS(9) is bipartite, and therefore this TTS(9) is the union of two STSs of order 9.
is a cycle of length 7.

$v = 10$: There are 394 non-isomorphic simple TTSs of order 10. The largest girth for their 2-BIGs is girth 7, which occurs only for a single TTS(10). This particular TTS(10) has a Hamilton cycle as follows.

\[
\{(0,1,2), \{0,1,3\}, \{0,3,4\}, \{0,2,4\}, \{2,4,6\}, \{1,4,6\}, \\
\{1,4,8\}, \{1,7,8\}, \{1,6,7\}, \{2,6,7\}, \{2,3,7\}, \{3,4,7\}, \\
\{4,5,7\}, \{4,5,8\}, \{2,5,8\}, \{2,3,8\}, \{3,6,8\}, \{0,6,8\}, \\
\{0,7,8\}, \{0,5,7\}, \{0,5,6\}, \{3,5,6\}, \{1,3,5\}, \{1,2,5\}\}
\]

In the 2-BIG of this TTS(10)

\[
\{(0,1,2), \{0,1,3\}, \{0,3,5\}, \{0,5,7\}, \{2,5,7\}, \{2,5,9\}, \{1,2,9\}\}
\]

is a cycle of length 7.

$v = 18$: The 2-BIG of the following TTS(18) is Hamiltonian and has girth 5.

\[
\{(0,1,2), \{0,1,3\}, \{0,3,5\}, \{0,5,6\}, \{0,4,6\}, \{0,2,4\}, \\
\{2,3,4\}, \{1,3,4\}, \{1,4,8\}, \{1,6,8\}, \{1,5,6\}, \{1,5,7\}, \\
\{4,5,7\}, \{4,5,13\}, \{4,13,16\}, \{4,10,16\}, \{2,10,16\}, \{2,10,13\}, \\
\{9,10,13\}, \{1,9,13\}, \{1,9,12\}, \{1,10,12\}, \{1,10,14\}, \{1,14,17\}, \\
\{1,16,17\}, \{0,16,17\}, \{0,14,16\}, \{2,14,16\}, \{2,14,15\}, \{3,14,15\}, \\
\{3,14,17\}, \{3,13,17\}, \{5,13,17\}, \{5,10,17\}, \{5,10,14\}, \{5,9,14\}, \\
\{4,9,14\}, \{4,6,14\}, \{6,13,14\}, \{8,13,14\}, \{8,11,14\}, \{7,11,14\}, \\
\{7,12,14\}, \{0,12,14\}, \{0,12,13\}, \{8,12,13\}, \{8,12,15\}, \{7,12,15\}, \\
\{4,7,15\}, \{4,10,15\}, \{8,10,15\}, \{8,10,16\}, \{0,10,16\}, \{0,10,11\}, \{6,10,11\}, \\
\{2,6,11\}, \{2,6,8\}, \{2,5,8\}, \{3,5,8\}, \{3,7,8\}, \{3,7,9\}, \{0,7,8\}, \\
\{0,7,9\}, \{0,9,11\}, \{4,9,11\}, \{4,11,12\}, \{4,12,17\}, \{4,8,17\}, \\
\{8,9,17\}, \{6,9,17\}, \{6,12,17\}, \{6,12,16\}, \{5,12,16\}, \{2,5,12\}, \\
\{2,9,12\}, \{2,3,9\}, \{3,9,10\}, \{3,10,12\}, \{3,11,12\}, \{3,11,13\}, \\
\{1,11,13\}, \{1,11,15\}, \{1,15,16\}, \{3,15,16\}, \{3,6,16\}, \{3,6,7\}, \\
\{6,7,10\}, \{7,10,17\}, \{7,11,17\}, \{2,11,17\}, \{2,15,17\}, \{0,15,17\}, \\
\{0,13,15\}, \{6,13,15\}, \{6,9,15\}, \{5,9,15\}, \{5,11,15\}, \{5,11,16\}, \\
\{8,11,16\}, \{8,9,16\}, \{7,9,16\}, \{7,13,16\}, \{2,7,13\}, \{1,2,7\}\}
\]

In the 2-BIG of this TTS(18)

\[
\{(0,1,2), \{0,1,3\}, \{1,3,4\}, \{2,3,4\}, \{0,2,4\}\}
\]
is a cycle of length 5.

**Theorem 9.1.** Suppose that $v \geq 3$. There exists a TTS($v$) with a Hamiltonian 2-BIG if and only if $v \equiv 0, 1$ (modulo 3), except for $v \in \{3, 6\}$.

**Proof.** First note that by [2] a TTS($v$) exists only if $v \equiv 0, 1$ (modulo 3). The 2-BIG of the unique TTS(3) consists of two isolated vertices, and therefore it is non-Hamiltonian. There is a unique simple TTS(6), and it has a connected
2-BIG, however it is not Hamiltonian. In fact, the 2-BIG of the unique simple TTS(6) is the Petersen graph \([10]\).

To prove the sufficiency of the condition, suppose that \(v \equiv 0, 1 \pmod{3}\) and note that an example for a TTS(\(v\)) with a Hamiltonian 2-BIG is already given for \(v \in \{4, 7, 9, 10, 18\}\). Moreover a TTS(\(v\)) with a Hamiltonian 2-BIG exists for \(v \in \{13, 15, 16, 19\}\) by Theorem [12]. For \(v = 12\) and \(v = 21\), a TTS(\(v\)) with a Hamiltonian 2-BIG can be constructed using the \(3v\) Construction together with respectively a TTS(4) and TTS(7) whose 2-BIGs are Hamiltonian. This establishes that for \(7 \leq v \leq 21\), \(v\) is in the spectrum of TTSs with a Hamiltonian 2-BIG.

Let \(v = 12k + r \geq 22\) (for some positive \(k\), and non-negative \(r\) such that \(r \leq 10\)), and inductively suppose that for all \(t \equiv 0, 1 \pmod{3}\) where \(7 \leq t < v\) there exists a TTS(\(t\)) with a Hamiltonian 2-BIG. Then to construct a TTS(\(v\)) with a Hamiltonian 2-BIG one can apply the following procedure:

If \(r = 0\), use the \(3v\) Construction, unless \(k \equiv 2 \pmod{3}\), in which case use the \(3v + 3\) Construction.

If \(r = 1\), Theorem [12] guarantees the existence of a TTS(\(v\)) with a Hamiltonian 2-BIG, unless \(k \equiv 2 \pmod{5}\), in which case use the \(2v + 1\) Construction.

If \(r = 3\) or \(r = 7\), Theorem [12] guarantees the existence of a TTS(\(v\)) with a Hamiltonian 2-BIG.

If \(r = 4\), Theorem [12] guarantees the existence of a TTS(\(v\)) with a Hamiltonian 2-BIG, unless \(k \equiv 3 \pmod{5}\), in which case use the \(2v + 2\) Construction.

If \(r = 6\), use the \(3v\) Construction, unless \(k \equiv 0 \pmod{3}\), in which case use the \(3v + 3\) Construction.

If \(r = 9\), use the \(3v\) Construction, unless \(k \equiv 2 \pmod{3}\), in which case use the \(2v + 1\) Construction.

If \(r = 10\) use the \(3v + 1\) Construction, unless \(k \equiv 2 \pmod{3}\), in which case use the \(2v + 2\) Construction.

This finishes the proof.

We conclude with an easy consequence of Theorem [11].

**Theorem 9.2.** Suppose that \(v \geq 3\). There exists a TTS(\(v\)) with a 2-BIG that has a Hamilton path if and only if \(v \equiv 0, 1 \pmod{3}\), except for \(v = 3\).

**Proof.** This follows from Theorem [9.1] and the observation that there is no simple TTS(3), whereas the 2-BIG of the unique simple TTS(6) is the Petersen graph, which has a Hamilton path.
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