Abstract

This is a tutorial and survey paper for Locally Linear Embedding (LLE) and its variants. The idea of LLE is fitting the local structure of manifold in the embedding space. In this paper, we first cover LLE, kernel LLE, inverse LLE, and feature fusion with LLE. Then, we cover out-of-sample embedding using linear reconstruction, eigenfunctions, and kernel mapping. Incremental LLE is explained for embedding streaming data. Landmark LLE methods using the Nystrom approximation and locally linear landmarks are explained for big data embedding. We introduce the methods for parameter selection of number of neighbors using residual variance, Procrustes statistics, preservation neighborhood error, and local neighborhood selection. Afterwards, Supervised LLE (SLLE), enhanced SLLE, SLLE projection, probabilistic SLLE, supervised guided LLE (using Hilbert-Schmidt independence criterion), and semi-supervised LLE are explained for supervised and semi-supervised embedding. Robust LLE methods using least squares problem and penalty functions are also introduced for embedding in the presence of outliers and noise. Then, we introduce fusion of LLE with other manifold learning methods including Isomap (i.e., ISOLLE), principal component analysis, Fisher discriminant analysis, discriminant LLE, and Isotop. Finally, we explain weighted LLE in which the distances, reconstruction weights, or the embeddings are adjusted for better embedding; we cover weighted LLE for deformed distributed data, weighted LLE using probability of occurrence, SLLE by adjusting weights, modified LLE, and iterative LLE.

1. Introduction

Locally Linear Embedding (LLE) (Roweis & Saul, 2000; Chen & Liu, 2011) is a nonlinear spectral dimensionality reduction method (Saul et al., 2006) which can be used for manifold embedding and feature extraction (Ghojogh et al., 2019e). LLE tries to preserve the local structure of data in the embedding space. In other words, the close points in the high-dimensional input space should also be close to each other in the low-dimensional embedding space. By this local fitting, hopefully the far points in the input space also fall far away from each other in the embedding space. This idea of fitting locally and thinking globally is the main idea of LLE (Saul & Roweis, 2002; 2003; Yotov et al., 2005; Wu et al., 2018). In another perspective, the idea of local fitting by LLE is similar to idea of piece-wise spline regression (Marsh & Cormier, 2001). LLE unfolds the nonlinear manifold by locally unfolding of manifold piece by piece and it hopes that these local unfoldings result in a suitable total manifold unfolding (see Fig. 1). In general, we can say that most of the unsupervised manifold learning meth-
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2. Locally Linear Embedding

LLE, first proposed in (Roweis & Saul, 2000) and developed in (Saul & Roweis, 2000; 2003), has three steps (Ghodsi, 2006). First, it finds knn graph of all training points. Then, it tries to find weights for reconstructing every point by its neighbors, using linear combination. Using the same found weights, it embeds every point by a linear combination of its embedded neighbors. The main idea of LLE is using the same reconstruction weights in the lower dimensional space as in the high dimensional input space. Figure 2 illustrates these three steps.

2.1. knn Nearest Neighbors

A knn graph is formed using pairwise Euclidean distance between the data points. Therefore, every data point has k neighbors. Let \( x_{ij} \in \mathbb{R}^d \) denote the j-th neighbor of \( x_i \) and let the matrix \( \mathbb{R}^{d \times k} \ni X_i := [x_{i1}, \ldots, x_{ik}] \) include the k neighbors of \( x_i \).

2.2. Linear Reconstruction by the Neighbors

In the second step, we find the weights for linear reconstruction of every point by its knn. The optimization for this linear reconstruction in the high dimensional input space is formulated as:

\[
\begin{align*}
\text{minimize} \quad & \varepsilon(\bar{W}) := \sum_{i=1}^{n} \left\| x_i - \sum_{j=1}^{k} \bar{w}_{ij} x_{ij} \right\|^2_2, \\
\text{subject to} \quad & \sum_{j=1}^{k} \bar{w}_{ij} = 1, \quad \forall i \in \{1, \ldots, n\},
\end{align*}
\]

where \( \mathbb{R}^{n \times k} \ni \bar{W} := [\bar{w}_{11}, \ldots, \bar{w}_{nk}]^\top \) includes the weights, \( \mathbb{R}^{k} \ni \bar{w}_i := [\bar{w}_{i1}, \ldots, \bar{w}_{ik}]^\top \) includes the weights of linear reconstruction of the i-th data point using its k neighbors, and \( x_{ij} \in \mathbb{R}^d \) is the j-th neighbor of the i-th data point.

The constraint \( \sum_{j=1}^{k} \bar{w}_{ij} = 1 \) means that the weights of linear reconstruction sum to one for every point. Note that the fact that some weights may be negative causes the problem of explosion of some weights because very large positive and negative weights can cancel each other to have a total sum of one. However, this problem does not occur because, as we will see, the solution to this optimization problem has a closed form; thus, weights do not explode. If the solution was found iteratively, the weights would grow and explode gradually (Ghojogh et al., 2019d).

We can restate the objective \( \varepsilon(\bar{W}) \) as:

\[
\varepsilon(\bar{W}) = \sum_{i=1}^{n} \left\| x_i - X_i \bar{w}_i \right\|^2_2.
\]

The constraint \( \sum_{j=1}^{k} \bar{w}_{ij} = 1 \) implies that \( 1^\top \bar{w}_i = 1 \); therefore, \( x_i = x_i^1 \bar{w}_i \). We can simplify the term in

Figure 1. Piece-wise local unfolding of manifold by LLE (in this example from two dimensions to one intrinsic dimension). This local unfolding is expected to totally unfold the manifold properly.
Setting the derivative of Lagrangian to zero gives:

The Lagrangian for Eq. (4) is (Boyd et al., 2004):

Finally, Eq. (1) can be rewritten as:

where \( G_i \) is a gram matrix defined as:

Figure 2. Steps in LLE for embedding high dimensional data in a lower dimensional embedding space: (a) finding \( k \)-nearest neighbors, (b) linear reconstruction by the neighbors, and (c) linear embedding using the calculated weights. In this figure, it is assumed that \( k = 4 \), \( x_{i,1} = x_2, x_{i,2} = x_3, x_{i,3} = x_7 \), and \( x_{i,4} = x_9 \).

Using Eqs. (5) and (7), we have:

According to Eq. (3), the rank of matrix \( G_i \in \mathbb{R}^{k \times k} \) is at most equal to \( \min(k, d) \). If \( d < k \), then \( G_i \) should be replaced by \( G_i + \epsilon I \) where \( \epsilon \) is a small positive number. Usually, the data are high dimensional (so \( k \ll d \)) like in images and thus if \( G_i \) is full rank, we will not have any problem with inverting it. This strengthening the main diagonal of \( G \) is referred to as regularization in LLE (Daza-Santacoloma et al., 2010). This numerical technique is widely used in manifold and subspace learning (e.g., see (Mika et al., 1999)).

2.3. Linear Embedding

In the second step, we found the weights for linear reconstruction in the high dimensional input space. In the third step, we embed data in the low dimensional embedding space using the same weights as in the input space. This linear embedding can be formulated as the following optimization problem:

where \( I \) is the identity matrix, the rows of \( \mathbb{R}^{n \times p} \equiv Y := [y_1, \ldots, y_n]^T \) are the embedded data points (stacked row-wise), \( y_i \in \mathbb{R}^p \) is the \( i \)-th embedded data point, and \( w_{ij} \) is...
the weight obtained from the linear reconstruction if \( x_j \) is a neighbor of \( x_i \) and zero otherwise:

\[
  w_{ij} := \begin{cases} 
    \tilde{w}_{ij} & \text{if } x_j \in k\text{NN}(x_i) \\
    0 & \text{otherwise}.
  \end{cases} \tag{10}
\]

The second constraint in Eq. (9) ensures the zero mean of embedded data points. The first and second constraints together satisfy having unit covariance for the embedded points.

Suppose \( R^n \ni w_i := [w_{i1}, \ldots, w_{in}]^T \) and let \( R^n \ni 1_i := [0, \ldots, 1, \ldots, 0]^T \) be the vector whose \( i \)-th element is one and other elements are zero. The objective function in Eq. (9) can be restated as:

\[
  \sum_{i=1}^n \left\| y_i - \sum_{j=1}^n w_{ij} y_j \right\|^2_2 = \sum_{i=1}^n \|Y^T 1_i - Y^T w_i\|^2_F,
\]

which can be stated in matrix form:

\[
  \sum_{i=1}^n \|Y^T 1_i - Y^T w_i\|^2_2 = \|Y^T (I - W)\|^2_F,
\]

where the \( i \)-th row of \( R^{n \times n} \ni W := [w_{11}, \ldots, w_{nn}]^T \) includes the weights for the \( i \)-th data point and \( ||.|.||_F \) denotes the Frobenius norm of matrix. The Eq. (11) is simplified as:

\[
  \|Y^T (I - W)\|^2_F = \text{tr}((I - W)YY^T (I - W)^T) = \text{tr}(Y^T (I - W)^T (I - W)Y) = \text{tr}(Y^T MY),
\]

where \( \text{tr}(.) \) denotes the trace of matrix and:

\[
  R^{n \times n} \ni M := (I - W)^T (I - W). \tag{13}
\]

Note that \( (I - W) \) is the Laplacian of matrix \( W \) because the columns of \( W \), which are \( w_i \)'s, add to one (for the constraint used in Eq. (1)). Hence, according to Eq. (13), the matrix \( M \) can be considered as the gram matrix over the Laplacian of weight matrix.

Finally, Eq. (9) can be rewritten as:

\[
\begin{align*}
  \text{minimize} & \quad \text{tr}(Y^T MY), \\
  \text{subject to} & \quad \frac{1}{n} Y^T Y = I, \tag{14} \\
  & \quad Y^T 1 = 0,
\end{align*}
\]

where the dimensionality of \( 1 \) and \( 0 \) are \( R^n \) and \( R^p \), respectively. Note that we will show in Section 8.6.3 that Eq. (14) can be interpreted as maximization of dependence between the input data \( X \) and the embedding \( Y \). We will show later, in Proposition 1, that the second constraint will be satisfied implicitly. Therefore, if we ignore the second constraint, the Lagrangian for Eq. (14) is (Boyd et al., 2004):

\[
  \mathcal{L} = \text{tr}(Y^T MY) - \text{tr}(\Lambda^T \left( \frac{1}{n} Y^T Y - I \right)),
\]

where \( \Lambda \in R^{n \times p} \) is a diagonal matrix including the Lagrange multipliers. Equating derivative of \( \mathcal{L} \) to zero gives us:

\[
\begin{align*}
  R^{n \times p} \ni \frac{\partial \mathcal{L}}{\partial Y} &= 2MY - \frac{2}{n} Y \Lambda \equiv 0 \\
  \implies MY &= Y(\frac{1}{n} \Lambda), \tag{15}
\end{align*}
\]

which is the eigenvalue problem for \( M \) (Ghojogh et al., 2019b). Therefore, the columns of \( Y \) are the eigenvectors of \( M \) where eigenvalues are the diagonal elements of \((1/n)\Lambda\).

As Eq. (14) is a minimization problem, the columns of \( Y \) should be sorted from the smallest to largest eigenvalues. Moreover, recall that we explained \((I - W)\) in \( M \) is the Laplacian matrix for the weights \( W \). It is well-known in linear algebra and graph theory that if a graph has \( k \) disjoint connected parts, its Laplacian matrix has \( k \) zero eigenvalues (see (Marsden, 2013, Theorem 3.10) and (Polito & Perona, 2002; Ahmadizadeh et al., 2017)). As the \( k \)NN graph, or \( W \), is a connected graph, \((I - W)\) has one zero eigenvalue whose eigenvector is \( 1 = [1, 1, \ldots, 1]^T \). After sorting the eigenvectors from smallest to largest eigenvalues, we ignore the first eigenvector having zero eigenvalue and take the \( p \) smallest eigenvectors of \( M \) with non-zero eigenvalues as the columns of \( Y \in R^{n \times p} \).

**Proposition 1.** The fact that we have the eigenvector \( 1 \) with zero eigenvalue implicitly ensures that \( \sum_{i=1}^n y_i = Y^T 1 = 0 \) which was the second constraint.

**Proof.** Suppose the eigenvectors are sorted from the smallest to largest eigenvalues. Let \( v_i \in R^n \) and \( \lambda_i \in R \) be the \( i \)-th eigenvector and eigenvalue, respectively. Therefore, in Eq. (15), if we consider all the eigenvectors and not just \( p \) of them, we have \( Y = [y_1, \ldots, y_n]^T = [v_1, \ldots, v_n] \in R^{n \times n} \). We know that eigenvectors are orthogonal by definition; therefore, \( v_i^T v_i = 0, \forall i \neq 1 \). We know that \( v_1 = 1 \) with \( \lambda_1 = 0 \); therefore, \( 1^T 1 = 0 \) which means that the elements of every eigenvector, \( v_i, \forall i \neq 1 \), add to zero. On the other hand, we have \( [y_1, \ldots, y_n]^T = [v_1, \ldots, v_n] \) so the summation of a component amongst the \( y_i \)'s (embedded data points) is zero. As the summation for ‘every’ component amongst \( y_i \)'s is zero, we have \( \sum_{i=1}^n y_i = 0 \). This explanation can be summarized in this sentence: “Discarding this eigenvector enforces the constraint that the outputs have zero mean, since the components of other eigenvectors must sum to zero, by virtue of orthogonality with the bottom one (with smallest eigenvalue)” (Saul & Roweis, 2003). Q.E.D.
2.4. Additional Notes on LLE

2.4.1. INVERSE LOCALLY LINEAR EMBEDDING

We can have inverse LLE where we find the data point \( x_i \in \mathbb{R}^d \) in the input space for an embedding point \( y_i \in \mathbb{R}^p \) (Saul & Roweis, 2003, Section 6.1). For this, we find kNN in the embedding space; let \( y_{ij} \) denote the \( j \)-th neighbor of \( y_i \) in the embedding space. We solve the following problem to find the reconstruction weights, \( \{ \tilde{w}_{ij} \}_{j=1}^k \), in the embedding space:

\[
\begin{align*}
\text{minimize} & \quad \left\| y_i - \sum_{j=1}^k \tilde{w}_{ij} y_{ij} \right\|_2^2, \\
\text{subject to} & \quad \sum_{j=1}^k \tilde{w}_{ij} = 1,
\end{align*}
\]

which is solved similar to how Eq. (1) is solved. Thereafter, \( \{ w_{ij} \}_{j=1}^k \) is obtained by the obtained \( \{ \tilde{w}_{ij} \}_{j=1}^k \) using Eq. (10). The original point in the input space is approximated using the obtained reconstruction weights:

\[
\mathbb{R}^d \ni x_i \approx \sum_{j=1}^k w_{ij} x_j.
\]

2.4.2. FEATURE FUSION IN LLE

It is noteworthy that, in some cases, data points are represented by \( Q \) different features, i.e., we have \( \{ x_i^q \}_{q=1}^Q = 1, \ldots, n, q = 1, \ldots, Q \}. \) In these cases, we need feature fusion using LLE (Sun et al., 2009) where \( Q \) weights are obtained by LLE, denoted by \( W_1, \ldots, W_Q \). The weights can be combined as:

\[
\bar{W} := \frac{1}{Q} \sum_{q=1}^Q W_q,
\]

and \( \bar{W} \) is used in Eq. (13) rather than \( W \). The embedding optimization is used for finding the embeddings, although the data have several features (Sun et al., 2009).

3. Kernel Locally Linear Embedding

We can map data \( \{ x_i \in \mathbb{R}^d \}_{i=1}^n \) to higher-dimensional feature space hoping to have data fall close to a simpler-to-analyze manifold in the feature space. Suppose \( \phi : \mathbb{R}^t \to \mathcal{H} \) is the pulling function which maps data \( \{ x_i \}_{i=1}^n \) to the feature space. In other words, \( x_i \mapsto \phi(x_i) \). Let \( \tilde{t} \) denote the dimensionality of the feature space, i.e., \( \phi(x_i) \in \mathbb{R}^\tilde{t} \). We usually have \( \tilde{t} \gg d \). The kernel of two data points \( x_1 \) and \( x_2 \) is \( \phi(x_1)^\top \phi(x_2) \in \mathbb{R} \) (Hofmann et al., 2008). The kernel matrix for the \( n \) data points is \( \mathbb{R}^{n \times n} \ni K : = \Phi(X)^\top \Phi(X) \) where \( \Phi(X) := [\phi(x_1), \ldots, \phi(x_n)] \in \mathbb{R}^{\tilde{t} \times n} \). Kernel LLE (Zhao & Zhang, 2012) maps data to the feature space and performs the steps of kNN and linear reconstruction in the feature space.

3.1. \( k \)-Nearest Neighbors

The Euclidean distance in the feature space is (Schölkopf, 2001):

\[
||\phi(x_i) - \phi(x_j)||_2 \\
= \sqrt{(\phi(x_i) - \phi(x_j))^\top (\phi(x_i) - \phi(x_j))} \\
= \sqrt{\phi(x_i)^\top \phi(x_i) - 2\phi(x_i)^\top \phi(x_j) + \phi(x_j)^\top \phi(x_j)} \\
= \sqrt{k(x_i, x_i) - 2k(x_i, x_j) + k(x_j, x_j)},
\]

where \( \mathbb{R} \ni k(x_i, x_j) = \phi(x_i)^\top \phi(x_j) \) is the \( (i, j) \)-th element of \( K \).

Using the distances of the data points in the feature space, i.e., Eq. (19), we construct the kNN graph. Therefore, every data point has \( k \) neighbors in the feature space. Let matrix \( \mathbb{R}^{t \times k} \ni \Phi(X) := [\phi(x_{i1}), \ldots, \phi(x_{ik})] \) include the neighbors of \( x_i \) in the feature space.

3.2. Linear Reconstruction by the Neighbors

The Eq. (1) in the feature space is:

\[
\begin{align*}
\text{minimize} & \quad \varepsilon(\bar{W}) := \sum_{i=1}^n \left\| \phi(x_i) - \sum_{j=1}^k \tilde{w}_{ij} \phi(x_{ij}) \right\|_2^2, \\
\text{subject to} & \quad \sum_{j=1}^k \tilde{w}_{ij} = 1, \quad \forall i \in \{1, \ldots, n\}.
\end{align*}
\]

We can restate \( \varepsilon(\bar{W}) \) as:

\[
\varepsilon(\bar{W}) = \sum_{i=1}^n \left\| \phi(x_i) - \sum_{j=1}^k \tilde{w}_{ij} \phi(x_{ij}) \right\|_2^2 \\
= \sum_{i=1}^n \left\| \sum_{j=1}^k \tilde{w}_{ij} \phi(x_i) - \sum_{j=1}^k \tilde{w}_{ij} \phi(x_{ij}) \right\|_2^2 \\
= \sum_{i=1}^n \left\| \sum_{j=1}^k \tilde{w}_{ij} (\phi(x_i) - \phi(x_{ij})) \right\|_2^2,
\]

where \( (a) \) is because \( \sum_{j=1}^k \tilde{w}_{ij} = 1 \). We define:

\[
\mathbb{R}^{t \times k} \ni P_i = [p_{i1}, \ldots, p_{ik}] \\
:= [\phi(x_i) - \phi(x_{i1}), \ldots, \phi(x_i) - \phi(x_{ik})].
\]
Therefore:

\[ \varepsilon(W) = \sum_{i=1}^{n} \left( \sum_{j=1}^{k} \bar{w}_{ij} \left( \phi(x_i) - \phi(x_{ij}) \right) \right)^2 \]

\[ = \sum_{i=1}^{n} \left( \sum_{j=1}^{k} \bar{w}_{ij} P_{ij} \right)^2 = \sum_{i=1}^{n} \left\| P_i \bar{w}_i \right\|_2^2 \]

\[ = \sum_{i=1}^{n} (P_i \bar{w}_i)^	op (P_i \bar{w}_i) = \sum_{i=1}^{n} \bar{w}_i \top P_i \top P_i \bar{w}_i \]

\[ = \sum_{i=1}^{n} \bar{w}_i \top K_i \bar{w}_i, \quad (22) \]

where: \( \mathbb{R}^{k \times k} \ni K_i := P_i \top P_i \). The \((a, b)\)-th element of \( K_i \) can be calculated as:

\[ K_i(a, b) = P_{ia} \cdot P_{ib} \]

\[ = (\phi(x_i) - \phi(x_{ia})) \cdot (\phi(x_i) - \phi(x_{ib})) \]

\[ = (\phi(x_i) \top \phi(x_i) - \phi(x_{ia}) \top \phi(x_{ia})) \]

\[ - \phi(x_i) \top \phi(x_{ib}) + \phi(x_{ia}) \top \phi(x_{ib}) \]

\[ = k(x_i, x_i) - k(x_i, x_{ia}) - k(x_i, x_{ib}) + k(x_{ia}, x_{ib}). \quad (23) \]

Therefore the Eq. (20) is restated to:

\[ \text{minimize} \sum_{i=1}^{n} \sum_{j=1}^{k} \bar{w}_{ij} \top K_i \bar{w}_i, \quad (24) \]

subject to \( 1 \top \bar{w}_i = 1, \quad \forall i \in \{1, \ldots, n\}. \)

The Lagrangian for Eq. (24) is (Boyd et al., 2004):

\[ \mathcal{L} = \bar{w}_i \top K_i \bar{w}_i - \sum_{i=1}^{n} \lambda_i (1 \top \bar{w}_i - 1). \]

Setting the derivative of Lagrangian to zero gives:

\[ \mathbb{R}^{k} \ni \frac{\partial \mathcal{L}}{\partial \bar{w}_i} = 2 K_i \bar{w}_i - \lambda_i 1 \Rightarrow 0, \]

\[ \Rightarrow \bar{w}_i = \frac{1}{2} K_i^{-1} \lambda_i 1 \Rightarrow \lambda_i = \frac{2}{1 \top K_i^{-1} 1}. \quad (25) \]

\[ \mathbb{R} \ni \frac{\partial \mathcal{L}}{\partial \lambda_i} = 1 \top \bar{w}_i - 1 \Rightarrow 0 \Rightarrow 1 \top \bar{w}_i = 1. \quad (26) \]

Using Eqs. (25) and (26), we have:

\[ \lambda_i = \frac{2}{1 \top K_i^{-1} 1}. \quad (27) \]

Using Eqs. (25) and (27), we have:

\[ \bar{w}_i = \frac{\lambda_i}{2} K_i^{-1} 1 = \frac{K_i^{-1} 1}{1 \top K_i^{-1} 1}. \quad (28) \]

### 3.3. Linear Embedding

The linear embedding step in kernel LLE is exactly as the linear embedding step in LLE (see Section 2.3).

### 4. Out-of-sample Embedding in LLE

Suppose we have \( n_t \) out-of-sample (test) data points, i.e., \( \mathbb{R}^{d \times n_t} \ni X^{(t)} := [x_1^{(t)}, \ldots, x_{n_t}^{(t)}] \), which are not used and have not been seen in training. Let \( x_i^{(t)} \in \mathbb{R}^d \) denote the \( i \)-th out-of-sample data point. We desire to find the low-dimensional embedding of out-of-sample points, denoted by \( \{y_i^{(t)} \in \mathbb{R}^p\}_{i=1}^{n_t} \) or \( Y_t = [y_1^{(t)}, \ldots, y_{n_t}^{(t)}] \in \mathbb{R}^{p \times n_t} \), after the training phase. There exist several approaches for out-of-sample extension of LLE. In the following, we explain these methods. In addition to the methods introduced in this section, there exist some other methods for out-of-sample extension of LLE such as (Bunte et al., 2012), which we pass by in this paper. Moreover, the Incremental LLE (Kouropetova et al., 2005) and SLLEP (Li & Zhang, 2011) methods, which can be used for out-of-sample extension of LLE, are not explained in this section because they will be introduced in Sections 5 and 8.3, respectively.

#### 4.1. Out-of-sample Embedding Using Linear Reconstruction

One way of extending LLE for out-of-sample data point is by using linear reconstruction (Saul & Roweis, 2003).

For every out-of-sample data point \( x_i^{(t)} \), we first find the \( k \)NN among the training points. Let \( x_{ij}^{(t)} \) denote the \( j \)-th training neighbor of \( x_i^{(t)} \) and let matrix \( \mathbb{R}^{d \times k} \ni X_i^{(t)} := [x_{i1}^{(t)}, \ldots, x_{ik}^{(t)}] \) include the training neighbors of \( x_i^{(t)} \). We want to reconstruct every out-of-sample point by its training neighbors (not that out-of-sample points are not considered as neighbors). Hence, using an optimization problem similar to Eq. (1), we have:

\[ \text{minimize} \varepsilon(\tilde{W}^{(t)}) := \sum_{i=1}^{n_t} \left\| x_i^{(t)} - \sum_{j=1}^{k} \bar{w}_{ij}^{(t)} x_{ij}^{(t)} \right\|_2^2 \]

subject to \( \sum_{j=1}^{k} \bar{w}_{ij}^{(t)} = 1, \quad \forall i \in \{1, \ldots, n_t\}, \quad (29) \)

where \( \mathbb{R}^{n_t \times k} \ni \tilde{W}^{(t)} := [\bar{w}_{i1}^{(t)}, \ldots, \bar{w}_{ik}^{(t)}] \) includes the weights and \( \mathbb{R}^{k \times k} \ni \bar{W}^{(t)} := [\bar{w}_{i1}^{(t)}, \ldots, \bar{w}_{ik}^{(t)}] \) includes the weights of linear reconstruction of the \( m \)-th out-of-sample data point using its \( k \) training neighbors. We can restate the \( \varepsilon(\tilde{W}^{(t)}) \) as:

\[ \varepsilon(\tilde{W}^{(t)}) = \sum_{i=1}^{n_t} \left\| x_i^{(t)} - X_i^{(t)} \bar{w}_i^{(t)} \right\|_2^2. \quad (30) \]

The constraint \( \sum_{j=1}^{k} \bar{w}_{ij}^{(t)} = 1 \) is restated as \( 1 \top \bar{w}_i^{(t)} = 1; \)
where, we can say $x_i^{(t)} = x_i^{(t)} 1^T \tilde{w}_i$. We can simplify the term in $\varepsilon(\mathbf{W}^{(t)})$ as:

\[
\|x_i^{(t)} - \mathbf{X}_i^{(t)} \tilde{w}_i^{(t)}\|_2^2 = \|x_i^{(t)} 1^T \tilde{w}_i - \mathbf{X}_i^{(t)} \tilde{w}_i\|_2^2 = \|\tilde{w}_i^{(t)T}(x_i^{(t)} 1^T - \mathbf{X}_i^{(t)})^T (x_i^{(t)} 1^T - \mathbf{X}_i^{(t)}) \tilde{w}_i\|_2^2 \\
= \tilde{w}_i^{(t)T} G_i^{(t)} \tilde{w}_i^{(t)},
\]

where:

\[
\mathbb{R}^{k \times k} \ni G_i^{(t)} := (x_i^{(t)} 1^T - \mathbf{X}_i^{(t)})^T (x_i^{(t)} 1^T - \mathbf{X}_i^{(t)}).
\] (31)

The Eq. (29) can be rewritten as:

\[
\begin{aligned}
\text{minimize} & \quad \sum_{i=1}^{n_t} \tilde{w}_i^{(t)T} G_i^{(t)} \tilde{w}_i^{(t)} , \\
\text{subject to} & \quad 1^T \tilde{w}_i^{(t)} = 1, \quad \forall i \in \{1, \ldots, n_t\}.
\end{aligned}
\] (32)

This problem is solved similar to the solution for Eq. (41). Therefore, similar to Eq. (8), we have:

\[
\tilde{w}_i^{(t)} = \frac{(G_i^{(t)})^{-1} 1}{1^T (G_i^{(t)})^{-1} 1}.
\] (33)

The embedding of the out-of-sample $x_i^{(t)}$ is obtained by the linear combination (reconstruction) of the embedding of its $k$ training neighbors:

\[
\mathbb{R}^p \ni y_i^{(t)} = \sum_{j=1}^k \tilde{w}_{ij}^{(t)} y_j.
\] (34)

4.2. Out-of-sample Embedding Using Eigenfunctions

4.2.1. Eigenfunctions

Consider a Hilbert space $\mathcal{H}_p$ of functions with the inner product $\langle f, g \rangle = \int f(x)g(x)p(x)dx$ with density function $p(x)$. In this space, we can consider the kernel function $K_p$:

\[
(K_p f)(x) = \int K(x, y) f(y) p(y) dy,
\] (35)

where the density function can be approximated empirically. The eigenfunction decomposition is defined to be (Bengio et al., 2004a,b):

\[
(K_p f_r)(x) = \delta_i f_r(x),
\] (36)

where $f_r(x)$ is the r-th eigenfunction and $\delta_i$ is the corresponding eigenvalue. If we have the eigenvalue decomposition (Ghojogh et al., 2019b) for the kernel matrix $K$, we have $K v_r = \delta_r v_r$, where $v_r$ is the r-th eigenvector and $\delta_r$ is the corresponding eigenvalue. According to (Bengio et al., 2004b, Proposition 1), we have $\delta_r = (1/n) \delta_r$.

4.2.2. Embedding Using Eigenfunctions

**Proposition 2.** If $v_{ri}$ is the i-th element of the n-dimensional vector $v_r$ and $k(x, x_i)$ is the kernel between vectors $x$ and $x_i$, the eigenfunction for the point $x$ and the i-th training point $x_i$ are:

\[
f_r(x) = \sqrt{n} \sum_{i=1}^{n} v_{ri} \tilde{k}_i(x_i, x), \quad (37)
\]

\[
f_r(x_i) = \sqrt{n} v_{ri}, \quad (38)
\]

respectively, where $\tilde{k}_i(x_i, x)$ is the centered kernel between training set and the out-of-sample point $x$.

Let the LLE embedding of the point $x$ be $\mathbb{R}^p \ni y(x) = [y_1(x), \ldots, y_p(x)]^T$. The r-th dimension of this embedding is:

\[
y_r(x) = \sqrt{\delta_r} \frac{f_r(x)}{\sqrt{n}} = \frac{1}{\sqrt{\delta_r}} \sum_{i=1}^{n} v_{ri} \tilde{k}_i(x_i, x). \quad (39)
\]

**Proof.** This proposition is taken from (Bengio et al., 2004b, Proposition 1). For proof, refer to (Bengio et al., 2004a, Proposition 1), (Bengio et al., 2006, Proposition 1), and (Bengio et al., 2003b, Proposition 1 and Theorem 1). More complete proofs can be found in (Bengio et al., 2003a).

If we have a set of $n_t$ out-of-sample data points, $\tilde{k}_i(x_i, x)$ is an element of the centered out-of-sample kernel (see (Ghojogh & Crowley, 2019b, Appendix C)):

\[
\mathbb{R}^{n \times n_t} \ni \tilde{K}_t = K_t - \frac{1}{n} 1_{n \times n} K_t - \frac{1}{n} K 1_{n \times n_t} + \frac{1}{n^2} 1_{n \times n} K 1_{n \times n_t}, \quad (40)
\]

where $1 := [1, \ldots, 1]^T$, $K_t \in \mathbb{R}^{n \times n_t}$ is the not necessarily centered out-of-sample kernel, and $K \in \mathbb{R}^{n \times n}$ is the training kernel.

4.2.3. OUT-OF-SAMPLE EMBEDDING

One can use Eq. (39) to embed the i-th out-of-sample data point $x_i^{(t)}$. For this purpose, $x_i^{(t)}$ should be used in place of $x$ in Eq. (39). Note that Eq. (39) requires Eq. (40). We require a notion of kernel in LLE. LLE can be seen as a special case of kernel LLE where the inverse or negative sign of $M$ can be interpreted as its kernel because Eq. (14) is a minimization but kernel PCA optimization is a maximization (Ghojogh & Crowley, 2019b). For more details on seeing LLE as kernel PCA, see (Schölkopf et al., 2002; Ham et al., 2004; Bengio et al., 2004a; Ghojogh et al., 2019e) and (Strange & Zwiggelaar, 2014, Table 2.1). Hence, the
kernel in LLE can be (Bengio et al., 2004b):

\[ M^{(13)} = (I - W)^\top (I - W) = I - W - W^\top + W^\top W, \]
\[ \mathbb{R}^{n \times n} \ni K := \mu I - M, \]  
where \( \delta_{ij} \) is the Kronecker delta which is one if \( i = j \) and zero otherwise. If we modify the hard similarity \( \delta_{ij} \) to a soft similarity \( w_{ij} \), Eq. (42) can be slightly modified to (Bengio et al., 2004b):

\[ K(x_i, x_j) = (\mu - 1) w_{ij}^{(t)} + w_{ij}^{(t)} + w_{ji}^{(t)} - \sum_{r=1}^{n} w_{ri}^{(t)} w_{rj}^{(t)}, \]

where \( w_{ij} \) and \( w_{ji} \) denote the \( i \)-th and \( j \)-th element of out-of-sample embedding \( n \)-th training point:

\[ y_{ir} = \frac{1}{\sqrt{\sigma_r}} \sum_{j=1}^{n} y_{jr} \left( (\mu - 1) K'(x_i, x_j) + K''(x_j, x_i) \right). \]

Hence, the \( r \)-th element of out-of-sample embedding \( \mathbb{R}^p \ni y_i^{(t)} = [y_{i1}, \ldots, y_{ip}]^\top \) for \( x_i^{(t)} \in \mathbb{R}^d \) is:

\[ y_{ir}^{(t)} = \frac{1}{\sqrt{\sigma_r}} \sum_{j=1}^{n} y_{jr} \left( (\mu - 1) w_{ij}^{(t)} + K''(x_j, x_i^{(t)}) \right), \]  

where \( y_{jr} \) denotes the \( r \)-th element of \( y_j \in \mathbb{R}^p \).

**Corollary 1.** The out-of-sample embedding by linear reconstruction, i.e. Eq. (34), is a special case of out-of-sample embedding by eigenfunctions, i.e. Eq. (46), for \( \mu \to \infty \).

**Proof.** On one hand, inspired by Eq. (10), we can restate Eq. (34) as:

\[ \mathbb{R}^p \ni y_i^{(t)} = \sum_{j=1}^{k} \frac{w_{ij}^{(t)}}{\sqrt{\sigma_j}} y_j, \]

whose element-wise expression is:

\[ y_{ir}^{(t)} = \sum_{j=1}^{n} w_{ij}^{(t)} y_{jr}. \]

On the other hand, by \( \mu \to \infty \), the first term in Eq. (46) dominates its second term as:

\[ y_{ir}^{(t)} = \frac{\mu}{\sqrt{\sigma_r}} \sum_{j=1}^{n} y_{jr} w_{ij}^{(t)}. \]

Up to scale, these two expressions are equivalent; note that scale is not much important in manifold embedding. Q.E.D.

### 4.3. Out-of-sample Embedding Using Kernel Mapping

There is a kernel mapping method (Gisbrecht et al., 2012; 2015) to embed the out-of-sample data in LLE or kernel LLE. We define a map which maps any data point as \( x \mapsto y(x) \), where:

\[ \mathbb{R}^p \ni y(x) := \sum_{j=1}^{n} \alpha_j \frac{k(x, x_j)}{\sum_{i=1}^{n} k(x, x_j)}, \]  

and \( \alpha_j \in \mathbb{R}^p \), and \( x_j \) and \( x_i \) denote the \( j \)-th and \( i \)-th training data point. The \( k(x, x_j) \) is a kernel such as the Gaussian kernel:

\[ k(x, x_j) = \exp \left( \frac{-||x - x_j||^2}{2\sigma_j^2} \right), \]

where \( \sigma_j \) is calculated as (Gisbrecht et al., 2015):

\[ \sigma_j := \gamma \times \min(||x_j - x_i||_2), \]

where \( \gamma \) is a small positive number.

Assume we have already embedded the training data points using LLE or kernel LLE; therefore, the set \( \{y_i\}_{i=1}^{n} \) is available. If we map the training data points, we want to minimize the following least-squares cost function in order to get \( y(x_i) \) close to \( y_i \) for the \( i \)-th training point:

\[ \min_{\alpha_j \in \mathbb{R}^p} \sum_{i=1}^{n} ||y_i - y(x_i)||_2^2, \]
where the summation is over the training data points. We can write this cost function in matrix form as below:

$$\min_{\mathbf{A}} \left\| \mathbf{Y} - \mathbf{K}^{\prime\prime} \mathbf{A} \right\|^2_F,$$  \hspace{1cm} (51)

where $\mathbb{R}^{n \times p} \ni \mathbf{Y} := [y_1, \ldots, y_n]^\top$ and $\mathbb{R}^{n \times p} \ni \mathbf{A} := [\alpha_1, \ldots, \alpha_n]^\top$. The $\mathbf{K}^{\prime\prime} \in \mathbb{R}^{n \times n}$ is the kernel matrix whose $(i, j)$-th element is defined to be:

$$K^{\prime\prime}(i, j) := \frac{k(x_i, x_j)}{\sum_{\ell=1}^n k(x_i, x_\ell)},$$  \hspace{1cm} (52)

The Eq. (51) is always non-negative; thus, its smallest value is zero. Therefore, the solution to this equation is:

$$\mathbf{Y} - \mathbf{K}^{\prime\prime} \mathbf{A} = 0 \implies \mathbf{Y} = \mathbf{K}^{\prime\prime} \mathbf{A}$$  \hspace{1cm} (a) \implies \mathbf{A} = \mathbf{K}^{\prime\prime\dagger} \mathbf{Y},$$  \hspace{1cm} (53)

where $\mathbf{K}^{\prime\prime\dagger}$ is the pseudo-inverse of $\mathbf{K}^{\prime\prime}$:

$$\mathbf{K}^{\prime\prime\dagger} = (\mathbf{K}^{\prime\prime \top} \mathbf{K}^{\prime\prime})^{-1} \mathbf{K}^{\prime\prime \top},$$  \hspace{1cm} (54)

and (a) is because $\mathbf{K}^{\prime\prime\dagger} \mathbf{K}^{\prime\prime} = \mathbf{I}$.

Finally, the mapping of Eq. (47) for the $n_t$ out-of-sample data points is:

$$\mathbf{Y}_t = \mathbf{K}^{\prime\prime}_t \mathbf{A},$$  \hspace{1cm} (55)

where the $(i, j)$-th element of the out-of-sample kernel matrix $\mathbf{K}^{\prime\prime}_t \in \mathbb{R}^{n_t \times n}$ is:

$$K^{\prime\prime}_t(i, j) := \frac{k(x_i^{(t)}, x_j)}{\sum_{\ell=1}^n k(x_i^{(t)}, x_\ell)},$$  \hspace{1cm} (56)

where $x_i^{(t)}$ is the $i$-th out-of-sample data point, and $x_j$ and $x_\ell$ are the $j$-th and $\ell$-th training data points.

5. Incremental LLE

Assume that data are online or a stream; hence, data increments by time. Incremental LLE (Kouropteva et al., 2005) is proposed to handle online data by embedding new received data using the already embedded data. In this sense, it can also be used for out-of-sample embedding.

Assume we already have $n$ data points; hence, the embedding is obtained by Eq. (15). As the eigenvectors $\mathbf{Y}$ are orthonormal (so the matrix $\mathbf{Y}$ is orthogonal), Eq. (15) can be restated as:

$$\mathbf{Y}^\top \mathbf{M} \mathbf{Y} = \left( \frac{1}{n} \mathbf{\Lambda} \right).$$  \hspace{1cm} (57)

Assume we have truncated $\mathbf{Y}$ so we have $p$ eigenvalues, $\mathbf{Y} \in \mathbb{R}^{n \times p}$, $\mathbf{A} \in \mathbb{R}^{p \times p}$, and $\mathbf{M} \in \mathbb{R}^{n \times n}$.

Suppose $n_t$ new data points are received. Hence, Eq. (57) becomes:

$$\mathbf{Y}^\top_{\text{updated}} \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}} = \left( \frac{1}{n} \mathbf{\Lambda}_{\text{updated}} \right),$$  \hspace{1cm} (58)

where $\mathbf{Y}_{\text{updated}} \in \mathbb{R}^{(n+n_t) \times p}$ and $\mathbf{M}_{\text{updated}} \in \mathbb{R}^{(n+n_t) \times (n+n_t)}$. Note that as we are considering the smallest eigenvalues when truncating, the eigenvalues in both $\mathbf{\Lambda}_{\text{updated}}$ and $\mathbf{\Lambda}$ are very small; hence, we can say that we approximately have $\mathbf{\Lambda}_{\text{updated}} \approx \mathbf{\Lambda}$. Hence, considering Eq. (57) and the constraints in Eq. (14), we have:

$$\min_{\mathbf{Y}_{\text{updated}}} \left\| \mathbf{Y}^\top_{\text{updated}} \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}} - \frac{1}{n} \mathbf{\Lambda} \right\|^2_F,$$

subject to \begin{align*}
\frac{1}{n} \mathbf{Y}^\top_{\text{updated}} \mathbf{Y}_{\text{updated}} &= \mathbf{I}, \quad (59) \\
\mathbf{Y}^\top_{\text{updated}} \mathbf{1} &= 0.
\end{align*}

It is much more efficient than solving Eq. (14) for the whole $n + n_t$ data points whose solution is Eq. (57) and is the eigenvalue problem for an $(n + n_t) \times (n + n_t)$ matrix $\mathbf{M}$. However, Eq. (59) is an optimization over the $p \times p$ matrix within the Frobenius norm. As $p \ll (n + n_t)$, it is much more efficient to use incremental LLE than regular LLE for the whole old and new data.

This optimization (59) can be solved using the interior point method (Boyd et al., 2004). After ignoring the second constraint, for the reason explained before, its Lagrangian is (Boyd et al., 2004):

$$\mathcal{L} = \left\| \mathbf{Y}^\top_{\text{updated}} \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}} - \frac{1}{n} \mathbf{\Lambda} \right\|^2_F - \text{tr}(\mathbf{\Lambda}^\top \left( \frac{1}{n} \mathbf{Y}^\top_{\text{updated}} \mathbf{Y}_{\text{updated}} - \mathbf{I} \right)).$$

According to matrix derivatives and the chain rule, the derivative of this Lagrangian with respect to $\mathbf{Y}_{\text{updated}}$ is:

$$\frac{\partial \mathcal{L}}{\partial \mathbf{Y}_{\text{updated}}} = 2 \left( \mathbf{Y}^\top_{\text{updated}} \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}} - \frac{1}{n} \mathbf{\Lambda} \right)$$

$$\left( \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}} + \mathbf{M}_t^\top \mathbf{Y}_{\text{updated}} \right)$$

$$= 4 \left( \mathbf{Y}^\top_{\text{updated}} \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}} - \frac{1}{n} \mathbf{\Lambda} \right) \mathbf{M}_{\text{updated}} \mathbf{Y}_{\text{updated}}.$$

The found $\mathbf{Y}_{\text{updated}} \in \mathbb{R}^{(n+n_t) \times p}$ by optimization contains the row-wise $p$-dimensional embeddings of both old and new data.

6. Landmark Locally Linear Embedding for Big Data Embedding

LLE is a spectral dimensionality reduction method (Saul et al., 2006) and its solution follows an eigenvalue problem; see Eq. (15). Therefore, it cannot handle big data where $n \gg 1$. To tackle this issue, there exist some landmark LLE methods which approximate the embedding of all points using the embedding of some landmarks. In the following, we introduce these methods.

6.1. Landmark LLE Using Nyström Approximation

Nyström approximation, introduced below, can be used to make the spectral methods such as LLE scalable and suit-
able for big data embedding.

6.1.1. **Nystrom Approximation**

*Nystrom approximation* is a technique used to approximate a positive semi-definite matrix using merely a subset of its columns (or rows) (Williams & Seeger, 2001). Consider a positive semi-definite matrix \( \mathbb{R}^{n \times n} \ni \mathbf{K} \succeq 0 \) whose parts are:

\[
\mathbb{R}^{n \times n} \ni \mathbf{K} = \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^\top & \mathbf{C} \end{bmatrix},
\]

(60)

where \( \mathbf{A} \in \mathbb{R}^{m \times m}, \mathbf{B} \in \mathbb{R}^{m \times (n-m)}, \) and \( \mathbf{C} \in \mathbb{R}^{(n-m) \times (n-m)} \) in which \( m \ll n. \)

The Nystrom approximation says if we have the small parts of this matrix, i.e., \( \mathbf{A} \) and \( \mathbf{B}, \) we can approximate \( \mathbf{C} \) and thus the whole matrix \( \mathbf{K}. \) The intuition is as follows. Assume \( m = 2 \) (containing two points, a and b) and \( n = 5 \) (containing three other points, c, d, and e). If we know the similarity (or distance) of points a and b from one another, resulting in matrix \( \mathbf{A}, \) as well as the similarity (or distance) of points c, d, and e from a and b, resulting in matrix \( \mathbf{B}, \) we cannot have much freedom on the location of c, d, and e, which is the matrix \( \mathbf{C}. \) This is because of the positive semi-definiteness of the matrix \( \mathbf{K}. \) The points selected in submatrix \( \mathbf{A} \) are named *landmarks*. Note that the landmarks can be selected randomly from the columns/rows of matrix \( \mathbf{K} \) and, without loss of generality, they can be put together to form a submatrix at the top-left corner of matrix.

As the matrix \( \mathbf{K} \) is positive semi-definite, by definition, it can be written as \( \mathbf{K} = \mathbf{O}^\top \mathbf{O} \). If we take \( \mathbf{O} = [\mathbf{R}, \mathbf{S}] \) where \( \mathbf{R} \) are the selected columns (landmarks) of \( \mathbf{O} \) and \( \mathbf{S} \) are the other columns of \( \mathbf{O}. \) We have:

\[
\mathbf{K} = \mathbf{O}^\top \mathbf{O} = \begin{bmatrix} \mathbf{R}^\top \\ \mathbf{S}^\top \end{bmatrix} [\mathbf{R}, \mathbf{S}] = \begin{bmatrix} \mathbf{R}^\top \mathbf{R} & \mathbf{R}^\top \mathbf{S} \\ \mathbf{S}^\top \mathbf{R} & \mathbf{S}^\top \mathbf{S} \end{bmatrix} = \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^\top & \mathbf{C} \end{bmatrix}.
\]

(61)

Therefore, Eq. (60) becomes:

\[
\mathbf{K} \approx \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^\top & \mathbf{A}^\top \mathbf{A}^{-1} \mathbf{B} \end{bmatrix}.
\]

(67)

**Proposition 3.** By increasing \( m, \) the approximation of Eq. (67) becomes more accurate. If rank of \( \mathbf{K} \) is at most \( m, \) this approximation is exact.

**Proof.** In Eq. (66), we have the inverse of \( \mathbf{A}. \) In order to have this inverse, the matrix \( \mathbf{A} \) must not be singular. For having a full-rank \( \mathbf{A} \in \mathbb{R}^{m \times m}, \) the rank of \( \mathbf{A} \) should be \( m. \) This results in \( m \) to be an upper bound on the rank of \( \mathbf{K} \) and a lower bound on the number of landmarks. In practice, it is recommended to use more number of landmarks for more accurate approximation but there is a trade-off with the speed. \( \square \)

**Corollary 2.** As we usually have \( m \ll n, \) the Nystrom approximation works well especially for the low-rank matrices (Kishore Kumar & Schneider, 2017). Usually, because of the manifold hypothesis, data fall on a submanifold; hence, usually, the kernel (similarity) matrix or the distance matrix has a low rank. Therefore, the Nystrom approximation works well for many kernel-based or distance-based manifold learning methods.

6.1.2. **Using Kernel Approximation in Landmark LLE**

Consider Eq. (60) or (67) as the partitions of the kernel matrix \( \mathbf{K}. \) Note that the (Mercer) kernel matrix is positive semi-definite so the Nystrom approximation can be applied for kernels.

Recall that LLE can be viewed as a special case of kernel PCA with the specified kernel in Eq. (41). Moreover, recall that according to Eq. (36), the eigenvectors of kernel matrix are used and then Eq. (39) embeds data. In other words, using the kernel defined by Eq. (41), one can apply kernel PCA (Ghojogh & Crowley, 2019b) and obtain the desired embedding of LLE. However, for big data, the eigenvalue decomposition of kernel matrix is intractable. Therefore, using Eq. (63), we decompose an \( m \times m \) submatrix of kernel. In kernel PCA or generalized classical MDS, the kernel can be seen as the inner product of embeddings, i.e. (Ghojogh et al., 2020):

\[
\mathbb{R}^{n \times n} \ni \mathbf{K} = \mathbf{Y}^\top \mathbf{Y}',
\]

(68)

where \( \mathbb{R}^{p \times n} \ni \mathbf{Y}' = \mathbf{Y}^\top \) because the embeddings are stacked row-wise in LLE, i.e., \( \mathbf{Y} \in \mathbb{R}^{n \times p}. \) Comparing Eqs. (68) and (61) shows that:

\[
\mathbb{R}^{n \times n} \ni \mathbf{Y} = [\mathbf{R}, \mathbf{S}] \equiv [\Sigma^{(1/2)} \mathbf{U}^\top, \Sigma^{(-1/2)} \mathbf{U}^\top \mathbf{B}],
\]

(69)
where \((a)\) is because of Eqs. (64) and (65) and the terms \(U\) and \(\Sigma\) are obtained from Eq. (63). The Eq. (69) gives the approximately embedded data, with a good approximation. This is the embedding in landmark LLE using the Nyström approximation. Truncating this matrix to have \(Y' \in \mathbb{R}^{p \times n}\), with top \(p\) rows, gives the \(p\)-dimensional embedding of the \(n\) points, \(\mathbb{R}^{n \times p} \ni Y = Y'\).

6.2. Landmark LLE Using Locally Linear Landmarks

Another way for landmark LLE to handle big data is using Locally Linear Landmarks (LLL) (Vladymyrov & Carreira-Perpinán, 2013). This method maps the \(n\) embedded data \(Y \in \mathbb{R}^{n \times p}\) to \(m\) landmarks \(\tilde{Y} \in \mathbb{R}^{m \times p}\), where \(m \ll n\), using a projection matrix \(\tilde{U} = [\tilde{u}_1, \ldots, \tilde{u}_n] \in \mathbb{R}^{n \times m}\):

\[
\mathbb{R}^{n \times p} \ni Y := \tilde{U}\tilde{Y}. \tag{70}
\]

Assume that in some way, we choose the landmarks in the input space. For example, we choose a subset of data points \(X \in \mathbb{R}^{d \times n}\) to have the landmarks \(\tilde{X} \in \mathbb{R}^{d \times m}\). In other words, \(\text{Col}(X) \subseteq \text{Col}(\tilde{X})\) where \(\text{Col}(\cdot)\) denotes the column space of the matrix. The projection to landmarks should also work for the input space as:

\[
\mathbb{R}^{n \times d} \ni X^\top := \tilde{U}\tilde{X}^\top. \tag{71}
\]

With adding some constraint, we can write this goal as an optimization problem:

\[
\text{minimize } \tilde{U} \quad \sum_{i=1}^{n} \|x_i - \tilde{X}\tilde{u}_i\|^2_2, \\
\text{subject to } 1^\top \tilde{u}_i = 1, \quad \forall i \in \{1, \ldots, n\}, \tag{72}
\]

which is exactly in the form of Eq. (1). Hence, its solution is similar to Eq. (8):

\[
\mathbb{R}^{m} \ni \tilde{u}_i = \tilde{G}^{-1}_i \frac{1}{1^\top \tilde{G}^{-1}_i 1}, \tag{73}
\]

where:

\[
\mathbb{R}^{m \times m} \ni \tilde{G}_i := (x_i 1^\top - \tilde{X})^\top (x_i 1^\top - \tilde{X}). \tag{74}
\]

Also according to Eq. (70), the Eq. (14) becomes:

\[
\text{minimize } \tilde{Y} \quad \text{tr}(\tilde{Y}^\top \tilde{U}^\top M\tilde{U}\tilde{Y}), \\
\text{subject to } \frac{1}{n} \tilde{Y}^\top \tilde{U}^\top \tilde{U}\tilde{Y} = I, \tag{75}
\]

whose second constraint is ignored because, as explained before, it is satisfied anyways. Let:

\[
\mathbb{R}^{m \times m} \ni \tilde{M} := \tilde{U}^\top M\tilde{U}. \tag{76}
\]

Similar to solution of Eq. (14), the solution to Eq. (75) is the eigenvalue problem for \(\tilde{M}\) (Ghojogh et al., 2019b). In other words, the embeddings of landmark points, \(\tilde{Y}\), are the \(p\) smallest eigenvectors of \(\tilde{M}\) after ignoring the eigenvector with zero eigenvalue. As the dimensionality of \(\tilde{M}\) is \(m \times m\), landmark LLE using LLL is much more efficient than LLE whose embeddings are the eigenvectors of \(M \in \mathbb{R}^{n \times n}\). The difference of efficiency gets noticeable especially for big data where \(n \gg m\). Finally, using Eq. (70), the embeddings of all \(n\) points are approximated by the obtained embeddings of \(m\) landmarks.

7. Parameter Selection of the Number of Neighbors in LLE

LLE has a hyper-parameter which is the number of neighbors \(k\). There are several different algorithms for finding an optimal \(k\). In the following, we explain these algorithms.

7.1. Parameter Selection Using Residual Variance

Assume we have candidate number of neighbors, denoted by \(\{1, 2, \ldots, k_{\max}\}\) which we want to find the best \(k\) from. For every \(k \in \{1, 2, \ldots, k_{\max}\}\), we can run LLE and find the embeddings \(Y\) for data \(X\). Let \(D_X\) and \(D_Y\) denote the Euclidean distance matrices over \(X\) and \(Y\), respectively. Let \(\rho^2_{D_X,D_Y}\) be the standard linear correlation coefficient, i.e.,

\[
\rho^2_{D_X,D_Y} := S_{D_X,D_Y} / (S_{D_X} S_{D_Y})
\]

where \(\rho^2_{D_X,D_Y}\) is the covariance of \(D_X\) and \(D_Y\) and \(S_{D_X}\) and \(S_{D_Y}\) are the standard deviations of \(D_X\) and \(D_Y\), respectively. The residual variance for a number of neighbors \(k\) is defined as (Kouropteva et al., 2002b):

\[
\sigma^2_k(D_X,D_Y) := 1 - \rho^2_{D_X, D_Y}. \tag{77}
\]

The \(k\) value giving the smallest value for the residual variance is the optimal number of neighbors because it maximizes the correlation between the distances in the input and embedding spaces. Hence:

\[
k := \arg \min_k \sigma^2_k(D_X,D_Y). \tag{78}
\]

In order not to run LLE for all \(k \in \{1, 2, \ldots, k_{\max}\}\), which is computationally expensive, we can have a hierarchical approach (Kouropteva et al., 2002b). In this approach, we calculate \(\varepsilon(W)\), in Eq. (1), for every value of \(k \in \{1, 2, \ldots, k_{\max}\}\). For the local minimums of \(\varepsilon(W)\) (whenever \(\varepsilon(W)\) for a \(k\) is smaller than that for \(k = 1\) and \(k + 1\)), we calculate Eq. (78) and find the best \(k\) among the \(k\)’s corresponding to local minimums.

7.2. Parameter Selection Using Procrustes Statistics

Another method for parameter selection of \(k\) in LLE is (Goldberg & Ritov, 2009) which uses Procrustes statistics (Sibson, 1978). The Procrustes statistics between
\[ X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n} \] and their embeddings \( Y = [y_1, \ldots, y_n] \in \mathbb{R}^{n \times p} \) is (Sibson, 1978; Goldberg & Ritov, 2009):

\[
P(X, Y) := \frac{1}{n} \sum_{i=1}^{n} \left\| x_i - y_i A^T - b \right\|_2^2
= \left\| H_n(X^T - Y A^T) \right\|_F^2,
\]

(79)

with the orthogonal rotation matrix, i.e. \( A^T A = I \), and the translation matrix \( b = \bar{x} - \bar{y} A^T \) where \( \bar{x} \) and \( \bar{y} \) are the means of samples \( X \) and \( Y \), respectively. The matrix \( \mathbb{R}^{n \times n} \ni H_n = I_n - (1/n)11^T \) is the centering matrix. According to the Procrustes statistics (Sibson, 1978), the rotation matrix can be computed by \( \mathbb{R}^{d \times p} \ni A = UV^T \) where \( U \Sigma V^T \) is the singular value decomposition of \( X H_n Y \in \mathbb{R}^{d \times p} \).

Let \( X_i \in \mathbb{R}^{d \times k} \) and \( Y_i \in \mathbb{R}^{k \times p} \) be the \( k \) neighbors of \( x_i \) in the input and embedding spaces, respectively. For every \( k \), we apply LLE and get some embedding \( Y \) for \( X \), as well as some neighborhood graph. A normalized Procrustes statistics for a number of neighbors \( k \) is (Goldberg & Ritov, 2009):

\[
R_k(X, Y) := \frac{1}{n} \sum_{i=1}^{n} \frac{P(X_i, Y_i)}{\left\| H_k X_i \right\|_F^2},
\]

(80)

The best \( k \in \{1, \ldots, k_{\max}\} \) reduces Procrustes statistics the most:

\[
k := \arg \min_k R_k(X, Y).
\]

Again, a hierarchical approach, introduced in Section 7.1, can be used to determine the best value \( k \) using Eq. (81).

### 7.3. Parameter Selection Using Preservation Neighborhood Error

Consider the data points \( \{x_i \in \mathbb{R}^d\}_{i=1}^{n} \) and their embeddings \( \{y_i \in \mathbb{R}^p\}_{i=1}^{n} \). For a point \( x_i \), let its \( k \) neighbors in the input space be denoted by \( \{\eta_i \in \mathbb{R}^d\}_{i=1}^{k} \). The embeddings of \( \{\eta_i\}_{i=1}^{k} \) are denoted by \( \{\phi_i \in \mathbb{R}^p\}_{i=1}^{k} \). Now, let the \( k \) neighbors of \( y_i \) in the embedding space be denoted by \( \{\beta_i \in \mathbb{R}^p\}_{i=1}^{k} \). The points which are among the \( k \) neighbors of \( y_i \) but not among the \( k \) neighbors of \( x_i \) are denoted by \( \{\gamma_i \in \mathbb{R}^p\}_{i=1}^{k'} \) in the embedding space, where the number of these points is denoted by \( k' \). In other words, we have \( \{\gamma_i\}_{i=1}^{k'} = \{\beta_i\}_{i=1}^{k} - \{\phi_i\}_{i=1}^{k} \). The corresponding points in \( \{\gamma_i \in \mathbb{R}^p\}_{i=1}^{k'} \) in the input space are denoted by \( \{\theta_i \in \mathbb{R}^d\}_{i=1}^{k'} \). For an illustration of these definitions, the reader can refer to (Álvarez-Meza et al., 2011, Fig. 1).

The Preservation Neighborhood Error (PNE), for a number of neighbors \( k \), is defined as (Álvarez-Meza et al., 2011):

\[
PNE_k(X, Y) := \frac{1}{2n} \sum_{i=1}^{n} \left( \sum_{j=1}^{k} \frac{||x_i - \eta_j||^2 - ||y_i - \phi_j||^2}{k} + \sum_{j=1}^{k'} \frac{||x_i - \theta_j||^2 - ||y_i - \gamma_j||^2}{k'_i} \right).
\]

(82)

The first term in summation tries to preserve the local structure of points in the embedding space as in the input space. The second term tries to keep the points away in the embedding space if they are far from each other in the input space; in other words, the second term avoids false folding of manifold. The best \( k \in \{1, \ldots, k_{\max}\} \) reduces PNE the most:

\[
k := \arg \min_k PNE_k(X, Y).
\]

Again, a hierarchical approach, introduced in Section 7.1, can be used to determine the best value \( k \) using Eq. (83).

### 7.4. Parameter Selection Using Local Neighborhood Selection

There is another algorithm for selecting the best number of neighbors, named Local Neighborhood Selection (LNS) (Álvarez-Meza et al., 2011). This algorithm finds the best number of neighbors per each point \( x_i \); therefore, it allows us to have different number of neighbors for different points. In this algorithm, we first calculate the Euclidean and geodesic distance matrices, denoted by \( D \in \mathbb{R}^{n \times n} \) and \( D^{(g)} \in \mathbb{R}^{n \times n} \), respectively. Initialize \( k_{\min} = 1 \). We find the \( k_{\min}\)-NN graph using \( D \). We check if the \( k_{\min}\)-NN graph is connected, using a Breadth First Search (BFS) (Cormen et al., 2009). If it is not connected, we increment \( k_{\min} \) by one. We do this until the graph gets connected. We set \( k_{\max} := n^2/(k_{\min} \times |E|) \) where \( |E| \) is the number of edges in the \( k_{\min}\)-NN graph. We define \( k := \{k(1), \ldots, k(k_{\max} - k_{\min})\} := \{k_{\min} + 1, \ldots, k_{\max}\} \in \mathbb{R}^{k_{\max} - k_{\min}} \). Let \( \eta_i^{D,k} \) and \( \eta_i^{D^{(g)},k} \) be the set of \( k\)-NN of \( x_i \) using the distance matrices \( D \) and \( D^{(g)} \), respectively, where \( k \in \{k_{\min} + 1, \ldots, k_{\max}\} \). If \( \cdot \) denotes the cardinality and complement of set, respectively, the \( (i,j) \)-th element of the linearity conservation matrix \( V \in \mathbb{R}^{n \times (k_{\max} - k_{\min})} \) is:

\[
V(i,j) := \frac{|(\eta_i^{D^{(g)},k(j)} \cap \eta_i^{D^{(g)},k(j)})|}{k(j)}.
\]

(84)

The smaller this quantity, the closer the geodesic and Euclidean distances behave so the more local structure is preserved. For every row of the linearity conservation matrix (i.e., for every point \( x_i \)), the best number of neighbors is
determined as:

\[ k(x_i) := \arg \min_{k(j)} V(i, j). \]  

(85)

In case of ties, we get the largest value of \( k(j) \) for better capture of neighborhood structure.

8. Supervised and Semi-Supervised LLE

In supervised and semi-supervised LLE, the class labels are used fully or partially, respectively. There are different versions of these methods which are explained in the following. We do not explain SLLEP (Li & Zhang, 2011), as a supervised LLE method, here because it was introduced in Section 8.3. Moreover, we do not cover supervised LLE by adjusting weights (He et al., 2019) and Discriminant LLE (De Ridder et al., 2003; Kouropteva et al., 2003), which can be useful for both embedding and classification. We can have Supervised LLE (SLLE) (Kouropteva et al., 2002a; De Ridder et al., 2003; Kouropteva et al., 2003), that finds a linear projection in the context of algorithm is the same as in LLE. SLLE is reduced to LLE which is unsupervised. When \( \alpha = 1 \), SLLE is fully supervised; this case is also named 1-SLLE (Kouropteva et al., 2002a). When \( \alpha \in (0, 1) \), we have partially supervised SLLE, also called \( \alpha \)-SLLE (De Ridder & Duin, 2002). Note that Eq. (86) does not change the distances between points belonging to the same class. After modifying the distance matrix, SLLE finds \( k \)NN graph using the modified distances and the rest of the algorithm is the same as in LLE.

8.2. Enhanced Supervised LLE

Enhanced Supervised LLE (ESLLE) (Zhang, 2009), not only artificially increases the inter-class variances, but also artificially reduces the intra-class variances. Note that the idea of increasing and decreasing the inter-class and intra-class variances, respectively, is common in supervised embedding, such as Fisher discriminant analysis (Ghojogh et al., 2019c). ESLLE modifies the distances to:

\[ D' := \begin{cases} \sqrt{1-e^{-\Delta(i,j)}} & \text{if } c_i = c_j, \\ e^{\Delta(i,j)/2} - \alpha & \text{Otherwise}, \end{cases} \]  

(89)

where \( \alpha \in [0, 1] \) and:

\[ \beta := \frac{\text{average}_{i,j} (\|x_i - x_j\|_2)}. \]  

(90)

In ESLLE, the distance of points from different classes grows exponentially while the distances of points in the same class have a horizontal asymptote of one (see Zhang, 2009, Fig. 1)). Using the modified distances, \( k \)NN graph is found and the rest is as in LLE.

8.3. Supervised LLE Projection

We can approximate the mapping \( X \mapsto Y \) using a linear projection. Supervised LLE Projection (SLLEP) (Li & Zhang, 2011) finds a linear projection in the context of SLLE (De Ridder et al., 2003). First, SLLEP finds the embedding of training data, \( Y \), using SLLE, introduced in Section 8.1. It then tries to approximate this embedding by a linear projection \( Y = U^\top X \) where \( U = [u_1, \ldots, u_p] \in \mathbb{R}^{d \times p} \) is the projection matrix. Let the embedding of point \( x_t \) be \( \mathbb{R}^p \ni y_t := [y_t(1), \ldots, y_t(p)]^\top \). Also, let \( \mathbb{R}^n \ni y^j := [y_j(1), \ldots, y_j(n)]^\top \). This approximation can be done using least squares optimization:

\[ u_j = \arg \min_u \sum_{i=1}^n (u^\top x_i - y_i(j))^2, \quad \forall j \in \{1, \ldots, p\}, \]  

(91)

whose solution is similar to the solution of linear regression (Hastie et al., 2009):

\[ u_j = (XX^\top)^{-1}Xy^j. \]  

(92)

In case \( XX^\top \) is singular, we can use the regularized least squares optimization with the regularization parameter \( \beta \). In this case, the solution is similar to the ridge regression (Hastie et al., 2009):

\[ u_j = (XX^\top + \beta I)^{-1}Xy^j. \]  

(93)

SLLEP can be used for approximation of out-of-sample embedding for new data \( X^{(t)} \) by \( Y^{(t)} = U^\top X^{(t)} \). It is also noteworthy that the approximation used in SLLEP can be used for approximating the unsupervised LLE with a linear projection, too.
8.4. Probabilistic Supervised LLE

Probability-based Supervised LLE (PLLE) (Zhao & Zhang, 2009) is another supervised method for LLE which can also handle out-of-sample data. For every training point \( x_i \), the probability of belonging to class \( c_i \) should be one; hence, its one-hot encoding is:

\[
\mathbb{R}^c \ni p(x_i) := 1_{c_i} = [0, \ldots, 0, 1, 0, \ldots, 0]^\top, \tag{94}
\]

whose \( c_i \)-th element is one. However, for the out-of-sample data, the probability is found using logistic regression (Kleinbaum et al., 2002). PLLE, first, applies unsupervised LLE on both training and out-of-sample data (see Sections 2 and 4). Then, for the embedding of out-of-sample points, denoted by \( \{y_i^{(t)}\}_{i=1}^n \), it learns logistic functions of all \( c \) classes:

\[
\pi(y_i^{(t)}; a_{\ell}, b_{\ell}) := \frac{e^{a_{\ell} + b_{\ell}^\top y_i^{(t)}}}{1 + e^{a_{\ell} + b_{\ell}^\top y_i^{(t)}}}, \quad \forall \ell \in \{1, \ldots, c\}, \tag{95}
\]

where the parameters \( a_{\ell} \) and \( b_{\ell} \) are found by logistic regression. Hence, we have \( \{\pi(y_i^{(t)}; a_{\ell}, b_{\ell})\}_{\ell=1}^c \). The probability of \( x_i \) belonging to every \( \ell \)-th class is:

\[
\mathbb{R} \ni p\ell(x_i^{(t)}) := \frac{\pi(y_i^{(t)}; a_{\ell}, b_{\ell})}{\sum_{\ell'=1}^c \pi(y_i^{(t)}; a_{\ell'}, b_{\ell'})}. \tag{96}
\]

Therefore, the probability vector for \( x_i^{(t)} \) is \( \mathbb{R}^c \ni p(x_i^{(t)}) := [p\ell(x_i^{(t)}), \ldots, p\ell(x_i^{(t)})]^\top \). PLLE uses Eq. (86) for modification of distances but, as it can handle out-of-sample data, we put together all training and out-of-sample points in this stage; thus, we have have \( D, D', \Delta \in \mathbb{R}^{(n+n_t) \times (n+n_t)} \) and define \( \Delta(i, j) \) as \( (\forall i, j \in \{1, \ldots, n+n_t\}) \):

\[
\Delta(i, j) := \begin{cases} 
1 & \text{if } c_i = c_j, \\
\frac{1}{p(x_i)^\top p(x_j)} & \text{Otherwise.} 
\end{cases} \tag{97}
\]

Again, using the modified distances, kNN graph is found and the rest is as in LLE.

8.5. Semi-Supervised LLE

When some of data have labels and some don’t, we can use semi-supervised LLE (Zhang & Chau, 2009). Similar to Eq. (89), this method modifies the distances as:

\[
D' := \begin{cases} 
\sqrt{1 - e^{-D^{2}/\beta}} - \alpha & \text{if } c_i = c_j, \\
\sqrt{1 - e^{-D^{2}/\beta}} & \text{if } x_i \text{ or } x_j \text{ is unlabeled,} \\
\sqrt{e^{D^{2}/\beta}} & \text{Otherwise,}
\end{cases} \tag{98}
\]

where:

\[
D''(i, j) := \frac{D(i, j)}{\sqrt{m_i \times m_j}}, \tag{99}
\]

and \( \mathbb{R} \ni m_i := \text{average}_\ell(\|x_i - x_\ell\|_2); \forall \ell \in \{1, \ldots, n\} \).

8.6. Supervised Guided LLE

There is a supervised LLE method, named Guided LLE (GLLE) (Alipanahi & Ghodsi, 2011), which makes use of Hilbert-Schmidt Independence Criterion (HSIC) (Gretton et al., 2005) for utilizing the labels in embedding. In the following, we explain this method.

8.6.1. SEEING LLE AS KERNEL PCA

As was mentioned in Section 4.2, LLE can be seen as a special case of kernel LLE where the inverse or negative sign of \( M \) can be interpreted as its kernel. The kernel of LLE in kernel PCA can be either Eq. (41) (Schölkopf et al., 2002; Bengio et al., 2003a) or (Ham et al., 2004):

\[
\mathbb{R}^{n \times n} \ni K := M^\dagger, \tag{100}
\]

which is the pseudo-inverse of the matrix \( M \).

8.6.2. HILBERT-SCHMIDT INDEPENDENCE CRITERION

Suppose we want to measure the dependence of the random variables. Measuring the correlation between them is easier because correlation is just “linear” dependence. According to (Hein & Bousquet, 2004), two random variables are independent if and only if any bounded continuous functions of them are uncorrelated. Therefore, if we map the two random variables \( x \) and \( y \) to two different (“separable”) Reproducing Kernel Hilbert Spaces (RKHSs) and have \( \phi(x) \) and \( \phi(y) \), we can measure the correlation of \( \phi(x) \) and \( \phi(y) \) in the Hilbert space to have an estimation of dependence of \( x \) and \( y \) in the original space. The correlation of \( \phi(x) \) and \( \phi(y) \) can be computed by the Hilbert-Schmidt norm of the cross-covariance of them (Gretton et al., 2005). Note that the squared Hilbert-Schmidt norm of a matrix \( A \) is (Bell, 2016):

\[
||A||_{HS}^2 := \text{tr}(A^\top A),
\]

and the cross-covariance matrix of two vectors \( x \) and \( y \) is (Gretton et al., 2005):

\[
\text{Cov}(x, y) := \mathbb{E}\left[(x - \mathbb{E}(x))(y - \mathbb{E}(y))\right].
\]

Using the explained intuition, an empirical estimation of the HSIC is introduced (Gretton et al., 2005):

\[
\text{HSIC} := \frac{1}{(n-1)^2} \text{tr}(K_x H K_y H), \tag{101}
\]

where \( K_x \) and \( K_y \) are the kernels over \( x \) and \( y \), respectively, and \( H \) is the centering matrix. The term \( 1/(n-1)^2 \) is used for normalization.

The HSIC (Eq. (101)) measures the dependence of two random variable vectors \( x \) and \( y \). Note that HSIC = 0 and HSIC > 0 mean that \( x \) and \( y \) are independent and dependent, respectively. The greater the HSIC, the more dependence they have.
8.6.3. INTERPRETING LLE USING HSIC
Suppose we consider the kernel $K_x$ in HSIC to be Eq. (100) and its other kernel to be a linear kernel, i.e., $K_y := YY^\top$ (note that the embedded points are stacked in $Y$ row-wise). We want to maximize the HSIC to have large dependence between the data $X$ and their embedding $Y$. This maximization can be modeled by a constrained optimization problem:

$$\begin{align*}
\max_{\mathbf{Y}} \quad & \text{tr}(\mathbf{Y}^\top \mathbf{H} \mathbf{M}^\dagger \mathbf{H} \mathbf{Y}) \\
\text{subject to} \quad & \frac{1}{n} \mathbf{Y}^\top \mathbf{Y} = \mathbf{I},
\end{align*}$$

where $(\alpha)$ is because the matrix $M$ is already double-centered (Alipanahi & Ghodsi, 2011). This maximization problem can be converted to a minimization problem as:

$$\begin{align*}
\min_{\mathbf{Y}} \quad & \text{tr}(\mathbf{Y}^\top \mathbf{M} \mathbf{Y}), \\
\text{subject to} \quad & \frac{1}{n} \mathbf{Y}^\top \mathbf{Y} = \mathbf{I},
\end{align*}$$

which is equivalent to Eq. (14), ignoring the second constraint in Eq. (14) which is already satisfied. This shows that the optimization of embedding in LLE can be seeing as maximizing the HSIC (or dependence) between the input and embedding data.

8.6.4. GUIDING LLE USING LABELS
For discrimination of classes, consider maximization of dependence between a linear kernel over embedding and a kernel over class labels (targets), denoted by $K_i$:

$$\begin{align*}
\max_{\mathbf{Y}} \quad & \text{tr}(\mathbf{Y}^\top \mathbf{H} \mathbf{K}_i \mathbf{H} \mathbf{Y}), \\
\text{subject to} \quad & \frac{1}{n} \mathbf{Y}^\top \mathbf{Y} = \mathbf{I},
\end{align*}$$

which can be also converted to a minimization problem using the pseudo-inverse of $K_i$. The kernel over label can be a delta kernel (Barshan et al., 2011; Ghojogh & Crowley, 2019b). After converting Eq. (104) to minimization, we can combine Eqs. (103) and (104) as:

$$\begin{align*}
\min_{\mathbf{Y}} \quad & \text{tr}(\mathbf{Y}^\top ((1 - \alpha) \mathbf{M} + \alpha \mathbf{K}_i) \mathbf{Y}), \\
\text{subject to} \quad & \frac{1}{n} \mathbf{Y}^\top \mathbf{Y} = \mathbf{I},
\end{align*}$$

where $\alpha \in [0, 1]$. The solution to this optimization problem is the smallest $p$ eigenvectors of $(1 - \alpha) \mathbf{M} + \alpha \mathbf{K}_i$ (Ghojogh et al., 2019b) after ignoring the first eigenvector with eigenvalue zero. Note that this optimization guides LLE to have an embedding with more discrimination of classes.

9. Robust Locally Linear Embedding
In presence of outliers and noise, LLE cannot preserve the local structure of manifold well enough because some bias is introduced to reconstruction of points by the outliers (Chang & Yeung, 2006). Therefore, Robust LLE (RLLE) is proposed to handle outliers in LLE. There exist at least two methods for RLLE which we explain in the following.

9.1. Robust LLE Using Least Squares Problem
One approach for RLLE is using least squares problem to handle noise (Chang & Yeung, 2006). This RLLE uses an iterative optimization approach (Jain & Kar, 2017) where it iterates between Principal Component Analysis (PCA) and finding reliability weights. In every iteration, for every point $x_i$, it minimizes the weighted reconstruction error using PCA (Ghojogh & Crowley, 2019b) by a least squares problem:

$$\begin{align*}
\min_{\mathbf{U}_i} \quad & \sum_{j=1}^{k} a_{ij} e_{ij} := \sum_{j=1}^{k} a_{ij} \| x_{ij} - b_i - U_i y_{ij} \|^2_2, \\
\text{subject to} \quad & \frac{1}{n} \mathbf{Y}^\top \mathbf{Y} = \mathbf{I},
\end{align*}$$

where $b_i \in \mathbb{R}^d$ and $U_i \in \mathbb{R}^{d \times p}$ are the bias and PCA projection matrix, respectively, $y_{ij} \in \mathbb{R}^p$ is the embedding of $x_{ij}$, and $\{a_{ij}\}_{j=1}^{k}$ are the reliability weights. The solution to this optimization is (Chang & Yeung, 2006):

$$b_i := \frac{\sum_{j=1}^{k} a_{ij} x_{ij}}{\sum_{j=1}^{k} a_{ij}},$$

and the columns of $U_i$ are the top $p$ eigenvectors of the covariance matrix over the neighbors:

$$S_i := \frac{1}{k} \sum_{j=1}^{k} a_{ij} (x_{ij} - b_i)(x_{ij} - b_i)^\top.$$

Then, the weights $\{a_{ij}\}_{j=1}^{k}$ are obtained inspired by the Huber function as (Chang & Yeung, 2006):

$$a_{ij} := \begin{cases} 
1 & \text{if } e_{ij} \leq c_i, \\
\frac{c_i}{e_{ij}} & \text{if } e_{ij} > c_i,
\end{cases}$$

where $e_{ij}$ is defined in Eq. (106) and $c_i$ is the mean error residual, i.e., $c_i := (1/k) \sum_{j=1}^{k} e_{ij}$. Using an iterative approach, or Iteratively Reweighted Least Squares (IRLS) (Holland & Welsch, 1977), $b_i$, $U_i$, and $\{a_{ij}\}_{j=1}^{k}$ are fine tuned for the $k$ neighbors of every point $x_i$, by Eqs. (107), (108), and (109). In this way, the reliability weights $\{a_{ij}\}_{j=1}^{k}$ are calculated for every point. Let the mean reliability weights over the neighbors of a point determines the reliability weight of that point. We calculate it as $s_i := (1/k) \sum_{j=1}^{k} a_{ij}$. Then, RLLE weights the objective of Eq. (9) as (Chang & Yeung, 2006):

$$\min_{\mathbf{Y}} \sum_{i=1}^{n} s_i \| y_i - \sum_{j=1}^{n} w_{ij} y_j \|^2_2,$$

with the constraints in Eq. (9). Hence, the embeddings are weighted to be robust to outliers.
9.2. Robust LLE Using Penalty Functions

Another method for RLLE uses penalty function for regularized optimization (Winlaw et al., 2011). In presence of noise or outliers, some weights of reconstruction of a point by its neighbors explode because the distance of outliers from other points is usually large. The paper (Winlaw et al., 2011) proposes two different penalty functions for RLLE, explained in the following.

9.2.1. RLLE with $\ell_2$ Norm Penalty

The penalty function can be $\ell_2$ norm. In RLLE, Eq. (4) is regularized, with the regularization parameter $\gamma$, as (Winlaw et al., 2011):

$$\min_{(\tilde{w}_i)_{i=1}^n} \sum_{i=1}^n \tilde{w}_i^\top G_i \tilde{w}_i + \gamma \|\tilde{w}_i\|_2^2,$$

subject to $1^\top \tilde{w}_i = 1, \ \forall i \in \{1, \ldots, n\}$. \hspace{1cm} (111)

The Lagrangian for this optimization is (Boyd et al., 2004):

$$\mathcal{L} = \sum_{i=1}^n \tilde{w}_i^\top G_i \tilde{w}_i + \gamma \|\tilde{w}_i\|_2^2 - \sum_{i=1}^n \lambda_i (1^\top \tilde{w}_i - 1).$$

Setting the derivative of Lagrangian to zero gives:

$$\mathbb{R}^k \ni \frac{\partial \mathcal{L}}{\partial \tilde{w}_i} = 2G_i \tilde{w}_i + 2\gamma \tilde{w}_i - \lambda_i 1^\top \overset{\text{set}}{=} 0,$$

$$\implies \tilde{w}_i = \frac{\lambda_i}{2} (G_i + \gamma I)^{-1} 1. \hspace{1cm} (112)$$

$$\mathbb{R} \ni \frac{\partial \mathcal{L}}{\partial \lambda_i} = 1^\top \tilde{w}_i - 1 \overset{\text{set}}{=} 0 \implies 1^\top \tilde{w}_i = 1. \hspace{1cm} (113)$$

Using Eqs. (112) and (113), we have:

$$\frac{\lambda_i}{2} 1^\top (G_i + \gamma I)^{-1} 1 = 1 \implies \lambda_i = \frac{2}{1^\top (G_i + \gamma I)^{-1} 1}. \hspace{1cm} (114)$$

Hence:

$$\tilde{w}_i = \frac{\lambda_i}{2} (G_i + \gamma I)^{-1} 1 = \frac{(G_i + \gamma I)^{-1} 1}{1^\top (G_i + \gamma I)^{-1} 1}. \hspace{1cm} (115)$$

Note that in addition to better handling of noise, this regularization solves the problem of possible singularity of the matrix $G_i$ by strengthening its main diagonal.

9.2.2. RLLE with Elastic-net Penalty

Another way of regularization for RLLE is using the elastic-net penalty function (Zou & Hastie, 2005) to also incorporate sparsity in the solution. This RLLE regularizes Eq. (4) as (Winlaw et al., 2011):

$$\min_{(\tilde{w}_i)_{i=1}^n} \sum_{i=1}^n \tilde{w}_i^\top G_i \tilde{w}_i + (\alpha \|\tilde{w}_i\|_2^2 + (1 - \alpha)\|\tilde{w}_i\|_1),$$

subject to $1^\top \tilde{w}_i = 1, \ \forall i \in \{1, \ldots, n\}, \hspace{1cm} (115)$

where $\alpha \in [0, 1]$. Note that $(\alpha \|\tilde{w}_i\|_2^2 + (1 - \alpha)\|\tilde{w}_i\|_1)$ is the elastic-net function (Zou & Hastie, 2005). As $\ell_1$ norm, i.e. $\|\tilde{w}_i\|_1 = \sum_{j=1}^k |\tilde{w}_{ij}|$, is not differentiable, we use $\tilde{w}_{ij} := \tilde{w}_{ij,+} - \tilde{w}_{ij,-}$ where:

$$\left\{ \begin{array}{ll}
\tilde{w}_{ij,+} := |\tilde{w}_{ij}|, & \text{if } \tilde{w}_{ij} \geq 0, \\
\tilde{w}_{ij,-} := -|\tilde{w}_{ij}|, & \text{if } \tilde{w}_{ij} \leq 0.
\end{array} \right. \hspace{1cm} (116)$$

Hence $|\tilde{w}_{ij}| := \tilde{w}_{ij,+} + \tilde{w}_{ij,-}$. We define $\mathbb{R}^k \ni \tilde{w}_{i,+} := [\tilde{w}_{i1}, \ldots, \tilde{w}_{ik,+}]^\top$ and $\mathbb{R}^k \ni \tilde{w}_{i,-} := [\tilde{w}_{i1}, \ldots, \tilde{w}_{ik,-}]^\top$ and $\mathbb{R}^{d \times 2k} \ni X^+_i := [X_i - X_i]$, and $\mathbb{R}^{2k \times 2k} \ni G^+_i := (X_i 1_{2k \times 1} - X_i^\top 1_{2k \times 1}).$ Eq. (115) can be re-stated as:

$$\min_{(\tilde{w}_i)_{i=1}^n} \sum_{i=1}^n \tilde{w}_i^\top^*, G_i \tilde{w}_i + \gamma (1 - \alpha) 1_{2k \times 1}^\top \tilde{w}_i^*,$$

subject to $1_{k \times 1}^\top \tilde{w}_i^* - 1_{k \times 1}^\top \tilde{w}_i^* = 1, \ \tilde{w}_i^* \geq 0, \ \forall i \in \{1, \ldots, n\}. \hspace{1cm} (117)$$

This optimization problem can be solved by sequential quadratic programming (Boggs & Tolle, 1995).

10. Fusion of LLE with Other Manifold Learning Methods

10.1. LLE with Geodesic Distances: Fusion of LLE with Isomap

ISOLLE (Varini et al., 2005) fuses LLE and Isomap (Tenenbaum et al., 2000; Ghoshal et al., 2020). Although LLE is a nonlinear manifold learning method, its $k$NN construction is linear because of usage of Euclidean distance. ISOLLE uses geodesic distance, which is also used in Isomap, in the LLE method.

The geodesic distance is the length of shortest path between two points on the possibly curvy manifold. It is ideal to use the geodesic distance; however, calculation of the geodesic distance is very difficult because it requires traversing from a point to another point on the manifold. This calculation requires differential geometry and Riemannian manifold calculations (Aubin, 2001). Therefore, ISOLLE approximates the geodesic distance by piecewise Euclidean distances. It finds the k-Nearest Neighbors (kNN) graph of dataset. Then, the shortest path between two points, through their neighbors, is found using a shortest-path algorithm such as the Dijkstra algorithm or the Floyd-Warshal algorithm (Cormen et al., 2009). A sklearn function in python for this is “graph_shortest_path” from the package “sklearn.utils.graph_shortest_path”. The approximated geodesic distance can be formulated as (Bengio et al., 2004b):

$$D^{(g)}_{ij} := \min_r \sum_{l=2}^r \|r^l - r_{l+1}\|_2, \hspace{1cm} (118)$$
where \( l \geq 2 \) is the length of sequence of points \( r_i \in \{x_i\}_{i=1}^n \), and \( D_{ij}^{(g)} \) denotes the \((i, j)\)-th element of the geodesic distance matrix \( D^{(g)} \in \mathbb{R}^{n \times n} \). For more information on geodesic distance, refer to (Ghojogh et al., 2020).

ISOLLE makes use of geodesic distance matrix \( D \), rather than the Euclidean distance matrix \( D \), for construction of the \( k \)NN graph. The rest of ISOLLE is the same as in LLE.

10.2. Fusion of LLE with PCA

LLE is fused with Principal Component Analysis (PCA) (Ghojogh & Crowley, 2019b) in the LLE-guided PCA (LLE-PCA) (Jiang et al., 2018). We denote centered data by \( \mathbb{R}^{d \times n} \ni \hat{X} := XH \) where \( H := I - (1/n)1^T 1 \) is the centering matrix. PCA subspace can be found by Singular Value Decomposition (SVD) on the reconstructed data \( \hat{X} \), i.e., \( \hat{X} = U \Sigma V \). According to orthogonality of matrices in SVD, we have: \( U^T U = I \) and \( V V^T = I \). Minimization of reconstruction error is (Ghojogh & Crowley, 2019b):

\[
\begin{align*}
\text{minimize} & \quad ||\bar{X} - \hat{X}||_F^2 = ||\bar{X} - UU^T \hat{X}||_F^2, \\
\text{subject to} & \quad U^T U = I, \\
& \quad V V^T = I. 
\end{align*}
\]

(119)

We absorb \( U \) and \( \Sigma \) to have \( \bar{X} = U \Sigma V = RV \) where \( R = U \Sigma \). The embedded data or the projected data into the \( p \)-dimensional embedding space is \( \mathbb{R}^{p \times n} \ni Y^T := U^T \bar{X} \) where \( U \in \mathbb{R}^{d \times p} \) is the projection matrix. Therefore, the reconstructed data are \( \bar{X} = UU^T \bar{X} = UY^T \). In summary, up to scale of singular values, we can consider the equality of \( RV \) and \( UY^T \). Hence, up to scale, we have \( Y = V \) and \( ||\bar{X} - U \Sigma V||_F^2 = ||\bar{X} - RV||_F^2 \).

Note that according to the first constraint in Eq. (14), we have \( VV^T = Y^TY = I \) up to scale so the second constraint in Eq. (119) is automatically satisfied. To sum up, Eq. (119) is restated to:

\[
\begin{align*}
\text{minimize} & \quad ||\bar{X} - RV||_F^2. 
\end{align*}
\]

(120)

The Lagrangian of this optimization is (Boyd et al., 2004):

\[
\mathcal{L} = \frac{\partial}{\partial R} ||\bar{X} - RV||_F^2 = 2(\bar{X} - RV)^TY \equiv 0
\]

\( \Rightarrow \bar{X} - RV^T = 0 \Rightarrow R = \bar{X}(Y^T)^{-1}(a) \bar{X}Y. 
\]

(121)

where \( (a) \) is because \( Y \) is an orthogonal matrix as we had \( Y^TY = I \). LLE-PCA (Jiang et al., 2018) centers data first. Then, it applies LLE to data for finding the embedding \( Y \in \mathbb{R}^{p \times n} \). Then, it projects data onto the PCA subspace:

\[
\mathbb{R}^{d \times n} \ni Y_{\text{LLE-PCA}} := RY^T \overset{(121)}{=} \bar{X}YY^T. 
\]

(122)

10.3. Fusion of LLE with FDA (or LDA)

Unified LLE and Linear Discriminant Analysis Algorithm (ULLE-LDA) (Zhang et al., 2004) fuses LLE and FDA (Ghojogh et al., 2019c) (or LDA (Ghojogh & Crowley, 2019a)). First, it applies LLE on the high dimensional data to find the embeddings \( \{ y_i \in \mathbb{R}^p \}_{i=1}^n \) and the weights \( \{ w_{ij} \}_{i,j=1}^n \). These embeddings are projected onto the FDA subspace (see (Ghojogh et al., 2019c)) to have new embeddings \( \{ z_i \in \mathbb{R}^p \}_{i=1}^n \). The final embedding of \( x_i \) is obtained as:

\[
\mathbb{R}^p \ni y_{i,\text{ULLE-LDA}} := \sum_{j=1}^n w_{ij} z_j. 
\]

(123)

10.4. Fusion of LLE with FDA and Graph Embedding: Discriminant LLE

Discriminant LLE (DLL) (Li et al., 2008) is a supervised LLE method. Its overall idea is (I) to use the \( k \)NN of every point only from the points in the same class as the point and (II) to maximize and minimize the inter- and intra-class variances of data.

DLE uses \( k \)NN obtained from the neighbors of points from their classes and uses this \( k \)NN graph in optimization (1). Then, the weight matrix \( \tilde{W} = [w_{ij}] \in \mathbb{R}^{n \times n} \) is obtained by Eq. (10). A similarity matrix \( S \in \mathbb{R}^{n \times n} \) is defined using the obtained weight matrix:

\[
S(i, j) := \begin{cases} 
(W + W^T - W^TW)(i, j) & \text{if } i = j, \\
0 & \text{Otherwise,}
\end{cases} 
\]

(124)

inspired by graph embedding (Yan et al., 2005). It also employs a \( k \)NN graph by considering the neighbors of a point from the different classes than the class of point. It defines a dissimilarity (or between-class) matrix \( B \in \mathbb{R}^{n \times n} \) by:

\[
B(i, j) := \begin{cases} 
1/k & \text{if } c_i \neq c_j, \\
0 & \text{Otherwise.}
\end{cases} 
\]

(125)

Let the Laplacian matrices of \( S \) and \( B \) be denoted by \( L_S \) and \( L_B \), respectively. DLL finds a projection matrix \( U \) for maximizing and minimizing the inter- and intra-class variances:

\[
\max_{U} \frac{\text{tr}(U^T X L_B X^T U)}{\text{tr}(U^T X L_S X^T U)}, 
\]

(126)

which is a Rayleigh-Ritz quotient (Ghojogh & Crowley, 2019b) whose solution is a generalized eigenvalue problem \((XL_BX^T, XL_SX^T)\) (Ghojogh et al., 2019b). This optimization is inspired by Fisher discriminant analysis (Ghojogh et al., 2019c).
10.5. Fusion of LLE with Isotop

The paper (Lee et al., 2003) fuses LLE and Isotop (Lee & Verleysen, 2002). It first applied LLE on data to find p-dimensional embeddings. Then, competitive learning (Ahalt et al., 1990) is used for vector quantization of the embeddings. Some prototypes, as the final embeddings, are initialized. Afterwards, some random points are randomly drawn from Gaussian distributions. The prototypes, close to the random Gaussian points, are updated using a rule found in (Lee et al., 2003). For the sake of brevity, we do not cover all details of this method in this paper.

11. Weighted Locally Linear Embedding

Some works have been done on weighting the distances, reconstruction weights, or the embedding in LLE. In the following, we explain these works briefly.

11.1. Weighted LLE for Deformed Distributed Data

Weighted LLE (Pan et al., 2009) improves LLE especially if the distribution of data is deflated in the sense that it is much different from Gaussian distribution. They make use of a weighted distance defined as (Zhou & Chen, 2006):

\[
\text{dist}(x_i, x_j) := \frac{\|x_i - x_j\|_2}{\alpha_i + b_1 \frac{(x_i - x_j)^\top x_i}{\|x_i - x_j\|_2}} = \frac{\|x_i - x_j\|_2}{(\alpha_i + b_2 \cos \theta)},
\]

(127)

where \(v_{ij} := x_{ij} - x_i\) is calculated using the \(k\)NN by the Euclidean distance and then (Pan et al., 2009):

\[
\tau_i := \frac{g_i}{\|g_i\|_2}, \quad \alpha_i := \frac{l_i}{c_2}, \quad b_i := \frac{\|g_i\|_2}{c_1},
\]

(128)

\[
g_i := \frac{1}{k} \sum_{j=1}^{k} v_{ij}, \quad l_i := \frac{1}{k} \sum_{j=1}^{k} \|v_{ij}\|_2, \quad c_1 := \sqrt{2} \frac{\Gamma((d+1)/2)}{\Gamma(d/2) d}, \quad c_2 := \sqrt{2} \frac{\Gamma((d+1)/2)}{\Gamma(d/2)} \Gamma(d/2),
\]

(129)

where \(\Gamma\) is the Gamma function and \(d\) is the dimensionality of input space. Using Eq. (127) as the distance rather than the Euclidean distance, we find the \(k\)NN graph. In formulation of LLE, this obtained \(k\)NN is used and the rest of algorithm is the same as in LLE.

11.2. Weighted LLE Using Probability of Occurrence

There is a weighted LLE method using probability of occurrence (Mekuz et al., 2005) which is also applied in the field of face recognition. Assume data have a probability distribution; for example, a mixture distribution can be fitted to data using the expectation maximization algorithm (Ghojogh et al., 2019a). Let the probability of occurrence of data point \(x_i\) be \(p_i\). The distance used in this weighted LLE is weighted by the probability of occurrence:

\[
\text{dist}^2(x_i, x_j) := \frac{\|x_i - x_j\|_2^2}{p_i}.
\]

(131)

Note that this weighting increases the distance of a point from its neighbors if its probability is low. This makes sense because an outlier or anomaly should be considered farther from other normal points. This makes LLE more robust to outliers.

Using this weighted distance rather than the Euclidean distance, the \(k\)NN graph is calculated. Moreover, the Gram matrix, Eq. (3), is weighted by the probabilities of occurrence. If \(G_i(a, b)\) denotes the \((a, b)\)-th element of \(G_i\), it is weighted as:

\[
G_i(a, b) := \sqrt{p_i p_j} G_i(a, b).
\]

(132)

The rest of algorithm is the same as in LLE.

11.3. Supervised LLE by Adjusting Weights

There is a supervised LLE method making use of labels to adjust the weights (He et al., 2019). The obtained weights, by Eq. (8), in LLE are weighted using the class labels. If two points are in the same class, the reconstruction weight between them is strengthened because they are similar (in the same class); otherwise, the weight is decreased:

\[
\tilde{w}_{ij} \leftarrow \begin{cases} 
\tilde{w}_{ij} + \delta & \text{if } c_i = c_j, \\
\tilde{w}_{ij} - \delta & \text{Otherwise}.
\end{cases}
\]

(133)

11.4. Modified Locally Linear Embedding

Modified LLE (MLLE) (Zhang & Wang, 2007) modifies or adjusts the reconstruction weights. It defines some new weights as:

\[
\mathbb{R}^k \ni \tilde{w}^{(l)}_i = (1 - \alpha_i) \tilde{w}_i + V_i J_i(:, l),
\]

(134)

for \(l \in \{1, \ldots, s_i\}\), where \(V_i \in \mathbb{R}^{k \times s_i}\) is the matrix containing the \(s_i\) smallest right singular vectors of \(G_i\), \(\alpha_i := (1/\sqrt{s_i}) \|v_i\|_2\), \(v_i := V_i 1_{k \times 1} \in \mathbb{R}^{s_i}\), and \(J_i\) is a Householder matrix (Householder, 1953) satisfying

\[
H_i V_i ^\top 1_{k \times 1} = \alpha_i 1_{s_i \times 1}.
\]

MLLE uses \(\tilde{w}^{(l)}_i\) rather than \(\tilde{w}_i\) in Eq. (10) to have \(w^{(l)}_i\). This method slightly modifies the objective in optimization (9):

\[
\text{minimize} \sum_{i=1}^{n} \sum_{l=1}^{s_i} \left\| y_i - \sum_{j=1}^{n} w^{(l)}_{ij} y_j \right\|_2^2
\]

(135)

with the constraints in Eq. (9). The rest of algorithm is similarly solved as in LLE but with this modified objective function.

11.5. Iterative Locally Linear Embedding

Iterative LLE (Kong et al., 2012) is a LLE-based method which has made several modifications to LLE. First, it restricts the weights to be non-negative. Hence, it changes
Moreover, iterative LLE adjusts and weights the embedding $Y$ by including the diagonal degree matrix $D \in \mathbb{R}^{n \times n}$ to the constraint in Eq. (14):

$$\text{minimize}_{Y} \quad \text{tr}(Y^\top MY),$$

subject to

$$\frac{1}{n} Y^\top DY = I,$$

$$Y^\top 1 = 0,$$

which has some relations with the spectral embedding (Chan et al., 1994) and Laplacian embedding (Belkin & Niyogi, 2003). The iterative LLE (Kong et al., 2012) also iterates between the solutions of Eqs. (136) and (137) to improve the embedding of LLE.

12. Conclusion

In this tutorial and survey paper, we explain LLE and its variants. We explained that the main idea of LLE is piece-wise local fitting of manifold to hopefully unfold the overall manifold. The quality of this unfolding depends on the parameters of LLE which can be tuned by some methods introduced in this paper. The materials which were covered in this paper are LLE, inverse LLE, feature fusion with LLE, kernel LLE, out-of-sample embedding (using linear reconstruction and eigenfunctions), incremental LLE for streaming data, landmark LLE (using the Nystrom approximation and locally linear landmarks), parameter selection of the number of neighbors (using residual variance, Procrustes statistics, preservation neighborhood error, and local neighborhood selection), supervised and semi-supervised LLE (including SLLE, enhanced SLLE, SLLE projection, probabilistic SLLE, semi-supervised LLE), robust LLE, fusion of LLE with other manifold learning methods (including Isomap, PCA, FDA, discriminant LLE, and Isotop), weighted LLE (for deformed distributed data, using probability of occurrence, by adjusting weights, modified LLE, and iterative LLE). Some other LLE methods were not covered in this paper. For example, Locally Linear Image Structure Embedding (LLISE) (Ghojogh et al., 2019d) formulates LLE using the Structural Similarity Index (SSIM) (Wang et al., 2004) for image structure manifold learning. Moreover, note that there is an official MATLAB library for LLE which can be found in (Roweis, 2020).
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