Brain Cortical Mapping by Simultaneous Recording of Functional Near Infrared Spectroscopy and Electroencephalograms from the Whole Brain During Right Median Nerve Stimulation
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Abstract To investigate relationships between hemodynamic responses and neural activities in the somatosensory cortices, hemodynamic responses by near infrared spectroscopy (NIRS) and electroencephalograms (EEGs) were recorded simultaneously while subjects received electrical stimulation in the right median nerve. The statistical significance of the hemodynamic responses was evaluated by a general linear model (GLM) with the boxcar design matrix convoluted with Gaussian function. The resulting NIRS and EEGs data were stereotaxically superimposed on the reconstructed brain of each subject. The NIRS data indicated that changes in oxy-hemoglobin concentration increased at the contralateral primary somatosensory (SI) area; responses then spread to the more posterior and ipsilateral somatosensory areas. The EEG data indicated that positive somatosensory evoked potentials peaking at 22 ms latency (P22) were recorded from the contralateral SI area. Comparison of these two sets of data indicated that the distance between the dipoles of P22 and NIRS channels with maximum hemodynamic responses was less than 10 mm, and that the two topographical maps of hemodynamic responses and current source density of P22 were significantly correlated. Furthermore, when onset of the boxcar function was delayed 5–15 s (onset delay), hemodynamic responses in the bilateral parietal association cortices posterior to the SI were more strongly correlated to electrical stimulation. This suggests that GLM analysis with onset delay could reveal the temporal ordering of neural activation in the hierarchical somatosensory pathway, consistent with the neurophysiological data. The present results suggest that simultaneous NIRS and EEG recording is useful for correlating hemodynamic responses to neural activity.
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Introduction

Various functional neuroimaging techniques have been developed since Roy and Sherrington (1890) reported that blood supply increases in response to neuronal activities. Studies using positron emission tomography (PET) have reported that neuronal activities could be estimated by an increase in cerebral blood volume or flow (Fox and Raichle 1986; Fox et al. 1988). Hemodynamic responses to neuronal activities have been measured using functional magnetic resonance imaging (fMRI) (Ogawa et al. 1993) and near infrared spectroscopy (NIRS) (Jobsis 1977). NIRS
can easily and non-invasively measure changes in oxy-hemoglobin (Oxy-Hb), deoxy-hemoglobin (Deoxy-Hb) and total hemoglobin (Total-Hb) based on local neuronal activities (Chance et al. 1993; Hoshi and Tamura 1993; Kato et al. 1993; Villringer et al. 1993). Each method has advantages and disadvantages. The spatial resolution and depth penetration of NIRS are worse than those of fMRI; furthermore, absolute values of hemodynamic responses cannot be measured by NIRS because the optical path length is unknown (Hoshi 2003). However, the temporal resolution is higher in NIRS than in fMRI. Furthermore, NIRS is sensitive to hemodynamic changes at the capillary level while fMRI or blood-oxygen-level dependent (BOLD) signals are only sensitive at the small venous vessel level (Yamamoto and Kato 2002). This suggests that NIRS measurements are more directly correlated to neuronal activities than fMRI. Recently, several studies reported simultaneous recording using different non-invasive methods to compensate for the methods’ respective disadvantages, such as NIRS with fMRI (Kleinschmidt et al. 1996; Punwani et al. 1998; Toronov et al. 2001, 2003; Mehagnoul-Schipper et al. 2002; Strangman et al. 2002; Chen et al. 2003; Siegel et al. 2003; Seiyama et al. 2004; Huppert et al. 2006; Schroeter et al. 2006), or NIRS with electroencephalograms (EEGs) (Plichta et al. 2006; Koch et al. 2006; Roche-Labarbe et al. 2007).

In the present study, to investigate neuro-hemodynamic relationships using NIRS, we simultaneously recorded neural and hemodynamic responses using NIRS and EEG from the whole brain during electrical stimulation of the median nerve. Current source generators (dipoles) and current source density (CSD) maps of somatosensory evoked potentials (SEPs) were compared with hemodynamic responses measured by NIRS. Previous PET and fMRI studies in humans have assessed cerebral hemodynamic changes following electric nerve stimulation (Backes et al. 2000; Gerrits et al. 1998; Ibanez et al. 1995; Kampe et al. 2000; Puce et al. 1999), and relationships between SEP amplitudes and BOLD responses (Adhurs et al. 2000). Recently, significant relations between local field potentials and hemodynamic responses have been reported in the somatosensory cortex of anesthetized animals (Sheth et al. 2004; Devor et al. 2003). However, no reports have shown the relationships between hemodynamic responses measured by NIRS and neural activities of SEPs in awake human subjects.

Previous EEG and MEG studies reported that neuronal activities moved from the contralateral primary somatosensory (SI) area to the contralateral and ipsilateral parietal association cortices (Hayashi et al. 1995a, b; Kanno et al. 2003). However, although previous extensive NIRS studies reported primary hemodynamic responses, few NIRS studies reported secondary hemodynamic responses. In the present study, we report temporal ordering of hemodynamic responses elicited by median nerve stimulation by means of introducing a new parameter to denote hemodynamic responses (onset delay, see “Materials and methods”).

The above EEG and NIRS data were initially analyzed in each subject using realistic head models. Then, the analyzed data were compared using all of the subjects. This approach, in which the data were initially analyzed in the individual subjects while the stereotaxic coordinates of the individual subjects were preserved, is useful since the results could be directly applied to stereotaxic neurosurgery. Our previous studies reported usefulness of this approach in clinical application (Hayashi et al. 1995a, b; Endo et al. 1997).

Materials and Methods

Subjects and Electrical Stimulation

Eighteen healthy subjects were enrolled (mean age 21.7 years; range 18–25 years; 11 females, 7 males; all right-handed). All subjects were treated in strict compliance with the Declaration of Helsinki and U.S. Code of Federal Regulations for protection of human subjects. The experiments were conducted with the understanding and consent of each subject, and approved by the ethical committee at our university.

The subjects were seated in a shielded chair in a lit quiet 3 × 3 × 5 m³ shielded room with an exhaust fan to ventilate the room air continuously. A head cap for simultaneous NIRS and EEG recording was set on the head of the subject (see next section for details). Their right hand was put on an armrest for electrical median nerve stimulation. Electrical stimulation with 20 µs duration was delivered to the right median nerve at the wrist with an intensity of 90% motor threshold. Stimulus frequency was varied between 2, 5 and 10 Hz. One block of electrical stimulation lasted for 30 s followed by 60 s rest. A total of 12 blocks were presented (Tanosaki et al. 2003).

Head Cap

We have developed a head cap for NIRS and EEG (Fig. 1a) (FLASH-PLUS; Shimadzu Co. Ltd., Japan). The head cap consists of polypropylene plates (4.3 cm long and 1.5 cm wide), 4 of which together form a square (Fig. 1b). This material is sufficiently flexible to be deformed to fit the surface of the head (Fig. 1b). There are circular holes for NIRS probes in the 4 vertexes of the squares, and the distance between the centers of the holes was set to 3 cm. This head cap can snugly fit various head sizes and shapes while the distance between any two NIRS probes is
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constant (3 cm) by a new adjustment mechanism using the Guss–Bonnet theorem (Banados et al. 1994; Cummings 2001). Furthermore, sockets for EEG electrodes made from an acetal resin (Biosemi Co. Ltd., Netherlands) were attached to the center of the polypropylene plates (Fig. 1b). A black swimming cap made from nylon and polyurethane was used to line the inside of the head cap to block unnecessary light.

We simultaneously recorded neural and hemodynamic data from 32 electrodes and 103 fNIRS channels using this head cap. NIRS probes were arranged to cover the whole brain except the occipital lobe since right median nerve stimulation was supposed not to elicit hemodynamic responses in the occipital lobe, while EEG electrodes were arranged to cover the whole brain including the occipital lobe to estimate dipoles of SEPs.

fNIRS Recording

Two NIRS instruments (OMM 3000, Shimadzu, Co. Ltd) were combined to cover the whole brain. The whole system consisted of 30 optical sources and 32 detectors, and consequently resulted in a total of 103 recording channels. The distance between the NIRS sources and detectors was set at 3 cm, and the sources and detectors were positioned crosswise. The midpoints between the sources and detectors were called ‘NIRS channels’; hemodynamic responses under these channels were detected by the NIRS source and detectors. Three different wavelengths (708, 805, 830 nm) with a pulse width of 5 ms were used to detect hemodynamic responses. The mean total irradiation power was less than 1 mW. Changes in the Hb concentration [ΔOxy-Hb, ΔDeoxy-Hb, and ΔTotal-Hb (ΔOxy Hb + ΔDeoxy Hb)] from the control baseline were estimated based on a modified Lambert–Beer law (Seiyama et al. 1988; Wray et al. 1988). Since continuous wave systems cannot measure optical path length (Hoshi 2003), and no specific value for the optical path length was adopted according to the previous literature (e.g., Duncan et al. 1996), the scale unit was molar-concentration multiplied by the unknown path length (mmol × cm). The depth of light penetration from the surface of the brain in adult humans has been reported to range from 0.5 to 2 cm (Fukui et al. 2003).

After recording, 3-D locations of fNIRS probes were measured by a Digitizer (Real NeuroTechnology Co. Ltd., Japan) in reference to the nasion and bilateral external auditory meatus. The location of each NIRS channel was determined by stereotaxic superimposition on the surface of the 3-D MRI reconstructed brain of each subject. For 3-D MRI, thin-slice 3-D sagittal T1-weighted gradient echo MR images were obtained at 1.5 T using a specific protocol tailored for reconstruction. All 15 subjects had the following protocol: (TR/TE/NSA) 25/5/1, flip angle 10, FOV 87.5 cm, matrix 256 × 256, 1.0 mm contiguous slices, obtained in a plane parallel to the brain stem.

EEG Recording

EEGs were recorded using a BioSemi Active Two amplifier system with high-impedance electrodes (BioSemi Co. Ltd., the Netherlands). After setting up the head cap, electrode gel was applied in the holes of the EEG sockets, and EEG electrodes were clicked into the holes. The 32 electrode sockets were set on the head cap so that they were always positioned at the midpoint between NIRS sources and detectors. This means that the locations of the EEG electrodes coincided with the NIRS channels where the hemodynamic responses were recorded. Furthermore, electrodes were placed at the left and right mastoids, the outer canthi of both eyes (HEOG), and the infraorbital and supraorbital regions of the eye (VEOG). Two additional electrodes were used as a reference and ground, respectively. Electrode offset values (corresponding to input impedance) of all the electrodes were controlled to be less than ±5 mV (Metting van Rijin et al. 1990). The EEG data were digitized without filtering at a sampling rate of 2 kHz using a 24-bit A/D converter, and stored on a hard disk. After recording, the positions of all electrodes were measured using the Digitizer (Real Neuro-Technology, Co. Ltd., Japan).
Data Analyses

fNIRS

Three parameters of hemodynamic responses (changes in Oxy-Hb, Deoxy-Hb and Total-Hb) are assessed by NIRS. In the present study, we focused on changes in Oxy-Hb, which has been reported to be sensitive to neuro-hemodynamic relationships in NIRS studies (Hoshi et al. 2001; Strangman et al. 2002; Yamamoto and Kato 2002). These NIRS data were summed and averaged in reference to the onset of each stimulation block. These averaged responses were corrected for baseline activity from −10 to 0 s before electrical stimulation, and the corrected data were stereotaxically superimposed on the 3-D-MRI of each subject. Then, hemodynamic topographical brain images were reconstructed by linear interpolation (see the section below for interpolation of the NIRS data).

A stimulus–response relationship was analyzed at the NIRS channels on the contralateral SI area with maximum responses in each subject. Peak hemodynamic response over the stimulation period for 30 s was measured for each stimulus frequency in each subject. Then, these peak hemodynamic responses were averaged across the subjects for each stimulation frequency (2, 5, 10 Hz). These data were analyzed by one-way analysis of variance (ANOVA). Post hoc tests were performed using the Bonferroni test. Statistical significance was set at \( P < 0.05 \).

Statistical significance of hemodynamic responses was assessed by a general linear model (GLM) (Schroeter et al. 2004); the time course of \( \Delta \text{Oxy-Hb} \) was correlated with the design matrix using a boxcar function (i.e., a function with two possible values: 1 and −1). The model equation, including the observation data, design matrix and the error term, was convoluted with a Gaussian kernel (Schroeter et al. 2004). According to previous fMRI studies (Hess et al. 2000; Longothetis et al. 2001; Pouratian et al. 2002; Yamamoto and Kato 2002; Huettel 2004) and the present results (see “Results”), a 6-s delay was imposed between the onset and peak of the function using a positively accelerated exponential function (Gaussian function) (defined as ‘peak delay’) to account for the response delay between neural and hemodynamic responses (Fig. 1c).

Estimation of Temporal Ordering of Neural Activation by GLM Analysis of Hemodynamic Responses

To account for the response delay in the higher sensory association cortices in the hierarchical sensory pathway, we introduced a delay of the onset of boxcar function (defined as ‘onset delay’) (Fig. 1c); the statistical significance of hemodynamic responses was similarly evaluated by GLM when the whole boxcar function with a 6-s peak delay was further delayed from 5 to 15 s. All statistical significance for GLM analysis was based on an adjusted alpha level of less than 0.001, which corresponded to \( T \) values greater than 3.0.

To statistically analyze the effects of onset delay, the number of NIRS channels with statistically significant hemodynamic responses in the parietal cortex during 10 Hz electrical stimulation was counted separately in the left and right parietal lobe for each onset delay (i.e., 0, 5, 10, 15 s) with a constant peak delay (6 s). The numbers of NIRS channels with significant responses were averaged across the all subjects and analyzed by 2-way ANOVA with two factors (side \( \times \) onset delay). When a significant interaction was found, post hoc tests to compare the numbers between the two hemispheres were performed using a test of simple main effect.

Previous fMRI studies manipulated ‘peak delay’ instead of ‘onset delay’ in the auditory cortex (Kruggel and von Cramon 1999), as well as onset delay (Schacter et al. 1997; Buckner et al. 1996, 1998; Bagshaw et al. 2004; Gotman et al. 2005). To compare the results using onset delay with those using peak delay in GLM analysis, all data were also re-analyzed by the GLM with different peak delays and no onset delay. Peak delay was set at 6, 11, 16, and 21 s so that the total delay time (Fig. 1c) from onset of electrical stimulation to the peak of the Gaussian function was the same as that in the GLM analysis with different onset delays (0, 5, 10 and 15 s) and a constant peak delay (6 s). The resultant \( T \) values in the NIRS channels at the contralateral SI area and bilateral somatosensory association cortex were analyzed by 2-way ANOVA with two factors (side \( \times \) peak delay). All statistical significance was set at \( P < 0.05 \). These statistical analyses were performed with a commercial statistical package (SPSS Ver. 10.0.7J, SPSS Inc.).

Interpolation Method of the NIRS Data

Hemodynamic topographical brain images were reconstructed by linear interpolation of the above NIRS data. First, the polygon mesh models of the scalp and brain surface were generated using the Marching cube method (Lorensen and Cline 1987). The location of the NIRS channel was defined as the center between the transmission and receiving NIRS probes, and was superimposed on the mesh model of the scalp. The mesh points of the NIRS channels on the brain were estimated from the corresponding mesh points on the scalp (Okamoto et al. 2004). The inverse distance weighting (IDW) method (Shepard 1968) was used to interpolate a NIRS value (\( F \)) at a given mesh point (interpolation point) on the brain using known NIRS values at scattered known neighborhood NIRS channel points (number of the neighborhood NIRS channel
points, \(n\)). The value \(F\) is obtained based on a following interpolating function:

\[
F = \frac{\sum_{i=1}^{n} w_i f_i}{\sum_{i=1}^{n} w_i}
\]

where \(w_i\) is a weight function assigned to each neighborhood NIRS channel point, and \(f_i\) is a known NIRS value at a known NIRS channel point. The weight function is obtained from the following equation:

\[
w_i = \frac{1}{d_i^p}
\]

where \(p\) is an arbitrary positive real number called the power parameter (typically, \(p = 2\)) and \(d_i\) is distance between the known NIRS channel point and the interpolation point. The number of the neighborhood NIRS channel points determines how many NIRS channel points with the known NIRS values are included in the IDW. This number can be specified in terms of a radius (typically, 24 mm), where a center of the circle is the given interpolation point. The minimum number of the neighborhood NIRS channel points is set as 2.

**EEG Analysis**

The EEG data were off-line re-referenced to a calculated linked averaged reference (Brain Vision Analyzer, Ver. 1.05). The EEG data were segmented between \(-100\) and 100 ms in reference to the onset of electrical stimulation, and somatosensory potentials (SEPs) were summed and averaged in all channels. Furthermore, all signals were offline filtered (bandpass 1.6–500 Hz). HEOG and VEOG artifacts were corrected using the algorithm of Gratton et al. (1983). Epochs including an EEG exceeding \(\pm 100\) \(\mu\)V were discarded from the data. The mean voltage during 100-ms pre-stimulus period served as a baseline, and the EEG data were corrected for the baseline.

Current source generators (i.e., dipoles) of SEPs were estimated by a dipole tracing (DT) method (Advanced Neuro Technology) (He et al. 1987; Nishijo et al. 1994; Hayashi et al. 1995a, b; Homma et al. 1994; Ikeda et al. 1998; Takakura et al. 2003). Briefly, the DT method can approximate surface potential distributions of human EEGs or evoked potentials to equivalent dipoles by the boundary element method using a realistic 3-layer (scalp–skull–brain, SSB) head model based on 3-D MRI. The boundary element method used in the present study was reported previously in detail by Musha and Okamoto (1999). In this forward calculation, the conductivity ratios for scalp, skull, and brain were set as 1:1/80:1, respectively (Ikeda et al. 1998). The actual potential distributions recorded from the scalp electrodes (Vobs) were compared to the calculated potential distribution (Vcal) for equivalent current dipoles.

Following the simplex method (He et al. 1987), the location, orientation, and amplitude of equivalent dipoles in the 3-D head model were adjusted to obtain the best fit between the recorded potential distribution and potentials calculated from the equivalent dipoles. In this simplex method, we set up six initial points that were uniformly distributed in the brain. Thus, the locations and vector moments of dipoles were changed within the head model until the squared difference between the actual potential distribution (Vobs) and the calculated potential distribution (Vcal) was minimal. The RMS (root-mean-square) quality of fit (dipolarity) was defined by \(\{1 - \frac{\sum(\text{Vobs} - \text{Vcal})^2}{\sum(\text{Vobs})^2}\}^{1/2} \times 100\) (%), where Vobs and Vcal were the observed and calculated potentials at each electrode. Values above 94\% indicate agreement between the estimated dipoles and the observed potential (He et al. 1987; Nishijo et al. 1994; Hayashi et al. 1995a, b; Homma et al. 1994; Ikeda et al. 1998). According to the previous studies (Hayashi et al. 1995a, b; Arezzo et al. 1981), we analyzed the dipoles of human P22 and P45, which dipoles were supposed to be located at the primary sensory hand area and the superior parietal lobe (SPL) (areas 5 and 7), respectively.

Although the CSD results indicated ipsilateral activity in the parietal cortex (see “Results”), only the contralateral dipoles were evaluated and analyzed. In the present study, amplitudes of the SEPs were larger over the contralateral than ipsilateral hemispheres. When these data were applied to DT analysis in 2-dipole estimation, dipoles in the contralateral hemisphere were localized in a restricted true region while those in the ipsilateral hemisphere were scattered more widely. This difference in dipole distribution was ascribed to a low signal-to noise (S/N) ratio due to small amplitudes of the SEPs in the ipsilateral hemisphere. We confirmed this phenomenon in a computer simulation study (Shibata et al. 2002). Based on these results, we applied the SEP data to DT analysis, but analyzed dipoles only in the contralateral hemisphere.

**Correlation Between fNIRS and EEG Data**

First, locations of the dipoles of P22 were compared with the locations (defined as ‘NIRS point’) where maximum hemodynamic responses (\(\Delta\text{Oxy-Hb}\)) were observed. The hemodynamic responses measured by the NIRS channels were supposed to come from the brain areas located more than 1.5 cm from the surface of the brain since light waves for NIRS penetrate about 2–3 cm from the surface of the head (McCormick et al. 1992; Hock et al. 1997). In the present study, the 3-D distances between dipoles of P22 and the ‘NIRS point’ were calculated using the data for 10 Hz electrical stimulation.
Second, based on the surface Laplacian estimate, the current source density (CSD) was calculated using commercially available software (Brain Vision Analyzer software) (Ver. 1.05, Brain Products, GmbH, USA). The CSD distributions show the scalp areas where the current flow either emerges from the brain onto the scalp (sources) or enters from the scalp into the brain (sink). CSD data are independent of the reference electrode site (Giard et al. 1990), and are much less affected by distant, far-field generators than by generators closer to the surface (Srinivasan 2005). Therefore, CSD distributions are considered a better reflection of the underlying cortical activities than potential maps (Srinivasan 2005). Correlation between distributions of CSD and hemodynamic responses (ΔOxy-Hb) was evaluated by Pearson’s correlation coefficients. The following 21 pairs of EEG electrodes and NIRS channels (Ch) were used to calculate spatial similarity. These electrodes and channels of the pairs were located in the same positions: Fc1 (EEG)-Ch52 [NIRS; right (R)], FC5-Ch8 [NIRS; left (L)], C3-Ch2 (L), T7-Ch16 (L), CP5-Ch10 (L), CP1-Ch36 (R), P3-Ch25 (L), Cz-Ch32 (R), Pz-Ch42 (R), FC2-Ch31 (R), CP2-Ch38 (R), C4-Ch2 (R), P4-Ch25 (R), FC6-Ch8 (R), CP6-Ch10 (R), T8-Ch16 (R), AF3-Ch36 (L), Fp1-Ch31 (L), Fp2-Ch33 (L), AF4-Ch38 (L), Fz-Ch42 (L). CSD values at these electrodes were measured at the peak latency of P22, while hemodynamic responses at these NIRS channels were measured at the moment when parietal channels showed maximum values.

Current source density (CSD) was estimated in all subjects. Figure 4A shows waveforms of CSD at the same locations as the electrodes shown in Fig. 2, and Fig. 4B shows the CSD map at each indicated time. CSD increased in the contralateral (left) parietal area not only at the latency of P22 (Ba; 22 ms), but also at the latency of P47 (data not shown), and finally disappeared at 100 ms latency (Bc; 100 ms). It is noted that it also increased around the ipsilateral parietal area at P47 (Bb; 47 ms), although its intensity was much lower than that in the contralateral parietal area. These data suggest that weak synaptic activity was also elicited in the ipsilateral parietal area at a longer latency than in the contralateral parietal area.

Dipoles were estimated in all 15 averages, and only equivalent dipoles in the approximate peak latency range of each SEP component with dipolarity exceeding 94% were evaluated in the contralateral hemisphere. Figure 5 shows some results of DT applied to the data shown in Fig. 2. The locations and directions of the dipoles of P22 and P47 are superimposed on MRI images of stereotaxic sections of the brain in which coronal planes in A, B, and D correspond to a, b, and d in C. The estimated dipoles in the 19–24 ms latency range, concurrent with P22, were located in the posterior central gyrus, SI area (Fig. 5A, C, D). In the 45–55 ms latency range, concurrent with P47, dipoles were located around the superior parietal lobule (SPL) (areas 5 and 7) (Fig. 5B, C, D). These current generators were observed in the other 14 subjects in the same way; it first appeared at the SI, then moved to the areas 5 and 7.

The above data (Figs. 2, 3, 4, 5) indicated examples of the data derived from a single subject in 10-Hz electrical stimulation. The data from each subject were analyzed individually using the realistic head models so that the original 3-D coordinates were preserved. Furthermore, we analyzed the group-averaged EEG data. Figure 6A showed such group-averaged SEPs. The results were essentially similar to those in Fig. 2b; positivity was observed around the contralateral somatosensory cortex at latency of 22 and 47 ms. Figure 6B shows the CSD maps at the latency of 22 (a), 47 (b), and 100 (c) ms indicated in Fig. 6A. CSD increased in the contralateral (left) parietal area not only at the latency of P22 (Ba; 22 ms), but also at the latency of P47 (Bb; 47 ms), and finally disappeared at 100 ms latency (Bc; 100 ms). Consistent with the data in the single subject (Fig. 4), CSD also increased in the ipsilateral parietal area at P47 (Bb; 47 ms) in the magnified calibration, although its intensity was much lower than that in the contralateral parietal area. Figure 6C indicates reliability of SEP waveforms across the three stimulation frequencies. Statistical analyses by one-way repeated measures ANOVA indicated that there were no significant differences in the amplitudes of P22 \( F(2,24) = 2.257, P > 0.05 \), nor in the latencies of P22 \( F(2,24) = 3.083, P > 0.05 \). This
indicated that the SEPs were stable regardless of stimulation frequencies.

It is noted that the EEG data in Fig. 6A, B were automatically averaged based on position correspondence on the head cap. Figure 7 shows comparison of CSD amplitudes in the parietal cortex among the three different latencies (0, 22, and 47 ms). In Fig. 7, the CSD data were firstly computed using the individual data in each subject. Then, the data were averaged based on the anatomical correspondence by 3-D MRI data. Electrodes in the contralateral SI were determined based the locations of the dipole of P22; the electrodes closest to the dipoles were selected. In the ipsilateral SI area, the electrodes that were located in the postcentral gyrus just posterior to the ipsilateral motor hand area in the precentral gyrus (i.e., knob-like area) (Yousry et al. 1997) were selected. Usually two or three electrodes were located in the SPL. The electrodes closest to the center of the right and left SPL were selected. In the contralateral SI area, there were significant differences in the CSD amplitudes [one-way repeated measures ANOVA; $F(2, 24) = 13.62, P < 0.05$]. Post hoc tests indicated that the CSD amplitudes at 22 and 47 ms were significantly larger than that at 0 ms (Fisher’s LSD test, $P < 0.01$). On the other hand, there were no significant differences in the CSD amplitudes among the 3 latencies in the ipsilateral SI area [one-way repeated measures ANOVA; $F(2, 24) = 1.391, P > 0.05$]. In the contralateral SPL, there were significant differences in the CSD amplitudes among the 3 latencies [one-way repeated measures ANOVA; $F(2, 24) = 4.911, P < 0.05$]. Post hoc tests indicated that the CSD amplitudes at 47 ms were significantly larger than that at 0 ms (Fisher’s LSD test, $P < 0.01$). Furthermore, the CSD amplitudes tended to be larger at 22 ms than at 0 ms (Fisher’s LSD test, $P < 0.10$). In the ipsilateral SPL, there were significant differences in the CSD amplitudes among the three latencies [one-way repeated measures ANOVA; $F(2, 24) = 30.62, P < 0.01$]. Post hoc tests indicated that the CSD amplitudes at 47 ms were significantly larger than those at 0 and 22 ms (Fisher’s LSD test, $P < 0.01$). These results are consistent with the typical data derived from a single subject shown in Fig. 4.
Analyses of Raw fNIRS Data

The NIRS data were summed and averaged in alignment with the onset of each block over 90 s [10 s before electrical stimulation (control), 30 s during stimulation, and 50 s after stimulation]. Of the data collected from the 15 subjects with reliable EEG recording, the NIRS data from two subjects were further discarded in some of the
NIRS data analyses since data from NIRS channels other than the contralateral SI areas were contaminated with motion artifacts. Data only from the 21 NIRS channels are shown in Fig. 8. Changes in Oxy-Hb and Total-Hb strongly increased during electrical stimulation at the NIRS channel on the contralateral SI area [Ch9 (L)]. The mean peak latency of changes in Oxy-Hb concentration was $6.38 \pm 0.54$ s in the contralateral SI area ($n = 15$). It is noted that, in the ipsilateral parietal association cortices (e.g., Ch 12, 14, 16), changes in Oxy-Hb and Total-Hb also increased, but more slowly and less strongly than in the contralateral SI area. Similar hemodynamic responses were detected in all 13 subjects in the contralateral SI area. Figure 9 indicates group-averaged NIRS data. The data in the anatomically corresponding NIRS channels were averaged across the subjects. Changes in Oxy-Hb and Total-Hb strongly increased during electrical stimulation at the contralateral SI area, contralateral SPL, and ipsilateral SPL, but not at the ipsilateral SI area.

Figure 10 shows a stimulus–response relationship at the NIRS channels with the maximum responses (changes in Oxy-Hb concentration) in the contralateral SI area. One-way ANOVA indicated a significant effect of stimulus frequency [$F(2, 28) = 12.358, P < 0.001$] ($n = 15$). Post hoc tests indicated that mean hemodynamic responses were larger in 10 than 2 Hz, and those were larger in 5 than in 2 Hz (Bonferroni test, $P < 0.05$).

Figures 3b and 11 show topographic brain maps of hemodynamic responses (changes in Oxy-Hb) from 0 to 15 s after onset of the stimulation block based on the data
Fig. 8 Examples of NIRS records in response to 10-Hz electrical stimulation of the right median nerve using the same subject as in Figs. 2, 3, 4, 5. Red, green, and blue lines indicate changes in Oxy-Hb, Total-Hb, and Deoxy-Hb, respectively. Changes in Oxy-Hb rapidly increased at channel 9 around the contralateral SI. Arrows indicate onset of the stimuli.

Fig. 9 Group-averaged NIRS records in the contralateral (A) and ipsilateral (B) parietal cortices in response to 10-Hz electrical stimulation of the right median nerve using the all subjects. Other descriptions as for Fig. 8.

shown in Fig. 8. Hemodynamic responses increased only around the contralateral SI area 5 s after stimulation (Figs. 3b, 11B). Then, in addition to responses at the contralateral SI area, responses at the bilateral somatosensory association cortices located more posterior to the SI area increased from 10 to 15 s after electrical stimulation (Fig. 11C, D).

Statistical Assessment of Hemodynamic Responses

Hemodynamic responses noted in the above section were statistically assessed by GLM using a boxcar design with 6-s peak delay. Since 10-Hz stimulation evoked the most prominent responses as shown in Fig. 10, we analyzed the data of Oxy-Hb from the 15 subjects when 10-Hz
stimulation was applied. Figure 12 shows the results (significant channels and T maps, respectively) by GLM analysis with 0- to 15-s onset delay. When onset delay was set at 0 s (A), T values at the contralateral SI were higher. Within the parietal lobe, significant channels were observed mainly in the contralateral parietal lobe (A) with 0-s onset delay.

When onset delay was increased to 5 and 10 s, hemodynamic responses became more strongly significant in the ipsilateral somatosensory association cortices (Bb, Cb). Consistent with these changes, the number of significant channels gradually increased in the ipsilateral somatosensory association cortices with 5 and 10 s onset delay (Ba, Ca), compared with those without onset delay (Aa). When onset delay was increased to 15 s, significant hemodynamic responses were confined to the ipsilateral somatosensory association cortices (D). On the other hand, T values in the contralateral SI area gradually became smaller with increased onset delay. However, it should be noted that T values denote only statistical significance, but not activity strength.

The temporal features of significant hemodynamic responses shown in Figs. 11 and 12 suggest that the number of NIRS channels with statistically significant hemodynamic responses gradually increased in the ipsilateral somatosensory association cortex with longer onset delay. Figure 13 shows the mean number of significant channels in the contralateral (left) and ipsilateral (right) parietal lobes of the 13 subjects for each onset delay. Analysis by two-way ANOVA with two factors (side × onset delay) indicated that there was a significant main effect of onset delay \[F(3, 72) = 4.687, P < 0.01\], and a significant interaction between side and onset delay \[F(3, 72) = 12.011, P < 0.001\]. The following subsidiary one-way ANOVA of the data in the contralateral parietal lobe indicated that there was a significant main effect of onset delay \[F(3, 36) = 10.657, P < 0.001\]. Post hoc comparisons indicated that the mean number of significant channels in 15-s onset delay was significantly smaller than those in 0- and 5-s onset delays, and that the mean number of significant channels in 10-s onset delay was significantly smaller than that in 5-s onset delay in the contralateral parietal lobe (Bonferroni tests, \(P < 0.05\)). Subsidiary one-way ANOVA of the data in the ipsilateral parietal lobe indicated a significant main effect of onset delay \[F(3, 36) = 5.034, P < 0.01\]. Post hoc comparisons indicated that the mean number of significant channels in 0-s onset delay was significantly smaller than those in 5- and 10-s onset delay in the ipsilateral parietal lobe (Bonferroni tests, \(P < 0.05\)).

The above data in Fig. 13 indicated differences in temporal activation patterns between the contralateral and
ipsilateral parietal lobes. Direct comparisons of the mean number of significant channels between the contralateral and ipsilateral parietal lobes in each onset delay revealed that the mean number of significant channels was significantly larger in the ipsilateral parietal lobe than in the contralateral parietal lobe for 0-s onset delay \([F(1, 24) = 4.611; P < 0.05]\) (tests for simple main effect). These results indicated that hemodynamic responses patterns gradually changed; hemodynamic responses initially appeared in the contralateral SI area, followed by the bilateral parietal lobes, and finally the ipsilateral parietal lobe.

**Statistical Comparison of T Values with Different Onset Delay**

To confirm the validity of introducing onset delay instead of a longer peak delay, T values in the GLM analysis were calculated in the contralateral SI area and bilateral superior parietal lobule (SPL) using all 13 subjects when either onset delay (i.e., 0, 5, 10, 15 sec) or peak delay (i.e., 6, 11, 16, 21 sec) were changed.

Figure 14A shows the four points where T values were calculated. NIRS channels in the contralateral SI were determined based the locations of the dipole of P22; the NIRS channels closest to the dipoles were selected. In the ipsilateral SI area, the NIRS channels that were located in the postcentral gyrus just posterior to the ipsilateral motor hand area in the precentral gyrus (i.e., knob-like area) (Yousry et al. 1997) were selected. Two or three NIRS channels were located in the SPL. The NIRS channels closest to the center of the right and left SPL were selected. Figure 14B shows the mean T values at each point when these parameters were changed. Filled symbols indicate the data when onset delay was manipulated while peak delay was constant (6 s). Statistical analysis of these data by two-way ANOVA with ‘area’ and ‘onset delay’ as the two factors indicated that there were significant main effects of area \([F(3, 48) = 4.598, P < 0.01]\) and onset delay \([F(3, 144) = 7.626, P < 0.001]\), and a significant interaction...
between area and onset delay \[ F(9, 144) = 2.877, P < 0.01 \].

Subsidiary one-way ANOVA of the data in the contralateral SI area with different onset delays and constant (6 s) peak delay indicated that there was a significant main effect of onset delay \[ F(3, 36) = 10.052, P < 0.001 \] (filled triangles). Post hoc comparison indicated that the mean T value with 15-s onset delay was significantly smaller than those with 0-, 5- and 10-s onset delay (Bonferroni test, \( P < 0.05 \)). Furthermore, subsidiary one-way ANOVA of the data in the different areas with 0-s onset delay indicated a significant main effect of area \[ F(3, 48) = 5.299, P < 0.01 \]. Post-hoc comparison indicated that the mean T value with 0-s onset delay in the contralateral SI area was larger than those in the ipsilateral SI area and bilateral SPL (Bonferroni test, \( P < 0.05 \)). Thus, mean T values were higher in the contralateral SI area than in the other areas for 0-s onset delay, while T values decreased with longer onset delays and decreased below the level of significance for 15-s onset delay.

In the contralateral SPL, there were also significant differences in T values among the different onset delays with constant 6-s peak delay \[ F(3, 36) = 6.932, P < 0.001 \] (filled diamonds). Post hoc comparison indicated that T values with 15-s onset delay were significantly smaller than those with 5- and 10-s onset delay (Bonferroni test, \( P < 0.05 \)). In the ipsilateral SPL, there were no significant differences in T values among the different onset delays with constant 6-s peak delay \[ F(3, 36) = 1.215, P < 0.05 \] (filled squares). However, when the data were compared by paired t-test, the mean T value with 5-s onset delay was larger than that with 0 s, and the mean T value with 10-s onset delay was larger than that with 15 s (paired \( t \) test, \( P < 0.05 \)). Furthermore, mean T values reached the significant level (3.0) only when onset delay was 5 and 10 s. In the ipsilateral SI area there were no significant differences in T values among the different onset delays with constant 6-s peak delay \[ F(3, 36) = 0.375, P > 0.05 \] (filled circles). Finally, it is noted that T values in all areas decreased below the level of significance for 15-s onset delay.

These patterns of changes in T values with different onset delays were similar to those in CSD and those in previous MEG studies (see “Discussion”). On the other hand, changes in peak delay did not reveal these dynamic changes (Fig. 14B, open symbols). Statistical analysis of these data by two-way ANOVA with ‘area’ and ‘peak delay’ as the two factors indicated that there was a significant main effect of area \[ F(3, 48) = 5.764, P < 0.01 \], but no significant main effect of peak delay \[ F(3, 144) = 1.813, P > 0.05 \], nor significant interaction between area and peak delay \[ F(9, 144) = 1.522, P > 0.05 \]. These results suggest that manipulation of onset delay is more appropriate to represent temporal changes in hemodynamic responses in the somatosensory cortex, which are similar to those in neurophysiological data.

Correlation Between Neuronal and Hemodynamic Responses

To investigate neuro-hemodynamic relationships, the 3-D distance between the dipoles of P22 and the NIRS points with maximum peak Oxy-Hb responses was analyzed. Figure 15 shows the distribution of the dipoles of P22 and NIRS points with the maximum hemodynamic responses.
Locations of the dipoles and NIRS points coincided. Three-D distance ranged from 1.8 to 14.7 mm ($6.72 \pm 0.87$) ($n = 15$). The distance was less than 10 mm except in one subject. These results suggested that Oxy-Hb hemodynamic responses were induced by electrical activity of the dipoles in the SI area.

This possibility was directly tested by comparing distributions of CSD at P22 and hemodynamic responses. Figure 16 shows an example of such comparison in subject No. 6. In this subject, spatial correlation between the CSD map and NIRS distributions was 0.838 ($P < 0.001$). The same significant results were observed in all 13 subjects ($P < 0.05$). These results suggest that synaptic activity underlying the dipoles of P22 induced hemodynamic responses. These results were consistent with previous studies showing that neuronal activities induced hemodynamic responses with similar latency (see Discussion).

Discussion

Neuro-Hemodynamic Relationships

Previous studies have reported that fMRI or BOLD signals are sensitive to changes in the small venous vessels induced by neural activity, while NIRS is more sensitive to those at the capillary level (Yamamoto and Kato 2002). However, there has been no standard statistical method to correlate hemodynamic responses measured by NIRS to neural activity. Previous studies analyzed NIRS data by averaging raw data in alignment with specific events or tasks; these averaged data synchronized to events were evaluated as hemodynamic responses (Hoshi and Tamura 1993; Kato et al. 1993; Villringer et al. 1993). Other studies have analyzed the data by GLM (Schroeter et al. 2004; Koch et al. 2006; Plichta et al. 2006), noise elimination (Katsura et al. 2006), and wavelet transform (Kojima et al. 2005). We statistically assessed the data using GLM with a box-car design matrix convoluted with Gaussian function instead of a pure box-car function since a previous fMRI study reported that the best compromise between goodness-of-fit and the number of model parameters was found with the Gaussian function (Rajapakse et al. 1998). Furthermore, since the NIRS system does not interfere with EEGs at all and EEGs have high temporal resolution, we simultaneously recorded fNIRS and EEGs to correlate hemodynamic responses to neural activity.

The present results indicated a significant neuro-hemodynamic coupling in the parietal lobe. First, the contralateral SI area displayed significantly higher $T$ values than
other areas in the GLM analysis (7.36 ± 0.40), consistent with previous neurophysiological studies (Arezzo et al. 1979, 1981; Allison et al. 1989a, b; Nishijo et al. 1994; Hayashi et al. 1995a, b). Second, changes in Oxy-Hb concentration were stronger with higher-frequency electrical stimulation, as in previous studies (Tanosaki et al. 2001, 2003). However, Sheth et al. (2004) reported that lower-frequency somatosensory stimulation elicited stronger hemodynamic responses measured by intrinsic light optical imaging using anesthetized animals. These differences in hemodynamic responses might be ascribed to the differences in usage of anesthetics and the subjects between these studies. Third, NIRS channels with maximum peak responses were located close to the dipole sites of P22; the mean distance was 6.72 mm. Fourth, CSD maps of the latency of P22 and NIRS hemodynamic topographies were significantly correlated. Sources of CSD are supposed to be located in the cortex (Srinivasan 2005). Consistent with the present results, previous studies reported that BOLD responses could be estimated from cortical current density distribution in simultaneous fMRI and EEG recording (Liu and He 2008; Minati et al. 2008). These results strongly suggest that the present GLM system using simultaneous NIRS and EEG recording could assess neuro-hemodynamic coupling in the parietal cortex.

Sequential Activation in the Parietal Cortex

There have been extensive NIRS studies on primary hemodynamic responses using various tasks, but few NIRS studies on secondary hemodynamic responses. Previous fMRI studies suggested that sequential hemodynamic changes in the temporal lobe were detected on the order of seconds in humans by estimating ‘lag time’ (‘peak delay’ in the present study) of Gaussian function in each activated area (Kruggel and von Cramon 1999), and that certain brain areas revealed delayed hemodynamic lags (‘onset delay’ in the present study) relative to other brain areas with the magnitude of that delay falling within the order of seconds (Schacter et al. 1997; Buckner et al. 1996, 1998; Bagshaw et al. 2004; Gotman et al. 2005). In the present study, we introduced onset delay instead of manipulation of peak delay, and suggest that onset delay better accounts for sequential activation in the parietal cortex (see below in detail).

Dipole tracing analysis indicated sequential activation in the parietal cortex; dipoles moved from the contralateral SI area to the contralateral superior parietal lobule around area 5. These results were consistent with a previous neurophysiological study using anesthetized monkeys (Hayashi et al. 1995a, b). Furthermore, the averaged raw NIRS data indicated that Oxy-Hb increased in the ipsilateral somatosensory association cortices located posterior to the SI area. The analyses by ‘onset delay’ indicated that Oxy-Hb increased with a longer onset delay in the ipsilateral somatosensory cortices. Consistent with the present results indicating ipsilateral hemodynamic responses, a human neurophysiological study by direct cortical recording reported SEPs in the ipsilateral somatomotor areas (areas 4, 1, 2, and 7) with longer response latency (Allison et al. 1989a, b; Noachtar et al. 1997; Kanno et al. 2003), and suggested transcallosal inputs to these areas from the contralateral SI (Allison et al. 1989a, b). An fMRI study reported an activity increase in ipsilateral area 2, and suggested that the ipsilateral responses were mediated through transcallosal inputs (Hlushchuk and Hari 2006). An optical intrinsic signal imaging study in monkeys also reported activity in the ipsilateral SI area, and suggested top-down inputs from the higher-level processing areas such as the SII (Tommerdahl et al. 2006). The above studies reported that the latency of ipsilateral evoked responses to electrical median nerve stimulation was longer than that of contralateral evoked responses (see a review by Sutherland 2006), consistent with the present ‘onset delay’ analyses. These activation patterns were consistent with the fact in the present study that the mean number of significant channels in the ipsilateral parietal lobe gradually increased while that in the contralateral parietal lobe gradually decreased (Fig. 13).

In the present study, dipoles were not estimated in the ipsilateral parietal cortex although positive current sources were recorded from the ipsilateral parietal cortex. This failure to detect ipsilateral dipoles might be ascribed to considerably low amplitudes of SEPs in the ipsilateral somatosensory cortex consistent with a previous study (Noachtar et al. 1997), since imbalance in potential amplitudes between the two hemispheres resulted in estimation failure of dipoles in the hemisphere with low amplitudes (Ikeda et al. 1998). Furthermore, the NIRS channels in the ipsilateral SI area did not display significant T values in the present study (Fig. 14). Heterogeneity of hemodynamic responses within the ipsilateral somatomotor cortex has been reported; ipsilateral area 3b as well as the bilateral MI areas were deactivated while ipsilateral area 2 was activated during tactile finger stimulation (Hlushchuk and Hari, 2006). Summation of both the activated and deactivated hemodynamic responses in the NIRS channels of the SI area might result in non-significant hemodynamic responses in the ipsilateral SI area.

In conclusion, the present results suggest that simultaneous recording of NIRS and EEGs is useful for functional brain mapping. Especially, analyses using onset delay might be useful to investigate sequential hemodynamic responses in the parietal cortex. Further studies are required to test this approach in other brain areas.
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