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Abstract—In this article, we assess the string stability of seven 2018 model year adaptive cruise control (ACC) equipped vehicles that are widely available in the US market. Seven distinct vehicle models from two different vehicle makes are analyzed using data collected from more than 1,200 miles of driving in car-following experiments with ACC engaged by the follower vehicle. The resulting dataset is used to identify the parameters of a linear second order delay differential equation model that approximates the behavior of the black box ACC systems. The string stability of the data-fitted model associated with each vehicle is assessed, and the main finding is that all seven vehicle models have string unstable ACC systems. For one commonly available vehicle model that offers ACC as a standard feature on all trim levels, we validate the string stability finding with a multi-vehicle homogeneous platoon experiment in which all vehicles are the same year, make, and model. In this test, an initial disturbance of 6 mph is amplified to a 25 mph disturbance, at which point the last vehicle in the platoon is observed to disengage the ACC. The data collected in the driving experiments is made available, representing the largest publicly available comparative driving dataset on ACC equipped vehicles.

Index Terms—Adaptive cruise control, string stability.

I. INTRODUCTION

ADAPTIVE cruise control systems are now widely available as a standard or optional feature on many of the best-selling cars in the US and around the world. These vehicles represent the first wave of Society of Automotive Engineers (SAE) level 1 automated vehicle systems beginning to appear in the traffic flow. Changing the car following dynamics of a small fraction of vehicles in the traffic flow can fundamentally change the emergent properties of the flow, as experimentally demonstrated by Stern et al. [2], where a single autonomous vehicle was used to stabilize the traffic flow and eliminate stop-and-go waves on a ring track. More broadly, the interest in determining the potential benefits of automated driving systems on the traffic flow has been an ongoing research focus for the vehicular control and traffic engineering communities [3]–[12].

Despite many positive theoretical and simulation driven findings about the benefit of adaptive cruise control (ACC) systems on traffic flow throughput and flow stability to date, it is not known if these benefits are achievable with current vehicles that are in the market today. The main question this research article addresses is whether the currently available commercial ACC systems amplify or dissipate small disturbances through a platoon of vehicles. In a string stable platoon of vehicles, small perturbations will be dissipated as they propagate from one vehicle to another, while in a string unstable platoon small perturbations from equilibrium may amplify as they propagate through the platoon. String unstable adaptive cruise control systems can lead to the presence of phantom traffic jams [13] that seemingly appear without cause, similar to the ones caused by human drivers [14].

Consequently, beyond safety and rider comfort [15], a key challenge in automated driving systems is to design control laws in which the vehicle platoon remains string stable, a question for which significant theoretical and practical
progress has been made [16]–[25]. For example, it is well known that constant spacing policies lead to string unstable platoons of vehicles [26]–[28], while a constant time headway policy has been shown to be string stable for ACC vehicles without inter-vehicle connectivity as shown by the work of Liang and Peng [21], Rajamani and Zhu [29], Swaroop [12], and Ioannou and Chien [30]. By relaxing the requirement of rigid platoon formations, constant time-headway policies can achieve string stability [21], [30] and serve as a basis for ACC implementations.

One possible way to improve constant spacing-based platoons of vehicles is to enhance each vehicle with connectivity to other vehicles in the platoon. It has been shown that if a platoon of vehicles is connected and automated, then it is possible to form dense platoons of vehicles which leave very small gaps. Recent work has experimentally demonstrated the benefits of connected adaptive cruise control systems to achieve string stability [31]–[33], even when human driven vehicles are also present [34]. However, connectivity of this form is not yet available on commercially available vehicles.

Based on the widespread commercial availability of adaptive cruise controlled vehicles, one can now consider the impacts these vehicles will have on overall traffic flow. In order to understand and to simulate the impacts of these vehicle technologies, models of ACC vehicles are needed that correctly capture the string stability of the commercially deployed systems. In this light, our article provides a detailed investigation of seven distinct ACC equipped vehicles; provides data-fitted models for these vehicles; assesses the quality of fit of the resulting models as well as the string stability; and finally validates the string stability analysis with a multi-vehicle homogeneous platoon experiment confirming the analysis is accurate.

The main contribution of this work is therefore the field testing of seven commercially available ACC systems to answer the question raised in the title of the article: *are commercially implemented adaptive cruise control systems string stable?* We find, across two makes and seven vehicle models, all available in 2018, that the answer is: “no.” All ACC systems tested in this work are found to be string unstable.

The experimental setup in our work is inspired by the work of Bareket *et al.* [35] and Milanés and Shladover [36]. We require a lead vehicle to drive at specified speed profiles, and a test vehicle follows the lead vehicle with its ACC engaged. The present article has a different focus than [36], which illustrated how connected ACC systems can be designed to be string stable. It also builds on the work [37], which found a single luxury electric vehicle ACC system to be string unstable using a similar experimental setup. In the present article, we expand on [37] by i) testing seven commercial ACC systems and providing the experimental data [1], bringing the total number of commercial ACC systems tested to nine (in addition to the commercial systems tested in [36] and [37]); ii) showing that all of the tested systems are string unstable, which is a negative result for phantom traffic jam prevention; iii) confirming the consequences of the string instability in simulation and also with a large, eight vehicle platoon test (one leader followed by seven homogeneous ACC engaged vehicles) in which a small 6 mph disturbance is amplified to a 25 mph disturbance before the last vehicle automatically disengaged the ACC system. This is in contrast to platoon simulations reported in [37], which indicated that the string unstable ACC system may still reduce some disturbances for moderate sized platoons of up to 15 vehicles. In contrast to [37], the primary contribution of this work is to assess the string stability of a wide range of commercially-available ACC vehicles.

The remainder of this article is structured as follows. In Section II we describe an analytical model which is used to approximate the behavior of the car following dynamics of the test vehicle operating with ACC engaged. We establish the notation and describe the theoretical background for the string stability analysis, as well as describe the methods used to fit the model to the experimental data. In Section III we describe in detail the data collection experiments conducted on each of the seven ACC vehicles, and also explain the methods used to set up a eight vehicle platoon test with one lead vehicle and seven ACC following vehicles of the same make and model to validate the string stability findings for one of the vehicle models. In Section IV we present the results obtained for the model calibration and the stability analysis, finding all vehicles are string unstable. Via simulation of platoons made up of identical vehicles using the calibrated models, we illustrate the wide range of behavior of vehicle platoons with respect to the same disturbance. We also confirm via a platoon experiment with real ACC vehicles that a small initial disturbance can grow large enough to cause the ACC system to disengage further back in the platoon.

II. ADAPTIVE CRUISE CONTROL DYNAMICS, STABILITY AND DATA FITTING

In this section, a method is presented for determining the string stability of ACC vehicles from data. We propose a car following model to approximate the driving behavior of the ACC vehicle with parameters that can be calibrated from data. We then analyze the string stability of the calibrated model, which offers a proxy for analyzing the stability of the black box code being executed on the vehicles themselves.

A. Model Definition

Car following models are regularly used in the traffic engineering community to approximate the behavior of human drivers, and also to approximate the behavior of automated vehicles [6], [7], [10]. The benefit of this modeling choice is that the resulting differential equations models are straightforward to develop and are amenable to analysis. Many different car following models have been proposed in the literature, such as the intelligent driver model [38], [39] and the Gipps model [40]. In this work, the ACC vehicle dynamics and driving behavior of a platoon of *N* vehicles indexed by *i* are modeled using a variation on a common *optimal velocity* micro-model [41] with a relative velocity term (OVRV):

\[
\begin{align*}
\dot{s}_i(t) &= \Delta v_i(t), \quad i = 1, \ldots, N \\
\dot{u}_i(t) &= k_1[V(s_i(t)) - v_i(t)] + k_2[\Delta v_i(t)].
\end{align*}
\]
Here the acceleration of vehicle $i$, denoted $\dot{v}_i$, is adjusted proportional to the difference between the current velocity $v_i$ and the desired velocity according to the optimal velocity function $V(s_i)$ for space gap $s_i$, and the speed difference, $\Delta v_i = v_i - v_{i-1}$, between the vehicle $i$ and a vehicle $i-1$ in front. The parameters $k_1$ and $k_2$ are parameters representing the gains on the two terms. The velocity $v_0$ is the lead vehicle speed that we assume to have fixed dynamics with a piecewise constant speed.

An OVRV model commonly used to model ACC systems is [21], [32]:

$$
\begin{align*}
\dot{s}_i(t) &= \Delta v_i(t), \quad i = 1, \ldots, N \\
\dot{v}_i(t) &= k_1[s_i(t) - \eta - t_h v_i(t)] + k_2[\Delta v_i(t)].
\end{align*}
$$

(2)

Here $t_h$ represents a desired effective time gap that the ACC seeks to maintain, and $\eta$ is the jam space gap (i.e., the desired space gap when the vehicles are at rest). The model obtains a steady state when all vehicles have the same velocities (i.e., $\Delta v_i = 0$), and each vehicle has an effective space gap equal to the desired effective time gap to the car in front of it (i.e., $t_h = (s_i - \eta)/v_i$).

The model is further modified to allow for a time delay $\tau$, which accounts for systematic delay in sensor systems. This results in the delay differential equation:

$$
\begin{align*}
\dot{s}_i(t) &= v_{i-1}(t) - v_i(t), \quad i = 1, \ldots, N \\
\dot{v}_i(t) &= k_1[s_i(t - \tau) - \eta - t_h v_i(t)] + k_2[\Delta v_i(t)].
\end{align*}
$$

(3)

In (3), each vehicle is assumed to measure the space gap and the leader velocity with delay (e.g., due to sampling rates, and data processing). We assume the delay on the sensors measuring properties of the lead vehicle are large relative to any delays of sensors measuring the velocity of the vehicle itself. From that, the vehicle accelerates or decelerates to match the desired space gap and the leader velocity. This DDE is used throughout the remaining of the paper as the model to describe driving behavior and dynamical responses of different ACC vehicles. Importantly, while this model form presented in (3) may not capture all ACC vehicle dynamics equally well, by using the same vehicle dynamics to model all ACC vehicles we are able to compare individual vehicle models, and the corresponding model accuracy.

Note that (3) is a second order delay differential equation considering sensor lag, whereas other ACC models, such as those in [3], [42], consider third order dynamics resulting from an actuator lag. These models result in different dynamical model forms compared to those used in this work, and as a consequence the resulting stability assessment is also distinct. We describe an approach to assess the string stability of (3) next.

### B. Model Stability Analysis

In this section, we describe how to analyze the string stability of platoons of vehicles with ACC engaged, assuming each vehicle in the platoon is described by the dynamics (3). We consider a platoon of $N$ vehicles on a closed ring in which vehicle $i$ follows vehicle $i-1$ (and vehicle 1 follows vehicle $N$), based on how we have spacing and the relative velocity defined. The use of the ring for mathematical convenience is justified since, as we describe below, a platoon of vehicles which exhibits unstable dynamics on the ring is string unstable on a straight road.

First, we investigate the asymptotic stability of (3) at equilibrium on a ring road of length $L$. On the ring, (3) has a unique equilibrium point given by

$$
\begin{align*}
\tilde{s}_i(t) &= \frac{s^*}{N}, \quad \tilde{v}_i(t) &= \frac{v^*}{t_h} = \frac{s^* - \eta}{t_h}.
\end{align*}
$$

(4)

This allows us to rewrite the system (3) in a new reference frame looking at the spacing and velocity perturbations: $\tilde{z}_i(t) = [\tilde{s}_i(t), \tilde{v}_i(t)] = \tilde{z}_i(t) - \tilde{z}_i^*$, with $\tilde{z}_i(t) = [s_i(t), v_i(t)]$ and $\tilde{z}_i^* = [s^*, v^*]$:

$$
\dot{\tilde{z}}_i(t) = \begin{pmatrix}
\tilde{v}_{i-1}(t) - \tilde{v}_i(t) \\
\tilde{v}_i(t - \tau) - \eta - t_h \tilde{v}_i(t) \\
k_1[\tilde{s}_i(t - \tau) - \eta - t_h \tilde{v}_i(t)] + k_2[\Delta v_i(t)]
\end{pmatrix}
$$

(5)

Following the work of [43], [44], we look for plant and leader-to-follower string stability to characterize the system performances. They are defined as follows.

**Definition 1:** The system is said to be plant stable if the equilibrium of system (3) is asymptotically stable when there are no external disturbances.

**Definition 2:** When disturbances are imposed on the leader vehicle, the system is said to be string stable if the disturbances are attenuated when reaching the follower vehicle.

We consider the velocity perturbation of the vehicle $\tilde{v}_i$ of the head vehicle as the input and the velocity perturbation of $\tilde{v}_{i+1}$ of the tail as the output. Taking the Laplace transform of system (5) with zero initial condition we obtain the leader-to-follower transfer-function

$$
\Gamma(z) = \frac{\tilde{V}_{i+1}(z)}{\tilde{V}_i(z)}
$$

(6)

where $\tilde{V}_{i+1}(z)$ and $\tilde{V}_i(z)$ are the Laplace transforms of $\tilde{v}_{i+1}$ and $\tilde{v}_i$.

**Lemma 1:** System (5) is plant stable if and only if all solutions of the characteristic equation $\Gamma(z) = 0$ are located in the left half complex plane, [45].

**Lemma 2:** If (5) is asymptotically stable then the equivalent system on an open road might be string stable (unstable) [25]. If the closed loop system (5) is asymptotically unstable, then the system with the same controls on a straight road cannot be string stable.

Using the continuation package DDE-BIFTOOL, [46], we analyze the string stability of model (5) on a closed loop road in the space parameter $(k_1, k_2)$, fixing values of the delay $\tau$, the headway $t_h$, and the jam space gap $\eta$. DDE-BIFTOOL is a set of routines for Matlab which, among other things, provides a tool to perform numerical bifurcation analysis of steady state and periodic solutions for differential equations with constant delays. It can be seen in Figure 1 that there are choices of parameters for which system (5) on a closed loop road is not asymptotically stable, which implies that the equivalent system on an open road is string unstable.
A. Vehicle Fleet

The vehicles tested in this experiment are all widely available, 2018 model year vehicles. Key features of the test vehicles are summarized in Table I. Vehicles are from one of two manufacturers, denoted Make 1 and Make 2, in Table I. Note that six of the seven vehicles tested are traditional internal combustion engine vehicles, while one vehicle is a hybrid electric vehicle. Also note that the vehicles from manufacturer 1 have a minimum ACC operating speed of 25 mph, while the vehicles from manufacturer 2 are capable of coming to a complete stop under ACC. For consistency across vehicle makes, all testing is conducted above the minimum cutoff speed of Make 1.

B. Data Collection

Position and speed data for each vehicle were collected using high-accuracy uBlox EVK-M8T GPS receivers with
the antenna affixed to a known position on each vehicle. Preliminary testing of the GPS receivers indicated that the GPS receivers have a mean position accuracy of 0.24 m and a speed accuracy of 0.002 m/s error for speed. The location of the GPS antenna on each vehicle was recorded before the each experiment to accurately calculate the space gap.

C. Two-Vehicle Tests

Four speed profiles are recorded to observe the behavior of each vehicle in the two-vehicle tests. For all tests, the vehicles begin on the track and start at a low speed with a full size sedan as the lead vehicle, and the test vehicle as the follower vehicle. For consistency and comparability, the same lead vehicle is used in each test. In each two-vehicle test, the specified lead vehicle speed was implemented by setting the lead vehicle's cruise control to the desired speed. When changing speed, the manual input button was used to adjust the cruise control set point speed of the lead vehicle to the new desired speed at defined time intervals.

The two-vehicle tests are designed to fulfill two goals: (i) obtain steady-state data to understand each vehicle’s equilibrium following behavior, and (ii) obtain transient data to understand each vehicle’s transient behavior under changing lead vehicle speeds and changing space gap. The speed profiles are as follows:

- **Oscillatory:** The oscillatory test is designed to collect transient data to understand how the ACC system behaves under non-constant headway and lead vehicle speed. Therefore, for this test, both 2.7 m/s (6 mph) and 4.5 m/s (10 mph) speed fluctuations are tested. For the first half of the test the speed is fluctuated between 24.5 m/s (55 mph) and 21.9 m/s (49 mph), with each speed being held for at least 30 seconds. For the second half of the test the speed is fluctuated between 24.5 m/s (55 mph) and 20.1 m/s (45 mph) with each speed being held for at least 30 seconds.

- **Low speed steps:** The goal of this test is to collect steady-state following behavior at a broad range of speeds. For logistical reasons, steady-state data collection is divided into high and low speed tests. Therefore, this test is designed to collect low-speed steady-following behavior. Vehicles begin at 15.6 m/s (35 mph) and maintain this speed for 60 seconds at which point the speed is increased to (17.9 m/s) 40 mph and held for 60 seconds. Next, the speed is increased to 20.1 m/s (45 mph), which is held for 60 seconds, and then increased to 22.4 m/s (50 mph) and held for 60 seconds. Finally, the speed is increased to 24.6 m/s (55 mph), which is held for 60 seconds. The same speeds are tested in reverse order (24.6 m/s, 22.4 m/s, 20.1 m/s, 17.9 m/s, 15.6 m/s), with each being held for 60 seconds.

- **High speed steps:** This test is designed to collect steady-state following behavior at high speeds. Vehicles begin at 29.1 m/s (65 mph), which is held for at least 60 seconds, then increased to 31.3 m/s (70 mph), which is held for 60 seconds, and finally increased to 33.5 m/s (75 mph) and held for at least 60 seconds. Next the same speeds are tested in a decreasing order (33.5 m/s, 31.3 m/s, and 29.1 m/s) with each held for at least 60 seconds.

- **Speed dips:** The goal of this test is to collect following behavior data for sudden changes in lead vehicle speed. Both vehicles begin at 24.6 m/s (55 mph) and hold that speed for at least 45 seconds. For this test, four different speed dips are tested: 2.7 m/s (6 mph), 4.5 m/s (10 mph), 6.7 m/s (15 mph), and 8.9 m/s (20 mph). Each speed dip is held for 5 seconds before returning to 24.5 m/s (55 mph) for at least 45 seconds. Each speed dip is conducted twice before proceeding to the next speed dip. Additional speed dips are conducted once each speed dip has been conducted at least twice, as space permits at the test site.

Note the major difference between the oscillatory test and the speed dips is that the low speed of the lead vehicle in the oscillatory tests is held for at least 30 seconds, while the lead vehicle in the dips test begins to accelerate only after five seconds. The two-vehicle tests are conducted on a 16 km (10 mile) road on flat terrain with no sharp turns or curves. High speed tests are conducted on a 16 km (10 mile) section of straight highway with little elevation change.

D. Autonomous Test Lead Vehicle

In the eight vehicle platoon experiment, a very precise lead vehicle braking profile is desired, hence the Cognitive and Autonomous Test Vehicle (The CAT Vehicle), seen in Figure 2, is used to achieve this. The CAT Vehicle is a modified Ford Hybrid Escape vehicle capable of operating either autonomously or under the control of a human driver. The CAT Vehicle has an integrated TORC ByWire XGV drive-by-wire platform that utilizes the Joint Architecture for Unmanned Systems (JAUS) protocol for communications. The drive-by-wire
platform consists of multiple hardware–software subsystems control modules, a central embedded controller along with a TORC SafeStop ES-220 multilevel wireless emergency stop system design to send pause and stop commands in case of an emergency. With the closed loop drive-by-wire control, a user can command desired acceleration, speed or steering control to the CAT Vehicle for autonomous operation. All commands at the lower level use the JAUS protocol to control the CAT Vehicle.

E. Eight Vehicle Platoon Test

To validate the emergent traffic flow behavior of ACC vehicles at the aggregate (system) level, a platoon test is conducted where the lead vehicle executes a specific pre-specified speed profile, and seven follower vehicles drive in a single lane forming a large platoon. An image of the vehicle platoon, captured from an overhead vantage point can be seen on the left in Figure 2. The CAT Vehicle is used since it is capable of consistently executing velocity commands and allows for more control over the deceleration rate of the lead vehicle in the platoon experiments.

The platoon test starts with the lead vehicle driving at 22.4 m/s (50 mph) and seven vehicles of type Vehicle A following with the ACC engaged and the following setting at the minimum setting (i.e., the setting that allows the vehicle to follow closest to the vehicle ahead). Once all vehicles have reached steady state behavior, the lead vehicle quickly decelerates to 19.7 m/s (44 mph) and the behavior of the follower vehicles is observed. The platoon of vehicles is followed by a safety chase vehicle that keeps a larger space gap than the vehicles in the test and is used to monitor and ensure the safety of the overall experiment.

During each test, the driver of each vehicle was able to receive basic safety messages from the experiment support staff. The experiment support staff included experiment supervisor and support team, a safety supervisor and support team, and the CAT Vehicle support team responsible for overall experiment operations, safety, and management of the CAT Vehicle, respectively. Communications between the various teams and drivers was achieved via a two-way radio placed in each vehicle. For safety reasons drivers were not permitted to transmit messages while driving the vehicle, and thus were only able to receive information through the two-way radio, and not able to send information. Two-way communications were possible between the experiment, safety, and CAT Vehicle supervisors and support teams, for example to coordinate information on when to change the set point velocity. It was also used to broadcast messages to drivers to provide sufficient warning of changes in the set point speed of the lead vehicle.

IV. RESULTS

In this section, we first provide the results of the model calibrations to the recorded data and determine the string stability of the seven ACC systems under minimum and maximum following settings. The consequences of the string stability findings are assessed via platoon simulations, highlighting the variability of growth rates of the vehicle disturbances. Finally, the results from the platoon experiment are used to validate the platoon simulations.

A. ACC Model Calibration Results

To develop models for each vehicle that can then be analyzed for string stability, the model calibration problem outlined in Section II-C must be solved using the available data. This is conducted by numerically solving the constrained optimization problem (8) on sets of data, from which optimal model parameters are found. Errors for the calibrated models are displayed in Table III.

The optimization problem proposed in (8) is solved using the Nonlinear Optimization with the MADS (NOMAD) solver [47], [48] using the Matlab delay-differential equation solver DDE23. The NOMAD solver uses a mesh-adaptive direct search method for numerical optimization.

The calibration problem includes upper and lower bounds on the parameters given by $k_1$, $k_2$, $\theta$, $\tau$ and $\eta$. In this work, the following bounds are used: $(k_1, k_2) = (0, 1)$ 1/s$^2$, $\eta = (0, 1)$ 1/s, $(\theta, \tau) = (0, 3)$ s, $\eta^2 = (0, 1)$ s, $\theta^2 = (5, 15)$ m. These limits are selected to reduce the search space of the NOMAD solver by eliminating parameters that are likely to lead to unrealistic car following behavior.

Because the calibration problem (8) is non-convex, for each vehicle we run the calibration routine 100 times with different initial conditions and select the parameter set that provides the best fit to the data overall.

The optimal parameter values for each model are presented in Table II. An example of the quality of fit of one of the calibrated models is presented in Figure 3 where the speed of the lead vehicle along with the recorded and simulated speed of the follower vehicle are plotted, and in Figure 4 where the recorded and simulated space gap are plotted for Vehicle A at the minimum following setting. Note that the simulated model is able to capture the speed overshoot and undershoot that the follower vehicle exhibits compared to the lead vehicle’s speed profile. Similar quality of fit is seen in the spacing plot where the simulated spacing matches the recorded spacing.

| Veh. | Follow setting | $k_1$ | $k_2$ | $\theta$ | $\eta$ | $\tau$ | Stability |
|------|----------------|------|------|--------|------|------|-----------|
| A    | min            | 0.053| 0.293| 0.937  | 10.8 | 1.0  | Unstable  |
| A    | max            | 0.015| 0.168| 2.20   | 7.12 | 1.0  | Unstable  |
| B    | min            | 0.049| 0.139| 0.903  | 11.1 | 0.2  | Unstable  |
| B    | max            | 0.027| 0.104| 1.11   | 12.7 | 0.2  | Unstable  |
| C    | min            | 0.021| 0.155| 1.04   | 12.5 | 0.9  | Unstable  |
| C    | max            | 0.015| 0.137| 2.12   | 14.4 | 0.9  | Unstable  |
| D    | min            | 0.039| 0.186| 0.92   | 11.4 | 1.0  | Unstable  |
| D    | max            | 0.023| 0.150| 2.06   | 13.1 | 1.0  | Unstable  |
| E    | min            | 0.045| 0.208| 1.32   | 4.07 | 1.0  | Unstable  |
| E    | max            | 0.048| 0.152| 2.00   | 9.93 | 1.0  | Unstable  |
| F    | min            | 0.059| 0.149| 0.801  | 13.4 | 0.1  | Unstable  |
| F    | max            | 0.040| 0.110| 2.06   | 3.48 | 0.1  | Unstable  |
| G    | min            | 0.064| 0.183| 0.723  | 14.9 | 0.3  | Unstable  |
| G    | max            | 0.045| 0.115| 2.17   | 1.36 | 0.3  | Unstable  |
very closely. Note that we present the results for Vehicle A, which has the best performance. This is because it is being used in the platoon experiments; and the error of Vehicle A for the minimum setting is in line with errors observed for the remaining vehicles.

The model parameter $k_1$ is the gain for the optimal velocity component and the values range from 0.015 1/s$^2$ to 0.064 1/s$^2$. The model parameter $k_2$ is the gain on the relative velocity component and the calibrated values range from 0.104 1/s to 0.293 1/s indicating a range of behaviors. The effective time gap, $t_h$, of the models range between 0.723 s and 2.20 s. For all vehicles, the value of $t_h$ for the minimum following setting is less than the value of $t_h$ for the maximum following setting, which is expected. Similarly, the values for the sensor lag $\tau$ are all reasonable, and range from 0.1 s to 1.0 s. Note that these values include any perception time that the sensors have to compensate for noisy measurements (e.g., through filtering). Finally, the values for the jam space-gap, $\eta$, range from 1.36 m for the maximum setting for Vehicle G to 14.86 m for the minimum setting for Vehicle G. Note here that since Vehicles A through D disengage their ACC at speeds below 25 mph, these values of inter-vehicle spacing are not physically attainable. Instead, for these vehicles, these values of inter-vehicle spacing should be thought of as the theoretical jam space gap for this model. It is interesting to note that the jam space gaps change with different following settings on the same vehicle. If further testing (e.g., for the full stop-and-go ACC systems) reveals that the jam space gap is constant across settings, the models could be recalibrated to incorporate this constraint.

Note moreover that the parameter values obtained here may not match those implemented by the vehicle manufacturer (and moreover, we do not know the proprietary control logic implemented on the vehicle), but that the calibrated models provide good reconstruction of the driving behavior, and consequently can still be used for stability analysis.

Along these lines, the sensor delay parameter, $\tau$, is constrained in this work to remain the same for individual vehicles across their different settings to reflect that the following-setting should not affect how much delay the ACC experiences. For instance, Vehicle A has a delay of 1.0 s for both the min and max following-settings as can be seen in Table II. While it is possible to reformulate (8) as a single large optimization problem to set all shared and setting-specific vehicle parameters, it was found to be computationally inefficient in practice. Instead we solve (8) for a fixed $\tau$ for the min and max setting, sweep over the possible values of $\tau$, and select the the total error minimizing sensor delay for each vehicle.

The errors for each model on each collected data set are presented in Table III. The results show that the speed error
in simulation is generally quite low with errors as low as 0.169 m/s for Vehicle A in the minimum setting. Note that generally the models perform worst on the data collected during the speed dips tests. The spacing errors in Table III are larger in magnitude, especially as vehicle speeds increase. This is not surprising since at higher speeds, vehicles follow at a greater spacing. Overall, the best fitting model is the model for Vehicle A for the minimum following setting, which has the lowest speed and spacing errors, while the worst fitting model is the that of Vehicle C in the minimum following setting, which incurs the highest error for both speed and spacing. The model with the overall worst performance on any individual test is that of Vehicle C in the minimum following setting on the speed dip test, which has a spacing error of 8.45 m, corresponding to a mean absolute percent error (MAPE) of 12.42%. This is because Vehicle C is a hybrid vehicle with excellent deceleration characteristics but with very modest acceleration. The lack of symmetry between the acceleration behavior of the vehicle and its deceleration behavior with ACC engaged makes it more challenging to fit with the model (3). It was also observed that Vehicle C takes a long time to close large gaps, which occurs in the speed dip test.

The string stability of each vehicle under the best-fit calibrated parameter values in Table II is determined using the string stability analysis in Section II-B. The result indicates that all vehicles tested are string unstable under both the minimum and the maximum following settings.

B. Platoon Simulations Under Calibrated ACC Models

In this section, the calibrated model for each vehicle is used in simulation for a platoon of vehicles to illustrate the variability of the behavior of the different string unstable ACC systems.

The result of an eight vehicle platoon (one lead vehicle and seven follower vehicles) simulation is presented in Figure 5. The lead vehicle trajectory is taken from the data collected in the platoon experiment described in Section III-E, and the follower vehicles are all simulated using the model found for Vehicle A at the minimum following setting. The result in simulation shows that the initial disturbance of 6 mph (2.7 m/s) from the lead vehicle is increased by roughly 13 mph (5.8 m/s) to 21 mph (9.4 m/s).

The same lead vehicle speed profile is used to simulate a platoon with seven follower vehicles using the model for vehicle A under the maximum following setting (Figure 6). The resulting platoon of vehicles is also string unstable, and the initial perturbation amplifies as it propagates from one vehicle to the next. However, the growth rate of the perturbation is much smaller than for the minimum following setting.

With the different disturbance amplification behaviors exhibited in the platoon simulations in Figures 5 and 6 in mind, the disturbance amplification and minimum space gap for each vehicle tested as a function of the position in the platoon is plotted in Figure 7. This provides insight into the range of disturbance amplification behaviors exhibited by the vehicles tested. This plot is constructed by simulating platoons of different lengths using the calibrated model parameters in Table II and the lead vehicle speed profile from the lead vehicle in the platoon experiment. For each vehicle, the minimum inter-vehicle spacing during the simulation is plotted as a function of the position in the platoon, and the amplification of the initial 6 mph (2.7 m/s) disturbance is plotted on the right. In cases where the initial disturbance causes vehicles to go below the minimum ACC operating speed given in Table I or the inter-vehicle spacing in simulation becomes negative, the simulation is terminated. Specifically, a black o is used when the vehicle speed in simulation goes below the minimum ACC operating speed (i.e., the ACC disengages), while a red x is used when the inter-vehicle space gap goes below zero (i.e., a collision occurs).

The resulting figure shows that the initial disturbance of 6 mph (2.7 m/s) amplifies at different rates for each vehicle and each following setting. For all vehicles, the disturbance amplifies faster under the minimum following setting than under the maximum following setting. Overall, Vehicle D at

---

1 We caution the reader that a collision in simulation does not necessarily imply a collision will occur with real vehicles. Collision avoidance systems such as emergency brake assist are not modeled in the simulations presented in this work but are present on real vehicles.
the minimum following setting experiences a platoon disengagement for the shortest length platoon, with disengagements occurring for platoons of length greater than 7 vehicles.

C. Validation via a Homogeneous Platoon Experiment

Finally, we discuss the results from the actual eight-vehicle platoon experiment. In Figure 8, the results from the platoon experiment are presented, where a lead vehicle performs a 2.7 m/s (6 mph) slow down with 7 follower vehicles of type A with ACC engaged in the minimum following setting. In fact, each vehicle in the platoon exhibits a progressively more extreme braking response than the vehicle before it, which is consistent with the notion that the vehicles are string unstable. Here, for the last follower vehicle the response is large enough in magnitude that the vehicle drops below the minimum speed threshold at which the ACC system is permitted to operate (11.2 m/s, or 25 mph), and control of the vehicle was returned to the human driver.

Comparing the results in the platoon experiment with the simulation results in Figure 5, we see that in the experiment, the final vehicle’s speed dropped below 11.2 m/s (25 mph), but in simulation only to slightly below 14 m/s (31.3 mph), which would not be enough to cause the 7th follower vehicle in the platoon to have an ACC disengagement. This result, that the simulation is conservative in its prediction of the degree of string instability in the vehicle compared to a real platoon, suggests that the calibrated models may in fact underestimate the extent to which the ACC vehicles tested exhibit string instability in their control and dynamic response.

V. CONCLUSION

This work tested the string stability of adaptive cruise control systems on seven vehicle models from two makes. Using car following data collected on more than 1,200 miles of driving, delay differential equation models of the vehicle under ACC control were calibrated under minimum and maximum
following settings. All vehicles under all following settings were found to be string unstable. An eight vehicle platoon test using all identical vehicles confirmed the string instability finding by amplifying an initial 6 mph disturbance by an additional 19 mph, at which point the last vehicle in the platoon dropped below the minimum speed at which the ACC system is operational, and control was handed back to the human driver.

While string stable ACC system designs have been proposed (e.g., [21], [42]), our emphasis here is in the assessment of the commercial systems now available on many commercial cars as a standard feature. Given that they represent an automation system that has the potential to impact overall traffic flow stability and the occurrence of phantom jams, it is important to not only quantify the system stability but to also provide models that highlight the wide performance variation in the systems.

Moving forward, higher fidelity ACC models may need to be developed for some vehicle classes that are characterized by distinct acceleration and deceleration behaviors, such as hybrid vehicles. We also caution the reader that commercial ACC systems still have the potential to outperform human drivers with respect to the growth rate of perturbations, which if true would result in a net benefit if such systems are introduced in the flow and operate at a full range of driving speeds.

Comparisons of these commercial ACC systems to human drivers in the spirit of the experimental systems tested in [4] is left for future work.
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