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ABSTRACT

We consider the problem of accurately and efficiently querying a remote server to retrieve information about images captured by a mobile device. In addition to reduced transmission overhead and computational complexity, the retrieval protocol should be robust to variations in the image acquisition process, such as translation, rotation, scaling, and sensor-related differences. We propose to extract scale-invariant image features and then perform clustering to reduce the number of features needed for image matching. Principal Component Analysis (PCA) and Non-negative Matrix Factorization (NMF) are investigated as candidate clustering approaches. The image matching complexity at the database server is quadratic in the (small) number of clusters, not in the (very large) number of image features. We employ an image-dependent information content metric to approximate the model order, i.e., the number of clusters, needed for accurate matching, which is preferable to setting the model order using trial and error. In experiments on a database of urban images, we obtain a top-1 retrieval accuracy of 89% and a top-3 accuracy of 92.5%.

Index Terms— Clustering, non-negative matrix factorization, principal component analysis, information retrieval.

1. INTRODUCTION

Image-based information retrieval is becoming an important component of several technologies, including car navigation, video surveillance, mobile augmented reality and many more. A camera, usually installed on a mobile device, captures an image of the scene of interest and sends the image, or features extracted from the image to a remote server. The server compares the received features against its own database of images. Depending upon the application, the server sends back to the mobile device: matching images of the scene, or scene metadata, or control instructions to be executed at the mobile device. While accurate information retrieval is important, designing such systems involves negotiating an appropriate tradeoff amongst several other variables. The transmission overhead, computational complexity at the mobile device and at the database server, and robustness to variations in the image acquisition process, are some of the important considerations that need to be balanced. Figure 1 shows an augmented reality use-case in which the query image might not accurately match any of the images in the database owing to scaling variations, shifts, rotations and occlusions in the scene.

To achieve robustness to variations in the image acquisition process, it is customary to use a feature space that is invariant to these variations. The most popular feature set is the Scale Invariant Feature Transform (SIFT) [1], which produces descriptors that are robust to rotation and uniform scaling, and partially invariant to affine distortion and illumination effects. While we use SIFT in our study, the underlying concepts should extend to other features based on “keypoints”, i.e., salient locations in the image. These include SURF [2], HoG [3], CHoG [4], BRISK [5], FREAK [6] and others. To find an image in the server’s database that matches the image captured by the mobile device, it is necessary to compare features from the query image against those from the database images.

One way to reduce the complexity of the matching process is to reduce the dimensionality of the feature vectors without compromising their matching ability. This is the approach followed in PCA-SIFT which obtains SIFT key points and then employs principal component analysis to reduce the dimensionality of the image patch around the key point [7]. Another class of methods to reduce the dimensionality of the feature images is inspired by Locality Sensitive Hashing [8]. These methods involve computing one-bit random projections of the image features, and then matching the images in the subspace of random projections [9]. These methods were later generalized in [10], in which a quantized version of the Johnson-Lindenstrauss transform, was shown to improve matching performance by trading off the quantization step-size against the dimensionality of the projected features.

In this paper, we consider a different approach to dimensionality reduction than the ones discussed above1. Concretely, rather than reducing the dimension of each individual feature vector, we seek to reduce the total number of feature vectors per image. This is driven by the observation that, for good retrieval performance, a large number of keypoint-based features have to be extracted and stored in the database.

1 We are interested in techniques that do not require training of a “good” feature set. Training-based methods [11–14] are very accurate, but they can also become cumbersome when the database keeps growing. When new landmarks, products, etc. are added, feature statistics are altered and the trained feature set must be updated.
used for matching. For the image sizes encountered today, this number can easily range from a few hundred to a few thousand descriptors. We compare two matrix factorization-based approaches to reduce the number of descriptors, viz., Principal Component Analysis (PCA) and a sparse Non-negative Matrix Factorization (NMF) approach developed for video querying [15]. Our choice is motivated by the fact that PCA and NMF factor loadings are closely related to cluster centroids that would be obtained if k-means clustering was applied to the image features [16, 17]. In doing so, we encounter a new problem: How many PCA or NMF factor loadings – equivalently, how many clusters – are enough for good matching performance? The answer to this question is image-dependent, and must be known to the mobile device. We employ an estimate of information content, previously used in econometric studies [18] to approximate the number of PCA and NMF factor loadings that will be used for matching. This estimate turns out to be significantly smaller than the number of keypoint-based features extracted per image, and incurs little or no penalty in matching performance.

An additional challenge presents itself at the database server: How does one match the basis vectors received from the mobile device against the set of basis vectors extracted from each database images. A natural solution is to correlate individual PCA or NMF factor loadings of the query image with those of the database images. While this approach works well for video querying [15], it might not provide good matching performance when the objects in the server’s database have been photographed from vastly different viewpoints. We investigate a second approach which is based on the angle between the subspaces spanned by the PCA or NMF factor loadings of the query image and those of the database images. We report our findings for both matching criteria, evaluated on a database of urban images [19]. Furthermore, we show how to improve the accuracy of image-based information retrieval by combining the hypotheses obtained from the PCA and NMF bases.

The remainder of this paper is organized as follows: In Section 2, we fix notation and provide a brief description of the main feature clustering approaches investigated in this paper. In Section 3, the proposed image retrieval algorithm is described. The computational complexity of our approach is investigated in Section 4. Our experimental results obtained using a database of urban images, are detailed in Section 5.

2. BACKGROUND AND NOTATION

We now briefly describe the building blocks of our image retrieval scheme and also set the notation that will be used throughout the paper. The main building blocks include the feature extraction and feature clustering schemes based on PCA and NMF.

2.1. Feature extraction

As described earlier, the mobile device extracts keypoint-based features from the captured image. Similarly, the database server extracts keypoint-based features from each of its images. Let the total number of keypoints in a given image be $N$ and let $d_i \in \mathbb{R}^T$ be the descriptor, or feature vector, corresponding to the $i^{th}$ keypoint. The descriptors can then be stacked to form a $T \times N$ matrix $M \triangleq [d_1, d_2, \ldots, d_N]$.

For concreteness, we focus on SIFT features henceforth, though other feature spaces are also usable within our framework. We frame the problem of computing a compact descriptor for an image as that of finding a low-dimensional representation of the matrix $M$. Below, we discuss two ways for constructing such a representation.

2.2. PCA-based feature clustering

Using PCA, the matrix $M$, can be written as $M = HF + E$, where $H \in \mathbb{R}^{T \times k}$ is called the factor loading matrix, $F \in \mathbb{R}^{k \times N}$ is a matrix whose columns serve as PCA factors and $E \in \mathbb{R}^{T \times N}$ is a noise matrix with covariance $\sigma^2 I$ [18]. The pair $(H, F)$ is not unique and can be replaced by the pair $(HQ, Q^{-1} F)$ for any nonsingular matrix $Q$ but the space spanned, given by $R \{H\} \subseteq R \{HQ\}$ remains constant. To determine $H$ and $F$, we compute the Singular Value Decomposition of $M$, given by $U \Sigma V^T$, where $U$ and $V$ are orthogonal matrices and $\Sigma$ is a $T \times N$ matrix containing singular values $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_T$ on its diagonal and zeros everywhere else. If the model order, or the dimension of the space spanned by $H$ is known to be $k$, then $H$ is obtained simply by taking the first $k$ columns of $U$, which are the singular vectors corresponding to the $k$ highest singular values. In practice $k$ is unknown and we will estimate it as described in the next section.

2.3. NMF-based feature clustering

Using NMF, the matrix $M$, can be written as $M = LR$, where $L \in \mathbb{R}^{T \times k}$ here corresponds to the factor loading matrix and $R \in \mathbb{R}^{k \times N}$ is the matrix whose columns serve as NMF factors. We employ the technique used in [15], where NMF was used to cluster video descriptors. SIFT features were extracted from consecutive frames in the video sequence and stacked into a matrix similar to $M$, containing all non-negative elements. By design, both $L$ and $R$ are constrained to have all non-negative elements. There exist many flavors of NMF algorithms [20, 21]. We adopt the sparse NMF algorithm proposed in [15] which constrains each column of $R$ to belong to the set of standard basis vectors:

$$E = \{e_j \in \mathbb{R}^k : e(j) = 1, \text{ and } 0 \text{ otherwise}, \ j \in \{1, \ldots, k\}\}.$$  The optimization problem set up to determine $L$ and $R$ is given by:

$$\begin{align*}
(\hat{L}, \hat{R}) &= \min_{L \in \mathbb{R}^{T \times k}, \ R \in \mathbb{R}^{k \times N}} \frac{1}{2} \|M - LR\|_F^2, \\
&\text{subject to:} \|L_i\|_2 = 1, \quad \forall i \in \{1, \ldots, k\} \\
&\quad \|R_j\|_0 = 1, \quad \forall j \in \{1, \ldots, N\}.
\end{align*}$$

In [15], the model order $k$ was decided a priori. While we use the same NMF algorithm, the situation differs in two aspects. Firstly, the idea is applied to features extracted from a single image, rather than to features extracted from multiple image frames. Secondly, the model order is not determined ahead of time and is allowed to vary depending on the image content. For estimating the model order, we rely on an estimate of information content that is computed from the PCA decomposition of $M$. Determination of the model order is discussed in the next section.

3. PROPOSED IMAGE-BASED RETRIEVAL SCHEME

Block diagram of our image-based information retrieval scheme is shown in Figure 2. First, a client device captures a query image and extracts keypoint-based image features from it. As explained earlier, the client then compresses the feature space using PCA or sparse NMF. The PCA or NMF factor loadings, representing “compressed” features, are sent to the server where they are matched against the factor loadings extracted from images in the server’s database. Information about the top $m$ matching objects is returned to the client.
For an image containing $T$-dimensional features extracted from $N$ key points, the Information Content captured in $k < \min(T, N)$ principal components is given by

$$I(k) = \ln \left( V(k, F_N^{(k)}) \right) + k \left( \frac{T + N}{TN} \right) \ln \left( \frac{T N}{T + N} \right)$$

where $V(k, F_N^{(k)}) = \min \limits_{\mathbf{d}_i} \frac{1}{N \sum_{i=1}^{N} \left\| \mathbf{d}_i - \hat{H}^{(k)} \ell_i \right\|^2_2}$

Here, $\mathbf{d}_i$ is the $i^{th}$ descriptor in the matrix $M$ of stacked descriptors, $\hat{H}^{(k)}$ is the factor loading matrix obtained by assuming model order as $k$, $F_N^{(k)}$ is the $i^{th}$ column of the factor matrix, $F_N^{(k)}$. In the above relations, $\hat{H}^{(k)}$ and $F_N^{(k)}$ represent the factor loading matrix and the factor matrix obtained using PCA in subsection 2.2 under the assumption that the model order was $k$. The estimate of correct model order is given by $k^* = \arg \min_k I(k)$.

The above development allows us to estimate the order for PCA-based feature compression. To estimate the order for NMF-based feature compression, we reason as follows: Suppose, we had performed $k$-means clustering of the image features, i.e., the columns of $M$. We know that the subspace spanned by $k^*$ cluster centroids is the same as the subspace spanned by the first $k^* - 1$ columns of the PCA factor loading matrix $H$ [16]. Furthermore, it has been remarked that NMF factor loadings, i.e., the columns of $L$ are closely related to the $k$-means cluster centroids [15, 17]. Because of this relationship between PCA factor loadings, $k$-means cluster centroids, and NMF factor loadings, we choose the same model order $k^*$ for PCA-based and NMF-based feature compression.

### 3.3. Comparing the query and database images

For PCA representations, the server’s task is to find a member of the set $H$ that best matches the query factor loading matrix $H_q$. For NMF representations, it is to find a member of the set $L$ that best matches the query factor loading matrix $L_q$. We now consider two matching criteria. Let $A \in \mathbb{R}^{2 \times k}$ and $B \in \mathbb{R}^{2 \times k}$ be the two matrices to be compared. In our scheme, $A$ might correspond to either $L_q$ or $H_q$, and $B$ might belong to either $L$ or $H$ respectively.

The first metric we consider is the angle between subspaces spanned by $A$ and $B$ [22]. Let $P_A$ and $P_B$ be the projection matrices for $A$ and $B$ respectively, thus $P_A = A(A^\top A)^{-1} A^\top$. Then, the angle between the subspaces spanned by $A$ and $B$ is given by

$$\angle(A, B) = \cos^{-1} \left( \|P_A P_B\|_2 \right).$$ (1)

The second metric we consider is based on the maximum correlation between the columns of $A$ and $B$. To obtain this, construct a matrix $S \triangleq A^\top B \in \mathbb{R}^{k \times k}$. Then obtain the maximum value along each column of $S$ and write the vector $s_{\text{max}}$ such that $s_{\text{max}} = [s_1, \ldots, s_k]$, where, $s_j$ is the maximum value in the $j^{th}$ column of $S$. The correlation score is then given by

$$\text{score}(A, B) \triangleq \sum_{l=1}^{k} s_l.$$ (2)

### 3.4. Combining the PCA and NMF hypotheses

We now describe how to improve the retrieval accuracy by combining the hypothesis of the matching image obtained via the NMF and PCA-based feature clustering approaches. We choose the NMF retrieval result as the primary hypothesis and the PCA retrieval result...
as the secondary hypothesis. Using the notation from Section 3.1, we have $V_{pri} = V_{NMF} = \{\ell_1, \ell_2, ..., \ell_\eta\}$ and $V_{sec} = V_{PCA} = \{h_1, h_2, ..., h_\eta\}$. To combine the primary and secondary hypotheses, an iterative algorithm is designed. The order of any pair of retrieved objects in the primary list is reversed if both the following conditions are satisfied: (a) The pair of objects appear in the reverse order in the secondary list, and (b) if the gap between the objects in the primary list is exceeded by $0 \leq \alpha \leq \eta$ places in the secondary list. The parameter $\alpha$ serves as a relative weighting factor for the primary and secondary hypotheses. Increasing $\alpha$ favors the primary hypothesis, and setting $\alpha = \eta$ completely ignores the secondary hypothesis. A step-by-step procedure for combining the primary and secondary hypotheses is provided in Algorithm 1.

**Algorithm 1:** Combining PCA and NMF retrieval hypotheses.

**Data:** $\alpha, V_{pri}, V_{sec}$  
**Result:** Resorted $V_{pri}$

1. $i = 1, j = 1, \text{ permutations} = 1$
2. while $\text{permutations} = 1$
3. \hspace{1em} $\text{permutations} = 0$
4. while $i < \eta/2$
5. \hspace{2em} while $j = \eta - i$
6. \hspace{3em} Find objects $h_a, h_b \in V_{sec}$ that correspond to objects $\ell_i$ and $\ell_{i+j} \in V_{pri}$
7. \hspace{3em} if $a + \alpha + j > b$ then
8. \hspace{4em} switch $\ell_i$ and $\ell_{i+j}$
9. \hspace{4em} $\text{permutations} = 1$
10. \hspace{2em} $j = j + 1$
11. \hspace{1em} $i = i + 1$
12. end
13. end
14. end
15. end

### 4. COMPLEXITY OF SERVER-BASED MATCHING

We assume that NMF-based and PCA-based feature clustering has already been performed for all $K$ images in the server’s database. Suppose that there is an average of $N$ keypoint-based features per image. To compute the angle between subspaces, we multiply two $T \times T$ projection matrices, and compute matrix norms. This incurs $O(T^3)$ complexity per image, resulting in a total complexity of $O(KT^3)$. On the other hand, computing the pairwise correlation between $T$-length columns of factor loading matrices with model order $k_p$ and $k_q$, respectively, incurs $O(Tk_pk_q)$ complexity. Writing $k = \max(k_p, k_q)$, the total complexity for image matching based on pairwise correlations is $O(Tk k^2)$. In our experiments, described below, we find that the angle between subspaces metric gives higher accuracy for NMF-based features, while both similarity metrics work for PCA-based features. To reduce the overall complexity, we use the correlation metric for PCA-based features first to obtain $\eta$ matches, and then use the angle between subspaces metric with NMF-based features only on those $\eta$ matching images. This brings the total complexity to $O(Tk k^2 + \eta T^3)$. Effectively, the combined scheme (described above) amounts to performing PCA-based matching for a given list length $\eta$, reordering that list using NMF-based matching, and then selectively reversing some of the reordering based on the parameter $\alpha$. Note that, as $\eta$ is very small (usually less than 20), we ignore the extra complexity of Algorithm 1.

| Scheme | Complexity |
|--------|------------|
| Correlation between columns, given by (2) | $O(Kk^2)$ |
| Angle between subspaces, given by (1) | $O(KT^3)$ |
| Proposed combined PCA + NMF scheme | $O(Tk k^2 + \eta T^3)$ |
| Using (2) without feature clustering | $O(KT^2)$ |
| Methods described in [23], [7], [10] | $O(KN^2)$ |

### Table 1. Computational complexity of various schemes.

![Fig. 3. PCA-based retrieval has almost the same accuracy with both similarity metrics. For NMF-based retrieval, the angle between subspaces metric is significantly more accurate.](image)

In comparison (See Table 1), approaches that do not reduce the number of features incur much higher matching complexity. For instance, to obtain the top-1 match, the methods using direct matching of SIFT features, such as [10], incur a complexity of $O(KN^2)$. To see why the proposed approach is significantly less complex, recall that $N \gg k$ and $N \gg T$. E.g., in our experiments, $T = 128$ for SIFT vectors, the average value of $k$ is 25, while $N = 2253$.

### 5. EXPERIMENTS

We use the Zurich Buildings Database (ZuBuD), [19, 24], which consists of images of 201 buildings, each captured from 5 different viewpoints. The first image of each building was selected as the query image while the remaining 4 were regarded as database images. The accuracy of retrieval, defined as the probability of a correct match, is used as a performance metric. SIFT descriptors – 128 dimensions per descriptor – were extracted from each image using the algorithm proposed in [1] with the default recommended parameters. The factor loading matrix, denoted as $H$, in the case of PCA, and $L$, in the case of NMF, was constructed for each image based on its SIFT descriptors, as described in Section 2.2 and Section 2.3, respectively. The $H_q$ and $L_q$ for a query image are then matched against the corresponding matrices in the database collections $H$ and $L$. The two similarity measures described in Section 3.3 are used to determine the correct match. The resulting average matching accuracy for all 201 objects is shown in Figure 3 with each similarity criterion.

It can be seen from Figure 3 that for PCA-based matching, using $H$ against $H$, both metrics work well. The accuracy is slightly better when correlation amongst the columns is used as a similarity metric. However, this metric gives poor accuracy for NMF-based matching, using $L_q$ against $L$. This is in contrast to the superior
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Fig. 6. Varying \( \alpha \) changes the relative weights of the primary (NMF) and secondary (PCA) hypotheses, altering overall performance.

The effectiveness of the model order estimation from Section 3.2
is examined in Figure 4. Here, the rank of \( \mathbf{H} \) and \( \mathbf{L} \) for both query
and server images was fixed at varying levels (x-axis). The retrieval
accuracy was compared against that obtained using the estimated
model order (horizontal lines). Using the estimated model order
incurs little or no performance penalty relative to the fixed order
schemes. Evidently, the method of Section 3.2 provides a reasonable
estimate of the model order, and consequently, the amount of query
information sent to the server. The average model order, i.e., the,
average number of descriptors, for the ZuBuD images was 24,5980.
Next, we examine the impact of quantizing the elements of \( \mathbf{H} \)
and \( \mathbf{L} \). Quantization limits the amount of query information up-
loaded to the server and reduces the memory required to store the
image descriptors at the server. In Figure 5, we examine the match-
ing accuracy for different levels of fixed-rate quantization. Using
more than 5 bits to quantize the entries in \( \mathbf{H}, \mathbf{L}, \mathbf{H} \) and \( \mathbf{L} \) does not
lead to further gains in matching accuracy. Thus, we employ 5-bit
quantization to encode \( \mathbf{H}, \mathbf{L}, \mathbf{H} \) and \( \mathbf{L} \) in subsequent experiments.
At this quantization level, the average size of the payload (per im-
age) sent from the client to the server was 3.84 kilobytes for \( \mathbf{H} \), and \( \mathbf{L} \) combined. In comparison, the method of [10] requires only 2.5
kilobytes per image, but incurs a server-based complexity quadratic
in the number of SIFT features, as described in Section 4.

Using NMF and PCA individually leads to matching accuracies
of 83% and 75% respectively, for the top 1 match. Now, we choose
\( \eta = 20 \) and set NMF as the primary hypothesis, and PCA as the
secondary hypothesis. The accuracy of the combined scheme is plotted
in Figure 6 for the top 1, 2, and 3 matches, as a function of the param-
eter \( \alpha \). Recall that \( \alpha \) serves to refine the primary hypothesis using
the secondary hypothesis in Algorithm 1. We find that \( \alpha = 2 \) leads
to the best performance, though retrieval accuracy does not decrease
monotonically for \( \alpha > 2 \). Finally, with this combination of \( \alpha = 2 \),
5-bit quantization, and the above similarity metrics, we examine the
matching accuracy of all feature clustering techniques for the top-1
to top-20 matches in Figure 7. The combined scheme outperforms
the two individual approaches, leading to a top 1, top 2 and top 3
matching accuracy of 89.05%, 91.54% and 92.54% respectively.
6. CONCLUSIONS

PCA and sparse NMF were explored for feature clustering, i.e., reduction of the number of scale-invariant features extracted for content-based image retrieval. A measure of information content, previously used in econometrics, was employed to estimate the number of descriptors to be sent by the client device. For a database of urban images, combining the PCA and NMF approaches provides a top-3 matching accuracy of 92.54%, which is competitive with previous work, but incurs significantly lower matching complexity due to feature clustering. Compared to pairwise matching based on thousands of native SIFT features per image, our method needs only about 25 PCA and NMF factor loadings per image. In ongoing work, we are extending this approach to other feature spaces (e.g., BRISK, FREAK, etc.), studying new theoretically motivated ways to estimate the model order, and examining new applications based on image classification.
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