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Abstract: Voice activity detection (VAD) is an essential pre-processing step for tasks such as automatic speech recognition (ASR) and speaker recognition. A basic goal is to remove silent segments within an audio, while a more general VAD system could remove all the irrelevant segments such as noise and even unwanted speech from non-target speakers. We define the task, which only detects the speech from the target speaker, as speaker-dependent voice activity detection (SDVAD). This task is quite common in real applications and usually implemented by performing speaker verification (SV) on audio segments extracted from VAD. In this paper, we propose an end-to-end neural network based approach to address this problem, which explicitly takes the speaker identity into the modeling process. Moreover, inference can be performed in an online fashion, which leads to low system latency. Experiments are carried out on a conversational telephone dataset generated from the Switchboard corpus. Results show that our proposed online approach achieves significantly better performance than the usual VAD/SV system in terms of both frame accuracy and F-score. We also used our previously proposed segment-level metric for a more comprehensive analysis.
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1. Introduction

Voice activity detection (VAD) [1], one of the most critical techniques of speech signal processing, is used to separate speech from non-speech segments within audio. VAD is usually applied as a pre-processing step for various speech processing tasks such as automatic speech recognition (ASR), speech synthesis, speaker recognition and voice over internet protocol (VoIP). The quality of VAD directly affects the performance of the subsequent tasks.

In traditional VAD systems, the non-speech parts are usually composed of silence and noises, while in this work we also incorporate the speech from unwanted speakers. This is quite common in real applications, for example, voice assistants may only need to reply to a particular speaker’s commands, or in a conversational environment, speech from non-target speakers should be regarded as non-speech. The problem addressed is termed as speaker-dependent voice activity detection (SDVAD), which is an extension of the conventional VAD task. In this setting, we only want to detect the speech from a target speaker, so silence, noises, or speech from a non-target speaker will all be ignored. A naive approach to this task has two steps: (1) Generate speech segments using an ordinary VAD system (2) Perform speaker verification on the obtained speech segments to filter out the target speaker. However, this approach is performed in an offline manner and suffers from high latency.

Traditional VAD algorithms can be divided into two categories, feature-based methods and model-based methods. Regarding feature-based methods, different acoustic features are first extracted such as time domain energy [2], zero-crossing rate [3] and pitch [4], then simple detection scheme such as threshold comparison is applied. Regarding model-based methods, separate statistical models were trained to represent speech and non-speech segments by different probability distributions, where likelihood ratio between the two models is used as a decision threshold. Models such as Gaussian Mixture Model (GMM) [5] and Hidden Markov Model (HMM) [6] were investigated in the literature. Instead of using likelihood ratio based methods,
directly training a binary classifier to discriminate speech and non-speech is more popular in current VAD systems. Classifiers such as Support Vector Machine (SVM) [7] and deep neural networks are trained to output the posteriors for each frame directly.

Recently, deep learning approaches have been successfully applied to many tasks including VAD. For VAD in complex environments, DNN has better modeling capabilities than traditional methods [8], recurrent neural network (RNN) and long short-term memory (LSTM) can better model long-term dependencies between inputs [9][10] and convolutional neural network (CNN) can generate better features for VAD training [11].

In order to tackle the speaker-dependent VAD problem, we propose a neural network based system which explicitly integrates the speaker identity information into the modeling process in this paper. On top of the normal spectral features such as filter banks (Fbank), speaker embeddings (i-vector) from the target speaker are also taken as input. If the current frame represented by the spectral feature is speech and comes from the speaker characterized by the i-vector, then the label will be 1, else it will be 0. Compared to the decoupled two-stage VAD / SV approach, our proposed model optimizes an end-to-end system directly against the final goal. Experiments are carried out on an artificial conversational dataset generated from the Switchboard database and results show that compared to the offline VAD / SV approach, our proposed online approach could achieve better performance with negligible latency since the prediction is generated at each frame.

The rest of this paper is organized as follows. In section 2, we introduce neural network based VAD. Section 3 describes the details of our proposed end-to-end speaker-dependent VAD architecture. In section 4, experimental results and analysis are provided. Discussion and conclusion are given in section 5.

2. Neural network based VAD

2.1 DNN-based VAD system

As shown in [8], the DNN based VAD system not only outperform the traditional model-based systems but also have a low detection complexity [12]. A typical DNN based VAD system trains a frame-based binary classifier to classify each frame into two classes: speech and non-speech. Conventionally, the frame-wise input for the DNN is concatenated with its context as \( \mathbf{O}_t \):

\[
\mathbf{O}_t = [x_{t-r}, ..., x_{t-1}, x_t, x_{t+1}, ..., x_{t+r}] \tag{1}
\]

Where \( x_t \) is \( t \)-th frame and \( r \) is the length of context extension. DNN is optimized by the cross entropy criterion. For each frame, classification is performed by a comparison among posterior probabilities of the two classes.

2.2 LSTM-based VAD system

LSTM is capable at modeling sequences and capturing long-range dependencies in a sequence of features. In its core it is comprised of special units called memory blocks. Each memory block contains an input gate, an output gate and a forget gate, which enables the model to memorize information for a short or long duration. The LSTM structure can effectively use a context to model the input acoustic features sequentially.

The LSTM network computes a mapping from an input sequence \( \mathbf{x} = [x_1, x_2, ... , x_T] \) to an output sequence \( \mathbf{y} = [y_1, y_2, ... , y_T] \). More details of this architecture could be referred from [13].

If applied to VAD, a LSTM based system outputs predictions frame-by-frame, but each prediction of the current frame partially depends on its history. The training criterion is the same as for DNN.

3. Speaker-dependent VAD

3.1 Related work

For speaker-dependent VAD, some previous studies [14][15] used microphone array to track target speaker. Authors in [16] also take the speaker identity into consideration for VAD, the VAD system they used was based on a Gaussian mixture model, while an additional GMM adapted to the target speaker is used to represent the speaker identity. However, it should be noted that we have a different experimental setting and we aim to solve different problems. In their research, speech from other speakers appeared as background noise, while in our setting we consider a conversational scenario, where speech from different speakers do not overlap. Another scenario is the use of smart speakers at home, where the speech recognition system will be disturbed by family member conversations. In general, for systems which only want to accept speech signal from a
specific speaker, such a speaker-dependent voice activity detector is needed.

3.2 i-vector for speaker modeling
Speaker modeling plays a vital role in speech processing tasks such as speaker recognition, speaker diarization, speaker adaptation for speech recognition. In recent years, the factor analysis based i-vector systems achieved remarkable performance improvement for the speaker recognition task [17], such speaker representations are applied to other related tasks such as voice conversion [18] and speaker adaptive training for speech recognition [19].

Basically, i-vector is a low dimensional fixed-length representation of a speech utterance that preserves the speaker-specific information. For i-vector framework [20], the speaker and session dependent super-vector \( M \) (derived from UBM) is modeled as

\[
M = m + Tw
\]

(2)

where \( m \) is a speaker and session independent super-vector, \( T \) is a low rank matrix that captures speaker and session variability, \( i \)-vector is the posterior mean of \( w \).

3.3 Baseline system
As mentioned in the introduction, for the task of speaker-dependent VAD, an intuitive method will be a two-stage approach. First, ordinary VAD is used to detect all the speech segments without differentiating speakers, then we use a speaker verification system to pick out speech segments belonging to the target speaker. Thus, the baseline system is a combination of VAD and text-independent speaker verification, which will be termed as the VAD / SV approach in the rest of the paper.

In this work, DNN and LSTM based systems are trained for the VAD stage, while for the speaker verification part, we use a state-of-the-art text-independent speaker verification approach based on i-vector and Probabilistic Linear Discriminant Analysis (i-vector/PLDA framework).

3.4 End-to-end speaker-dependent VAD system (SDVAD)
According to the baseline system, the speaker verification stage is after obtaining VAD prediction results of the whole utterance, which increase system latency. Moreover, it does not directly optimize the ultimate goal of this task. Thus, we propose to introduce the speaker modeling jointly with the original VAD network to enable the model to give frame-level speaker-dependent predictions. Since the model is now trained in an end-to-end manner, the information of the data could be fully exploited to get a better system.

![Figure 1: LSTM based speaker-dependent VAD, the acoustic feature of each frame from one conversation is concatenated with i-vector from the target speaker.](image)

The proposed system is depicted in Figure 1, with the pretrained i-vector extractor, the i-vector of target speaker will be extracted from his specific speech. Then we concatenate the frame-level acoustic features and i-vector as a new input for the neural network. This is feasible both for the training and inference stages. For the training stage, the conversational data is well-annotated, thus speaker-specific data can be used in order to extract the corresponding i-vector. In the inference stage, it is reasonable to ask the users to first enroll their voice when they first use the system.

During the training process, only the speech part of the target speaker is regarded as a positive sample, while the speech part of non-target speakers and non-speech parts are regarded as negative examples. Therefore, the model is capable of directly outputting the final speaker-dependent predictions of each frame, without an extra speaker verification phase. The proposed speaker-dependent VAD system is an online system with negligible latency.

3.5 Post-processing and Feature Binning
VAD is different from common binary classification problems since the audio signal is characterized by continuity which means adjacent frames are highly correlated. The raw output of the model often contains many
false transitions resulting in a "fragmentation problem" due to impulse noise and other interference. For frame-based classifier like DNN, this kind of problem is more obvious. So it is important to apply post-processing methods to smooth the raw output of models and reduce frequent and false transitions between speech and non-speech. Specifically for rule-based post-processing methods, a sliding window is used to reduce short term variations, then short duration segments are merged.

Most post-processing methods will add extra latency to online VAD system. In this paper, another method called feature binning is used to help solve the "fragmentation problem" in speaker-dependent VAD. The difference is that we try to smooth the input feature instead of the output of models. Regarding VAD, feature binning is accomplished by grouping the values into a fixed number of bins. The continuous value then gets replaced by a single value. As shown in Figure 2, we merge the input features of $n$ frames adjacent without overlap using mean reduction. This procedure reduces the original frame size to a factor of $1/n$. Then each output prediction of model is repeated $n$ times to correspond to the original feature of each frame. The latency caused by this method is negligible.

![Figure 2: Feature Binning for speaker-dependent VAD](image)

For the DNN model, the normal frame-extension is used to add context information and reduce false transitions in prediction results. For the LSTM model, we use feature binning to keep the continuity of speech and reduce the computation cost.

4. Experiments
4.1 Dataset
We conducted experiments on a conversational dataset generated from Switchboard corpus. After sifting out duplicate utterances and speakers with insufficient data, 250h of audio data of 500 speakers left, where each utterance contains only one speaker. Then we divided these filtered data into train, dev and test set. There are 450 speakers in the train set, 10 speakers in the development set and the remaining 40 speakers in the test set.

The generation process for the training data is as follows, (1) Prepare $i$-vectors for the speakers in the training set. (2) Randomly select the $i$-th utterance from the $s$-th speaker, termed as $utt_s^i$ and the $j$-th utterance from the $t$-th speaker, termed as $utt_t^j$, where $s \neq t$ Concatenate the two utterances $utt_s^i$ and $utt_t^j$ to get a new utterance $utt_{new}$, while treating speaker $s$ as the target speaker. Only the speech of target speaker $s$ is regarded as positive samples, while the speech of speaker $t$ and non-speech are labeled as negative samples. (3) Concatenate the $i$-vector for speaker $s$ to each frame of spectral features of $utt_{new}$ to formulate the final input for the neural network. The generation of the development data and test data is similar, while we assume the $i$-vector for the target speaker is obtained by an extra enrollment stage.

4.2 Features
For the $i$-vector extractor, 20-dimensional MFCCs with a frame-length of 25ms are extracted as front-end features. The UBM consist of 2048 component full covariance GMM and the dimension of extracted $i$-vector is 200. PLDA serves as a scoring back-end and compensates the channel distortion. The basic feature for all neural networks was 36-dimensional log mel filterbank extracted from 25ms frames with 10ms frame shifts. For the DNN model, the input layer was formed from a context window of 11 frames. The DNN consists of 2 hidden layers. LSTM model contains 2 hidden layers.

4.3 Frame level Evaluation
Results for the frame-level evaluation are reported in terms of accuracy (ACC) and F-score (F1, harmonic mean of precision and recall), which are listed in Table 1.
Table 1: ACC(%) and F-score(%) of different systems. VAD / SV means VAD followed by speaker verification, the two-stage baseline system while SDVAD indicates our proposed end-to-end speaker-dependent VAD system. "+ post" and "+ binning" represent applying post-processing and feature binning respectively. For post-processing, the size of sliding window is 10 frames. The size of feature binning is 4.

| Systems                  | ACC(%) | F-score(%) |
|--------------------------|--------|------------|
| DNN VAD/SV               | 81.71  | 81.01      |
| LSTM VAD/SV              | 86.62  | 85.29      |
| LSTM VAD/SV+binning      | 86.50  | 85.30      |
| LSTM SDVAD               | 83.41  | 77.68      |
| LSTM SDVAD               | 88.31  | 85.71      |
| LSTM SDVAD+post          | 85.70  | 80.92      |
| LSTM SDVAD+post          | 89.11  | 86.86      |
| LSTM SDVAD+binning+post  | 94.42  | 93.22      |

If without any pre or post-processing, it can be found that LSTM has better performance than DNN in both VAD / SV baseline and SDVAD system, which is attributable to its sequence modeling capability. For the LSTM SDVAD system, ACC and F-score of SDVAD system are slightly higher than VAD / SV baseline system, which means our proposed speaker-dependent VAD method is effective. The speaker-aware training paradigm of the proposed system leverages the speaker information to a good extent.

In order to solve the "fragmentation problem" and further improve the system's performance, rule-based post-processing and feature binning mentioned in Section 3.5 are applied to these systems. From the results one can see that post-processing can slightly improve the performance of DNN and LSTM SDVAD systems.

On the other hand, the proposed feature binning method can greatly benefit the LSTM-based SDVAD system, improving the ACC from 88.31% to 94.42% and can be further enhanced to 94.62% via post-processing. F-score has the same improvement as ACC.

Here we need to note, as the first stage of the baseline system, ordinary VAD can get good accuracy for speech/non-speech classification (no speaker distinction) without too many fragments. Feature binning does not have much impact on the first stage, so it can not improve the whole VAD / SV system. For the same reason, post-processing method can not bring improvement to VAD / SV systems so the results of VAD / SV with post-processing were not added to Table 1. The reason for the difference in performance between two process methods is that the post-processing operation does not affect the training process of the SDVAD, while the feature binning, as a pre-processing step, could be regarded as a part of the neural network, which helps the network fully exploit the information.

4.4 Segment level Evaluation
ACC and F-score are only indications of frame classification ability. We want to further investigate the performance of VAD / SV baseline and SDVAD systems at the segment-level. The evaluation metric $J_{VAD}$ proposed in our previous work [21] is used here. $J_{VAD}$ contains four different sub-criteria, namely start boundary accuracy (SBA), end boundary accuracy (EBA), border precision (BP) and frame accuracy (ACC). ACC is the basic percentage of correctly recognized frames. SBA and EBA are indications of boundary-level accuracy. BP is a measure for the integrity of the VAD output segments. The harmonic mean of above four sub-criteria is defined as the segment level $J_{VAD}$. The analysis is conducted from these four aspects. The detail $J_{VAD}$ results are shown in Table 2.

Table 2: segment level evaluation of different systems, $J_{VAD}$(%) and 3 sub-criteria(%) of different systems are listed except ACC which has been shown in Table 1

| Systems                  | SBA   | EBA   | BP    | $J_{VAD}$ |
|--------------------------|-------|-------|-------|-----------|
| LSTM VAD/SV              | 74.42 | 76.56 | 70.81 | 76.68     |
| LSTM SDVAD               | 64.08 | 63.79 | 33.89 | 55.47     |
| LSTM SDVAD+binning       | 71.73 | 73.67 | 61.74 | 73.66     |

For more intuitive comparison, only the LSTM model is used here. Compared with the VAD / SV baseline system, we can find that the original SDVAD system is limited by the "fragmentation problem". The prediction of SDVAD system may contain some false state transitions and fragments without any pre or post-processing. These fragments lead to an increase in the number of detected speech segments. Therefore, the BP evaluation is poor. Feature binning can reduce these false transitions efficiently. All segment level evaluation indicators have been improved and are close to the
performance of the baseline system at segment level.

To better compare different systems, the prediction results on a test case are depicted in Figure 3. It can be observed that there are some fragments in the prediction results of SDV AD system and feature binning can effectively address the "fragmentation problem" in speaker-dependent VAD.

The VAD / SV system give some false alarms for non-target speakers, which is reasonable since VAD and SV are two decoupled stages, which could not be optimized towards the ultimate goal of the task.

5. Conclusion

In this paper, an end-to-end neural network based system is designed to address the speaker-dependent VAD problem, which aims to only detect the speech from a target speaker. Compared to the two-stage VAD / SV approach which suffers from high latency, our proposed end-to-end approach (SDVAD) directly takes the speaker information into the modeling process and could perform online predictions directly. Results of a series of experiments are reported in terms of common frame-level evaluation metrics and our previously proposed segment-level metric. For the frame-level evaluation, our proposed LSTM SDVAD system achieved significant performance improvement than the conventional VAD / SV system, from 86.62% to 94.42% in terms of frame accuracy. To address the "fragmentation problem", we introduce feature binning in the LSTM SDVAD system, which improves segment-level results significantly.

6. References

[1] L. R. Rabiner and M. R. Sambur, “An algorithm for determining the endpoints of isolated utterances,” Bell System Technical Journal, vol. 54, no. 2, pp. 297–315, 1975.
[2] K.-H. Woo, T.-Y. Yang, K.-J. Park, and C. Lee, “Robust voice activity detection algorithm for estimating noise spectrum,” Electronics Letters, vol. 36, no. 2, pp. 180–181, 2000.
[3] J.-C. Junqua, B. Reaves, and B. Mak, “A study of endpoint detection algorithms in adverse conditions: incidence on a dtw and hmm recognizer,” in Second European conference on speech communication and technology, 1991.
[4] J. A. Morales-Cordovilla, N. Ma, V. S’anchez, J. L. Carmona, A. M. Peinado, and J. Barker, “A pitch based noise estimation technique for robust speech recognition with missing data,” in 2011 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2011, pp. 4808–4811.
[5] T. Ng, B. Zhang, L. Nguyen, S. Matsoukas, X. Zhou, N. Mesgarani, K. Vesel’y, and P. Mat’ejka, “Developing a speech activity detection system for the darpa rats program,” in Thirteenth Annual Conference of the International Speech Communication Association, 2012.
[6] H. Othman and T. Aboulnasr, “A semi-continuous state-transition probability hmm-based voice activity detector,” EURASIP Journal on Audio, Speech, and Music Processing, vol. 2007, no. 1, p. 043218, 2007.
[7] N. Mesgarani, M. Slaney, and S. A. Shamma, “Discrimination of speech from nonspeech based on multiscale spectro-temporal modulations,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 14, no. 3, pp. 920–930, 2006.
[8] N. Ryant, M. Liberman, and J. Yuan, “Speech activity detection on youtube using deep neural networks,” in INTERSPEECH. Lyon, France, 2013, pp. 728–731.
[9] T. Hughes and K. Mierle, “Recurrent neural networks for voice activity detection,” in 2013 IEEE International Conference on Acoustics, Speech and Signal Processing. IEEE, 2013, pp. 7378–7382.
[10] F. Eyben, F. Weninger, S. Squartini, and B. Schuller, “Real-life voice activity detection with lstm recurrent neural networks and an application to hollywood movies,” in 2013 IEEE International Conference on Acoustics, Speech and Signal Processing. IEEE, 2013, pp. 483–487.
[11] S. Thomas, S. Ganapathy, G. Saon, and H. Soltau, “Analyzing convolutional neural networks for speech activity detection in mismatched acoustic conditions,” in 2014 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2014, pp. 2519–2523.
[12] S. Tong, H. Gu, and K. Yu, “A comparative study of robustness of deep learning approaches for vad,” in 2016 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2016, pp. 5695–5699.
[13] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural computation, vol. 9, no. 8, pp. 1735–1780, 1997.
[14] S. Van Eyndhoven, T. Francart, and A. Bertrand, “Eeg-informed attended speaker extraction from recorded speech mixtures with application in neuro-steered hearing prostheses,” IEEE Transactions on Biomedical Engineering, vol. 64, no. 5, pp. 1045–1056, 2017.
[15] A. Bertrand and M. Moonen, “Energy-based multi-speaker voice activity detection with an ad hoc microphone array,” in 2010 IEEE International Conference on Acoustics, Speech and Signal Processing. IEEE, 2010, pp. 85–88.
[16] S. Matsuda, N. Ito, K. Tsujino, H. Kashioka, and S. Sagayama, “Speaker-dependent voice activity detection robust to background speech noise,” in Thirteenth Annual Conference of the International Speech Communication Association, 2012.
[17] D. Garcia-Romero and C. Y. Espy-Wilson, “Analysis of i-vector length normalization in speaker recognition systems,” in Twelfth annual conference of the international speech communication association, 2011.
[18] T. Kinnunen, L. Juvola, P. Alku, and J. Yamagishi, “Non-parallel voice conversion using i-vector plda: Towards unifying speaker verification and transformation,” in 2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2017, pp. 5535–5539.
[19] G. Saon, H. Soltau, D. Nahamoo, and M. Picheny, “Speaker adaptation of neural network acoustic models using i-vectors,” in 2013 IEEE Workshop on Automatic Speech Recognition and Understanding. IEEE, 2013, pp. 55–59.
[20] N. Dehak, P. J. Kenny, R. Dehak, P. Dumouchel, and P. Ouellet, “Front-end factor analysis for speaker verification,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 19, no. 4, pp. 788–798, 2011.
[21] S. Tong, N. Chen, Y. Qian, and K. Yu, “Evaluating vad for automatic speech recognition,” in 2014 12th International Conference on Signal Processing (ICSP). IEEE, 2014, pp. 2308–2314.