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Abstract—Convolutional neural networks (CNNs) have become a powerful technique to decode EEG and have become the benchmark for motor imagery EEG Brain-Computer-Interface (BCI) decoding. However, it is still challenging to train CNNs on multiple subjects’ EEG without decreasing individual performance. This is known as the negative transfer problem, i.e. learning from dissimilar distributions causes CNNs to misrepresent each of them instead of learning a richer representation. As a result, CNNs cannot directly use multiple subjects’ EEG to enhance model performance directly. To address this problem, we extend deep transfer learning techniques to the EEG multi-subject training case. We propose a multi-branch deep transfer network, the Separate-Common-Separate Network (SCSN) based on splitting the network’s feature extractors for individual subjects. We also explore the possibility of applying Maximum-mean discrepancy (MMD) to the SCSN (SCSN-MMD) to better align distributions of features from individual feature extractors. The proposed network is evaluated on the BCI Competition IV 2a dataset (BCICITV2a dataset) and our online recorded dataset. Results show that the proposed SCSN (81.8%, 53.2%) and SCSN-MMD (81.8%, 54.8%) outperformed the benchmark CNN (73.4%, 48.8%) on both datasets using multiple subjects. Our proposed networks show the potential to utilise larger multi-subject datasets to train an EEG decoder without being influenced by negative transfer.

Index Terms—brain-computer-interface, EEG, multi-subject, deep learning, transfer learning, online decoding

I. INTRODUCTION

Since its first application in BCI in the mid-2010s [1], deep learning has emerged as a powerful technique to learn EEG decoders without biased feature design caused by the limited understanding of human EEG. Convolutional neural networks (CNNs) have outperformed conventional machine learning methods and become the benchmark for motor imagery EEG decoding [2]. However, CNNs are, unlike conventional BCI machine learning [3], not data-efficient, so combining multiple datasets is essential. EEG features vary across subjects, for example, due to different sensor locations, sensor impedance, and individual brain anatomical and functional organisation. A challenge associated with CNNs is the negative transfer [4], i.e. learning from dissimilar EEG distributions from different subjects causes CNNs to misrepresent each of them instead of learning a richer representation.

As a result, unlike other machine learning fields, CNNs cannot directly utilise multiple subjects’ EEG to enhance model performance and make up for the data shortage. Additionally, BCI systems usually require a long training period for new users to get a personalised and stabilised decoder, which disrupts the use of BCI in real-world. To address this problem, we combine deep transfer learning with EEG-BCI decoding.

Transfer learning has emerged as a solution to combine data from domains with different distributions [5]. Transfer learning encompasses algorithms which aim to transfer the representations and knowledge from source domains to a target domain. There have been some promising strategies for deep transfer learning in fields like computer vision and natural language processing. For example, fine-tuning is often used to transfer model representations from one task or dataset to another [6], i.e. networks are pre-trained on one domain and then retrained on another domain. Another strategy is to train a shared network using multiple datasets but split deep network layers for different datasets [7]. In addition, deep domain adaptation [8] is a technique which directly projects source and target distributions into a common distribution with CNNs, and thus data from source domains can benefit the model performance on the target domain.

Few studies have attempted to adapt the ideas above in EEG decoding. In [9], a deep transfer network was proposed to transfer the knowledge representation from images to EEG. Following this study, an adversarial network was added into the network to perform better domain adaptation [10]. Another study used a naive idea of pre-training and fine-tuning [11] for motor imagery decoding models. A deep domain adaptation network was used to transfer the data representation from one subject to another [12], in which deeper layers of the network are separated for the two individuals. However, this domain adaptation network only transfers one subject’s distribution to another subject (one-to-one). This limits the amount of data that can be used to train a deep learning model. It is still challenging in the literature for the above deep transfer learning methods to transfer across multiple subjects.

![Fig. 1. Illustration of Deep Learning and Deep Transfer Learning in BCI.](image)
In this study, we designed a multi-subject deep transfer learning network and tested it on the BCI Competition IV 2a Dataset (BCICIV2a dataset) [13] and our own live, online dataset.

II. METHODS

To begin with, we use the benchmark motor imagery decoder [2] as a baseline. The CNN decoder consists of a temporal layer, a spatial layer, a mean pooling layer and a classification layer. The temporal layer extracts time relevant information. The spatial layer performs a spatial convolution across EEG channels. The mean pooling layer averages across features, and finally, the classification layer uses the averaged features to predict a classification label.

We design a Separate-Common-Separate Network (SCSN) by separating feature extractor of the baseline CNN for individuals, so each of the subjects has their own temporal layer, spatial layer and mean pooling layer, as shown in Figure 2. Each network branch extracts subject-specific features, which could avoid negative transfer in the common feature extractor of the baseline CNN. After that, there are three fully connected layers to extract common features of all subjects in the feature space. Unlike the baseline CNN, SCSN extracts common features in the feature space, which could avoid learning from the noise of raw data. Differences in individual’s EEG are explained by many aspects, e.g. sensor positions during recording, sensor impedance, and individual brain functionalities. Intuitively, splitting shallow feature extractors could deal with features more related to raw data, i.e. sensor positions and impedance. EEG features which reveal brain functionalities could present in deep layers of the network after several layers of feature extraction. In light of this, the SCSN separate the feature extractors again in deeper layers before the classification layer to handle differences in individual brain functionality.

\[
\text{MMD}^2(X_{si}, X_t) = \frac{1}{X_{si}} \sum_{x_{si} \in X_{si}} \Phi(x_{si}) - \frac{1}{X_t} \sum_{x_t \in X_t} \Phi(x_t)
\]

Maximum-mean discrepancy (MMD) [14] is a metric which measures the distance between two datasets in kernel space. For the Separate-Common-Separate Network with MMD (SCSN-MMD), we compute MMD between the target and each source subject in the separate deep feature extractors and add it into the loss function. Equation 1 shows the computation of MMD. According to the literature [15], we use an RBF kernel with the mean L2 distance of data as the variance. \(L_c + \lambda \sum_{i=1}^{N} \text{MMD}^2(X_{si}, X_t)\) shows the loss function, where \(L_c\) represents the classification loss, \(N\) represents the number of source subjects and \(\lambda\) represents the balancing factor between MMD loss and the classification loss. In addition, SCSN has three fully connected layers for individual subjects before the classification layer. We compute MMD for each of the three layers across subjects. The \(\text{MMD}^2\) loss is a weighted average MMD of each of the three layers. Their averaging weights are \(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\) respectively; this is to increase the significance of deeper layers. We also match samples with the same label when we compute MMD. This ensures the MMD loss represents the distributional difference between data with the same label from different subjects. By projecting the target subject (the new BCI user) and source subjects (supplementary subjects) into a similar domain, the MMD constraint could benefit the model performance of the target subject with more data.

III. EVALUATION

A. Dataset

The BCI Competition IV 2a Dataset (BCICIV2a dataset [13]) dataset is frequently used in the literature for motor imagery decoding. The dataset consists of nine subjects. For each subject, two sessions were recorded, and each session consists of 288 four-second trials of four motor imageries (left hand, right hand, both feet and tongue). There are 22 channels covering the scalp. Five of the nine subjects with highest data quality (subject A01, A03, A07, A08, A09) are selected from the dataset according to published results of the competition [13].

Additionally, we have collected our own online recorded dataset using the Cybathlon 2020 BCI game (https://cybathlon.ethz.ch/en/event/disciplines/bci) with the same hardware set up as our previous work in Cybathlon 2016 [16]. The experimental procedures involving human subjects described in this paper were approved by the Science Engineering Technology Research Ethics Committee of Imperial College London. In the Cybathlon BCI game, subjects attempt to control a virtual wheelchair on a winding race track to go straight, turn left, turn right and turn on the headlight. Our dataset consists of five offline sessions from five right-handed subjects (male), one offline session and one online session from our target subject (right-handed, male), i.e. the pilot. Each session contains 300 5-second trials of four motor imageries (relaxing, left hand, right hand and both feet) of 64 channels covering the whole scalp. In offline sessions, the virtual wheelchair in the Cybathlon BCI game automatically ran on the winding track and subjects were asked to imagine the movements according to actions of the wheelchair. In the online session, the pilot used
the baseline CNN model trained on his offline session to perform real-time control to the virtual wheelchair.

Figure 3 shows topographic EEG maps of the target subject in our dataset. The topographies are computed with the averaged power of each channel across EEG trials. The four columns stand for alpha&beta band (8Hz - 30Hz) topographic maps (in dB) of the rest, left-hand (LH), right-hand (RH) and feet motor imageries of the offline session and the online pilot session.

B. Data processing pipeline

Both the BCICIV2a dataset and online dataset use the same preprocessing pipeline. First, we perform a 50Hz notch filter and a bandpass filter between 1Hz and 100Hz. We then crop each trial into 2-second trials with an overlap of 1.9 seconds to better fit the real-time setup. Although using shorter trials may decrease decoding accuracies, it benefits the transition time when subjects attempt to switch from one command to another and the decoding time of the algorithm.

After pre-processing, datasets are split into training sets, validation sets and test sets. For the BCICIV2a dataset, we simulate the calibration period in real-world BCI by including the target subject’s first 120 trials of the second session into the training set. The training set consists of the first session of all five subjects as well as the target subject’s first 120 trials of the second session, so we train a respective model for each subject in our experiments. The validation set contains the 120th to the 144th trials of the target subject’s second session. The last 144 trials in the second session form the test set. Similarly, for our online dataset, the training set of the transfer learning models consists of the offline session of all six subjects as well as the first 100 trials of the online session of the pilot subject. The validation set contains the 100th to the 160th trials. The last 140 trials in the second session form the test set. We select 11 channels covering the motor cortex in our online dataset to reduce online decoding delay. These channels are FC1, FC2, C3, C4, CP5, CP1, CP2, CP6, P3, Pz and P4.

IV. Results

We tested the baseline CNN, SCSN and SCSN-MMD on both BCICIV2a dataset and our online recorded dataset. There are three main observations from the experiment.

First, the baseline CNN encountered a significant decrease in accuracy when it is trained on multiple subjects. The blue box in Figure 4 is the accuracy of baseline CNN trained on the target subject’s EEG (session one and the calibration trials of session two). The orange box in Figure 4 is the accuracy of baseline CNN trained on the whole training set described in the Evaluation section (Note that each subject has a respective model). On the BCICIV2a dataset, we can observe that the average classification accuracy of the baseline CNN dropped significantly from 82% to 73.4% with data from multiple subjects. Similarly, for the online pilot, the accuracy decreased from 54.7% to 48.8%. The results support our assumption that the baseline CNN encounters negative transfer.

The main finding of this study is that the multi-branch SCSN and SCSN-MMD outperformed the baseline CNN on the training set with multiple subjects, shown in figure 4.

Both SCSN and SCSN-MMD used a batch size of 30 for each branch, so 30N trials are forwarded to the network in one training step, where N is the number of subjects. The target subject has more samples than other source subjects because of the additional calibration period, so we randomly duplicate samples, with a balanced size for labels, in each training set of the source subjects. This is to balance the learning procedure of different branches. The average accuracies of the SCSN and SCSN-MMD reached 81.8%, which are significantly higher than the accuracy of the baseline CNN (73.4%) using multiple subjects’ EEG. We observed similar results on our online recorded dataset. The SCSN (53.2%) and SCSN-MMD (54.8%) outperformed the multi-subject baseline (48.8%). Note that in the testing procedure of SCSN and SCSN-MMD, EEG trials only go through the target branch, so the main difference between the proposed network and the baseline is the networking training.

Finally, comparing SCSN and SCSN-MMD, we did not observe an obvious increase in decoding accuracies by adding MMD constraints to our multi-subject networks. The performance of the SCSN-MMD maintained 81.8% on the BCICIV2a dataset and increased, slightly, by 1.6% on the online dataset compared with the SCSN. All experiments are done with an RTX 2080Ti GPU. Approximate training time for the baseline and SCSN on multiple subjects are both 700 to 800 seconds. The training time of SCSN-MMD is around 1000 seconds. Single trial testing time for all networks are within 0.1 second.

V. Discussion

The SCSN and SCSN-MMD outperformed the baseline on multiple subjects’ data (Figure 3). A significant observation from the results is that, for inter-subject deep transfer learning, it is essential to have an individual feature extractor for each subject, and this is the main differences between the proposed networks and the baseline CNN. There are many differences in features of EEG, for example, different channel positions and impedance. We suggest that these inter-subject differences are closely related to raw EEG data and should to be processed in shallow layers of the decoder. Besides, brain functionality of different subjects could be different performing the same motor imagery [17]. This could be revealed in deeper layers of a decoder after feature extraction.

![Fig. 3. Topographies of the pilot subject in our dataset.](image-url)
in shallow layers. Our proposed networks have separate branches for individual subjects in both shallow and deep layers. It considers these differences in individual feature extractors and thus outperform the multi-subject baseline. Although the SCSN-MMD also tackle the negative transfer problem, we did not observe significant benefits of applying constraints in our multi-branch networks. The training time of SCSN-MMD is around 20% longer than SCSN due to additional calculation of MMD. Performance of the SCSN and SCSN-MMD is not significantly different. Compared with [12], in which MMD is used to transfer from one subject to the other, our study extends the scenario to multiple subjects and compute MMD between the target and each source set, which introduces extra complexity. This may be one reason why applying MMD did not benefit the transfer. To improve the MMD calculation, we could apply multi-kernel methods [8] in future studies, where $\Phi$ in the Equation [1] could be extended to multiple Gaussian kernels instead of one to achieve a better projection of distributions.

One limitation of this study is that, although the proposed networks outperformed the multi-subject baseline CNN, they reach similar accuracy with single-subject baseline. In this study, we used five subjects as the source set, which is relatively a small amount of data for deep transfer learning. This could be one reason why the models did not outperform the single-subject baseline. Larger datasets should be used in future studies to achieve a higher classification accuracy - multi-branch deep transfer learning is ideal for this purpose. Since individual feature extractors can handle different distributions, multi-branch networks like SCSN could be potential solutions to make use of datasets of different subjects with varying sensor sizes, sensor locations and devices.

VI. CONCLUSION

We have designed a multi-subject deep transfer learning network, the SCSN, and tested it on both BCICIV2a dataset and our online recorded dataset. Results show that our proposed network can tackle the negative transfer problem in the benchmark CNN model, and have outperformed the multi-subject baseline. We believe that our work is an essential conceptual proof towards successfully exploiting multi-subject information in EEG decoding using multi-branch deep transfer learning.
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