Center stable manifold for ground states of nonlinear Schrödinger equations with internal modes
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Abstract
We study the dynamics of solutions of nonlinear Schrödinger equation (NLS) near unstable ground states. The existence of the local center stable manifold around ground states and the asymptotic stability for the solutions on the manifold is proved. The novelty of our result is that we allow the existence of internal modes.
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1 Introduction
In this paper, we consider

\[ i \partial_t u = -\Delta u + g(|u|^2)u, \quad u : \mathbb{R}^{1+3} \to \mathbb{C}, \]

where we assume \( g \in C^\infty(\mathbb{R}, \mathbb{R}) \), \( g(0) = 0 \) and the growth condition

\[ |g^{(n)}(s)| \leq C|s|^{2-n} \quad \text{for } |s| > 1 \text{ and } n = 0, 1, \cdots, 4, \]

for some constant \( C > 0 \). We will also use the notation \( f(u) := g(|u|^2)u \).

The local well posedness of the Cauchy problem of (1.1) in \( H^1(\mathbb{R}^3) \) is well known, see, e.g. [23]. We assume the existence of a family of ground states. That is, we assume there exist \( \mathcal{O} \subset (0, \infty) \) and a map \( \varphi \in C^2(\mathcal{O}, H^1_{\text{rad}} \cap L^\infty) \) s.t. for all \( x \in \mathbb{R}^3 \), \( \varphi(x) > 0 \) and

\[ 0 = -\Delta \varphi + \omega \varphi + f(\varphi). \]

Here, for a given function space \( X \) (e.g. \( L^2(\mathbb{R}^3, \mathbb{C}) \), \( H^1(\mathbb{R}^3, \mathbb{C}) \)), we set \( X_{\text{rad}} \) to be the space of radially symmetric functions in \( X \).

Given a ground state, it is natural to ask the stability and asymptotic behavior of solutions with initial data given in the vicinity of the ground state. First question in such direction will be the orbital stability, which asks whether the solution stays near the bound state modulo symmetry. In the following, we will always assume the standard nondegeneracy assumption:
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Here, \(u_1\) is the solution of (1.1) with \(u(0) = u_0\).

**Remark 1.2.** We expect similar results hold for nonradial solutions. However, since in this paper we are focusing our attention to the internal modes, which we explain below, we have choose to deal with radial solutions for simplicity.

We now explain the difference between the previous results and Theorem 1.1 by introducing precise assumptions of Theorem 1.1 ((H2)-(H4)).

As usual for any asymptotic stability analysis, we make an assumption for the "linearized operator", which in this case given by

\[
\mathcal{H}_\omega = \begin{pmatrix}
-\Delta + \omega + g(\varphi_0^2) + g'(\varphi_0^2)\varphi_0^2 \\
g(\varphi_0^2)\varphi_0^2 - g'(\varphi_0^2)\varphi_0^2
\end{pmatrix}
\begin{pmatrix}
\Delta - \omega - g(\varphi_0^2) - g'(\varphi_0^2)\varphi_0^2
\end{pmatrix}.
\]
Since the potential part of $\mathcal{H}_\omega$ decays exponentially, we have

$$\sigma_{ess}(\mathcal{H}_\omega) = (-\infty, -\omega] \cup [\omega, \infty), \quad 2\sigma(\mathcal{H}_\omega) < \infty. \quad (1.8)$$

Also, from (H1) and Vakhitov-Kolokolov condition $-\frac{d}{d\omega} \|\phi_\omega\|_{L^2}^2 < 0$, for $\omega$ sufficiently near $\omega_*$, we have

$$\mathcal{N}_g(\mathcal{H}_\omega) = \text{span}\{i\sigma_3\phi_\omega, \partial_\omega \phi_\omega\}, \quad (1.9)$$

The first assumption we make for the linearized operator is (H2) $\mathcal{H}_{\omega_*}$ has no embedded eigenvalue in $(-\infty, -\omega_*] \cup [\omega_*, \infty)$ and $\pm \omega_*$ are not resonance.

Under the assumption (H1), (H2) and $-\frac{d}{d\omega} \|\phi_\omega\|_{L^2}^2 < 0$, there exists $\mu(\omega) > 0$ s.t. $\sigma(\mathcal{H}_\omega) \setminus \mathbb{R} = \{ \pm i\mu(\omega) \}$, see Corollary 2.12 of [16]. The eigenvalues in the remaining part $(-\omega, \omega) \setminus \{0\}$, if exist, are called the internal modes.

Up to here, the assumption given are the same as the previous works. Another assumption which was made by all previous works (except the recent work [31]) was that $\sigma(\mathcal{H}_\omega) = \{0, \pm i\mu(\omega)\}$, which in particular claims that there are no internal modes.

**Remark 1.4.** For the cubic case, absence of internal mode is proved in [7], (see also [17, 34]). However, in the numerical computation in [17] it is shown that for the nonlinearity $g(s) = -s^p$ with $p$ just slightly below 1, the “gap property”, which is a sufficient condition for the absence of internal modes, fails. In general, we expect that there are internal modes, see e.g. for numerical results by [30].

In this paper, we assume (H3) For $\omega$ sufficiently close to $\omega_*$, $\sigma(\mathcal{H}_{\omega_*}) = \{0, \pm \lambda(\omega), \pm i\mu(\omega)\}$ for some $\lambda(\omega) > 0$. Further, we assume dimker $(\mathcal{H}_{\omega_*} - \lambda(\omega_*) ) = 1$ and there exists $N \in \mathbb{N}$ s.t. $(N - 1)\lambda(\omega_*) < \omega_* < N\lambda(\omega_*)$.

**Remark 1.5.** $\sigma(\mathcal{H}_\omega)$ and $\sigma_d(\mathcal{H}_\omega)$ are symmetric w.r.t. $\mathbb{R}$ and $i\mathbb{R}$ axis. Therefore, the internal modes, which are the non-zero real discrete spectrum of $\mathcal{H}_\omega$ always appear as a pair. In (H3), we have assumed there are only one pair of internal modes. It is possible to relax the assumptions so that there are arbitrary number of pairs of internal modes. More precisely, we can replace (H3) by (H5)–(H6) of [14]. However, as we restricted our attention to the radially symmetric case, to make the paper simple, we have chosen to restrict ourselves to the above case.

By replacing the flow of (1.1) by the linearized equation $i\partial_t u = H_\omega u$, we easily see 1. and 2. of Theorem [1.1] hold by taking $\mathcal{M}$ to be the (symplectically) orthogonal hyperplane w.r.t. the unstable direction and the generalized kernel (this has codimension 3, but the extra 2 dimension coming from the generalized kernel is due to the symmetry of the ground state so we can think it is essentially codimension 1). Further, with the aid of suitable linear estimates one can show that the solution on $\mathcal{M}$ stays small if it has a small initial data. However, due to the presence of internal mode, there will be arbitrary small periodic solution which prevents (1.0) to be true in the linear level. Therefore, if one wants to show (1.0), one has to take in to account of the nonlinear interaction.

For such purpose, following [12, 14, 15], we introduce the refined profile. Let $\sigma > 0$ sufficiently large and we set

$$\Sigma = \{ u \in H^2 \mid \|u\|_\Sigma := \| (x)^\sigma u \|_{H^2} < \infty \}. \quad (1.10)$$
We also set $\zeta[\omega]$ to be the eigenfunction of $H_\omega$ associated to $\lambda(\omega)$. Then, $\sigma_1\zeta[\omega]$ will also be the eigenfunction of $H_\omega$ associated to $-\lambda(\omega)$. We can take $\zeta$ to be $\mathbb{R}$-valued and normalize it to satisfy $(\sigma_3\zeta[\omega], \zeta[\omega]) = 1$. Here, $\sigma_j$, $j = 1, 2, 3$ are the Pauli matrices given by

$$
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

**Proposition 1.6** (Refined profile). Assume (H1) and (H3). Let $M = M' = (N - 1)/2$ if $N$ is odd and $M = (N - 2)/2$, $M' = N/2$ if $N$ is even. Then, there exist $\{\bar{\theta}_j(\omega)\}_{j=0}^{M'}$, $\{\lambda_j(\omega)\}_{j=0}^{M}$ and $\{\varphi_{j,k}[\omega]\}_{0 \leq j, k, j+k \leq N}$ smoothly defined in the neighborhood of $\omega_*$ with $\bar{\theta}_0(\omega) = \omega - \omega_*$, $\lambda_0 = \lambda(\omega)$, $\varphi_{0,0}[\omega] = \varphi_\omega$, $\varphi_{0,1}[\omega] = (\zeta[\omega])_\dagger$, and $\tilde{G}_\pm \in \Sigma$ s.t. setting

$$
\varphi[\theta, \omega, z] := e^{i\theta} \sum_{0 \leq j, k, j+k \leq N} z^j \tilde{\sigma}_k \varphi_{j,k}[\omega],
$$

we have

$$
\|\tilde{R}_1[\omega, z]\|_{L^2} \lesssim (|z| + |\omega - \omega_*|)|z|^N,
$$

where $(f_1 f_2)_\dagger = f_1$ and

$$
\tilde{R}_1[\theta, \omega, z] := (-\Delta + \omega_*) \varphi[\theta, \omega, z] + f(\varphi[\theta, \omega, z]) - iD\varphi[\theta, \omega, z] \left( \sum_{j=0}^{M'} |z|^j \tilde{\theta}_j(\omega), 0, -i \sum_{j=0}^{M} |z|^j \lambda_j(\omega) \right) - e^{i\theta} \left( z^N \tilde{G}_+ + \tilde{\sigma}^N \tilde{G}_- \right).
$$

**Proof.** It is a simplified version of Proposition 1.12 of [14].

Using the notion given in Proposition 1.6, we can now state the last assumption, the Fermi Golden Rule (FGR).

(H4) Let $W = \lim_{t \to \infty} e^{itH_{\omega_*}} e^{-i\sigma T(-\Delta + \omega_*)}$ be the wave operator, $W^*$ be the adjoint of $W$, $\mathcal{F}$ be the Fourier transform, $P_\pm$ be the Riesz projection of $H_{\omega_*}$ on $\sigma_0(H_{\omega_*})$ and $P_\pm = 1 - P_\mp$. Then, $(\mathcal{F}W^*\mathcal{F})_\dagger(\sqrt{N\lambda(\omega_*) - \omega_*}) \neq 0$, where $\mathcal{F} = \sigma_3 P_\uparrow \sigma_3 \downarrow (G_+ - G_-)$. We divide the proof of Theorem 1.1 in two parts. The first part is the “orbital stability” type result, which only use Assumption (H1) and $\frac{d}{dx}|_{x=\omega_*} \|\varphi_\omega\|_{L^2}^2 < 0$:

**Theorem 1.7.** Let $\omega_* \in \mathcal{O}$ and assume (H1) and $\frac{d}{dx}|_{x=\omega_*} \|\varphi_\omega\|_{L^2}^2 < 0$. Then, there exist codimension one $C^1$-manifold $\mathcal{M} \subset H^1_{\text{rad}}$, $\delta_0, \delta_1, \epsilon_1 > 0$ and $C > 0$ s.t. (i) and (ii) of Theorem 1.1 holds. Further, if $\|u_0 - \varphi_\omega\|_{H^1} := \epsilon < \epsilon_1$ and $u_0 \in \mathcal{M}$, then we have $\sup_{t > 0} \inf_{\theta \in \mathbb{R}} \|u(t) - e^{i\theta} \varphi_\omega\|_{H^1} < C\epsilon$, where $u(t)$ is the solution of (1.1) with $u(0) = u_0$.

By Theorem 1.7 we see that all solutions on $\mathcal{M}$ sufficiently near $\varphi_\omega$ stays near $\varphi_\omega$. So, what remains to show is the asymptotic behavior (1.6), which is given by the following theorem.

**Theorem 1.8.** Let $\omega_* \in \mathcal{O}$ and assume (H1), $\frac{d}{dx}|_{x=\omega_*} \|\varphi_\omega\|_{L^2}^2 < 0$ and (H2)-(H4). Then, for arbitrary $C_0 \geq 1$, there exist $\epsilon_0 > 0$ and $C_1 > 0$ s.t. if $u_0 \in H^1_{\text{rad}}$ satisfies $\epsilon := \|u_0 - \varphi_\omega\|_{H^1} < \epsilon_0$ and $\sup_{t > 0} \inf_{\theta \in \mathbb{R}} \|u(t) - e^{i\theta} \varphi_\omega\|_{H^1} < C_1\epsilon$, then there exists $\eta_+ \in H^1_{\text{rad}}$, $\omega_+ \in \mathcal{O}$ and $\theta \in C([0, \infty), \mathbb{R})$ s.t. $|\omega_+ - \omega_*| + \|\eta_+\|_{H^1} \leq C_1\epsilon$ and (1.6) holds.
Notice that the claim of Theorem 1.8 (as well as the proof Theorem 1.8) does not refer the center stable manifold $\mathcal{M}$, and relies only on the assumption that $u$ stays near $\varphi_{\omega^*}$. Such property was proved and used to show the instability for some linearly stable bound states, see [11].

It is obvious that Theorem 1.7 and Theorem 1.8 imply Theorem 1.1. In the following, we explain the strategy of the proof of both Theorems.

To prove Theorem 1.7, we apply the Hadamard method in [31, 39] to the modulation equation of (1.1) in Section 2. For the proof of the estimate $\sup_{t>0} \inf_{\theta \in \mathbb{R}} \| u(t) - e^{i\theta} \varphi_{\omega^*} \|_{H^1} \leq C \| u_0 - \varphi_{\omega^*} \|_{H^1}$ which is an assumption of Theorem 1.8, we modify the proof of the stability of standing waves on an invariant manifold.

For the proof of Theorem 1.8, we follow the proof of asymptotic stability for stable ground states given in [14] (these result dates back to [42] and [5], see the survey [13] for earlier results). As we have mentioned, the difficulty of this problem lies on the existence of the internal modes, which prevents Theorem 1.8 to be true for the linearized equation. To extract the nonlinear interaction and show a decay estimate of the form
\[ \int_0^T |z_N|^2 \, dt \lesssim \| u_0 - \varphi_{\omega^*} \|^2_{L^2}, \]
where $z$ is the internal component of $u$ (see Lemma 3.2), we needed the assumption (H4) as well as the notion of refined profile.

Remark 1.9. Instead of refined profile, one can also use normal form argument as in [1, 9, 10]. However, the refined profile gives more simple and short proof.

Remark 1.10. If (H4) fails, we expect that the estimate $\int_0^T |z_N|^2 \, dt \lesssim \| u_0 - \varphi_{\omega^*} \|^2_{L^2}$ does not hold and $N$ needs to be replaced by some larger number corresponding to the "degenerate FGR condition". For the necessity of (H4), see also [30].

In this paper, to take into account the effect of the stable and unstable modes, we further "refine" the modulation parameters so that the finite dimensional part of the solution satisfies good orthogonal property. This will be done in Proposition 3.1. By this refinement, the proof will be similar to [14] except the control of the stable and unstable mode components, which we give an energy type control (see, Lemma 3.7).

Finally, we mention the difference between the recent results by [31]. In [31], the asymptotic stability on the center-stable manifold for the ground state of one dimensional quadratic Klein-Gordon equation is studied. In [31], the linearized operator, which can be computed explicitly, posses one pair of internal mode with $N = 2$. Then, using the virial type estimates, the Darboux transform and the Fermi Golden Rule estimate developed in the series of papers [24], [25], [26], [27], [28], they succeed in proving the conditional asymptotic stability without assuming any spectral assumptions. This was possible because they were able to prove the Fermi Golden Rule assumption (the assumption (H4) in this paper) and other properties by explicit computation. On the other hand, in this paper, our aim is to consider generic ground states and our aim is to show the the asymptotic stability on the center-stable manifold under generic assumptions such as (H2)-(H4). Numerically verifying the assumption such as (H2)-(H4) for specific examples would be an interesting future work.

This paper is organized as follows. In section 2 we prove Theorem 1.7 and in section 3 we prove Theorem 3.

In the following, for $t_1 < t_2$ we use $\text{Stz}(t_1, t_2) := L^\infty((t_1, t_2), H^1) \cap L^2((t_1, t_2), W^{1,6})$ and $\| \cdot \|_{\text{Stz}(t_1, t_2)} := \| \cdot \|_{L^\infty((t_1, t_2), H^1)} + \| \cdot \|_{L^2((t_1, t_2), W^{1,6})}$.

2 Center stable manifolds

In this section, we prove Theorem 1.7.

We write
\[ \tilde{u} = \begin{pmatrix} u \\ \bar{u} \end{pmatrix} \text{ and } \mu = \mu(\omega_*). \]
2.1 Localized equation

Lemma 2.1. The purely imaginary eigenvalues of \( H_\omega \) are 0 and simple eigenvalues \( \pm \mu \). Moreover, there exist \( \xi_+, \xi_- \in H^1 \) such that \( H_\omega \xi_\pm = \pm \mu \xi_\pm \) and \( (\xi_+, i\sigma_3 \xi_-)_{L^2} = 1 \).

Proof. By Theorem 5.1 and Theorem 5.8 of [19], the assumption (H1) and \( \frac{d}{d\omega}|_{\omega=\omega_0} \| \varphi_\omega \|_{L^2}^2 < 0 \) yields that there exists \( \mu > 0 \) such that \( \sigma(H_\omega) \setminus \mathbb{R} = \{ \pm \mu \} \) and \( \dim(\ker(H_\omega, \pm \mu)) = 1 \). Let \( \xi_+ \) be an eigenfunction of \( H_\omega \) corresponding to \( i\mu \) satisfying \( \sigma_1 \xi_+ = \xi_+ \). Then, \( \sigma_1 \xi_+ \) is an eigenfunction of \( H_\omega \) corresponding to \( -i\mu \). By the assumption (H1), there exist \( \mu_0 > 0 \) and a \( \xi_0 \) of \( \sigma_3 H_\omega \) corresponding to \( -\mu_0 \) such that \( \sigma_1 \chi_\omega = \chi = \chi_\omega \). We define \( \tilde{\xi}_+ \) by \( \tilde{\xi}_+ = a_+ \chi_0 + b_+ \sigma_3 \varphi_\omega + \xi_+ \), \((\tilde{\xi}_+, \chi_0)_{L^2} = (\xi_+, \sigma_3 \varphi_\omega)_{L^2} = 0 \). By the equations \( \sigma_1 \sigma_3 H_\omega, \sigma_1 = \sigma_3 H_\omega, \) and \( \sigma_1 \tilde{\xi}_+ = \xi_+ \), we have

\[
0 = (\sigma_3 \tilde{\xi}_+, H_\omega \tilde{\xi}_+)_{L^2} = -\mu_0 |a_+|^2 \| \chi_0 \|_{L^2}^2 + (\xi_+, \sigma_3 H_\omega, \xi_+ \tilde{\xi}_+ L^2) = -\mu_0 |a_+|^2 \| \chi_0 \|_{L^2}^2 + (\sigma_1 \xi_+, \sigma_3 H_\omega, \sigma_1 \tilde{\xi}_+ L^2). \tag{2.1}
\]

Therefore, combining \( \tilde{\xi}_+ \neq \sigma_1 \tilde{\xi}_+ \), the equality (2.1) and the orthogonality \((\tilde{\xi}_+ - \sigma_1 \tilde{\xi}_+, \chi_0)_{L^2} = (\tilde{\xi}_+ - \sigma_1 \tilde{\xi}_+, \sigma_3 \varphi_\omega)_{L^2} = 0 \), we have

\[
\begin{align*}
\mu (\tilde{\xi}_+, \sigma_3 \sigma_1 \tilde{\xi}_+ L^2) = & -\mu_0 |a_+|^2 \| \chi_0 \|_{L^2}^2 + (\xi_+, \sigma_3 H_\omega, \sigma_1 \tilde{\xi}_+ L^2) \\
= & -\frac{1}{2}((\tilde{\xi}_+ - \sigma_1 \tilde{\xi}_+, \sigma_3 H_\omega, \tilde{\xi}_+ L^2) - 2(\xi_+, \sigma_3 H_\omega, \xi_+ L^2) + (\sigma_1 \xi_+, \sigma_3 H_\omega, \sigma_1 \xi_+ L^2)) \\
= & -\frac{1}{2}((\tilde{\xi}_+ - \sigma_1 \tilde{\xi}_+, \sigma_3 H_\omega, \tilde{\xi}_+ L^2 - \sigma_1 \xi_+ L^2) < 0.
\end{align*}
\]

Therefore, the degeneracy \((\tilde{\xi}_+, \sigma_3 \sigma_1 \tilde{\xi}_+ L^2) \neq 0 \) yields that \( i\mu \) is a simple eigenvalue of \( H_\omega \).

\[
\square
\]

Let

\[
\begin{align*}
P_\pm \tilde{u} &= (\tilde{u}, i\sigma_3 \tilde{\xi}_+)_{L^2} \tilde{\xi}_- , \\
P_0 \tilde{u} &= \frac{(\tilde{u}, i\sigma_3 \partial_\omega \varphi_\omega)_{L^2}}{(\partial_\omega \varphi_\omega, \varphi_\omega)_{L^2}} i\sigma_3 \varphi_\omega + \frac{(\tilde{u}, \varphi_\omega)_{L^2}}{(\partial_\omega \varphi_\omega, \varphi_\omega)_{L^2}} \partial_\omega \varphi_\omega , \\
P_d &= P_+ + P_+ + P_0 , \\
P_\gamma &= I_d - P_d , \\
P_{\leq 0} &= I_d - P_+ .
\end{align*}
\]

We define

\[
\| \tilde{u} \|_E = (\| P_0 \tilde{u} \|_{L^2}^2 + (\tilde{u}, i\sigma_3 \tilde{\xi}_- L^2)\|)^{\frac{1}{2}} + (\tilde{u}, i\sigma_3 \tilde{\xi}_- L^2)\| \tilde{u}^2 + (P_\gamma \tilde{u}, \sigma_3 H_\omega, P_\gamma \tilde{u})_{H^1, H^{-1}} \}
\]

Lemma 2.2. There exists \( C_c > 0 \) such that \( (P_\gamma \tilde{u}, \sigma_3 H_\omega, P_\gamma \tilde{u})_{H^1, H^{-1}} \geq C_c \| P_\gamma \tilde{u} \|_{H^1}^2 \).

Proof. The conclusion follows Lemma 2.2 in [33] and Lemma 2.1.

We define the conservation laws

\[
\begin{align*}
E(u) &= \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 dx + \int_{\mathbb{R}^3} G(u) dx , \\
M(u) &= \frac{1}{2} \int_{\mathbb{R}^3} |u|^2 dx , \\
S_\omega(u) &= E(u) + \omega M(u) .
\end{align*}
\]
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By the change of variable \( \tilde{u}(t) = e^{i(\theta(t)+\omega t)}\sigma_3(v(t)+\phi_{\omega}(t)) \), we rewrite the equation \[ (1.1) \] as
\[
\partial_t \tilde{v} = -i\mathcal{H}_\omega \tilde{v} - i\sigma_3(\dot{\theta} + \omega_s - \omega)\phi_{\omega_s} - \dot{\omega}\partial_{\omega_s}\phi_{\omega_s} + F_2(\tilde{v}, \omega, \dot{\theta}),
\]
where
\[
F_2(\tilde{v}, \omega, \dot{\theta}, \dot{\theta}) = -i(\dot{\theta} + \omega_s - \omega)\sigma_3(\phi_{\omega_s} - \phi_{\omega_s}) - i\sigma_3\dot{\theta} - \dot{\omega}(\partial_{\omega_s}\phi_{\omega_s} - \partial_{\omega_s}\phi_{\omega_s}) - i\sigma_3 F_1(\tilde{v}, \omega, \dot{\theta}).
\]
By (C1), we obtain the following equations:
\[ (2.3) \]
\[
F_1(\tilde{v}, \phi_{\omega_s}) = \begin{cases} 
\frac{\partial}{\partial t} \sigma_3 (\phi_{\omega_s} + \phi_{\omega_s}^*) - g(\phi_{\omega_s}^2)\sigma_3 (\phi_{\omega_s} + \phi_{\omega_s}^*) - g'(\phi_{\omega_s}^2)\sigma_3 (\phi_{\omega_s} + \phi_{\omega_s}^*) - \dot{\phi}_{\omega_s}, \\
\frac{\partial}{\partial t} (\phi_{\omega_s}^* - \phi_{\omega_s}^*) \end{cases}
\]
Let \( \chi \in C^\infty(\mathbb{R}) \) satisfying \( 0 \leq \chi \leq 1 \) and \( \chi(r) = \begin{cases} 1, & |r| \leq 1 \\
0, & |r| \geq 2. \end{cases} \)

We define
\[ (2.4) \]
\[
\chi_\delta(\tilde{v}, \omega) = \chi(\delta^{-2}(||\tilde{v}||_H^2 + |\omega - \omega_s|^2)).
\]

We consider the following localized equation of \( (2.2) \):
\[ (2.5) \]
\[
\partial_t \tilde{v} = -i\mathcal{H}_\omega \tilde{v} - i\sigma_3(\dot{\theta} + \omega_s - \omega)\phi_{\omega_s} - \dot{\omega}\partial_{\omega_s}\phi_{\omega_s} + \chi_\delta(\tilde{v}, \omega) F_2(\tilde{v}, \omega, \dot{\theta}).
\]
To fix the modulation parameters \( \omega, \theta \) we consider the orthogonal condition
\[ (C1) \]
\[
(\tilde{v}(t), i\sigma_3\partial_{\omega_s}\phi_{\omega_s})_{L^2} = (\tilde{v}(t), \phi_{\omega_s})_{L^2} = 0.
\]

By (C1), we obtain the following equations:
\[ (2.6) \]
\[
0 = \frac{d}{dt}(\tilde{v}, i\sigma_3\partial_{\omega_s}\phi_{\omega_s})_{L^2} = (\tilde{v}(0), \phi_{\omega_s})_{L^2} = 0,
\]
\[
\dot{\theta} + \omega_s - \omega = (\phi_{\omega_s}, \partial_{\omega_s} \phi_{\omega_s})_{L^2} \chi_\delta(F_2(\tilde{v}, \omega, \dot{\theta}), \phi_{\omega_s})_{L^2},
\]
\[
\dot{\omega} = (\phi_{\omega_s}, \partial_{\omega_s} \phi_{\omega_s})_{L^2} \chi_\delta(F_2(\tilde{v}, \omega, \dot{\theta}), \phi_{\omega_s})_{L^2}.
\]

To construct, we introduce the following Cauchy problem of the system:
\[ (2.6) \]
\[
(\tilde{v}(0), i\sigma_3\partial_{\omega_s}\phi_{\omega_s})_{L^2} = (\tilde{v}(0), \phi_{\omega_s})_{L^2} = 0,
\]
where
\[ \tilde{H}_0 = \{ \tilde{u} \in H^1_{rad}(\mathbb{R}^3, \mathbb{C}^2) \mid \sigma_1 \tilde{u} = \tilde{u}, (\tilde{u}, i\sigma_3\partial_{\omega_s}\phi_{\omega_s})_{L^2} = (\tilde{u}, \phi_{\omega_s})_{L^2} = 0 \}. \]
Lemma 2.3. There exists $\delta > 0$ s.t. if $\inf_\theta \| \tilde{u} - e^{i\theta \sigma_3 \phi} \|_{H^1} < \delta$, then, there exist unique $\theta(\tilde{u}) \in \mathbb{R}/2\pi \mathbb{Z}$ and $\omega(\tilde{u}) > 0$ s.t. $\tilde{v} = e^{-i\theta(\tilde{u})\sigma_3} \tilde{u} - \phi(\tilde{u}) \in \tilde{H}_0$.

Proof. The lemma follows from standard implicit function theorem argument. \(\square\)

We define the distance $d$ on $\tilde{H}_0 \times \mathbb{R}_+$ by

$$d(v_0, v_1) = (\|v_0 - v_1\|^2 + |\log w_0 - \log w_1|^2)^{\frac{1}{2}}, \quad \nu_j = (\nu, \omega_j) \in \tilde{H}_0 \times \mathbb{R}_+ \ (j = 0, 1).$$

Then, we have the following estimate of solutions to the problem (2.6).

Proposition 2.4. For $0 < \delta \ll \max\{\omega_*, 1\}$, (2.6) is globally well-posed. Moreover, solutions $(\nu, \omega, \theta)$ to (2.6) $(j = 0, 1)$ satisfy the following:

$$\begin{aligned}
(\nu, \omega, \theta) &\in \text{Stz}(-T, T) \times L^2(-T, T) \times L^2(-T, T), \quad T > 0, \\
\|\nu(t)\|_{\text{Stz}(-1, 1)} &\lesssim d(\nu_0(0), \nu_1(0)), \\
\|\theta(t) - \omega(t) - \nu_1(t)\|_{L^2(-1, 1)} + \|\omega(t) - \omega(t)\|_{L^2(-1, 1)} &\lesssim d(\nu_0(0), \nu_1(0)), \\
\sup_{|t| \leq 1} |\log w_0(t) - \log w_1(t)| &\lesssim d(\nu_0(0), \nu_1(0)), \\
\sup_{|t| \leq 1} \|P_\nu(\nu(t) - e^{-iH\nu} \nu_0(0))\|_{H^1} &\lesssim \min\{\|\nu_0(0)\|_{H^1} + |\omega_0 - \omega_0(0)|, \delta^{\frac{3}{2}}\}, \\
\sup_{|t| \leq 1} \|P_\nu \nu(t)\|^2_\nu - \|P_\nu \nu_0(0)\|^2_\nu &\lesssim \min\{\|\nu_0(0)\|_{H^1}^2 + |\omega_0 - \omega_0(0)|^2, \delta^3\}, \\
\sup_{|t| \leq 1} \|P_\nu(\nu(t) - \nu_0(0))\|_{H^1} &\lesssim d(\nu_0(0), \nu_1(0)), \\
\sup_{|t| \leq 1} \|P_\nu(\nu(t) - \nu_0(0))\|^2_\nu - \|P_\nu(\nu_0(0) - \nu_1(0))\|^2_\nu &\lesssim d(\nu_0(0), \nu_1(0))^2.
\end{aligned}$$

Proof. We define

$$\theta_*(t) = \omega_*(t), \quad \tilde{v}(t) = e^{-i\theta_*(t)\sigma_3} \tilde{u}(t)$$

for $(\nu, \omega, \theta) \in \text{Stz}(-T, T) \times L^2(-T, T) \times L^2(-T, T)$. Then, $(\nu, \omega, \theta)$ satisfies (2.6) if and only if $(\tilde{v}, \omega, \theta)$ satisfies

$$\begin{aligned}
\partial_t \tilde{v} = i\Delta \sigma_3 \tilde{v} - i(H_{\omega_*} + (\Delta - \omega_*)\sigma_3) \tilde{v} - i\sigma_3(\tilde{\theta} + \omega_* - \omega)e^{-i\theta_*\sigma_3} \tilde{\phi}_{\omega_*} - i\omega e^{-i\theta_*\sigma_3} \partial_{\omega} \phi_{\omega_*} + \chi\delta(\tilde{v}, \omega)e^{-i\theta_*\sigma_3} F_3(e^{i\theta_*\sigma_3} \tilde{\omega}, \omega, \tilde{\phi}), \\
\tilde{\theta} + \omega_* - \omega = (\phi_{\omega_*}, \partial_{\omega_*}, \tilde{\phi}_{\omega_*}) L_2 \chi\delta(F_3(e^{i\theta_*\sigma_3} \tilde{\omega}, \omega, \tilde{\phi}) - i\sigma_3 \partial_{\omega} \phi_{\omega_*}), L_2, \\
\tilde{\omega} = (\phi_{\omega_*}, \partial_{\omega_*}, \tilde{\phi}_{\omega_*}) = (\tilde{\omega}(0), \tilde{\phi}_{\omega_*}) L_2 = 0, \\
(\tilde{v}(0), \omega(0), \theta(0)) \in \tilde{H}_0 \times \mathbb{R}_+ \times \mathbb{R},
\end{aligned}$$

where

$$F_3(\tilde{v}, \omega, \tilde{\phi}) = i(\tilde{\theta} + \omega_* - \omega)\sigma_3(\phi_{\omega_*} - \phi_{\omega}) - i(\tilde{\theta} + \omega_* - \omega)\sigma_3 \tilde{v} - \omega(\partial_{\omega} \phi_{\omega} - \partial_{\omega} \phi_{\omega_*} - i\sigma_3 F_1(\tilde{v}, \phi_{\omega}).$$
By applying the Strichartz estimate for the free Schrödinger equation, we obtain the global well-posedness of (2.7) and (2.8) for solution \((\tilde{w}, \omega, \theta)\) of (2.15). For solutions \((\tilde{w}_j, \omega_j, \theta_j)\) of (2.15) \((j = 0, 1)\), we define

\[
\theta_{*,j}(t) = \omega_* t + \int_0^t \chi_3(\tilde{w}_j(s), \omega_j(s))(\omega_j(s) - \omega_*)ds
\]

and

\[
\tilde{v}_j(t) = e^{i\theta_{*,j}(t)}\sigma_3 \tilde{w}_j(t).
\]

By (2.8)–(2.9) for \((\tilde{w}_j, \omega_j, \theta_j)\), we have

\[
|\theta_{*,0}(t) - \theta_{*,1}(t)| \leq \int_0^t |\chi_3(\tilde{w}_1(s), \omega_1(s))(\omega_1(s) - \omega_*) - \chi_3(\tilde{w}_2(s), \omega_2(s))(\omega_2(s) - \omega_*)|ds
\]

\[
\lesssim \sup_{|\xi| \leq 1} (\chi_3(\tilde{w}_1(s), \omega_1(s)) + \chi_3(\tilde{w}_2(s), \omega_2(s)))d(w_0(t), w_1(t))
\]

Therefore, we have

\[
\|\tilde{v}_0 - \tilde{v}_1\|_{\text{Str}(-1,1)} \leq \|\tilde{w}_0 - \tilde{w}_1\|_{\text{Str}(-1,1)} + \|e^{i\theta_{*,0}} - e^{i\theta_{*,1}}\|_{L^\infty(-1,1)} \min_{j=1,2} \|\tilde{w}_j\|_{\text{Str}(-1,1)}
\]

\[
\lesssim d(w_0(0), w_1(0)).
\]

Since \(|F_{1,0} - F_{1,1}| \lesssim (|\tilde{v}_0|^3 + |\tilde{v}_1|^3)(|\tilde{v}_0| + |\tilde{v}_1|)|\tilde{v}_0 - \tilde{v}_1|\) and

\[
\frac{d}{dt}\|\mathcal{P}_y(\tilde{v}_0 - \tilde{v}_1)\|_E^2 = 2\gamma [-i\mathcal{H}_\omega(\tilde{v}_0 - \tilde{v}_1) - (\theta_0 - \omega_0 - \theta_1 + \omega_1)i\sigma_3 \phi_{\omega_*} - (\tilde{\omega}_0 - \omega_1) \partial_\omega \phi_{\omega_*} + \chi_3(\tilde{v}_0 F_{2,0} - \chi_3 F_{2,1})]
\]

\[
= 2(\chi_3(\tilde{v}_0 F_{2,0} - \chi_3 F_{2,1} - \chi_3 \mathcal{H}_\omega \mathcal{P}_y(\tilde{v}_0 - \tilde{v}_1))_{H^1, H^{-1}}
\]

\[
= 2(\chi_3(\tilde{v}_0 F_{2,0} - \chi_3 F_{2,1} - \chi_3 \mathcal{H}_\omega \mathcal{P}_y(\tilde{v}_0 - \tilde{v}_1))_{H^1, H^{-1}}
\]

we have

\[
\sup_{|t| \leq 1} \left[\|\mathcal{P}_y(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E^2 - \|\mathcal{P}_y(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E^2\right]
\]

\[
\lesssim (\chi_{\delta,j} ||\tilde{v}_0||_{\text{Str}(-1,1)} + \chi_{\delta,j} ||\tilde{v}_1||_{\text{Str}(-1,1)} + \chi_{\delta,j} ||\tilde{v}_0||_{\text{Str}(-1,1)}^2 + \chi_{\delta,j} ||\tilde{v}_1||_{\text{Str}(-1,1)}^2) ||\tilde{v}_0 - \tilde{v}_1||_{\text{Str}(-1,1)}^2
\]

\[
\lesssim d(v_0(0), v_1(0))^2,
\]

where

\[
\chi_{\delta,j} = \chi_3(\tilde{v}_0, \omega_j), \quad F_{k,j} = F_k(\tilde{v}_j, \omega_j, \theta_j) \quad (j = 0, 1, \quad k = 1, 2).
\]

We can show the inequalities (2.10)–(2.14) similarly.

### 2.2 Construction of Hadamard manifolds

To apply the Hadamard method in [36] to construct invariant manifolds, we define

\[
\mathcal{H} = \{ G : \tilde{\mathcal{H}}_0 \times \mathbb{R}_+ \to P_+ \tilde{\mathcal{H}}_0 \to \mathcal{G} = G \circ \mathcal{P}_\leq, \mathcal{G}(0, \omega_*) = 0, \quad \|G(u_0) - G(u_1)\| \leq ld(u_0, u_1), u_0, u_1 \in \tilde{\mathcal{H}}_0 \times \mathbb{R}_+, \}
\]

and the graph of \(G \in \mathcal{H}\) as

\[
[G] = \{(\tilde{u}, \omega) \in \tilde{\mathcal{H}}_0 \times \mathbb{R}_+ \mid P_+ \tilde{u} = G(\tilde{u}, \omega)\}
\]

where \(P_{\leq}(\tilde{u}, \omega) = (\mathcal{P}_{\leq}(\tilde{u}, \omega))\).
Lemma 2.5. There exists $C_L > 0$ such that if $l, \delta > 0$ satisfy
\[ (C1)_{l,\delta} \quad l + \delta \ll 1 \quad \text{and} \quad l^{-1} \delta^{\frac{1}{2}} \ll 1, \]
then for solutions $(\tilde{v}_j, \omega_j, \theta_j)$ to $\mathbf{(2.15)}$ $(j = 0, 1)$ satisfying
\[ \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E \leq ld(v_0(0), v_1(0)), \]
one has
\[ \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E \leq \begin{cases} C_Lld(v_0(t), v_1(t)), & |t| \leq 1, \\ ld(v_0(t), v_1(t)), & -1 \leq t \leq -\frac{1}{2}. \end{cases} \tag{2.16} \]

Proof. By Proposition 2.4, we have
\[ \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E \leq \|e^{-ltH_{\omega}}(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E + C\delta d(v_0(0), v_1(0)) \]
\[ \leq (e^{lt} l + C\delta)d(v_0(0), v_1(0)) \tag{2.17} \]
and
\[ \|\tilde{v}_0(t) - \tilde{v}_1(t)\|_E^2 \geq \|P_d e^{-ltH_{\omega}}(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E^2 + \|P_d \tilde{v}_0(0) - P_d \tilde{v}_1(0)\|_E^2 - C\delta d(v_0(0), v_1(0))^2. \tag{2.18} \]

Combining $(2.14)$ and $(2.18)$, we have
\[ d(v_0(t), v_1(t))^2 \geq \begin{cases} (1 - l^2 + 2\mu^2 C\delta)d(v_0(0), v_1(0))^2, & -1 \leq t \leq 0 \\ (e^{-2\mu|t|} - C\delta)d(v_0(0), v_1(0))^2, & |t| \leq 1. \end{cases} \tag{2.19} \]
The inequality $(2.16)$ follows the inequalities $(2.18)$ and $(2.19)$.

Let $U_3(t)$ be the solution map of $(2.6)$.

Lemma 2.6. Assume $(C1)_{l,\delta}$. For $-1 \leq t \leq 1$, there exists uniquely $U_3(t) : \mathcal{H}_l \rightarrow \mathcal{G}_{C_Ll}$ such that
\[ U_3(t)[[G] \times \mathbb{R}] = [U_3(t)G] \times \mathbb{R}. \]
Moreover, if $-1 \leq t \leq -\frac{1}{2}$, then $U_3(t)$ is a map $\mathcal{H}_l$ into itself.

Proof. Let $(\tilde{v}(t), \omega(t), \theta(t))$ be the solution to $(2.6)$ with initial data $(\tilde{v}(0), \omega(0), \theta(0))$. Then, for $\theta_0 \in \mathbb{R}$, we have
\[ U_3(t)(\tilde{v}(0), \omega(0), \theta(0) + \theta_0) = (\tilde{v}(t), \omega(t), \theta(t) + \theta_0). \]
Therefore, there exists $A \subset \mathcal{H}_0 \times \mathbb{R}_+$ such that $U_3(t)([G] \times \mathbb{R}) = A \times \mathbb{R}$. We define $G_t : A \rightarrow P_+ \mathcal{H}_\delta$ by $G_t(\tilde{v}, \omega) = P_+ \tilde{v}$. For $(\tilde{v}_j^*, \omega_j^*) \in A$, there exist $(\tilde{v}_j(0), \omega_j(0), \theta_j(0)) \in [G] \times \mathbb{R}$ such that
\[ (\tilde{v}_j^*, \omega_j^*, 0) = U_3(t)(\tilde{v}_j(0), \omega_j(0), \theta_j(0)). \]
Therefore, by Lemma 2.5 we obtain
\[ \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E \leq C_Lld(v_0(t), v_1(t)). \tag{2.20} \]
Therefore, $P_{\leq 0}(\tilde{v}_0^*, \omega_0^*) = P_{\leq 0}(\tilde{v}_1^*, \omega_1^*)$ implies $P_+ \tilde{v}_0^* = P_+ \tilde{v}_1^*$. 
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Claim

\[ P_{\leq 0}A = P_{\leq 0}(\mathcal{H}_0 \times \mathbb{R}_+) \]  

(2.21)

We assume there exists \(-1 \leq t \leq 1\) s.t. \(P_{\leq 0}A \not\supset P_{\leq 0}(\mathcal{H}_0 \times \mathbb{R}_+)\). There exists \((\tilde{v}_0, \omega_0) \in P_{\leq 0}(\mathcal{H}_0 \times \mathbb{R}_+)\) such that for \(\alpha \in \mathbb{R}\) \((\tilde{v}_0 + \alpha \tilde{\xi}_+ , \omega_0) \notin A\). We define \(F_0 : \mathbb{R} \to \mathbb{R}\) as

\[ F_0(\alpha) = (iP_+(Id - G)(PU_\delta(-t)(\tilde{v}_0 + \alpha \tilde{\xi}_+, \omega_0, 0)), \sigma_3 \xi_-)_{L^2}, \]

where \(P : \mathcal{H}_0 \times \mathbb{R}_+ \times \mathbb{R} \to \mathcal{H}_0 \times \mathbb{R}_+\) such that \(P(\tilde{v}, \omega, \theta) = (\tilde{v}, \omega)\). Then, \(F_0(\alpha) = 0\) if and only if \(U_\delta(-t)(\tilde{v}_0 + \alpha \tilde{\xi}_+, \omega_0, 0) \in [G]\). Thus, \(0 \notin F_0\mathbb{R}\). On the other hand, if \(|\alpha| \gg e^\mu\), \(U_\delta\) is the flow map of the system of the linear equations

\[
\begin{align*}
\partial_v \tilde{v} &= -i\mathcal{H}_\omega \tilde{v}, \\
\dot{\theta} + \omega \ast - \omega &= 0, \\
\dot{\omega} &= 0.
\end{align*}
\]

Therefore, for \(|\alpha| \gg e^\mu\)

\[ U_\delta(t)(\tilde{v}_0 + \alpha \tilde{\xi}_+, \omega_0, 0) = (e^{it\mathcal{H}_\omega} \tilde{v}_0 + \alpha e^{-it \tilde{\xi}_+, \omega_0, (\omega \ast - \omega_0)t}) \]  

(2.22)

which yields \(F_0\mathbb{R} \cap (0, \infty) \neq \emptyset\) and \(F_0\mathbb{R} \cap (-\infty, 0) \neq \emptyset\). This contradicts the continuity of \(F_0\) and \(0 \notin F_0\mathbb{R}\).

From (2.20) and (2.21), we can extend \(G_t\) as the map \(U_\delta(t)G\) form \(\mathcal{H}_0 \times \mathbb{R}_+\) to \(P_+ \mathcal{H}_0\) satisfying \(U_\delta(t)G \in \mathcal{G}_G\) and \(U_\delta(t)G = G_t\) on \(A\) uniquely.

By Lemma 2.7 in the case \(-1 \leq t \leq -\frac{1}{2}\), we have \(C_L = 1\).

We define

\[ \|G\|_g = \sup_{v \in \mathcal{H}_0 \times \mathbb{R}_+, v \neq (0, \omega_0)} \frac{\|G\|_E}{d(v, (0, \omega_0))} \]

for \(G \in \mathcal{G}_t\). Then, \(G \in \mathcal{G}_t\) satisfies \(\|G\|_g \leq 1\). We define \(U_\delta(t)\) for \(t < -1\) by \(U_\delta(t) = U_\delta(-1) \circ U_\delta(t+1)\).

**Lemma 2.7.** Assume \((C1)_{\delta, t}\). The mapping \(U_\delta(t)\) is a contraction on \((\mathcal{G}_t, \|\cdot\|_g)\) for \(t < -\frac{1}{2}\). Moreover, there exists \(G_+^t \in \mathcal{G}_t\) such that \(U_\delta(t)G_+^t = G_+^t\) for \(t < 0\). In particular, the uniqueness holds for any \(t < 0\).

**Proof.** We show that \(U_\delta(t)\) is contraction for \(t < -\frac{1}{2}\). Let \(G_0, G_1 \in \mathcal{G}_t\) and \(T \in [-1, -\frac{1}{2}]\). We define

\[ (\tilde{v}_j(t), \omega_j(t), \theta_j(t)) = U_\delta(t - T)(P_{\leq 0} \psi + (U_\delta(T)G_j)(\psi, a, b)) \]

for \(t \in \mathbb{R}, j = 0, 1\) and \((\psi, a, b) \in \mathcal{H}_0 \times \mathbb{R}_+ \times \mathbb{R}\). Since \(P_{\leq 0} \tilde{v}_0(T) = P_{\leq 0} \psi = P_{\leq 0} \tilde{v}_1(T)\), we have

\[ \|P_{\leq 0}(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E \leq \|P_{\leq 0}(\tilde{v}_0(T) - \tilde{v}_1(T))\|_E + \delta \frac{1}{2} d(v_0(T), v_1(T)) \]

\[ = \delta \frac{1}{2} \|P_+(\tilde{v}(0) - \tilde{v}(T))\|_E. \]  

(2.23)

Thus,

\[ d((P_{\leq 0} \tilde{v}_0(0), \omega_0(0)), (0, \omega_0)) \leq (1 + C\delta)d((P_{\leq 0} \tilde{v}_0(T), \omega_0(T)), (0, \omega_0)) + C\delta \|P_+ \tilde{v}_0(T)\|_E. \]  

(2.24)
The equality
\[ P_+(P_{\leq 0}\psi + U_\delta(T)G_j(\psi, a)) = U_\delta(T)G_j(P_{\leq 0}\psi + U_\delta(T)G_j(\psi, a), a) \]
implies
\[ (P_{\leq 0}\psi + U_\delta(T)G_j(\psi, a), a) \in [U_\delta(T)G]. \]
Thus,
\[ U_\delta(-T)(P_{\leq 0}\psi + U_\delta(T)G_j(\psi, a), a, b) \in U_\delta(-T)([U_\delta(T)G] \times \mathbb{R}) = [G] \times \mathbb{R} \]
which implies
\[ P_+\tilde{v}_j(0) = G_j(U_\delta(-T)(P_{\leq 0}\psi + U_\delta(T)G_j(\psi, a), a, b), \omega_j(0)) = G_j(\tilde{v}_j(0), \omega_j(0)). \quad (2.25) \]
By (2.23) - (2.25), we have
\[
\frac{\|U_\delta(T)G_0(\psi, a) - (U_\delta(T)G_1)(\psi, a)\|_E}{d((\psi, a), (0, \omega))} \leq \Lambda\|G_0 - G_1\|_g.
\]
Therefore, under (C), we obtain there exists \( \Lambda > 0 \) such that \( \Lambda < 1 \) and
\[ U_\delta(t) \text{ is contraction for } t \in [-1, -\frac{1}{2}] \text{ and } U_\delta(t) \text{ has the fixed point } G_\delta. \]
The uniqueness of the fixed point of \( U_\delta(t) \) for \( t < 0 \) follows the equation \( U_\delta(t) \circ U_\delta(s) = U_\delta(t + s) \).

We define
\[ g(\tilde{v}, \omega) = \tilde{v} + G_\delta(\tilde{v}, \omega) + \phi_\omega. \]
and
\[ M_{cs}(\omega, r) = \{e^{i\theta\sigma}g(\tilde{v}, \omega) \mid \tilde{v} \in P_{\leq 0}\mathcal{H}_0, |\omega - \omega| < \frac{\omega_+}{2}, \theta \in \mathbb{R}, \inf_{q \in \mathbb{R}} \|g(\tilde{v}, \omega) - e^{i\theta\sigma}\phi_\omega\|_{H^1} < r \}. \]

**Theorem 2.8.** Assume (C1). There exists \( \tilde{C} > 1 \) such that for \( \varepsilon > 0 \) satisfying \( \tilde{C}^2\varepsilon < \delta \) and for \( \tilde{u}_0 \in M_{cs}(\omega_+ \varepsilon) \) the solution \( u \) to (1.1) with \( \tilde{u}(0) = \tilde{u}_0 \) satisfies \( \tilde{u}(t) \in M_{cs}(\omega_+ \varepsilon) \) for all \( t \geq 0 \).
Proof. We prove the conclusion by contradiction. Assume that for any $\tilde{C} \gg 1$ there exists $\varepsilon_0 > 0$ such that $\tilde{C}^2 \varepsilon_0 < \delta$ and there exist $t_0 > 0$ and a solution $u$ to (1.1) with $\bar{u}(0) = e^{i\theta} \sigma_3 \bar{q}(v_0, \omega_0) \in \mathcal{M}_c\omega^\varepsilon_0$ satisfying

$$\sup_{0 \leq t \leq t_0} \inf_{q \in \mathbb{R}} \|u(t) - e^{iq} \varphi_\omega\|_{H^1} \leq \tilde{C} \varepsilon_0$$

and

$$\inf_{q \in \mathbb{R}} \|u(t_0) - e^{iq} \varphi_\omega\|_{H^1} = \tilde{C} \varepsilon_0.$$

Let $(\tilde{v}, \omega, \theta)$ be the solution of (2.6) with initial data $(\tilde{v}_0 + G_+^\varepsilon(\tilde{v}_0, \omega_0), \omega_0, \theta_0)$. Since

$$\|\tilde{v}(t)\|_{H^1} + |\omega(t) - \omega_*| \lesssim \inf_{q \in \mathbb{R}} \left\| e^{i\theta(t)} \sigma_3 (\tilde{v}(t) + \phi(\omega(t))) - e^{iq} \sigma_3 \phi_\omega\right\|_{H^1},$$

by the continuity of $u(t)$ and $(\tilde{v}(t), \omega(t), \theta(t))$ we have

$$\|\tilde{v}(t)\|_{H^1} + |\omega(t) - \omega_*| \lesssim \tilde{C} \varepsilon_0 \ll \delta$$

and

$$\tilde{u}(t) = e^{i\theta(t)} \sigma_3 (\tilde{v}(t) + \phi(\omega(t)))$$

for $0 \leq t \leq t_0$. We define $\omega_u > 0$ by $\|u_0\|_{L^2} = \|\varphi_{\omega_u}\|_{L^2}$. Then, we have

$$\|\phi_{\omega_u}\|_{L^2}^2 = \|\tilde{u}\|_{L^2}^2 = \|\tilde{v} + \phi_\omega\|_{L^2}^2 = \|\tilde{v}\|_{L^2}^2 + \|\phi_\omega\|_{L^2}^2 + 2(\tilde{v}, \phi_\omega - \phi_{\omega_u})_{L^2} + 2(\tilde{v}, \phi_{\omega_u} - \phi_{\omega_u})_{L^2}.$$ 

Since

$$\|\phi_{\omega_u}\|_{L^2}^2 - \|\phi_{\omega_u}\|_{L^2}^2 = 2(\omega - \omega_u)(\partial_u \phi_{\omega_u}, \phi_{\omega_u})_{L^2} + O(|\omega_u - \omega|^2 + |\omega_* - \omega_u|^2),$$

we obtain

$$\omega - \omega_u = O(\|\tilde{v}\|_{L^2}^2 + |\omega_u - \omega_*|) = O(\|\tilde{v}\|_{L^2}^2 + \|u_0\|_{L^2} - \|\varphi_\omega\|_{L^2}).$$

Therefore, we obtain

$$S_{\omega_*}(u) - S_{\omega_*}(\varphi_{\omega_u})
= S_{\omega_u}(u) - S_{\omega_u}(\varphi_{\omega_u}) + S_{\omega_u}(\varphi_{\omega_u}) - S_{\omega_u}(\varphi_{\omega_u}) - (\omega_u - \omega_*)M(\varphi_{\omega_u}) + (\omega_u - \omega_*)M(\varphi_{\omega_u}) - M(\varphi_{\omega_u})
= \frac{1}{2}(S_{\omega_u}''(\varphi_{\omega_u})(e^{-i\theta} - \varphi_{\omega_u}), e^{-i\theta} - \varphi_{\omega_u})_{H^{-1}, H^1} + O(|\omega_u - \omega_*|^2 + \|e^{-i\theta} - \varphi_{\omega_u}\|_{H^1}^2)
= \frac{1}{4}(\sigma_3 H_{\omega_u} \tilde{v}, \tilde{v})_{H^{-1}, H^1} + \frac{1}{2}(\sigma_3 H_{\omega_u} (\varphi_{\omega_u} - \phi_{\omega_u}), \tilde{v})_{L^2} + \frac{1}{4}(\sigma_3 H_{\omega_u} (\varphi_{\omega_u} - \phi_{\omega_u}), \phi_\omega - \phi_{\omega_u})_{L^2}
+ O(\|u_0\|_{L^2} - \|\phi_{\omega_u}\|_{L^2}^2 + \|\tilde{v}\|_{H^1}^2)
= \frac{1}{4}(\sigma_3 H_{\omega_u} \tilde{v}, \tilde{v})_{H^{-1}, H^1} - \frac{1}{2}(\omega - \omega_*)(\phi_{\omega_u}, \tilde{v})_{L^2} + O(\|u_0\|_{L^2} - \|\varphi_{\omega_u}\|_{L^2}^2 + \|\tilde{v}\|_{H^1}^2)
= \frac{1}{4}(\sigma_3 H_{\omega_u} P_\omega \tilde{v}, P_\omega \tilde{v})_{H^{-1}, H^1} + \frac{1}{2}(\sigma_3 H_{\omega_u} P_\omega \tilde{v}, P_\omega \tilde{v})_{H^{-1}, H^1} + O(\|u_0\|_{L^2} - \|\varphi_{\omega_u}\|_{L^2}^2 + \|\tilde{v}\|_{H^1}^2).$$
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Since $U_\delta(t)([G^\delta_+] \times \mathbb{R}) = [G^\delta_+] \times \mathbb{R}$, we have
\[
\|P_+ \tilde{v}\|_{H^1} \leq \|P_+ \tilde{v}\|_E = \|G^\delta_+ (\tilde{v}, \omega)\|_E \leq l(\|\tilde{v}\|_{H^1} + |\omega - \omega_*|) \leq l\tilde{C}\varepsilon_0. \tag{2.26}
\]

$P_- \tilde{v}$ satisfies the equation
\[
\partial_t P_- \tilde{v} = -\mu P_- \tilde{v} + P_- \chi_\delta F_2.
\]

Thus,
\[
\sup_{0 \leq t \leq t_0} \|P_- \tilde{v}(t)\|_E \leq \|P_- \tilde{v}(0)\|_E + \tilde{C}^2 \varepsilon_0^2 \leq \varepsilon_0 + \tilde{C}^2 \varepsilon_0^2. \tag{2.27}
\]

Applying Lemma 2.2, the inequalities (2.26) and (2.27) to the above Taylor expansion of $S_{\omega_*}(u)$, we obtain there exists $c_1 > 0$ such that
\[
S_{\omega_*}(u) - S_{\omega_*}(\varphi_{\omega_*}) \geq c_1 \|P_+ \tilde{v}\|_{H^1}^2 + O(\varepsilon_0^2 + l\tilde{C}^2 \varepsilon_0^2 + (\tilde{C}\varepsilon_0)^3). \tag{2.28}
\]

Combining (2.26) and (2.27), we obtain that there exists $C, C' > 0$ such that
\[
\inf_{q \in \mathbb{R}} \|u(t) - e^{i_q \varphi \omega_*}\|_{H^1} \leq C(\|\tilde{v}\|_{H^1} + |\omega - \omega_*|) \leq C'(\tilde{C}\varepsilon_0)^{1/2} + \varepsilon_0 + l^{1/2} \tilde{C}\varepsilon_0
\]

for $0 \leq t \leq t_0$, where $C'$ are not depend $l, \delta, \tilde{C}$ and $\varepsilon_0$. This contradicts $l^{1/2} \ll C' \ll \tilde{C}$, $C'(\tilde{C}\varepsilon_0)^{1/2} \ll C'\delta^{1/2} \ll 1$ and
\[
\inf_{q \in \mathbb{R}} \|u(t_0) - e^{i_q \varphi \omega_*}\|_{H^1} = \tilde{C}\varepsilon_0.
\]

Therefore, we obtain the conclusion.

\[\square\]

### 2.3 Behavior of solutions off Center stable manifolds

**Lemma 2.9.** If $\delta, l_0 > 0$ satisfy
\[
(C2)_{\delta, l_0} \quad \delta(1 + l_0^{-2} + l_0) \ll 1,
\]
then for any solution $(\tilde{v}_0, \omega_0, \theta_0)$ and $(\tilde{v}_1, \omega_1, \theta_1)$ to the system satisfying
\[
d(v_0(0), v_1(0))^2 - \|P_+(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E^2 \leq l_0^2 \|P_+(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E^2 \tag{2.29}
\]

one has
\[
d(v_0(t), v_1(t))^2 - \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E^2 \leq \begin{cases} 2l_0^2 \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E^2, & 0 \leq t < 1/2 \\ l_0^2 \|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E^2, & 1/2 \leq t \leq 1 \end{cases} \tag{2.30}
\]

and
\[
\|P_+(\tilde{v}_0(t) - \tilde{v}_1(t))\|_E \geq \begin{cases} \frac{1}{2} e^{\frac{1}{2}t} \|P_+(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E, & 0 \leq t < 1/2 \\ e^{\frac{1}{2}t} \|P_+(\tilde{v}_0(0) - \tilde{v}_1(0))\|_E, & 1/2 \leq t \leq 1. \end{cases} \tag{2.31}
\]
\textbf{Proof.} By the assumption (2.29), we have
\[ d(\nu_0(0), \nu_1(0)) \leq (1 + l_0^2) \| P_+(\tilde{v}_0(0) - \tilde{v}_1(0)) \|_E. \] (2.32)
By the inequality (2.33), we obtain
\[ \| P_+(\tilde{v}_0(t) - \tilde{v}_1(t)) \|_E \leq e^{-\mu t} \| P_+(\tilde{v}_0(t) - \tilde{v}_1(t)) \|_E + C\delta d(\nu_0(0), \nu_1(0)) \] (2.33)
for \( 0 \leq t \leq 1 \). Substituting (2.32) into (2.33), we have
\[ \| P_+(\tilde{v}_0(0) - \tilde{v}_1(0)) \|_E \leq (1 - C\delta(1 + l_0^2)^{1/2})^{-1} e^{-\mu t} \| P_+(\tilde{v}_0(t) - \tilde{v}_1(t)) \|_E. \] (2.34)
By Proposition 2.4 and the inequalities (2.32) and (2.34), we obtain
\[ \text{Lemma 2.10.} \]

\textbf{Lemma 2.10.} Assume \( \delta, l_0 > 0 \) satisfy (C2)\(_{\delta, l_0}\). There exists \( \varepsilon_* = \varepsilon_*(\omega_* \delta, l_0) \) such that for \( 0 < \varepsilon < \varepsilon_* \) and solutions \( u_0 \) and \( u_1 \) to the equation (1.1) satisfying
\[ \sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} \| u_1(t) - e^{i\theta} \varphi_{\omega_*} \|_{H^1} < \varepsilon, \quad \inf_{\theta \in \mathbb{R}} \| u_0(0) - e^{i\theta} \varphi_{\omega_*} \|_{H^1} < \varepsilon \] (2.35)
and
\[ d(\nu_0(0), \nu_1(0))^2 - \| P_+(\tilde{v}_0(0) - \tilde{v}_1(0)) \|_E^2 < l_0^2 \| P_+(\tilde{v}_0(0) - \tilde{v}_1(0)) \|_E^2 \] (2.36)
one has
\[ \inf_{\theta \in \mathbb{R}} \| u_0(t_0) - e^{i\theta} \varphi_{\omega_*} \|_{H^1} \geq \varepsilon \] (2.37)
for some \( t_0 > 0 \), where \((\tilde{v}_0(0), \omega_0(0), \theta_0(0))\) and \((\tilde{v}_1(0), \omega_1(0), \theta_1(0))\) satisfy \( \tilde{v}_j(0) \in \tilde{H}_0 \),
\[ \tilde{u}_j(0) = e^{i\varphi_{\omega_*}(0)}(\tilde{v}_j(0) + \phi_{\omega_*}(0)), \quad \tilde{u}_j = \left( \begin{array}{c} u_j \\ \tilde{u}_j \end{array} \right) \quad (j = 0, 1). \]

\textbf{Proof.} We prove the inequality (2.37) by the contradiction. Assume for any \( 0 < \varepsilon \ll \delta^2 \) there exist \( 0 < \varepsilon < \varepsilon_* \) and solutions \( u_0 \) and \( u_1 \) to the equation (1.1) satisfying (2.35), (2.36) and
\[ \sup_{t \geq 0} \inf_{\theta \in \mathbb{R}} \| u_0(t) - e^{i\theta} \varphi_{\omega_*} \|_{H^1} < \varepsilon. \]
Let \( (\tilde{v}_j, \omega_j, \theta_j) \) be solutions to the system (2.6) with initial data \( (\tilde{v}_j(0), \omega_j(0), \theta_j(0)) \). By the inequality
\[ \| \tilde{v}_j(t) \|_{H^1} + |\omega_j(t) - \omega_*| \leq \inf_{\theta \in \mathbb{R}} \| u_j(t) - e^{i\theta} \varphi_{\omega_*} \|_{H^1} \leq \varepsilon \]

15
and \( \tilde{u}_j(t) = e^{i\theta_j(t)}c_j \tilde{v}_j(t) + \phi_{\omega_j(t)} \) as long as \( \|v_j(t)\|^2_{H^1} + \|\omega_j(t) - \omega_j\|^2 < \delta^2(j = 0, 1) \), for \( j \in \{0, 1\} \) and sufficiently small \( \varepsilon \) we obtain \( \tilde{u}_j(t) = e^{i\theta_j(t)}c_j \tilde{v}_j(t) + \phi_{\omega_j(t)} \) for all \( t \geq 0 \). From the assumption (2.36), Lemma 2.10 yields

\[
0 < \frac{1}{2}e^{\varepsilon t/2}\|P_+ (\tilde{v}_0(0) - \tilde{v}_1(0))\|_E \leq \|P_+ (\tilde{v}_0(t) - \tilde{v}_1(t))\|_E
\]

and

\[
d(\nu_0(t), \nu_1(t)) < (1 + 2L_0^2)\|P_+ (\tilde{v}_0(t) - \tilde{v}_1(t))\|_E
\]

for all \( t > 0 \). Therefore,

\[
\|P_+ (\tilde{v}_0(t) - \tilde{v}_1(t))\|_E \lesssim \lim_{j=0,1} \lim_{\theta \in \mathbb{R}} \inf \|v_j(t) + \phi_{\omega_j(t)} - e^{i\theta j}c_j \phi_{\omega_j}\|_{H^1} < 2\varepsilon.
\]

which contradicts the inequality (2.38) for sufficiently large \( t_0 \).

In the following corollary, we show solutions off \( \mathcal{M}_{cs} \) go out of the neighborhood of the standing waves.

**Corollary 2.11.** Assume \( \delta, l, l_0 > 0 \) satisfy (C1)\( \delta,l \) and (C2)\( \delta,l_0 \). There exists \( \varepsilon^* = \varepsilon^*(\omega, \delta, l_0) > 0 \) such that for \( \tilde{u}(0) \in (H^1_{rad})^2 \setminus \mathcal{M}_{cs}^\delta \) with \( \sigma \tilde{u} = \bar{u} \) and \( \inf_{\theta \in \mathbb{R}} \|u(0) - e^{i\theta} \varphi_{\omega_1}\|_{H^1} < \varepsilon^* \), the solution \( u(0) \) satisfies equation (1.1) with initial data \( u(0) \) satisfies

\[
\inf_{\theta \in \mathbb{R}} \|u(t_0) - e^{i\theta} \varphi_{\omega_1}\|_{H^1} \geq \varepsilon^*
\]

for some \( t_0 > 0 \).

**Proof.** Let \((v_1, \omega_1, \theta_1)\) be the solution to the system (2.4) with initial data

\[
(P_{<0} \tilde{v}(\tilde{u}(0)) + G_+^\delta (\tilde{v}(\tilde{u}(0)), \omega(\tilde{u}(0)), \omega(\tilde{u}(0)), \theta(\tilde{u}(0))),
\]

where \( \tilde{v}(\tilde{u}(0)), \omega(\tilde{u}(0)) \) and \( \theta(\tilde{u}(0)) \) are defined in Lemma 2.8. Since

\[
\|\tilde{v}(\tilde{u}(0))\|_{H^1} + \|\omega(\tilde{u}(0))\| \lesssim \inf_{q \in \mathbb{R}} \|u(0) - e^{i\theta} \varphi_{\omega_1}\|_{H^1} < \varepsilon^*,
\]

by the Lipschitz continuity of \( G_+^\delta \) we have

\[
\|G_+^\delta (\tilde{v}(\tilde{u}(0)), \omega(\tilde{u}(0)))\|_{H^1} \lesssim \varepsilon^*
\]

and \( \|\tilde{v}(0)\|_{H^1} < \delta \) for sufficiently small \( \varepsilon^* \). Therefore, by Theorem 2.8 we have \( e^{i\theta_1(t)}c_1(\tilde{v}_1(t) + \phi_{\omega_1(t)}) \) is a solution to the equation (1.1) and in \( \mathcal{M}_{cs}^\delta (\omega_1, C\varepsilon) \) for \( C\varepsilon < \delta \) and all \( t > 0 \). Since

\[
d((\tilde{v}(\tilde{u}(0)), \omega(\tilde{u}(0))), (\tilde{v}_1(0), \omega_1(0)))^2 - \|P_+ (\tilde{v}(\tilde{u}(0)) - \tilde{v}_1(0))\|^2_E = 0 \leq l_0 \|P_+ (\tilde{v}(\tilde{u}(0)) - \tilde{v}_1(0))\|^2_E,
\]

by Lemma 2.10 we obtain

\[
\inf_{q \in \mathbb{R}} \|u(t) - e^{i\theta} \varphi_{\omega_1}\|_{H^1} \geq \varepsilon^*.
\]
2.4 The $C^1$ regularity of center stable manifolds

In this subsection, we prove $G^+_\omega$ is a $C^1$ function from $P_{\leq 0} \hat{H}_0 \times \mathbb{R}_+$ to $P_+ \hat{H}_0$ by applying the argument in [30].

Firstly, we show the Gâteaux differentiability of $G^+_\omega$. Let $\varepsilon > 0$, $a_0 > 0$, $a_1 \in \mathbb{R}$ and $\psi_0, \psi_1 \in P_{\leq 0} \hat{H}_0$ with $|a_0 - \omega_*| + \|\psi_0\|_{H^1} < \frac{1}{2C}$, where $\hat{C}$ is defined in Theorem 2.8. We define a solution $(\hat{v}_0, \omega_0, \theta_0)$ to the system (2.40) with initial data $\hat{v}_0(0) = \psi_0 + G^+_\omega(\psi_0, a_0)$ and $\omega_0(0) = a_0$. Let $\hat{v}_h$ be a solution to the equation

$$
\partial_t \hat{v} = -iH_{\omega_0} \hat{v} - i\sigma_3(\hat{\theta}_0 + \omega_* - \omega_h)\phi_{\omega_*} - \hat{\omega}_0 \partial_{\omega} \phi_{\omega_*} + F_2(\hat{v}, \omega_h, \hat{\omega}_0, \hat{\theta}_0)
$$

with initial data $\hat{v}_h(0) = \psi_0 + h\psi_1 + G^+_\omega(\psi_0 + h\psi_1, a_0 + a_1 h)$, where $\omega_h(t) = \omega_0(t) + a_1 h$ and $F_2$ is defined by (2.24) and (2.25). If $\varepsilon > 0$ and $|h|$ are sufficiently small, then $e^{i\theta_0\sigma_3}(\hat{v}_0 + \phi_{\omega_0})$ and $e^{i\theta_0\sigma_3}(\hat{v}_h + \phi_{\omega_h})$ are solutions to the equation (1.1). By the Lipschitz continuity of $G^+_\omega$, for any sequence $\{h_n\}_n$ in $\mathbb{R}$ with $h_n \to 0$ as $n \to \infty$ there exist a subsequence $\{h'_n\}_n \subset \{h_n\}_n$ and $\psi_* \in P_+ \hat{H}_0$ such that

$$
\frac{G^+_\omega(\psi_0 + h'_n \psi_1, a_0 + a_1 h'_n) - G^+_\omega(\psi_0, a_0)}{h'_n} \to \psi_* \text{ as } n \to \infty.
$$

We define $\tilde{w}$ as the solution to the equation

$$
\partial_t \tilde{w} = -iH_{\omega_0} \tilde{w} - i\sigma_3 \hat{\theta}_0 \tilde{w} - i\sigma_3(V(\hat{v}_0) - V(0))\tilde{w} - a_1(i\sigma_3 \phi_{\omega_0} + \hat{\omega}_0 \partial_{\omega} \phi_{\omega_0} + i(\hat{\theta}_0 + \omega_* - \omega_0)\sigma_3 \partial_{\omega} \phi_{\omega_0})
$$

with initial data $\tilde{w}(0) = \psi_1 + \psi_*$, where

$$
V(\hat{v}_0) = \begin{pmatrix}
g(|\psi_0 + \phi_{\omega_0}|^2) + g'(|\psi_0 + \phi_{\omega_0}|^2)|\psi_0 + \phi_{\omega_0}|^2 & g(|\psi_0 + \phi_{\omega_0}|^2)\frac{|\psi_0 + \phi_{\omega_0}|^2}{|\psi_0 + \phi_{\omega_0}|^2} \\
g'(|\psi_0 + \phi_{\omega_0}|^2)|\psi_0 + \phi_{\omega_0}|^2 & g(|\psi_0 + \phi_{\omega_0}|^2) + g'(|\psi_0 + \phi_{\omega_0}|^2)|\psi_0 + \phi_{\omega_0}|^2
\end{pmatrix}.
$$

By the $C^1$-smoothness of the map from initial data to solutions to the equation (1.1), we have for all $T > 0$

$$
\left\| \frac{\tilde{v}_{h'_n}}{h'_n} - \tilde{w} \right\|_{L^\infty((-T,T),H^1)} \to 0 \text{ as } n \to \infty.
$$

We define the norm $\|\cdot\|_{E_i}$ as

$$
\|\tilde{v}\|_{E_i}^2 = \|(Id - P_0)\tilde{v}\|_E^2 + \|\tilde{v}, i\sigma_3 \partial_{\omega} \phi_{\omega_*} \|_{L^2}^2 + \|\phi_{\omega_*}\|_{L^2}^2 + \|\partial_{\omega} \phi_{\omega_*}\|_{L^2}^2.
$$

Then, we have the following lemma.

**Lemma 2.12.** Let $K_0 > 0$. There exist $\iota_0 = \iota_0(K_0), K_1 = K_1(K_0) > 0$ such that for $0 < \iota < \iota_0$, $a_1 \in \mathbb{R}$ and a solution $(\hat{v}_0, \omega_0, \theta_0)$ to the system (2.40) satisfying that $sup_{t \geq 0}(\|\hat{v}_0(t)\|_{H^1} + |\omega_0(t) - \omega_*|) \leq \iota$ and $e^{i\theta_0\sigma_3}(\hat{v}_0 + \phi_{\omega_0})$ is a solution to the equation (1.1) on $[0, \infty)$, the following holds. If a solution $\tilde{w}$ to the equation (2.40) satisfies

$$
K_0 \iota^{1/3}(\|P_{\leq 0} \tilde{w}(t_0)\|_{E_{1/3}} + |a_1|) < \|P_+ \tilde{w}(t_0)\|_E
$$

(2.42)
for some $t_0 \geq 0$, then for $t \geq t_0 + 1/2$

$$3\|P_+ \hat{w}(t)\|_E > e^{\frac{\mu (t-t_0)}{2}}(\|P_+ \hat{w}(t_0)\|_{E_{1/3}} + K_0^{1/3}(\|P_{\leq 0} \hat{w}(t)\|_{E_{1/3}} + |a_1|)).$$  (2.43)

On the other hand, if (2.44) fails for $t_0 \geq 0$, then for $t \geq 0$

$$\|P_+ \hat{w}(t)\|_E \leq K_0^{1/3}(\|P_{\leq 0} \hat{w}(t)\|_{E_{1/3}} + |a_1|) \lesssim e^{K_1^{1/4}t^{1/3}}(\|P_{\leq 0} \hat{w}(0)\|_{E_{1/3}} + |a_1|).$$  (2.44)

Proof. For $t_1, t_2 \geq 0$ with $|t_1 - t_2| < 1$ we have

$$\|P_+ \hat{w}(t_2)\|_{E_{1/3}}^2 - \|P_+ \hat{w}(t_1)\|_{E_{1/3}}^2 \leq \|\hat{w}(t_1)\|_{L^2}^2 + \|V(t_0) - V(0)\|_{L^\infty((0,\infty),L^{3/2 + \epsilon})}\|\hat{w}(t_1)\|_{H^1}^2$$

$$+ (\|\hat{w}(t_1)\|_{H^1} + |\omega(t) - \omega|)\|\hat{w}(t_1)\|_{H^1}$$

$$\lesssim \frac{1}{2}\|\hat{w}(t_1)\|_{E_{1/3}}^2 + \epsilon(\|\hat{w}(t_1)\|_{E_{1/3}}^2 + |a_1|^2).$$  (2.45)

By the inequality

$$\|P_- \partial_t \hat{w}(t) + i\mathcal{H}_\omega, P_- \hat{w}(t)\|_{E_{1/3}} + |(\partial_t \hat{w}(t), \phi_\omega)_{L^2}| \lesssim \epsilon(\|\hat{w}(t)\|_{E_{1/3}} + |a_1|),$$

we have

$$||(\hat{w}(t_2), \phi_\omega)_{L^2} - (\hat{w}(t_1), \phi_\omega)_{L^2}| | \lesssim \epsilon^{2/3}\|\hat{w}(t_1)\|_{E_{1/3}} + \epsilon|a_1|$$  (2.46)

and

$$\|P_- \hat{w}(t_2)\|_{E_{1/3}} - e^{-\mu(t_2-t_1)}\|P_- \hat{w}(t_1)\|_{E_{1/3}} \lesssim \epsilon^{2/3}\|\hat{w}(t_1)\|_{E_{1/3}} + \epsilon|a_1|$$  (2.47)

for $t_1, t_2 \geq 0$ with $|t_1 - t_2| < 1$. By the inequality

$$||(\partial_t \hat{w}(t), i\sigma_3 \partial_\omega \phi_\omega)_{L^2} | | \lesssim \|P_+ \hat{w}(t)\|_E + |(\hat{w}(t), \phi_\omega)_{L^2}| + |a_1| + \epsilon\|P_0 \hat{w}(t)\|_E$$

we have

$$||(\hat{w}(t_2), i\sigma_3 \partial_\omega \phi_\omega)_{L^2} - (\hat{w}(t_1), i\sigma_3 \partial_\omega \phi_\omega)_{L^2}||$$

$$\lesssim |a_1| + \|(P_+ + P_0) \hat{w}(t_1)\|_{E_{1/3}} + \epsilon\|(P_- + P_+) \hat{w}(t_1)\|_{E_{1/3}}$$  (2.48)

for $t_1, t_2 \geq 0$ with $|t_1 - t_2| < 1$. Combining the inequalities (2.46) - (2.48), we obtain

$$\|P_{\leq 0} \hat{w}(t_2)\|_{E_{1/3}} \leq (1 + C_1^{1/3})\|P_{\leq 0} \hat{w}(t_1)\|_{E_{1/3}} + C_1^{1/2}\|P_+ \hat{w}(t_1)\|_E + C_1^{1/3}|a_1|. $$  (2.49)

Since

$$\|P_+ \partial_t \hat{w}(t) + i\mathcal{H}_\omega, P_+ \hat{w}(t)\|_E \lesssim \epsilon\|\hat{w}(t)\|_E + \epsilon|a_1|,$$

we have there exists $C > 0$ such that for $t_1, t_2 \geq 0$ with $|t_1 - t_2| < 1$

$$\|P_+ \hat{w}(t_2)\|_E \geq e^{\mu(t_2-t_1)}\|P_+ \hat{w}(t_1)\|_E - \epsilon^{2/3}(e^{\mu(t_2-t_1)} - 1)(\|\hat{w}(t_1)\|_{E_{1/3}} + |a_1|)$$  (2.50)
for \( t_1, t_2 \geq 0 \) with \(|t_1 - t_2| < 1\). Therefore, the inequality (2.42) implies
\[
\|P_+ \hat{w}(t)\|_E \geq (1 - C(K_0)^{-1}l^{1/3})e^{\mu(t-t_0)}\|P_+ \hat{w}(t_0)\|_E
\]
for \( t_0 \leq t < t_0 + 1 \). Combining the inequalities (2.42), (2.49) and (2.51), we obtain
\[
\|P_+ \hat{w}(t)\|_E > (1 - C(K_0)^{-1}l^{1/3})(1 + C_1^{1/3})(K_0 l^{1/3})^{-1} + C_1^{1/2})^{-1}e^{\mu(t-t_0)}(\|P_{\leq 0} \hat{w}(t_0)\|_{E_{1/3}} + |a_1|)
\]
for \( t_0 \leq t < t_0 + 1 \). Therefore, for \( t_0 + 1/2 \leq t < t_0 + 1 \) and sufficiently small \( t > 0 \), we have
\[
\|P_+ \hat{w}(t)\|_E > e^{2\mu(t-t_0)/3}K_0 l^{1/3}(\|P_{\leq 0} \hat{w}(t)\|_{E_{1/3}} + |a_1|).
\]
Applying this manner repeatedly, we obtain the inequality (2.43) for \( t \geq t_0 + 1/2 \).

On the other hand, if (2.42) fails for \( t \geq 0 \), then the inequality (2.40) yields the inequality (2.43) for all \( t \geq 1 \).

In the following lemma, we show the uniqueness of unstable mode of solutions to (2.40) not satisfying the growth condition.

**Lemma 2.13.** Let \( K_0 > 0 \). Then, there exists \( t_1 > 0 \) such that for \( 0 < t < t_1 \), \( a_1 \in \mathbb{R} \), a solution \((\hat{v}_0, \omega_0, \theta_0)\) to the system (2.6) with \( \sup_{t \geq 0}(\|\hat{v}_0(t)\|_{H_1} + |\omega_0(t) - \omega_\ast|) \leq t \) and for the solutions \( \hat{w}_1 \) and \( \hat{w}_2 \) to the equation (2.40) with \( P_{\leq 0} \hat{w}_1(0) = P_{\leq 0} \hat{w}_2(0) = \hat{w}_0(0) \) not satisfying (2.42) for some \( t \geq 0 \), we have \( P_+ \hat{w}_1(0) = P_+ \hat{w}_2(0) \).

**Proof.** Assume there exist \( 0 < t \ll t_0(K_0) \), a solution \((\hat{v}_0, \omega_0, \theta_0)\) to the system (2.6) with
\[
\sup_{t \geq 0}(\|\hat{v}_0(t)\|_{H_1} + |\omega_0(t) - \omega_\ast|) \leq t,
\]
and the solutions \( \hat{w}_1 \) and \( \hat{w}_2 \) to the equation (2.40) with \( P_{\leq 0} \hat{w}_1(0) = P_{\leq 0} \hat{w}_2(0) = \hat{w}_0(0) \) not satisfying (2.42) for some \( t \geq 0 \). Let \( \hat{w} = \hat{w}_1 - \hat{w}_2 \). Then, \( \hat{w} \) is a solution to (2.40) with \( a_1 = 0 \). By \( t^{1/3}K_0\|P_{\leq 0} \hat{w}(0)\|_{E_{1/3}} < \|P_+ \hat{w}(0)\|_{E_{1/3}} \) and Lemma 2.12 we have
\[
3\|P_+ \hat{w}(t)\|_E \geq e^{\mu t/3}(\|P_+ \hat{w}(0)\|_E + K_0 t^{1/3}\|P_{\leq 0} \hat{w}(t)\|_{E_{1/3}})
\]
for \( t \geq 1/2 \). On the other hand, (2.41) yields
\[
\|P_+ \hat{w}(t)\|_E \leq e^{K_1 t^{1/3}}(\|P_{\leq 0} \hat{w}(0)\|_{E_{1/3}} + \|P_{\leq 0} \hat{w}_2(0)\|_{E_{1/3}})
\]
for \( t \geq 0 \) and \( K_1 t^{1/2} \ll \mu \), where \( K_1 = K_1(K_0) \) is defined in Lemma 2.12. The inequality (2.53) contradicts the inequality (2.52). Therefore, \( P_+ \hat{w}_1(0) = P_+ \hat{w}_2(0) \).

We show the Gâteaux differentiability of \( G_+^4 \). Let \( \delta, l, l_0 > 0 \) satisfying (C1)\( \delta \), l and (C2)\( \delta, l_0 \). Since \( \hat{v}_h(0) = \psi_0 + h\psi_1 + G_+^4(\psi_0 + h\psi_1, \omega_h(0)) \) and
\[
\|\hat{v}_h(0)\| + |\omega_h(0) - \omega_\ast| \lesssim \varepsilon + \varepsilon[\|\psi_1\|_{H_1} + |a_1|],
\]
by Theorem 2.8 we have
\[
\sup_{l \geq 0} \inf_{q_\ast \in \mathbb{R}}\|e^{i\theta (t)-\varepsilon_\ast} (\hat{v}_h(t) + \phi \omega_\ast(t)) - e^{iq_\ast \phi \omega_\ast}\|_{H^1} < \min\{\varepsilon_\ast, \delta\}
\]
for sufficiently small $\varepsilon, h > 0$, where $\varepsilon_* = \varepsilon_*(\omega_*, \delta, l_0)$ is defined in Lemma\ref{lem:2.10}. By Lemma\ref{lem:2.10} the inequalities\eqref{2.54} yields

$$d((P_{\leq 0}\tilde{v}_0(t), c_0(t)), (P_{\leq 0}\tilde{v}_h(t), c_h(t))) > l_0\|P_+(\tilde{v}_0(t) - \tilde{v}_h(t))\|_E$$

for $t \geq 0$. Thus, we have

$$\frac{\|P_+(\tilde{v}_h(t) - \tilde{v}_0(t))\|_E}{\|P_{\leq 0}((\tilde{v}_h(t) - \tilde{v}_0(t))}\|_{E_{1/3}} + |a_1 h|} \leq \frac{l_0^{-1}d((P_{\leq 0}\tilde{v}_0(t), c_0(t)), (P_{\leq 0}\tilde{v}_h(t), c_h(t)))}{\|P_{\leq 0}(\tilde{v}_h(t) - \tilde{v}_0(t))\|_{E_{1/3}} + |a_1 h|} \leq \epsilon^{-1/3} l_0^{-1}$$

\tag{2.55}

for $t \geq 0$ and $i > 0$. The convergence\eqref{2.41} implies

$$\frac{\|(h_n')^{-1}P_+(\tilde{v}_{h_n}(t) - \tilde{v}_0(t))\|_E}{\|(h_n')^{-1}P_{\leq 0}(\tilde{v}_{h_n}(t) - \tilde{v}_0(t))\|_{E_{1/3}} + |a_1|} \rightarrow \frac{\|P_+\hat{w}(t)\|_E}{\|P_{\leq 0}\hat{w}(t)\|_{E_{1/3}} + |a_1|}$$

\tag{2.56}

as $n \to \infty$ for $t \geq 0$ and sufficiently small $i > 0$. By the inequality\eqref{2.55} and the convergence\eqref{2.56}, we obtain for $t, i > 0$

$$\frac{\|P_+\hat{w}(t)\|_E}{\|P_{\leq 0}\hat{w}(t)\|_{E_{1/3}} + |a_1|} \leq \epsilon^{-1/3} l_0^{-1}$$

which yields the inequality\eqref{2.43} fails for sufficiently large $t > 0$. By Lemma\ref{lem:2.12} we have that $\hat{w}$ does not satisfy\eqref{2.42} for all $t \geq 0$. Therefore, Lemma\ref{lem:2.13} yields the convergence

$$\frac{G^h_+(\psi_0 + h\psi_1, a_0 + ha_1) - G^h_+(\psi_0, a_0)}{h} \rightarrow \psi_* \text{ as } h \rightarrow 0$$

which means that $G^h_+$ is Gâteaux differentiable at $(\psi_0, a)$. The linearity of the Gâteaux derivative of $G^h_+$ follows the linearity of solutions to the equation\eqref{2.40} with respect to the initial data. Moreover, the Lipschitz continuity of $G^h_+$ implies the boundedness of the Gâteaux derivative of $G^h_+$.

Secondly, we show the continuity of the Gâteaux derivative of $G^h_+$. Let

$$0 < \varepsilon \ll \min\{\tilde{C}^{-2}\delta, \iota_0(1), K_1(1)^{-6}\}$$

\{(\psi_n)_{n=0}^\infty \subset P_{\leq 0}\tilde{H}_0\ and \ a_n > 0 \ satisfying \ \psi_n \rightarrow \psi_0 \ in \ (H^1)^2 \ as \ n \rightarrow \infty, \ a_n \rightarrow a_0 \ as \ n \rightarrow \infty \ and \ \sup_n(\|\psi_n\|_{H^1} + |a_n - \omega_*|) < \tilde{C}^{-1}\varepsilon, \ where \ \tilde{C} \ is \ defined \ in \ Theorem\ref{thm:2.8}. \ We \ define \ \{(\tilde{v}_n, \omega_n, \theta_n)\} \ as \ the \ solution \ to \ the \ system\eqref{2.50} with \ initial \ data \ \{(\psi_n, a_n, 0)\}. \ Then, \ by \ Theorem\ref{thm:2.8} \ we \ obtain \ \sup_{t \geq 0, n}(\|\tilde{v}_n(t)\|_{H^1} + |\omega_n(t) - \omega_*|) < \varepsilon.$$  

Let $\tilde{w}_{n}^{\psi, a}$ be the solution to the equation

$$i\partial_t \tilde{w} = \tilde{H}_0 \tilde{w} + \sigma_3 \tilde{\theta}_n \tilde{w} + \sigma_3(V(\tilde{v}_n) - V(0))\tilde{w} + a(\sigma_3 \phi_{\omega_n} - i\omega_n \partial_n^2 \phi_{\omega_n} + (\tilde{\theta}_n + \omega_n - \omega_n))\sigma_3 \phi_{\omega_n}$$

with initial data $\psi$. Since the sequence \{(\tilde{v}_n, \omega_n, \theta_n)\} converges to $(\tilde{v}_0, \omega_0, \theta_0)$ as $n \to \infty$ local in time, for $T, C > 0$ we have

$$\|\tilde{w}_{n}^{\psi, a} - \tilde{w}_0^{\psi, a}\|_{L^\infty((0, T), H^1)} \to 0 \quad \tag{2.57}$$
as \( n \to \infty \) uniformly on \( \{ (\psi, a) \in P_0 \tilde{H}_0 \times \mathbb{R} : \|\psi\|_{H^1} + |a| \leq C \} \). On the other hand, for \( T > 0 \), by the boundedness of \( \{ \|\tilde{u}_n\|_{L^2((0,T),W^{1,\infty}(\tilde{H}^1))}, \|\omega_n - \omega_\ast\|_{L^\infty((0,T))} \} \), we have

\[
\sup_{n \geq 0} \|\tilde{u}_{n,\psi,a}^\varepsilon - \tilde{w}_{n,a}^\gamma\|_{L^\infty((0,T),H^1)} \to 0 \tag{2.58}
\]

as \( \psi \to \psi_\ast \) in \((H^1)^2\) and \( a \to a_\ast \). Let \( \partial G_+^{\delta,n} \) be the Gâteaux derivative of \( G_+^{\delta} \) at \( (\psi_\ast, a_\ast) \). Applying Lemma 2.12 to \( \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \), by the definition of \( \partial G_+^{\delta,0} \nu \) and \( \varepsilon \) we have there exists \( C > 1 \) such that

\[
3 \left\| P_+ \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_E \leq 3 \varepsilon^{1/3} \left( \left\| P_{\leq 0} \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_{E_{1/3}} + |a| \right) \\
\leq Ce^{K_\varepsilon^{1/6}} \varepsilon^{1/3} (\|\psi\|_{E_{1/3}} + |a|) \tag{2.59}
\]

for \( t > 0 \), \( \psi \in P_{\leq 0} \tilde{H}_0, a > 0 \) with \( \|\psi\|_{E_{1/3}} + |a| \leq 1 \). Applying Lemma 2.12 to \( \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \) for \( \psi_+ \in P_+ \tilde{H}_0 \setminus \{0\} \), we have

\[
3 \left\| P_+ \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_E > e^{\mu t/2} \|\psi\|_E + e^{\mu t/2} \varepsilon^{1/3} \left\| P_{\leq 0} \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_{E_{1/3}} \tag{2.60}
\]

for \( t > 1/2 \). By the inequalities (2.59) and (2.60), we obtain

\[
3 \left\| P_+ \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_E \geq 3 \left\| P_+ \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_E - 3 \left\| P_+ \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_E \\
> e^{\mu t/2} \|\psi\|_{E_{1/3}} - 2Ce^{K_\varepsilon^{1/6}} \varepsilon^{1/3} (\|\psi\|_{E_{1/3}} + |a|) + 3 \varepsilon^{1/3} \left( \left\| P_{\leq 0} \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_{E_{1/3}} + |a| \right) \\
+ e^{\mu t/2} \varepsilon^{1/3} \left\| P_{\leq 0} \tilde{w}_0^{\psi + \partial G_+^{\delta,0} \nu} \right\|_{E_{1/3}}
\]

for \( t > 1/2, \psi_+ \in P_+ \tilde{H}_0 \setminus \{0\}, \psi \in P_{\leq 0} \tilde{H}_0 \) and \( a \in \mathbb{R} \) with \( \|\psi\|_{E_{1/3}} + |a| \leq 1 \). By the convergence (2.57), we obtain for \( T > 0 \) there exists \( n_{T,\varepsilon} > 0 \) such that for \( n \geq n_{T,\varepsilon} \) and \( 1/2 < t \leq T \)

\[
6 \left\| P_+ \tilde{w}_n^{\psi + \partial G_+^{\delta,0} \nu} \right\|_E \geq e^{\mu t/2} \|\psi\|_E - 2Ce^{K_\varepsilon^{1/6}} \varepsilon^{1/3} (\|\psi\|_{E_{1/3}} + |a|) \\
+ 3 \varepsilon^{1/3} \left( \left\| P_{\leq 0} \tilde{w}_n^{\psi + \partial G_+^{\delta,0} \nu} \right\|_{E_{1/3}} + |a| \right).
\]

Therefore, for \( \sigma > 0 \) there exists \( T_{\delta,\varepsilon} > 0 \) such that \( \tilde{w}_n^{\psi + \partial G_+^{\delta,0} \nu} \) satisfies (2.52) at \( T_{\delta,\varepsilon} \) for \( n \geq n_{T_{\delta,\varepsilon}}, a \in \mathbb{R}, \psi \in P_{\leq 0} \tilde{H}_0 \) and \( \psi_+ \in P_+ \tilde{H}_0 \) with \( \|\psi\|_{E_{1/3}} + |a| \leq 1 \) and \( \|\psi\|_E \geq \sigma \). Since \( \tilde{w}_n^{\psi + \partial G_+^{\delta,0} \nu} \) does not satisfy (2.52) for some \( t \geq 0 \), we obtain for \( n \geq n_{T_{\delta,\varepsilon}} \)

\[
\| \partial G_+^{\delta,n} \psi,a - \partial G_+^{\delta,0} \psi,a \| < \sigma
\]
which yields the continuity of the Gâteaux derivative of $G^\delta_+$ at $(\psi_0, a_0)$ in the sense of the operator norm form $P_{<\delta}\mathcal{H}_0 \times \mathbb{R}$ to $P_{<\delta}\mathcal{H}_0$. Thus, $G^\delta_+$ is $C^1$ class on $P_{<\delta}\mathcal{H}_0 \times (0, \infty)$ in the sense of the Fréchet differential. Therefore, for sufficiently small $r > 0$, the subspace $\mathcal{M}^\delta_{cs}(\omega_+, r)$ of $(H^1)\cap \mathcal{M}_c$ is $C^1$ embedded submanifolds of $(H^1)^2$.

Proof of Theorem 1.7: We define

$$\mathcal{M} = \{ u(t) \in H^1 : \dot{u}(0) \in \mathcal{M}^\delta_{cs}(\omega_+, r), t \geq 0 \}$$

for sufficiently small $r$. Then, $\mathcal{M}$ is a $C^1$ embedded submanifold of $H^1$ and satisfies the statements (i) and (ii) in Theorem 1.1 and the statement of the orbital stability on $\mathcal{M}$ in Theorem 1.7.

3 Conditional asymptotic stability

In this section, we prove Theorem 1.8. We set

$$\mathcal{H}[\omega, z] := \sigma_3(-\Delta + \omega) + (g(|\varphi[0, \omega, z]|^2) + g(|\varphi[0, \omega, z]|^2)|\varphi[0, \omega, z]|^2 - g(|\varphi[0, \omega, z]|^2) - g(|\varphi[0, \omega, z]|^2)|\varphi[0, \omega, z]|^2),$$

where $\varphi[\theta, \omega, z]$ is given in Proposition 1.6. Since $\mathcal{H}[\omega, z]$ is a small perturbation of $\mathcal{H}_\omega = \mathcal{H}[\omega_+, 0]$ when $|z| \ll 1$, there exist eigenvalues near $\pm i\mu(\omega)$. Moreover, since the spectrum of $\mathcal{H}[\omega, z]$ is symmetric w.r.t. $\mathbb{R}$ and $i\mathbb{R}$ axis, there exists $\mu(\omega, z) \in \mathbb{R}$ s.t. $\mu(\omega, 0) = \mu(\omega)$ and $\pm \mu(\omega, z)$ are the only non-real eigenvalues. As the case of $z = 0$ (Lemma 2.1), there exists $\xi[\omega, z]$ s.t. $\xi[\omega, z] := i\xi[\omega, z] (\xi[\omega, z] := \sigma_3\xi[\omega, z])$ is the eigenvector of $\mathcal{H}[\omega, z]$ associated to $\pm i\mu(\omega, z)$. We normalize $\xi[\omega, z]$ to satisfy

$$\langle i\xi[\omega, z], \xi[\omega, z] \rangle = -1,$$

as the case $z = 0$. We set $G_{\pm}$ by $\mathfrak{G} = \mathcal{T}(G_+, G_-)$. For $\mathfrak{G}$ and $P_+$, recall (H4).

Now, for $\Theta = (\theta, \omega, z, w_+, w_-)$, we set

$$\varphi[\Theta] = \varphi[\theta, \omega, z] + e^{i\theta}(w_+\xi[\omega, z] + w_-\overline{\xi[\omega, z]}).$$

Proposition 3.1. There exists $\Theta_{\pm} \in \mathbb{R}^{1+1} \times \mathbb{C} \times \mathbb{R}^{1+1}$ s.t. setting

$$\overline{\Theta}(\Theta) := \left( \sum_{j=0}^{M'} |z|^2 \overline{\theta}_j(\omega), 0, -i \sum_{j=0}^{M} |z|^2 z \lambda_j(\omega), \mu(\omega, z)w_+, -\mu(\omega, z)w_- + z^N\Theta_+ + \overline{\pi}^N\Theta_-, \right),$$

$$\mathcal{R}[\Theta] := -iD\varphi[\Theta]\overline{\Theta}(\Theta) + (\Delta + \omega_+)\varphi[\Theta] + g(|\varphi[\Theta]|^2)\varphi[\Theta],$$

we have

$$\mathcal{R}[\Theta] = e^{i\theta}(z^NG_+ + \overline{\pi}^NG_-) + \mathcal{R}_1[\Theta] + \mathcal{R}_2[\Theta],$$

with

$$\|\mathcal{R}_1[\Theta]\|_{\mathcal{S}} \lesssim (|\omega - \omega_+| + |z| + |w_+| + |w_-|) (|z|^N + |w_+| + |w_-|), \|\mathcal{R}_2[\Theta]\|_{\mathcal{S}} \lesssim w_+^2 + w_-^2.$$

Here, recall that $\overline{\theta}$ and $\lambda_j$ are given in Proposition 1.6.
Proof. Recall $f(u) = g(|u|^2)u$. First, by \[\text{Proposition 1.6}\], we have

\[
(-\Delta + \omega_\ast)\varphi[\Theta] + f(\varphi[\Theta]) = \left(-\Delta + \omega_\ast\right)\varphi[\theta, \omega, z] + f(\varphi[\theta, \omega, z]) + e^{i\theta} \left((-\Delta + \omega_\ast + Df(\varphi[0, \omega, z]))(w_+\xi[\omega, z] + w_-\overline{\xi[\omega, z]})\right) + \mathcal{R}_2,
\]

where $\|\mathcal{R}_2\|_1 \lesssim w_+^2 + w_-^2$ and $Df(u)v := \frac{d}{dv}|_{v=0} f(u + ev)$. Then, by

\[
\begin{align*}
(-\Delta + \omega_\ast + Df(\varphi[0, \omega, z]))(w_+\xi[\omega, z] + w_-\overline{\xi[\omega, z]}) &= i\mu(\omega, z)w_+\xi[\omega, z] - i\mu(\omega, z)w_-\overline{\xi[\omega, z]} \\
&= ie^{-i\theta} D\varphi[\Theta](0, 0, 0, \mu(\omega, z)w_+, -\mu(\omega, z)w_-).
\end{align*}
\]

and Proposition 1.6, we have

\[
\begin{align*}
(-\Delta + \omega_\ast)\varphi[\Theta] + f(\varphi[\Theta]) &= iD\varphi[\Theta]\left(\sum_{j=0}^{M'} |z|^{2j}\tilde{\theta}_j(\omega), 0, -i\sum_{j=0}^{M'} |z|^{2j}z\lambda_j(\omega), \mu(\omega, z)w_+, -\mu(\omega, z)w_-\right) \\
&+ ie^{i\theta}w_+D_2\xi[\omega, z]\left(i \sum_{j=0}^{M'} |z|^{2j}z\lambda_j(\omega)\right) + ie^{i\theta}w_-D_2\overline{\xi[\omega, z]}\left(i \sum_{j=0}^{M'} |z|^{2j}z\lambda_j(\omega)\right) \\
&+ e^{i\theta}\sum_{j=0}^{M'} |z|^{2j}\tilde{\theta}_j(\omega)(w_+\xi[\omega, z] + w_-\overline{\xi[\omega, z]}),
\end{align*}
\]

where $D_2\xi[\omega, z]w := \frac{d}{dv}|_{v=0} \xi[\omega, z + ew]$.

Next, we set $\Theta_\pm = (\theta_\pm, \bar{\omega}_\pm, \bar{z}_\pm, \bar{w}_{\pm, \pm}, \bar{w}_{\pm, \mp})$ by

\[
\begin{align*}
-P_+^\perp\sigma_3\begin{pmatrix} \tilde{G}_+ + \tilde{G}_- \cr \tilde{G}_+ - \tilde{G}_- \end{pmatrix} &= \tilde{\theta}_+\sigma_3\phi_{\omega_\ast} + \bar{\omega}_+\partial_\omega\phi_{\omega_\ast} + \bar{z}_+\zeta + \bar{z}_+\sigma_1\zeta + \bar{w}_{\pm, \pm} + \bar{w}_{\pm, \mp} \\
&= D\phi[0, \omega_\ast, 0, 0, 0]|\Theta_+, \\
-P_-^\perp\sigma_3\begin{pmatrix} \tilde{G}_+ - \tilde{G}_- \cr \tilde{G}_+ + \tilde{G}_- \end{pmatrix} &= \tilde{\theta}_-\sigma_3\phi_{\omega_\ast} + \bar{\omega}_-\partial_\omega\phi_{\omega_\ast} + \bar{z}_-\zeta + \bar{z}_-\sigma_1\zeta + \bar{w}_{\pm, \pm} + \bar{w}_{\pm, \mp} \\
&= D\phi[0, \omega_\ast, 0, 0, 0]|\Theta_-.
\end{align*}
\]

Then, we have

\[
\begin{align*}
z^N\begin{pmatrix} \tilde{G}_+ \\
\tilde{G}_- \end{pmatrix} + z^N\begin{pmatrix} \tilde{G}_+ \\
\tilde{G}_- \end{pmatrix} &= z^N(\Theta_+ + z^N\sigma_3\Theta_-) \\
-ie^3P_+^\perp\left(Re(z^N)i\sigma_3\begin{pmatrix} \tilde{G}_+ + \tilde{G}_- \\
\tilde{G}_+ - \tilde{G}_- \end{pmatrix} - Im(z^N)\begin{pmatrix} \tilde{G}_+ - \tilde{G}_- \\
\tilde{G}_+ + \tilde{G}_- \end{pmatrix}\right) &= z^N(\Theta_+ + z^N\sigma_3\Theta_-) \\
&= z^N(\Theta_+ + z^N\sigma_3\Theta_-) + Re(z^N)i\sigma_3D\phi[0, \omega_\ast, 0, 0, 0]|\Theta_+ + Im(z^N)i\sigma_3D\phi[0, \omega_\ast, 0, 0, 0]|\Theta_-.
\end{align*}
\]
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Therefore, taking
\[ \mathcal{R}_1[\Theta] = \tilde{\mathcal{R}}_1[\Theta, \omega, z] + ie^{i\theta} w_+ D_z \xi[\omega, z] \left( \sum_{j=0}^{M} |z|^{2j} z \lambda_j(\omega) \right) + ie^{i\theta} w_- D_z \xi[\omega, z] \left( \sum_{j=0}^{M} |z|^{2j} z \lambda_j(\omega) \right) + e^{i\theta} \sum_{j=0}^{M'} |z|^{2j} \tilde{f}(\omega)(w_+ \xi[\omega, z] + w_- \xi[\omega, z]) \]
\[ + \Re(z^N) i (D\varphi[\Theta, \omega, 0, 0] - D\varphi[\Theta]) \Theta + \Im(z^N) i (D\varphi[\Theta, \omega, 0, 0] - D\varphi[\Theta]) \Theta, \]
we have the conclusion. \[ \square \]

By differentiating (3.5) w.r.t. \( \Theta \) in \( \Xi \) direction, we have
\[ D\mathcal{R}[\Theta] \Xi + iD^2\varphi[\Theta](\tilde{\Theta}(\Theta), \Xi) + iD\varphi[\Theta]D\tilde{\Theta}(\Theta) \Xi = H[\Theta]D\varphi[\Theta] \Xi, \]
where
\[ H[\Theta] = (-\Delta + \omega_*) + Df(\varphi[\Theta]). \]

We set
\[ \mathcal{H}_c[\Theta] := \{ u \in H^1 \mid \forall \Xi \in \mathbb{R}^{1+1} \times \mathbb{C} \times \mathbb{R}^{1+1}, (iu, D\varphi[\Theta] \Xi) = 0 \}. \]

We now decompose \( u \) using \( \mathcal{H}_c[\Theta] \).

**Lemma 3.2.** There exists \( \delta > 0 \) s.t. if \( \inf_{\theta \in \mathbb{R}} \| u - e^{i\theta} \varphi_* \|_{H^1} < \delta \), then there exists \( \Theta(u) = (\theta(u), \omega(u), z(u), w_+(u), w_-(u)) \) s.t. \( \eta(u) := u - \varphi[\Theta(u)] \in \mathcal{H}_c[\Theta(u)] \). Further, we have
\[ |\omega(u) - \omega_*| + |z(u)| + |w_+(u)| + |w_-(u)| + ||\eta(u)||_{H^1} \leq \inf_{\delta \in \mathbb{R}} \| u - e^{i\theta} \varphi_* \|_{H^1}. \]

**Proof.** The proof follows from standard implicit function theorem argument with the assumption \( \frac{d}{d\Theta} \| \varphi_* \| \neq 0 \) at \( \omega = \omega_* \). \[ \square \]

Substituting \( u = \varphi[\Theta] + \eta \) into (1.1), we have
\[ i\partial_t \eta + iD\varphi[\Theta](\tilde{\Theta} - \tilde{\Theta}) = H[\Theta] \eta + F[\Theta, \eta] + \mathcal{R}[\Theta], \]
where
\[ F[\Theta, \eta] = f(\varphi[\Theta] + \eta) - f(\varphi[\Theta]) - Df(\varphi[\Theta]) \eta. \]

The following is the main Proposition in this section.

**Proposition 3.3.** For \( C_0 > 1 \), there exist \( \epsilon_0 > 0 \) and \( C_1 > 0 \) s.t. if \( u_0 \in H^1 \) satisfies \( \epsilon := \inf_{\theta \in \mathbb{R}} \| u_0 - e^{i\theta} \varphi_* \|_{H^1} < \epsilon_0 \), then \( u(t) \in \mathcal{H}_c[\Theta(u)] \)
\[ \max \left( \| \eta \|_{L^2(0, T)}, \| z^N \|_{L^2(0, T)}, \| w_+ \|_{L^2(0, T)}, \| w_- \|_{L^2(0, T)} \right) \leq C_1 \epsilon, \]
for some \( T > 0 \), then we have (3.21) with \( C_1 \) replaced by \( C_1/2 \). Here, \( u(t) \) is the solution of (1.1) with \( u(0) = u_0 \).
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In the following, we fix $C_0, C_1 > 1$ and $u_0 \in H^1_{\text{rad}}$ with $\epsilon := \|u_0 - \varphi_\omega\|_{H^1} < \epsilon_0$ with $\epsilon_0, C_1$ to be determined, and assume $\sup_{t \geq 0} \inf_{\theta} \|u(t) - e^{i\theta} \varphi_\omega\|_{H^1} \leq C_0 \epsilon$ and (3.21). Replacing $\epsilon_0$ by $\min(\epsilon_0, C_1^{-1}, C_0^{-1})$ if necessary, we can assume $C_0 \epsilon \leq 1$ and $C_1 \epsilon \leq 1$ without loss of generality. We further set $a(t) = a(u(t))$ for $a = \Theta, \theta, \omega, z, w_\pm$ and $\eta$. From the assumption we have just made and (3.18), we have

$$\|\omega - \omega_\epsilon\|_{L^\infty} + \|z\|_{L^\infty} + \|w_+\|_{L^\infty} + \|w_-\|_{L^\infty} + \|\eta\|_{L^\infty} \lesssim C_0 \epsilon,$$

and from (3.1), we have

$$\|\tilde{\Theta}\|_{L^\infty} \lesssim C_0 \epsilon.$$  \hfill (3.23)

**Remark 3.4.** The implicit constants in (3.22) and (3.23) are independent of $T, C_0, C_1, \epsilon, \epsilon_0$ and $u$. In the following, all implicit constant will never depend on $T, C_0, C_1, \epsilon, \epsilon_0$ nor $u$.

We assume (3.21) holds for some $T > 0$. In the following, we write $\| \cdot \|_{L^p(0, T)} = \| \cdot \|_{L^p}$, $\| \cdot \|_{S_{\mu}(0, T)} = \| \cdot \|_{S_{\mu}}$ and $\| \cdot \|_{L^p L^{\infty}(0, T)} = \| \cdot \|_{L^p L^{\infty}}$. There should be no confusion.

For the proof of Proposition 3.3 we start from the estimate of $F$ given in (3.20).

**Lemma 3.5.** We have

$$\|F[\Theta, \eta]\|_{L^\infty L^{5/4}} \lesssim (C_0 \epsilon)^2,$$

$$\|F[\Theta, \eta]\|_{L^2 W^{1, 8/5}} \lesssim C_0 C_1 \epsilon^2,$$

$$\|F[\Theta, \eta]\|_{L^1 L^{5/4}} \lesssim (C_1 \epsilon)^2.$$  \hfill (3.24, 3.25, 3.26)

**Proof.** See, Lemma 4.3 of [14]. The estimate (3.24) follows from (4.6) of [14] and $H^1 \rightarrow L^6$. \hfill $\square$

We next estimate of the modulation parameters $\dot{\Theta} - \tilde{\Theta}$.

**Lemma 3.6.** We have

$$\|\dot{\Theta} - \tilde{\Theta}\|_{L^2} \lesssim C_0 C_1 \epsilon^2 \text{ and }$$

$$\|\dot{\Theta} - \tilde{\Theta}\|_{L^\infty} \lesssim (C_0 \epsilon)^2,$$

$$\|\tilde{\Theta}\|_{L^\infty} \lesssim C_0 \epsilon \text{.}$$  \hfill (3.27, 3.28, 3.29)

**Proof.** First, differentiating (3.19) w.r.t. $\Theta$ (in the direction of $\Xi$), we have

$$DR[\Theta] \Xi + i D^2 \varphi[\Theta]| (\dot{\Theta}(\Theta), \Xi) + i D \varphi[\Theta] | D \tilde{\Theta}(\Theta) \Xi = H[\Theta] D \varphi[\Theta] \Xi.$$  \hfill (3.30)

Taking the inner product between (3.19) and $D \varphi[\Theta] \Xi$, we have

$$\langle i D \varphi[\Theta]| (\dot{\Theta} - \tilde{\Theta}), D \varphi[\Theta]| \Xi \rangle = \langle i \eta, D^2 \varphi[\Theta]| (\dot{\Theta} - \tilde{\Theta}, \Xi) \rangle + \langle \eta, D R[\Theta] | \Xi \rangle + \langle F[\Theta, \eta], D \varphi[\Theta]| \Xi \rangle$$

$$+ \langle R[\Theta], D \varphi[\Theta]| \Xi \rangle.$$  \hfill (3.31)

For $|\Xi| \leq 1$, each term in the 1st line of r.h.s. of (3.31) can be bounded as

$$|\langle i \eta, D^2 \varphi[\Theta]| (\dot{\Theta} - \tilde{\Theta}, \Xi) \rangle| \lesssim C_0 \epsilon |\dot{\Theta} - \tilde{\Theta}|,$$  \hfill (3.32)

$$|\langle \eta, D R[\Theta]| \Xi \rangle| \lesssim C_0 \epsilon \|\eta\|_{L^6},$$  \hfill (3.33)

$$|\langle F[\Theta, \eta], D \varphi[\Theta]| \Xi \rangle| \lesssim \|F[\Theta, \eta]\|_{L^5}. \quad \text{ (3.34)}$$
Thus, integrating \( \mu(\omega,z)(w_+^2 + w_-^2) \) by time, from we have
\[
\|w_+\|_{L^2}^2 + \|w_-\|_{L^2}^2 \lesssim \|\Theta - \tilde{\Theta}\|_{L^2}^2 + \|z^N\|_{L^2}^2 + (C_0\epsilon\|\eta\|_{L^6})(\|w_+\| + \|w_-\|) (\|w_+\| + \|w_-\|).
\]
Using (3.21) for the 3rd and 5th term in r.h.s. of (3.41) and Lemmas 3.5 and 3.6 for the 4th and 1st term of r.h.s. of (3.41) respectively, we have the conclusion.
We next estimate the continuous part \( \eta \).

**Lemma 3.8.** We have

\[
\|\eta\|_{\text{Stz}} \lesssim \left( 1 + C_0 C_1 \epsilon \right) \epsilon + \|z^N\|_{L^2}.
\]  
(3.42)

**Proof.** The proof is parallel to Lemma 4.6 of [14], so we will only briefly sketch it. To use the Strichartz estimate related to \( \mathcal{H}_{\omega^*} = \mathcal{H}[\omega^*] \), we double (3.19) as

\[
i \partial_t \eta + iD\varphi(\Theta)(\dot{\Theta} - \tilde{\Theta}) = \mathcal{H}[\Theta] \eta + \sigma_3 (F[\Theta, \eta] + \mathcal{R}[\Theta]),
\]

(3.43)

where \( x = t(x \bar{\varphi}) \) for \( x = \eta, \varphi, F, R \) and \( \mathcal{H}[\Theta] \eta = t(H(\Theta) \eta - H(\Theta) \eta) \). Now, let \( R[\omega, z, w^+, w^-] \) be the inverse of \( P_r \) restricted on \( \mathcal{H}_r[0, \omega, z, w^+, w^-] \). Then, we have

\[
\|R[\omega, z, w^+, w^-] - 1\|_{\Sigma \rightarrow \Sigma} \lesssim |\omega - \omega_\ast| + |z| + |w^+| + |w^-|, \quad \|\partial_x R[\omega, z, w^+, w^-]\|_{\Sigma \rightarrow \Sigma} \lesssim 1,
\]

(3.44)

for \( x = \omega, \text{Re} \, z, \text{Im} \, z, w^\pm \). Setting \( \zeta = P_r e^{-i\sigma_3 \theta} \eta \), we have

\[
\eta = e^{i\sigma_3 \theta} R[\omega, z, w^+, w^-] \zeta.
\]

(3.45)

In particular, we have

\[
\|\eta\|_{\text{Stz}} \sim \|\eta\|_{\text{Stz}} \sim \|\zeta\|_{\text{Stz}}.
\]

(3.46)

Substituting (3.45) into (3.43) and applying \( P_r e^{-i\sigma_3 \theta} \), we have

\[
i \partial_t \zeta = \mathcal{H}_{\omega^*} \zeta + P_r (\sigma_3 \dot{\zeta} + R \zeta),
\]

(3.47)

where

\[
R \zeta = -iP_r \left( \sigma_3 \dot{\zeta} (R[\omega, z, w^+, w^-] - 1) \zeta + DR[\omega, z, w^+, w^-](\dot{\omega}, \dot{z}, \dot{w}^+, \dot{w}^-) \zeta \right)
\]

\[
- iP_r D\varphi(0, \omega, z, w^+, w^-)((\dot{\Theta} - \tilde{\Theta}) + P_r (H(0, \omega, z, w^+, w^-) - \mathcal{H}_{\omega^*}) R \zeta
\]

\[
+ P_r e^{-i\sigma_3 \theta} (\sigma_3 (F[\Theta, \eta] + \mathcal{R}[\Theta])).
\]

(3.48)

By Strichartz estimate, see (Proposition 4.5 of [14]), we have

\[
\|\zeta\|_{\text{Stz}} \lesssim \|\zeta(0)\|_{H^1} + \|R \zeta\|_{L^2 W^{1, 6/5}}.
\]

(3.49)

From Proposition 3.1, Lemmas 3.9 and 3.10, and 3.11, we have

\[
\|R \zeta\|_{L^2 W^{1, 6/5}} \lesssim C_0 \epsilon \|\eta\|_{\text{Stz}} + C_0 C_1 \epsilon^2 + \|z^N\|_{L^2}.
\]

(3.50)

Thus, combining this with (3.46), we have the conclusion. 

Before going into the estimate of \( \|z^N\|_{L^2} \), we prepare several lemmas.

**Lemma 3.9.** We have

\[
\|i \partial_t (z^N) - \lambda(\omega^*) N z^N\|_{L^2} \lesssim C_0 C_1 \epsilon^2.
\]

(3.51)
Proof. We have
\[ i\partial_t (z^N) - \lambda(\omega)Nz^N = Nz^{N-1} (i(\hat{z} - \bar{z}) + (i\hat{z} - \lambda(\omega)z)). \] (3.52)
Further, we have
\[ i\bar{z} - \lambda(\omega)z = (\lambda(\omega) - \lambda(\omega_\ast))z + \sum_{j=1}^{M} |z|^2 j \lambda_j(\omega) + i\bar{z}^N + i\bar{z}^- \bar{z}^N. \] (3.53)
Thus, we have
\[ \|i\partial_t z^N - \lambda(\omega_\ast)z^N\|_{L^2} \lesssim C_0\epsilon \left( \|\hat{\Theta} - \bar{\Theta}\|_{L^2} + \|z^N\|_{L^2} \right). \] (3.54)
From (3.21) and Lemma 3.6, we have the conclusion. \(\square\)

We set
\[ g = \zeta - Z \text{ with } Z = z^N Z_+ + \bar{z}^N Z_-, \] (3.55)
\[ Z_+ = -(H\omega - N\lambda(\omega_\ast) - i0)^{-1}\sigma_3 \Theta, \] (3.56)
\[ Z_+ = -(H\omega_\ast + N\lambda(\omega_\ast) - i0)^{-1}\sigma_3 \sigma_1 \Theta. \] (3.57)
Substituting this into (3.51), we have
\[ i\partial_t g = H\omega \cdot g + P_\ast(\sigma_3 \partial_\ast g) + P_\ast(\sigma_3 \hat{\Theta} Z) + R_g - (i\partial_t (z^N) - \lambda(\omega_\ast)z^N) Z_+ - (i\partial_t (\bar{z}^N) + \lambda(\omega_\ast)\bar{z}^N) Z_-. \] (3.58)
where
\[ R_g = R_\zeta - z^N \sigma_3 \Theta - \bar{z}^N \sigma_3 \sigma_1 \Theta. \] (3.59)
As proceeding as Lemma 4.9 of [14], we have

**Lemma 3.10.** For sufficiently large \( \sigma > 0 \), we have
\[ \|g\|_{L^2 L^{2,\infty}} \lesssim 1 + C_0 C_1 \epsilon. \] (3.60)

**Proof.** The proof is parallel to Lemma 4.9 of [14]. Using (3.58), Lemma 4.8 of [14] and Strichartz estimate (Proposition 4.5 of [14]) we have
\[ \|g\|_{L^2 L^{2,\infty}} \lesssim \|\zeta(0)\|_{H^1} + \|z^N(0)\sigma_3 \Theta + \bar{z}^N(0)\sigma_3 \sigma_1 \Theta\|_{L^{2,\infty}} + \|\partial_t \left( z^N \sigma_3 \Theta + \bar{z}^N \sigma_3 \sigma_1 \Theta \right)\|_{L^2 L^{2,\infty}} \]
\[ + \|R_g\|_{L^2 W^{1,6/5}} + \| (i\partial_t z^N - \lambda(\omega_\ast)z^N) \sigma_3 \Theta\|_{L^2 L^{2,\infty}} + \| (i\partial_t \bar{z}^N - \lambda(\omega_\ast)\bar{z}^N) \sigma_3 \sigma_1 \Theta\|_{L^2 L^{2,\infty}}. \]
Therefore, from (3.29), Lemma 3.9, we have
\[ \|g\|_{L^2 L^{2,\infty}} \lesssim \epsilon + C_0 C_1 \epsilon^2 + \|R_g\|_{L^2 W^{1,6/5}}. \] (3.61)
The estimate of \( R_g \) is similar to the estimate of \( R_\zeta \) given in (3.50). However, \( R_g \) is given by (3.48) with \( R[\Theta] \) replaced by \( i'(R_1[\Theta] + R_2[\Theta] \bar{R}_1[\Theta] + R_2[\Theta]) \). Thus, we have a better estimate (compared to (3.50)),
\[ \|R_g\|_{L^2 W^{1,6/5}} \lesssim C_0 C_1 \epsilon^2, \] (3.62)
because the last term of (3.50) comes from the term which we have erased in \( R_g \). Therefore, we have the conclusion. \(\square\)
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We are now in the position for the estimate of $\|z^N\|_{L^2}$.

**Lemma 3.11.** We have

$$\|z^N\|_{L^2} \lesssim (C_1^{-1} + C_0^2 C_1^{-2} + C_0 \epsilon)^{1/2} C_1 \epsilon.$$

(3.63)

**Proof.** As Lemma 4.10 of [14], we compute the time derivative of $E(\varphi(\Theta)) + \omega_* Q(\varphi(\Theta))$. In the following, we write $\varphi = \varphi(\Theta)$.

$$\frac{d}{dt} (E(\varphi) + \omega_* Q(\varphi)) = \left\langle (-\Delta + \omega_*) \varphi + f(\varphi), D\varphi(\Theta) \right\rangle$$

$$= \left\langle i D\varphi(\Theta), D\varphi(\Theta) \right\rangle + \left\langle R[\Theta], D\varphi(\Theta) \right\rangle$$

$$= - \left\langle i D\varphi(\Theta - \Theta), D\varphi(\Theta) \right\rangle + \left\langle R[\Theta], D\varphi(\Theta) \right\rangle$$

$$= - \left\langle H[\Theta] \eta + F[\Theta, \eta] + R[\Theta] - i \partial \eta, D\varphi(\Theta) \right\rangle + \left\langle R[\Theta], D\varphi(\Theta) \right\rangle$$

$$= - \left\langle \eta, H[\Theta] D\varphi(\Theta) + F[\Theta, \eta], D\varphi(\Theta) \right\rangle + \left\langle R[\Theta], D\varphi(\Theta - \Theta) \right\rangle - \left\langle i \eta, D^2 \varphi(\Theta, \Theta) \right\rangle$$

$$= - \left\langle \eta, DR[\Theta][\Theta] \right\rangle - \left\langle i \eta, D^2 \varphi(\Theta - \Theta, \Theta) \right\rangle + \left\langle F[\Theta, \eta], D\varphi(\Theta) \right\rangle + \left\langle R[\Theta], D\varphi(\Theta - \Theta) \right\rangle. \tag{3.64}$$

where in we have used (3.5) in the 2nd line, (3.19) in the 4th line and (3.15) in the 6th line. The main term in the r.h.s. of (3.64) is the 1st term so we estimate the other terms. From (3.21), (3.22) and Lemmas 3.6

$$\| \left\langle i \eta, D^2 \varphi(\Theta - \Theta, \Theta) \right\rangle \|_{L^1} \lesssim \| \| \Theta - \Theta \|_{L^\infty} \| R[\Theta] \| \leq (C_0 \epsilon)^2 (C_1 \epsilon)^2. \tag{3.65}$$

From Lemma 3.5 and 3.23,

$$\| \left\langle F[\Theta, \eta], D\varphi(\Theta) \right\rangle \|_{L^1} \lesssim \| F[\Theta, \eta] \|_{L^1 L_{0/5}} \| R[\Theta] \| \leq (C_0 \epsilon)(C_1 \epsilon)^2. \tag{3.66}$$

From (3.21), (3.22) and Lemma 3.6

$$\| \left\langle R[\Theta], D\varphi(\Theta - \Theta) \right\rangle \|_{L^1} \lesssim (\| z^N \|_{L^2} + C_0 \epsilon (\| w_+ \|_{L^2} + \| w_- \|_{L^2})) \| \Theta - \Theta \|_{L^2} \lesssim (C_0 \epsilon) (C_1 \epsilon)^2. \tag{3.67}$$

From (3.64), (3.65), (3.66) and (3.67), we have

$$\frac{d}{dt} (E(\varphi) + \omega_* Q(\varphi)) = - \left\langle \eta, DR[\Theta][\Theta] \right\rangle + R_{FGR,1}, \tag{3.68}$$

with

$$\| R_{FGR,1} \|_{L^1} \lesssim (C_0 \epsilon)(C_1 \epsilon)^2. \tag{3.69}$$

We now decompose the main term $- \left\langle \eta, DR[\Theta][\Theta] \right\rangle$ in the r.h.s. of (3.64). By (3.6),

$$- \left\langle \eta, DR[\Theta][\Theta] \right\rangle = - \left\langle \eta, DR[\Theta][0, 0, -i\lambda(\omega_*) z, 0, 0] \right\rangle - \left\langle \eta, DR[\Theta][\Theta - (0, 0, -i\lambda(\omega_*) z, 0, 0)] \right\rangle. \tag{3.70}$$
The 2nd term of r.h.s. of (3.70) can be bounded as
\[ \| \langle \eta, D\mathcal{R}[\Theta] \left( \Theta - (0, 0, -i\lambda(\omega_*) z, 0, 0) \right) \rangle \|_{L^1} \lesssim C_0 \epsilon (C_1 \epsilon)^2. \] (3.71)

For the 1st term of the r.h.s. of (3.70),
\[ - \langle \eta, D\mathcal{R}[\Theta](0, 0, -i\lambda(\omega_*) z, 0, 0) \rangle = - \langle \eta, D_z(e^{i\theta}(z^N G_+ + \bar{z}^N G_-))(-i\lambda z) \rangle - \langle \eta, D_z(\mathcal{R}_1[\Theta] + \mathcal{R}_2[\Theta])(-i\lambda z) \rangle. \] (3.72)

The 2nd term of r.h.s. of (3.72) can be bounded as
\[ \| \langle \eta, D_z(\mathcal{R}_1[\Theta] + \mathcal{R}_2[\Theta])(-i\lambda z) \rangle \|_{L^1} \lesssim C_0 \epsilon (C_1 \epsilon)^2. \] (3.73)

Thus, up to here, we have
\[ \frac{d}{dt} (E(\varphi) + \omega_* Q(\varphi)) = - \langle \eta, D_z(e^{i\theta}(z^N G_+ + \bar{z}^N G_-))(-i\lambda z) \rangle + R_{\text{FGR},2}, \] (3.74)

with
\[ \| R_{\text{FGR},2} \|_{L^1} \lesssim C_0 \epsilon (C_1 \epsilon)^2. \] (3.75)

The 1st term of r.h.s. of (3.74) can be written as
\[ - \langle \eta, D_z(e^{i\theta}(z^N G_+ + \bar{z}^N G_-))(-i\lambda z) \rangle = N\lambda(\omega_*) \langle \eta, i e^{i\sigma_3 z^N N} \Theta \rangle. \]

Thus, by (3.45) and (3.53),
\[ - \langle \eta, D_z(e^{i\theta}(z^N G_+ + \bar{z}^N G_-))(-i\lambda z) \rangle = N\lambda(\omega_*) \left( \langle \zeta, i z^N \Theta \rangle + \langle (R[\omega, z, w_+, w_-] - 1) \zeta, i z^N \Theta \rangle \right). \] (3.76)

The 2nd and 3rd term in the r.h.s. of (3.70) can be bounded as
\[ \| \langle g, i z^N \Theta \rangle \|_{L^1} \lesssim \| g \|_{L^2} \| z^N \|_{L^2} \lesssim (C_1^{-1} + C_0 \epsilon)(C_1 \epsilon)^2, \] (3.77)
\[ \| \langle (R[\omega, z, w_+, w_-] - 1) \zeta, i z^N \Theta \rangle \|_{L^1} \lesssim C_0 \epsilon (C_1 \epsilon)^2, \] (3.78)

where we have used Lemma 3.10 and 3.21 for (3.77) and (3.14) and (3.38) for (3.78).

The main term \( N\lambda(\omega_*) \langle Z, i z^N \Theta \rangle \) can be further decomposed as
\[ N\lambda(\omega_*) \langle Z, i z^N \Theta \rangle = - N\lambda(\omega_*) |z|^{2N} \langle (H_{\omega_*} - \sigma_3) \Theta, i \Theta \rangle - N\lambda(\omega_*) \langle (H_{\omega_*} - \sigma_3) \Theta, i z^{2N} \Theta \rangle. \] (3.79)

By Plemelj formula, the 1st term of r.h.s. of (3.79) can be written as
\[ - N\lambda(\omega_*) |z|^{2N} \langle (H_{\omega_*} - \sigma_3) \Theta, i \Theta \rangle = N\lambda(\omega_*) \Gamma |z|^{2N}, \] (3.80)

where
\[ \Gamma = \frac{\pi}{2 \sqrt{N\lambda(\omega_*) - \omega_*}} \int_{|\xi|^2 = N\lambda(\omega_*) - \omega_*} |\mathcal{F}(W^* \Theta)(\xi)|^2 d\sigma(\xi) > 0. \] (3.81)
Note that $\Gamma \geq 0$ and the positivity comes from the Fermi Golden Rule assumption (H4). For the 2nd term in the r.h.s. of (3.79), by (3.83), we have

$$
\langle \hat{H}_\omega - A_i \rangle = \frac{1}{2N} \left< \left( \hat{H}_\omega - N \hat{\lambda}(\omega) - i0 \right)^{-1} \sigma_3 \sigma_1 \mathfrak{G}, i \hat{z}^{2N} \mathfrak{G} \right>,
$$

we have

$$
- N \hat{\lambda}(\omega) \left< \left( \hat{H}_\omega - N \hat{\lambda}(\omega) - i0 \right)^{-1} \sigma_3 \sigma_1 \mathfrak{G}, i \hat{z}^{2N} \mathfrak{G} \right> = \frac{d}{dt} A
$$

where

$$
A = \frac{1}{2} \left< \left( \hat{H}_\omega - N \hat{\lambda}(\omega) - i0 \right)^{-1} \sigma_3 \sigma_1 \mathfrak{G}, i \hat{z}^{2N} \mathfrak{G} \right>.
$$

We can bound $A$ as

$$
\| A \|_{L^\infty} \lesssim (C_0 \epsilon)^{2N}.
$$

For the 2nd term of r.h.s. of (3.83), recalling (3.4) and (3.37), since

$$
z^{N-1}(\hat{z} + i \hat{\lambda}(\omega)z) = z^{N-1}(\hat{z} - \bar{z}) + z^{N-1} \left( i(\hat{\lambda}(\omega) - \hat{\lambda}(\omega_*)z) + i \sum_{j=1}^M |z|^{2j} z \lambda_j(\omega) - z^{N} \bar{z} + z^{N} \bar{z} \right),
$$

we have

$$
\| N \left< \left( \hat{H}_\omega - N \hat{\lambda}(\omega) - i0 \right)^{-1} \sigma_3 \sigma_1 \mathfrak{G}, i \hat{z}^{2N} \mathfrak{G} \right> \|_{L^1} \lesssim (C_0 \epsilon)^{N-1} \| z^{N} \|_{L^2} \| \hat{\Theta} - \bar{\Theta} \|_{L^2}
$$

Therefore, from (3.74), (3.77), (3.78), (3.80), (3.83) and (3.86), we have

$$
\frac{d}{dt} (E(\varphi) + \omega_* Q(\varphi) - A) = N \hat{\lambda}(\omega_*) \Gamma |z|^{2N} + R_{FGR,3},
$$

with

$$
\| R_{FGR,3} \|_{L^1} \lesssim (C_1^{-1} + C_0 \epsilon)(C_1 \epsilon)^2.
$$

Finally, setting $E_* = E + \omega_* Q$, since $\nabla E_*(\varphi([\Theta], \omega_*, 0, 0, 0)) = 0,$

$$
|E_*(\varphi[\Theta(t)]) - E_*(\varphi[\Theta(t)])| = \left| \int_0^1 \langle \nabla E_*(\Theta(0) + s(\Theta(t) - \Theta(0))), D\varphi(\Theta(0) + s(\Theta(t) - \Theta(0))) \rangle |(\Theta(t) - \Theta(0))| \, ds \right| \lesssim (C_0 \epsilon)^2.
$$

Thus, integrating (3.87) on the time interval $[0, T]$, from (3.88), (3.89) and (3.89), we have

$$
\| z^{N} \|_{L^2} \lesssim (C_1^{-1} + C_0^2 C_1^{-2} + C_0 \epsilon)(C_1 \epsilon)^2.
$$

Therefore, we have the conclusion.
We are now in the position to prove Proposition 3.3.

**Proposition 3.3.** From Lemmas 3.7, 3.8 and 3.11 we have

\[
\| w \|_{L^2} + \| w \|_{L^2} \leq C(C_0 \epsilon^{1/2} C_1 \epsilon + C\| z \|_{L^2}). \tag{3.91}
\]

\[
\| \eta \|_{Stz} \leq C(C_1^{-1} + C_0 \epsilon^{1/2} C_1 \epsilon + C\| z \|_{L^2}). \tag{3.92}
\]

\[
\| z \|_{L^2} \leq C(C_1^{-1} + C_0 \epsilon^{1/2} C_1 \epsilon) \leq 1/4. \tag{3.93}
\]

for some constant \( C \geq 1 \) independent of \( C_0, C_1, u \) (by taking larger if necessary, we can take the same \( C \) for all three inequality). We first take \( C_1 \) sufficiently large and \( \epsilon_0 \) sufficiently small so that

\[
C(C_1^{-1} + C_0^2 C_1^{-2} + C_0 \epsilon) \leq (4C)^{-1}, \tag{3.94}
\]

\[
C(C_0 \epsilon) \leq 1/4, \tag{3.95}
\]

\[
C(C_1^{-1} + C_0 \epsilon) \leq 1/4. \tag{3.96}
\]

Then, we have 3.21 with \( C_1 \) replaced by \( C_1/2 \).

Theorem 1.8 is now an easy corollary of Proposition 3.3.

**Proof of Theorem 1.8.** From Proposition 3.3, we have 3.21 with \( T = \infty \). Combined this with 3.29, we have

\[
\lim_{t \to \infty} (|z(t)| + |w_+(t)| + |w_-(t)|) = 0. \tag{3.97}
\]

Also, by the bound of Strichartz norm, it is standard that there exists \( \eta_+ \in H^1 \) s.t. \( \| \eta(t) - e^{it\Delta} \eta_+ \|_{H^1} \to 0 \). This implies

\[
Q(u(t)) - Q(\varphi[\Theta]) - Q(\eta) \to 0, \ t \to \infty. \tag{3.98}
\]

Thus, \( Q(\varphi[\Theta]) \) must converge and we see \( \omega \) must converge to some \( \omega_+ \) from 3.22 and the assumption \( \frac{d}{dt} Q(\varphi) \neq 0 \). Therefore, we have

\[
\| u(t) - e^{it\Theta} \varphi_+ - e^{it\Delta} \eta_+ \|_{H^1} \leq \| Q(\Theta) - e^{it\Theta} \varphi_+ + \| \eta(t) - e^{it\Delta} \eta_+ \|_{H^1} \to 0, \ t \to \infty. \tag{3.99}
\]

Finally, the bound \( |\omega_+ - \omega_\star| + \| \eta_+ \|_{H^1} \lesssim \epsilon \) follows from 3.22.
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