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Abstract—Multi-Task Learning (MTL) has emerged as a methodology in which multiple tasks are jointly learned by a shared learning algorithm, such as a deep neural network. MTL is based on the assumption that the tasks under consideration are related; therefore it exploits shared knowledge for improving performance on each individual task. Tasks are generally considered to be homogeneous, i.e., to refer to the same type of problem, e.g., classification. Moreover, MTL is usually based on ground truth annotations with full, or partial overlap across tasks; i.e., for each input sample, there exist annotations for all or most of the tasks. In this work, we deal with heterogeneous MTL, simultaneously addressing detection, classification and regression problems. We explore task-relatedness as a means for co-training, in a weakly-supervised way, tasks that contain little, or even non-overlapping annotations. Task-relatedness is introduced in MTL, either explicitly through prior expert knowledge, or through data-driven studies. We propose a novel distribution matching approach, in which knowledge exchange is enabled between tasks, via matching of their predictions’ distributions. Based on this approach, we build FaceBehaviorNet, the first framework for large-scale face analysis, by jointly learning all facial behavior tasks. We develop case studies for: i) continuous affect estimation, facial action unit detection and basic emotion recognition; ii) facial attribute detection and face identification. We illustrate that co-training via task relatedness alleviates negative transfer, i.e., cases in which MT model’s performance is, in some task(s), worse than that of a single-task model. Since FaceBehaviorNet learns features that encapsulate all aspects of facial behavior, we conduct zero- and few-shot learning to perform tasks beyond the ones that it has been trained for, such as compound emotion recognition. By conducting a very large experimental study, utilizing 10 databases, we illustrate that our approach outperforms, by large margins, the state-of-the-art in all tasks and in all databases, even in those which have not been used in its training.
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1 INTRODUCTION

HOLISTIC frameworks, where several learning tasks are interconnected and explicable by the reference to the whole, are common in computer vision. A diverse set of examples includes a scene understanding framework that reasons about 3D object detection, semantic segmentation and depth reconstruction [1], a face analysis framework that addresses face detection, landmark localization, gender recognition, age estimation [2], a universal network for low-, mid-, high-level vision [3], a large-scale framework of visual tasks for indoor scenes [4]. Most if not all prior works rely on building a multi-task framework where learning is done based on the ground truth annotations with full or partial overlap across tasks. During training, all the tasks are optimised simultaneously aiming for representation learning that supports a holistic view of the framework. Our approach for building such framework falls under heterogeneous multi-task learning [5], [6]. As opposed to standard multi-task learning with a single type of e.g. classification tasks, heterogeneous learning addresses jointly different types of supervised tasks including classification, detection, and regression problems, which poses new challenges for effective knowledge transfer.

What makes our work different from the previous holistic approaches is exploring the idea of task-relatedness as means for co-training the heterogeneous tasks. In our work, relatedness between heterogeneous tasks is either provided explicitly in a form of expert knowledge, or is inferred based on empirical studies. Importantly, in co-training, the related tasks exchange their predictions and iteratively teach each other so that predictors of all tasks can excel even if we have limited or no data for some of them. How to perform knowledge exchange and co-training between heterogeneous tasks that could generalize to different scenarios and across datasets is the key challenge that we address in this work. We propose an effective distribution matching approach based on distillation [7], where knowledge exchange between tasks is enabled via distribution matching over their predictions. Based on this approach, we build the first holistic framework for large-scale face analysis, FaceBehaviorNet, with case studies in affective computing and in face recognition. In affective computing, we have heterogeneous tasks such as predicting categorical emotions (e.g. happy, sad, angry, surprised), predicting continuous dimensions of valence and arousal (how positive/negative, active/passive the emotional state is), predicting activations of binary action units [8] (activation of facial muscles) to explain the human’s affective state. In face recognition, we consider the two interconnected tasks of face identification and facial attribute detection in a single holistic framework.

Up until now training holistic models has been primarily addressed by combining multiple datasets to solve individual tasks [2], or by collecting the annotations in terms of all tasks
We present the first, to the best of our knowledge, holistic framework that can accommodate heterogeneous tasks in affective computing, collecting annotations of action units is particularly costly, as it requires skilled annotators to perform the task. Nevertheless there has been a lot of effort to collect those annotations and develop automatic toolboxes [12], [13]. The datasets collected so far have annotations for training some of the heterogeneous tasks and despite significant effort [14], there is no dataset that for each image or video has complete annotations of all three tasks. Co-training via task relatedness is an effective way of aggregating knowledge across datasets and transferring it across heterogeneous tasks, especially with little or non-overlapping annotations.

In this work we discuss two strategies to infer task relatedness: i) via domain knowledge, ii) via dataset annotation, see Table 1, Table 2 in our case studies. For example, the three aforementioned tasks of facial behavior analysis are interconnected with known strengths of relatedness from the literature. In [8], the facial action coding system (FACS) has been built to indicate for each of the basic expressions its prototypical action units. In [15], a dedicated user study has been conducted to study the relationship between AUs activations and emotion expressions for basic types and beyond – see Table 1. In [16], the authors show that neural networks trained for expression recognition implicitly learn action units. Also, in [17] the authors have discovered that valence and arousal dimensions could be interpreted by AUs. For example, AU12 (lip corner puller) is related to positive valence. In our second case study on face recognition, we have an example of a dataset such as CelebA [18], where annotations for both tasks, identification and attribute prediction, are available for each image. We can infer task relatedness based on the annotations empirically – see examples in Table 2.

One of the important challenges in multi-task learning is how to avoid negative transfer, when the performance of the multi-task model can be worse than that of a single-task model [19], [20]. Negative transfer occurs naturally in the multi-task learning scenarios when: i) source data are heterogeneous or less related (as all tasks are diverse to each other, there is no suitable common latent representation and thus multi-task learning produces poor representations); ii) one task dominates the training process (in this scenario, one group of related tasks may dominate the training process and negative transfer may occur simultaneously on tasks outside the dominant group). We demonstrate empirically that the proposed distribution matching approach based on task relatedness can alleviate the problem of negative transfer in FaceBehaviorNet.

Our main contributions are as follows:

- We propose a flexible holistic framework that can accommodate heterogeneous tasks with encoding prior knowledge of tasks relatedness. In our experiments we evaluate two effective strategies of task relatedness: a) obtained from domain knowledge, e.g., based on a cognitive study [15], and b) inferred empirically from dataset annotations.

- We propose an effective weakly-supervised learning approach that couples, via distribution matching and label co-annotation, heterogeneous tasks which contain little, or even non-overlapping annotations; we show its effectiveness for face analysis in two case studies: affective computing and face recognition.

- We present the first, to the best of our knowledge, holistic network for facial behavior analysis; this is capable of simultaneously predicting 7 basic expressions, 17 action units and continuous valence-arousal emotion dimensions in-the-wild. For network training and evaluation we utilize publicly available in-the-wild databases. This network will be made publicly available. All available databases are automatically annotated for all tasks by this network; these annotations will also be made publicly available.

- We conduct an extensive experimental study, currently the largest to the best of our knowledge, in which we evaluate FaceBehaviorNet on 10 databases and compare its performance to single-task networks. We demonstrate that FaceBehaviorNet when trained with the proposed coupling losses greatly outperforms single-task networks in all tasks and in all databases, even in ones that have not been used in its training. This validates that the network’s capabilities are enhanced when it is jointly trained for all related tasks. It is also shown that the distribution matching approach for knowledge distillation across heterogeneous tasks successfully prevents negative transfer in multi-task learning. We also show that FaceBehaviorNet displays the best performance across all 10 databases outherforming the-state-of-the-art methods in each database.

- We further explore the feature representation learned in the joint training and show its generalization abilities on the task of compound expression recognition when no or little training data is available (zero-shot and few-shot learning).

### Related work

Works exist in literature that use emotion labels to complement missing AU annotations or increase generalization of AU classifiers [21], [22], [23]. Our work deviates from such methods, as we target joint learning of all three facial behavior tasks via a single holistic framework, whilst these works perform only AU detection (and not emotion recognition and valence-arousal estimation).

Multi-task learning (MTL) was first studied in [24], where the authors proposed to jointly learn parallel tasks sharing a common representation; they used part of the knowledge learned when solving one task, so as to improve learning of the other related tasks. Since then, several approaches have adopted MTL for solving different problems in computer vision and machine learning. In the face analysis domain, the use of MTL is somewhat limited. In [25], Face-SSD was proposed for detecting faces and performing various -separate and independent- face-related tasks, including smile recognition, face attribute prediction and valence-arousal estimation; of these tasks just one is implemented at a time and there are no MTL experiments. The authors just mention that MTL can be used in Face-SSD and the network’s optimization loss function should be the sum of the independent task losses.

In [26], MTL was tackled through a neural network that jointly handled face recognition and facial attribute prediction tasks. At first the authors trained a network for facial attribute detection on CelebA; then they used it to generate attribute labels for another database (CASIA-WebFace) that only contained facial identification (id) labels. Finally, the authors trained a multi-task network for attribute detection and face identification on that database (that contained the id labels and the generated attribute labels). The loss function of the network was the sum of the independent task losses.

An approach targeting a problem similar to ours is [27], presenting a knowledge augmented deep learning framework for
joint AU detection and facial expression recognition. The described framework consisted of a knowledge model - represented by a Bayesian Network - and three neural network based sub-models. An image-based FER model performed facial expression classification directly from image data. An AU model performed AU detection from the images. The knowledge model was used to weakly supervise the learning of the AU detector. An AU-based FER model performed expression recognition from AU detection results; it was mainly introduced to assist the model integration process. The three neural network models were initially trained independently and they were then refined jointly until convergence. It should be mentioned that this work does not cover valence-arousal estimation.

Another work with a goal similar to ours is [28], where a unified model performing facial action unit detection, expression classification, and valence-arousal estimation was proposed as part of the ABAW Competition at IEEE FG 2020. The authors used the Aff-Wild2 database and that contains annotations for all 3 tasks. However not all images were annotated for all tasks. To tackle the incomplete labels' problem, the authors at first trained a teacher multi-task model using only the given complete labels. Then by testing that network on the database, they generated annotations (soft labels) for the missing labels. Finally they trained a student multi-task network on the union of the original and annotations (soft labels) for the missing labels. Finally they trained the multi-task model by taking into account the fact that the three tasks are interconnected - they simply used an overall loss equal to the sum of the independent task losses. Thus, the student model did not learn this relatedness. It should also be added that this work utilized and was evaluated on only one database, i.e., the Aff-Wild2; the soft labels generated by the teacher model were not reliable.

In [30] a multi-task and multi-modal network was proposed for valence-arousal estimation, action unit detection and seven basic expression classification. The authors utilized a 3D ResNet for processing the image modality (video frames) and a ResNet for processing the audio modality (Mel-spectrograms). The features from these two networks were concatenated and fed to a fully connected layer that provided the final estimates for the three tasks. However, this work was trained with and was evaluated on the Aff-Wild2 database, utilizing only the overlapping and complete annotations.

In [31], a two-level attention with two stage multi-task learning framework was constructed for emotion recognition and valence-arousal estimation. In the first attention level, a CNN extracted position-level features and then in the second an RNN with self-attention was proposed to model the relationship between layer-level features. This work utilized the AffectNet database, annotated for both tasks and thus only containing overlapping and complete annotations. In addition, this work did not tackle the action unit detection task.

3 The Proposed Approach

Let us consider a set of \( m \) tasks \( \{ T_i \}_{i=1}^m \). In task \( T_i \), the observations are generated by the underlying distribution \( D_i \) over inputs \( \mathcal{X} \) and their labels \( \mathcal{Y} \) associated with the task. For the \( i \)-th task \( T_i \), the training set \( D_i \) consists of \( n_i \) data points \( (x_i^j, y_i^j) \), \( j = 1, \ldots, n_i \), where \( x_i^j \in \mathbb{R}^d \) and its corresponding output \( y_i^j \in \mathbb{R} \) if it is a regression task, or \( y_i^j \in \{ 0, 1 \} \) if it is a binary classification task, or \( y_i^j \in \{ 0, 1 \}^k \) (one-hot encoding) if it is a (mutually exclusive) k-class classification task.

Then, the goal of MTL is to find \( m \) hypothesis: \( h_1, \ldots, h_m \) over the hypothesis space \( \mathcal{H} \) to control the average expected error over all tasks:

\[
\frac{1}{m} \sum_{i=1}^m \mathbb{E}_{(x,y) \sim D_i} L(h_i(x), y) \text{ with } L \text{ being the loss function.}
\]

We can also define a weight \( \mathbf{w}_i \in \Delta^m \), \( \{ \mathbf{w}_i \}_{i=1}^m > 0 \) to govern the contribution of each task. Then the overall loss is:

\[
L_{MT} = \frac{1}{m} \sum_{i=1}^m \mathbf{w}_i \cdot \mathbb{E}_{(x,y) \sim D_i} L(h_i(x), y). \tag{1}
\]

If it is a regression task, the loss \( L \) can take a form of MAE, MSE or a correlation-based loss. If it is a binary classification task, the loss \( L \) can be binary/sigmoid cross entropy loss. If it is a (mutually exclusive) k-class classification task, the loss \( L \) can be softmax cross entropy loss. In the case of a neural network the hypothesis can be expressed as \( f(\{ \theta \}, x) \) where \( \{ \theta \} \) denotes the set of weights of the neural network learned during training.

In the following, we present the proposed framework via two examined case studies. The framework includes inferring the relationship between the tasks (either via domain knowledge or dataset annotation) and using it for coupling them during MTL. The coupling is achieved via the proposed co-annotation and distribution matching losses. These losses can be incorporated and used in any deep neural network that performs MTL.

3.1 Case Study I: Affective Computing

We start with the multi-task formulation of the facial behavior model. In this model we have three objectives: (1) learning seven basic emotions, (2) detecting activations of 17 binary facial action units, (3) learning the intensity of the valence and arousal continuous affect dimensions. We train a multi-task neural network model to jointly perform (1)-(3). For a given image \( x \in \mathcal{X} \), we can have label annotations of either one of seven basic emotions \( y_{emo} \in \{ 1, 2, \ldots, 7 \} \), or \( 17^2 \) binary action unit activations \( y_{au} \in \{ 0, 1 \}^{17} \), or two continuous affect dimensions, valence and arousal, \( y_{va} \in [ -1, 1 ]^2 \). For simplicity of presentation, we use the same notation \( x \) for all images leaving the context to be explained by the label notations. We train the multi-task model by minimizing the following objective:

\[
L_{MT} = \lambda_1 L_{Emo} + \lambda_2 L_{AU} + \lambda_3 L_{VA} \tag{2}
\]

\[
L_{Emo} = \mathbb{E}_{x,y_{emo}} - \log p(\bar{y}_{emo}|x)\]

\[
L_{AU} = \mathbb{E}_{x,y_{au}} - \log p(\bar{y}_{au}|x)\]

\[
L_{VA} = 1 - CCC(y_{va}, \bar{y}_{va})
\]

where the first term is the cross entropy loss computed over images with a basic emotion label, the second term is the binary cross entropy loss computed over images with 17 AUs activations, \( \log p(\bar{y}_{au}|x) := \sum_{k=1}^{17} \delta_k \cdot \log p(\bar{y}_{au}^k|x) + (1 - \bar{y}_{au}^k) \cdot \log(1 - p(\bar{y}_{au}^k|x)) \),

1. 1. https://ibug.doc.ic.ac.uk/resources/fg-2020-competition-affective-behavior-analysis/

2. In fact, 17 is an aggregate of action units in all datasets; typically each dataset has from 10 to 12 AUs labelled by purposely trained annotators.
TABLE 1: Relatedness between: i) basic emotions and their prototypical and observational AUs from [15]: the weights \( w \) in brackets correspond to the fraction of annotators that observed the AU activation; ii) basic emotions and AUs, inferred from Aff-Wild2: the weights \( w \) in brackets correspond to the percentage of images annotated with the specific expression in which the AU was activated.

| Emotion | Cognitive-Psychological Study [15] | Empirical Evidences, Aff-Wild2 |
|---------|-----------------------------------|-------------------------------|
|         | Prototypical AUs | Observational AUs (with weights \( w \)) | AUs (with weights \( w \)) |
| happiness | 12, 25 | 6 (0.51) | 12 (0.82), 25 (0.7), 6 (0.57), 7 (0.83), 10 (0.63) |
| sadness | 4, 15 | 1 (0.6), 5 (0.53) | 4 (0.53), 15 (0.42), 1 (0.31), 7 (0.13), 17 (0.11) |
| tear | 1, 2, 20, 25 | 2 (0.57), 5 (0.63), 26 (0.3) | 1 (0.52), 4 (0.4), 25 (0.85), 5 (0.38), 7 (0.57), 10 (0.57) |
| anger | 1, 7, 24 | 10 (0.26), 17 (0.52), 23 (0.29) | 4 (0.65), 7 (0.45), 25 (0.4), 10 (0.33), 9 (0.15) |
| surprise | 1, 25, 26 | 5 (0.66) | 1 (0.38), 2 (0.37), 25 (0.85), 26 (0.3), 5 (0.5), 7 (0.2) |
| disgust | 9, 10, 17 | 4 (0.31), 24 (0.26) | 9 (0.21), 10 (0.85), 17 (0.23), 4 (0.6), 7 (0.75), 25 (0.8) |

where \( \delta_i \in \{0, 1\} \) indicates whether the image contains annotation for \( AU_i \). The third term measures the concordance correlation coefficient between the ground truth valence and arousal \( y_{va} \) and the predicted \( \hat{y}_{va} \). \( CCCC(y_{va}, \hat{y}_{va}) = \frac{\hat{\rho}_{va} \cdot \rho_{va}}{\hat{\rho}_{va}^2 + \rho_{va}^2} \), where for \( i \in \{v, a\} \), \( y_i \) is the ground truth, \( \hat{y}_i \) is the predicted value and \( \rho_i = 2 \cdot \mathbb{E}[(y_i - \mathbb{E}_y)(\hat{y}_i - \mathbb{E}_{\hat{y}})] \) \( \mathbb{E}^2[(y_i - \mathbb{E}_y)^2] + \mathbb{E}^2[(\hat{y}_i - \mathbb{E}_{\hat{y}})^2] + (\mathbb{E}_{y} - \mathbb{E}_{\hat{y}})^2 \).

3.1.1 Task-Relatedness

In the seminal work of [15], the authors conduct a study on the relationship between emotions (basic and compound) and facial action unit activations. The summary of the study is a Table of the emotions and their prototypical and observational action units, which we include in Table 1 for completeness. Prototypical action units are ones that are labelled as activated across all annotators’ responses, observational are action units that are labelled as activated by a fraction of annotators. For example, in emotion happiness the prototypical are AU12 and AU25, the observational is AU6 with weight 0.51 (observed by 51% of the annotators). Table 1 provides the relatedness between emotion categories and action units obtained from this cognitive and psychological study with human participants.

Alternatively we can infer task relatedness from external dataset annotations. In particular, we use the Aff-Wild2 database, which is the first in-the-wild database that contains annotations for all three behavior tasks to infer task relatedness. The dataset is fully annotated with basic emotions and continual emotions of valence and arousal, and a subset of it is annotated with action units. We first train a network for AU detection on the union of Aff-Wild2 and GFT databases [32], and use this network to automatically annotate Aff-Wild2 with AUs. Table 1 shows the distribution of AUs for each basic expression that we use as task relatedness for distribution matching. In parenthesis next to each AU is the percentage of images annotated with the specific expression in which this AU was activated.

In the following, we use the domain knowledge, specifically the cognitive and psychological study [15], to encode task relatedness and introduce the proposed approach for coupling the tasks.

3.1.2 Coupling of basic emotions and AUs

Via Co-annotation. We propose a simple strategy of co-annotation to couple the training of emotions and action unit predictions. Given an image \( x \) with the ground truth basic emotion \( y_{emo} \), we enforce the prototypical and observational AUs of this emotion to be activated. We co-annotate the image \( (x, y_{emo}) \) with \( y_{au} \); this image contributes to both \( L_{Emo} \) and \( L_{AU} \) in eq. 2. We re-weight the contributions of the observational AUs with the annotators’ agreement score (from Table 1).

Similarly, for an image \( x \) with the ground truth action units \( y_{au} \), we check whether we can co-annotate it with an emotion label. For an emotion to be present, all its prototypical and observational AUs have to be present. In cases when more than one emotion is possible, we assign the label \( y_{emo} \) of the emotion with the largest requirement of prototypical and observational AUs. The image \( (x, y_{au}) \) that is co-annotated with the emotion label \( y_{emo} \) contributes to both \( L_{AU} \) and \( L_{Emo} \) in eq. 2. We call this approach the FaceBehaviorNet with co-annotation.

Via Distribution Matching. The aim here is to align the predictions of the emotions and action units tasks during training. For each sample \( x \) we have the predictions of emotions \( p(y_{emo}|x) \) as the softmax scores over seven basic emotions and we have the prediction of AUs activations \( p(y_{au}|x) \), \( i = 1, \ldots, 17 \) as the sigmoid scores over 17 AUs.

The distribution matching idea is simple: we match the distribution over AU predictions \( p(y_{au}|x) \) with the distribution \( q(y_{au}|x) \), where the AUs are modeled as a mixture over the basic emotion categories:

\[
q(y_{au}^i|x) = \sum_{y_{emo} \in \{1, \ldots, 7\}} p(y_{emo}|x) p(y_{au}^i|y_{emo}), \tag{3}
\]

where \( p(y_{au}^i|y_{emo}) \) is defined deterministically from Table 1 and is 1 for prototypical/observational action units, or 0 otherwise. For example, AU2 is prototypical for emotion surprise and observational for emotion fear and thus \( q(y_{au2}|x) = p(y_{surprise}|x) + p(y_{fear}|x) \).

This matching aims to make the network’s predicted AUs consistent with the prototypical and observational AUs of the network’s predicted emotions. So if, e.g., the network predicts the emotion happiness with probability 1, i.e., \( p(y_{happiness}|x) = 1 \), then the prototypical and observational AUs of happiness - AUs 12, 25 and 6- need to be activated in the distribution \( q \):

\[
q(y_{au12}|x) = 1; q(y_{au25}|x) = 1; q(y_{au6}|x) = 1; q(y_{au}|x) = 0, \ i \in \{1, \ldots, 14\}.
\]

In spirit of the distillation approach [7], we match the distributions \( p(y_{au}^i|x) \) and \( q(y_{au}^i|x) \) by minimizing the cross entropy

3. Here we overload slightly our notations; for co-annotated images, \( y_{au} \) has variable length and only contains prototypical and observational AUs.

4. We also tried a variant with reweighting for observational AUs, i.e. \( p(y_{au}^i|y_{emo}) = w \).
with the soft targets loss term:

$$L_{DM} = \mathbb{E}_x \left[ \sum_{i=1}^{17} -p(y_{au}^i|x) \log q(y_{au}^i|x) \right], \quad (4)$$

where all available training samples are used to match the predictions. We call this approach FaceBehaviorNet with distr-matching.

**Via Mixing the two strategies, co-annotation and distribution matching.** A mix of the two strategies, co-annotation and distribution matching, is also possible. Given an image $x$ with the ground truth annotation of the action units $y_{au}$, we can first co-annotate it with a soft label in form of the distribution over emotions and then match it with the predictions of emotions $p(y_{emo}|x)$.

More specifically, at first we compute, for each basic emotion, an indicator score, $I(y_{emo}|x)$ over its prototypical and observational AUs being present:

$$I(y_{emo}|x) = \frac{\sum_{y_{au}, w_{au} \in \{1, \ldots, 17\}} w_{au} \cdot y_{au}}{\sum_{y_{au}, w_{au} \in \{1, \ldots, 17\}} w_{au}}, \quad y_{emo} \in \{1, \ldots, 7\} \quad (5)$$

$$w_{au} = \begin{cases} 1, & \text{au is prototypical for } y_{emo} \text{ (from Table 1)} \\ w, & \text{au is observational for } y_{emo} \text{ (from Table 1)} \\ 0, & \text{otherwise} \end{cases}$$

For example, for emotion happiness, the indicator score $I(\text{happiness}|x) = (y_{AU12} + y_{AU25} + 0.51 \cdot y_{AU6})/(1 + 1 + 0.51)$, or all weights equal 1 if without reweighting.

Then, we convert the indicator scores to probability scores over emotion categories; this soft emotion label, $q(y_{emo}|x)$, is computed as following:

$$q(y_{emo}|x) = \frac{e^{I(y_{emo}|x)}}{\sum_{y_{emo}} e^{I(y_{emo}|x)}}, \quad y_{emo} \in \{1, \ldots, 7\} \quad (6)$$

In this variant, every single image that has ground truth annotation of AUs will have a soft emotion label assigned. Finally we match the predictions $p(y_{emo}|x)$ and the soft emotion label $q(y_{emo}|x)$ by minimizing the cross entropy with the soft targets loss term:

$$L_{SCA} = \mathbb{E}_x \left[ \sum_{y_{emo} \in \{1, \ldots, 7\}} -p(y_{emo}|x) \log q(y_{emo}|x) \right] \quad (7)$$

We call this approach FaceBehaviorNet with soft co-annotation.

### 3.1.3 Coupling of categorical emotions, AUs with continuous affect

In our work, continuous affect (valence and arousal) is implicitly coupled with the basic expressions and action units via a joint training procedure. Also one of the datasets we used has annotations for categorical and continuous emotions (AffectNet [11]). Studying an explicit relationship between them is a novel research direction beyond the scope of this work.

---

5. This can be seen as minimizing the KL-divergence $KL(p||q)$ across the 17 action units.

### 3.1.4 Compound Expressions: Zero- and Few-shot Learning

**Knowledge Generalization in Zero-shot Learning** After FaceBehaviorNet was trained (either without or with any coupling loss or any combination of them), it was able to effectively capture and solve the three behavior tasks of valence-arousal estimation, action unit detection and basic expression classification. FaceBehaviorNet has learned features that encapsulate all aspects of facial behavior. Therefore, exploiting this fact, we describe how FaceBehaviorNet can generalize its knowledge in other emotion recognition contexts, in a zero-shot manner. For this, we use the predictions of FaceBehaviorNet together with the rules from [15] to generate compound emotion predictions. We compute a candidate score, $C_{au}(y_{c-emo})$, for each class $y_{c-emo}$:

$$C_{au}(y_{c-emo}) = I_{au} + F_{emo} + D_{va} \quad (8)$$

$$I_{au} = \left( \sum_{k=1}^{17} p(y_{au}^k|y_{emo}) \right)^{-1} \cdot \left( \sum_{k=1}^{17} p(y_{au}^k|x) p(y_{au}^k|y_{emo}) \right)$$

$$F_{emo} = p(y_{emo1}) + p(y_{emo2})$$

$$D_{va} = \begin{cases} 1, & p(y_{va}|x) > 0 \\ 0, & \text{otherwise} \end{cases}$$

$I_{au}$ expresses FaceBehaviorNet’s predictions of only the prototypical (and observational) AUs that are associated with this compound class according to [15]. In this manner, every AU acts as an indicator for this particular emotion class. This terms describes the confidence (probability) of AUs that this compound emotion is present.

$F_{emo}$ expresses FaceBehaviorNet’s predictions of only the basic expression classes $emo1$ and $emo2$ that are mixed and form the compound class (e.g., if the compound class is happily surprised then $emo1$ is happy and $emo2$ is surprised).

$D_{va}$ is added only to the happily surprised and happily disgusted classes and is either 0 or 1 depending on whether FaceBehaviorNet’s valence prediction is negative or positive, respectively. The rationale is that, from all compound classes, only happily surprised and happily disgusted classes have positive valence. All other compound classes are expected to have negative valence as they correspond to negative emotions.

The final prediction is the class that obtained the maximum candidate score.

**Robust Prior for Few-Shot Learning** By having learned complex and emotionally rich features, FaceBehaviorNet can constitute a robust prior for compound emotion recognition, especially for datasets that are quite small in terms of size. Up to now, there exist only a couple of in-the-wild datasets annotated in terms of compound expressions and contain less than 5K images in total. Therefore FaceBehaviorNet can be used as a pre-trained network and can be further fine-tuned (either with freezing some of its parts or not) to perform compound emotion classification.

### 3.2 Case Study II: Face Recognition

We start with the multi-task formulation of the facial behavior model. In this model we have two objectives: (1) detecting activations of 40 binary facial attributes, (2) learning to classify 10, 177 identities (ids). We train a multi-task neural network model to jointly perform (1) and (2).
For a given image \( x \in \mathcal{X} \), we can have label annotations of either one of 10,177 ids \( y_{id} \in \{1, \ldots, 10177\} \), or 40 binary facial attributes \( y_{attr} \in \{0, 1\}^{40} \). For simplicity of presentation, we use the same notation \( x \) for all images leaving the context to be explained by the label notations. We train the multi-task model by minimizing the following objective:

\[
\mathcal{L}_{MT} = \lambda_1 \mathcal{L}_{Id} + \lambda_2 \mathcal{L}_{Attr}
\]

\[
\mathcal{L}_{Id} = \mathbb{E}_{x, y_{id}} \left[ - \log \left( \sum_{y_{id}=1}^{10177} e^{p(y_{id}|x)} \right) \right]
\]

\[
\mathcal{L}_{Attr} = \mathbb{E}_{x, y_{attr}} \left[ - \sum_{i=1}^{40} y_{attr}^i \log p(y_{attr}^i|x) \right] + \mathbb{E}_{x, y_{attr}} \left[ - \sum_{i=1}^{40} (1 - y_{attr}^i) \log (1 - p(y_{attr}^i|x)) \right]
\]

where the first term is the cross entropy loss computed over images with an id label and \( p(y_{id}|x) \) is the prediction of the id that corresponds to the positive class; the second term is the binary cross entropy loss computed over images with 40 attribute activations.

### 3.2.1 Task-Relatedness

There has been no relatedness study, like the one of Table 1, between facial attributes and ids. Therefore we inferred it empirically from dataset annotations. In particular, we used the CelebA database, which contains overlapping annotations for facial attributes and identities. In other words, each image in the database is annotated both in terms of facial attributes and identities. We calculated the distribution of attributes for each identity; more precisely, for each identity (id) and for each attribute (attr), we divided the number of images in which the attribute attr existed, by the total amount of images that the specific identity id existed; as a result, we created the corresponding percentages.

Table 2 illustrates the relationship between some identities and some of the 40 facial attributes. It can be seen that identities 1 and 5000 are male, whereas 2, 1000, 10000 and 10177 are female. All the images in CelebA where these 4 females are displayed, show them young; some images in CelebA of the two male identities show them young and some others show them old. These two male did not wear either lipstick, or necklace, in all of their images. The four female were wearing lipstick and necklace in some of their images, but not in others. Neither of the four female had a 5 o’clock shadow, whereas some images of the male had. All four female were highly attractive, whereas the two male were not that much. Mostly the two male had bags under their eyes in the images; one of them was bald in some images (probably when he was old) and he was wearing a necktie (no female was wearing a necktie).

### 3.2.2 Coupling of ids and attributes via distribution matching

Since the database that we utilized contained complete and overlapping annotations, we only propose the distribution matching loss for coupling the facial attributes’ and ids’ predictions. The aim is similar to the one defined and explained in Section 3.2.2; we want to align the predictions of the ids and attributes tasks during training. For each sample \( x \) we have the predictions of ids \( p(y_{id}|x) \) as the softmax scores over 10,177 identities; we also have the prediction of attribute activations \( p(y_{attr}^i|x) \), \( i = 1, \ldots, 40 \), as sigmoid scores, over 40 AUs.

At first, we model the attributes as a mixture over the identities, creating distribution \( q(y_{attr}^i|x) \):

\[
q(y_{attr}^i|x) = \sum_{y_{id} \in \{1, \ldots, 10177\}} p(y_{id}|x) p(y_{attr}^i|y_{id}) \tag{10}
\]

where \( p(y_{attr}^i|y_{id}) \) is defined in Table 2. For example, for the ‘5 o’ clock’ attribute: \( q(y_{attr}^1|x) = 0.34483 \cdot p(y_{id1}|x) + 0.8 \cdot p(y_{id5000}|x) \), assuming that for all other ids: \( p(y_{attr}^i|y_{id}) = 0 \).

Next, we match the distributions \( p(y_{attr}^i|x) \) and \( q(y_{attr}^i|x) \) by minimizing the cross entropy with the soft targets loss term:

\[
\mathcal{L}_{DM} = \mathbb{E}_x \left[ - \sum_{i=1}^{17} p(y_{au}^i|x) \log q(y_{au}^i|x) \right] \tag{11}
\]

where all available training samples are used to match the predictions. We call this approach FaceBehaviorNet with distr-matching.

### 3.3 FaceBehaviorNet structure

Fig.1 shows the structure of the holistic (multi-task, multi-domain and multi-label) FaceBehaviorNet, which is based on residual units. ‘bn’ stands for batch normalization, the convolution layer is in the format: filter height \( \times \) filter width ‘conv’. number of output feature maps; the stride is equal to 2, everywhere. In the affective computing case study: a (linear) output layer that gives final estimates for valence and arousal; it also gives 7 basic expression logits that are passed through a softmax function to get the final 7 basic expression predictions; lastly, it gives 17 AU logits that are passed through a sigmoid function to get the final 17 AU predictions. One can see that the predictions for all tasks are pooled from the same feature space. Fig.1 illustrates FaceBehaviorNet for that case. In the case study of face recognition, the (linear) output layer gives 10, 177 id logits that are passed through a softmax function to get the final id predictions and it also gives 40 attribute logits that are passed through a sigmoid function to get the final attribute predictions.

### 4 Experimental Study

#### 4.1 Databases

Let us first describe the databases that we utilized in all our experiments. In the affective computing case study, we selected to
work with these databases because they provide a large number of samples with accurate annotations of valence-arousal, basic expressions and AUs. Training with these datasets allows our networks to learn to recognize affective states under a large number of image conditions (e.g., each database includes images at different resolutions, poses, orientations and lighting conditions). These datasets also include a variety of samples in both genders, ethnicity, races and ages.

The Aff-Wild database [9] [10] has been the first large scale captured in-the-wild database, containing 298 videos (200 subjects) of around 1.25M frames, annotated in terms of valence-arousal that range in $[-1, 1]$. It served as benchmark for the Aff-Wild Challenge organized in CVPR 2017. The training set consists of around 1M frames and the test set of around 216K. This database has been extended to Aff-Wild2 that consists of 545 videos with around 2.8M frames. The AFEW-VA dataset [33] consists of 600 video clips (without audio) totalling to around 30K frames that were annotated in terms of valence-arousal; the values are discrete in the range of [-10,10]. The values have been scaled to [-1,1] so as to be consistent with the other datasets.

The AffectNet database [11] contains around 1M facial images, 400K of which were manually annotated in terms of 7 discrete expressions (plus contempt) and valence-arousal that ranges in $[-1, 1]$. The training set of this database consists of around 321K images and the validation of 5K. The validation set is balanced across the different emotion categories. The RAF-DB database [34] contains 12.2K training and 3K test facial images annotated in terms of the 7 basic and 11 compound emotion categories.

The EmotioNet dataset [35] contains around 1M images and was released for the EmotioNet Challenge in 2017 [36]. 950K images were automatically annotated and the remaining 50K images were manually annotated with 11 AUs (1,2,4,5,6,9,12,17,20,25,26); around half of the latter constituted the validation and the other half the test set of the Challenge. Additionally, a subset of about 2.5K images was annotated with the 6 basic and 10 compound emotions. The DISFA database [37] is a lab controlled database consisting of 27 videos each of which has 4,845 frames, where each frame is coded with the AU intensity on a six-point discrete scale. AU intensities equal or greater than 2 are considered as occurrence, while others are treated as non-occurrence. There are in total 12 AUs (1,2,4,5,6,9,12,17,15,20,25,26). The GFT database consists of 96 videos of 96 subjects totalling around 130K frames. It is annotated for the occurrence of 10 AUs (1,2,4,6,7,10,12,14,15,23). The training set consists of 78 subjects of around 108K frames and the test set of 18 subjects of around 24.5K frames.

The BP4D-Spontaneous database [38] (in the rest of the paper we refer to it as BP4D) contains 61 subjects with 223K frames and is annotated for the occurrence and intensity of 27 AUs. There are 21 subjects with 75.6K images in the training, 20 subjects with 71.2K images in the development and 20 subjects with 75.7K images in the test partition. This database has been used as a part of the FERA 2015 Challenge [39], in which only 11 AUs (1,2,4,6,7,10,12,14,15,17,23) were used. The BP4D+ database [40] is an extension of BP4D incorporating different modalities as well as more subjects (140). It is annotated for occurrence of 34 AUs and intensity for 5 of them. It has been used as a part of the FERA 2017 Challenge [41], in which only 10 AUs (1,4,6,7,10,12,14,15,17,23) were used. There are 2952 videos of 41 subjects with 9 different views in the training set, 1431 of 20 subjects with 9 different views in the validation set and 1080 videos of 30 subjects in the test set.

Here let us note that for AffectNet, BP4D and BP4D+, no test set is released; thus we use the released validation set to test on and divide the training set into subject independent training and validation subsets.

In the face recognition case, we utilized the CelebA database. It contains 202,600 images of 10,177K identities (celebrities), each with 40 attribute annotations. It contains around 160K images in the training, 20K in the validation and 20K in the test set. These sets are subject independent. For our experiment, we generated a new split into three subject dependent sets; each set contained images from all 10,177 identities.

4.2 Performance Measures

We use:

i) the CCC for Aff-Wild and Aff-Wild2 (CCC was the evaluation criterion of the respective Challenges), Affectnet and AFEW-VA,

ii) the mean diagonal value of the confusion matrix for RAF-DB (this criterion was selected for evaluating the performance on this database by [34]); the accuracy for AffectNet,

iii) the F1 score for DISFA, GFT, BP4D and BP4D+ (this metric was the evaluation criterion of the FERA 2015 and 2017 Challenges); for AU detection in EmotioNet the Challenge’s metric was the average between: a) the mean (across all AUs) F1 score and b) the mean (across all AUs) accuracy; for the expression classification, it was the average between: a) the average (across all emotions) F1 score and b) the unweighted average recall (UAR) over all emotion categories,

iv) the total accuracy and average F1 score for the attributes and ids in CelebA.
4.3 Pre- and Post-Processing

**Data Cleaning:** We performed data cleaning on the AffectNet database that contains overlapping annotations for valence-arousal and 7 basic expressions. We removed images for which there was a mismatch between the values of valence and arousal and the discrete expressions. In more detail: i) images annotated as neutral should have radius of the valence-arousal vector smaller than 0.15; ii) images annotated as sad or disgusted or fearful should have negative valence; iii) images annotated as angry should have negative valence and positive arousal; iv) images annotated as happy should have positive valence.

**Data Subsampling:** Aff-Wild is a video database with consecutive frames having the same (or very similar) values for both valence and arousal. However, FaceBehaviorNet is a CNN that does not exploit the temporal dependencies between frames; thus in each video, for each frame that we kept, we skipped the following four.

**Face Pre-Processing:** We used the SSH detector [42] based on ResNet and trained on the WiderFace dataset [43] to extract, from all images, face bounding boxes and 5 facial landmarks; the latter were used for face alignment. In the CelebA case we used the aligned data distributed with the database. All cropped and aligned images were resized to $112 \times 112 \times 3$ pixel resolution and their intensity values were normalized to $[-1, 1]$.

**Prediction Post-Processing:** Because Aff-Wild is a video database and FaceBehaviorNet is a CNN that does not exploit the temporal dependencies between frames, we performed median filtering of the - per frame - predictions.

4.4 Training Implementation Details

At this point, let us describe the strategy that was used, in the affect computing task, for feeding images from different databases to FaceBehaviorNet during training. At first, the training set was split into three different sets, each of which contained images that were annotated in terms of either valence-arousal, or action units, or seven basic expressions; let us denote these sets as VA-Set, AU-Set and EXPR-Set, respectively. During training, at each iteration, three batches, one from each of these sets (as can be seen in Fig. 1), were concatenated and fed to FaceBehaviorNet. This step is important for network training, because: i) the network minimizes the objective function of eq. 2; at each iteration, the network has seen images from all categories and thus all loss terms contribute to the objective function, ii) since the network sees an adequate number of images from all categories, the weight updates (during gradient descent) are not based on noisy gradients; this in turn prevents poor convergence behaviors; otherwise, we would need to tackle these problems, e.g. do asynchronous SGD as proposed in [3] to make the task parameter updates decoupled, iii) the CCC cost function (defined in Section 3) needs an adequate sequence of predictions.

Since VA-Set, AU-Set and EXPR-Set had different sizes, they needed to be ‘aligned’. To do so, we selected the batches of these sets in such a manner, so that after one epoch we will have sampled all images in the sets. In particular, we chose batches of size 200, 124 and 52 for the AU-Set, VA-Set and EXPR-Set, respectively. The training of FaceBehaviorNet was performed in an end-to-end manner, using the Momentum optimizer with 0.9 momentum and a learning rate of $10^{-4}$. Training was performed on a Tesla V100 32GB GPU; training time was about 2 days. The TensorFlow platform has been used.

4.5 Case Study I: Affective Computing

4.5.1 Results: Ablation Study

First, we compared the performance of FaceBehaviorNet when trained with the losses of eq. 2 and: i) without using the coupling losses described in Section 3, ii) with co-annotation coupling loss, iii) with soft co-annotation coupling loss, iv) with distr-matching coupling loss and v) with soft co-annotation and distr-matching coupling losses. Table 3 shows the results for all these approaches, when the task relatedness was drawn from the cognitive study, or when it was inferred empirically from Aff-Wild2.

Many deductions can be made. Firstly, when FaceBehaviorNet was trained with a coupling loss, or with any combination of coupling losses, it displayed a better performance than when trained with no coupling loss. This holds on all databases and in both task relatedness scenarios. This validates the fact that the proposed losses helped to couple the three studied tasks regardless of which relatedness scenario was followed. Secondly, the performance in estimation of valence and arousal was improved, although we did not explicitly designed a coupling loss for this; we only coupled emotion categories and action units. We conjecture that when action unit detection and expression classification accuracy improves (due to coupling), valence and arousal performance also improves, because valence and arousal are implicitly coupled with emotions via joint dataset annotations.

Finally, in both scenarios, across all databases, best results have been achieved when FaceBehaviorNet was trained with both soft co-annotation and distr-matching losses. In particular, in both settings, an average performance increase of more than 2.5% has been observed when using both coupling losses, compared to the cases when only one of them was used. One can also observe that when task relatedness was inferred from Aff-Wild2, FaceBehaviorNet -trained with both coupling losses- displayed an average performance gain of 0.5% in expression classification and 0.5% in AU detection compared to the case when task relatedness was inferred from the cognitive study of [15].

Next, we utilized three state-of-the-art and broadly used networks, VGG-FACE [44], ResNet-50 [45] and DenseNet-121 [46]. We trained these networks in a multi-task manner (without using any coupling loss) with all the databases described in Section 4.1 and compared their performance to that of FaceBehaviorNet (trained without any coupling loss). As shown in Table 4, the FaceBehaviorNet has proven to provide the best results, outperforming the MT-VGG-FACE by 1.6%, MT-ResNet by 1.4% and the MT-DenseNet by 4%, on average (across all databases’ metrics).

4.5.2 Results: Comparison with State-of-the-Art and Single-Task Methods

Next, we trained a single-task FaceBehaviorNet (ST-FaceBehaviorNet) on all dimensionally annotated databases, so as to predict valence and arousal; we also trained another similar network on all categorically annotated databases, to perform seven basic expression classification; finally we trained a third similar network on all databases annotated with action units, so as to perform AU detection. All these networks were based on residual units and had the same structure as FaceBehaviorNet; their only difference was the output layer. For brevity, these three single-task networks are denoted as ’(3 $\times$) ST-FaceBehaviorNet’ in one row of Table 5.

We compared these networks’ performance with the performance of FaceBehaviorNet when trained with and without the
TABLE 3: Performance evaluation of valence-arousal, seven basic expression and action units predictions on all used databases provided by the FaceBehaviorNet when trained with/without the coupling losses, under the two task relatedness scenarios; 'AFA Score' is the average between the F1 Score and the Accuracy

| Databases          | Relatedness | Aff-Wild | AffectNet | RAF-DB | EmotioNet | DISFA | BP4D | BP4D+ |
|--------------------|-------------|----------|-----------|--------|-----------|-------|------|-------|
|                    |             | CCC-V    | CCC-A     | CCC-V  | CCC-A     | F1    | F1   | F1    |
| FaceBehaviorNet    | -           | 0.52     | 0.38      | 0.56   | 0.50      | 0.59  | 0.67 | 0.72  |
| no coupling loss   |             |          |           |        |           |       |      |       |
| co-annotation      | [15]        | 0.61     | 0.45      | 0.65   | 0.54      | 0.60  | 0.72 | 0.75  |
| soft co-annotation | [15]        | 0.64     | 0.46      | 0.64   | 0.55      | 0.62  | 0.74 | 0.76  |
| distr-matching     | [15]        | 0.64     | 0.44      | 0.64   | 0.57      | 0.62  | 0.75 | 0.76  |
| soft co-annotation and distr-matching | [15] | 0.67 | 0.48 | 0.66 | 0.58 | 0.65 | 0.77 | 0.77 |
| co-annotation      | Aff-Wild2   | 0.61     | 0.45      | 0.60   | 0.52      | 0.58  | 0.73 | 0.74  |
| soft co-annotation | Aff-Wild2   | 0.63     | 0.46      | 0.62   | 0.53      | 0.60  | 0.75 | 0.76  |
| distr-matching     | Aff-Wild2   | 0.64     | 0.48      | 0.65   | 0.57      | 0.62  | 0.76 | 0.75  |
| soft co-annotation and distr-matching | Aff-Wild2 | 0.67 | 0.49 | 0.66 | 0.57 | 0.65 | 0.78 | 0.77 |

TABLE 4: Performance comparison of different widely used networks and FaceBehaviorNet, when used in the multi-task framework (without coupling loss)

| Databases          | FaceBehaviorNet | MT-VGG-FACE | MT-ResNet | MT-DenseNet |
|--------------------|-----------------|-------------|-----------|-------------|
| Aff-Wild           | CCC-V           | 0.52        | 0.55      | 0.54        | 0.52       |
|                    | CCC-A           | 0.38        | 0.36      | 0.38        | 0.35       |
| AffectNet          | CCC-V           | 0.56        | 0.56      | 0.53        | 0.53       |
|                    | CCC-A           | 0.50        | 0.46      | 0.48        | 0.44       |
| RAF-DB             | Mean diag. of conf. matrix | 0.67 | 0.67 | 0.67 | 0.64 |
| EmotioNet          | F1 Score        | 0.72        | 0.72      | 0.71        | 0.69       |
| DISFA              | F1 Score        | 0.54        | 0.52      | 0.52        | 0.49       |
| BP4D               | F1 Score        | 0.76        | 0.70      | 0.73        | 0.68       |
| BP4D+              | F1 Score        | 0.56        | 0.57      | 0.56        | 0.54       |

coupling losses. We also compared them with the performance of the state-of-the-art (sota) methodologies for each utilized database: i) the best performing CNN (VGG-FACE) [47] [9] on Aff-Wild; ii) the best performing network (AffWildNet) [47] [9] on Aff-Wild; iii) the baseline networks (AlexNet) [11] on AffectNet (in Table 5 they are denoted as ’(2 ×) AlexNet’ as they are two different networks: one for VA estimation and another for expression classification); iv) the state-of-the-art VGG-FACE [48] for VA estimation on AffectNet; v) the state-of-the-art RAN-ResNet18” [49] for expression classification on AffectNet; vi) the VGG-FACE-mSVM [34] on RAF-DB; vii) the best performing network (DLP-CNN) [34] on RAF-DB; viii) the baseline network (AlexNet) [36] on EmotioNet; ix) the winner of EmotioNet Challenge and best performing network (ResNet-34) [50] on EmotioNet; x) the state-of-the-art network (LP-Net) [52] on DISFA; xi) the best performing network (LP-Net) [52] on DISFA; xii) the winner of FERA 2015, DLE extension [53] on BP4D; xiii) the winner of FERA 2017 (VGG-FACE) [54] on BP4D+; xiv) the best performing network (ARL) [55] on BP4D+. Table 5 displays the performance of all these networks.

Non-coupled MTL vs Sota & ST: In Table 5 it can be seen that when no coupling loss is used for training FaceBehaviorNet, the network outperforms the state-of-the-art in BP4D+ by 5%, BP4D by 25% for AU detection and in AffectNet by 2% for arousal estimation. In all other databases it displays either a slightly worse performance (1% in three databases), or worse performance (3%, 5% and 7% in three other databases). Table 5 additionally illustrates a comparison between the three single task MT-FaceBehaviorNet and (multi-task) FaceBehaviorNet trained without any coupling loss. It can be observed that the multi-task network displays a better performance for AU detection and VA estimation, but an inferior one for expression classification. The latter indicates that negative transfer occurs in the case of basic expressions.

This negative transfer effect was caused by the fact that some of the related tasks - valence-arousal and action units - dominated the training process. It should be mentioned that these two tasks included more data, i.e., images and corresponding annotations, than the expression recognition task. In particular, there were twice more data in VA and three times more data in AUs compared to basic expressions. Negative transfer largely depends on the size of labeled data per task [19]. In fact, the amount of labeled data per task has a direct effect on the feasibility and reliability of discovering shared regularities between the joint distributions of the tasks in MTL.

A way of overcoming negative transfer in expression recognition would be to change (i.e., increase) the lambda value in the expression loss (that controls the relative importance of the task), or decrease the lambda values in the VA and AU losses in the total loss function of eq. 2 that is minimized by the multi-task model training. However, this could severely affect the performance of the other tasks. Furthermore, this lambda hyper-parameter tuning is a computationally expensive procedure, which lasts many days for each trial. It should be added that this is an ad-hoc methodology which does not guarantee to work on other tasks, or in other databases. In order to balance the performance on many tasks, [20] proposed an iterative method which uses the training loss of each task to indicate whether it is well trained or not, and then decreases the relative weights of the well trained tasks. The problem with this approach is that it is based on costly evaluation of performance indicators during each training iteration and that this is performed in a rather task-agnostic way.

Negative transfer may be induced by conflicting gradients among the different tasks [56]. Searching for Pareto solutions [57] could remedy this. [57] tackled multi-task learning problems through multi-objective optimization, with decomposition of the problem into a set of constrained sub-problems with different trade-off preferences (among different tasks). However, this approach is rather complex, providing a finite set of solutions that do not always satisfy the MTL requirements and finally need to perform trade-offs among tasks.

Through the proposed coupling loss, knowledge of the task
TABLE 5: Performance evaluation of valence-arousal, seven basic expression and action units predictions on all utilized databases provided by the FaceBehaviorNet and state-of-the-art methods; 'AFA Score' is the average between the F1 Score and the Accuracy; in parenthesis is the result in Aff-Wild without post-processing.

| Databases     | Aff-Wild                  | AffectNet                   | RAF-DB | EmotioNet     | DISFA | BP4D | BP4D+ |
|---------------|---------------------------|-----------------------------|--------|--------------|-------|------|-------|
|               | ACC-CV        | ACC-A          | ACC-CV | ACC-A        | Mean diagonal of conf. matrix | AFA Score | F1 Score | F1 Score | F1 Score |
| best performing CNN [17] [9] | 0.51 | 0.33 | - | - | - | - | - | - | - |
| AffWildNet [4] [9] | 0.57 | 0.43 | - | - | 0.60 | 0.34 | 0.58 | - | - | - |
| (2 × ) AlexNet [11] | - | - | 0.60 | 0.34 | 0.58 | - | - | - | - |
| VGG-FACE [38] | - | - | 0.61 | 0.48 | - | - | - | - | - |
| RAN-ResNet18+ [39] | - | - | - | - | 0.60 | - | - | - | - |
| VGG-FACE-mSVM [34] | - | - | - | - | 0.58 | - | - | - | - |
| DLP-CNN [34] | - | - | - | - | 0.74 | - | - | - | - |
| AlexNet [50] | - | - | - | - | - | 0.61 | - | - | - |
| ResNet-34 [50] | - | - | - | - | 1.00 | - | - | - | - |
| JAA-Net [51] | - | - | - | - | 0.73 | - | - | - | - |
| ResNet-34 [50] | - | - | - | - | 0.73 | - | - | - | - |
| DLP-Net [52] | - | - | - | - | 0.57 | - | - | - | - |
| DLE extension [33] | - | - | - | - | - | - | 0.51 | - | - |
| VGG-FACE [74] | - | - | - | - | - | - | - | 0.48 | - |
| ARL [55] | - | - | - | - | - | - | - | - | 0.51 |
| (3 × ) ST-FaceBehaviorNet | 0.60 | 0.39 | 0.55 | 0.48 | 0.60 | 0.71 | 0.69 | 0.52 | 0.61 | 0.48 |
| FaceBehaviorNet, no coupling loss | 0.56 | 0.75 | 0.56 | 0.50 | 0.59 | 0.67 | 0.72 | 0.54 | 0.76 | 0.56 |
| FaceBehaviorNet, soft co-annotation and distr-matching, [15] | 0.67 | 0.48 | 0.66 | 0.58 | 0.65 | 0.77 | 0.77 | 0.60 | 0.85 | 0.60 |
| FaceBehaviorNet, soft co-annotation and distr-matching, Aff-Wild2 | 0.67 | 0.49 | 0.66 | 0.57 | 0.65 | 0.78 | 0.77 | 0.62 | 0.83 | 0.62 |

Relationship was infused in network training, thus providing it, in a simple manner, with higher level representation of the relationship between the tasks; it was not based on performance indicators and it did not perform any trade-offs between the different tasks. The fact that the proposed coupling losses tackled the negative transfer is illustrated by the performance shown in Tables 5 and 3, where FaceBehaviorNet trained with the proposed coupling losses outperformed by a large margin both the independently trained single task networks and the multi-task network trained without any coupling loss.

Coupled MTL vs Non-coupled MTL, ST & Sota: In Table 5, it can be observed that FaceBehaviorNet, when trained with the two coupling losses (in either task relatedness setting), outperformed FaceBehaviorNet trained without any coupling loss by: 9% (average CCC) on Aff-Wild; 8.5% (average CCC) and 6% (accuracy) on AffectNet; 11% on RAF-DB; 5% on EmotioNet; 8% on DISFA; 7% on BP4D and 6% on BP4D+. It further outperformed by a large margin the three ST-FaceBehaviorNet networks (10.3% on average across all databases, with the minimum difference in performance being 5% and the maximum 22%). Finally, in Table 5, it can be observed that FaceBehaviorNet, when trained with the two coupling losses (in either task relatedness setting), outperformed by a very large margin every state-of-the-art method in all databases in all tasks. More precisely, it outperformed:

i. AffWildNet by 8% (average CCC) for VA estimation on Aff-Wild; this is despite the fact that AffWildNet is a CNN-RNN that exploited the fact that Aff-Wild is an audio-visual database and despite the fact that facial landmarks were provided as additional inputs to the network, thus improving its performance; it also outperformed the best performing CNN in Aff-Wild by 16%.

ii. VGG-FACE by 7.5% (average CCC) for VA estimation on AffectNet, although VGG-FACE was trained with the original images plus thousands of generated images by VA-StarGAN; it also outperformed the AlexNet baseline by 15%.

iii. RAN-ResNet18+ by 5% for expression classification on AffectNet, despite the fact that the network was trained with a region based loss that encouraged a high attention weight for the most important regions in the input images; it also outperformed AlexNet (that used a weighted loss that heavily penalized the network for misclassifying examples from under-represented classes and penalized the network less for misclassifying examples from well-represented classes), by 7%.

iv. DLP-CNN by 4% for expression classification on RAF-DB, although this network was trained using a joint classical softmax loss - which forced different classes to stay apart - and a newly created loss - that pulled the locally neighboring faces of the same class together; it also outperformed VGG-FACE-mSVM, that used the standard cross entropy loss, by 20%.

v. ResNet-34 by 4% for AU detection on EmotioNet; it also outperformed AlexNet by 16%.

vi. both JAA-Net and LP-Net by 6% and 5%, respectively, for AU detection on DISFA, despite the fact that these networks have additionally used facial landmarks as additional inputs, thus improving their performance.

vii. DLE extension by 34% for AU detection on BP4D.

viii. ARL by 11% for AU detection on BP4D++; it also outperformed VGG-FACE by 14%.

At this point let us mention that in our approach the loss functions that we utilized (for expression classification and for AU detection) were standard losses (binary and softmax cross entropy, respectively). As was shown above, in most state-of-the-art approaches, more elaborate and advanced loss functions have been used. We could utilize more elaborate and advanced losses as well, but the focus of this work has been on the coupling between the tasks exploiting their relationship - inferred either empirically from external dataset annotations, or from a cognitive study; therefore we chose not to use such losses whose specific selection could affect the presented analysis and the obtained results. As a future work, we will incorporate more advanced
losses in the multi-task learning setting, which will further enhance the achieved results.

It might be argued that the more data used for network training (i.e., the additional data coming from the multiple tasks that are being solved, even if they contain partial or non-overlapping annotations), the better network performance will be in all tasks. However, as was shown, the three studied tasks are heterogeneous and negative transfer can occur, or sub-optimal models can be produced for some, or even all tasks [58]. As shown in Table 5, FaceBehaviorNet, when trained with both proposed coupling losses, achieved a better performance on all databases than the independently trained single-task models. This illustrates that simultaneously training this end-to-end architecture with the heterogeneous databases and coupling the corresponding tasks and annotations, led to improved performance. The fact that the network additionally outperformed the state-of-the-art methods, in both task relatedness settings, verified the generality of the proposed losses; network performance was boosted, independently of the type of task relatedness that was used.

4.5.3 Results: Generalisation to Unseen Databases

At this point let us mention that each task and corresponding database contains ambiguous cases: i) there is generally discrepancy in the perception of the disgust, fear, sadness and (negative) surprise emotions across different people (of different ethnicity, race and age) and across databases; emotional displays and their perception are not universal, i.e., facial expressions are displayed and interpreted differently depending on the cultural background of subjects and annotators [59], [60]; ii) the exact valence and arousal value for a particular affect is also not consistent among databases; iii) the AU annotation process is hard to do and error prone, creating incoherence among databases (e.g., regarding the dependencies among AUs, such as AU12 -lip corner puller- and AU15 -lip corner depressor- that cannot co-occur as their corresponding muscle groups -Zgomaticus major and Depressor anguli oris, respectively- are unlikely to be simultaneously activated).

Furthermore each database contains its own bias. The bias is either in terms of the race, ethnicity and ages of the subjects displayed in the database or the race, ethnicity, age and culture of the experts that performed the annotations (having their own bias in judging the depicted affect). When an affect recognition system is trained on one database, then the system inherently learns the bias towards facial displays present in the training data. Therefore, when the system is tested on another, new and unseen database (with other demographics and statistics), its performance is not as good. An example is the AffectNet database that contains images of European Americans and has been annotated mainly by European Americans. Another example is GFT database that mainly contains videos of white and black people.

The excellent generalization performance of FaceBehaviorNet -across the test sets- of the 7 databases whose training sets have been used for its training, is an indicator that the network and the proposed coupling losses tackled the aforementioned issues. By jointly training on all databases and by coupling the tasks, we overcame these limitations as shown in the extensive experimental study across the 7 databases. In order to further illustrate and validate that FaceBehaviorNet learned good and robust features, we show that it is capable of generalizing its knowledge and capabilities in other new and unseen affect recognition databases that have not been utilized during its training and contain different statistics and contexts.

Table 6 compares the performance of FaceBehaviorNet when trained with both coupling losses with the performance of state-of-the-art networks on two new databases. It is worth mentioning that these two databases, AFEW-VA and GFT, have not been utilized during FaceBehaviorNet’s training and no fine-tuning was performed; Face BehaviorNet was just tested on the new and unseen databases. It can be observed that FaceBehaviorNet outperformed both AffWildNet (that was further trained on AFEW-VA) and JAA-Net (that was trained on GFT) by 4% (on average) and 5%, respectively.

4.5.4 Results: Zero-Shot and Few-Shot Learning

In order to further show and validate that FaceBehaviorNet learned good features encapsulating all aspects of facial behavior, we conducted zero- and few-shot learning experiments for classifying compound expressions. Given that there exist only 2 datasets (EmotionNet and RAF-DB) annotated with compound expressions and that they do not contain a lot of samples (less than 5,000 each), at first, we used the predictions of FaceBehaviorNet together with the rules from [15] to generate compound emotion predictions in a zero-shot learning manner, as was described in Section 3.1.4. Additionally, to demonstrate the superiority of FaceBehaviorNet, we used it as a pre-trained network in a few-shot learning experiment. We took advantage of the fact that our network has learned good features and used them as priors for fine-tuning the network to perform compound emotion classification.

RAF-DB database: At first, we performed zero-shot experiments on the 11 compound categories of RAF-DB. We computed a candidate score, \( C_s(y_{cno}) \), for each class \( y_{cno} \) as shown in Section 3.1.4. Table 7 shows the results of this approach when we used the predictions of FaceBehaviorNet trained with and without the soft co-annotation and distr-matching losses. Best results have been obtained when the network was trained with the coupling losses. One can observe, that this approach outperformed by 15.1% the baseline VGG-FACE-mSVM [34] that been trained on RAF-DB for compound emotion classification. It also outperformed by 2.1% the state-of-the-art and best performing network, DLP-CNN that has also been trained on RAF-DB for compound emotion classification; DLP-CNN used a loss function designed for this specific task.

Next, we targeted few-shot learning. In particular, we fine-tuned FaceBehaviorNet (trained with and without the soft co-annotation and distr-matching losses) on the small training set of RAF-DB. In Table 7, it can be seen that the fine-tuned FaceBehaviorNet, trained with and without the coupling losses, outperformed by large margins, 23.7% and 10.7%, respectively, the baseline VGG-FACE-mSVM and the state-of-the-art and best performing DLP-CNN.
Next, we performed zero-shot experiments on the Emotionet basic and compound set that was released for the related Challenge. This set includes 6 basic plus 10 compound categories, as described at the beginning of this Section. Our zero-shot methodology was similar to the one described above for the RAF-DB database.

The results of this experiment are shown in Table 7. Best results were also obtained when the network was trained with the two coupling losses. It can be observed that this approach outperformed by 5.7% and 8.6% in F1 score and Unweighted Average Recall (UAR), respectively, the state-of-the-art and winner of Emotionet Challenge, NTechLab’s [36] approach, which used the Emotionet’s images with compound annotation.

### Table 7: Performance evaluation of generated compound emotion predictions; 'UAR' denotes Unweighted Average Recall

| Databases          | Emotionet | RAF-DB          |
|--------------------|-----------|-----------------|
| Methods            | F1 Score  | UAR             | Mean diag. of conf. matrix |
|                    |           |                 |                             |
| zero-shot, FaceBehaviorNet, no coupling loss | 0.243     | 0.269          | 0.382                      |
| zero-shot, FaceBehaviorNet, both coupling losses | 0.312     | 0.329          | 0.467                      |
| NTechLab [36]      | 0.255     | 0.243          |                             |
| VGG-FACE-SVM [34]  | -         | -              | 0.316                      |
| DLP-CNN [31]       | -         | -              | 0.446                      |
| fine-tuned FaceBehaviorNet, no coupling loss | -         | -              | 0.468                      |
| fine-tuned FaceBehaviorNet, both coupling losses | -         | -              | 0.553                      |

#### 4.6 Case Study II: Face Recognition

At first, we trained a single-task FaceBehaviorNet (ST-FaceBehaviorNet) on CelebA to detect the 40 facial attributes; we also trained another similar network on CelebA to perform classification into the 10,177 different identities. The networks were based on residual units and had the same structure as FaceBehaviorNet; their only difference was the output layer. For brevity, these two single-task networks are denoted as 'ST-FaceBehaviorNet' in one row of Table 8. We compared these networks’ performance with the performance of FaceBehaviorNet when trained with the distribution matching coupling loss and when trained without the coupling loss.

Table 8 shows that the multi-task FaceBehaviorNet, when trained without the coupling loss, outperformed the 2 single-task networks ST-FaceBehaviorNet in both studied tasks and in both metrics (Total Accuracy and average F1 Score). In more detail, it displayed an improved performance by 2.28% and 2.1% in the Accuracy and F1 Score metrics, respectively, for identity classification; it also displayed an improved performance by 1.91% and 0.89% in the Accuracy and F1 Score metrics, respectively, for attribute detection. This shows that the two studied facial heterogeneous tasks were coherently correlated to each other; training the end-to-end multi-task architecture therefore, led to improved performance and no negative transfer occurred.

Table 8 further shows that the multi-task FaceBehaviorNet, when trained with the distribution matching coupling loss, greatly outperformed its counterpart that was trained without that loss, in both studied tasks and in both metrics. More precisely, when training with the coupling loss, performance increased by 4.57% and 5.9% in the Accuracy and F1 Score metrics, respectively, for identity classification; performance also increased by 1.24% and 2.3% in the Accuracy and F1 Score metrics, respectively, for attribute detection. This proves the effectiveness of the proposed distribution matching loss.

Next, we utilized, as an ablation study, three state-of-the-art and widely used networks, VGG-FACE, ResNet-50 and DenseNet-121. We trained these networks in a multi-task manner (without using the coupling loss) on CelebA and compared their performance to that of FaceBehaviorNet that was also trained without coupling loss (for a fair comparison). As shown in Table 8, FaceBehaviorNet has proven to be the best architecture as it provided the best results, outperforming on all tasks and metrics the MT-VGG-FACE by at least 2%, the MT-ResNet by at least 1.8% and the MT-DenseNet by at least 4%.

Finally, let us mention that the achieved performance of FaceBehaviorNet trained with the distribution matching loss for attribute detection was higher than the performance of various state-of-the-art methodologies on the same database. FaceBehaviorNet reached an accuracy of 93.22%, whereas DMTL [61] achieved 92.6% accuracy, MCNN-AUX [62] achieved an accuracy of 91.29% and Face-SSD [25] achieved an accuracy of 90.29%. These comparisons are provided just as an indication; they are not direct comparisons.

### Table 8: Performance evaluation on CelebA; 'Acc' denotes the total accuracy

| CelebA          | Acc  | F1   | Acc  | F1   |
|-----------------|------|------|------|------|
| MT-VGG-FACE     | 80.07| 72.2 | 89.87| 70.24|
| MT-ResNet       | 80.83| 72.9 | 90.11| 71.38|
| MT-DenseNet     | 78.11| 70.02| 87.59| 67.88|
| (2 × 1 ST-FaceBehaviorNet) | 80.43| 73.5 | 90.07| 71.67|
| FaceBehaviorNet, no coupling loss | 82.71| 75.6 | 91.98| 72.67|
| FaceBehaviorNet, distr-matching | 87.28| 81.5 | 93.22| 74.97|

#### 5 Conclusions

In this paper, we target heterogeneous MTL, i.e., simultaneously addressing detection, classification and regression problems. We propose co-training task in a weakly-supervised way, by exploring their relatedness. Relatedness between the heterogeneous tasks is either provided explicitly in a form of expert knowledge, or is inferred based on empirical studies. In co-training, the related tasks exchange their predictions and iteratively teach each other so that predictors of all tasks can excel even if we have limited or no data for some of them. We propose an effective distribution matching approach based on distillation, where knowledge exchange between tasks is enabled via distribution matching over their predictions. Based on this approach, we build the first holistic framework for large-scale face analysis, FaceBehaviorNet, with case studies in affective computing and in face recognition.

In the first case study, FaceBehaviorNet is trained for joint basic expression recognition, action unit detection and valence-arousal estimation. All publicly available databases that study facial behavior tasks in-the-wild, have been utilized. In the latter case study, FaceBehaviorNet is trained for joint facial attribute detection and face identification. An extensive experimental study -across 10 databases- is performed that compares the performance of the holistic (multi-task, multi-domain, multi-label) FaceBehaviorNet (trained with and without taking into account the task-relatedness) to the performance of the single-task networks, as well as to the performance of the state-of-the-art. FaceBehaviorNet consistently outperformed, by a large margin, all of them; in all databases, in both case studies, even mitigating bias and tackling...
negative transfer. Finally, we explored the feature representation learned by FaceBehaviorNet in the joint training and showed its generalization abilities on the task of compound expressions, under zero-shot and few-shot learning settings.
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