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ABSTRACT
In the $\Lambda$-CDM paradigm of cosmology, anisotropies larger than 260 Mpc shouldn’t exist. However, the existence of the Hercules-Corona Borealis Great Wall (HCB) is purported to challenge this principle by some with an estimated size exceeding 2000 Mpc. Recently, some have challenged the assertion of the existence of the HCB, attributing the anisotropy to sky exposure effects. It has never been explained why the original methods purporting the existence of the HCB produce anisotropies, even if sky-exposure effects are taken into account. In this paper, I apply the methods of the original papers purporting the existence of the HCB in various Monte-Carlo simulations that assume isotropy to analyze the empirical meaning of the significance levels of the original tests used. I find that, although the statistical tests at first glance show significant anisotropies present in the suspect sample, Monte-Carlo simulations can easily reproduce the sample in most cases, and if not, the differences can be accounted for by other statistical considerations. An updated sample raises the probability of drawing the observed clustering from an isotropic sample ten-fold in some cases. Thus the statistical tests used in prior studies overestimate the significance of the observed anisotropy, and an updated sample returns even less significant probabilities. Given the ability to reproduce the observed anisotropy in Monte-Carlo simulations, the new, higher probabilities of being drawn from isotropy for an updated sample, and the work of previous papers attributing anisotropies to sky-selection effects, the existence of the HCB must be treated as doubtful at best.
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1 INTRODUCTION
The large-scale isotropy of the universe is a critical component of the $\Lambda$CDM cosmological model. In the $\Lambda$CDM paradigm, small-scale anisotropies will exist due to quantum fluctuations during inflation, but large-scale isotropy is preserved. Analysis of the cosmic background radiation has backed up this result, with no large-scale anisotropies being found (Planck Collaboration et al. 2016; Liddle & Lyth 2000).

However, some structures have been found that violate the principle of large-scale isotropy, perhaps the most famous being the Sloan Great Wall. Using the Yadav et al. (2010) value of large-scale isotropy being preserved starting at 260 Mpc $h^{-1}$, at least three large quasar groups to date violate large-scale anisotropy as well. The largest of these is the Huge-LQC of Clowes et al. (2013), although the violation of homogeneity due to the latter has been debated (Nadathur 2013).

Gamma ray bursts (GRBs) have long been found to be isotropic. Indeed, the isotropic distribution of GRBs was one factor that led to the proposal of GRBs being of extragalactic origin (Briggs et al. 1996). With the advent of redshift measurements of GRBs, this extragalactic origin has been confirmed. Although the isotropy of long-duration GRBs ($T_{90} \geq 2$) has typically been established (see the introduction of Řípa & Shafieloo (2019) for a discussion of the history of this), short-duration GRBs have been found to follow an anisotropic distribution (Tarnopolski 2017; Vavrek et al. 2008). As short-duration GRBs have low redshift, their distribution is generally agreed not to violate the cosmological principle, although some have said otherwise (Mészáros et al. 2009).

There is a general consensus that the origin of long GRBs is type Ic supernovae (Sobacchi et al. 2017). Thus there is a linkage between long GRBs and a young, massive stellar population. If the number density of young, massive
stars is assumed to be representative of the overall number density of stars and, more broadly, the density of matter, then long GRBs can be used to trace large-scale structures. Such structures could alternatively represent an area of increased star formation (Balázs et al. 2015).

Recently, anisotropies in long GRBs have been found. The most notable of these is the Hercules-Corona Borealis Great Wall (HCB) between redshifts 1.6 and 2.1 (Horváth et al. 2014), which is also the largest identified structure in the universe. The HCB is purported to be larger than allowed by the Λ-CDM model, although various arguments have been made to explain its existence, particularly a changing scale factor of homogeneity (Li & Lin 2015) and alternatively, the HCB being an area of increased star formation (Balázs et al. 2015). The existence of the HCB is criticized in Ukwatta & Woźniak (2016), which uses kernel-density methods to argue that the observed anisotropies in the redshift dependent clustering can be explained solely by extinction/exposure biases in the data. But Horváth et al. (2014) includes a rudimentary bias correction chi-squared test, finding that selection bias can’t explain the observed clustering.

Thus, there seems to be no consensus on whether the HCB exists, although in many papers it is still cited as a violation of homogeneity (Racz et al. 2017; Eingorn et al. 2017).

In this paper, I aim to settle the controversy over the existence of the HCB by following the methods of Horváth et al. (2014) as closely as possible, only deviating when more precise estimates can be generated. I employ the two-dimensional Kolmogorov-Smirnov test, the nearest-neighbor test, and the bootstrap point radius test as done in Horváth et al. (2014). I then use Monte-Carlo simulations, combined with a consideration of extinction effects, to explain the suspect values generated in Horváth et al. (2014). I also apply these tests to an updated sample of GRBs, as a long time span has passed since the publication of Horváth et al. (2015).

2 DATA SET

Following the attempt to mirror the methods of Horváth et al. (2014), I use the data set provided in Horváth et al. (2015), an updated study of the HCB using new data since the original study was published. Horváth et al. (2015) uses a composite set of GRBs from multiple instruments, although most of the GRBs are from the Swift Gamma Ray Telescope (Sakamoto et al. 2008). The dataset consists of 361 GRBs, with redshifts ranging from 0.0065 to 9.4.

Since it has been four years since Horváth et al. (2015) was published, many new GRBs with redshift measurements have occurred, so a more complete sample can be tested. For this updated data set, I use the database located at http://www.mpe.mpg.de/~jcg/grbgen.html.

All code used to generate figures and statistics in this paper is available at https://github.com/Sam2727/Gamma-ray-burst-isotropy. The Github repository also contains a database of the GRBs used in the statistical tests.

In Horváth et al. (2015), the data set of 360 GRBs was divided into four to nine zones of equal numbers of GRBs, and the anisotropy was found to be approximately between redshifts 1.6 and 2.1, equivalent to group two in the four group case, where groups are in increasing order of redshift. This is the data set I discuss in Sec. 3.

With my updated data set (Sec. 4), I use the original suspect range of Horváth et al. (2014) and Horváth et al. (2015).

3 TESTS OF SIGNIFICANCE

3.1 Statistical Considerations

I use two configurations of Monte Carlo sampling: one that assumes absolute isotropy and one that applies a correction for extinction and exposure effects. Extinction is known to limit the measurements of redshifts (Horváth et al. 2015). In addition to extinction effects, the observations of gamma-ray bursts are limited by the sampling distribution of the telescopes used to discover them. Indeed, Ukwatta & Woźniak (2016) find that, using a kernel density estimation, the observed distribution of all GRBs that have measured redshifts closely follows a combined density map that considers extinction effects and the swift exposure map (using a slightly different data set). The extinction-based effects for the overall sample can clearly be seen in Fig. 1.

Besides sampling effects, pure statistical considerations should be considered. The typical p-value significance threshold (0.05) applies to a singular test. Any trial that returns a significant value under a given p-value threshold is counted as an anisotropy (although the confidence of such an anisotropy is given by the amount the p-value varies from the pre-determined threshold). When applying statistical tests to many samples at once, a stricter p-value threshold should be used that limits the overall chance of a type I error (that is, the null-hypothesis is true but still rejected), particularly for such an important discovery as the HCB. The probability of at least one trial resulting in a false rejection of the null hypothesis is equivalent to:

\[
\alpha_{\text{overall}} = 1 - (1 - \alpha_{\text{ind}})^m
\]

where \( m \) is the number of trials, \( \alpha_{\text{ind}} \) is the individual significance level, and \( \alpha_{\text{overall}} \) is the overall significance level once all trials are taken into consideration. This is commonly called the family-wise error rate in the literature (Peise 2002), and the specific procedure applied in this paper is commonly referred to as the Dunn-Sidak correction (Sokal 1994). If \( \alpha_{\text{overall}} \) is desired to be 0.05, then \( \alpha_{\text{ind}} \) must be 0.00512 for the nine group case. In other words, I have lowered the p-value to reduce the amount of errors made in the multi-sample study.

Yet, even this formulation doesn’t consider the unknown number of trials that the authors of the original study conducted to find redshift ranges that returned a significant clustering. Admittedly, Horváth et al. (2015) does use a large number of redshift ranges, with the suspect range in each redshift formulation returning a significant anisotropy (in certain tests, that is), but there are still potentially other redshift ranges not mentioned in the published paper that were used. Moreover, if one “extraneous” anisotropy exists, it is likely to show up in multiple redshift ranges. This effect of all tests essentially showing the same anisotropy explains
why, under isotropic conditions, all tests could return a significant value for one redshift range if the family-wise error rate is set to the traditional significance value.

The distribution of GRBs in the sample is known to be effected by extinction. This can readily be seen in Fig. 1. Moreover, the instruments observing GRBs have exposure effects. Horváth et al. (2015) use the sky exposure map of Swift to demonstrate this, and both of these biases can also be approximated using empirical methods, as is done in this paper to quantitatively estimate effects of extinction and exposure on the derived significance levels and in Horváth et al. (2015) to justify that extinction is not the cause of the HCB using a $\chi^2$ test.

To summarize, the main explanations for the differences in the $p$-value observed from a pure Monte Carlo simulation versus the unknown true probability are:

- Extinction near the plane of the galaxy, clearly visible in Fig. 1. While not affecting the overall distribution of GRBs, high extinction can limit measures of redshift
- Sky-exposure biases of gamma-ray telescopes
- The number of trials conducted in the nine-division configuration
- The unknown number of "test" trials that resulted in the original researchers' choice of redshift ranges

The first three points can be corrected for by considering extinction effects and applying the Dunn-Sidak correction. The final point can't be corrected for, thus $p$-values reported in my study likely still exaggerate the significance of the HCB, even when correcting for extinction and the nine division configuration.

3.2 Point-Radius Method and Binomial Distribution

Horváth et al. (2014) used what they call a “bootstrap point-radius method” to investigate anisotropies in the suspected redshift range of the HCB. I will hereby refer to this method as simply the point-radius method. The procedure involves selecting the 44 bursts (in the updated 2015 data set) found within the suspect redshift range. Then, a large number of random points are generated on the celestial sphere. For each random point on the sphere, the distance to each of the 44 bursts is calculated, and the number of bursts within a certain angular radius is tabulated. Out of all the 10,000 random points used, the sample with the highest number of bursts within the predefined angular radius is reported. This procedure is repeated with multiple angular radii values, as well as with 44 random samples for comparison. The result of this procedure applied on the Horváth et al. (2015) sample of GRBs is shown in Fig. 2. The point radius test does capture the visually apparent clustering in northern galactic latitudes.

Horváth et al. (2014) estimated the probability that the observed number of bursts within an angular radius is not due to random chance using the principle that the number of bursts within a random angular radius should follow a binomial distribution.

If a circle is defined with radius $\theta$ on the celestial sphere and samples are distributed isotropically, then the number of bursts within the circle should follow a binomial distribution:

$$\binom{n}{k} p^k (1-p)^{n-k} \quad (2)$$

where $p$, the probability of success, is given by the area of a spherical cap divided by the total surface area of the sphere (i.e. the solid angle), or:

$$\frac{1}{2} (1 - \cos \theta) \quad (3)$$

The derivation of Eq. 2 assumes that the probabilities of success and failure for successive trials are independent of each other. The point-radius test, by finding the angular circle that contains the largest number of points, breaks that assumption of independence, and as such, a binomial distribution isn’t appropriate. By finding the area with the most GRBs present, the number of bursts within the angular radius no longer follows a binomial distribution. This break from independence can be seen in Fig. 3, which is generated using the procedure described below.

If the angular radius is $0.1875\pi$, then the probability of finding a single point in that circle is 0.1875. Using this as $p$ for Eq. 2, the binomial distribution should have a mode of 8. However, the samples in Fig. 3 have a mode of 17.

As the correct distribution for the number of points in a circle containing the maximum number of points in an all-sky distribution cannot be found in the literature, it is helpful to find an empirical distribution using Monte Carlo...
Horváth et al. (2014) found that the number of points within an observed radius is 25, and this equates to a probability equal to 0.0018 of being observed under isotropic conditions, using similar randomization techniques. This is hard to dispute without taking into account other effects. But when extinction is taken into account, this p-value will increase.

To factor in extinction, the all-sky samples of GRBs is assumed to model the actual distribution of GRBs with extinction. Then, in the overall sample of GRBs (i.e. all of the simulation runs combined), the distribution of the all-sky sample of GRBs is matched. To properly model the all-sky sample of GRBs, I take the recommendations of Horváth et al. (2014) of splitting up the sky into four different “zones” and for each zone assigning the proportion of GRBs found in the overall sample. These proportions are what are matched in the overall sample of GRBs in the extinction simulations.

Taking the $0.1875\pi$ area circle where Horváth et al. (2015) found the largest deviation within the updated data set, I find that $P(X \geq x)$ is 0.002, where $X$ is the probability distribution of random points with extinction taken into account within the angular radius and $x$ is 25, the number of bursts found within the observed data set. Thus, extinction doesn’t significantly change the resultant p-value.

My generated p-value is below traditional thresholds, but when taking the criteria of Sec. 3.1 into account, the p-value (0.002) almost reaches the significance threshold of 0.00512 to preserve the overall false positive rate of 0.05. Considering the unknown number of prior trials performed by the authors of the original study, this probability is likely even higher, although the unknown trials can’t be quantified. Thus, the p-value that I think is the best one to quote in future studies, 0.002, still places moderate to strong doubt in the significance of the anisotropy. Moreover, this value rises when taking into account the updated data-set of Sec. 4.

### 3.3 K-th Nearest Neighbors Test

Horváth et al. (2014) and Horváth et al. (2015) also used a kth nearest neighbor test to demonstrate that the largest anisotropy was in $(1.61 \leq z < 2.68)$, and that the anisotropy was significant. By calculating the distance between each point and its kth nearest neighbor, they found that, when comparing the differences in the cumulative distributions of the kth nearest neighbor using a Kolmogorov-Smirnoff (KS) test of the suspect range and other ranges of redshift, the suspect redshift range always deviated significantly from the other ranges. Specifically, they found that the 31st nearest neighbor had the most significant deviation from what would be expected from isotropy.

It is best to consider the empirical meaning of the KS test. That is, the returned p-value might not represent the actual probability of drawing the sample from an isotropic distribution, while a Monte-Carlo derived distribution of significance values should give a more accurate estimation of the significance value. To implement this, I run a KS test of the GRBs in the suspect redshift range and randomly draw 44 GRBs assuming isotropy. This test is run 5000 times, and the mean K-statistic and p-value is calculated. The K-statistic and p-value are then compared to 5000 draws of a KS test of two isotropic samples. The results of these Monte Carlo simulations are shown in Fig. 4. Although amongst the four ranges the suspect range is a clear outlier, there are still multiple Monte Carlo runs that return a higher vertical distance in cumulative distributions. I then repeat this procedure with the procedure for considering extinction effects of Sec. 3.2 applied. I find that the probability of obtaining the observed K-statistic from the empirical Monte Carlo derived distribution of possible statistics for an isotropic sample is 0.0362, as 181 out of the 5,000 samples had a higher K-statistic (the results for p-values are naturally the same). This is in stark contrast to, for example, the derived p-value of $10^{-7}$, given as 0.9999999 in Horváth et al. (2015) as the probability of the two distributions being different, where in
their case groups one and two are being compared in the four group case.

### 3.4 2D Kolmogorov-Smirnov (KS) Test

Horváth et al. (2014) also uses a two dimensional KS test on the angular position data, based off of the formulation presented in Peacock (1983). I implement this 2D KS test in Python using the "ndtest" package (github.com/syrte/ndtest). This package uses an updated version of the Peacock (1983) methodology, as found in Fasano & Franceschini (1987). Horváth et al. (2014) found the probability of the observed K-statistics by calculating an empirical distribution of expected K-statistics given two isotropic samples, and comparing this to the values of K-statistics when two observed samples were compared. Although this test was applied to the original dataset of Horváth et al. (2014) – and not in Horváth et al. (2015) – the test should give significant results as well for the dataset used in this study and in Horváth et al. (2015) assuming that there is a significant anisotropy.

To calculate the mean K-statistic and p-value, I compare the suspect redshift range distribution with that of 5,000 randomly generated isotropic samples. This generates an average "raw" p-value of 0.046, on par with the significance levels quoted in Horváth et al. (2014). This is equivalent to a K-statistic of 0.3456. When comparing this average K-statistic of the suspect redshift range to that of a K-statistic 5,000 random isotropic samples, higher significance values can be found in 0.0641 of the sample. In Fig. 5, the distribution of p-values derived from Monte Carlo tests performed on the 2D-KS test show a nonuniform distribution, contrary to the uniform distribution that would be expected from an unbiased test. Yet, the "empirical" p-value (the value 0.0641 in this case) is surprisingly similar to the p-value without this correction (the "raw" p-value of 0.046), given the dramatic clustering of p-values in Fig. 5 around small values. Nonetheless, it is still an increase in p-value, and well over the family-wise threshold according to Eq. 1. I use the same procedure as used throughout this paper to account for extinction biases. This lowers the p-value by 0.006, which I interpret to mean that extinction has no significant effect on this value. Running the simulation again with extinction, in fact, returns a slightly higher value (the value 0.0641 in this case) is surprisingly similar to the p-value without this correction (the "raw" p-value of 0.046), given the dramatic clustering of p-values in Fig. 5 around small values. Nonetheless, it is still an increase in p-value, and well over the family-wise threshold according to Eq. 1. I use the same procedure as used throughout this paper to account for extinction biases. This lowers the p-value by 0.006, which I interpret to mean that extinction has no significant effect on this value. Running the simulation again with extinction, in fact, returns a slightly higher value, suggesting this is likely due to random variability in the derived statistics.

The reader might wonder why non-significant values are raised in this study, but not in Horváth et al. (2014). I postulate that there are two possible reasons for why this occurs:

- The difference in formulation used (i.e. Fasano & Franceschini (1987) vs. Peacock (1983)). Although the two models have been shown to be similar in most cases, the Fasano & Franceschini (1987) model has greater accuracy with data that are not independent.
- The difference in sample used. Horváth et al. (2014) used a smaller sample than the one used in this paper.

It is worth noting that the 2D KS test wasn’t applied in Horváth et al. (2015) for unspecified reasons. Nonetheless, this test still shows non-significant probability and, due to it being used in the original paper, is important to note.

### 4 UPDATED DATA SET

The original study of Horváth et al. (2014) used a sample of 283 GRBs with measured redshifts, with 31 of the GRBs lying within the suspect range. Horváth et al. (2015) used an updated sample of 361 GRBs, of which 44 lie within the suspect range. In 2019, using all the GRBs located at http://www.mpe.mpg.de/~jcg/grbgen.html with redshifts, I collect an updated sample of 520 GRBs that have redshift measurements, with 75 lying within the suspect range. The original tests of Horváth et al. (2014) are performed on this data set as well, with the results summarized here (with the results of the tests performed on the data set of Horváth et al. (2015) for comparison):

| Sample     | Point-Radius test | K test | 2D KS test |
|------------|-------------------|--------|------------|
| 2015 sample | 0.002             | 0.0362 | 0.064      |
| 2019 sample | 0.0294            | 0.054  | 0.2232     |

Each number in the table represents the probability of finding the observed statistic for each test assuming an isotropic distribution and considering extinction effects using the correction described in 3.2. From Sec. 3.1, the threshold of significance for the HCB being an anisotropy is taken to be 0.00512. It follows that any individual p-values from tests in the table that are above 0.00512 are considered to suggest non-significance. The marked increase in p-value in the updated sample suggests that the low probability found in Sec. 3 is likely a coincidence of the sample.

### 5 DISCUSSION AND CONCLUSIONS

The HCB, if it exists, would be the largest known structure in the universe. But the existence of the structure has come under scrutiny (Ukwatta & Woźniak 2016). In this paper, I have gone back to the original methods used to discover the HCB in Horváth et al. (2014) to see if the results they
reported exaggerated statistical significance, and I apply the original statistical tests to a larger data set.

I go through each test that Horváth et al. (2014) used. For the point-radius test of Sec. 3.2, a binomial distribution is an invalid way to calculate a p-value. Finding the maximum number of GRBs in the observed radius introduces a bias. Monte Carlo simulations can be drawn to derive a p-value instead, eliminating the need to calculate a theoretical distribution for the point-radius test. In the case of the Kth nearest neighbor test of Sec. 3.3 and 2D KS test of Sec. 3.4, Monte Carlo simulations drawn from an isotropic distribution demonstrated a non-uniform distribution of p-values, which could consequently bias the p-value derived in the case of the true sample towards abnormally low values. These biases were corrected for by deriving p-values from a comparison of the observed sample to Monte Carlo simulations.

If the family-wise error rate of finding the HCB is to be maintained at 0.05, using the Dunn-Sidak correction suggests that any one p-value should be below 0.00512 to consider the result significant. This Dunn-Sidak correction only accounts for the known amount of trials in Horváth et al. (2014): the nine redshift ranges. It is unknown how many tests and varying redshift ranges were used before finding the original significant results of Horváth et al. (2014). If the true number of trials was accounted for, the probability would likely rise above the numbers reported in my analysis.

I then apply these tests to an updated sample that I compile as of August 2019. This updated sample has an almost two-fold increase in the number of GRBs present in the suspect redshift range.

I find that the p-values returned by each statistical test are non-significant when considering the Dunn-Sidak correction except for the point-radius test from the sample of Horváth et al. (2015). I argue that this doesn’t suggest significance by itself, since in the more comprehensive sample that I compile, the point radius test returns non-significance.

As would be expected if the distribution of GRBs was isotropic, a larger sample size increases the p-values derived in various tests. As time progresses, more GRBs will have measured redshift and time will tell if ultimately the p-values increase into the realm of definitive isotropy or decrease to the point that the HCB definitively exists.

Ulkwatta & Woźniak (2016) have also found no significant anisotropy in the suspect range using different methods and a slightly different data set. In fact, their kernel density estimation has shown that the suspect region’s anisotropy matches almost perfectly with a combined instrument selection and extinction density map.

Although the existence of the HCB has always been suspect, now even the methods applied in the papers purporting its existence have been shown to not actually suggest any significant anisotropies. With this in consideration, the existence of the HCB is further in doubt.

Assuming the HCB doesn’t exist, the current ΛCDM cosmological paradigm faces one less conundrum in its explanation of the large-scale structure of the universe. Some have argued that Hercules-Corona Borealis Great Wall doesn’t even challenge the ΛCDM paradigm. The HCB is larger than the commonly cited Yadav et al. (2010) value of 260 Mpc h⁻¹ for the scale of homogeneity, but Li & Lin (2015) has argued that a larger scale of homogeneity should be used for gamma-ray bursts, around 8600 Mpc h⁻¹, which would mean that the HCB doesn’t violate the ΛCDM model. Other explanations for the existence of the HCB besides an structural anisotropy have also been presented: Balázs et al. (2018) argues that an anisotropy found in GRBs is more likely to represent an increase in star formation rate than a physical structure. Although there are certainly other structures larger than the theoretical maximum anisotropy size of Yadav et al. (2010) (but not the Li & Lin (2015) value of 8600), the HCB is by far the largest claimed, with approximately twice the size of the second largest structure. Given the mounting doubt cast over the existence of the HCB over time, future works should scrutinize the purported anisotropy in other structures that possibly violate the ΛCDM model. For example, multiple structures have been found in the structure of quasars¹ of an approximate size of 350 Mpc of Clowes et al. (2011) and the even larger “Huge large quasar group” (commonly abbreviated Huge-LQG) of approximate size 500 Mpc (Clowes et al. 2013).

ACKNOWLEDGEMENTS

REFERENCES

Balázs L. G., Bagoly Z., Hakkila J. E., Horváth I., Kóborti J., Rácz I. I., Tóth L. V., 2015, MNRAS, 452, 2236
Balázs L. G., Rejtő L., Tusuńy G., 2018, MNRAS, 473, 3169
Briggs M. S., et al., 1996, ApJ, 459, 40
Clowes R. G., Campussano L. E., Graham M. J., SÁuchting I. K., 2011, Monthly Notices of the Royal Astronomical Society, 419, 556
Clowes R. G., Harris K. A., Raghunath S., Campussano L. E., Söchting I. K., Graham M. J., 2013, MNRAS, 429, 2910
Eingorn M., Kiefer C., Zhuk A., 2017, International Journal of Modern Physics D, 26, 1743012
Fasano G., Franceschini A., 1987, MNRAS, 225, 155
Feise R. J., 2002, BMC Medical Research Methodology, 2
Horváth I., Hakkila J., Bagoly Z., 2014, A&A, 561, L12
Horváth I., Bagoly Z., 2015, A&A, 584, A48
Li M.-H., Lin H.-N., 2015, A&A, 582, A111
Liddle A. R., Lyth D. H., 2000, Cosmological Inflation and Large-Scale Structure
Mészáros A., Balázs L. G., Bagoly Z., Veres P., 2009, Baltic Astronomy, 18, 293
Nadathur S., 2013, MNRAS, 434, 398
Peacock J. A., 1983, MNRAS, 202, 615
Planck Collaboration et al., 2016, A&A, 594, A16
Raza I., Ribić D., Bagoly Z., Csabai I., Horváth I., Balázs L., 2017, Proceedings of Science, 2017-October
Sakamoto T., et al., 2008, ApJS, 175, 179
Sobacchi E., Granot J., Bromberg O., Sormani M. C., 2017, Monthly Notices of the Royal Astronomical Society, 472, 616
Sokal R. R., 1994, Biometry: The Principles and Practices of Statistics in Biological Research. W. H. Freeman
Tarnopolski M., 2017, MNRAS, 472, 4819
Ulkwatta T. N., Woźniak P. R., 2016, MNRAS, 455, 703
Vavrek R., Balázs L. G., Mészáros A., Horváth I., Bagoly Z., 2008, MNRAS, 391, 1741
Yadav J. K., Bagla J. S., Khandai N., 2010, MNRAS, 405, 2009
Rípa J., Shafieloo A., 2010, MNRAS, 486, 3027

¹ Nadathur (2013) criticizes this finding, pointing out that such anisotropic signals occur randomly in simulations.

MNRAS 000, 1–7 (2020)
This paper has been typeset from a TeX/LaTeX file prepared by the author.