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Abstract

The loop momenta of a single Feynman diagram in momentum space can be assigned unambiguously within the 'Dyson scheme' without referring to the other Feynman diagrams in the complete set to some order of coupling constant for the certain process. This fact and scheme which were provided in Dyson's original paper are applied to a typical relevant problem, i.e., the triangle diagrams of the 'axial vector current anomaly'. The calculation is done in four-dimension Minkowski space-time straightforwardly without the aid of any regularization. The linearly divergent terms are canceled sans incertitude. The logarithmically divergent symmetric integration (tensor integration) is investigated for obtaining the consistent and gauge invariant result.
1. INTRODUCTION

Relativistic quantum field theory (QFT) may encounter divergencies in integration on momentum without finite bound. If the divergence degree is higher than logarithmic, the shift of the integral momentum may lead to change of the 'original result'. More concretely, for a specific quantity which can be calculated in momentum space with a complete set of Feynman diagrams to a certain order of the coupling constant, the independent loop momenta which are integrated to infinity is correlated between these diagrams, and are not free to be set for each single one without referring to the others. If one momentum in some of the diagram(s) is not correctly assigned, this can correspond to a shift on this momentum from its correct one for this (these) diagram(s). The final result hence can be changed when the corresponding divergence degree is high. One generally can employ regularization to deal with the divergent terms for the purpose of the proper finite result. For example, if one starts from a divergency-free Lagrangian, as in dimensional regularization scheme (D.Reg.), the setting of the independent integral momenta could be free from any ambiguity. The reason is that D.Reg. can be understood as to define a QFT in D-dimension space-time, and in this space-time the theory does not have any divergent integral. However, there may be ambiguity in various regularization schemes themselves. And in principle, regularization is not necessary but only a technique for feasibility in practice. Only in the case it will not lead to any ambiguity, it is helpful and useful. Furthermore, some regularization schemes are applied to the 'original' divergent integral of each diagram, but what is the 'original definition of the divergent integral' for each diagram, even formally?

We have pointed out that, in four-dimension Minkowski space-time, in which all present basic physical QFT’s are defined, there exists the 'original definition of the integral' \[^1\], \textit{at least when only considering the S-matrix theory}. This was provided in Dyson’s original paper \[^2\] for S matrix calculation in momentum space, hence in the following referred as 'Dyson scheme'. It also had been introduced in many QFT text books (see, e.g., \[^3\]), but later was ignored, especially after the D.Reg. emerged and dictated most of the practical calculations. This original definition is not dependent on the regularization and is of no ambiguity in any of the Feynman diagrams. Starting from this definition, one can explore ways to do the calculations, e.g., those divergences of high degree to be cancelled, and the proper finite or to the most logarithmically divergent results are obtained. Then, the setting
of the independent integral momenta is free from change by shift. The definition based on
the Dyson paper is very simple, just as the following when writing down the propagators and
vertices for a Feynman diagram in momentum space: Any propagator with momentum $q$ has
an extra $\left[ \int \frac{d^4q}{(2\pi)^4} \right]$ 'operator', i.e., should this integration on $q$ to be done in the calculation of
the Feynman diagram; any vertex has an extra factor $(2\pi)^4\delta(\sum_i q_i)$ (with $q_i$, each momentum
of all the propagators attaching to the vertex, incoming). The latter is just the momentum-
energy conservation of each vertex. This means not to integrate the Dirac $\delta$ function of each
vertex at the beginning. Such a simple essence implies that calculation for S-matrix in QFT
DOES NOT have the ambiguity of integral momentum assigning from the starting point.
The delta functions are to be integrated only when irrelevant from introducing shift of any
momentum in the integrand (or shift allowed for logarithmic divergency or finite).

This essence can be better understood by recalling the Feynman propagator in coordinate
space expressed by the momentum integration, which is well defined and only singular on
light cone (see, e.g., [4]). In the definition, the exponential factor $e^{ik\cdot(x-\mu\cdot y)}$ is very impor-
tant. It is by integrating the space-time variable in the exponential which is inherent in the
calculation of the S-matrix, that one gets the momentum-energy conservation $\delta$ function cor-
responding to each vertex [2] (reflecting the relation of the momentum-energy conservation
and space-time displacement invariance). At the same time, the integration on the momen-
tum is retained, and we get the 'Feynman Rules' in momentum space as partially mentioned
in the above paragraph. Naturally, the original integral variables, i.e., the momenta which
are originated from the expression of each of the propagators in momentum space, are the
'original' integral momenta for each certain single diagram. Only that these momenta are
now related and restricted to each other by the corresponding $\delta$ functions from the vertices,
and this relation is the most important relation in the following calculation, as we will show.
This also, in the amplitude, determines the functional form of each of the factors coming
from the propagators.

In this paper we apply this Dyson scheme to investigate the axial vector current anomaly
(ACA). As is well known, in ACA calculation each of the one-loop triangle diagram is linearly
divergent, the free shift of integral momentum of each single diagram is not guaranteed, and
one encounters the problem how to assign the independent integral loop momentum of each
Feynman diagram. Alternatively, when employing the D.Reg., one has to face and solve
the $'\gamma_5'$ problem. But this is a good arena for Dyson scheme. Since the calculation is
straightforwardly in four-dimension Minkowski space-time, it is free from the $\gamma_5$ definition ambiguity. At the same time, since there is no ambiguity to assign the integral momenta in Dyson scheme, regularization is not needed in the calculation procedure. The divergencies are naturally cancelled and the definite finite result is obtained. As the final result is finite, renormalization is not needed. no extra (physical) renormalization condition is introduced. In this case the unambiguity of the Dyson scheme is quite nontrivial.

In Sec. 2, we write down the vector and axial vector currents to be discussed, and show the Dyson scheme naturally leads to vector current conservation. In Sec. 3, we first demonstrate formally the axial vector current conservation in the Dyson scheme. Then a detailed calculation is done, employing only the relations of the loop momenta provided by the $\delta$ function of each vertex. This calculation finally leads to the logarithmic symmetric (tensoral) integration to be determined. In Sec. 4, we devote to investigate this logarithmic symmetric integration, especially the surface term and boundary condition, to show how the self-consistent and gauge invariant result is obtained. Conclusions and discussions are in Sec.5.

2. DEFINITION OF CURRENTS AND CONSERVATION OF VECTOR ONE

For a Dirac field which is the solution of the Dirac equation with a gauge interaction (We restrict our discussion for this most conventional case only for simplicity), the vector current and the axial vector current can be constructed as $j_{\mu} = \bar{\psi}\gamma_{\mu}\psi$, $j_{A\mu} = \bar{\psi}\gamma_{\mu}\gamma_5\psi$, respectively (for some purpose we may need an antisymmetrical one). The current as a whole should be the singlet of the gauge group, and hence summation of the inner quantum number is indicated. From the Dirac equation, we have $\partial^\mu j_\mu = 0$ and $\partial^\mu j_{A\mu} \propto m$. When $m = 0$, the axial vector current also is a conserved current. These are formal result from (Dirac) equation of motion, and the derivation is valid for both classical and quantum cases (i.e., Dirac equation of field operators). For the quantum case at tree level, this conservation is respected. However, It has been pointed out that the conservation of axial vector current at $m = 0$ is broken at loop level [5–8].

Until now, all the calculations to give this conclusion employ some kind of regularization (even the path integral way) because of the divergencies of mediate steps (e.g., those of the individual Feynman diagram) [9]. The calculation of the one loop triangle diagrams is the
explicit demonstration and is the key point of the study of the anomaly [10]. Each triangle diagram is linearly divergent, the calculation encounters the ambiguity of how to set the independent integral momentum and/or the ambiguity of the regularization scheme. As we have mentioned, and will show by the following calculations that the original Feynman rules for S-matrix of the Dyson scheme are of no ambiguity on the assignment of the integral momenta; and that the cancellation of divergencies between diagrams are as natural result rather than as purpose or restriction to direct the calculations.

FIG. 1: Two triangle diagrams. The kind and index of each vertex are labeled. These two diagrams are related by exchanging the indices $\nu_1$ with $\nu_2$ and $k_1$ with $k_2$ simultaneously.

To concentrate on the key point, we only consider the massless Fermion case, and start from the amplitudes (see Fig. 1, also see, e.g., [11]):

$$ P_{\mu} \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_1) \delta(q_3 - q_2 - k_2) \frac{tr(\gamma'^\nu \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma'}{q_1^2 q_2^2 q_3^2}, \quad (1) $$

$$ P_{\mu} \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_2) \delta(q_3 - q_2 - k_1) \frac{tr(\gamma'^\nu \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma' \gamma'}{q_1^2 q_2^2 q_3^2}. \quad (2) $$

Each of the above equations corresponds to one of the two diagrams. The coupling constant, the overall -1 factor from fermion loop and the i factors are neglected in the above amplitudes and in following calculations. Here we emphasize that the integral momenta $q_1, q_2, q_3$ in these two expressions do not mean the same, since they are just dummy variables. As a matter of fact, the cancellation of divergencies happens at integral level not the integrand level, which is typical of this Dyson scheme and will be seen in the following. As convention, the S-matrix and T-matrix have the relation $S = I + iT$, and the matrix element between initial and final states $iT_{fi} = i(2\pi)^4 \delta(P_f - P_i) M_{fi}$, for the case without the presence of any external classical field which breaks the space-time displacement invariance. Here we
keep all the integral momenta, each of which corresponds to one of all the propagators respectively and hence keep all the δ functions, each of which respectively corresponds to one of all the vertices. The δ function corresponding to the initial-final state energy momentum conservation is contained in the δ functions of all vertices. After integrating over them, one will get the above form of T-matrix element with the \( \mathcal{M}_{fi} \) only containing the integration of the independent loop momenta, without the δ functions attached to the vertices. This is the standard procedure in developing the Dyson-Wick perturbation theory in the interaction picture \[2\]. The four-momentum conservation δ function attached to each of the vertices is the result of integration of space-time contained in the perturbative expansion of the S-matrix, and is the manifestation of space-time displacement invariance. Our way to employ the Dyson scheme is that we do not 'integrate out' any of the δ functions corresponding to each of the vertices until the situation that one of the momenta does not appear in the integrand except the δ functions. So here we deal with the matrix elements \( T_{fi} \) rather than \( \mathcal{M}_{fi} \), and the \( (2\pi)^4 \) factors are just cancelled between the integral variable denominator and the factor before each δ function.

It is obvious that, \( \int dx f(x)\delta(x - a) = \int dx f(a)\delta(x - a) \). This means that the relations of different momenta are solid to everywhere in momentum space, until the boundary at infinity. Any replacement by the relations \( P = q_1 - q_2 \) and \( q_3 = q_1 - k_1 = q_2 + k_2 \) in the following can be done without setting any special integral momenta or doing shifting. So we get, corresponding to the above Eqs. (1) and (2),

\[
\int d^4q_1d^4q_2d^4q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_1)\delta(q_3 - q_2 - k_2)\frac{tr(\gamma^{\nu_1}\not{q}_1(\not{q}_1 - \not{q}_2)\gamma^5\not{q}_2\gamma^{\nu_2}\not{q}_3)}{q_1^2q_2^2q_3^2}, \tag{3}
\]

\[
\int d^4q_1d^4q_2d^4q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_2)\delta(q_3 - q_2 - k_1)\frac{tr(\gamma^{\nu_2}\not{q}_1(\not{q}_1 - \not{q}_2)\gamma^5\not{q}_2\gamma^{\nu_1}\not{q}_3)}{q_1^2q_2^2q_3^2}. \tag{4}
\]

It looks as if some terms can be quadratic divergent. But we will show them to the most linear.

However, before exploring the axial vector, we first get the result that the vector current is naturally conserved.

The vector current conservation is to calculate the expressions which can be obtained
from Eqs., (1,2) or (3,4) with the vertex $\gamma^\mu\gamma^5$ replaced by $\gamma^\mu$:

\[
\int d^4 q_1d^4 q_2d^4 q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_1)\delta(q_3 - q_2 - k_2) \frac{tr(\gamma^\mu \gamma^2 \gamma^\nu \gamma^3)}{q_2^2 q_3^2} \tag{5}
\]

\[
-\int d^4 q_1d^4 q_2d^4 q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_1)\delta(q_3 - q_2 - k_2) \frac{tr(\gamma^\nu q_1 \gamma^\mu q_2)}{q_1^2 q_3^2} \tag{6}
\]

\[
\int d^4 q_1d^4 q_2d^4 q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_2)\delta(q_3 - q_2 - k_1) \frac{tr(\gamma^\nu \gamma^2 \gamma^\mu q_3)}{q_2^2 q_3^2} \tag{7}
\]

\[
-\int d^4 q_1d^4 q_2d^4 q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_2)\delta(q_3 - q_2 - k_1) \frac{tr(\gamma^\nu \gamma^2 q_1 \gamma^\mu)}{q_1^2 q_3^2} \tag{8}
\]

Now in each term of Eqs. (5,7) ((6,8)), $q_1$ ($q_2$) only appears in the delta functions, so can be integrated to eliminate, and we get

\[
\int d^4 q_2d^4 q_3\delta(q_3 - q_2 + k_1 - P)\delta(q_3 - q_2 - k_2) \frac{tr(\gamma^\mu q_2 \gamma^\nu q_3)}{q_2^2 q_3^2} \tag{9}
\]

\[
-\int d^4 q_1d^4 q_3\delta(q_1 - q_3 + k_2 - P)\delta(q_1 - q_3 - k_1) \frac{tr(\gamma^\nu q_1 \gamma^\mu q_3)}{q_1^2 q_3^2}, \tag{10}
\]

\[
\int d^4 q_2d^4 q_3\delta(q_3 - q_2 + k_2 - P)\delta(q_3 - q_2 - k_1) \frac{tr(\gamma^\nu \gamma^2 q_2 q_3)}{q_2^2 q_3^2} \tag{11}
\]

\[
-\int d^4 q_1d^4 q_3\delta(q_1 - q_3 + k_1 - P)\delta(q_1 - q_3 - k_2) \frac{tr(\gamma^\nu \gamma^2 q_1 q_3)}{q_1^2 q_3^2}. \tag{12}
\]

Here we see the terms Eq.(9) with Eq.(12) as well as Eq.(10) with Eq.(11), are just negative to each other at integral level. So the summation must be zero. To see this more clearly, one can replace the dummy variables $q_3, q_2$ in (9) and (11) by $q_1', q_3'$ respectively. We see the very advantage of this Dyson scheme is that the cancellation is on the integral level but not simply the integrand level.

We also would like to address, employing the relations provided by the $\delta$ functions, we can simplify/derive the above zero result in many ways, e.g., as we will done on the following axial vector current case. The above one is the most simple, which relies on the symmetric property of the trace of the one loop triangle diagram on $\nu_1$ and $\nu_2$.

At the same time, one can observe that this is a simple application of the Furry theorem. According to the Furry theorem, the summation of these two diagrams, even without contracting with the momentum $P^\mu$, should be zero. But explicit calculation implies that, this simplest case of Furry theorem, i.e., this triangle diagrams with three vertices, can be non-zero if the integral momenta are not properly set. The reason is of course the existence of
the linear divergency of each diagram. However, without assigning the independent integral momentum, but straightforwardly starting from the original Feynman rules of the Dyson scheme, one can demonstrate that the Furry theorem is true for this case. Then by applying the Furry theorem, we conclude that to the triangle diagram level, vector current must be conserved. To employ the above Feynman rules without integrating the \( \delta \) functions, and to employ the charge conjugation operator to demonstrate that the summation of these two diagrams equals to zero, can be found in many QFT textbooks.

3. AXIAL VECTOR CURRENT IN DYSON SCHEME

Now let’s turn back to the axial vector current case. A simple demonstration that the summation of two triangle diagrams is zero, i.e., anomaly-free, can be done by the similar way as the above derivation for vector current: From Eqs. (3), (4)

\[
-\int d^4q_1d^4q_2d^4q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_1)\delta(q_3 - q_2 - k_2)\frac{tr(\gamma^5\gamma^{\nu_1}\not{q}_2\gamma^{\nu_2}\not{q}_3)}{q_2^2q_3^2} \tag{13}
\]

\[
+\int d^4q_1d^4q_2d^4q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_1)\delta(q_3 - q_2 - k_2)\frac{tr(\gamma^5\gamma^{\nu_1}\not{q}_1\gamma^{\nu_2}\not{q}_3)}{q_1^2q_3^2}.
\]

\[
-\int d^4q_1d^4q_2d^4q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_2)\delta(q_3 - q_2 - k_1)\frac{tr(\gamma^5\gamma^{\nu_2}\not{q}_2\gamma^{\nu_1}\not{q}_3)}{q_2^2q_3^2} \tag{14}
\]

\[
+\int d^4q_1d^4q_2d^4q_3\delta(q_1 - q_2 - P)\delta(q_1 - q_3 - k_2)\delta(q_3 - q_2 - k_1)\frac{tr(\gamma^5\gamma^{\nu_2}\not{q}_1\gamma^{\nu_1}\not{q}_3)}{q_1^2q_3^2}.
\]

Now as the vector current case, in each term of the above two expressions, \( q_1 \) or \( q_2 \) only appears in the \( \delta \) functions, so can be eliminated by integration. We get

\[
-\int d^4q_2d^4q_3\delta(q_3 - q_2 + k_1 - P)\delta(q_3 - q_2 - k_2)\frac{tr(\gamma^5\gamma^{\nu_1}\not{q}_2\gamma^{\nu_2}\not{q}_3)}{q_2^2q_3^2} \tag{15}
\]

\[
+\int d^4q_1d^4q_3\delta(q_1 - q_3 + k_2 - P)\delta(q_1 - q_3 - k_1)\frac{tr(\gamma^5\gamma^{\nu_1}\not{q}_1\gamma^{\nu_2}\not{q}_3)}{q_1^2q_3^2}, \tag{16}
\]

\[
-\int d^4q_2d^4q_3\delta(q_3 - q_2 + k_2 - P)\delta(q_3 - q_2 - k_1)\frac{tr(\gamma^5\gamma^{\nu_2}\not{q}_2\gamma^{\nu_1}\not{q}_3)}{q_2^2q_3^2} \tag{17}
\]

\[
+\int d^4q_1d^4q_3\delta(q_1 - q_3 + k_1 - P)\delta(q_1 - q_3 - k_2)\frac{tr(\gamma^5\gamma^{\nu_2}\not{q}_1\gamma^{\nu_1}\not{q}_3)}{q_1^2q_3^2}. \tag{18}
\]
Here we see that the terms (15) with (18), as well as (16) with (17), are just negative to each other at integral level. So the summation must be zero. Again, we see the advantage of this scheme, the cancellation is on the integral level but not simply the integrand level.

On the other hand, we take a more 'complex' way to do the derivation, to see some subtle elements for this anomaly-free result. From Eqs. (1) and (3),

\[
T_1 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_1) \delta(q_3 - q_2 - k_2) \\
\times \frac{-q_1^2 \epsilon^{\nu_1 \nu_2 \beta} q_{2\alpha} q_{3\beta} + q_2^2 \epsilon^{\nu_1 \nu_2 \beta} q_{1\alpha} q_{3\beta}}{q_1^2 q_2^2 q_3^2}.
\]

From eqs. (2) and (4),

\[
T_2 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_2) \delta(q_3 - q_2 - k_1) \\
\times \frac{-q_1^2 \epsilon^{\nu_2 \nu_1 \beta} q_{2\alpha} q_{3\beta} + q_2^2 \epsilon^{\nu_2 \nu_1 \beta} q_{1\alpha} q_{3\beta}}{q_1^2 q_2^2 q_3^2}.
\]

The above \( T_1 \) and \( T_2 \) are tensors and have two Minkowski indices \( \nu_1, \nu_2 \) to be contracted with two photon polarization vectors, respectively. At first look, it seems quadratically divergent, but to the most linearly divergent. The reason is simply that to contract with the totally asymmetric tensor, those four momenta must be different to each other for non-zero result.

The way to cancel the linear divergency is between these two diagrams. We employ the relations \( q_1 = q_3 + k_1, q_2 = q_3 - k_2 \), and relations like \( \epsilon^{\nu_1 \nu_2 \beta} q_{2\alpha} q_{2\beta} = 0 \):

\[
T_1 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_1) \delta(q_3 - q_2 - k_2) \\
\times \frac{-(q_3^2 + 2q_3 \cdot k_1) \epsilon^{\nu_1 \nu_2 \beta} q_{2\alpha} k_{2\beta} + (q_3^2 - 2q_3 \cdot k_2)(-\epsilon^{\nu_1 \nu_2 \beta} q_{1\alpha} k_{1\beta})}{q_1^2 q_2^2 q_3^2}.
\]

By this way we can see that \( T_1 \) is to the most linearly divergent, and can be separated in to two parts, one is linear and the other is logarithmic, \( T_1 = T_{LI1} + T_{LG1} \). This way also

---

\[1\] Employing the way to prove the Furry theorem, i.e., employing the charge conjugation operator, one finds these two diagrams equal to each other. Combined with the above zero result of the summation, this may indicate that the \( \gamma_5 \) in fact inherently nullize each diagram, which only superficially appears as infinite.
helps us to get a result without $q_3$ in the linear-divergent integrand.

$$TLI_1 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_1) \delta(q_3 - q_2 - k_2) \times -\epsilon^{\nu_1 \alpha \nu_2 \beta} q_{2 \alpha} k_{2 \beta} - \epsilon^{\nu_1 \alpha \nu_2 \beta} q_{1 \alpha} k_{1 \beta} q_1^2 q_2^2$$

$$= 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_2 - k_1 - k_2) \times -\epsilon^{\nu_1 \alpha \nu_2 \beta} q_{2 \alpha} k_{2 \beta} - \epsilon^{\nu_1 \alpha \nu_2 \beta} q_{1 \alpha} k_{1 \beta} q_1^2 q_2^2. \quad (22)$$

The second equation is obtained just because $q_3$ cancelled between numerator and denominator in the integrand, and only appears in $\delta$ functions. So $q_3$ can be integrated and eliminated. $TLI_1$ can be combined with corresponding terms in $TLI_2$ in the following. On the other hand,

$$TLG_1 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_1) \delta(q_3 - q_2 - k_2) \times -2q_3 \cdot k_1 \epsilon^{\nu_1 \alpha \nu_2 \beta} q_{2 \alpha} k_{2 \beta} + 2q_3 \cdot k_2 \epsilon^{\nu_1 \alpha \nu_2 \beta} q_{1 \alpha} k_{1 \beta} q_1^2 q_2^2 q_3^2. \quad (23)$$

Correspondingly, similar can be done on $T_2 = TLI_2 + TLG_2$, using relations from the $\delta$ functions, $q_1 = q_3 + k_2$, $q_2 = q_3 - k_1$, as well as the property of the totally antisymmetric tensor:

$$T_2 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_2) \delta(q_3 - q_2 - k_1) \times -(q_3^2 + 2q_3 \cdot k_2) \epsilon^{\nu_2 \alpha \nu_3 \beta} q_{2 \alpha} k_{1 \beta} + (q_3^2 - 2q_3 \cdot k_1) (-\epsilon^{\nu_2 \alpha \nu_3 \beta} q_{1 \alpha} k_{2 \beta}) q_1^2 q_2^2 q_3^2. \quad (24)$$

Hence

$$TLI_2 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_2) \delta(q_3 - q_2 - k_1) \times -\epsilon^{\nu_2 \alpha \nu_3 \beta} q_{2 \alpha} k_{1 \beta} - \epsilon^{\nu_2 \alpha \nu_3 \beta} q_{1 \alpha} k_{2 \beta} q_1^2 q_2^2$$

$$= 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_2 - k_1 - k_2) \times -\epsilon^{\nu_2 \alpha \nu_3 \beta} q_{2 \alpha} k_{1 \beta} - \epsilon^{\nu_2 \alpha \nu_3 \beta} q_{1 \alpha} k_{2 \beta} q_1^2 q_2^2$$

$$= 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_2 - k_1 - k_2) \times \epsilon^{\nu_1 \alpha \nu_2 \beta} q_{2 \alpha} k_{1 \beta} + \epsilon^{\nu_1 \alpha \nu_2 \beta} q_{1 \alpha} k_{2 \beta} q_1^2 q_2^2. \quad (25)$$
\[ TLG_2 = 4 \int d^4q_1 d^4q_2 d^4q_3 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_2) \delta(q_3 - q_2 - k_1) \times -\frac{2q_3 \cdot k_2 \epsilon^{\nu_1 \alpha_1 \beta} q_{2_\alpha} k_{1_\beta} + 2q_3 \cdot k_1 \epsilon^{\nu_2 \alpha_2 \beta} q_{1_\alpha} k_{2_\beta}}{q_1^2 q_2^2 q_3^2}. \] (26)

Now it is clear that in the summation of the integral \( TLI_1 \) and \( TLI_2 \), the integrand can be summed to get (corresponding terms in these two integrands: \( 1_1 \& 2_2, 2_1 \& 1_2 \)), with \( q_1 - q_2 = k_1 + k_2 \),

\[ LG_3 = TLI_1 + TLI_2 = 4 \int d^4q_1 d^4q_2 \delta(q_1 - q_2 - P) \delta(q_1 - q_3 - k_1 - k_2) \left( \frac{2 \epsilon^{\nu_1 \alpha_2 \beta} q_{1_\alpha} k_{2_\beta}}{q_1^2 q_2^2} \right). \] (27)

Now the summation of the two diagrams of the axial vector current is \( TLG_1 + TLG_2 + LG_3 \). It is logarithmic, and can be treated with the standard way without the need of any regularization. The calculations can be done all in four-dimension Minkowski space-time. One can use Feynman-Schwinger parameterization, shift, and Wick rotation to show that the logarithmic terms are cancelled by symmetric integration and get the final result (see next section).

In the above derivation, \( k_1^2 \) and \( k_2^2 \) do not appear in linear divergent terms (in fact do not appear in all divergent terms). So our discussion on the cancellation of high degrees of divergencies is of no relevance with the physical condition of the momenta \( k_1^2 \) and \( k_2^2 \). However, we would like to address again that the momentum conservation of each vertex is intrinsic in the Feynman rules, which plays the central rôle in the above derivation.

4. LOGARITHMIC SYMMETRIC (TENSOR) INTEGRATION AND AXIAL VECTOR CURRENT ANOMALY

The calculation on \( TLG_1 + TLG_2 + LG_3 \), algebraically a little longer than the above, is quite standard and conventional. So we will not put the details here. We write down the details in above sections just because they are not normal. Here for the calculation on \( TLG_1 + TLG_2 + LG_3 \), only the following key point has to be discussed, which is pointed out long ago but not full analyzed: After the Feynman-Schwinger parameterization, and the shift is made (which will not change the result [12]), the logarithmically divergent symmetric integration

\[ \int d^4l \frac{l^{\mu} l^{\nu}}{(P - \Delta)^3}. \] (28)
are to be calculated by the following way, and the boundary condition for issues such as Feynman propagators in Dyson scheme has to be explicitly employed. We start from

\[ \partial_\mu \left( \frac{l_\nu}{(l^2 - \Delta)^2} \right) = \frac{g^\mu\nu}{(l^2 - \Delta)^2} - \frac{4l_\mu l_\nu}{(l^2 - \Delta)^3} = \frac{l^2 g^\mu\nu - 4l_\mu l_\nu}{(l^2 - \Delta)^3} - \frac{\Delta g^\mu\nu}{(l^2 - \Delta)^3}. \]  

(29)

So, we have

\[ \int d^4 l \frac{l_\mu l_\nu}{(l^2 - \Delta)^3} = \int d^4 l \partial_\mu \left( \frac{l_\nu}{(l^2 - \Delta)^2} \right) + \int d^4 l \Delta \frac{g^\mu\nu}{(l^2 - \Delta)^3}. \]  

(30)

In the above equation, employing the Gaussian theorem in 4-dimension Minkowski (phase) space, the first term at the right-hand side is

\[ \int d^4 l \partial_\mu \left( \frac{l_\nu}{(l^2 - \Delta)^2} \right) = \int d\sigma \partial_\mu \left( \frac{l_\nu}{(l^2 - \Delta)^2} \right). \]  

(31)

d\sigma^\mu is the differential element of the three-dimension hypersurface as the boundary of the whole four-dimension Minkowski phase space, the conjugation of the four-dimension Minkowski spacetime in which the Dyson perturbative theory is defined. As the Gaussian theorem allows, the three-dimension hypersurface boundary can be as far away as possible. Then this surface integral Eq. (31) equals to zero, which is a nontrivial conclusion by the definition of the free Feynman propagator adopted by the Dyson perturbative theory.

As we all know, the Feynman propagator is defined as a contour integral of the complex \( k^0 \) plane. To have a definite result taking into account the poles, one must require \( k^0 > |\vec{k}| \) (In fact we generally take the contour with \( k^0 / |\vec{k}| \to \infty \)). However, for employing the Gaussian theorem and to be consistent with this boundary condition of the free Feynman propagator, one can require a boundary in infinity and with the \( k^0 \) much much larger than \( |\vec{k}| \). The reason is that the hypersurface of the Gaussian theorem can be much much larger than 'necessary', with only requirement that the volume in the hypersurface covers the whole integration volume. So on such a hypersurface the integrand is vanishing and we get the zero result of the Eq. (31). This also precisely define the boundary condition of the Dyson scheme. We can put the boundary hypersurface like this because the 'elements' in perturbative calculation in the Dyson scheme of the interaction picture 2 is the free theory (propagator/Green function), free spacetime, free vacuum, and the scattering theory is a static solution. The asymptotic solution for a 'single' particle is described as the summation

\[ ^2 \text{More precisely, the 'renormalized interaction picture', see, P. T. Matthews and A. Salam, Phys. Rev. 94 (1954)185.} \]
of a plane wave and a sphere wave, as the solution of the homogeneous and inhomogeneous Helmholtz Equations, respectively. In this standard case we can put the $|\vec{k}|$ as large as possible, also put $k^0$ as large as possible, while requiring $k^0$ much much larger than $|\vec{k}|$ (This seems consistent with the contour with $k^0/|\vec{k}| \to \infty$, which not changed by Wick rotation). Hence the 'most far'—especially most far for $k^0$—hypersurface integral as right-hand side of Eq. (31) can be zero.

By the above discussion, we see in four-dimension Minkowski phase space,

$$\int d^4l \frac{l^2 g^{\mu\nu} - 4 l^\mu l^\nu}{(l^2 - \Delta)^3} = \int d^4l \frac{\Delta g^{\mu\nu}}{(l^2 - \Delta)^3} = -\frac{i\pi^2}{2} g^{\mu\nu}, \quad \text{(32)}$$

or, equally the tensor integration written as

$$\int d^4l \frac{l^\mu l^\nu}{(l^2 - \Delta)^3} = \frac{1}{4} \int d^4l \frac{g^{\mu\nu}}{(l^2 - \Delta)^2}. \quad \text{(33)}$$

This equation guarantees the zero result of $TLG_1 + TLG_2 + LG_3$ in Dyson scheme. This result gives an explicit example of the difference between Minkowski space from the Euclid one. For the latter, one may take the most simple periodic boundary condition with the time component $k^0$ at the same footing as the space components, and hence a straightforward replacement $l^\mu l^\nu \to \frac{1}{4} l^2 \delta^{\mu\nu}$ can be taken. But this does not respect the relation $k^0 > |\vec{k}|$. This relation, as explained in the above paragraph, must be respected since our standard scattering theory of the Dyson scheme is a four-dimension covariant (Minkowski) realization of the stationary solution of the Helmholtz Equation.

There is another very crucial point relevant with this symmetric integration. The axial vector current, or the summation of these two triangle diagrams without contracted with the momentum on the axial vertex (e.g., without contracted to $P^\mu$ in Eqs. (1, 2)), should respect the U(1) (vector) gauge invariance. I.e., when the polarization vector contracted with the corresponding vector vertex index is replaced by the corresponding photon four momentum, the result should be zero. This can be checked to be true in Fig. 1 on the vertices $\nu_1$ or $\nu_2$. There are again two ways. The simpler is similar as Eqs. (15-18). But one can also do more complex calculations as above, replacing the photon four momentum by the loop momenta (e.g., in Fig.1 to replace $k_1$ by $q_1 - q_3$. This can be done in each diagram guided by two $\delta$ functions for the photon coupling vertices.). Again, the symmetric integration (33) is necessary for the gauge invariance.

Hence, in the Dyson scheme, straightforward in four dimension Minkowski spacetime, without regularization, via the formal way or via the detailed calculation employing the
symmetric (tensor) integral investigated above, one can get the situation that all three
currents, one axial vector and two vector ones, consistently conserve at the same time.

As a matter of fact, the above investigation is restricted in only the case of the S-matrix
theory of QFT in free vacuum, i.e., stationary solution of scattering theory in four-dimension
Minkowski spacetime [2], rather than any other problems. In general, QFT models are
dynamics models and each is characteristic of a group of partial differential equations (equiva-
ently, Lagrangian), which can be applied to diverse kinds of problems besides the stationary
S-Matrix theory. Each corresponds to a certain specific physical conditions, e.g., boundary
conditions, and could be represented in terms of specific Lorentz invariant Green functions
for the specific problem. The S-matrix problem in free vacuum is only one of many possible
cases of solutions of QFT models, and is characteristic of the free Feynman propagators as
Green functions. So that the claim ‘the Dyson scheme is unambiguous’ here only is restricted
to the S-Matrix theory. Hence the conventional ACA calculations with various methods of
regularization [5–8], (maybe) supplementary boundary conditions or physical inputs to elim-
inate any uncertainties, are not restricted to be understood as within the Dyson scheme.
For a large amount of physical problems which can take the Euclidean spacetime solution,
such as the strong CP problem with an Euclidean soliton solution, one can adopt the naïve
symmetric integration with the replacement $l^\mu l^\nu = l^2 g^{\mu \nu}$, employing the Euclidean boundary
condition. Then one can get the ACA result, with $T L G_1 + T L G_2 + L G_3 = \frac{1}{4 \pi^2} \epsilon^{\nu_1 \nu_2 \nu_3 \nu_4} k^{\nu_1} k^{\nu_2} k^{\nu_3} k^{\nu_4}$.

5. CONCLUSION AND DISCUSSION

In conclusion, in this paper we demonstrate that the most original Dyson scheme is
definite. The Feynman diagrams can be calculated in four-dimension Minkowski phase space
without regularization. Gauge invariance is respected. The ACA can be calculated without
ambiguity. It can also relates with a certain definite boundary condition in momentum
space. For this purpose the logarithmically divergent symmetric (tensorial) integration is
clarified. We clearly connect this integral with the boundary condition on the hypersurface
at infinity in the Minkowski phase space. The definition of the free Feynman propagator
in Minkowski phase space can determine the boundary condition and this also means that
(effective)space-time properties other than Minkowski can lead to other kind of boundary
condition and hence physics. This idea can be applied to various problems (modeling or
calculation). As a simple example in calculation, the well known ’change by shift in a linear integral’ of Jauch and Rohrlich book [12]

\[ \int d^4k \frac{k^\mu \gamma_\mu}{((k - p)^2 + a)^2} - \int d^4k \frac{k^\mu \gamma_\mu + p^\mu \gamma_\mu}{(k^2 + a)^2}, \tag{34} \]
equals to

\[ -\int d^4k \frac{p^\mu \gamma_\mu}{(k^2 + a)^2} + \int d^4k k^\mu \gamma_\mu \left( \frac{1}{((k - p)^2 + a)^2} - \frac{1}{(k^2 + a)^2} \right). \tag{35} \]

By only momentum shift (since to the most logarithmic) we can get it as

\[ -\int d^4k \int dz p_\nu \partial_\nu^\mu \frac{k^\mu \gamma_\mu}{(k^2 + a + p^2 z(1 - z))^2}. \tag{36} \]

To get the dz integral we have employed Eq. (A5-13) of Jauch and Rohrlich [12] for Eq. (35). The above integral of the total differential again can be written as surface integral by Gaussian theorem. In this way we need not employ the symmetric integration as Jauch and Rohrlich \((k^\mu k_\nu \rightarrow \frac{1}{4} k^2 g_{\mu \nu}, \) corresponding to the case the surface integral not vanishing\), hence eliminate any uncertainty. The concrete value can be obtained at specified boundary condition for the concrete surface integral value. Especially when we adopt the surface integral vanishing, we can get that the shift will NOT change this linear integral. This is an example of the relation of surface integral vanishing and the momentum routine invariance, as pointed by [13]. This kind of boundary condition is not restricted to the logarithmic though not able to solve all high order divergence cancellation problems. As another example which also can be found from [13], the quadratic case, which appears, e.g., in the well known one-loop QED photon self-energy. The latter has the reputation that there are in history many ways to ’solve’ the correct form by considering gauge invariance and seems ’having to’ employ a regularization which respect gauge invariance. However, one can easily check by rewriting the superficial quadratic terms into the surface form in four dimension Minkowski phase space, one can always get the correct gauge invariant logarithmic form by requiring surface integral vanishing.
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