Specific features of feed-forward neural networks application in classification and regression problems in algology
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Abstract. Abundance and biological diversity of phytoplankton communities, investigated in this work, are often used as a marker for the determination of environmental health and fresh water quality. Presently their routine analysis is very time consuming and expensive. A lot of articles are devoted to the development of a system for an in situ automated analysis of phytoplankton properties. However, the applied problems of biology, ecology and, in particular, algology usually are associated with some difficulties due to shortage and/or fuzziness of the experimental data. Hence, while using neural network modelling a set of specific problems can occur. In this article on the base of experimental data several such problems are presented and possible solutions are suggested. In particular, the illogical behavior of classifying neural network is revealed, while studying the biological diversity of cyanobacteria, and the original technique for results validation is presented. This problem is investigated on a set of spectroscopic data, recorded by means of confocal laser scanning microscopy. The generalization quality of the trained model is studied as the main learning parameter. Another problem of shortage dataset is examined in the frames of regression model for bioplankton abundance. This problem is solved by means of feed-forward back-propagation neural networks with two hidden layers. The modelling was carried out on a small experimental selection (only 39 observations were available), despite this, the relatively high determination coefficient was obtained for the training and test samples, while using dropout layout.

1. Introduction
Phytoplankton abundance and its biological diversity are the most common issues in ecological context, due to their importance for environmental health assessment in various water bodies. They are universally accepted indicators for an algae community response to environmental changes and for estimation of a system-level eutrophication. The quantification of temporal and spatial phytoplankton distribution within lakes and other reservoirs is important for estimating primary production and dominating phytoplankton species, since it is well established that excessive algal growth (algal booms) can be harmful to aquatic ecosystems. [1–3].

Nowadays the direct measurement of the biological processes is still not only difficult, but also expensive and time-consuming, thus the need for new methods is evident [4]. Moreover, the
complexity of current data acquisition and processing techniques makes effective on-line monitoring and control impossible. A lot of articles are devoted to the development of an in situ automated systems for analyzing the phytoplankton properties [5, 6]. However, most of the applied problems in biology, ecology and, particular, in algology usually are associated with some difficulties due to shortage and/or fuzziness of the experimental data. Recently, novel fluorescence methods were suggested to automate the data acquisition process for environmental monitoring of phytoplankton [7, 8]. Apart from this, several new data processing methods were elaborated to improve the automatic algae species discrimination and phytoplankton abundance prediction [9–13].

From mathematical point of view the estimation of phytoplankton abundance and biological diversity represent the problems of regression and classification, correspondingly. In general, both of these problems deals with a set of observations which are characterized by several features. The classification of observations is a vital application problem in most scientific areas. While solving the classification problem each observation should be mapped to some known target class [14, 15]. The solution of this problem is associated with the elaboration of a correct model with minimal classification errors, as well as with verification of the results of applying such model to the known and unknown observations. The regression problem is a some kind of prediction model, where the solution process is reduced to the determination of a certain function, which mapping a set of independent variables (features) to a set of dependent variables (output parameters). The solution of this problem deals with the minimization of the error between measured and predicted values. Thus the only difference between these two cases is that mapping in classification problem is conducted into discrete finite set of classes, while in regression problem the output values belong to a continuous set.

In the field of computer modeling both of these problems are well-known to be successfully solved by application of feed-forward artificial neural networks (ANN) with backpropagation [1, 2, 12, 13, 16–18]. And in both cases supervised learning is used to train ANN. However, some peculiarities make this analysis not so easy and straightforward. First of all, shortage and/or fuzziness of the experimental data may produce uncertain and ambiguous results. But in contrast to other mathematical models ANN does not need rigorous data preprocessing [15, 19]. Else, the weak predictability of the results quality for concrete ANN model is one of the central problems of the machine learning, which enforce the necessity to obtain a vast amount of trained models with following selection of the best ones. And the last but not least problem is that the neural network is a black-box model, and presently there are no effective methods to analyze and control its operation. All these problems should be solved in each special case separately.

In this paper we present some common hints of solving ANN problems listed above on the base of two examples the taxonomic classification of cyanobacteria and the phytoplankton abundance prediction. In particular, during the solution of classification problem the illogical behavior of classifying neural network was detected, while studying the biological diversity of cyanobacteria. The generalization quality of the trained model is studied as the main learning parameter. Here the illogical behavior means that the trained ANN gives a high classification accuracy and has a good ability for internal generalization, but at the same time fails in external generalization [20, 21]. This problem is investigated on a set of spectroscopic data, recorded by means of confocal laser scanning microscopy. In this work we suggest a special results validation technique to reveal such behavior among correctly trained models. During the solution of the regression problem for prediction of phytoplankton abundance some difficulties occur due to the shortage of experimental dataset (only 39 observations were available). This problem is solved by inserting of the dropout layer into ANN with two hidden layers [22]. Although the modelling was carried out on a small experimental dataset, a relatively high determination coefficient was obtained for the training and test samples.
2. Material and Methods

2.1. Data acquisition and treatment

For the classification problem 307 sets of seven single-cell fluorescentce spectra for cyanobacterial cells, belonging to 23 different strains (classes), were obtained by means of confocal laser scanning microscopy (CLSM). Cyanobacterial strains were provided by Core Facility Center for Culture Collection of Microorganisms of the Research Park of St. Petersburg State University. In the CALU collection the cyanobacterial strains are numbered and for the clarity of further narration the CALU numbers for corresponding strains were used below. To record self-fluorescence spectra of living cyanobacterial cells CLSM Leica TCS-SP5 was used. The obtained intrinsic single-cell fluorescence spectra are convenient for statistical processing and for subsequent computer analysis via various mathematical methods. For each cell 7 fluorescence emission spectra, corresponding to 7 excitation wavelengths (405, 458, 476, 488, 496, 514, 543 nm) were analyzed. Each initial spectrum is an array of 38-45 numbers. The main problem of this dataset is due to the high non-uniformity of the initial data and non-balanced class sizes (different number of observation in each class). The data preprocessing included the extraction from initial dataset the integral and statistical characteristics, which describe the shape of each spectrum [23]. A set of 63 features, describing the shape and statistical characteristics of single-cell seven-spectra set, has been determined for each observation. All 63 features were fitted to the range of [-1,1], which is convenient for ANN training.

For the regression problem the experimental observations were obtained at three biological scientific stations on southern and middle knee of the Kola bay littoral (The Barents sea). Data was collected every month from September, 2012 to September, 2013 – the total sample consists of 39 observations [24]. The input data include physicochemical parameters of the water (temperature, salinity, pH, dissolved oxygen, oxygen saturation of the water, biochemical oxygen consumption, ammonium nitrogen, nitrite nitrogen, nitrate nitrogen, phosphates), as well as the target phytoplankton abundance to be predicted. Obviously, to build a correct model the input data should be normalized, since some of the features initially differ by an order of magnitude. In this work, the linear normalization was carried out to bring the input and output values to the range of [0.1, 0.9].

2.2. Models development

Feed-forward ANN is a system of functional elements (so-called neurons), combined in layers and connected with each other in the adjacent layers. In such networks, signal propagates from input layer to output layer. The number of ANN layers and neurons on them can varied (figure 1).
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**Figure 1.** Common neural network architecture.

For each neuron of the network (except input layer neurons), the incoming signal is a weighted sum of signals from previous-layer neurons. While neuron proceeding input signal, it transforms it in accordance with activation function:
\[ z_i = F \left( \sum_{j=1}^{L} w_{ij} h_j \right), \]  
\[ (1) \]

where \( z_i \) – output signal of \( i \)-th neuron, \( h_j \) – value of \( j \)-th input signal, \( w_{ij} \) – weight between \( i \)-th and \( j \)-th neuron of two adjacent layers, \( L \) – number of neurons in previous layer, \( F \) – activation function on \( i \)-th neuron. Due to specific architecture of ANN, as a set of layers and a set of neurons on them, and due to the nonlinearity of activation functions the whole model have a high level of nonlinearity. The input layer size is given by the length of feature vector. And the size of the output layer is defined by a number of output parameters of the considered problem.

It should be mentioned here, that the weights initialization, i.e. the distribution law, by which the initial weights are generated, also plays an important role in an ANN design. The ANN training process as well as the obtaining result depends on the weights initialization. And the selection of weights initialization depends on ANN architecture, training parameters and input data characteristics.

2.2.1. ANN for classification problem. For multiclass classification problem (more than two classes), size of ANN's output layer equals to a number of target classes. In considered classification problem a feature vector size is 63, and the number of target classes is 16, so the neural network has 63 and 16 neurons on the input and output layers, respectively. During the investigation of various architectures, a model with one hidden layer with 31 neurons was selected, as the best fitting for considered problem. As an activation functions the hyperbolic tangent is used at hidden layer and Softmax function is used at output layer:

\[ F_j(s) = \exp(s_j) / \sum_{j=1}^{L} \exp(s_j), \]
\[ (2) \]

where \( s_j \) – state of neuron (weighted sum) on \( i \)-th neuron, \( s_j \) – state of neuron on \( j \)-th neuron , \( L \) – number of neurons in layer. Softmax is conventional function for multiclass classification problem, as the output vector of this function for one observation can be interpreted as a probabilities distribution of belonging to target classes.

During the preliminary study LeCun and He weight initializations were rejected [25]. Among three weight initializations the Xavier one was selected:

\[ W \sim U \left( -\sqrt{\frac{6}{L_k + L_{k+1}}} , \sqrt{\frac{6}{L_k + L_{k+1}}} \right) \],
\[ (3) \]

where \( U \) – uniform distribution, \( k \) – layer number, \( L_k \) – size of \( k \)-th layer.

For model optimization adaptive moment estimation method (Adam) with the Nesterov amendment was applied [26]. This is a first order method, that approximate the second order methods, i.e. it uses not only gradient of error, but also simulates an Hessian of error. It has been successfully used in computational biology [27]. This optimization method is tuned with following parameters: learning rate \( \eta = 0.05 \), momentum coefficient \( \nu = 0.001 \) and regularization coefficient \( \rho = 0.001 \). As a metric for error calculation the categorial cross-entropy is used:

\[ E = -\sum_{i=1}^{L} y_i \ln y_i , \]
\[ (4) \]

where \( y_i \) and \( y_j \) is obtained and expected value on \( i \)-th neuron of the output layer, respectively, \( L \) – size of output layer. It should be noted, that cross-entropy is better than mean square error for training of classifying neural networks, because it allows to measure distance between two distributions of probability. Whole dataset partition on training and test dataset is formed randomly in ratio 7:3. Final validation of the results was conducted on datasets belonging to new classes, that are not involved in training process. ANN model and traning algorithm were implemented on MATLAB software.
2.2.2. **ANN for regression problem.** To determine the best fitting ANN architecture for considered regression problem, the neural networks with one, two and three hidden layers and different number of neurons on them were investigated. As a result, ANN with two hidden layers with 9 and 5 neurons on them, respectively, was chosen. According to feature vector size, the number of input-layer neurons was set to 10. Since there is only one dependent variable in the considered problem, the output layer contains one neuron. Similarly to classification problem, the hyperbolic tangent was used here as the activation function on hidden layers. Usually a linear function is recommended for building regression models, but since the output values in the considered problem belongs to the interval [0, 1], the activation function Relu was initially selected: \( F(x) = \max(0, x) \). However, later it was revealed that such zeroing of negative values affects the learning process incorrectly, namely, in some cases, ANN stops learning and for all observations of the dataset gives a zero result. To fix this problem, the activation function at the output layer was replaced with ELU [28], which has a non-zero gradient for negative values. During this study the uniform and normal distribution laws with various parameters were considered for weights initialization. Finally, it was found, that different models with the same architecture are trained most stably, when the normal distribution law with a standard deviation of 0.65 and mean value 0 for initializing weights on the basic neurons was used, and the uniform distribution in the range [−1.5, −0.5] for a bias neurons at the hidden layers and the fixed value of 0.35 for a bias neuron at the output layer were applied.

Model was trained with NAdam (Nesterov-accelerated Adam) method [29] at learning rate \( \eta = 0.0003 \) (for this method there is no momentum coefficient) without regularization Also NAdam is the first order method like Adam that approximate second order methods. Whole dataset partition on training and test datasets was done by datasets belonging to different experimental stations. Training dataset consists of the data from two selected stations and for test dataset the data from one station was used. The considered neural network and selected traning algorithm were implemented on Python using Keras.

3. **Results and discussion**

Usually the analysis of the trained ANN model quality starts from estimation of error variation during training process. On this step overfitting (i.e. when error for test dataset starts to increase after reaching some minimal point, while for training dataset it still decreases) or underfitting (i.e. when error for training dataset stops changing and stay at high level) may be detected. In addition to the error function some other metrics can be used during training process, that better represents the model quality and easy to interpret. For classification problem such additional metric is a classification accuracy and for regression problem is a determination coefficient. They both better represents the model quality and helps to estimate the generalization quality of the trained ANN.

Next step is the analysis of model’s generalization quality. Generalization is very important characteristic of ANN, since it reflects the model’s ability to process correctly new data. Unfortunately, there is no unified method to check generalization quality in the case of small dataset (number of samples < 500) considered in this investigation, thus we will apply different ones in each special case.

3.1. **ANN illogical behavior in classification problem**

The ordinary shape of error function for models used in this work is presented on figure 2(a). Such slope shows that the model was trained correctly. At the same plot the variation of accuracy during learning process is shown, which reaches 97% for this model.

For classification problem it is a common practice in addition to error function build a confusion matrix, that shows how much observations are wrongly classified. This matrix can be built for any classifying methods and can be used for calculation of precision, recall and F1 metrics. This metrics describes quality of model better than accuracy, but only for enough big datasets. This leads to the fact that metrics calculated for entire dataset do not provide information about probability of false prediction of observation. In the case, when classifier is based on ANN with Softmax function at the
output layer it is possible to calculate averaged probability distribution within each class (or averaged class likelihood), i.e. the averaged probability of assigning the observations of a specific class to corresponding target classes. That averaged probability can be represented as a bar chart (see figure 2(b)).

Figure 2. ANN classification results for observations from 16 target classes, corresponding to different cyanobacterial strains. (a) – cross-entropy (left axis) and classification accuracy (right axis) versus number of epochs (Model 1); averaged class likelihood bar charts: (b) – for target classes (Model 1); (c) – for unknown classes (Model 1); (d) – for unknown classes, included in training process (Model 2). The numbers on the x-axis and in the legend indicate numbers of strains from CALU collection.

Another way to improve generalization quality control is to use observations that doesn’t belong to any target class, but information about similarity of these observations to known ones are available. In this work the similarity information was previously obtained by using linear discriminant analysis and calculating Mahalanobis distance [21]. This method of analysis can detect deep logical problems of trained ANN models. Classification results for additional seven unknown classes are presented on figure 2(c). This diagram reveals problems for classes with numbers 601 and 550. Comparing the results for previously selected model with results another model with less overall accuracy 95%, it can be noticed that the last model shows better generalization quality (figure 2(d)). Such behavior of the first ANN model can be called the illogical, which is due to the incorrect weights optimization during training process, and as a consequence, leads to low generalization quality.

3.2. Rising ANN generalization quality in regression problem
For regression problem the determination coefficient was used as an additional metric, like an accuracy in classification problem, and was tracked during the whole training process (figure 3(a)). According to its variation the beginning of overfitting can be clearly revealed around 1000-th epoch. In this area, the determination coefficient for the test sample reaches its maximum value (0.458), while the determination coefficient for training dataset is 0.579.
Figure 3. Training results for regression models, predicting phytoplankton abundance: (a), (b) – Model without dropout layer; (c), (d) – Model with dropout layer. (a), (c) – variation of the determination coefficient during training process, (b), (d) – plot of measured and predicted values at the optimal epoch for three experimental stations (Station 1, 2 – training sample; Station 3 – test sample).

A plot of measured and predicted values calculated at the optimal 1060-th epoch (figure 3 (b)) shows, that despite of rather low values of the determination coefficients, most of all experimental points are close to the test sample. The predicted values for the training dataset are close enough to the measured values. However, for several higher values of phytoplankton abundance the prediction error increases noticeably. The main problem of this model is that overfitting starts very fast (the shape of determination coefficient curve near the optimal epoch is very sharp). Usually, if the determination coefficient is much higher for training dataset than for test sample the generalization quality is low. Moreover, at the early epoch a high model error occur. In case of sharp shape of the determination coefficient curve near optimal epoch, more accurate procedure of early stopping and obtaining best model with good generalization is required. One of the existed methods to improve generalization quality of ANNs and make learning curve smoother is the use of dropout layer [22]. This layer does not perform any non-linear transformations, but placing between layers it randomly zeroing input signals at each neuron during training process. Thereby, this layer prevents neurons in a subsequent layer from learning only by one hidden feature. In this research, a dropout layer was added after the first hidden layer. The zeroing probability for each neuron was set at 10%. For the considered model, training results in the presence of a dropout layer are presented in figure 3(c). For this model a significant increase in the determination coefficient on the test sample was observed. At the optimal epoch (10000) the determination coefficient increases up to 0.9 and 0.639 for training and test dataset, respectively.

Comparison of the prediction results at the optimal epoch for the model without and with dropout layer (figure 3 (b) and figure 3 (d)), shows significant result improvement in the presence of dropout
layer, i.e. the predicted values lie closer to measured data for both datasets (training and test). There still are some problems with highest abundance values in the test dataset, but seems they are due to the restriction of training process. The effectiveness of dropout application for small samples is due to the fact, that during the training process an indirect augmentation of the input data occur. As a result of adding dropout layer, two problems were solved: the sharp slope of determination coefficient curve was smoothed and the generalization quality was significantly improved.

4. Conclusion
The use of automatic physical and chemical measuring systems with following ANN data processing has provided a substantial increase in the ability to monitor effectively the environmental parameters of coastal and fresh waters. However, some problems during ANN modelling can occur, such as illogical behavior and low generalization quality. In each special case these problems should be solved separately according to the required results. In this work we demonstrate two simple solutions of the common biological problem of shortage and fuzziness of the experimental data.
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