In the practical application of large-scale photovoltaic module monitoring, adopting wireless sensor network (WSN) technology is a method worth researching. With increasing nodes in the wireless sensor network, widely existing clock skew, increased geometrically, is bringing about greater energy consumption. Due to the random distribution of nodes, in order to improve the transmission efficiency and reduce the computational load of the coordinator, the node processor needs to use edge computing for preliminary analysis. This paper puts forward an improved energy-efficient reference broadcast synchronization algorithm (ERBS). This algorithm firstly calculates the average phase offset of nonadjacent nodes in the network after receiving a message. It then uses the least square method to solve the clock skew to achieve high-precision synchronization of the whole network. Simulation results show that compared with RBS, the time synchronization precision of ERBS is greatly improved and synchronization times are greatly reduced, decreasing energy consumption significantly.

1. Introduction

With the development of microelectromechanical system (MEMS), wireless communications, Internet of Things, big data, and AI transforming distributed sensing, edge computing, and communication into wireless sensor nodes at a low cost and low power consumption is becoming the focus of research. These sensor nodes transmit data packets and form the network via multihop communication collaboration, which has been widely used in home appliance automation, military surveillance, environment, and human health monitoring [1–3]. However, in most practical applications, wireless sensor networks have some limitations such as limited energy, unreliability, and large-scale sensor nodes. The study on time synchronization protocol with effective energy and time synchronization precision is one of the key points in the current research [4, 5]. Clock synchronization is a basic service that provides the concept of common time in any distributed system. In particular, in different application environments, wireless sensor networks need clock synchronization of different precisions because it needs to provide a common time base for different nodes to handle the distributed tasks. The precision of time synchronization is necessary for various tasks including data fusion, locating and tracking power management, and effective media access control [6]. As sensor network nodes are used operationally at once and will be in operation for a long time after deployment, it is common to periodically set sensor network nodes to sleep mode to save battery power. Maintaining a relative time base is very important for waking up sensor nodes so that the success rate of data exchange can be improved. Therefore, a simple and efficient clock synchronization mechanism is likely to be used, where all timestamps use the same time base instead of multiple local clocks. For such a synchronization protocol, the two most important parameters that conflict with each other are high synchronization precision and low power consumption. In many applications, minimum synchronization errors must be maintained, needing resynchronization start-ups many times, increasing power consumption. Therefore, it is necessary to balance
service framework and the effectiveness of the algorithm in reducing traffic were verified. However, its algorithm also has certain limitations. The data migration process has a certain delay, and the migration process will consume corresponding resources, which will limit the efficiency of data migration to a certain extent [15]. Arunan et al. introduced a self-adaptive feature extraction fault detection and fault identification protection scheme based on edge calculation feature extraction for monitoring fault current of a microgrid. Through simulation and comparison, the effectiveness and strong noise resistance of this method in power grid protection are verified [16, 17]. On the basis of pervasive edge computing, Pei and others proposed a nonorthogonal multi-pervasive edge computing power allocation framework and a total power optimization algorithm for the internet of vehicles. This framework can minimize the system delay, and the effectiveness of the optimization algorithm is verified by simulation analysis [18]. Quan et al. proposed a multiagent deep reinforcement learning algorithm based on the delay problem of vehicle edge computing. By maximizing the distributed communication, computing, and path planning, the scalability of the algorithm was verified by experiments, which reduced the service delay and data migration cost [19, 20].

With the expansion of WSN, the number of network nodes has increased dramatically. A feature of traditional reference broadcast synchronization (RBS) algorithms is that error sources are concentrated mainly in the processing time of receiving nodes and higher synchronization precision [21–23], but with the increasing network overhead, it will influence the energy consumption of the whole system [24, 25].

This paper will complete the collection and transmission of parameters using WSN in the process of photovoltaic module monitoring. Photovoltaic module monitoring makes more demands on nodes as the source node is applied as the receiver in the photovoltaic module. Therefore, an improved ERBS algorithm is proposed based on the analysis of the RBS algorithm. The ERBS algorithm firstly calculates the average phase offset of nonadjacent nodes in the subnet of photovoltaic module monitoring after receiving a message. Then, it will solve the clock skew by the least square method. In the process of solving clock skew, the influence of environmental temperature will be considered in photovoltaic module monitoring and the synchronization precision of the whole network can be achieved, providing the basis for photovoltaic module monitoring and fault diagnosis. Different applications have different requirements for various supporting technologies of WSN. This paper studies the WSN time synchronization method for photovoltaic module monitoring field. The proposed ERBS algorithm can effectively reduce network energy consumption and enhance the reliability of network time synchronization on the basis of ensuring synchronization accuracy. It can be applied in large-scale WSN construction.

2. Problem Description

RBS is a typical synchronization method based on a receiver-receiver mechanism. It can synchronize a set of child nodes
that receive a beacon message from a common sender (the reference node is the parent node). Figure 1 is a schematic diagram of the RBS synchronization mechanism. A parent node $P$ and other nodes, $A$ and $B$, within the communication range of the parent node will complete a group of synchronization.

As shown in Figure 2, it is assumed that the parent node $(P)$ periodically sends reference broadcast beacons. Nodes $A$ and $B$ receive the $i$th beacon sent by the parent node $(P)$ at local time $T_{A(i,j)}$ and $T_{B(i,j)}$, respectively. Nodes $A$ and $B$ record the arrival time of the broadcast group and exchange timestamps with each other.

Assuming that $X_i^{(PA)}$ represents an uncertain delaying part (random delay), $d_i^{(PA)}$ represents the certain delaying part from node $P$ to node $A$ (propagation delay), then $T_{A(i,j)}$ can be recorded as

$$T_{A(i,j)} = T_{1,i} + d_i^{(PA)} + X_i^{(PA)} + \phi_i^{(PA)} + \omega_i^{(PA)}(T_{1,j} - T_{1,1}),$$

where $T_{1,i}$ is the sending time of the parent node and $\phi_i^{(PA)}$ and $\omega_i^{(PA)}$ are the clock phase offset and frequency offset of node $A$ compared to parent node $P$. In the same method, the arrival time of node $B$ is

$$T_{B(i,j)} = T_{1,i} + d_i^{(PB)} + X_i^{(PB)} + \phi_i^{(PB)} + \omega_i^{(PB)}(T_{1,j} - T_{1,1}),$$

where $d_i^{(PB)}$, $X_i^{(PB)}$, $\phi_i^{(PB)}$, and $\omega_i^{(PB)}$ represent fixed delay, random delay, clock phase offset, and frequency offset of node $B$ to the reference node, respectively. From formulas (1) and (2), we can get

$$T_{A(i,j)} - T_{B(i,j)} = \phi_i^{(PA)} + \omega_i^{(PA)}(T_{1,j} - T_{1,1}) + d_i^{(PA)} - d_i^{(PB)} + X_i^{(PA)} - X_i^{(PB)},$$

Among them $\phi_i^{(PA)} \pm \phi_i^{(PB)} - \phi_i^{(PA)}$ and $\omega_i^{(PA)} \pm \omega_i^{(PB)} - \omega_i^{(PA)}$ are phase offset and frequency offset of nodes $A$ and $B$ while receiving the $i$th broadcast group from the parent node, $X_i^{(PA)}$ and $X_i^{(PB)}$ are random variables of a normal distribution with a mean value of $\mu$ and variance of $\sigma^2/2$. Elson et al. proved that after receiving the reference message, the phase offset of the local time difference between any two receiving nodes follows Gaussian distribution that $\mu = 0$, $\sigma = 11.1 \mu s$ [21].

The RBS algorithm uses the broadcast characteristics of the wireless channel to send multiple reference broadcast synchronization messages to the sender and the receiving nodes adjust their own time by calculating the local time difference of receiving synchronization messages and exchanging timestamps, so synchronization is achieved.

The main error source of RBS algorithms is the time delay of the receiver, and its biggest feature is to eliminate the sending time delay and access time delay of the reference broadcast message on the critical path from the sending node to the receiving node. Therefore, the time synchronization of the receiving node will be closer. While solving the synchronization problem of WSN, the accessing time of channels in the media access control (MAC) layer is the biggest source of error, so it is very important to further study the defects in the RBS algorithm and find an improved algorithm.

### 3. Design of ERBS Algorithm

Due to the characteristics of phase offset and frequency offset of the RBS algorithm [26, 27], the realization of the ERBS algorithm can be divided into two steps. The first step is to estimate the uncertain phase offset and the second is to estimate the frequency offset of nodes. In estimating frequency offset, the influence of temperature on synchronization precision needs to be considered and then the overall evaluation can be conducted on the performances of the improved algorithm.

Clock drift is accumulated in one period, and random delay is closely related to timestamps. Figure 3 shows the relationship between synchronization error, clock skew, and random delay, which applies to discussions about the ERBS algorithm. In Figure 3, measurement modeling refers to the establishment of the functional relationship of the measurement model according to clock drift and random delay. Calculation of the estimated value refers to estimating the relationship between synchronization error and clock drift by linear regression based on the measurement model of timestamps. Taylor approximation expansion refers to the linearization of nonlinear calculations based on the relationship among synchronization error, clock drift, and random delay, which can reduce computational complexity and improve the execution efficiency of the algorithm on the premise of ensuring synchronization precision and energy consumption [28, 29]. The absolute error refers to the phenomenon that the node may lead or lag the master node in the synchronization process, and the adoption of absolute error is to solve this problem. The analysis of the synchronization error source shown in Figure 3 provides effective support for the design of the ERBS algorithm.

In a WSN composed of photovoltaic module monitoring nodes, each monitoring subnet contains $n+1$ nodes (generally set as $200 \leq n \leq 500$) when the parent node of the subnet sends a message (mainly including the photovoltaic module ID, voltage, current, temperature, and timestamp). Under the application background, commonly used RBS algorithms require each node in the monitoring subnet to exchange information with other $n$ nodes and then calculate the time difference by exchanging information. With the increase of
n, to achieve time synchronization of the whole network, the amount of information exchanging between nodes has increased sharply, putting enormous pressure on the whole WSN communication overhead. Aiming to increase energy consumption caused by synchronization data interaction in the RBS algorithm, the ERBS algorithm was improved accordingly.

The specific implementation steps of the ERBS algorithm are as follows:

(i) Numbering n receiving nodes in the photovoltaic module monitoring subnet

(ii) The parent node sends an information packet containing the photovoltaic module ID, voltage, current, temperature, and timestamp

(iii) n receiving nodes receive packets, and the local reference time is determined according to the time of receiving the packets

(iv) The information packets containing timestamps are received by the node interactions

(v) Each receiving node calculates the offset value of the timestamps based on the received information packets

(vi) The receiving node first calculates the phase offset using the estimation method

(vii) Further calculations of the frequency offset are performed considering the working temperature of photovoltaic modules

3.1. Estimation of Phase Offset. Figure 4 shows the estimation of the phase offset of three receiving nodes. Compared to the traditional RBS algorithm with an increasing number of nodes and sent messages, the increase of algorithm execution time for the ERBS algorithm is not obvious, the growth of algorithm complexity is limited, and the increase of the network’s energy consumption is limited. The main reason is that the ERBS algorithm gave up any information interaction between two nodes, and it did not focus on the information transmission of nonadjacent nodes, effectively saving the amount of data interaction and improving the energy efficiency of time synchronization [30, 31].
While estimating the phase offset, the focus is to calculate two nonadjacent nodes. Assuming that as $p$ and $q, p \in n, q \in n$, and $p - q \neq \pm 1$, because it is nonadjacent, $T_{r,k}$ represents the recorded local time, while node $r$ receiving the information packet $k$, among that $r \in n, m$ represents the amount of information, and $\varphi$ represents the phase offset.

\[
\varphi = \frac{1}{m} \sum_{k=1}^{m} (T_{r,k} - T_{n,k}).
\]

(4)

Otherwise, according to literature [21], assuming that the phase offset follows Gaussian distribution with an average of 0 and variance of $\sigma_n$ if the condition is $\varphi$ then the measurement value of phase offset is $x = [x_1, x_2, \cdots x_n]^T$, and the conditional probability density function is

\[
p(x | \varphi) = \left(\frac{1}{\sqrt{2\pi\sigma_n}}\right)^N \exp\left[-\frac{1}{2\sigma_n^2} \sum_{i=1}^{N} (x_i - \varphi)^2\right].
\]

(5)

Then, the probability density function $\varphi$ is

\[
p(\varphi) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left[-\frac{(\varphi - \mu)^2}{2\sigma^2}\right].
\]

(6)

We assume that the condition is

\[
C = \int_{-\infty}^{\varphi-r} p(\varphi | x)d\varphi + \int_{\varphi+r}^{\infty} p(\varphi | x)d\varphi = 1 - \int_{\varphi-r}^{\varphi+r} p(\varphi | x)d\varphi.
\]

(7)

When $C$ is the minimum value, the right side integral is the maximum. If $\hat{\varphi}$ is the estimated value of the phase offset, then the necessary condition for the maximum value is

\[
\frac{\partial \ln p(\varphi | x)}{\partial \varphi}{\bigg|}_{\varphi = \hat{\varphi}} = 0.
\]

(8)

Formula (8) is the biggest posterior equation of $\varphi$:

\[
p(\varphi | x) = \frac{p(x | \varphi)p(\varphi)}{p(x)},
\]

(9)

\[
p(x) = \int_{-\infty}^{\infty} p(x | \varphi)p(\varphi)d\varphi = \int_{-\infty}^{\infty} p(x | \varphi)p(\varphi)d\varphi.
\]

(10)

By getting the logarithm towards formulas (9) and (10) and partial derivative of $\varphi$, the solution definition of $\hat{\varphi}$ is as follows:

\[
\left[ \frac{\partial \ln p(x | \varphi)}{\partial \varphi} + \frac{\partial \ln p(\varphi)}{\partial \varphi} \right]_{\varphi = \hat{\varphi}} = 0.
\]

(11)

Because $\varphi$ conforms to the Gaussian distribution, the equation above can be simplified as

\[
\frac{\partial \ln \left\{ \left( 1/\sqrt{2\pi\sigma_n} \right)^N \exp\left[-\sum_{i=1}^{N} (x_i - \varphi)^2/2\sigma_n^2\right] \right\}}{\partial \varphi} + \frac{\partial \ln \left\{ \left( 1/\sqrt{2\pi\sigma} \right) \exp\left[-(\varphi - \mu)^2/2\sigma^2\right] \right\}}{\partial \varphi} = 0.
\]

After further simplifying, we can get

\[
\sum_{i=1}^{N} \frac{x_i - \varphi}{\sigma_n^2} + \frac{\mu - \varphi}{\sigma^2} = 0.
\]

(13)

Setting $\varphi = \hat{\varphi}$, then

\[
\hat{\varphi} = \sum_{i=1}^{N} \frac{x_i}{\sigma_n^2} \times \frac{\sigma_n^2\sigma^2}{N\sigma_n^2 + \sigma^2}.
\]

(14)

Formula (14) is the estimated value of phase offset.

3.2 Estimation of Clock Frequency Offset. The clock drift of WSN nodes is caused by changes in the frequency of the crystal oscillator. The counter will reduce by one for each oscillation. When it is reduced to 0, one interrupt process is generated, which can realize the sending of a packet. During this process, if the crystal oscillator has a larger clock skew, the timestamp carried by the sending packet will have a large error, resulting in the network time synchronization generating an offset value, which is more than a set. After realizing one interrupt process, the counter will reload the starting value from the hold register. It is assumed $\rho$ is the maximum drift speed; if two clocks drift in opposite directions relative to UTC, the possible difference value is $2\rho\Delta t$ during the time $\Delta t$ after synchronization. For a WSN operating system, assuming the difference between every two clocks does not exceed $\delta$, then it must resynchronize at least within $\delta/2\rho$. In this algorithm, the local time of node $i$ at the physical time

t is defined as

\[ T_i(t) = \frac{1}{f_0} \int_{t_0}^{t} f_i(t) \, dt + \sigma_i, \]  

(15)

\( f_0 \) is nominal frequency, \( f_i(t) \) is the real frequency of the crystal oscillator, in usual cases that \( f_i(t) \neq 1 \); \( \sigma_i \) is the time offset of node \( i \) accumulated before moment \( t_i \) and \( t \) and \( t_0 \) are real physical times. In the short term, the frequency of the crystal oscillator is fixed, assuming that \( f_i(t) = \nu \), we can get a more simplified time model.

\[ y = \nu x + \sigma, \]  

(16)

where \( \nu \) represents the frequency drift of nodes and \( \sigma \) represents the initial phase offset of nodes. Based on formula (16), a linear model is adopted to realize parametric fitting through the least square method.

\[ \nu = \bar{y} - \sigma \bar{x}, \]  

(17)

\[ \sigma = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sum_{i=1}^{n} (x_i - \bar{x})^2} = \frac{\sum_{i=1}^{n} x_i y_i - n \bar{x} \cdot \bar{y}}{\sum_{i=1}^{n} x_i^2 - n \bar{x}^2}. \]  

(18)

By fitting parameter \( r \) like formula (19), the compensation of clock frequency drift can be completed.

\[ r = \frac{\sigma_y^2}{\sigma_x \sigma_y} = \frac{\sum_{k=1}^{n} (X_k - \bar{x})(Y_k - \bar{y})}{\sqrt{\sum_{k=1}^{n} (X_k - \bar{x})^2} \cdot \sqrt{\sum_{k=1}^{n} (Y_k - \bar{y})^2}}. \]  

(19)

The above discussion is one that assumes that the output frequency of the crystal oscillator has a stabilized value. The reality is that, no matter what the model the oscillator is, it has its clock parameters. For example, the clock frequency of a quartz crystal oscillator changes by 40 ppm, which means that in every second the derivation of the clock will reach of a quartz crystal oscillator changes by 40 ppm, which means that in every second the derivation of the clock will reach.

\[ f_i(t) = \phi_0 + k_i (t_i - t_0) + \omega_i[n], \]  

(20)

where \( \phi_0 \) is the clock skew of the reference temperature of node \( i \) at moment \( t_0 \), \( k_i \) is the shift coefficient of the node, \( t_i [n] \) is the temperature of node \( i \) in the \( n \)th sampling interval, \( \omega_i[n] \) is the random shift noise brought by other environmental elements and quantization error, and it follows the \( N(0, \sigma^2_y) \) normal distribution [32, 33]. In this paper, every sensor node has a temperature sensor that can measure the real-time environmental temperature. According to the parameter manual of the crystal oscillator, you can check the influence of reference temperature on the clock skew. However, due to different photovoltaic modules, different nodes have a different clock skew and drift coefficient that is related to the air humidity, the node’s supply voltage, and the life of the crystal oscillator. In different application backgrounds, these factors need to adopt different calibration methods.

Considering the influence of temperature on clock frequency offset, to obtain complete-time synchronization, it is necessary to estimate the clock frequency offset based on the estimation of the clock phase offset. Based on formula (3) in the assumed model of clock frequency offset, \( T_{B(2,j)} \) is known and the set of the observed quantity of delay between node A and node B can be expressed as follows:

\[ U'_{i} = T_{A(2,j)} - \hat{\omega} T_{A(1,j)} = d' + \phi + X'_{k}, \]  

(21)

\[ V'_{i} = \hat{\omega} T_{B(4,i)} - T_{B(3,j)} = d' - \phi + Y'_{k}, \]  

(22)

Among them, \( X'_{k} = \omega X_{k} \), \( Y'_{k} = \omega Y_{k} \), and \( d' = \omega d \), after further observation, the Gaussian delay model is used to conduct a joint estimation of phase offset and frequency offset towards the information model described in equations (21) and (22), and the following expressions can be obtained:

\[ \hat{\omega} = \left( \frac{\left( T_{B(2,j)} + T_{B(3,j)} \right)/2}{\left( T_{A(1,j)} + T_{A(4,j)} \right)/2} \right)^2 - \left( \frac{\left( T_{B(2,j)} + T_{B(3,j)} \right)/2}{\left( T_{A(1,j)} + T_{A(4,j)} \right)/2} \right)^2, \]  

(23)

\[ \hat{\phi} = \left( \frac{\left( T_{B(2,j)} + T_{B(3,j)} \right)/2}{\left( T_{A(1,j)} + T_{A(4,j)} \right)/2} \right)^2 - \left( \hat{\omega} \left( T_{A(1,j)} + T_{A(4,j)} \right)/2 \right)^2. \]  

(24)
4. Analysis of Simulation Results

4.1. Simulation Environment and Settings of Parameters. To verify the effectiveness of the improved ERBS algorithm, the mathematical model of node clocks has been established using the software environment MATLAB, whose parameter of the crystal oscillator is -30\textdegree-30 ppm. The interrupting counting value of nodes is 921600 per second and there are three nodes, the parent node $P$, node $A$, and node $B$. The round number of synchronizations changes from 2 to approximately 50 and the simulations are synchronized 1000 times. After 1000 repeated experiments, the average synchronization error value can be obtained. Meanwhile, a synchronous experimental test platform with one reference node and two receiving nodes is set up on-site. The experimental time is from 8.00 a.m. to 6.00 p.m. The curve of temperature changes during the experiment is shown in Figure 5.

Table 1: Comparison of single-hop synchronization precision.

| Synchronization algorithm | Average error (µs) | Maximum error (µs) | Minimum error (µs) | Standard deviation (µs) |
|---------------------------|--------------------|--------------------|--------------------|------------------------|
| RBS                       | 41.09              | 131.45             | 0.009              | 29.89                  |
| ERBS                      | 13.92              | 52.89              | 0.007              | 11.09                  |

Figure 6: Curves of average synchronization errors (opening timestamps on the MAC layer).

Figure 7: Curves of average synchronization errors (closing the timestamps at the MAC layer).

Figure 8: Time synchronization errors in cases of different packet loss rate.

Figure 9: MSE curves of clock phase offset.
beacon, and measurement numbers. To eliminate the influence of different datasets on the synchronization algorithm, the measurement of synchronization errors will adopt the same standard of beacon including the ID of photovoltaic modules, voltage, current, temperature, timestamps, and other data. To open the timestamps at the MAC layer, CC530 is used to offer initial frame data and chip timers are used to produce local timestamps.

4.2. Analysis of Time Synchronization Precision. While setting rounds of synchronization n that change from 2 to approximately 50, the average synchronization errors of the RBS and ERBS algorithms are shown in Figure 6. The average synchronization errors of the RBS and ERBS algorithms are 40–50 μs and 10–20 μs, respectively. The analysis found that the average synchronization errors of the RBS and ERBS algorithms are not affected much by n. The main reason is that these two algorithms only use data with a single-wheel timestamp to calculate the time deviation value. In general, the ERBS algorithm shows obvious improvement in synchronization precision.

Table 1 shows the single-hop synchronization precision of the RBS and ERBS algorithms when the round of synchronization is n = 20. The ERBS algorithm has the lowest error average and best stability of synchronization precision mainly because it calculates the average phase offset towards nonadjacent nodes, which makes full use of statistic features of time synchronization data, reducing the complexity of the operation process.

To further analyze the performances of the algorithm, if there is no timestamp on the MAC layer, Figure 7 shows the average synchronization error. Due to the large access delay and the software operating delay of the sending node, compared with Figure 6, the accuracy of the algorithm decreases to varying degrees, with an increase of about 10 μs. However, compared with the RBS algorithm, the increase of the ERBS algorithm’s average errors is the smallest. The simulation results show that random delay and operating system delay can be reduced by adding timestamps at the MAC layer, and this method influences clock skew so that the compensation of clock skew can be realized. Of course, in the network of too large scale, this algorithm may have the limitation of serious precision decline, mainly because it saves too much data exchange between adjacent nodes, and the statistical characteristics of time synchronization data and the method of adding timestamp in MAC layer are not enough to solve this problem, so it is not necessarily applicable in large-scale WSN network.

In the process of wireless transmission, the packet loss rate is always an important factor affecting synchronization precision. The influence of bit error rates in different groups on synchronization precision is simulated by the experimental addition of timestamps at MAC and analyzing the change regulations between synchronization precision and packet loss rate. Figure 8 shows the synchronization precision in cases of different packet loss rates. Observation found that with the increase of packet loss rate, the average error of the RBS algorithm increased significantly because it depends on the surrounding nodes. When the packet loss rate of data reaches 10%, the average synchronization error increases more than 20 times. The results can be a good reference for the design of a photovoltaic module monitoring system.

4.3. Analysis of the Minimum Mean Square Error of Clock Skew. The ultimate goal of parameter estimation is to look for the reachable minimum mean square error to provide support for the design of an estimator. However, the best mean squared error (MSE) design in theories is very difficult. Figure 9 shows the curves between phase offset MSE of the RBS and ERBS algorithms and rounds of synchronization and variance.
As can be seen from Figure 9, when $n$ increases and the variance decreases, the MSE of the clock phase offset gradually decreases. This is because when $n$ increases, a more local data timestamp of nodes participates in the estimation of phase offset, thus reducing system synchronization error.

Figure 10 is the relationship between clock frequency offset MSE and rounds of synchronization and synchronous interval cycles whose variance is one. As can be seen from the figure, with the increase of round synchronization $n$ and synchronous interval cycles, the MSE of the clock frequency gradually decreases. However, the increase of synchronization rounds will lead to greater message overhead, so the increase in the synchronous interval cycle can also reduce synchronization efficiency. Therefore, it is necessary to make overall considerations and find a balance point between the MSE of clock frequency, rounds of synchronization, and synchronous interval cycles. As mentioned above, in Figure 11, when the MSE of clock frequency decreases, it is still necessary to increase the rounds of synchronization $n$ and the synchronous interval cycles, which reflect the importance of considering these factors from other aspects.

4.4. Analysis of Comparison of Energy Consumption. For the energy efficiency of large-scale networks, the ERBS algorithm
performs better. Figure 12 quantitatively analyzes the relationship between the number of nodes and the synchronization data packets in a synchronization cycle. In the case of the same number of nodes, data packets transmitted synchronously by the ERBS algorithm are fewer than that of the RBS algorithm, thus achieving better energy efficiency.

To further analyze the energy consumption of the RBS and ERBS algorithms, simulations with 300 nodes have been conducted. The result is as shown in Figure 13. The analysis found that with the increase in nodes, the energy consumption of both algorithms increased. However, compared with the RBS algorithm, the increase of energy consumption of the ERBS algorithm was smaller and was only one-third of the RBS. This is due to the fact that the information exchange between adjacent nodes is not considered, thus reducing the number of data exchange nodes and saving energy consumption. When the number of nodes increases, the energy consumption of the ERBS algorithm increases steadily, which is beneficial in solving the problem of large-scale WSN time synchronization.

5. Conclusion

Aiming at the practical application background of photovoltaic module state monitoring, this paper analyzes and discusses the problems with the RBS algorithm. Though the RBS algorithm has high synchronization precision, it is costly in terms of the network. This paper puts forward an energy-efficient WSN time synchronization algorithm, ERBS. The phase offset and frequency offset of the nodes can be solved by estimating signal parameters, effectively saving partial network expenses. The differences between the ERBS and RBS algorithms are synchronization precision, the minimum mean square error of clock skew, and energy consumption; this was put forward by a MATLAB simulation platform through comparison and validation. Simulation results show that the synchronization precision of the ERBS algorithm is 27.17 μs higher than that of the RBS algorithm. Compared with the RBS algorithm, the improved ERBS algorithm can be applied to the synchronizing topology structure of large-scale photovoltaic module monitoring with higher synchronization precision and lower energy consumption. After further expansion, it can be applied to other large-scale state monitoring scenarios [34, 35].
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