Three-dimensional particle size determination in a laminar diffusion flame by tomographic laser-induced incandescence
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Abstract
Non-intrusive measurement techniques are required to gain a comprehensive understanding about the processes of soot formation, growth and oxidation. Time-resolved laser-induced incandescence (TiRe-LII), commonly performed 0D or 2D within a flame, has proven to be a very suitable tool for the in situ sizing of soot primary particles. In this work, the technique is expanded to the third dimension by employing volumetric illumination and coupling it with a tomographic approach, which allows to computationally gain 3D information from 2D images taken at various angles. To minimize experimental cost, an approach using nine fiber bundles arranged in a semicircle around the flame and imaging the light onto a single camera is used. The technique is demonstrated on an ethene diffusion flame on a standard burner, providing spatially resolved 3D particle sizes. One focus of this work is to reveal the influence of input parameters such as the local bath gas temperature, which we measured by two-color pyrometry, and local laser fluence, which are both required for an accurate evaluation of the local particle size. It is shown that the assumption of an average temperature may result in a wrong picture even of qualitative soot size evaluation. In the end, a concept is proposed for a simultaneous determination of the 3D distribution of particle sizes through TiRe-LII and the required bath gas temperature via two-color pyrometry using a tomographic approach with only three cameras.

1 Introduction

In fuel rich combustion zones soot nanoparticles form from polycyclic aromatic hydrocarbon (PAH) clusters [1]. In a second step the individual primary particles form aggregates through collision, accompanied by ongoing surface growth and coagulation of PAHs and primary particles as well as primary particles among each other [2]. For a comprehensive understanding of this formation and growth process as well as of oxidation in the following step, the determination of the size of these primary particles is of major interest. There are various measurement techniques to investigate soot formation during combustion. While some of them are based on sampling procedures, in situ techniques allow to gain insight without perturbing the system under investigation [3]. Optical metrology plays an outstanding role in this context.

For years, time-resolved laser-induced incandescence (TiRe-LII) has been used to determine the size of nanoparticles, particularly of soot [4]. LII is based on heating an ensemble of soot particles with a short laser pulse up to approximately 3000–4000 K and detecting and analyzing the thermal radiation signal during the subsequent cooling to bath gas temperature.

Because of their larger surface-to-volume ratio small particles show a faster signal decay as compared to larger ones. A regression between the measurement data and simulated signals from sophisticated cooling models allows to infer the particle size from the LII signal decay. To model the cooling accurately, ambient conditions, such as the bath gas temperature and local fluence of the laser radiation have to be known precisely [5, 6]. Even small uncertainties in those ambient
parameters can lead to large deviations and uncertainties in the determined particle size, a result of the ill-posedness of the problem [7, 8]. Therefore, accurate measurements of the absolute particle size distribution might be challenging, while the determination of relative changes in the particle sizes within certain regions in a semi-quantitative way are very beneficial, especially for large measurement volumes. From the peak incandescence signal the soot volume fraction \( f_v \) can additionally be determined [9].

While originally TiRe-LII was mainly used for point-wise measurements [10], Will et al. [11] first realized 2D measurements, expanding the capabilities of the technique tremendously. Sun et al. [12] presented an approach to apply the planar technique in turbulent flames, which is relevant for many practical applications [13]. The challenge of 2D techniques compared to a pointwise detection with photomultiplier tubes derives from the fact that cameras have a limited repetition rate to record the signal decay curve. Therefore, approaches have been presented where either a shifting of the camera gating time [14] or an ultra-high-speed camera, capable of capturing several images within a few hundred nanoseconds [15] were used. While latter techniques allow to record the signal decay curve after a single laser pulse of one spatial particle size distribution in a turbulent process, they do not necessarily provide insight in an ongoing growth process, which usually takes place on a millisecond time scale and below [16]. Therefore, a laser with a high repetition rate and multiple high-speed cameras that can be operated in the kHz range are required. Yet, for complex realistic combustion systems, 3D information about the particle size and volume fraction evolution is necessary for a better understanding of the combustion process. For 3D measurements of soot volume fraction Hult et al. [17] used LII and scanned the flame layer by layer using a rapid mirror, but they did not measure particle sizes. Meyer et al. [18] presented a tomographic set-up using seven high-speed cameras under various angles to record 3D sequences of the soot volume fraction in a turbulent flame. Yet, besides the high expense of the laboratory set-up, they did not measure primary particle sizes with their approach. Recently, Hall et al. [19] presented an approach of tomographic particle sizing by TiRe-LII using three ultra-high-speed (10 MHz) cameras. Besides the cost-expensive experimental setup, the approach also suffered from the assumption of a constant bath gas temperature for particle size evaluation.

Set-ups employing fiber bundles were used for chemiluminescence measurements by Anikin et al. [20], however, they only performed a tomographic 2D reconstruction. More recent approaches enable three dimensional measurements with a few cameras capturing more projections utilizing fiber bundles [21, 22]. In the present work, we coupled TiRe-LII with a tomographic approach to determine 3D primary particle sizes in a laminar diffusion flame. To that end, we used an approach employing nine customized fiber bundles arranged in a semicircle around the flame and imaging the light onto a single camera, which avoids the need for many cameras, yet at the cost of the image resolution. To our knowledge, this is the first demonstration of 3D-TiRe-LII for primary particle sizing employing the evaluations for 3D temperatures and laser profiles. As local bath gas temperature is a key parameter for accurate particle sizing, in the end we suggest an approach how the present work can be extended by a simultaneous tomographic measurement by two-color pyrometry, which is performed sequentially in this work.

2 Theoretical background

2.1 LII model

There are basically two ways to evaluate TiRe-LII signals: two-color LII is based on the detection of the LII signal at two different wavelengths, from which the particle temperature can be computed, allowing for a direct measurement and comparison of the cooling curve with a simulated one [23]. For single-color LII the signal decay curve is recorded at only one detection wavelength and then compared with a simulated one from the heat transfer model. Prospecting for turbulent measurements and the need of high-speed detection equipment, the latter method is preferred in this work, reducing the experimental expenditure by a factor of two. While the accuracy is somewhat reduced (due to optical and heat transfer parameters remaining in the simulation of the signal curve) [24], the single-color approach is well suited to describe how soot size evolves within a flame. The heat transfer model used to determine the primary particle size is described in detail in previous work [7]. The measurement model presented therein is based on polydisperse size distributions for the primary particles diameter \( d_p \) as well as the radius of gyration of the aggregates \( R_g \). In this work, however, we simplify the model by first assuming a monodisperse primary particle size. Furthermore, we use an effective accommodation coefficient \( \alpha_{eff} = 0.2 \) [25] to account for the shielding effect arising from the aggregate structure. The value of \( \alpha \) is known to vary with chemical (e.g., soot age or surface chemistry) as well as physical (e.g., the aggregate morphology) properties of soot and the local gas composition [26–28]. Anyhow, it is common practice to assume a constant value of \( \alpha \) if no further knowledge is available about its local distribution in the investigated flame. Beside the thermal accommodation coefficient other parameters such as \( E(h) \) are known to vary with soot maturity as described in detail by Olofsson et al. in one-dimensional premixed flames [29]. Overall, there is a wide span of reported values in the literature [30], and because of lack of knowledge
of the variation of $E(\bar{m})$ in this type of flame, this value is assumed as constant throughout the flame in this work.

The LII signal $S_\lambda$ at a certain detection wavelength $\lambda$ is a function of the primary particle's temperature $T_p$ and can be described by:

$$S_\lambda(t) = C_{det} \cdot C_{abs,\lambda}^{pp}(d_p) \cdot I_{b,\lambda}(T_p)$$  \hspace{1cm} (1)

Here, $C_{det}$ is a scaling constant accounting for the efficiency of the detection system, $C_{abs,\lambda}^{pp}(d_p)$ is the absorption cross section of a primary particle under the Rayleigh approximation $d_p \ll \lambda$, and $I_{b,\lambda}$ is the blackbody spectral intensity for a specific temperature $T_p$. The particle temperature derives from the simplified mass- and energy balance:

$$\rho \cdot c_p \cdot \frac{\pi d_p^3}{6} \cdot \frac{dT_p}{dt} = \dot{Q}_{abs} + \dot{Q}_{cond} + \dot{Q}_{subl}$$ \hspace{1cm} (2)

with density $\rho = 1860 \text{ kg/m}^3$ [31] and heat capacity $c_p(T)$ [32]. The terms $\dot{Q}_{abs}$, $\dot{Q}_{cond}$ and $\dot{Q}_{subl}$ are the rates of energy transfer through absorption, heat conduction and sublimation, respectively. Possible additional mechanisms that only have a small share in balance such as photoemission are neglected. One feature of the model described in [7] is the coupling with a Bayesian approach. It allows to treat certain parameters of the model, e.g., the bath gas temperature, as stochastic variables rather than deterministic values. As measurement techniques deliver results afflicted with a certain error, these need to be considered for a sophisticated data evaluation: the Bayesian method is capable to account for these uncertainties in form of the prior knowledge used. In this work, we assume normally distributed probability density functions with a mean value and a standard deviation.

2.2 Two-color pyrometry

One key information required for reliable TiRe-LII evaluation is the local bath gas temperature $T_B$ varying significantly within a flame. To determine local temperatures, tomographic two-color pyrometry (2CP) measurements are conducted using two wavelength bands, centered at 600 nm and 750 nm with a full width at half maximum (FWHM) of 50 nm each. The approach is described in detail elsewhere [33], the main features are summarized here. 2CP is based on Planck’s law, describing the incandescence signal of a black body as a function of temperature $T$ and wavelength $\lambda$

$$I_{b,\lambda}(T) = \frac{2\pi h c^2}{\lambda^5} \cdot \frac{1}{e^{(hc/\lambda k_B T)}} - 1$$ \hspace{1cm} (3)

where $h$ is Planck’s constant, $c$ the speed of light and $k_B$ Boltzmann’s constant. For soot as a blue emitter [6], a correction with respect to its optical properties is required. The emissivity $\varepsilon_\lambda$ reduces the spectral exitance from a black body within the Rayleigh approximation ($d_p \ll \lambda$) according to

$$I_\lambda(T) = \varepsilon_\lambda \cdot I_{b,\lambda}(T) = \frac{4\pi d_p E(\bar{m})}{\lambda} \cdot I_{b,\lambda}(T)$$ \hspace{1cm} (4)

Here, $E(\bar{m})$ is the absorption function, which varies with wavelength. For the description of the wavelength-dependence we rely on the carefully performed work by Yon et al. [34]. Based on their work, we use values of $E(\bar{m}) = 0.28$ at 750 nm and $E(\bar{m}) = 0.30$ at 600 nm for temperature determination, the latter one also being used in the LII model described above. The ratio of two signals at different wavelengths $I_{r}$ is therefore a unique function of temperature,

$$I_{r} = \frac{C_{cal} \cdot \varepsilon_{\lambda_1} \cdot I_{b,\lambda_1}(T)}{\varepsilon_{\lambda_2} \cdot I_{b,\lambda_2}(T)}$$ \hspace{1cm} (5)

where $C_{cal}$ is the calibration constant obtained using a well-defined radiation source, as described in the Sect. 3.

2.3 Tomographic reconstruction

A tomographic reconstruction uses multiple 2D projections to rebuild a 3D object. Considering the forward problem, for any detection angle a 3D object can be projected onto a 2D image. Given multiple measured images from different detection angles, tomographic reconstruction requires to solve the inverse problem given by a set of equations:

$$p_{s,t} = \sum_{n=1}^{N} f_n \cdot W_n(s,t)$$ \hspace{1cm} (6)

Here, $p_{s,t}$ is the intensity captured by the $s$th pixel of the $t$-th projection, $W_n(s,t)$ is a weight coefficient corresponding to the $n$-th voxel and the $s$-th pixel of the $t$-th projection. The weight coefficients are determined based on the intrinsic and extrinsic parameters of the imaging and detection system, which are obtained by the MATLAB Calibration Toolbox [35]. Over the last years, multiple approaches have been presented using tomographic reconstruction in combustion diagnostics [36–38]. Due to the ill-posedness of the inversion, the quality of the reconstruction and the amplification of initial measurement noise can differ remarkably, especially with respect to the number of projection angles and their arrangement [36, 39, 40]. Furthermore, the exact reconstruction algorithm plays an important role. In our work, the algebraic reconstruction technique (ART), which is commonly used in emission tomography, is applied as it can better recover a continuous object shape, while multiplicative ART (MART) is favored in tomographic particle...
image velocimetry (PIV) for the determination of peak signals of particles [41]. We therefore decided to use the ART method, as for a first approach we wanted to make sure to have a stable reconstruction of the flame signals. However, as mentioned by Subbarao et al. [42], MART is less sensitive to noise in the input data and therefore a comparison between the reconstruction algorithms should be addressed in future work. In the ART implementation of this work, a total number of 50 iterations was used as the stop criterion. This criterion has been proven to be stable in compliance with the parameter settings as used in this work, such as the size of tomographic volume and voxel discretization. A detailed description of the reconstruction procedure is given by Floyd et al. [43].

3 Experimental set-up

The experimental set-up is depicted in Fig. 1. A 10 Hz pulsed Nd:YAG laser (Quantel Q-smart 850) with a maximum output power of 850 mJ at a wavelength of 1064 nm is used to excite the LII-signal in the probe volume. The pulse duration is 6 ns with an approximately Gaussian shaped temporal profile. A combination of a spherical concave and two cylindrical plano-convex lenses is used to expand the initial output beam diameter of 6 mm to an ellipsoidally shaped beam with a height of ~30 mm and a width of ~18 mm as depicted in Fig. 2b. The laser is operated at 580 mJ output energy per pulse, measured by a power meter, resulting in an average fluence of 0.082 J/cm², with relative shot-to-shot fluctuations of 0.6% as depicted in the histogram of 2000 single shots in Fig. 2a. Beside the overall intensity fluctuations, the beam profile shows a weak interference pattern, requiring a detailed profile measurement to account for these local fluence variations in the LII model. The average profile of eight single shots is shown in Fig. 2b, with the summation curves over both directions (black lines) overlaying the summation curves of the individual single shots in color. From shot to shot the interference pattern is maintained, the modulation of the average fluence is in the range of 3–4%; this already includes the overall intensity fluctuations of 0.6%.

To account for laser beam attenuation across the flame for the LII data evaluation the laser attenuation in the center position at HAB = 30 mm was determined by extinction measurements using a broadband light source (Energetiq, EQ-99XFC LDLS) in the wavelength band from 800 to 990 nm and a spectrometer (Ocean Optics QEPro). With wavelength dependent $E(\tilde{\nu})$ values presented by Yon et al. [34] and a length $L = 4.6$ mm (flame diameter), this results in...
a mean soot volume fraction of 3.3 ppm within the Rayleigh approximation:

\[
f_V = -\frac{\lambda \ln \left( \frac{I}{I_0} \right)}{6\pi E(\vec{m})L}.
\]  

As the soot aggregate size was not measured in this work, the scattering contribution to the laser attenuation could not be exactly quantified. Based on the work of Sorensen [44] the scattering albedo for the particle size obtained in our work is estimated to be below 15%, which could result in an overestimation of \( f_V \) below 15%. Using the extinction data, the reconstructed LII peak signals can be used to determine local \( f_V \) values, from which the beam attenuation across the flame can be determined. Ultimately, this determination should be realized in an iterative way as the attenuation already affects the reconstructed LII signal. Yet, for this first approach we use only one pass as this error may be assumed as small.

To account for all of these fluctuations as well as the nominal sensor measurement uncertainty of 5%, the local fluence \( H \) was treated as a stochastic variable in the evaluation with a normally shaped probability density function and a somewhat increased standard deviation of 7% of the mean value at the respective voxel.

The laminar diffusion flame burner used in this work, described in detail by Snelling et al. [45], consists of an inner tube with an inner diameter of \( D = 10.9 \text{ mm} \) surrounded by another tube with an outer diameter of 100 mm for a shroud flow of air, which is homogenized by a fill of glass spheres and by two porous metal disks. For ethene a flowrate of 0.12 slpm (standard liters per minute), for air a flowrate of 50 slpm is adjusted resulting in a stable flame with a height of approximately 45 mm. Compared to the flame configuration presented by Schulz et al. [46] (with a primary particle size of approximately 29 nm at 42 mm HAB center position), the reduced flow rates were chosen for two reasons. First, we wanted to capture as much of an entire flame as possible to reveal the changes in particle size, which is limited by the volumetric illumination and a sufficient laser fluence. Further, in our laboratory we had stability problems for higher flow rates because of interference from lab ventilation system. Unfortunately, for this flame no quantitative reference data are available in the literature. However, the 3D distribution of particle size will be compared qualitatively with other publications in the upcoming section.

The flame is surrounded by nine objective lenses (type: AF Nikon f/1.8) with a focal length of 50 mm, each imaging an area of \((30 \text{ mm})^2 \) onto one of the nine fiber bundle inputs. Each input is an array of \( 340 \times 340 \) fibers with a size of \( \sim 5.8 \text{ mm} \times 5.8 \text{ mm} \) and a total length of 2 m, resulting in an output array of \( 1020 \times 1020 \) elements \(( \sim 17.4 \text{ mm} \times 17.4 \text{ mm}) \). This \( 3 \times 3 \) sub-image output is depicted in Fig. 3a. A bandpass filter with a center wavelength of 600 nm and a FWHM of 50 nm is placed behind the fiber bundle output. The signals are imaged onto an intensified SCMOS camera (type: Andor iStar 18F-63) by a 60 mm AIS Nikon Micro objective lens (f/2.8). An image of the chessboard plate used for calibration of the optical set-up overlaid with a single shot LII-image 20 ns after the laser pulse is shown in Fig. 3a.

![Fig. 2](image-url)
the laser pulse is depicted in Fig. 3a. The camera and laser Q-switch are triggered by a pulse generator allowing for a variable delay time between the laser pulse and detection window of the LII signal while the gate time was kept constant at 10 ns. Ten LII signals are background corrected and averaged for each of the 20 time instants, namely (10, 20, 30, 40, 50, 100, 150, 200, 250, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300) ns after the laser pulse, acquired sequentially. Even for the last time instant (1300 ns) the background signal from the flame luminosity was below 10% of the LII signal intensity. The shot to shot signal-to-noise ratio (SNR = \( \mu / \sigma \)) evaluated in a region of interest of 25 × 25 pixels in the center flame images (red square in Fig. 3a) is SNR = 20 for the first time instant, decreasing for later time instances to, e.g., SNR = 11 at 500 ns after the laser pulse.

After the tomographic reconstruction the voxel resolution along the vertical direction is 0.25 mm, along the other two directions it is 0.135 mm in a 120×120×120 voxel domain. The actual spatial resolution is approximately 0.4 mm × 0.4 mm × 0.5 mm in x-, y- and z-direction, respectively, and was evaluated from the reconstruction of a 4th order nested cube phantom. The region covered in each sub-image is from 5 to 35 mm height above burner (HAB) outlet, corresponding to z/D-ratios from 0.46 to 3.21. Three LII signals at a HAB of 17 mm and radial voxel positions of 2.5 mm (blue), 1.0 mm (black) and 0.5 mm (red) are depicted in Fig. 3c, showing different decay behaviors and resulting particle sizes.

As the bath gas temperature is a crucial input parameter for the LII model, a second bandpass filter with a center wavelength of 750 nm and a FWHM of 50 nm is used to compute a 3D ratio map for 2CP (gate time of camera 1 μs). Ten single shot images (without laser excitation) are averaged for both wavelength range images. The two filters were chosen to obtain a sufficient SNR and decrease the effect of wavelength-dependent signal trapping. To determine the calibration constant in Eq. (5), a calibration lamp (Ocean Optics, HL-3P-CAL) is used providing a well-known radiation spectrum over a wide wavelength range.

**4 Results and discussion**

The resulting 3D temperature map from the 2CP measurements as well as the center slice image in the x-plane are depicted in Fig. 4. The observed lower temperatures in the core of the flame and the temperature increase with the radial position, followed by a rapid drop behind the flame front are in good agreement with typical temperature profiles for diffusion flames [47]. For a similar flame configuration, Yan et al. [48] reported 2D temperature maps deriving from flame images taken with a calibrated RGB-CCD camera. The overall temperature distribution is in good agreement. Yet, there are some artifacts from the reconstruction procedure and empty voxels below the signal threshold of 4% of the signal maximum (a heuristic value based on the ratio of background- to flame intensities) [33] especially at the boundaries and in the lower center region of the flame. With high probability, these high differences from pixel to pixel do not represent a physical temperature behavior and would introduce errors in the evaluation of the soot particle size. Therefore, the 3D temperature map of Fig. 4a was smoothened with a 3D median filter with a width of three voxels in each dimension. The central slice of the resulting temperature map is depicted in Fig. 4c. To account for the
uncertainty in $T_g$ introduced by this filtering procedure or, e.g., the choice of optical parameters such as $E(\tilde{m})$, in the LII evaluation $T_g$ is superimposed with a Gaussian shaped probability density with a standard deviation of 50 K. Neglecting information about the local temperature distribution will strongly influence the inferred particle size. To demonstrate this effect, instead of using local temperatures, we also employ a homogenous temperature profile with $T_g=1600$ K (approximately the mean value of the temperature profile in Fig. 4a and close to temperatures chosen by previous studies as, e.g., Chen et al. [15] at the centerline position of a turbulent flame) for the LII evaluation.

To compute the spatially resolved laser fluence, the local $f_V$ values are used to account for the beam attenuation. As the average fluence applied in this work was below the plateau regime in the LII-fluence curve, fluctuations in the local fluence may lead to a non-linear variation in the obtained LII signal and thus $f_V$-value. However, as local variations in $f_V$ average out regarding the attenuation effect along the beam path and as the total beam attenuation is only on the order of 5–10%, those local errors in $f_V$ lead to second order effects in the determination of $d_p$. Based on the 3D maps for the laser fluence, the flame temperature and the LII signals at each time instant, the primary particle size within each voxel can be obtained from a regression of the signal decay with the LII model. In this work, we evaluate two scenarios:

A) The smoothed 3D temperature map (slice depicted in Fig. 4c) with an uncertainty of 50 K and the spatially resolved fluence map accounting for beam attenuation (average of eight laser pulses) with a relative uncertainty of 7% are used.

B) The spatially resolved laser profile is used, but the flame temperature is assumed constant over the whole flame with a value of $T_g=1600$ K.

The resulting central slices of tomographic 3D maps of the primary particle size in the measurement volume are depicted in Fig. 5. The 3D distribution of the primary particle size of case A is depicted in Fig. 5a together with the slices through each dimension’s central plane depicted on the sides of the coordinate system (the slice of the x–y-plane is from a z-position at 15 mm HAB). Figure 5b, c show the central x-plane for the cases A and B, respectively, while Fig. 5d is the differential image of case B minus case A. Figure 5e shows the radial distribution of Fig. 5b, c at $z/D=1.7$.

Obviously, there is an empty core in the center of the flame, where no soot particles are present. On the flame wings soot particles form, grow with height and start to diminish again towards the tip of the flame due to oxidation. The artifacts especially on the edges of the flame can be explained by a possible slight flame movement during the recording time of the entire signal decay curve and the 2CP measurements (voxels with particles larger than 80 nm are displayed in red color to reveal obvious artifacts). Neglecting the artifacts on the right flame side, the overall trend of particle sizes with the largest particles in the annular region of the flame is in agreement with findings of planar techniques [14, 23, 49]. While a detailed uncertainty analysis is beyond the scope of this work, it must be mentioned that due to the combination of shot-to-shot fluctuations and the reconstruction algorithm the data are noisy and therefore absolute values of particle sizes might be associated with higher uncertainties than for planar techniques. While for steady,
axisymmetric flames these are certainly easier to implement, one focus of this work is to point towards future measurements in turbulent flames, in best case with a high repletion rate in the kHz range. Therefore, we want to highlight the importance of locally resolved information about $T_g$.

Case B in Fig. 5c shows the resulting particle sizes assuming a constant surrounding gas temperature of 1600 K. Compared to case A this leads to an overestimation of the particle size in the lower and in the annular region of the flame by up to 20 nm as depicted in the Fig. 5d. Considering the hot zones depicted in Fig. 4, underestimated temperatures can only be compensated by allegedly larger primary particle sizes. At the same time, for regions with lower temperatures than the 1600 K in the center of the flame, the particle sizes are underestimated if a homogenous temperature is assumed. This is depicted in Fig. 5e, where the radial distribution of $d_p$ of case A and case B along the red dashed line of Fig. 5b, c at a $z/D$ position of 1.7 is shown.

Assuming a homogenous laser profile leads to a similar (even though less drastic) overestimation of the particle size in the lower region of the flame and an underestimation of the diameters in the upper part. Without locally resolved information on $T_g$ and $H$, the particle sizes are not only shifted quantitatively, but even qualitatively, meaning that the trend of particle growth with increasing HAB within the flame is wrongly depicted. The overestimation of the particle sizes assuming a constant bath gas temperature is particularly apparent in the lower left corner of the flame.

As mentioned in the previous section, the thermal accommodation coefficient is dependent on the chemical composition of soot as well as the surrounding gas. An increasing value for the accommodation coefficient of mature soot results in an overestimation of the particle sizes. As the model predicts a faster cooling with a higher $a$ value it can only be compensated by increased decay times through larger $d_p$ values. The aggregate structure influences the accommodation coefficient as well. Considering larger aggregates at regions with larger residence times, the $a$ value should decrease due to increasing effects of shielding. This counteracts the effect of soot aging making the error by assuming a constant $a$ less pronounced. Another effect one must be aware of and which cannot be accounted for directly because of the lack of data is that of a varying $E(\tilde{m})$ value. It is known, e.g. [29], that $E(\tilde{m})$ of incipient soot particles is lower compared to that of mature soot. Because of the presumably lower values in the regions of soot formation, $d_p$ values are probably overestimated in these regions, yet this is problem pertinent to all LII-measurements of this kind and not specific to the tomographic approach.

5 Conclusions

Particle sizing by TiRe-LII was demonstrated in a three-dimensional manner, forming the basis for the acquisition of soot-formation, growth and oxidation process in a more comprehensive way than with usual 2D measurements. As compared to classic tomographic approaches, the expenditure on camera equipment was drastically reduced by using a customized fiber bundle, allowing to acquire nine images from different angels with one camera at the same time. A steady ethene diffusion flame was used for a first demonstration of the approach, of course not fully exploiting its capabilities. Yet, the analysis has also shown that with the assumption of an average temperature or laser fluence even the overall picture of soot size evolution may be completely
faulty. While the fluence profile of the laser may be obtained in a single calibration measurement, a simultaneous acquisition of the 3D temperature distribution is thus essential for application in a non-stationary flame. While an approach with two cameras each for TiRe-LII and 2CP measurements is straightforward, the task might also be accomplished with only three cameras for high-speed measurements where high-speed equipment is required. To this end one high-speed laser and three high-speed cameras running in the kHz range would be needed: two cameras equipped with the same bandpass filters and delayed by a few hundred nanoseconds for the detection of the LII-signal decay after the laser pulse. A third camera, equipped with another bandpass filter, could be synchronized with one of the other cameras to accomplish 2CP measurements in between the laser pulses. This approach would require an additional beam splitter, switching of gate times between LII and 2CP measurements and possibly a temporal interpolation of the temperature field for the LII evaluation if the temperature measurement is not executed very shortly before the laser pulse.

However, thanks to existing tomographic approaches employing fiber bundles, this technique for 3D high-speed particle sizing would still come at manageable experimental cost.
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