ON ECKER’S LOCAL INTEGRAL QUANTITY AT INFINITY FOR ANCIENT MEAN CURVATURE FLOWS

KEITA KUNIKAWA

Abstract. We point out that Ecker’s local integral quantity agrees with Huisken’s global integral quantity at infinity for ancient mean curvature flows if Huisken’s one is finite on each time-slice. In particular, this means that the finiteness of Ecker’s integral quantity at infinity implies the finiteness of the entropy at infinity.

1. Introduction and Results

There are two monotone integral quantities along mean curvature flow. One is Huisken’s (global) integral quantity \[7\], and the other is Ecker’s (local) integral quantity \[3\]. It is known by Ecker that these two integral quantities coincide with each other as a limit at zero. The purpose of this paper is to show a relation between them at infinity for ancient mean curvature flows. More precisely, we prove that Ecker’s integral quantity coincides with Huisken’s integral quantity at infinity if Huisken’s one is finite on each time-slice (see Theorem 1.3). This result allows us to interchange some arguments about the monotone quantities at infinity. Especially, we can replace the entropy at infinity by Ecker’s integral quantity at infinity (see Corollaries 1.6 and 3.2).

First, we recall some definitions, notations and previous results on the monotone quantities in the next four subsections.

1.1. Mean curvature flow. Let \( M^n \) be an \( n \)-dimensional smooth manifold (not necessarily to be compact) and \( x_t = x(\cdot, t) : M \times I \to \mathbb{R}^N \) be a one-parameter family of smooth immersions, where \( I \subset \mathbb{R} \) is an interval. We consider the mean curvature flow

\[
\frac{\partial x}{\partial t} = H(x)
\]

with images \( M_t = x_t(M) \), where \( H \) denotes the mean curvature vector field of \( x_t \). Denote by

\[
\mathcal{M} := \bigcup_{t \in I} M_t \times \{t\} \subset \mathbb{R}^N \times \mathbb{R}
\]

the space-time track of mean curvature flow. We also write \( \mathcal{M} = (M_t)_{t \in I} \) for an abbreviation. Each \( M_t \) is called a time-slice. We always assume that each time-slice \( M_t \) has no boundary in \( \mathbb{R}^N \). We say that the mean curvature flow is ancient if \( I = (-\infty, 0) \). Static solutions (i.e., minimal submanifolds), self-shrinking solutions and translating solutions are typical examples of ancient mean curvature flows.

1.2. Huisken’s monotonicity formula. In \[7\] Huisken introduced the following integral quantity

\[
\int_{M_t} \Phi d\mu_t, \quad \text{where} \quad \Phi(x, t) := \frac{1}{(-4\pi t)^{\frac{n}{2}}} e^{-\frac{|x|^2}{4t}} \quad (t < 0),
\]
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and obtained the \textit{monotonicity formula}

\begin{equation}
\frac{d}{dt} \int_{M_t} \Phi \, d\mu_t = - \int_{M_t} \left| H - \frac{x^t}{2t} \right|^2 \Phi \, d\mu_t = - \int_{M_t} |H - \nabla \psi|^2 \Phi \, d\mu_t \leq 0
\end{equation}

as long as \( \int_{M_t} \Phi \, d\mu_t < \infty \) for each \( t < 0 \). Here we have put

\[ \psi_r := \log(\Phi^r) := \psi + n \log r = \frac{|x|^2}{4t} - \frac{n}{2} \log \left( \frac{-4\pi t}{r^2} \right). \]

in (1.1).

\textbf{Remark 1.1.} Choose any point \((x_0, t_0) \in \mathbb{R}^N \times \mathbb{R}\) and fix it. We define

\[ \Phi_{x_0,t_0}(x, t) := \Phi(x - x_0, t - t_0) \]

for \( x \in \mathbb{R}^N \) and \( t < t_0 \). Then Huisken’s monotonicity formula with respect to \((x_0, t_0)\) becomes

\[ \frac{d}{dt} \int_{M_t} \Phi_{x_0,t_0} \, d\mu_t = - \int_{M_t} \left| H - \frac{(x - x_0)^t}{2(t - t_0)} \right|^2 \Phi_{x_0,t_0} \, d\mu_t \]

accordingly.

By Huisken’s monotonicity formula, we can take the limit:

\[ \Theta(\mathcal{M}, x_0, t_0) := \lim_{t \to t_0} \int_{M_t} \Phi_{x_0,t_0} \, d\mu_t. \]

Also the following limit exist (being allowed to become infinity):

\[ \Theta(\mathcal{M}, \infty) := \lim_{t \to -\infty} \int_{M_t} \Phi_{x_0,t_0} \, d\mu_t. \]

Note that \( \Theta(\mathcal{M}, \infty) \) does not depend on the choice of \((x_0, t_0) \in \mathbb{R}^N \times \mathbb{R}\).

\textbf{1.3. Ecker’s monotonicity formula.} In [3], on the other hand, Ecker introduced another local integral quantity

\[ \mathcal{A}(\mathcal{M} \cap E_r) = \iint_{\mathcal{M} \cap E_r} |\nabla \psi|^2 + |H|^2 \psi_r \quad (r > 0), \]

where \( E_r \) is the so-called \textit{heat-ball}

\[ E_r := \{(x, t) \in \mathbb{R}^N \times (-\infty, 0) \mid \psi_r > 0\} \subset \mathbb{R}^N \times \mathbb{R}. \]

Note that \( \psi_r = 0 \) on the boundary \( \partial E_r \) by definition. The heat-ball \( E_r \) can be written as the form

\[ E_r = \bigcup_{-\frac{r^2}{4t} < t < 0} B_{R_r(t)} \times \{t\}, \]

where \( R_r(t) := \sqrt{2nt \log \left( \frac{-4\pi t}{r^2} \right)} \).

Therefore, for ancient mean curvature flow \( \mathcal{M} \), the integral of a function \( f \) on a heat-ball \( E_r \)

\[ \iint_{\mathcal{M} \cap E_r} f = \int_{-\frac{r^2}{4t}}^0 \int_{M_t \cap B_{R_r(t)}} f \, d\mu_t \, dt. \]

It is known that Ecker’s integral behaves like \( n \)-dimensional volume. For example, it scales like

\[ \frac{\mathcal{A}(\mathcal{M} \cap E_r)}{r^n} = \mathcal{A}(\mathcal{M}^r \cap E_1) \quad \text{for all } r > 0, \]
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where $\mathcal{M}^r = (r^{-1}M, t)_{t < 0}$ is the so-called parabolic rescaling of $\mathcal{M}$. In addition, Remark 3.2 in [3] leads to the estimate

\begin{equation}
\frac{A(\mathcal{M} \cap E_r)}{r^n} \leq c_n \mathcal{H}^n \left( \frac{M}{r^2} \cap B(\sqrt{2\pi}r) \right) \leq e^{2n} c_n \int_{\frac{M}{r^2}} \Phi d\mu - \frac{r^2}{4}
\end{equation}

for all $r > 0$, where $\mathcal{H}^n$ denotes the $n$-dimensional Hausdorff measure and $c_n$ is a dimensional constant. Moreover, on self-shrinking solutions, Ecker’s integral exactly agrees with Huisken’s one (Proposition 3.3 in [3]): for all $r > 0$ and all $t < 0$, we have

$$\frac{A(\mathcal{M} \cap E_r)}{r^n} = \int_{M_t} \Phi d\mu_t.$$

We say that $\mathcal{M}$ is well-defined (see [3], [4]) in $B(\sqrt{2\pi}r) \times (-\frac{r^2}{4\pi}, 0)$ if it has no boundary inside this set and satisfies the condition

$$\mathcal{H}^n \left( \frac{M}{r^2} \cap B(\sqrt{2\pi}r) \right) < \infty.$$

In particular, when $\mathcal{M}$ is ancient, we say that $\mathcal{M}$ is well-defined (see [1]) in $\mathbb{R}^N \times (-\infty, 0)$ if each $M_t$ has no boundary in $\mathbb{R}^N$ and has locally finite mass

$$\mathcal{H}^n \left( M_t \cap B(\sqrt{-2\pi t}) \right) < \infty.$$

Well-definedness of $\mathcal{M}$ guarantees that all integral quantities considered in this paper are locally finite.

In [3] (Theorem 3.4), Ecker derived the local monotonicity formula

\begin{equation}
\frac{d}{dr} \left( \frac{A(\mathcal{M} \cap E_r)}{r^n} \right) = \frac{n}{r^{n+1}} \int_{\mathcal{M} \cap E_r} |H - \nabla^2 \psi|^2 \geq 0
\end{equation}

for well-defined $\mathcal{M}$. Using (1.3), he showed that the limit of the integral quantity at zero satisfies

\begin{equation}
\lim_{r \to 0} \frac{A(\mathcal{M} \cap E_r)}{r^n} = \Theta(\mathcal{M}, 0, 0) = \lim_{t \to 0} \int_{M_t} \Phi d\mu_t.
\end{equation}

In this sense, Ecker’s integral quantity can be interpreted as a localization of Huisken’s global one.

Remark 1.2. By the estimate (1.2), Ecker’s integral quantity is always bounded from above by Huisken’s one. We know a better bound for this. In fact, integrating the local monotonicity formula and comparing with Huisken’s one,

$$\frac{A(\mathcal{M} \cap E_r)}{r^n} \leq \int_{\frac{M}{r^2}} \Phi d\mu - \frac{r^2}{4}$$

holds for all $r > 0$ in general.

1.4. Ecker’s integral vs. Huisken’s integral at infinity. Observing above facts, we come up with a question about the relation between these integrals at infinity. Inspired by the work of Yokota [11] for ancient solution of Ricci flow, we expect that the above two monotone quantities coincide with each other at infinity. In fact, this is true if we assume

$$\Theta(\mathcal{M}, \infty) := \lim_{t \to -\infty} \int_{M_t} \Phi d\mu_t \left( = \sup_{t < 0} \int_{M_t} \Phi d\mu_t \right) < \infty.$$
Here we will give a sketch of the proof under the assumption \( \Theta(M, \infty) < \infty \). First, integrating the local monotonicity formula, we know the following expression by Ecker (in [3], Remark 3.5): for all \( r > 0 \),

\[
\frac{A(M \cap E_r)}{r^n} - \Theta(M, 0, 0) = \int \int_{M \cap E_r} |H - \nabla \psi|^2 \Phi - \frac{1}{r^n} \int \int_{M \cap E_r} |H - \nabla \psi|^2.
\]  

(1.5)

Since we assume \( \Theta(M, \infty) < \infty \), Huisken’s monotonicity formula combined with the works of Ilmanen [8], [9] and White [10] shows that every sequence \( r_i \to \infty \) has a subsequence (also denoted by \( r_i \)) such that \( M_{r_i} \) converges to a self-shrinker \( M^\infty \) (this limit is called a tangent flow at \(-\infty\) or a blow-down limit). Thus, taking such a subsequence \( r_i \) in (1.5), we have

\[
\lim_{r_i \to \infty} A(M \cap E_{r_i}) = \Theta(M, \infty).
\]

(1.6)

but this equality actually holds without extracting subsequence since the quantities in both sides are monotone.

On the other hand, integrating Huisken’s monotonicity formula, one obtains

\[
\Theta(M, \infty) - \Theta(M, 0, 0) = \int \int_{M} |H - \nabla \psi|^2 \Phi.
\]

(1.7)

Comparing (1.6) and (1.7), we conclude that

\[
\lim_{r \to \infty} \frac{A(M \cap E_r)}{r^n} = \Theta(M, \infty).
\]

This completes the proof with the condition \( \Theta(M, \infty) < \infty \).

1.5. **Main results.** In the current paper, we show that the same conclusion holds as in Subsection 1.4 under a mild assumption. The point is that we do not need the uniform bound \( \Theta(M, \infty) < \infty \). Instead, we only assume the finiteness of Huisken’s integral on each time-slice.

**Theorem 1.3.** Let \( M = (M_t)_{t<0} \) be an ancient mean curvature flow which satisfies

\[
\int M_t \Phi d\mu_t < \infty \quad \text{for each} \ t < 0.
\]

(1.8)

Then we have

\[
\lim_{r \to \infty} \frac{A(M \cap E_r)}{r^n} = \Theta(M, \infty).
\]

(1.9)

**Remark 1.4.** (a) The both sides in (1.9) are allowed to become infinity.

(b) In view of (1.2), the condition (1.8) implies that each \( M_t \) has locally finite \( H^n \)-measure. In particular, \( M \) is well-defined. It is known that (1.8) is satisfied when each \( M_t \) has at most polynomial volume growth (see for example Remark 4.12 in [4]).

(c) We do not known whether there exists an example where Huisken’s integral is infinite on each time-slice but the limit at infinity of Ecker’s integral is finite. Such an example (if exists) cannot have polynomial volume growth on each time-slice by (b). This means that each time-slice is geometrically complex at infinity in space. On the other hand, its blow-down limit must be relatively simple due to the finiteness of Ecker’s integral at infinity. So it seems hard to find such an example.

As we will see later (Lemma 3.1 below), one can show that

\[
\Theta(M, \infty) = \sup_{t<0} \lambda(M_t),
\]

where \( \lambda \) denotes the intrinsic volume.
where $\lambda(M_t)$ denotes the entropy of $M_t \subset \mathbb{R}^N$, which is monotone nonincreasing along mean curvature flow (see Section 3). Thus, as an application of Theorem 1.3, we have

$$\lim_{r \to \infty} \frac{\mathcal{A}(\mathcal{M} \cap E_r)}{r^n} = \sup_{t < 0} \lambda(M_t)$$

under the assumption (1.8). Recently, Colding-Minicozzi [2] obtained some codimension bound by entropy under the assumption that $\sup_{t < 0} \lambda(M_t) < \infty$. This kind of codimension bound was initiated by Calle [1] using Ecker's integral quantity.

**Theorem 1.5** (Colding-Minicozzi [2], Corollary 0.6). There exists a dimensional constant $c_n$ so that if $\mathcal{M} = (M_t)_{t < 0}$ is an ancient mean curvature flow with $\sup_{t < 0} \lambda(M_t) < \infty$, then it is contained in a Euclidean subspace of dimension $\leq c_n \sup_{t < 0} \lambda(M_t)$.

Using the relation (1.10), the assumption on entropy in Theorem 1.5 can be replaced by the assumption on Ecker’s integral quantity (see also Calle [1]).

**Corollary 1.6.** There exists a dimensional constant $c_n$ so that if $\mathcal{M} = (M_t)_{t < 0}$ is an ancient mean curvature flow with (1.8) and $\lim_{r \to \infty} r^{-n} A(M \cap E_r) < \infty$, then it is contained in a Euclidean subspace of dimension $\leq c_n \lim_{r \to \infty} r^{-n} A(M \cap E_r) = c_n \sup_{t < 0} \lambda(M_t)$.

**Remark 1.7.** It follows from (1.2) or Remark 1.2 that $\sup_{t < 0} \lambda(M_t) < \infty$ implies

$$\int_{M_t} \Phi d\mu_t < \infty \quad \text{for each } t < 0, \quad \text{and} \quad \lim_{r \to \infty} \frac{A(M \cap E_r)}{r^n} < \infty.$$

We emphasize that the converse of this fact is nontrivial. Theorem 1.3 combining with (1.10) says that condition (1.8) and the finiteness of Ecker’s integral quantity at infinity lead to the finiteness of entropy at infinity. Then applying the codimension bound by Colding-Minicozzi, we obtain Corollary 1.6.
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## 2. Proof of Theorem 1.3

In this section, we give the proof of Theorem 1.3 We follow the same line as in [5] and [11] (see also [3]). The proof is divided into several steps. In the first half of the proof, we repeat the proof of Ecker’s monotonicity which is already known by the argument in [3] or [5]. However, this step is unavoidable since we use some expression for the monotonicity of approximated Ecker’s integral in our proof (see (2.8) below).

In the proof, we always assume the condition (1.8), that is, Huisken’s integral is finite for each time-slice.

### 2.1. Smooth approximation of Ecker’s integral.

First, we recall that the condition (1.8) ensures the well-definedness of $\mathcal{M}$, so Ecker’s integral quantity $\mathcal{A}(\mathcal{M} \cap E_r)$ makes sense for every $r > 0$. In order to make the behavior of $\psi_r$ near $t = 0$ clear, we take a truncated subset of $\mathcal{M}$:

$$\mathcal{M}_s := \bigcup_{t \in (-\infty,s]} M_t \times \{t\} \subset \mathcal{M}, \quad -\infty < s < 0.$$ 

For $r > 0$, as a restriction of $\mathcal{A}(\mathcal{M} \cap E_r)$ to the time interval $(-\infty, s]$, we consider an integral quantity

$$\mathcal{A}(\mathcal{M}_s \cap E_r) := \iint_{\mathcal{M}_s \cap E_r} |\nabla \psi|^2 + |H|^2 \psi.$$
Moreover, we consider a smooth approximation of \(\mathcal{A}(M \cap E_r)\) in the following. The smooth approximation is needed to avoid difficulties arising from the fact that we have no control on the regularity of the heat-ball \(E_r\). Fix small \(\varepsilon > 0\) and take a smooth function \(\eta_\varepsilon : \mathbb{R} \to \mathbb{R}_+\) which satisfies the following properties:

- \(\text{supp} \eta_\varepsilon\) is contained in \([0, \varepsilon]\),
- \(\int_{-\infty}^{\infty} \eta_\varepsilon(y)dy = 1\).

Then we define \(\zeta_\varepsilon : \mathbb{R} \to \mathbb{R}_+\) and \(Z_\varepsilon : \mathbb{R} \to \mathbb{R}_+\) by

\[
\zeta_\varepsilon(x) := \int_{-\infty}^{x} \eta_\varepsilon(y)dy, \quad Z_\varepsilon(x) := \int_{-\infty}^{x} \zeta_\varepsilon(y)dy.
\]

Clearly \(\eta_\varepsilon(x)\) is a smooth approximation of the Delta function \(\delta(x)\). Hence it is easy to see that

\[
(2.1) \quad \chi(x - \varepsilon) \leq \zeta_\varepsilon(x) \leq \chi(x), \quad \text{for all} \ x \in \mathbb{R},
\]

where \(\chi\) is the Heaviside function. Integrating these inequalities, we have

\[
(2.2) \quad [x - \varepsilon]_+ \leq Z_\varepsilon(x) \leq [x]_+, \quad \text{for all} \ x \in \mathbb{R},
\]

where \([x]_+ = \max\{x, 0\}\). Therefore we can say that

- \(\zeta_\varepsilon\) approaches to the Heaviside function \(\chi\) as \(\varepsilon \to 0\),
- \(Z_\varepsilon\) approaches to the function \(x \mapsto [x]_+ = \max\{x, 0\}\) as \(\varepsilon \to 0\).

Now the desired smooth approximation is defined by

\[
A_\varepsilon(s, r) := \int s \int_{M_s} |\nabla \psi|^2 \zeta_\varepsilon(\psi_s) + |H|^2 Z_\varepsilon(\psi_s).
\]

Note that \(\zeta_\varepsilon(\psi_s)\) and \(Z_\varepsilon(\psi_s)\) vanish outside of \(E_r\) since \(\psi_s \leq 0\). Hence \(A_\varepsilon(s, r)\) and its limit

\[
A_\varepsilon(r) := \lim_{s \to 0} A_\varepsilon(s, r)
\]

make sense.

### 2.2. Derivative of the integral

Next we compute

\[
(2.3) \quad \frac{d}{dr} \left(\frac{A_\varepsilon(s, r)}{r^n}\right) = \frac{n}{r^{n+1}} \left(\frac{r}{n} \int_{M_s} A_\varepsilon(s, r) - A_\varepsilon(s, r)\right)
\]

\[
= \frac{n}{r^{n+1}} \int_{M_s} |\nabla \psi|^2 \zeta_\varepsilon' + |H|^2 \zeta_\varepsilon - |\nabla \psi|^2 \zeta_\varepsilon - |H|^2 Z_\varepsilon.
\]

On the other hand, we have

\[
(2.4) \quad \frac{d}{dt} \int_{M_t} Z_\varepsilon(\psi_t)d\mu_t = \int_{M_t} \zeta_\varepsilon \frac{d\psi}{dt} - Z_\varepsilon |H|^2 d\mu_t,
\]

where we have used the well known fact that

\[
\frac{\partial}{\partial t} d\mu_t = -|H|^2 d\mu_t
\]

along mean curvature flow. Integrating (2.4) in \(\tau \leq t \leq s\), we obtain

\[
\int_{M_s} Z_\varepsilon(\psi_s)d\mu_s - \int_{M_s} Z_\varepsilon(\psi_s)d\mu_t = \int_{\tau}^{s} dt \int_{M_t} \zeta_\varepsilon \frac{d\psi}{dt} - Z_\varepsilon |H|^2 d\mu_t.
\]

It follows by taking a limit \(\tau \to -\infty\) that

\[
(2.5) \quad \int_{M_s} Z_\varepsilon(\psi_t)d\mu_s = \int \int_{M_s} \zeta_\varepsilon \frac{d\psi}{dt} - Z_\varepsilon |H|^2
\]
since \( \zeta_e(\psi_r) = Z_e(\psi_r) = 0 \) outside of \( E_r \). Insert (2.5) into (2.3) to obtain
\[
(2.6) \quad \frac{d}{dr} \left( \frac{A_e(s, r)}{r^n} \right) = \frac{n}{r^{n+1}} \left[ \int_{M_s} |\nabla \psi|^2 \zeta_e + |H|^2 \zeta_e - |\nabla \psi|^2 \zeta_e - \frac{d\psi}{dt} \zeta_e + \int_{M_s} Z_e(\psi_r) d\mu_s \right].
\]
Using
\[
|\nabla \psi|^2 \zeta_e' = \langle \nabla \psi, \zeta_e' \nabla \psi \rangle = \langle \nabla \psi, \nabla \zeta_e \rangle
\]
and \( \zeta_e(\psi_r) = 0 \) on \( \partial B_{R_e(s)} \), (2.6) becomes
\[
\frac{d}{dr} \left( \frac{A_e(s, r)}{r^n} \right) = \frac{n}{r^{n+1}} \left[ \int_{M_s} \left( -\Delta \psi + |H|^2 - |\nabla \psi|^2 - \frac{d\psi}{dt} \right) \zeta_e + \int_{M_s} Z_e(\psi_r) d\mu_s \right].
\]
Now we need the computation from [3].

**Lemma 2.1** ([3], Lemma 3.1). Along mean curvature flow, we have
\[
\left( \frac{d}{dt} + \Delta \right) \psi = -|\nabla \psi|^2 - |H - \nabla^\perp \psi|^2 + |H|^2.
\]

Using Lemma 2.1, we get
\[
(2.7) \quad \frac{d}{dr} \left( \frac{A_e(s, r)}{r^n} \right) = \frac{n}{r^{n+1}} \left[ \int_{M_s} |H - \nabla^\perp \psi|^2 \zeta_e(\psi_r) + \int_{M_s} Z_e(\psi_r) d\mu_s \right].
\]

2.3. Error term estimate and the monotonicity of Ecker’s integral. In this subsection, we will show the monotonicity of \( r^{-n} A(M \cap E_r) \). To do so, we integrate (2.7) with respect to \( r \) in \( 0 < \sigma \leq r \leq \rho < \infty \) and apply Fubini’s theorem. Then we have
\[
\frac{A_e(s, \rho)}{\rho^n} - \frac{A_e(s, \sigma)}{\sigma^n} = \int_\sigma^\rho dr \int_{M_s} \frac{n}{r^{n+1}} |H - \nabla^\perp \psi|^2 \zeta_e(\psi_r) + E(s; \sigma, \rho)
\]
\[
= \int_{-\infty}^\infty dt \int_\sigma^\rho dr \int_{M_s} \frac{n}{r^{n+1}} |H - \nabla^\perp \psi|^2 \zeta_e(\psi_r) d\mu_t + E(s; \sigma, \rho),
\]
where
\[
E(s; \sigma, \rho) := \int_\sigma^\rho dr \int_{M_s} \frac{n}{r^{n+1}} Z_e(\psi_r) d\mu_s
\]
is an error term.

**Lemma 2.2** (Error term estimate).
\[
\lim_{s \to 0} E(s; \sigma, \rho) = 0.
\]

**Proof.** By the volume bound derived in [3] (Lemma 1.2) and well-definedness of \( M \) (this follows from (1.3)), we compute
\[
\limsup_{s \to 0} E(s; \sigma, \rho) \leq \limsup_{s \to 0} \frac{n(\rho - \sigma)}{\sigma^{n+1}} \int_{M_s} Z_e(\psi_\rho) d\mu_s
\]
\[
\leq \limsup_{s \to 0} \frac{n^2(\rho - \sigma)}{2\sigma^{n+1}} \log \left( \frac{\rho^2}{4\pi s} \right) \mathcal{H}^n (M_s \cap B_{R_\sigma(s)})
\]
\[
\leq \limsup_{s \to 0} \frac{n^2(\rho - \sigma)}{2\sigma^{n+1}} \log \left( \frac{\rho^2}{4\pi s} \right) c(n) \mathcal{H}^n \left( M_{\frac{\rho^2}{4\pi}} \cap B_{\sqrt{\frac{\rho^2}{4\pi}}} \right) \frac{R_\rho(s)^n}{\rho^n} = 0.
\]
\( \square \)
Lemma 2.3. For any fixed $t < 0$, we have
\[
\int_0^\infty \frac{n}{r^{n+1}} \zeta_\epsilon(\psi_r) dr = e^{\alpha(\eta_\epsilon)} \Phi,
\]
where
\[
e^{\alpha(\eta_\epsilon)} := \int_{-\infty}^{\infty} e^{-y} \eta_\epsilon(y) dy = \int_0^{\infty} e^{-y} \eta_\epsilon(y) dy.
\]
Moreover, $\alpha(\eta_\epsilon) \leq 0$ and $\alpha(\eta_\epsilon) \to 0$ as $\epsilon \to 0$.

Proof. First, note that
\[
dr \zeta_\epsilon(\psi_r) = \frac{n}{r} \eta_\epsilon(\psi_r).
\]
Using this, integration by parts yields
\[
\int_0^\rho \frac{n}{r^{n+1}} \zeta_\epsilon(\psi_r) dr = - \left[ \frac{1}{r^n} \zeta_\epsilon(\psi_r) \right]_\sigma^\rho + \int_\sigma^\rho \frac{n}{r^{n+1}} \eta_\epsilon(\psi_r) dr.
\]
The second term above becomes
\[
\int_\sigma^\rho \frac{n}{r^{n+1}} \eta_\epsilon(\psi_r) dr = \Phi \int_{\psi_\sigma}^{\psi_\rho} e^{-y} \eta_\epsilon(y) dy
\]
by changing variables, $\psi_r = y$. Since
\[
\psi_\sigma \to -\infty, \quad \psi_\rho \to \infty, \quad \left[ \frac{1}{r^n} \zeta_\epsilon(\psi_r) \right]_\sigma^\rho \to 0 \quad \text{(as } \sigma \to 0, \rho \to \infty),
\]
we get
\[
\int_0^\infty \frac{n}{r^{n+1}} \zeta_\epsilon(\psi_r) dr = e^{\alpha(\eta_\epsilon)} \Phi.
\]
For any $\epsilon > 0$, we have
\[
e^{\alpha(\eta_\epsilon)} = \int_{-\infty}^{\infty} e^{-y} \eta_\epsilon(y) dy = \int_0^{\infty} e^{-y} \eta_\epsilon(y) dy \leq \int_0^{\infty} e^{-y} dy = 1.
\]
Hence $\alpha(\eta_\epsilon) \leq 0$. Furthermore, the dominated convergence theorem implies
\[
\lim_{\epsilon \to 0} e^{\alpha(\eta_\epsilon)} = \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} e^{-y} \eta_\epsilon(y) dy = \int_{-\infty}^{\infty} e^{-y} \lim_{\epsilon \to 0} \eta_\epsilon(y) dy = \int_{-\infty}^{\infty} e^{-y} \delta(y) dy = e^0 = 1.
\]

The following lemma confirms that $A_\epsilon(r)$ is exactly a smooth approximation of $\mathcal{A}(\mathcal{M} \cap E_r)$.

Lemma 2.4.
\[
\lim_{\epsilon \to 0} A_\epsilon(r) = \mathcal{A}(\mathcal{M} \cap E_r).
\]
Moreover,
\[
\lim_{\epsilon \to 0} \lim_{r \to 0} \frac{A_\epsilon(r)}{r^n} = \Theta(\mathcal{M}, 0, 0), \quad \lim_{r \to \infty} \lim_{\epsilon \to 0} \frac{A_\epsilon(r)}{r^n} = \lim_{r \to \infty} \frac{\mathcal{A}(\mathcal{M} \cap E_r)}{r^n}.
\]
Proof. Note that
\[ E_{e^{-\varepsilon r}} = \{ \psi_r - \varepsilon > 0 \} \]
Using this with (2.1) and (2.2), it is not difficult to check that
\[ e^{-\varepsilon r} \frac{A(M \cap E_{e^{-\varepsilon r}})}{r^n} \leq \frac{A(r)}{r^n} \leq \frac{A(M \cap E_r)}{r^n} \]
for all \( r > 0 \).
This immediately implies the lemma. Here we use (1.4) for the first equality in (2.10). □

Now we are ready to prove Theorem 1.3. By the monotonicity, \( \lim_{r \to \infty} r^{-n} A(M \cap E_r) \) exists but may be infinity. If \( \lim_{r \to \infty} r^{-n} A(M \cap E_r) = \infty \), then it follows from (1.2) or Remark 1.2 that \( \Theta(M, \infty) = \lim_{t \to -\infty} \int_{M_t} \Phi d\mu_t = \infty \), and the claim of Theorem 1.3 trivially holds. Therefore, we may only consider the case that \( \lim_{r \to \infty} r^{-n} A(M \cap E_r) < \infty \).

Proof of the Main Theorem. Letting \( \sigma \to 0 \), \( \rho \to \infty \) in (2.8) with Lemma 2.3 and Fubini’s theorem, we have
\[ \lim_{\rho \to \infty} \frac{A(\rho)}{\rho^n} - \lim_{\sigma \to 0} \frac{A(\sigma)}{\sigma^n} = \int_{-\infty}^{0} dt \int_{0}^{\infty} dr \int_{M_t} \frac{n}{r^{n+1}} |H - \nabla \psi| \zeta_{e}(\psi_r) d\mu_t \]
\[ = e^{\alpha(\eta)} \int_{-\infty}^{0} dt \int_{M_t} |H - \nabla \psi|^2 \Phi d\mu_t \]
\[ = e^{\alpha(\eta)} \int_{M} |H - \nabla \psi|^2 \Phi. \]
Note that the both sides are finite since we assume \( \lim_{r \to \infty} r^{-n} A(M \cap E_r) < \infty \). Taking \( \varepsilon \to 0 \) in this equality, (2.10) leads to
\[ \lim_{r \to \infty} r^{-n} A(M \cap E_r) = \lim_{t \to -\infty} \int_{M_t} \Phi d\mu_t = \Theta(M, \infty). \]
(2.11)
On the other hand, integrating Huisken’s monotonicity formula (1.1) with respect to \( t \) in \(-\infty < \tau \leq t \leq \theta < 0 \), we have
\[ \int_{M_\theta} \Phi d\mu_\theta - \int_{M_\tau} \Phi d\mu_\tau = -\int_{\tau}^{\theta} dt \int_{M_t} |H - \nabla \psi|^2 \Phi d\mu_t. \]
Then we take \( \tau \to -\infty \) and \( \theta \to 0 \) to obtain
\[ \lim_{t \to -\infty} \int_{M_t} \Phi d\mu_t - \Theta(M, 0, 0) = \int_{M} |H - \nabla \psi|^2 \Phi. \]
(2.12)
Comparing (2.11) with (2.12), we have the desired relation
\[ \lim_{r \to \infty} r^{-n} A(M \cap E_r) = \lim_{t \to -\infty} \int_{M_t} \Phi d\mu_t = \Theta(M, \infty). \]

□

3. Applications

In this section we will see that Ecker’s integral coincides with the entropy at infinity for ancient mean curvature flows. We always assume that \( M = (M_t)_{t<0} \) is an ancient mean curvature flow with [LS], that is, Huisken’s integral on each time-slice is finite.
3.1. Entropy. Choose any point \((x_0, t_0) \in \mathbb{R}^N \times (0, \infty)\) and fix it. The \(F\)-functional for \(M_t \subset \mathbb{R}^N\) is defined by

\[
F_{x_0,t_0}(M_t) := \frac{1}{(4\pi t_0)^{\frac{N}{2}}} \int_{M_t} e^{-\frac{|x-x_0|^2}{4t_0}} d\mu_t = \int_{M_t} \Phi_{x_0,t_0}(x,0) d\mu_t,
\]

where \(\Phi_{x_0,t_0}(x, t) = \Phi(x - x_0, t - t_0)\) (see Remark 1.1). Then the entropy of \(M_t\) is defined by the supremum of the \(F\)-functional:

\[
\lambda(M_t) := \sup_{x_0,t_0} F_{x_0,t_0}(M_t).
\]

In the following argument, we use some simple properties of the entropy:

1. \(\lambda(M_t)\) is invariant under translations and scalings in \(\mathbb{R}^N\), i.e.,
   \[
   \lambda(cM_t + v) = \lambda(cM_t) = \lambda(M_t), \quad v \in \mathbb{R}^N, c > 0.
   \]
2. \(\lambda(M_t)\) is nonincreasing along mean curvature flow, i.e.,
   \[
   \lambda(M_s) \geq \lambda(M_t), \quad s < t.
   \]

Note that the property (2) follows from Huisken’s monotonicity formula (see Remark 1.1).

**Lemma 3.1.** For an ancient mean curvature flow \(\mathcal{M} = (M_t)_{t<0}\) with (1.8), we have

\[
\lim_{t \to -\infty} \lambda(M_t) = \sup_{t<0} \lambda(M_t) = \Theta(\mathcal{M}, \infty).
\]

**Proof.** From the definition of the \(F\)-functional and the entropy, we compute

\[
\int_{M_t} \Phi_{x_0,t_0}(x,t) d\mu_t = \int_{M_t} \Phi_{x_0,t_0-t}(x,0) d\mu_t = F_{x_0,t_0-t}(M_t) \leq \lambda(M_t).
\]

Letting \(t \to -\infty\) in this inequality, we have

\[
\Theta(\mathcal{M}, \infty) = \lim_{t \to -\infty} \int_{M_t} \Phi_{x_0,t_0}(x,t) d\mu_t \leq \lim_{t \to -\infty} \lambda(M_t).
\]

Here, we used the fact that the quantity

\[
\lim_{t \to -\infty} \int_{M_t} \Phi_{x_0,t_0}(x,t) d\mu_t
\]

does not depend on the choice of the point \((x_0, t_0) \in \mathbb{R}^N \times (0, \infty)\) (see Remark 1.1).

On the other hand, it holds from Huisken’s monotonicity formula that

\[
F_{x_0,t_0}(M_t) = \int_{M_t} \Phi_{x_0,t_0}(x,0) d\mu_t
\]

\[
= \int_{M_t} \Phi_{x_0,t_0+t}(x,t) d\mu_t \leq \int_{M_s} \Phi_{x_0,t_0+t}(x,s) d\mu_s \leq \Theta(\mathcal{M}, \infty)
\]

for \(s < t\). Taking supremum with respect to \((x_0, t_0)\) in this inequality, we have \(\lambda(M_t) \leq \Theta(\mathcal{M}, \infty)\), and hence

\[
\lim_{t \to -\infty} \lambda(M_t) \leq \Theta(\mathcal{M}, \infty).
\]

This proves the lemma.

As a direct consequence of Theorem 1.3 and Lemma 3.1, we have a relation between Ecker’s integral and the entropy.

**Corollary 3.2.** For an ancient mean curvature flow \(\mathcal{M} = (M_t)_{t<0}\) with (1.8), we have

\[
\lim_{r \to \infty} \frac{A(\mathcal{M} \cap E_r)}{r^n} = \Theta(\mathcal{M}, \infty) = \sup_{t<0} \lambda(M_t).
\]
3.2. Example: entropy and Ecker’s integral of translating solitons. Now we consider translating solitons of mean curvature flow. A translating soliton is a solution of mean curvature flow which moves only by a translation in some fixed direction \( v \in \mathbb{R}^N, |v| = 1 \). So, a translating soliton is defined for all the time \( t \in (-\infty, \infty) \) and can be written as \( M_t = M_0 + tv. \)

By the property (1) of the entropy, we have \( \lambda(M_t) = \lambda(M_0) \) for a translating soliton. Therefore we have the following consequence.

**Corollary 3.3.** Let \( \mathcal{M} = (M_t)_{t \in \mathbb{R}} = (M_0 + tv)_{t \in \mathbb{R}} \) be a translating soliton which satisfies (LS). Then we have
\[
\lim_{r \to \infty} \frac{A(M \cap E_r)}{r^n} = \Theta(M, \infty) = \lambda(M_0).
\]

Let \( \mathcal{G} = (\Gamma_t)_{t \in \mathbb{R}} = (\Gamma_0 + tv)_{t \in \mathbb{R}} \) be the grim reaper and \( \mathcal{B} = (B_t)_{t \in \mathbb{R}} = (B_0 + tv)_{t \in \mathbb{R}} \) be the bowl soliton. The grim reaper is a plane curve translating soliton, and the bowl soliton is an \( n \)-dimensional hypersurface which is rotationally symmetric, strictly convex, and entire graphic. In [6], we can find explicit computations of the entropy for \( \mathcal{G} \) and \( \mathcal{B} \) by Guang:
\[
\lambda(\Gamma_0) = 2, \quad \lambda(B_0) = \lambda(S^{n-1}) = n \omega_n \left( \frac{n-1}{2\pi e} \right)^{\frac{n-1}{2}},
\]
where \( S^{n-1} \subset \mathbb{R}^n \) is the standard \((n-1)\)-dimensional sphere and \( \omega_n \) is the volume of unit ball in \( \mathbb{R}^n \).

**References**

[1] M. Calle, *Bounding dimension of ambient spaces by density for mean curvature flow*, Math. Z. 252 (2006), 655–668.

[2] T.H. Colding and W.P. Minicozzi II, *Complexity of parabolic systems*, Publ. Math. Inst. Hautes Etudes Sci. (2020), published online.

[3] K. Ecker, *A local monotonicity formula for mean curvature flow*, Ann. Math. 154 (2001), 503–525.

[4] K. Ecker, *Regularity theory for mean curvature flow*, Birkhäuser (2004).

[5] K. Ecker, D. Knopf, L. Ni and P. Topping, *Local monotonicity and mean value formulas for evolving Riemannian manifolds*, J. Reine Angew. Math. 616 (2008), 89–130.

[6] Q. Guang, *Volume growth, entropy and stability for translating solitons*, Comm. Anal. Geom. 27 (2019), 27, no. 1, 47–72.

[7] G. Huisken, *Asymptotic behavior for singularities of the mean curvature flow*, J. Differential Geom. 31 (1990), 285–299.

[8] T. Ilmanen, *Elliptic regularization and partial regularity for motion by mean curvature*, Mem. Amer. Math. Soc. 108 (1994), no.520.

[9] T. Ilmanen, *Singularities of mean curvature flow of surfaces*, preprint (1995)

[10] B. White, *Partial regularity of mean-convex hypersurfaces flowing by mean curvature*, Internat. Math. Res. Notices (1994), no. 4, 185–192.

[11] T. Yokota, *On the asymptotic reduced volume of the Ricci flow*, Ann. Glob. Anal. Geom. 37 (2010), 263–274.