Continuous Exposure for Extreme Low-Light Imaging
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Abstract

We consider the problem of enhancing an underexposed dark image captured in a very low-light environment where details cannot be detected. Existing methods learn to adjust the input image’s exposure to a predetermined value. In practice, however, the optimal enhanced exposure varies from one input image to another, and as a result, the enhanced images may contain visual artifacts such as low-contrast or dark areas. We address this limitation by introducing a deep learning model that allows the user to continuously adjust the enhanced exposure level during runtime in order to optimize the output based on his preferences. We present a dataset of 1500 raw images captured in both outdoor and indoor scenes in extreme low-light conditions, with five different exposure levels and various camera parameters, as a key contribution. We demonstrate that, when compared to previous methods, our method can significantly improve the enhancement quality of images captured in extreme low-light conditions under a variety of conditions.

1. Introduction

Images captured in low light are characterized by low photon counts, which results in a low signal-to-noise ratio (SNR). Setting the exposure level while capturing an image can be done by the user in manual mode, or automatically by the camera in auto exposure (AE) mode. In manual mode, the user can adjust the ISO, f-number, and exposure time. In auto exposure (AE) mode, the camera measures the incoming light based on through-the-lens (TTL) metering and adjusts the exposure values (EVs), which refers to configurations of the above parameters.

We consider the problem of enhancing a dark image captured in an extremely low-light environment, based on a single image [8]. In a dark environment, adjusting the parameters to increase the SNR has its own limitations. For example, high ISO increases the noise as well, and lengthening the exposure time might introduce blur. Various approaches have been proposed as post-processing enhancements in low-light image processing [7, 15, 16, 20, 34, 35]. In extreme low light conditions, such methods often fail to produce satisfactory results. Recent works [8, 17, 24, 27, 31] introduce data-driven approaches to replace the traditional image signal processing pipeline and learn a direct mapping from low-exposure input images to well-lit output images. Such models are trained to set the exposure level of the output image to a single fixed value, which can result in less visually appealing images when the optimal exposure is unknown, as often is the case.

Our post-processing technique overcomes this limitation by allowing the user to set the most appropriate exposure value of the enhanced image from a continuous range. Figure 1 shows such an example. The input is a dark image (top left). The result of [8] is shown in the bottom left, where the exposure time of the enhanced image is always set to a fixed value regardless of the input image. As can be seen (the enlarged rectangle), the output image includes artifacts. In our approach (bottom right), the user sets the exposure time to the best value, which makes the image more visually appealing.
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We show that our approach yields enhanced well-lit images with a significant reduction in artifacts. Previous approaches [13, 19] considered only signal-independent noise using synthetic noise samples. In order to present an accurate model that can enhance both signal-dependent and signal-independent noises, synthetic noise samples are not sufficient, and we need multiple short and long real-world exposure images of the same scene in a variety of environments. To the best of our knowledge, there is no such public dataset. As a main contribution and to support further research in the field, we have collected 1500 raw images captured with five different exposure levels in extreme low-light conditions, in both indoor and outdoor environments, and under various camera parameters. Using the dataset, we train our model, showing that it can successfully control the desired exposure level at runtime.

Unlike previous approaches, which aimed to map multiple degradation levels in the input into the same single output, our approach can conditionally map a single input exposure, e.g., 0.1s, to multiple output exposures (1s-10s). We show that the choice of the network’s architecture is critical, and employ a U-Net [25] to operate directly on the raw data rather than on the sRGB data [13, 19]. Our model includes two input parameters. The first one controls the increase in the brightness of the output image by simple multiplication. Such an increase results in an inevitable amplification of the noise and other artifacts as well. The second parameter continuously tunes the operation of the image signal processing (ISP) unit to enhance these degradations accordingly, conditioned on the first one. To effectively enhance the image, we operate on the raw data from the sensors. Figure 2 illustrates the interaction with our model.

This paper makes the following contributions:

- A model that is tailored for extreme low-light imaging and can continuously enhance during inference the exposure of images captured in extreme low-light conditions with both signal-dependent and signal-independent noise sources.
- A new dataset of 1,500 raw images captured in extreme low-light conditions, with five different exposure levels from indoor and outdoor scenes.
- Qualitative and quantitative evaluations indicate a significant improvement in the enhancement quality of images captured in extreme low-light conditions when the exact optimal exposure of the ground truth image is unknown.

2. Related Work

Low-light Image Enhancement. Widely used enhancement methods are histogram equalization, which globally balances the histogram of the image; and gamma correction, which increases the brightness of dark pixels. More advanced methods include illumination map estimation [11], semantic map enhancement [32], bilateral learning [10], multi-exposure [3, 6, 33], Retinex model [5, 9, 30, 36] and unpaired enhancement [18]. In contrast to these methods, we consider an extreme low-light environment with very low SNR, where the scene is barely visible to the human eye. Chen [8] has introduced an approach to extreme low-light imaging by replacing the traditional image processing pipeline with a deep learning model based on raw sensor data. Wang [27] introduced a neural network for enhancing underexposed photos by incorporating an illumination map into their model, while Xu [31] presented a model for low-light image enhancement based on frequency-based decomposition. These methods are optimized to output an enhanced image with a fixed exposure. In cases where the user requires a change in the exposure of the output image, these methods require retraining the models, typically on additional sets of images. In contrast, we introduce an approach that enables continuous setting of the desired exposure at inference time.

Continuous Restoration Networks. Recently, there has been a growing interest in constructing networks that can be continuously tuned at inference time. These can
Figure 3: The multi-exposure dataset. The top two rows are images from outdoor scenes, and the bottom two rows are images of indoor scenes. From left to right are exposure times of 0.1s, 0.5s, 1s, 5s, and 10s.

| Property         | Value                |
|------------------|----------------------|
| Filter Array     | Bayer                |
| Exposure Times   | 0.1s, 0.5s, 1s, 5s, 10s |
| Exposure Ratios  | x2, x5, x10, x50, x100 |
| Resolution       | 6000 × 4000          |

Table 2: The dataset includes images with multiple exposure times in dark environments. In each scene, we used a tripod, and the camera parameters for the image with the longest exposure time were optimized to obtain the best perceptual quality. Subsequent images of the same scene were captured with shorter exposure times without touching the camera using a smartphone application.

broadly be categorized as models that allow tuning different objectives at runtime [14] or different restoration levels of the same objective. A typical approach is to train a network on different restoration levels and apply interpolation between the resulting weights. Dynamic-Net [26] adds specialized blocks directly after convolution layers, which are optimized during the training for an additional objective. CFSNet [28] uses branches, each one targeted for a different objective. AdaFM [13] adds modulation filters after each convolution layer. Deep Network Interpolation (DNI) [29] trains the same network architecture on different objectives and interpolates all parameters. Son [21] extends the approach of AdaFM with a Filter Transition Network (FTN), allowing better non-linear interpolation. These methods are optimized for denoising, super-resolution, style transfer, and compression artifact reduction. We focus on the complementary task of continuous exposure for images captured in extreme low-light conditions.

Datasets Darmstadt Noise Dataset (DND) [23] contains pairs of real images with low and high ISO to address noise and light effects. The images were mostly captured under normal lighting conditions and cannot be used in our setting. The RENOIR dataset [4] aims to propose a benchmark for noisy images but includes spatial misalignment. The Smartphone Image Denoising Dataset (SIDD) [2] introduces a large collection of ground truth for real noisy images. Their dataset does not offer outdoor scenes with extremely low-light and corresponding ground truth and mostly includes a fixed combination of parameters suited for denoising. The Google HDR+ dataset [12] uses bursts of images to increase dynamic range and reduce noise but has not been captured in low-light settings. [30] introduced a low-light paired dataset for underexposure enhancement. The most relevant dataset was introduced by Chen [8].
which includes raw sensor data to address extreme low-light imaging. [31] prepared a real noisy low-light and ground-truth dataset based on [8] for sRGB images. Unlike existing datasets, we introduce a long-exposure reference image with multiple exposure times for each extreme low-light scene, in both indoor and outdoor scenes, and directly operate on the raw sensor data.

3. Our Approach

3.1. Our Model

Modern digital cameras are designed to provide a pleasing and accurate image of the world in the same way that humans perceive it. The raw sensor data of a camera contains noisy measurements, and the image signal processing unit (ISP) converts the noisy linear intensities into a clean final image. Here, we describe how each stage of the pipeline, from sensor measurement to final image, is modeled in order to restore realistic extreme low light raw data.

The noise in raw sensor data results from two main sources: signal-dependent noise and signal-independent. The first one is referred to as shot noise, which is related to the uncertainty that is a property of the underlying signal itself, describing the photon arrival statistics. The second one is read-noise, which is the result of uncertainty generated by the electronics of the camera when the charge stored is read out. The shot noise is a Poisson random variable, whose mean is the expected number of photons per unit time interval, describing the true light intensity. The read noise is a Gaussian random variable with zero mean whose variance is fixed.

The heteroscedastic Gaussian model is a more widely acknowledged alternative to the Poisson-Gaussian model, which substitutes the Poisson component with a Gaussian distribution whose variance is signal-dependent:

\[ y \sim N(x, \beta_{\text{shot}} + \beta_{\text{read}} x), \]  

where \( y \in \mathcal{Y} \) is the observed (raw) intensity at a pixel in the raw data space \( \mathcal{Y} \), \( x \) is the original (unknown) signal, \( \beta_{\text{shot}} \) is proportional to the analog gain \((g_a)\) and digital gain \((g_d)\) and \( \beta_{\text{read}} \) is proportional to the sensor readout variance \((\sigma_r^2)\) and digital gain:

\[ \beta_{\text{read}} = g_d^2 \sigma_r^2, \quad \beta_{\text{shot}} = g_d g_a. \]  

Each pixel corresponds to a single sensor. The color filter array (CFA) in our camera is arranged in a Bayer pattern, R-G-B-G, resulting in a raw image that contains the linear intensities. The Raw-to-sRGB pipeline converts the raw to sRGB format and includes demosaicing, white balance, digital gain, denoising, color correction, gamma compression, quantization, and tone mapping.

The goal of existing extreme low light approaches is to find a function that can map at inference time a data point from raw data space to a single data point in the sRGB space, denoted as \( f: \mathcal{Y} \rightarrow \mathcal{Y}_{\text{rgb}} \), where \( \mathcal{Y}_{\text{rgb}} \) is the sRGB space. This approach leads to inaccurate results and may result in noticeable artifacts. We take an alternative approach and use the modulation module in [13] to enable the mapping of a data point from raw data space to multiple points in sRGB according to the user preference, each with a different exposure level. Our Raw-to-sRGB pipeline is formulated as a function \( f: \mathcal{Y} \times \mathcal{R} \times \mathcal{R} \rightarrow \mathcal{Y}_{\text{rgb}} : \)

\[ y_{\text{rgb}} = f(y, \alpha_1, \alpha_2; \theta), \]  

where \( \alpha_1 \) is a scalar that sets the mean of the signal Eq. (1) to the desired level by multiplication of the raw data, \( \alpha_2 \) control the enhancement level of the Raw-to-sRGB pipeline, \( \theta \) represents the parameters of \( f(\cdot) \) and \( y_{\text{rgb}} \) is the signal of the sRGB image.

The function \( f \) is realized by a deep network with modulation layers. To obtain \( \theta \), we train our network in two steps. First, the base model is trained to fit the enhanced image with an initial exposure level, without any additional modifications to the existing architecture. Then we freeze the weights of the base model, and each modulation layer \((g)\) is inserted after each existing convolutional kernel:

\[ g(w, b) \circ X, \]  

where \( X \) as the output feature map of existing convolutional kernels in the base network and \( w, b \) are weights and bias of the modulation layer’s convolutional filter kernel (Fig. 5). The network is then fine-tuned to fit the enhanced image with a final exposure level by learning the weights of the additional convolutional kernels. Thus, in our formulation, \( \theta \) includes the parameters of both the base network and the modulation layers.

During runtime, the weights of filter \( w \) and the bias \( b \) in each modulation layer are set to:

\[ g(\alpha_2; w, b) = \alpha_2 w + (1 - \alpha_2) \ast I, b = \alpha_2 b, \]  

for the given scalar \( 0 \leq \alpha_2 \leq 1 \) representing the enhancement parameter. Note that as the base network weights are fixed, by setting the filters in the modulation modules to identity and the biases to zero, the network output is the same as the trained base network.

As stated in [2], operating in sRGB domain for noisy images limits the representation power of the architecture. To alleviate this problem, we operate in the raw domain and employ a U-Net [25] as our base architecture \((f)\). It replaces the entire image signal processing (ISP) pipeline [8]. The input is a short exposure raw image from Bayer sensor data and the output is an sRGB image. The raw Bayer sensor data is packed into four channels, the spatial resolution is reduced by a factor of two in each dimension; and the black
Figure 4: The architecture of our network. There are two input parameters, \( \alpha_1 \) (brightness) and \( \alpha_2 \) (enhancement). \( \alpha_1 \) controls the brightness of the raw input data. \( \alpha_2 \) modulates the weights of the filters and tunes the network, which operates as an Image Signal Processing (ISP) unit. We train the model for an initial and final exposure level, where for each value of \( \alpha_1 \) there is a single value of \( \alpha_2 \). At inference time, each parameter can be set independently of the other (see Fig. 10).

Figure 5: The dashed red rectangle is the modulation module. The enhancement parameter \( \alpha_2 \) represents a weighted sum between the feature map of the initial and final exposure levels. The blue dashed line is to emphasize that the operation of the modulation module is also affected by the \( \alpha_1 \) parameters which control the brightness of the image.

Figure 6: The input to the network is a Bayer sensor packed into four channels, each half the height and width of the original color filter array. The preprocessing includes dark level subtraction. The output is a 12-channel image processed to recover the original resolution of the input image. The overall architecture of our network is presented in Fig. 4.

3.2. Training and Inference

We train the model using L1 loss and the Adam optimizer. The inputs are random 512x512 patches which are cropped, rotated and flipped. The learning rate is \( 10^{-4} \) for 1000 epochs and then \( 10^{-5} \) for an additional 1000 epochs, a total of 2000 epochs for the training phase. Fine-tuning the model for the final exposure level requires an additional 1000 epochs. The model is implemented using PyTorch [22].

During training, the brightness and enhancement parameters are adjusted to the corresponding ground-truth image. The input arrays’ values are multiplied by the brightness parameter, which represents the ratio between the input image’s exposure time and the required output image’s exposure time, effectively determining the brightness of the output. In practice, the maximum exposure ratio is truncated by 100 and the output is clipped to \([0,1]\). The enhancement parameter is set between zero and one, where zero corresponds to the ground-truth image with the lower exposure level before adding the modulation blocks, and one corresponds to the ground-truth image with the higher exposure level and hence less noisy.

For testing, we set the brightness and the enhancement parameters of the network to the desired exposure as follows. The input image is multiplied according to the brightness parameter, resulting in a noisy, brighter image. The weights of the filter and bias in the modulation module after the fine-tuning phase are adjusted according to the enhancement parameter (Eq. (5)).

3.3. Multi-Exposure Extreme Low-Light Dataset

We collected a total of 1500 images. In order to capture a variety of realistic low-light conditions and cover a broad range of scenes with extreme low-light conditions, the images were captured in both indoor and outdoor scenes. The images were captured over different days in multiple locations. We captured five different exposures for each of the scenes - 0.1s, 0.5s, 1s, 5s, and 10s. The outdoor images were captured late at night under moonlight or street lighting. The indoor images were captured in closed rooms with indirect illumination. Generally, the lowest exposure image
in both indoor and outdoor scenes is completely dark and no details of the scene can be observed.

All the scenes in the dataset are static to accommodate the long exposure. For each scene, the settings of the camera such as ISO and f-number were adjusted to optimize the longest-exposure image. We used a tripod and a mirrorless camera to capture the exact same scene without any misalignment. At each scene, after the long exposure image was optimally captured, we used a smartphone application to decrease the exposure and capture the images without touching the camera or changing the camera’s parameters. After capturing the images, we manually verified that the images are aligned and the long-exposure reference images are of high perceptual quality.

The images were captured using a Sony α5100 with a Bayer sensor. The resolution of the images is 6000 × 4000. Fig. 3 shows samples from our dataset. Tables 1,2 summarize its properties.

4. Experiments

Baselines. We compare our results with recent popular methods representing the various approaches available in the literature. Using our dataset, we train them in accordance with their authors’ instructions. The SID [8] model enhances raw image data (like ours) and can adjust the brightness of the output image using an input parameter at runtime. For additional comparisons, we include RGB-based low-light enhancement methods Retinex [30], AdaFM [13] and CResMD [19]. Our approach is Raw-to-RGB, which has been proven to be essential for enhancing the quality of images captured in very low-light conditions [8]. The inputs of the compared models were modified to operate on raw images in order to ensure fair comparisons.

Evaluation Metrics. We use 70%, 10%, and 20% of the images for training, validation, and testing, respectively, with uniform sampling and equal representation for indoor and outdoor scenes in each set. The ground truth images are the corresponding long-exposure images processed by LibRaw [1] to sRGB format. Following common practice, for quality metrics we rely on SSIM and PSNR to capture perceptual notions.

4.1. Quantitative Comparisons

Table 3 presents the PSNR and SSIM metrics for various experiments designed to evaluate the different approaches. Each section (A-D) represents a different experiment. The left column shows the different methods and their training protocols. The input for both training and testing is a dark image with an exposure time of 0.1s. For each method, the ground truth exposure times that were used for training (1s/5s/10s) are shown with each model (using the ⇒).

In Table 3.A we train the SID model for every single input and output exposure independently. By testing the model on the same exposure as trained, we obtain the optimal achievable restoration accuracy as the model is specialized on a single exposure time. Testing on other exposures (e.g., training on 5s and testing on 10s) shows that the resulting enhanced image quality is significantly reduced, which is the key limitation of single-output methods. The goal of our approach is to overcome this and achieve high restoration quality of the continuous range of possible exposure times with a single model.

Table 3.B evaluates the ability to train single-output approaches ( [8, 30]) to generalize to multiple output exposures. We train the models based on all possible output exposures and evaluate their ability to enhance specific exposure times within the trainable range. It can be seen that using multiple ground-truth exposures with models that are designed to output only a single one reduces the restoration quality for all the possible outputs.

We compare our approach with previous continuous methods. Table 3.C presents the results for one of the most common use-cases: where the optimal exposure time is within the trainable range in runtime. We train the models to enhance input images with an exposure of 0.1s and a ground truth exposure range of [1s,10s]. At inference time, the models can enhance an image to a range of exposures and the specific one is selected. We evaluate the models with input images of 0.1s and optimal output exposure of 5s. It can be seen that our approach outperforms all other methods.

In real-world scenarios, the actual optimal exposure time of the enhanced image can be outside the trained range. We experiment with such cases, training the models for optimal exposure times of [1s,5s], and testing with input images such that the ground truth exposure time is 10s. The results are presented in Table 3.D. As before, our approach achieves the best restoration accuracy.

4.2. Qualitative Comparisons

Fig. 7 shows the effect of adjusting the exposure time for a value within the trained range, 5s. The model is trained using input images with an exposure time of 0.1s and ground truth images with exposure times of 1s and 10s. SID was trained on all possible output exposure times. The enhanced images after adjusting the brightness and enhancement parameters are shown. The left column shows the effect of multiplying the intensity of the input images by 50, which is the ratio between the ground truth exposure of the input (0.1s) and the ground truth output (5s). It can be seen that our model successfully removes the artifacts presented by the other approaches.

Figure 8 shows the enhancement results when the optimal exposure time falls outside the trained range, demon-
| Train/Test | 1s PSNR SSIM | 5s PSNR SSIM | 10s PSNR SSIM |
|------------|-------------|-------------|-------------|
| **A**      |             |             |             |
| SID [8] 0.1 ⇒ 1 | 38.17 0.95  | 30.7 0.87  | 27.7 0.84   |
| SID [8] 0.1 ⇒ 5  | 36.82 0.94  | **33.35 0.91** | 28 0.86    |
| SID [8] 0.1 ⇒ 10 | 34.88 0.9   | 30.52 0.88  | **30 0.88** |
| **B**      |             |             |             |
| SID [8] ⇒ 1,5,10 | 35.77 0.92  | 29.55 0.86  | 26.25 0.82  |
| Retinex [30] ⇒ 1,5,10 | 16.29 0.08  | 15.15 0.12  | 13.67 0.16  |
| **C**      |             |             |             |
| AdaFM [13] ⇒ 1,10 | 37.86 0.85  | 30.51 0.73  | 26.95 0.72  |
| CResMD [19] ⇒ 1,10 | 36.37 0.8   | 21.63 0.46  | 26.52 0.64  |
| Ours ⇒ 1,10   | **38.17 0.95** | **32.35 0.89** | **29.67 0.87** |
| **D**      |             |             |             |
| AdaFM [13] ⇒ 1,5  | 37.86 0.85  | 31.12 0.76  | 25.98 0.7   |
| CResMD [19] ⇒ 1,5  | 34.97 0.73  | 23.73 0.59  | 16.17 0.17  |
| Ours ⇒ 1,5    | **38.17 0.95** | **31.78 0.89** | **28.65 0.86** |

Table 3: Comparisons with previous works. For all methods, the input exposure for both training and testing is 0.1s. ⇒ denotes the ground-truth images used for training. The bold are the two best results. As can be seen, our model outperforms all other methods. See text for more details.

| Filter Size | PSNR | SSIM |
|-------------|------|------|
| 1 × 1       | 31.87|      |
| 3 × 3       | 32.35|      |
| 5 × 5       | 32.39|      |
| 7 × 7       | 32.48|      |

Table 4: Filter size comparisons. The model is trained from 0.1s to 1s and fine-tuned to 10s, and tested for an unseen exposure level of 5s.

strating its robustness. We train our model for exposure times of [1s, 5s] the SID model for 5s. The left column shows the results of SID, the middle column our results, and the right one the ground truth. As can be seen, using a single-output approach results in significant distortions, whereas in our model, the parameters can be adjusted beyond the trainable range to output better restoration results.

In everyday situations, the exposure of the input image can be different from what is expected. Figure 9 shows the results of such a case. Our model and SID are trained as above to map images from 0.1s to 5s in the case of SID, and [1s, 5s] in the case of our model. However, the actual illumination conditions of the input images differ from those of the training set and the average intensity of the images is approximately 10%. Due to the fact that our model can be continuously adjusted to different brightness and enhancement, we can find the optimal parameters to output clear images.

Fig. 10 presents the effect of the brightness and enhancement parameters, where each is adjusted independently of the other. The model is trained using input images with exposure times of 0.1s (not shown) and ground-truth images with exposure times of 1s (top left) and 10s (top right). During training, the values of the parameters are (10, 0) for 1s and (100, 1) for 10s. Other values were not realized during training, and their effects on output during runtime are shown.

### 4.3. Ablation Study

**Filter Size.** We evaluate the sizes of different filters in the modulation module. We consider filter sizes of – 1×1, 3×3, 5×5, and 7×7. We train our base model with an exposure of 0.1s and an output of 1s, then fine-tune it to an output of 10s. The test images are with an exposure of 5s. Table 4 shows our comparisons. It can be seen that the most significant gain is achieved when using a filter size of 3 × 3.

**Tuning Direction.** We evaluate the optimal direction for the tuning. We compare two models. The first one is trained from 0.1s to 1s and fine-tuned for 10s. The second one is trained from 0.1s to 10s and fine-tuned for 1s. We compare the results with respect to unseen output images with an exposure time of 5s. The forward direction from 0.1s to 10s achieved better results than the backward one, with a PSNR of 32.35 vs. 28.2.
5. Conclusion

Extreme low-light imaging is challenging and has recently gained growing interest. Current methods allow enhancement of dark images, assuming the input exposure and the optimal output exposure are known at inference time, which prevents its adaptation in practical scenarios. We present an approach that enables continuously controlling of the optimal output exposure levels of the images at runtime, without the need to retrain the model. We collected a dataset of 1500 images with multiple exposure levels for extreme low-light imaging and showed that our model presents promising results on a wide range of both indoor and outdoor images. We believe that our dataset as well as our model will support further research in the field of extreme low-light imaging, making a step forward towards its widespread adoption.
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