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Abstract: In this paper, a cascade optical quantization scheme is proposed to realize all-optical analog-to-digital converter with efficiently enhanced quantization resolution and achievable high analog bandwidth of larger than 20 GHz. Employing the cascade structure of an unbalanced Mach-zehnder modulator and a specially designed optical directional coupler, we predict the enhancement of number-of-bits can be up to 1.59-bit. Simulation results show that a 25 GHz RF signal is efficiently digitalized with the signal-to-noise ratio of 33.58 dB and effective-number-of-bits of 5.28-bit.
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1. Introduction

The high performance analog-to-digital converters (ADCs) have been widely applied in the high speed optical communication, advanced radar system, and real-time signal monitoring. Limited by the inherent aperture jitter and comparator ambiguity, it is difficult to realize an ADC with multi-bit resolution and bandwidth over several tens of GHz by using conventional electronic devices [1–4]. “Photonic ADC” is known to be a potential technology to overcome the limitations of electrical devices and realize ultra-wide bandwidth digitization. Benefit from the development of mode-locked technique, the optical sampling pulse trains with the repetition rate of over hundreds of GSa/s can be realized [5, 6], which can provide ultra-high speed optical sampling with 3–4 orders of magnitude lower timing jitter than that of electrical sampling. The photonic-assisted ADCs that using optical sampling and electrical quantization have exhibited high digitization performance [3, 4]. Especially the results obtained in [3] give the state of the art 41 GHz analog bandwidth with 7 effective number of bits (ENOB). However, the undersampling technique is required for such ultrahigh analog bandwidth because the quantization in [3] is executed completely by electrical ADCs. The undersampling technique is limited to the sampling of narrow-band signals. Thus, the bandwidth limitation of electrical ADCs is inevitable when broadband signals or multitone signals are used for digitization. In order to efficiently connect the optical sampling module and eliminate the electrical bandwidth limitation, it is essential to realize the all-optical operation in both quantization and coding modules. Extensive optical quantization schemes have been proposed and improved aiming to achieve high quantization resolution, e.g. the phase quantization by the modulation and interference [7–15] and the frequency quantization by the nonlinear effects in highly nonlinear fibers [16–21]. In these schemes, the cascade quantization methods demonstrated in [12] and [13] have great advantages compared to the
other schemes because the enhancement of more than 1-bit in the quantization resolution can be obtained on the basis of the conventional phase quantization schemes. However, the second-stage quantization in both of the schemes still rely on the assistance of electrical ADCs. Thus, the bandwidth of input electrical analog signal is limited by the bandwidth of electrical ADCs, which is dominated by the track-and-hold (T/H) circuit. This is because the bandwidth of electrical ADCs should be at least 2.5 times of the maximum frequency of the analog signal to capture it with the minimal amplitude error. For example, to digitize a 25 GHz analog signal, the electrical ADCs with no less than 62.5 GHz bandwidth are required as the second-stage quantizers, which is difficult in practice. The analog bandwidths demonstrated in [12] and [13] are both 10 GHz so that the electrical ADCs with the bandwidth of more than 25 GHz are required. To the best of our knowledge, there is still no reports on the cascade quantization with all-optical process in both of the quantization stages.

In this paper, we propose an all-optical ADC with the enhanced resolution based on a cascade optical quantization (COQ) scheme, which employs an unbalanced Mach-zehnder modulator (UMZM) and a specially designed optical directional coupler. Since the entire quantization operates in all-optical process, the bandwidth limitation of electrical ADCs is eliminated. Simulations show that a 25 GHz sinusoidal analog signal can be efficiently digitized using the proposed scheme.

2. Principle of operation

![Diagram](image)

**Fig. 1.** Schematic diagram of the proposed COQ-ADC. Inset (a) illustrates the power transfer function and coding results of the first-stage quantization in the case of two channels \((N = 2)\), and inset (b) illustrates the combined power transfer function and coding results of the two quantization stages with \(N = 2\) and \(M = 2\). PSOQ: phase-shifted optical quantization; Mux: multiplexer; Demux: demultiplexer; PD: Photodiodes; COMP: comparator.

The schematic diagram of the proposed COQ-ADC is shown in Fig. 1. The parallel optical pulse trains with \(N\) different wavelengths are launched from a tunable mode-locked laser source and used as the \(N\)-channel sampling pulse source. In the time domain, the pulses at the different wavelengths are superposed on each other at the same time. Together with the electrical analog signal, the sampling pulse trains are delivered into the first-stage...
quantization module for sampling and quantization. The first-stage quantization module implements the $N$-channel phase-shifted optical quantization (PSOQ) and provides $N$ different sinusoidal power transfer functions corresponding to the different channels. When it is directly followed by the photo detection and binary decision, the PSOQ module provides the number of bits (NOB) of $\log_2(2N)$-bit [7, 8]. The inset (a) of Fig. 1 shows the power transfer functions and the coding results of the PSOQ module in the case of two channels. It is evident that a 2-bit resolution is obtained with the combination of the coding results of two channels. Instead of the detection and binary decision, a $M$-bit optical quantization module is used in our scheme to further quantize the output power of the PSOQ module. Benefit from the second-stage quantization, the quantization level can be further increased. In the case of $M = 2$, as shown in the inset (b) of Fig. 1, the quantization level is increased from 4 to 12 without adding additional channels. After the two-stage quantization, the output parallel pulse trains are de-multiplexed and delivered into the photodiodes and comparators for the detection and binary decision separately. The NOB of the proposed COQ-ADC is $\log_2(2^M-1)$-bit, which means the enhancement of $\log_2(2^M-1)$-bit is achieved compared to the conventional PSOQ. The performance of resolution enhancement is shown in Fig. 2. It is evident that the NOB increases efficiently with $M$. However, for the case of $M > 2$, the lengths of quantization levels cannot be constant due to the nonlinear variation of sinusoid. This problem leads to the severe degradation on the ENOB without considering any other quantization noises, and even makes the resolution enhancement lower than the case of $M = 2$ [13]. In order to ensure the constant length of quantization levels in the initial stage, $M = 2$ is used in this scheme which provides the resolution enhancement of $\log_2(2^2-1) = 1.59$-bit.

![Fig. 2. Performance of resolution enhancement with different $M$.](image)

The PSOQ module is realized by a lithium niobate UMZM, as shown in Fig. 3(a). The UMZM consists of two Y-junctions, two transmission arms with different geometric path lengths, electrodes, and LiNbO$_3$ substrate. In consideration of the TE mode input, the power transfer function of the UMZM can be obtained as [9, 22]

$$H(t) = \frac{1 + \cos\left(\frac{\pi V(t)}{V_s} + \frac{2\pi n \Delta L}{\lambda}\right)}{2}$$

(1)

where $V(t)$ is the amplitude of the input analog signal, $V_s$ is the half-wave voltage of the modulator, $\Delta L$ is the geometric path length imbalance of the UMZM, $n_\text{r}(\lambda)$ is the refractive index of the LiNbO$_3$ for TE mode calculated by the Sellmeier equation [23]. It is evident that a wavelength-dependent extra phase shift $2\pi n_\text{r} \Delta L/\lambda$ is introduced in addition to the modulation phase shift $\pi V(t)/V_s$. For the case of $\Delta L = 40 \mu$m, the extra phase shift as a function of input wavelength is shown in Fig. 3(b). It can be found that the variation of extra phase shifts is quite linear with the wavelengths. Within the wavelength range of 1.54 to 1.56
μm, the total amount of phase shift variation is 1.5π. By properly selecting N sampling pulse trains at specific wavelengths, the differences of the extra phase shift between adjacent wavelengths can be π/N. The N power transfer functions with the identical phase shift gap of π/N can realize the PSOQ with NOB of log₂(2N)-bit.

3. Design of the second-stage quantization module

According to the discussion above, a 2-bit optical quantizer is necessary for the second-stage quantization. A GaAs/AlGaAs waveguide based directional coupler is designed, which is composed of three cascaded 2 × 2 directional couplers with different power splitting ratios of 1:1, 1:1, and 2:1, respectively. Figure 4(a) represents the structure of the directional coupler. The core region is made of GaAs while the cladding region is AlGaAs with an aluminium fraction of 20%. The propagation length of the coupler is set to be \( L_0 = 7.4 \) mm. Three coupling regions signed as A, B, and C are carried out in this coupler, which have the same length of \( L = 0.75 \) mm. The branching angles are all set to be \( \beta = 45^\circ \). The widths of the waveguides are defined as \( w_1 \) and \( w_2 \), and the gaps of the waveguides are \( d_1, d_2, \) and \( d_3 \), respectively. By carefully configuring the widths and gaps, the expected power splitting ratios of 1:1, 1:1, and 2:1 can be realized for three coupling regions.

The output signals of the UMZM experience three-stage power splitting in the directional coupler and are detected at port1, 2, and 3 for the binary decision. Assuming the power of the output signal of the UMZM (i.e. the input of the coupler) is \( P_0 \), the detected powers at port1, 2, and 3 should be \( P_0/2, P_0/4, \) and \( P_0/6 \), respectively. The power transfer functions and coding results of the directional coupler are shown in Fig. 4(b), where \( P_0\text{max} \) is the maximum of \( P_0 \), and \( P_\text{th} \) is the threshold for binary decision which meets \( P_\text{th} = P_0\text{max}/8 \). When the insertion loss \( \alpha \) is considered, the threshold should be modified to \( P_\text{th}' = (10^{-\alpha/10} \times P_0\text{max})/8 \). It is evident that the power of the output pulse of the UMZM can be further divided into four uniform levels with the binary codes of “000”, “100”, “110”, and “111”, which means a 2-bit quantization is realized. In the case of symmetric structure (\( w_1 = w_2 \)), the power splitting ratio of the directional coupler changes severely with the wavelength of input optical wave. Since the multiple channels with the wavelengths among 1.54–1.56 μm are required in this scheme, the directional coupler with the asymmetric structure is designed, i.e. \( w_1 = 0.8 \) μm and \( w_2 = 1 \) μm. \( d_1, d_2, \) and \( d_3 \) are correspondingly set at 2.8 μm, 2.8 μm, and 2.6 μm so that the specific power splitting ratios of 1:1, 1:1, and 2:1 can be obtained. By using the beam propagation method (BPM), the dynamic of the optical field at 1.55 μm is shown in Fig. 5(a). Also the power fraction of different output ports as a function of propagation length is illustrated in Fig. 5(b). It is evident that the power fraction of port1, port2, and port3 are 50.6%, 24.4%, and 15.9%, respectively. Compared with the ideal power fraction, i.e. 50%, 25%, and 16.7%, the small fluctuation of power fraction will lead to the degradation of ENOB.
The power fraction of different ports as a function of input wavelength is illustrated in Figs. 6(a)–6(c). Both the asymmetric and symmetric structures are considered to confirm the wavelength-insensitive of the coupler designed. For the case of the symmetric structure, the power fraction of port 1 and port 3 changes evidently with the wavelength while the change of port 2 is relatively small. The small change of port 2 is mainly due to the same structure of the coupling regions A and B, which mitigates the change of power fraction at the port 2. By contrast, for the asymmetric structure, the changes of power fraction at three output ports are all quite small within the wavelength range of 1.54–1.56 μm. The wavelength-insensitive characteristic can efficiently mitigate the degradation of ENOB compared to the case of symmetric structure. The power fluctuation is defined as the absolute value of the difference between the detected power fraction and the ideal power fraction. Figure 6(d) shows the power fluctuations of three output ports as a function of input wavelength in the cases of the symmetric and asymmetric structures. It is evident the power fluctuations of the proposed asymmetric structure are all less than 1% within the wavelength range considered while the fluctuation of larger than 8% is found in the symmetric structure.
4. Performance of digitization

In the simulation, a 25 GHz sinusoidal wave signal is used as the electrical analog signal, and pre-amplified to the peak-to-peak power of $2V_\pi$. Since there is no nonlinear effect in this scheme, the tunable continuous wave (CW) source with peak power of 8 mW and the software sampling are used instead of the pulsed source. The software sampling can be achieved by extracting the detected electrical waveforms with a fixed time interval. Eight wavelengths are selected according to the discussion in section 2 to realize the eight quantization channels, which can achieve the NOB of 5.59-bit. The eight wavelengths and corresponding phase-shifts are illustrated in Table 1. The wavelength interval is found to be 1.7 nm. This interval is large enough for avoiding the spectral overlap when the pulsed source with the pulse width of several picoseconds is used for sampling. Also, the wavelength interval can be flexibly adjusted by changing the $\Delta L$ of the UMZM so that it can be applied to the sampling pulse width of femtosecond magnitude. Together with the electrical analog signal, the eight parallel optical carriers are delivered into the UMZM, which has the $V_\pi = 3.3$ V and $\Delta L = 40 \mu$m. The temporal profiles of the sinusoidal wave signal and the output signal of the UMZM are shown in Figs. 7(a) and 7(b). Three channels with the extra phase-shifts of $\pi/8$, $4\pi/8$, and $7\pi/8$ are illustrated. The temporal profiles are demonstrated within two periods. Since the frequency of the analog signal is 25 GHz, the length of the period is 40 ps. It is evident that different “M” curves are obtained due to the different power transfer functions of the channels. The output signals of the UMZM are further delivered into the directional coupler for the second-stage quantization. After the quantization process, the optical signals are detected at the port1, 2, and 3 of the coupler, respectively. Taking $\lambda_4$ as an example, i.e. the extra phase-shift is $3\pi/8$, the detected waveforms are shown in Figs. 8(a)–8(c).
Table 1. Selected Wavelengths and Corresponding Phase-shifts

| λ (nm) | 1548 | 1549.7 | 1551.4 | 1553.1 | 1554.8 | 1556.6 | 1558.3 | 1560 |
|--------|------|--------|--------|--------|--------|--------|--------|------|
| Δφ(λ)  | 0    | π/8    | 2π/8   | 3π/8   | 4π/8   | 5π/8   | 6π/8   | 7π/8 |

Fig. 7. (a) Input sinusoidal wave signal, and (b) the output temporal profiles of the UMZM.

Fig. 8. The detected waveforms at (a) port1, (b) port2, and (c) port3 of the directional coupler.

The fluctuation of the amplitude is caused by the thermal noise and shot noise of the photodiode considered in the simulation. Besides the power splitting fluctuation discussed in section 3, this detection noise also leads to the degradation of the ENOB. The detected waveforms are subsequently software sampled with a specific time interval. The sampled points are finally made binary decision by an identical threshold and encoded. Combining the encoding results of the eight channels, the digitized values and corresponding sinusoidal-
fitted curve are illustrated in Fig. 9(a). The errors between the digitized values and the fitted curve are also calculated and shown in Fig. 9(b). It can be found the maximum of the errors is around 1 least significant bit (LSB). Using the root-mean-square (RMS) of the errors, the signal-to-noise ratio (SNR) of 33.58 dB and the ENOB of 5.28-bit are obtained, which are estimated by Eqs. (2) and (3) [8, 24, 25]

\[
SNR = \frac{RMS_{signal}}{RMS_{errors}} = \frac{A}{\sqrt{2}} \frac{1}{\sqrt{M}} \sum_{n=1}^{M} (y_n - y'_n)^2
\]

\[
ENOB = \frac{SNR - 1.76}{6.02}
\]

where \( A \) is the peak amplitude of the fitted sine curve, \( M \) is the number of samples, \( y_n \) and \( y'_n \) are the \( n \)-th data of the digitized results and the fitted curve, respectively. Affected by the power splitting fluctuation of the directional coupler and the detection noises, the degradation of ENOB is 0.39-bit.

![Fig. 9. (a) The digitized result and sinusoidal fitted curve, and (b) the errors between the digitized values and the fitted curve.](image)

5. Discussion

In the practical case, other effects like the timing jitter and the random intensity noise (RIN) of the pulsed source, the phase jitter of the power transfer function of the UMZM, and the walk-off of different channels in the UMZM should also be considered besides the power splitting fluctuation and detection noises considered above to confirm the feasibility of the proposed COQ-ADC.

A. Timing jitter and RIN

In the practical applications, the pulsed source can be used instead of the CW source and software sampling. The timing jitter of the pulsed source will lead to the amplitude deviation between the practical and ideal sampling points. Assuming an input sinusoidal signal with the peak amplitude of \( A \) and frequency of \( f \), the amplitude deviation \( \delta A \) induced by the timing jitter \( \tau \) can be given by Eq. (4)

\[
\delta A = A \sin \left[ 2\pi f (t + \tau) \right] - A \sin (2\pi ft)
\]

In general, \( \tau << 1 \text{ ns} \) is satisfied so that the Eq. (4) can be simplified to
\[ \delta A = 2\pi fA \cdot \tau \cdot \cos(2\pi ft) \]  

The tolerated amplitude deviation should be no more than \( \Delta /2 \). Here, \( \Delta = 2A/2^{\text{NOB}} \) is the amount of the LSB. Thus, the maximum of the tolerated timing jitter can be obtained as

\[ \tau_{\text{max}} = \left(2^{\text{NOB}+1} \cdot \pi \cdot f \right)^{-1} \]

\( \tau_{\text{max}} \) as a function of the input frequency is shown in Fig. 10(a). The input frequency of the signal is related to the analog bandwidth of the ADC. It is evident that the timing jitter decreases greatly with the increase of the analog bandwidth and the quantization resolution. Since the NOB and analog bandwidth of the proposed scheme are 5.59-bit and 25 GHz, the timing jitter should be no more than 132.2 fs. Fortunately, the low timing jitter of less than several tens of femtoseconds is achievable using the existing mode-locked laser diodes [3]. Thus, the analog bandwidth of the proposed scheme limited by the timing jitter can be up to 100 GHz. Besides the timing jitter, the analog bandwidth of the proposed COQ-ADC is also limited by the bandwidths of the optical modulator and detector. The commercial LiNbO3 modulators and photodiodes with the bandwidths of no less than 40 GHz are common. Also, for the applications of beyond 100G ultra-high speed optical communications system and millimeter-wave radio-over-fiber system, the bandwidth of even 100 GHz can be realized. Therefore, the proposed COQ-ADC has the potential to achieve the high analog bandwidth of larger than 100 GHz.

![Fig. 10. (a) \( \tau_{\text{max}} \) as a function of the input frequency with different \( \text{NOB} \), and (b) \( \alpha_{\text{max}} \) as a function of the \( \text{NOB} \).](image)

The RIN-induced intensity jitter of the sampling pulses can lead to the error of binary decision and corresponding quantization errors. The RIN can be defined as \( \alpha = \Delta P/P_0 \). Here, \( \Delta P \) is the intensity jitter and \( P_0 \) is the original intensity of the pulses. Due to the sinusoidal power transfer function, the output power of the UMZM without effects of RIN can be defined as \( P = P_0(\sin \theta + 1)/2, \theta \in [0, 2\pi] \). This definition is just a simplified expression and corresponding discussion can be extended to Eq. (1). When the RIN exists, the output power changes to \( P = (P_0 + \Delta P)(\sin \theta + 1)/2 \). The power change induces the error of binary decision, and corresponding quantization error \( \Delta_1 \) can be given by

\[ \Delta_1 = \arcsin \left( \frac{\alpha}{1+\alpha} \right) \cdot \frac{P_{FS}}{2\pi} \]

where \( P_{FS} \) is the full-scale power of the analog signal and can be represented by the LSB as \( 2^{\text{NOB}} \cdot \Delta \). Similar to the timing jitter, \( \Delta_1 \) should be no more than \( \Delta /2 \). Thus, the tolerated RIN is given by

\[ \alpha < \sin \left( \frac{\pi}{2^{\text{NOB}}} \right) \]

\[ 1 - \sin \left( \frac{\pi}{2^{\text{NOB}}} \right) \]
The maximum RIN $\alpha_{\text{max}}$ as a function of the NOB is shown in Fig. 10(b). It is evident the tolerated RIN decrease rapidly with the NOB. For the NOB = 5.59-bit in our proposed scheme, the maximum RIN is about 7%. Since the ultralow RIN of less than 0.15% has been reported to be achievable [26], the digitization performance of our proposed scheme would not be degraded severely by the RIN.

B. Phase jitter

The phase jitter is probably induced by the wavelength fluctuation of the selected channels, and leads to the offset of the power transfer functions of the UMZM. The offset can directly induce the non-uniform of the quantization steps and generate the quantization error. This quantization error is defined as $\Delta_2$, which can be calculated via $\Delta_2 = \delta \theta \times \frac{P_{FS}}{2\pi}$ in this scheme. Here, $\delta \theta$ is the phase jitter. Since the offset of one power transfer function can generate $2 \times 3$ quantization errors, the ENOB as a function of $\delta \theta$ can be calculated using Eq. (9)

$$ENOB = \frac{SNR - 1.76}{6.02} = 10\log_{10} \left( \frac{1}{P_{FS}} \sum_{j=1}^{N} 3 \times \left( \int_{0}^{\Delta_2+\Delta_1,j} p^2 dp + \int_{\Delta_2+\Delta_1,j}^{\Delta} (p - \Delta)^2 dp \right) \right)^{-1} - 1.76$$

where $\Delta_{2,j}$ is the quantization error of $j$-th channel. The ENOB calculated as a function of the phase jitter is shown in Fig. 11. It can be seen that the ENOB decreases with the increase of $\delta \theta$. And the ENOB with the higher resolution is much more sensitive to the change of $\delta \theta$ because the quantization steps become narrower. The tolerated phase jitter is given by

$$\frac{2 \times 3 \times \delta \theta \times P_{FS}}{2\pi} < \frac{\Delta}{2}$$

(10)

From the Eq. (10), the maximum of $\delta \theta$ is found to be $\pi/36N$. Because of $N = 8$ in this scheme, the tolerated phase jitter should be less than 0.0109 rad. This phase jitter is corresponding to the maximum wavelength fluctuation of 47.7 pm. For the applications in the dense wavelength-division multiplexing system, the commercial laser sources with wavelength fluctuation of less than 5 pm can be realized [27, 28]. This value is an order of magnitude lower than the tolerated value of 47.7 pm, which confirms that the proposed COQ-ADC has good ability to tolerate the phase jitter noise.

Fig. 11. The ENOB of the proposed COQ-ADC as a function of the phase jitter with different number of channels.
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C. Walk-off effect

When the pulsed source is used, two optical waves propagating in the upper and lower arms of the UMZM have the optical path difference (OPD) due to the geometric path length imbalance of the UMZM. The OPD will lead to the walk-off between two optical waves which interfere with each other at the output of the UMZM. When the walk-off is comparable to the pulse width, the interference effect will get worse, i.e. the performance of quantization will be degraded. The amount of walk-off can be calculated by \( \delta t = \beta_1(\lambda) \Delta L \). Here, \( \beta_1(\lambda) \) is the first-order dispersion parameter of the LiNbO\(_3\) UMZM which is reciprocal of the group velocity, and \( \Delta L \) is the length difference of the upper and lower arms of the UMZM. \( \beta_1(\lambda) \) can be obtained using the refractive index of the LiNbO\(_3\) as discussed in section 2. For the wavelength range of 1.548–1.56 \( \mu \)m and \( \Delta L = 40 \mu \)m in this scheme, the amounts of walk-off and \( \beta_1(\lambda) \) as a function of wavelength are illustrated in Fig. 12(a). Both of the walk-off and \( \beta_1(\lambda) \) change slightly with the wavelength. The maximum of \( \delta t \) is found to be 291.042 fs. This value is negligible for the pulse width of several picoseconds. Such picoseconds pulse can theoretically provide the sampling rate of several hundreds of GHz, which is large enough for the Nyquist sampling of the analog signal with several tens of GHz bandwidth. Therefore, the walk-off effect induced by the geometric path length imbalance of the UMZM can be neglected in this proposed scheme.

![Fig. 12. (a) The amounts of walk-off and \( \beta_1(\lambda) \) as a function of wavelength, and (b) the maximum amount of the inter-channel walk-off and supportable maximum sampling rate as a function of the length of UMZM.](image)

Since the sampling channels with multiple wavelengths are required in the proposed scheme, the walk-off among different channels also exists during the transmission. This inter-channel walk-off effect can lead to the non-synchronization of the parallel decision sequences and generate wrong encoding results. To avoid the encoding error, the amount of the inter-channel walk-off should satisfies

\[
\delta T \leq \frac{1}{2R_s} = \frac{T}{2}
\]

where \( \delta T \) is the amount of the walk-off, \( R_s \) is the sampling rate, and \( T \) is the interval between adjacent sampling pulses. \( \delta T \) can be calculated by Eq. (12)

\[
\delta T = \left[ \beta_i(\lambda_i) - \beta_j(\lambda_j) \right] \left( L_1 + L_2 \right) \quad i, j \in 1, 2...N; i \neq j
\]

where \( \lambda_i \) and \( \lambda_j \) are the wavelengths of \( i \)-th and \( j \)-th channels, respectively, \( L_1 \) is the length of the UMZM, and \( L_2 \) is the length of directional coupler. \( L_1 \) is usually within the range of several tens of millimeters while \( L_2 \) is 7.4 mm. Due to the linear variation of \( \beta_1 \) in this scheme, the maximum amount of the inter-channel walk-off \( \delta T_{\text{max}} \) as a function of \( L_1 \) can be obtained, which is shown in Fig. 12(b). It is evident that \( \delta T_{\text{max}} \) is no more than 79.4 fs when \( L_1 \) is in the range of 50–80 mm. Moreover, the supportable maximum sampling rate (SMSR)
can be obtained by Eq. (11). The SMSR is found to be several THz, which is far beyond the required Nyquist sampling rate of the analog signal with several tens of GHz bandwidth. If the sampling rate of less than the SMSR is used, the inter-channel walk-off effect will show no influence on the encoding correctness. It is easy to satisfy this sampling condition, i.e. the required Nyquist sampling rate should be less than the SMSR, so that the influence of the inter-channel walk-off can be neglected for this proposed COQ-ADC.

Moreover, the nonlinearities of the components, e.g. the amplifier, the modulator, the photodiode, and the comparator, could also induce degradation of the quantization performance. Fortunately, the influence of the nonlinearities can be mitigated by using proper bandpass and lowpass filters [3] so that the ENOB would not be degraded rapidly in practice.

6. Conclusion

In summary, a COQ-ADC is proposed aiming to the all-optical ADC with high resolution and analog bandwidth. The simple cascade structure of an UMZM and a specially designed optical directional coupler is employed to realize all-optical quantization without the bandwidth limitation of electrical ADCs. Benefit from the all-optical process, the high analog bandwidth of more than several tens of GHz is achievable. Compared to the conventional PSOQ schemes, the resolution enhancement can be up to 1.59-bit without using any additional modulation or optical nonlinear process. Such high resolution enhancement enables the NOB of more than 7.59-bit to be achieved, with which the ENOB is potential to be comparable with the state of the art results obtained in [3]. Nevertheless, the advantage of the proposed COQ-ADC is that higher analog bandwidth can be predicted due to the all-optical process and the flexibility to various analog signals but not limited to narrow-band signals.

On the other hand, the required number of channels of this COQ-ADC can be triple less than that of the PSOQ schemes in the case of same resolution, e.g. only 8 channels are needed for the resolution of 5.59-bit in the COQ-ADC while 24 channels are needed in the conventional PSOQ schemes. Although the required number of detectors and comparators remains the same, the large reduction of quantization channels can efficiently save the power consumption. A 25 GHz analog signal is illustrated to be digitized by the COQ-ADC, and the NOB of 5.59-bit and ENOB of 5.28-bit are obtained. The influences of the timing jitter, the RIN, the phase jitter, and the walk-off effect on the digitization performances are also discussed to confirm the feasibility of the proposed COQ-ADC. Moreover, the entire components used in this scheme can be realized by silicon photonics technology so that the proposed COQ-ADC has the potential to be integrated on a single chip.
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