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Developers often perform repetitive code editing activities (up to 70%) for various reasons (e.g., code refactoring) during software development. Many deep learning (DL) models have been proposed to automate code editing by learning from the code editing history. Among DL-based models, pre-trained code editing models have achieved the state-of-the-art (SOTA) results. Pre-trained models are first pre-trained with pre-training tasks and fine-tuned with the code editing task. Existing pre-training tasks mainly are code infilling tasks (e.g., masked language modeling), which are derived from the natural language processing field and are not designed for automatic code editing.

In this paper, we propose a novel pre-training task specialized in code editing and present an effective pre-trained code editing model named CODEEDITOR. Compared to previous code infilling tasks, our pre-training task further improves the performance and generalization ability of code editing models. Specifically, we collect lots of real-world code snippets as the ground truth and use a powerful generator to rewrite them into mutated versions. Then, we pre-train our CODEEDITOR to edit mutated versions into the corresponding ground truth, to learn edit patterns. We conduct experiments on four code editing datasets and evaluate the pre-trained CODEEDITOR in three settings (i.e., fine-tuning, few-shot, and zero-shot). (1) In the fine-tuning setting, we train the pre-trained CODEEDITOR with four datasets and evaluate it on the test data. CODEEDITOR outperforms the SOTA baselines by 15%, 25.5%, and 9.4% and 26.6% on four datasets. (2) In the few-shot setting, we train the pre-trained CODEEDITOR with limited data and evaluate it on the test data. CODEEDITOR substantially performs better than all baselines, even outperforming baselines that are fine-tuned with all data. (3) In the zero-shot setting, we evaluate the pre-trained CODEEDITOR on the test data without training. CODEEDITOR correctly edits 1,113 programs while the SOTA baselines can not work. The results show that the superiority of our pre-training task and the pre-trained CODEEDITOR is more effective in automatic code editing.
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INTRODUCTION

To improve software systems’ stability and maintainability, developers spend lots of effort (e.g., more than six hours per week [2]) on editing their source code. For example, developers would modify identifier names or update an outdated API. A large-scale study in 2,841 Java projects [24] has shown that many edits (up to 70-100%) follow repetitive patterns. Figure 1 shows two edits from a real-world software project [9]. They both aim to remove redundant exceptions (i.e., AccessControlException and UnresolvedLinkException) and share an edit pattern. However, manually designing these repetitive patterns can be tedious and error-prone [23, 29]. Thus, code editing models would be beneficial to save developers’ effort by automating code changes learned from previous edit data.

Recently, deep learning (DL) techniques have been applied to automatic code editing. Among DL-based approaches, pre-trained code editing models [35, 38] have achieved state-of-the-art (SOTA) results on many benchmarks. Pre-trained models first are pre-trained with self-supervised pre-training tasks, and then fine-tuned with the supervised code editing task. Self-supervision means the labels of training samples are generated automatically without human annotations. Thus, a model can be pre-trained with a large amount of automatically generated data to learn linguistic and commonsense knowledge about the source code. Nowadays, existing code editing studies [35, 38] mainly use code infilling tasks (e.g., mask language modeling) as the pre-training tasks. The code infilling tasks randomly mask some tokens or spans in a program and train a model to infill the masked content based on the contexts. Figure 2 (a) shows a code infilling example. The masked content (i.e., void, String[]) is replaced with a specific token (i.e., MASK) and highlighted. Although promising, code infilling tasks are derived from the natural language processing (NLP) field [6, 20] and are not designed for automatic code editing. Thus, there are still rooms to improve existing pre-trained code editing models.
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Fig. 1. Two edits from a real-world software project [9] in GitHub. They both aim to remove redundant throw exceptions.
In this paper, we propose to extend the conventional code infilling to a novel pre-training task specialized in code editing and present an effective pre-trained code editing model named CodeEditor. Specifically, we first collect lots of programs from open-source communities (e.g., GitHub\(^1\)). These programs have passed code reviews and can be viewed as the ground truth. We utilize a powerful generator to rewrite these programs into natural but inferior versions (aka mutated versions). Then, we pre-train the CodeEditor to edit the mutated code into the corresponding ground truth. Figure 2 (b) shows a training example in our pre-training task. The rewritten content is highlighted. In Figure 2 (b), the generator rewrites a program into a mutated version by modifying two tokens (void → boolean and String[] → int). Then, the pre-trained model is asked to edit the mutated code into the ground truth.

Compared to previous code infilling tasks, our pre-training task has two advantages: (1) **Our pre-training task improves the performance of code editing models.** The goal of code infilling tasks is to infill a given blank in the source code. Our pre-training task is more challenging and requires a high-level understanding ability to locate inferior parts and a strong generative ability to generate a better alternative. Thus, our pre-training task can provide strong supervision signals and further improves the performance of code editing models. (2) **Our pre-training task strengthens the generalization ability of code editing models.** Code infilling tasks are to predict some discrete tokens based on a masked program. Our pre-training task aims to transform a previous program into a new program by automating code changes and is closer to the real-world code editing task. Thus, our pre-training task endows the model with a practical code editing ability and strengthens the model’s generalization ability in real-world code editing.

The key element in implementing our pre-training task is the generator for rewriting programs. Inspired by previous studies [5, 40], we utilize a powerful pre-trained language model for source code - CodeGPT [21] - as the generator. CodeGPT is trained on a code corpus consisting of 2.7 million files and is a SOTA language model for source code. Thus, CodeGPT can derive various informative code snippets that benefit our CodeEditor to learn meaningful and diverse edit patterns (e.g., API updates, type/object changes, and identifier renaming). These edit patterns resemble the code changes in real-world code editing and thus strengthen the performance of pre-trained models in

\(^1\)https://github.com/
code editing applications. Specifically, given an original program, we randomly select several spans and replace them with blanks. For each blank, CodeGPT can predict multiple plausible suggestions and ranks them based on probability. We consider the original span as the gold and use the first non-gold suggestion to complete the blank. After completing all blanks, we obtain a mutated version that needs to be edited. Its corresponding original code is the ground truth.

Following previous studies [4, 35], we conduct experiments on four public code editing datasets. We evaluate our CodeEditor in three settings (i.e., fine-tuning, few-shot, and zero-shot settings) and employ three widely used metrics, including exact match (EM), CrystalBLEU [7], and edit distance. Based on experimental results, we summarize four findings. (1) In the fine-tuning setting, we train the pre-trained CodeEditor with four datasets and evaluate CodeEditor on the test data. In terms of EM, CodeEditor outperforms the SOTA baseline by 15%, 25.5%, 9.4%, and 26.6% on four datasets. (2) In the few-shot setting, we sub-sample (e.g., 10%) the datasets, train CodeEditor with the limited data, and evaluate CodeEditor on the test data. CodeEditor still performs substantially better than all baselines, even outperforming baselines that are fine-tuned with all data. (3) In the zero-shot setting, we evaluate CodeEditor on the test data without training. Results show that CodeEditor successfully edits 1,123 programs, while baselines generate none of the correct code on four datasets. (4) We further conduct a case study by analyzing successful cases and failed cases of CodeEditor.

Our main contributions are outlined as follows:

- We propose a novel pre-training task for code editing that trains a model to edit an auto-rewritten mutated program into the ground truth. It can improve the performance and generalization ability of code editing models.
- We produce a large-scale dataset on our pre-training task and pre-train an effective pre-trained code editing model named CodeEditor.
- We fine-tune the pre-trained CodeEditor with four code editing datasets. Results show that CodeEditor is more effective by outperforming the SOTA baseline by up to 26.6%.
- We evaluate the pre-trained CodeEditor in zero-shot and few-shot settings. Results show that CodeEditor shows a strong generalization ability in both settings.

**Data Availability.** We open-source our replication package, including the datasets and the source code of CodeEditor, to facilitate other researchers and practitioners to repeat our work and verify their studies.

**Paper Organization.** Section 2 describes the background of our work. Section 3 presents our model CodeEditor. Section 4 and Section 5 describe the design and results of our study, respectively. Section 6 and Section 7 discuss some results and describe the related work, respectively. Section 8 concludes the paper and points out future directions.

## 2 BACKGROUND

### 2.1 Code Editing

Generating the source code using deep learning models has been explored in previous studies [32, 39]. These studies aim to build a model \( p(\mathbf{y}|\mathbf{x}) \) that generates the code \( \mathbf{y} \) based on the given contextual information \( \mathbf{x} \) (e.g., natural language requirements). In this work, code editing is a special case of \( p(\mathbf{y}|\mathbf{x}) \) and contains two main scenarios, including code-to-code editing and comment&code-to-code editing.

For the code-to-code editing, our goal is to train a model \( p(\mathbf{y}|\mathbf{x}) \) that predicts the edited code \( \mathbf{y} \) (e.g., a new version) given the code to be edited \( \mathbf{x} \) (e.g., an old version). For the comment&code-to-code editing, our target is to train a model \( p(\mathbf{y}|\mathbf{x},\mathbf{z}) \) that predicts the edited code \( \mathbf{y} \) given the code

---

2 https://github.com/LJ2lijia/CodeEditor

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2018.
to be edited $x$ and a natural language comment $z$. The comment describes code changes between $x$ and $y$.

### 2.2 Pre-trained Models for Source Code

Recently, pre-trained models for source code [25, 38] have been proposed and achieved SOTA results on many code-related tasks (e.g., code generation [15, 17], code summarization [14]). Generally, pre-trained models consist of two stages - pre-training and fine-tuning.

During the pre-training, the models are trained with self-supervised pre-training tasks to learn prior knowledge about source code. Nowadays, code infilling tasks (e.g., mask language modeling, MLM) [8, 38] have become the prevalent pre-training tasks for source code. Code infilling tasks randomly mask some tokens or spans in a program and ask the models to predict the masked content based on the contexts. In this way, code infilling tasks enable the models to learn the syntax of source code. Then, the pre-trained models are applied to specific tasks (e.g., code editing) by fine-tuning with the task-specific data. Besides fine-tuning, pre-trained models can be applied in few-shot and zero-shot settings. The few-shot setting means that we fine-tune the pre-trained models with a few samples, and the zero-shot setting denotes the pre-trained models are used in specific tasks without training.

The performance of pre-trained models in downstream tasks mainly depends on the knowledge derived from the pre-training tasks. However, there is limited work exploring pre-training tasks specialized in code editing. In this paper, we propose a novel pre-training task for code editing and pre-train a code editing model named CodeEditor. We evaluate the pre-trained CodeEditor in fine-tuning, few-shot, and zero-shot settings.

### 2.3 Pre-trained Source Code Language Model

Language models aim to capture the statistical patterns in languages by assigning occurrence probabilities to a sequence of words. The models will score an utterance high, if it sounds “natural” to a native speaker, and score low the unnatural (or wrong) sentences. Programming languages are kinds of languages that contain predictable statistical properties and can be modeled by language models. Given a code token sequence $S = \{s_1, s_2, \ldots, s_T\}$, the probability of this sequence is computed as:

$$p(S) = p(s_1) p(s_2 | s_1) \ldots p(s_T | s_1 s_2 \ldots s_{T-1})$$

(1)

Recently, pre-trained language models (PTLMs) have shown to be effective [19, 21]. PTLMs are trained with a large-scale corpus of real code files. Given a partial code snippet, they can accurately predict multiple plausible patches. Thus, we utilize a powerful language model to rewrite an original program into a mutated version by replacing some original code spans with natural but inferior alternatives predicted by PTLMs. By editing the mutated code into its original version, the pre-trained model can know many diverse and meaningful edit patterns (e.g., API updates, identifier renaming).

### 3 CODEEDITOR

#### 3.1 Overview

The overview of our CodeEditor is shown in Figure 3. Our approach comprises three stages:

1. **Producing the pre-training data.** We first collect lots of real-world programs from open-source communities (e.g., GitHub). Then, we use a powerful generator to rewrite these programs into mutated versions. We view the mutated versions as the code to be edited and the corresponding original versions as the ground truth, to construct the pre-training data. The details are explained in Section 3.2.
We randomly select \( k \) where \( m \) which takes the code to be edited as inputs and outputs the edited code. The details are presented in Section 3.3.

(3) Applying the pre-trained CodeEditor. Finally, we apply the pre-trained CodeEditor to code editing in three settings - fine-tuning, few-shot, and zero-shot. The details are described in Section 3.4.

3.2 Producing the pre-training data

The goal of this step is to produce the pre-training data consisting of the code to be edited and the ground truth. As shown in Figure 3, we first collect lots of individual code snippets from open-source communities (e.g., GitHub). These code snippets have been edited carefully and passed strict code reviews. Thus, we consider them as the ground truth. As shown in Figure 3, we first collect lots of individual code snippets from open-source communities (e.g., GitHub). These code snippets have been edited carefully and passed strict code reviews. Thus, we consider them as the ground truth. As shown in Figure 3, we first collect lots of individual code snippets from open-source communities (e.g., GitHub). These code snippets have been edited carefully and passed strict code reviews. Thus, we consider them as the ground truth. As shown in Figure 3, we first collect lots of individual code snippets from open-source communities (e.g., GitHub). These code snippets have been edited carefully and passed strict code reviews. Thus, we consider them as the ground truth. As shown in Figure 3, we first collect lots of individual code snippets from open-source communities (e.g., GitHub). These code snippets have been edited carefully and passed strict code reviews. Thus, we consider them as the ground truth.

Given a code snippet \( c = [c_1, c_2, ..., c_n] \), \( c_i \) denotes \( i \)-th token and and \( n \) is the maximum length. We randomly select \( k \) spans in \( c \) and replace them with blanks. This process can be formulated to:

\[
\begin{align*}
m_i & \sim \text{unif}\{1, n\} \text{ for } i = 1 \text{ to } k \\
l_i & \sim \text{unif}\{a, b\} \text{ for } i = 1 \text{ to } k \\
s_i & = [c_{m_i}, ..., c_{m_i+l_i}] \text{ for } i = 1 \text{ to } k \\
c^{\text{blank}} & = \text{REPLACE}(c, s, [\text{BLANK}])
\end{align*}
\]

where \( m = [m_1, ..., m_k] \) and \( l = [l_1, ..., l_k] \) are the start positions and lengths of \( k \) spans, respectively. \( \text{unif}\{a, b\} \) denotes a uniform distribution from \( a \) to \( b \). \( s = [s_1, ..., s_k] \) is selected \( k \) spans. \( \text{REPLACE}(c, s, [\text{BLANK}]) \) is a function for replacing selected spans \( s \) in \( c \) with a specific token [BLANK]. As shown in Figure 3 (a), the token String[] is selected and replaced with [BLANK].

A large-scale study of code edits [24] has found that the sizes of most repetitive edits range from 1 to 6 tokens. Therefore, the \( a \) and \( b \) in Equation 2 are set to 1 and 6, respectively. It means the length of each span is sampled from a uniform distribution of \([1, 6]\). Previous pre-trained work [40] also has shown that pre-trained models work better when 30% of tokens are modified. We follow this setting to control the number of spans \( k \) so that approximately 30% of code tokens are selected.

Next, we use a generator \( p_G \) to complete these blanks. For each blank, the generator will output many suggestions that are ranked based on probability. We consider the original span as the gold
and pick the first non-gold suggestion as a sub-optimal alternative.

\[
\hat{s}_i \sim p_G(c^{\text{blank}}) \quad \text{for } i = 1 \text{ to } k
\]

\[
c' = \text{REPLACE}(c, s, \hat{s})
\]

where \(\hat{s} = [\hat{s}_1, ..., \hat{s}_k]\) is selected sub-optimal alternatives predicted by the generator. Then, we replace original spans \(s\) with sub-optimal alternatives \(\hat{s}\) to obtain the mutated code \(c'\). In Figure 3 (a), the generator predicts multiple suggestions for the blank, e.g., `String[ ]`, `int`. Thus, we select the first non-gold suggestion (i.e., `int`) to complete the blank. Then, the original code snippet is rewritten into a mutated version that has a wrong parameter type.

By repeating the above process, we obtain lots of mutated versions and original versions of code snippets. Then, we consider the mutated versions as the code to be edited \(x\) and the corresponding original versions as the ground-truth \(y\), to construct our pre-training data. If the original code is equipped with a natural language comment \(z\), we take the comment as an additional input, building a pre-training sample \((x, z, y)\). Otherwise, the pre-training sample is built as \((x, y)\). Our motivation is that these two types of samples correspond to two code editing scenarios. For samples without comments \((x, y)\), CodeEditor learns a code-to-code edit ability that benefits the code-to-code editing scenario. For samples with comments \((x, z, y)\), CodeEditor edits the source code with the guidance of comments, which is suitable for the code&comment-to-code editing scenario.

### 3.3 Pre-training the CodeEditor

As shown in Figure 3 (b), this step aims to pre-train CodeEditor with the pre-training data produced in Section 3.2. In this paper, we view the code editing task as a sequence-to-sequence task. Specifically, CodeEditor is trained to generate an output sequence \(Y\) based on an input sequence \(X\). Following previous studies [3, 35], we build the input and output sequences as follows:

\[
X = \begin{cases} 
  x & \text{without comments} \\
  x[\text{SEP}]z & \text{with comments}
\end{cases} \quad Y = y
\]

where `[SEP]` is a specific token for concatenating two sequences.

We train CodeEditor to generate the output sequence auto-regressively based on the input sequence by minimizing the following loss function:

\[
\mathcal{L}(\theta) = - \log P(Y | X) = - \sum_{t=1}^{L} \log P(Y_t | X, Y_{<t})
\]

where \(Y_t\) denotes \(t\)-th token of the output sequence. \(\theta\) denotes all trainable parameters and \(L\) is the maximum length of the output sequence.

### 3.4 Applying the pre-trained CodeEditor

The pre-trained CodeEditor learns a general code editing ability from the pre-training data. As shown in Figure 3 (c), the next step is to apply the pre-trained CodeEditor to code editing. In this work, we apply the pre-trained CodeEditor in three settings - fine-tuning, few-shot, and zero-shot settings. In the fine-tuning setting, we train the pre-trained CodeEditor with code editing datasets. In the few-shot setting, we sub-sample the datasets and train the pre-trained CodeEditor with the limited data. In the zero-shot setting, we directly apply the pre-trained CodeEditor to code editing applications without training.

For each setting, we apply the pre-trained CodeEditor to two code editing scenarios - code-to-code editing and comment&code-to-code editing. We follow the sequence-to-sequence learning and input-output representations used in the pre-training stage. For the code-to-code editing scenario,
the input sequence is the code to be edited $x$. For the comment&code-to-code editing scenario, we concatenate $x$ and a natural language comment $z$ into an input sequence. In both scenarios, the output sequence is the ground-truth $y$. Then, we train the pre-trained CODEEDITOR to generate an output sequence based on an input sequence by minimizing the loss function (Equation 5).

3.5 Model Architecture

CODEEDITOR is an encoder-decoder neural network based on Transformer [37], which contains a bidirectional encoder and an auto-regressive decoder. Following previous studies [38], we adopt the same architecture as Text-to-Text-Transfer Transformer (T5) model [28]. (1) The number of layers (i.e., Transformer blocks) $L = 6$. (2) The dimension of the model $d_{model} = 512$. (3) The dimension of feed-forward layers $d_{ff} = 2048$. (4) The number of self-attention heads $h = 8$ and the drop rate $p=0.1$. The total number of parameters is 60M.

4 STUDY DESIGN

To evaluate the effectiveness of our CODEEDITOR, we design three research questions (RQ) and perform a large-scale study to answer these questions. In this section, we describe the research questions and details of our study.

4.1 Research Questions

We argue that our pre-training task can improve the performance of code editing models. To prove the effectiveness of our CODEEDITOR, in the RQ1 and RQ2, we fine-tune the pre-trained CODEEDITOR in two code editing scenarios and compare it to SOTA baselines.

**RQ1: How does CODEEDITOR perform in the code-to-code editing scenario?**

In this RQ, we fine-tune the pre-trained CODEEDITOR with two code-to-code editing datasets, respectively. Given a code snippet to be edited, CODEEDITOR is trained to generate a new version by automating generic code changes. Then, we evaluate the performance of CODEEDITOR on the test data and compare it with SOTA baselines on two datasets.

**RQ2: How does CODEEDITOR perform in the comment&code-to-code editing scenario?**

In this RQ, we fine-tune the pre-trained CODEEDITOR with two comment&code-to-code editing datasets, respectively. Given a code snippet to be edited and a natural language comment, the model outputs a new version by automating code changes described by the comment. We also compare CODEEDITOR with SOTA baselines on the test data.

We hypothesize that our pre-training task endows the model with a practical code editing ability and strengthens the model’s generalization ability. To prove this point, we design the RQ3 that evaluates the pre-trained CODEEDITOR in few-shot and zero-shot settings where the fine-tuning data is limited.

**RQ3: How does CODEEDITOR perform in few-shot and zero-shot settings?**

For the zero-shot setting, we evaluate the pre-trained CODEEDITOR on the test data without training. For the few-shot setting, we sub-sample (i.e., 10%, 20%, 30%, 40%, 50%) code editing datasets. We fine-tune the pre-trained CODEEDITOR with the limited data and measure its performance on the test data.

4.2 Datasets

Our CODEEDITOR involves two steps - pre-training and fine-tuning. For the pre-training, we need a large-scale corpus consisting of real-world code snippets for producing the pre-training data. For the fine-tuning, we require the code editing datasets containing real-world edit pairs for transferring the pre-trained CODEEDITOR.
Table 1. Pre-training and fine-tuning datasets (# instances)

| Dataset                 | train    | dev     | test    |
|-------------------------|----------|---------|---------|
| **Pre-training**        |          |         |         |
| CodeSearchNet [11]      | 1,519,885| 50,000  | -       |
| **Code-to-code editing**|          |         |         |
| Small [34]              | 46,628   | 5,828   | 5,831   |
| Medium [34]             | 52,324   | 6,542   | 6,538   |
| **Comment&code-to-code editing** | |         |         |
| Tufano et al. [36]      | 13,670   | 1,713   | 1,704   |
| new_large [35]          | 134,209  | 16,773  | 16,780  |

4.2.1 **Pre-training.** Following previous pre-trained studies [8, 10, 25, 38], we select the CodeSearchNet-java [11], which is collected from the popular open-source repositories from GitHub. The CodeSearchNet-java dataset contains 1.5 million individual Java methods, including 499,618 methods with comments and 1,070,267 methods without comments. For each method, we follow the pipeline in Section 3.2 and obtain a mutated version. Then, we consider the modified methods as an input and the original methods as an output, to construct a pre-training sample.

We split the pre-training data into a train set and a dev set. The data statistics are shown in Table 1. To ensure a fair comparison with previous studies, we do not use additional data for pre-training.

4.2.2 **Fine-tuning.** In our experiments, we apply the pre-trained CODEEDITOR to two code editing scenarios, i.e., code-to-code editing, and comment&code-to-code editing. For each scenario, we select two public datasets for fine-tuning.

**Code-to-code editing.** We use two Java code editing datasets proposed by Tufano et al. [34]. Tufano et al. extracted method-level pairs from commits in GitHub repositories. Each pair is composed of a previous version and a new version of a Java method. Based on the length of extracted methods, Tufano et al. provided two datasets: Small and Medium datasets, with the former having a code length below 50 tokens and the latter having a code length between 50-100 tokens. Note that we use the raw version of two datasets. The data statistics are shown in Table 1.

**Comment&code-to-code editing.** We use two Java code editing datasets proposed by Tufano et al. [35, 36]. The datasets are collected from Java open-source projects on GitHub. Tufano et al. further filtered low-quality projects and extracted triplets as samples. Each triplet contains a previous version and a new version of a Java method, and a natural language comment that describes code changes. The data statistics are shown in Table 1.

4.3 **Evaluation Metrics**

Following previous code editing studies [4, 28, 33], we use the **exact match**, **CrystalBLEU**, and **Edit distance** as evaluation metrics. We regard the code edited by models as a prediction and the code edited by human developers as the ground truth.

- **Exact match (EM)** is the percentage of predictions that has the same token sequence as the ground truth.
- **CrystalBLEU** [7] is a metric to precisely and efficiently evaluate code similarity despite trivially shared n-grams. CrystalBLEU is an extension of BLEU [26] that removes trivially shared n-grams before computing the n-gram overlap between two pieces of code. Extensive experiments show that CrystalBLEU provides higher distinguishability than standard BLEU.
on the code. We reuse official implementations of CrystalBLEU and use training sets of experimental datasets to extract trivially shared n-grams.

- **Edit distance** is the minimum number of token edits (insertions, deletions, or substitutions) needed to convert a prediction into the ground truth. The lower the Levenshtein distance, the closer the prediction is to the ground truth.

### 4.4 Baselines

We select 13 recently proposed code editing models as baselines. They can be divided into two categories: baselines trained from scratch and pre-trained baselines.

**Baselines trained from scratch** denote that baselines are randomly initialized and further trained with code editing datasets.

- **Tufano et al. [34]** is a pioneer work that utilizes a DL-based model to learn code changes from pull requests.
- **Tufano et al. [36]** proposes two DL-based code editing models that can automate generic code changes and changes recommended by reviewers’ comments.
- **CODIT [3]** is a tree-based code editing model that leverages the rich syntactic structure of code and generates syntactically correct changes.
- **Transformer [37]** is a popular DL-based model and has obtained promising results in code-related tasks.
- **AutoTransform [33]** is a variant of Transformer. It introduces a Byte-Pair Encoding (BPE) algorithm [30] to handle unseen tokens and utilizes the self-attention mechanism to model long sequences.

**Pre-trained baselines** are firstly pre-trained with several pre-training tasks and then fine-tuned with the code editing task. Nowadays, pre-trained code editing models have achieved SOTA results on many benchmarks.

- **RoBERT (code) [20]** is a pioneer pre-trained model for natural languages. We continually pre-train it with the source code for comparison.
- **CodeBERT [8]** is a classic pre-trained model for source code. It applies the pre-training tasks for natural languages to the source code and has been widely used in code generation.
- **GraphCodeBERT [10]** is a augmented variant of CodeBERT. It proposes two new pre-training tasks to learn the relationships between the data flow graph and code tokens.
- **CodeGPT [21]** is a variant of GPT-2 [27] that is a powerful pre-trained model for natural language generation. CodeGPT is initialized with GPT-2 and continually pre-trained with the source code.
- **SPT-Code [25]** is a sequence-to-sequence pre-trained model for source code. It utilizes three pre-training tasks to learn the lexical and syntactic knowledge of source code.
- **T5-review [35]** applies a popular pre-trained model - T5 [28] for natural languages into source code and has obtained promising results in code editing.
- **MODIT [4]** is designed for the comment&code-to-code editing. MODIT considers commit messages as intents for guiding code editing models.
- **CodeT5 [38]** is a recently proposed pre-trained model for source code. CodeT5 employs identifier-aware pre-training tasks and has achieved SOTA results on many code-related tasks.

Note that some baselines (i.e., Tufano et al. [34], CODIT, and AutoTransform) are designed for the code-to-code editing scenario, and MODIT only works in the comment&code-to-code editing scenario. Thus, we compare our **CodeEditor** to these special baselines in specific scenarios. Besides, considering that some pre-trained baselines (i.e., RoBERTa, CodeBERT, and GraphCodeBERT) only
contain an encoder, we follow previous work [4] and add a six-layer transformer decoder along with these baselines to support code editing. The decoder is randomly initialized and optimized during fine-tuning.

4.5 Implementation Details

4.5.1 Pre-training Details. We implement our CodeEditor with a deep learning development framework - Pytorch\(^3\) and a python package - transformers\(^4\). We use Byte-Pair Encoding (BPE) \(^{[30]}\) to tokenize the source code and natural language comments into tokens. The network architecture of CodeEditor is described in Section 3.5. We initialize our model with the pre-trained CodeT5-small \(^{[38]}\) (60M), and continually pre-train the model with our pre-training task. Note that initializing with existing pre-trained weights is common in previous studies \([4, 10, 21]\). To make a fair comparison, we also reuse the pre-trained CodeT5-small. This also reduces recent concerns \([31]\) about the carbon footprint and energy consumption caused by the pre-training from scratch. We pre-train our CodeEditor on a cluster of 32 NVIDIA A100 GPUs with 40G memory. We set the maximum input and output sequence lengths to 512. We pre-train the model for 180,000 steps, with a batch size of 512, and a learning rate of 5e-5 with a linear warm-up for the first 10,000 steps. Every 10,000 pre-training steps, we measure the performance of our model by calculating the loss of our model on the dev set, but without updating the parameters. Finally, we select the checkpoint with a minimum loss on the dev set as the pre-trained CodeEditor.

4.5.2 Fine-tuning Details. During the fine-tuning step, we set the batch size to 32 and the learning rate to 5e-5. The warmup steps are 1000 steps. During testing, we use the beam search and set the beam size to 10.

5 RESULTS AND ANALYSES

In this section, we answer three research questions (Section 4.1) based on our experimental results.

5.1 Performance in the code-to-code editing scenario

**RQ1: How does CodeEditor perform in the code-to-code editing scenario?**

**Motivation.** We investigate whether our CodeEditor learns a strong code editing ability to support the code-to-code editing application.

**Setup.** We fine-tune or train baselines and the pre-trained CodeEditor with two code-to-code editing datasets (i.e., Small and Medium) described in Section 4.2. Then, we use metrics presented in Section 4.3 to evaluate the performance of baselines and our CodeEditor on the test data. Since MODIT [4] only works in the comment&code-to-code editing scenario, we omit it in this experiment.

**Results and Analyses.** The experimental results in two code-to-code editing datasets are shown in Table 2. The values in parentheses are relative improvements compared to the SOTA baseline. We have three-fold findings. (1) Our CodeEditor outperforms all baselines on both datasets. Specifically, CodeEditor generates more correct programs than the SOTA baseline - CodeT5 by 15% in the Small dataset and 25.5% in the Medium dataset. Note that exact match is a strict metric and is difficult to be improved. The significant improvements show the superiority of our CodeEditor in automatic code editing. Moreover, CodeEditor obtains better results on the CrystalBLEU and Edit distance. It shows that for incorrect predictions, the outputs of CodeEditor are closer to the ground truth and cost fewer developers’ efforts to edit. We attribute these improvements to our pre-training task. Compared to previous code infilling tasks, we introduce

\(^3\)https://pytorch.org/
\(^4\)https://huggingface.co/docs/transformers/index
Table 2. The performance of baselines and our CodeEditor on two code-to-code editing datasets. The values in parentheses are relative improvements compared to the SOTA baseline.

| Type                | Approach            | Small dataset                     | Medium dataset                     |
|---------------------|---------------------|-----------------------------------|------------------------------------|
|                     | Exact match | CrystalBLEU↑ | Edit distance | Exact match | CrystalBLEU↑ | Edit distance |
| Trained from Scratch| Tufano et al. [34] | 3.45       | 63.36       | 31.11       | 1.62       | 76.23       | 28.53       |
|                     | Tufano et al. [36] | 3.91       | 63.95       | 30.86       | 1.84       | 76.71       | 27.79       |
|                     | CODIT               | 6.53       | 65.82       | 22.40       | 3.27       | 75.58       | 25.75       |
|                     | Transformer         | 7.01       | 68.40       | 25.21       | 4.19       | 78.73       | 27.65       |
|                     | AutoTransform       | 7.65       | 70.24       | 24.20       | 4.51       | 79.93       | 25.97       |
| Pre-trained Model   | RoBERTa (code)      | 13.75      | 76.48       | 17.50       | 4.67       | 82.62       | 23.45       |
|                     | CodeBERT            | 14.70      | 77.21       | 15.18       | 4.97       | 84.01       | 22.64       |
|                     | GraphCodeBERT       | 15.91      | 78.34       | 15.30       | 7.49       | 84.49       | 22.48       |
|                     | CodeGPT             | 15.09      | 77.69       | 15.08       | 5.29       | 83.07       | 26.07       |
|                     | T5-review           | 14.82      | 78.99       | 14.94       | 5.05       | 83.59       | 24.00       |
|                     | SPT-Code            | 17.54      | 80.25       | 14.99       | 9.39       | 87.62       | 21.51       |
|                     | CodeT5              | 20.36      | 80.94       | 14.62       | 10.03      | 87.51       | 20.70       |
|                     | CodeEditor          | 23.44 (↑15%) | 83.11   | 13.12 | 12.59 (↑25.5%) | 91.54 | 17.59       |

a powerful language model to derive more meaningful edit patterns (e.g., type/object changes, API updates) that probably occur in real-world code editing. These edit patterns help our CodeEditor learn the prior knowledge of code editing and strengthen the code editing ability in practical applications. (2) Pre-trained models are more promising. Compared to models trained from scratch, pre-trained models achieve significant improvements. For example, in terms of the exact match, our CodeEditor improves the Transformer by 234% in the Small dataset and 200.5% in the Medium dataset, despite both models having the same architecture and a comparable number of parameters. The improvements show that pre-training tasks are necessary and effective for code editing. (3) Sequence-to-sequence (Seq2Seq) learning is beneficial to code editing. We notice that Seq2Seq-based pre-trained models (e.g., CodeEditor, CodeT5) obtain better results compared with encoder-only (e.g., CodeBERT) and decoder-only (e.g., CodeGPT) pre-trained models. This is because both understanding the code to be edited and correctly generating the edited code are important for code editing. The Seq2Seq pre-trained model is a better choice that contains a pre-trained encoder for understanding the code and a pre-trained decoder for generating the code.

Answer to RQ1: After being fine-tuned with two code-to-code editing datasets, CodeEditor achieves the best results among all baselines. In particular, CodeEditor generates 23.41% and 12.59% correct programs on two datasets, outperforming the SOTA baseline by 15% and 25.5%. The significant improvements show the effectiveness of our CodeEditor in automatic code-to-code editing.

5.2 Performance in the comment&code-to-code scenario

RQ2: How does CodeEditor perform in the comment&code-to-code editing scenario?

Motivation. We investigate whether our CodeEditor learns to edit source code under the guidance of a natural language comment.

Setup. We fine-tune or train baselines and the pre-trained CodeEditor with two comment&code-to-code editing datasets (i.e., Tufano et al. [36] and new_large). Then, we use three metrics (i.e., exact match, CrystalBLEU, and Edit distance) to evaluate the performance of baselines and our CodeEditor on the test data. Since some baselines (i.e., Tufano et al. [34], CODIT, and AutoTansform) are designed for code-to-code editing, we omit them in this experiment.

Results and Analyses. The experimental results are shown in Table 3. The values in parentheses are relative improvements compared to the SOTA baseline. We obtain two-fold insights. (1) Our
Table 3. The performance of baselines and our CodeEditor on two comment&code-to-code editing datasets. The values in parentheses are relative improvements compared to the SOTA baseline.

| Type          | Approaches             | Tufano et al. [36] dataset | new_large dataset | Exact match | CrystalBLEU | Edit distance | Exact match | CrystalBLEU | Edit distance |
|---------------|------------------------|----------------------------|-------------------|-------------|-------------|---------------|-------------|-------------|---------------|
|               |                        |                            |                   |             |             |               |             |             |               |
| Trained from  | Transformer            | 2.93                       | 52.13             | 0.89        | 47.87       | 63.44         |             |             |               |
| Scratch       |                        | 7.63                       | 33.26             |             |             |               |             |             |               |
| Pre-trained   | CodeBERT               | 13.44                      | 77.24             | 4.60        | 76.11       | 46.88         | 1.31        | 51.90       | 59.06         |
| Model         | RoBERTa (code)         | 63.79                      | 52.13             | 17.69       | 4.89        | 23.78         |             |             |               |
|               | CodeBERT               | 13.44                      | 77.24             | 4.60        | 76.11       | 46.88         | 1.31        | 51.90       | 59.06         |
|               | GraphCodeBERT          | 21.36                      | 17.69             | 7.73        | 80.54       | 42.97         | 1.31        | 51.90       | 59.06         |
|               | T5-review              | 14.96                      | 82.13             | 4.96        | 80.05       | 44.36         |             |             |               |
|               | SPT-Code               | 15.26                      | 83.42             | 5.02        | 81.73       | 42.64         |             |             |               |
|               | CodeT5                 | 23.30                      | 84.79             | 7.78        | 82.63       | 41.39         |             |             |               |
|               | CodeGPT                | 26.88                      | 85.42             | 7.81        | 83.52       | 39.02         |             |             |               |
|               | CodeEditor             | 29.40 ([↑ 9.4%])           | 87.40             | 11.12       | 9.89 ([↑ 26.6%]) | 86.46         | 36.74       |             |               |

CodeEditor obtains the best results among all baselines. Specifically, in terms of exact match, our CodeEditor outperforms the SOTA baseline - CodeT5 by 9.4% in the Tufano et al. [36] and 26.6% in the new_large dataset. We attribute these improvements to our pre-training data that contains edit pairs with comments. These edit pairs ask our model to edit the input code into a new version that is consistent with a given comment. Thus, our model learns a conditional code editing ability and performs well in comment&code-to-code editing. (2) Understanding natural language comments is crucial to the comment&code-to-code editing. Compared to code-to-code editing, comment&code-to-code editing is a more challenging task that requires understanding the semantics of given natural language comments. Table 3 shows that models trained from scratch lack prior knowledge about the source code and natural languages. Thus, it is hard for models trained from scratch to understand the semantics of comments through the limited data. While pre-trained models are pre-trained with extensive code files containing natural language comments. They can learn related knowledge about the source code and natural languages, thus obtaining significant improvements.

**Answer to RQ2:** After being fine-tuned with two comment&code-to-code editing datasets, CodeEditor generates 29.4% and 9.89% correct programs, improving the SOTA baseline by 9.4% and 26.6%. It shows the CodeEditor learns a high-level natural language understanding ability and a strong conditional code editing ability.

5.3 Performance in few-shot and zero-shot settings

**RQ3:** How does CodeEditor perform in few-shot and zero-shot settings?

**Motivation.** We think our pre-training task is closer to real-world code editing and strengthens the model’s generalization ability. Thus, we evaluate the performance of our CodeEditor in few-shot and zero-shot settings where the fine-tuning data is limited.

**Setup.** For the few-shot setting, we sub-sampling the code editing datasets. We fine-tune the pre-trained CodeEditor with these limited datasets and measure its performance. For the zero-shot setting, we evaluate the pre-trained CodeEditor without fine-tuning. We conduct zero-shot and few-shot experiments on four datasets used in RQ1 and RQ2. To prove the superiority of our pre-training technique, we compare our CodeEditor to the SOTA pre-trained baseline - CodeT5 in terms of exact match.

Specifically, we select \( r \) (%) samples from a code editing dataset for fine-tuning and then evaluate fine-tuned models on the entire test data. When \( r = 0 \), the model is not fine-tuned and evaluated...
Results and Analyses. The experimental results on four datasets are shown in Figure 4. We have two insights. (1) In the zero-shot setting, our pre-trained CodeEditor successfully edits some real-world code snippets while CodeT5 cannot work. Specifically, in the zero-shot setting ($r = 0$), our pre-trained CodeEditor correctly generates 6.53%, 4.16%, 5.22%, and 2.21% programs, for a total of 1,113 programs on four datasets. While none of the generated programs from CodeT5 is correct. This observation validates that existing code infilling-based pre-trained models have limitations in code editing. In this paper, we propose a novel pre-training task that is closer to real-world code editing. Figure 5 shows our pre-training example and a real-world example from the Small dataset. We can see that both samples share an edit pattern. Thus, the edit patterns learned from our pre-training task can be seamlessly applied to practical applications without fine-tuning. (2) In few-shot learning, our pre-trained CodeEditor substantially outperforms the CodeT5. As the data size increases, the performance of CodeEditor grows steadily and substantially outperforms CodeT5 on four datasets. We also notice that CodeEditor fine-tuned with a few samples even outperforms several baselines fine-tuned with all samples. For example, when being fine-tuned with 50% samples, CodeEditor outperforms baselines that fine-tuned with all samples ($i.e.$, CodeEditor: 19.76% vs. SPT-Code: 17.54% on the Small dataset, CodeEditor: 11.46% vs. CodeT5: 10.03% on the Medium dataset, CodeEditor: 23.42% vs. SPT-Code: 23.30% on the Tufano et al. [36] dataset, CodeEditor: 8.59% vs. CodeT5: 7.81% on the new_large dataset). The results show that compared to previous pre-trained models, our pre-trained CodeEditor shows a strong generalization ability in code editing.
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841 cases **CodeEditor:** 524 cases

CodeT5: 346 cases

426 cases **CodeEditor:** 397 cases

CodeT5: 229 cases

Fig. 6. The statistics of successful cases on the Small and Medium datasets.

NATURAL LANGUAGE COMMENT: requireNonNull is not needed given copyOf checks for nullability.

Code to be edited:

```java
public ValuesMatcher(Map outputSymbolAliases, Integer expectedOutputSymbolCount, List expectedRows){
  this.outputSymbolAliases = ImmutableMap.copyOf(requireNonNull(outputSymbolAliases));
  this.expectedOutputSymbolCount = requireNonNull(expectedOutputSymbolCount);
  this.expectedRows = requireNonNull(expectedRows);
}
```

SPT-Code & T5-review:

```java
public ValuesMatcher(Map outputSymbolAliases, Integer expectedOutputSymbolCount, List expectedRows){
  this.outputSymbolAliases = requireNonNull(outputSymbolAliases);
  ...
}
```

CodeT5:

```java
public ValuesMatcher(Map outputSymbolAliases, Integer expectedOutputSymbolCount, List expectedRows){
  this.outputSymbolAliases = ImmutableMap.copyOf(outputSymbolAliases);
  this.expectedOutputSymbolCount = expectedOutputSymbolCount;
  this.expectedRows = expectedRows;
}
```

CodeEditor & Ground truth:

```java
public ValuesMatcher(Map outputSymbolAliases, Integer expectedOutputSymbolCount, List expectedRows){
  this.outputSymbolAliases = ImmutableMap.copyOf(outputSymbolAliases);
  ...
}
```

Fig. 7. A successful example on the Tufano et al. [36] dataset. To make it clear, we underline edited contents and omit some unchanged statements.

**Answer to RQ3:** In the zero-shot setting (i.e., without fine-tuning), CodeEditor correctly edits 1,113 programs while CodeT5 can not work. In the few-shot setting (i.e., being fine-tuned with a few samples), CodeEditor substantially outperforms CodeT5 and some baselines fine-tuned with all samples. It shows our pre-training task is closer to real-world code editing and strengthens the model’s generalization ability.

6 DISCUSSION

6.1 Case study

**Case statistics.** We collect successful cases of CodeT5 and our CodeEditor on the Small and Medium datasets. Figure 6 shows the statistics of successful cases. We can see that CodeT5 and CodeEditor both can correctly solve some samples. Compared to CodeT5, CodeEditor solves unique 524 samples and 397 samples on two datasets, respectively. This result shows that CodeEditor is complementary to existing SOTA models for code editing.
Successful case. Figure 7 presents a successful example of our CodeEditor on the Tufano et al. [36] dataset. In this example, the natural language comment suggests removing an unnecessary call (i.e., `requireNonNull`) in line 2. However, SPT-Code and T5-review wrongly delete the API `ImmutableMap.copyOf`, and CodeT5 mistakenly removes all `requireNonNull` calls. This is because previous pre-trained models are pre-trained to infill a given blank instead of automatically determining edit locations based on comments. Thus, baselines often misunderstand the comment and predict wrong edits. While our CodeEditor is pre-trained to understand the semantics comments and edit the code with the guidance of comments. Therefore, CodeEditor can accurately locate the line to be edited and conduct a correct edit, without introducing other defects.

Failed case. Figure 8 shows a failed example of CodeEditor on the Small dataset. In this example, the expected edit is to remove a redundant statement. While our CodeEditor mistakenly modifies this statement by adding an argument (i.e., `true`). We speculate that there are two reasons for the failed example. ① CodeEditor does not how to edit. The edit in this example is rare in the data. Without additional guidance (e.g., a comment), CodeEditor has no idea how to edit. It also shows that a natural language comment is important to perform code editing. ② CodeEditor tends to modify statements instead of deleting statements. As stated in Section 3.3, we randomly rewrite some spans of an original program to build the pre-training data. The lengths of spans are in a range of [1, 6], and the selected spans mainly are parts of statements. Thus, our pre-training data mainly is to modify statements and contains a small number of deleting complete statements. Therefore, the pre-trained CodeEditor tends to modify statements and is relatively weak in deleting complete statements. To address this problem, we will observe real-world code edits (e.g., the sizes and types) and construct more effective pre-training data in future work.
Table 4. The comparison (exact match) of CodeT5-cont and our CodeEditor.

| Approaches | Code-to-code editing | Comment&code-to-code editing |
|------------|----------------------|-----------------------------|
|            | Small | Medium | Tufano et al. [36] | new_large |
| CodeT5     | 20.36 | 10.03  | 26.88          | 7.81     |
| CodeT5-cont| 20.40 | 10.08  | 25.53          | 8.32     |
| CodeEditor | 23.41 | 12.59  | 29.40          | 9.89     |

6.2 Performance on different edit sizes
We also analyze the performance of different approaches on different (token-level) edit sizes. Specifically, we divide test data into multiple groups based on the edit sizes, such as one-token edits and two-token edits. For each group, we collect the outputs of different models and report the number of successful cases. The experimental results are shown in Figure 9. We can see that our CodeEditor outperforms the SOTA baseline - CodeT5 on different edit sizes. In particular, on edits of less than 10 tokens, CodeEditor keeps stable and prominent improvements over CodeT5. The results show the superiority and robustness of our model. As the edit size increase, the number of test samples decreases and the improvements of our CodeEditor are relatively slight.

6.3 Influence of more training steps
Following previous studies [10, 18, 21], we initialize our model with the weights of CodeT5, and continually pre-train the model with our pre-training task. Therefore, there is a question of whether more pre-training steps give our model an unfair advantage. To address this problem, we also continually pre-train CodeT5 using its original pre-training tasks and the number of training steps is equal to that of our model. We mark the continually pre-trained CodeT5 as CodeT5-cont. The comparison of CodeT5-cont and our CodeEditor is shown in Table 4. Continuing pre-training brings CodeT5-cont negligible improvements and even degrades the performance on the Tufano et al. [36] dataset. While our CodeEditor outperforms CodeT5-cont by a substantial margin on four datasets. Therefore, we can conclude that CodeEditor is still superior under the same amount of pre-training steps and data. In addition, the results demonstrate that code infilling tasks provide limited help to code editing. Our pre-training task is closer to the real-world code editing and can provide stronger supervision signals. Thus, our CodeEditor significantly improves CodeT5-cont.

6.4 Threats to validity
Threats to external validity relate to the quality of experimental datasets and the generalizability of our results. First, to ensure fairness of the comparison, we follow previous studies [8, 10, 38] and use CodeSearchNet for pre-training. The four code editing datasets for fine-tuning are mainstream benchmarks and have been used in many related works [4, 34–36]. For rigorous consideration, we remove all duplicate samples between pre-training data and test data to avoid data leakage. Second, we only conduct experiments on the Java datasets. Although Java may not be representative of all programming languages, we conduct experiments on four datasets that are large and safe enough to show the effectiveness of our model. Besides, our model uses only language-agnostic features and can be applied to other programming languages.

Threats to internal validity include the influence of hyper-parameters. It is widely known that deep learning models are sensitive to hyper-parameters. For the baselines, we use the source code provided by their original papers and ensure that the model’s performance is comparable.
with their reported results. For our CodeEditor, due to the high training cost of pre-training, we do a small-range grid search on the learning rate and batch size, leaving other hyper-parameters the same as those in previous studies [38]. Previous work [38] has explored effective settings of hyper-parameters through extensive experiments. Thus, there may be room to tune more hyper-parameters for more improvements.

Threats to construct validity relate to the reliability of our evaluation metrics. To address this threat, we use the exact match, CrystalBLEU score and Edit distance as evaluation metrics. The exact match evaluates the percentage of correctly predicted code snippets. It is a mainstream metric for code editing and is used in almost all previous studies [4, 16, 34–36]. Considering exact match may be too strict, we further employ CrystalBLEU and Edit distance to measure the text-similarity between predictions and the ground truth. Based on the above metrics, each experiment is run three times and the average result is reported.

7 RELATED WORK

In this paper, we propose a new pre-training model for automatic code editing. Thus, our work mainly relates to two research areas: (i) pre-training for source code, and (ii) code editing. In this section, we summarize related work in these two areas.

7.1 Pre-training for Source Code

Recently, some pre-trained models for source code have been proposed and applied to a variety of software engineering (SE) tasks, such as code search [8, 10], code generation [13, 15, 17], and code summarization [25, 38]. Previous studies first pre-train a model with pre-training tasks, then fine-tune the pre-trained model with specific tasks. The prior knowledge learned from pre-training tasks can enhance the performance and generalization ability of models in downstream tasks. According to the network architecture, existing pre-trained models for source code can be categorized into three groups: encoder-only, decoder-only, and Seq2Seq-based models.

Encoder-only pre-trained models only contain an encoder and are trained to learn a generic code representation for code understanding tasks (e.g., code classification). CodeBERT [8] is a pioneer encoder-only model that reuses previous pre-training tasks in the NLP field [20]. The obvious improvements by CodeBERT prove the effectiveness of pre-training techniques. Guo et al. [10] further introduced data flow graphs into pre-trained models to help models understand the inherent structure of source code.

Decoder-only pre-trained models consist of a decoder and are mainly used for code generation tasks (e.g., code completion). Liu et al. [19] proposed a multi-task-based pre-trained model and applied it to code completion. Inspired by the progress made by GPT models in the NLP field, some researchers [21] transferred the GPT-2 [27] to source code and proposed a CodeGPT model, which achieved SOTA results on the code completion task.

Seq2Seq-based pre-trained models consist of an encoder and a decoder and can support code understanding and generation tasks. Early studies mainly followed ideas (e.g., T5 [28], BART [12]) for natural languages and applied them into source code, such as T5-learning [22], PLBART [1]. Recently, Niu et al. [25] designed three pre-training tasks for source code and proposed a novel pre-trained model named SPT-Code. Wang et al. [38] proposed a pre-trained model named CodeT5 that better leverages the code semantics conveyed from the developer-assigned identifiers. Nowadays, CodeT5 has become the SOTA model for various code-related tasks.

Differences. Although the above pre-trained models can be applied to code editing, their pre-training tasks are not designed for code editing and can be further improved. This paper aims to propose a novel pre-training task for code editing. Our pre-training task trains a model to edit an auto-rewritten mutated code snippet into the ground truth, to learn edit patterns. Experimental
results show that our CodeEditor outperforms existing code editing baselines in three settings (i.e., fine-tuning, few-shot, and zero-shot).

We notice that some similar studies (i.e., ELECTRA [5] and SSR [40]) use a generator to rewrite original natural language sentences into a new version and construct the pre-training data. We think the differences between our work and these approaches are threefold. ❶ ELECTRA [5] only rewrites single tokens in original samples and trains a model to distinguish which tokens are modified. While our CodeEditor rewrites several spans of different lengths in original samples and trains a model to reconstruct rewritten spans. Thus, compared to ELECTRA, CodeEditor can learn more edit patterns and is closer to code editing. ❷ SSR [40] randomly rewrites several spans of original samples and uses specific tokens (<s>, </s>) to mark the locations of rewritten spans. For example, a pre-training input of SSR is In 2001, Elon Musk joined SpaceX, <s> a manufacturer </s> company. Then, SSR is trained to edit rewritten spans and output original spans (e.g., an aerospace manufacturer). While our CodeEditor does not specify locations of rewritten spans. Our CodeEditor is trained to automatically locate parts that need to be edited and outputs patches. Our motivation is that code editing does not provide locations in practice. Compared to SSR, CodeEditor is closer to practical scenarios and performs better in real-world code editing data. ❸ ELECTRA [5] and SSR [40] may produce trivial pre-training samples, i.e., the mutated sample is the same as the original sample. It teaches models few edit patterns and even misleads models to copy inputs as outputs. While our CodeEditor ensures mutated samples are different from original samples. By learning from our produced data, CodeEditor knows many meaningful and diverse edit patterns.

7.2 Code Editing

The motivation of code editing is to model edit patterns in previous code edits and apply these patterns to newly-written code snippets. It can be framed as a sequence-to-sequence task in which the code to be edited is transformed into the edited code. Nowadays, code editing mainly contains two scenarios, including code-to-code editing and comment&code-to-code editing.

Code-to-code editing aims to edit a code snippet into a new version by automating generic code changes. Tufano et al. [34, 36] presented an initial investigation of using deep neural networks in editing the source code. They collected code changes from pull requests and proposed a standard Seq2Seq model to learn code changes. Chakraborty et al. [3] further proposed a tree-based model that learned to edit the syntax tree of source code and ensured the grammatical correctness of the edited code. Thongtanunam et al. [33] introduced the BPE algorithm and the Transformer architecture to handle new tokens (e.g., rare identifiers) and too-long code snippets. Recently, some powerful pre-trained models are applied to code editing and achieved SOTA results, such as SPT-Code [25], T5-review [35], and CodeT5 [38].

Comment&code-to-code editing aims to edit a code snippet by automating code changes that are recommended by a natural language comment. Compared to code-to-code editing, comment&code-to-code editing requires understanding the natural language comments and is a challenging task. Tufano et al. [36] collected edit pairs from the code review and proposed a Seq2Seq model to edit developers’ programs based on reviewers’ comments. Inspired by the pre-training techniques, Tufano et al. [35] applied ideas [28] in the NLP field into the source code and proposed a pre-trained code editing model named T5-review. They also released a new dataset named new_large containing 130,000 edit pairs with comments. Besides, some researchers tried to apply existing pre-trained models to code editing. Chakraborty et al. [4] considered the commit message as the guidance and utilized a pre-trained model - PLBART to edit programs.
8 CONCLUSION AND FUTURE WORK

In this paper, we propose a novel pre-training task for code editing and present an effective pre-training code editing model named CodeEditor. Compared to previous approaches, our pre-training task endows CodeEditor with a more effective code editing ability and a stronger generalization ability. Specifically, we collect lots of real-world code snippets as the ground truth and use a powerful generator to rewrite them into mutated versions. Then, we pre-train CodeEditor to edit mutated versions into the ground truth, to learn edit patterns. We conduct a large-scale study on four code editing datasets and evaluate the pre-trained CodeEditor in three settings (i.e., fine-tuning, few-shot, and zero-shot). (1) In the fine-tuning setting, we train the pre-trained CodeEditor with four datasets. CodeEditor outperforms the SOTA baseline by 15%, 25.5%, 9.4%, and 26.6% on four datasets. (2) In zero-shot and few-shot settings where the fine-tuning data is limited, CodeEditor still substantially outperforms the SOTA baseline. These improvements prove that our CodeEditor is more effective in automatic code editing, and shows a strong generalization ability. In the future, we will explore more advanced pre-training techniques for automatic code editing. For example, pre-training a model to generate edit actions.
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