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We show that, upon the observation of a specific measurement statistic, Dicke states can be self-tested. Our work is based on a generalization of the protocol considered by Wu et al. [PRA 90 042339 (2014)], and constitutes a device-independent method for the characterization of a physical device. For realistic situations where experimental imperfections lead to a deviation from the ideal statistics, we give an estimate for the fidelity of the physical state compared to the ideal Dicke state.

I. INTRODUCTION

Self-testing is a process where an untrusted physical realization of states and measurement operations is certified to be equivalent to some ideal reference model. Our lack of trust requires this certification to be based on a limited number of assumptions, and for this reason it is usually conditioned only on the observed measurement statistics.

The concept of self-testing was first introduced by Mayers and Yao [1], who showed how particular statistics originating from a bipartite system can be reproduced only by performing a specific set of local measurements on a maximally entangled pair of qubits. This idea was later generalized to other states also composed by more than two parties, such as the three-qubit $W$ state [2] and graph states [3].

In this notes we follow the work in [2] and we generalize the protocol to self test (non trivial) Dicke states, i.e. states of $N-k$ qubits in the ground state and $k > 1$ qubits in the excited state, symmetric under particle exchange.

II. DEFINITION OF SELF-TESTING

Consider the scenario where $N$ physical devices (observers), labeled by $A_i$ with $i = 1...N$, share a $N$-partite state $|\Psi\rangle$. Every device performs one out of $m_i$ possible local measurements $M_{j_i,A_i}$ (with $j_i = 1...m_i$) on its share of the state, and obtains as outcome either +1 or −1. Moreover, the devices cannot communicate to each other during the measurement process. Our task is to certify, without assuming what has been measured, whether the physical realization of such experiment is equivalent to a reference model where the state and the measurements are known.

To be more precise, we formalize this concept by saying that a physical experiment and a reference experiment are equivalent if there exist a local isometry (i.e. a map between Hilbert spaces)

$$\Phi = \Phi_{A_1} \otimes ... \otimes \Phi_{A_N}$$

and a state $|\text{junk}\rangle$, such that for every $j_i = 1,...,m_i$ and $A_i = 1,...,N$

$$\Phi (|\Psi\rangle) = |\text{junk}\rangle \otimes |\Psi^*\rangle$$

$$\Phi (M_{j_i,A_i}|\Psi\rangle) = |\text{junk}\rangle \otimes M_{j_i,A_i}^*|\Psi^*\rangle$$

where $M_{j_i,A_i}^*$ and $|\Psi^*\rangle$ denote respectively the measurements and state in the reference experiment, and $|\text{junk}\rangle$ is in the same Hilbert space as $|\Psi\rangle$. This definition of equivalence is motivated by the fact that performing local operations, as well as adding local degrees of freedom (ancillas), do not change the state: one can always exploit the arbitrariness of the reference system and neglect some degrees of freedom to go back to the original state. For this reason, two states mapped one into the other by an isometry are equivalent.
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Self-testing consist in the claim that if the correlations observed in a physical experiment coincides with the one predicted by a particular reference experiment, namely

$$\langle \Psi | \bigotimes_{i=1}^{N} M_{j_{i},A_{i}} | \Psi \rangle = (\Psi^* | \bigotimes_{i=1}^{N} M_{j_{i},A_{i}}^* | \Psi^* ) ,$$

for every choice of measurement settings, then the two experiments are equivalent. This means that physical realizations of states and measurements can be certified to be equivalent to a reference model only by looking at the statistics of the physical measurement outcomes.

For practical purposes, it is important that self-testing protocols require only few measurement settings per party, and that the correlators we want to measure involve only a subset of all possible combinations of measurements.

### III. SELF-TESTING DICKE STATES

Dicke state states are symmetric $N$-qubit states with $k$ qubits in $|1\rangle$ and $N-k$ qubits in $|0\rangle$, in symbols

$$|D_{N}^{k}\rangle = \binom{N}{k}^{-\frac{1}{2}} \text{Sym} \left( |0\rangle^\otimes N-k |1\rangle^\otimes k \right) ,$$

where $\text{Sym}(\ldots)$ denotes the symmetrization by particle exchange. The reference experiment we consider is the one where the $N$ qubits of a Dicke state are shared among observers $A_{1}...A_{N}$, each allowed to perform local spin measurements $\sigma_{x}^{(A_{i})}$ or $\sigma_{z}^{(A_{i})}$, except for observer $A_{N}$ that can additionally measure $(\sigma_{x}^{(A_{N})} + \sigma_{z}^{(A_{N})})/\sqrt{2}$.

Consider now the physical realization of this scenario, where the $N$ observers share a state $|\Psi\rangle$ and perform local measurements $X_{A_{i}}$, $Z_{A_{i}}$ (for $i = 1...N$) and $D_{A_{N}}$. Note that these measurements need not to be spin measurements, and nothing is assumed about them or about the state.

Our claim is that it is possible to conclude that the physical experiment is equivalent to the reference experiment if we observe the statistics

$$\langle \Psi | P_{A_{1}}^{a_{1}}...P_{A_{N}}^{a_{N}} | \Psi \rangle = \binom{N}{k}^{-1} \quad \text{for all } \vec{a} \text{ such that } \|\vec{a}\|_1 = k$$

and

$$\langle \Psi | P_{C_{1}}^{a_{1}}...P_{C_{N-2}}^{a_{N-2}}X_{C_{N-1}}X_{A_{N}} | \Psi \rangle = 2 \binom{N}{k}^{-1}$$

$$\langle \Psi | P_{C_{1}}^{a_{1}}...P_{C_{N-2}}^{a_{N-2}}Z_{C_{N-1}}Z_{A_{N}} | \Psi \rangle = -2 \binom{N}{k}^{-1}$$

$$\langle \Psi | P_{C_{1}}^{a_{1}}...P_{C_{N-2}}^{a_{N-2}}X_{C_{N-1}}Z_{A_{N}} | \Psi \rangle = 0$$

$$\langle \Psi | P_{C_{1}}^{a_{1}}...P_{C_{N-2}}^{a_{N-2}}X_{C_{N-1}}D_{A_{N}} | \Psi \rangle = \sqrt{2} \binom{N}{k}^{-1}$$

$$\langle \Psi | P_{C_{1}}^{a_{1}}...P_{C_{N-2}}^{a_{N-2}}Z_{C_{N-1}}D_{A_{N}} | \Psi \rangle = -\sqrt{2} \binom{N}{k}^{-1}$$

for all $\vec{a}$ such that $\sum_{i=1}^{N-2} a_{i} = k - 1$ and all $\vec{C} = (C_{1}, ..., C_{N-1})$ cyclic permutations of $(A_{1}, ..., A_{N-1})$, and where $P_{A_{i}}^{a_{i}} = (1 + (-1)^{a_{i}} Z_{A_{i}})/2$ are projectors for the $Z_{A_{i}}$ measurement.

This claim is the main result of this work, and implies that Dicke states can be self-tested. To prove this statement, we propose an isometry and we use the experimentally observed statistics to show it certifies that the physical experiment is equivalent to the reference experiment. For this proof we will use a number of identities that we will derive in what follows.

**Projector identity.** Eq.(6) implies

$$\langle \Psi | \sum_{\vec{a}} \delta (\|\vec{a}\|_1 - k ) \ P_{A_{1}}^{a_{1}}...P_{A_{N}}^{a_{N}} | \Psi \rangle = 1 ,$$

for all $\vec{a}$ such that $\sum_{i=1}^{N-2} a_{i} = k - 1$ and all $\vec{C} = (C_{1}, ..., C_{N-1})$ cyclic permutations of $(A_{1}, ..., A_{N-1})$, and where $P_{A_{i}}^{a_{i}} = (1 + (-1)^{a_{i}} Z_{A_{i}})/2$ are projectors for the $Z_{A_{i}}$ measurement.
we deduce
\[ C \langle \sum P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} \langle a, b | \sum \delta(||a||_1 - k) P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} | a, b \rangle = a - b \rangle P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} | \Psi \rangle \]
\[ = \langle \Psi | \sum \delta(||a||_1 - k) \delta(||a||_1 - k) P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} | \Psi \rangle \]
\[ = \langle \Psi | \sum \delta(||a||_1 - k) P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} | \Psi \rangle = 1 \]
which shows that the operator \( \sum \delta(||a||_1 - k) P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} \) is a projector.
Eq.(6) directly implies also
\[ P_{A_1}^{a_1} \cdots P_{A_N}^{a_N} | \Psi \rangle = \begin{cases} \binom{N}{k}^{-\frac{1}{2}} | \xi \rangle & \text{if } ||a||_1 = k \\ 0 & \text{otherwise} \end{cases} \]
where \( |\xi\rangle \) is some (normalized) state.
In a similar way we see that for all \( a \) such that \( \sum_{i=1}^{N-2} a_i = k - 1 \) we have
\[ \langle \Psi | (P_{C_1}^{a_1})^2 \cdots (P_{C_{N-2}}^{a_{N-2}})^2 | \Psi \rangle = \langle \Psi | (P_{C_1}^{a_1})^2 \cdots (P_{C_{N-2}}^{a_{N-2}})^2 (P_{C_{N-1}}^{a_{N-1}} + P_{A_{N-1}}^{1}) (P_{A_N}^{0} + P_{A_N}^{1}) | \Psi \rangle = 2 \binom{N}{k}^{-1} \]
where \( \vec{C} = (C_1, \ldots, C_{N-1}) \) is a cyclic permutations of \((A_1, ..., A_{N-1})\). From Eq.(15) we define for later use
\[ P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} | \Psi \rangle = \sqrt{2} \binom{N}{k}^{-1} | \phi \rangle \Rightarrow | \phi \rangle = \frac{1}{\sqrt{2}} \binom{N}{k} P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} | \Psi \rangle \]
where \( |\phi\rangle \) is some normalized state.

**Operators relabling identities.** Using the definition of \( |\phi\rangle \) given in Eq.(16), and the observed measurement statistic Eq.(7), we obtain
\[ \langle \phi | X_{C_{N-1}} X_{A_N} | \phi \rangle = \frac{1}{2} \binom{N}{k} \langle \Psi | P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} X_{C_{N-1}} X_{A_N} | \Psi \rangle = 1 \]
which means that \( X_{C_{N-1}} |\phi\rangle = X_{A_N} |\phi\rangle \) or equivalently
\[ P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} X_{C_{N-1}} | \Psi \rangle = P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} X_{A_N} | \Psi \rangle . \]
The statistics in Eq.(8), (9), (10) and (11) implies \( \langle \phi | Z_{C_{N-1}} Z_{A_N} | \phi \rangle = -1 \), \( \langle \phi | X_{C_{N-1}} Z_{A_N} | \phi \rangle = 0 \) and \( \langle \phi | \left( X_{C_{N-1}} - \frac{Z_{C_{N-1}}}{2} \right) D_{A_N} | \phi \rangle = 1 \), corresponding respectively to
\[ P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} Z_{C_{N-1}} | \Psi \rangle = -P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} Z_{A_N} | \Psi \rangle , \]
\[ P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} X_{C_{N-1}} | \Psi \rangle \perp P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} Z_{A_N} | \Psi \rangle , \]
\[ P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} D_{A_N} | \Psi \rangle = P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} \left( X_{C_{N-1}} - \frac{Z_{C_{N-1}}}{2} \right) | \Psi \rangle = P_{C_1}^{a_1} \cdots P_{C_{N-2}}^{a_{N-2}} \left( X_{A_N} + \frac{Z_{A_N}}{2} \right) | \Psi \rangle , \]
where for the last equality we used Eq.(18) and Eq.(19). At this point we would like to emphasize that all the identities derived here are valid for every \( a \) such that \( \sum_{i=1}^{N-2} a_i = k - 1 \), and for every cyclic permutation \( \vec{C} \) of \((A_1, ..., A_{N-1})\).
**Anticommutation identities.** Using Eq.(21), and the fact that $D_{AN}^2 = X_{A_i}^2 = Z_{A_i}^2 = I$, we write

$$P_{A_1}^{a_1}...P_{A_i}^{a_i}...P_{A_N}^{a_N} |\Psi\rangle = P_{A_1}^{a_1}...P_{A_i}^{a_i}...P_{A_N}^{a_N} (\mathbb{I} + X_{A_i} Z_{A_N} + Z_{A_N} X_{A_A}) |\Psi\rangle$$

(22)

from which is derived the anticommutation relation

$$P_{A_1}^{a_1}...P_{A_i}^{a_i}...P_{A_N}^{a_N} X_{A_N} |\Psi\rangle = -P_{A_1}^{a_1}...P_{A_i}^{a_i}...P_{A_N}^{a_N} Z_{A_N} X_{A_A} |\Psi\rangle .$$

(23)

Again, this identity is valid for every $\vec{a}$ such that $\sum_{i=1}^{N-2} a_i = k - 1$, and for every cyclic permutation $\vec{C}$ of $(A_1,...,A_{N-1})$.

**Swapping identity.** The relations derived until now allow us to obtain the identity

$$P_{A_1}^{a_1}...P_{A_i}^{a_i}...X_{A_{j}} P_{A_j}^{1}...P_{A_N}^{a_N} |\Psi\rangle = P_{A_1}^{a_1}...X_{A_{j}} P_{A_j}^{1}...P_{A_N}^{a_N} |\Psi\rangle ,$$

(24)

which is the key tool to prove the main result of this work. To arrive at Eq.(24), we make use of the fact that

$$P_{A_1}^{a_1}...P_{A_i}^{a_i}...X_{A_{j}} P_{A_j}^{1}...P_{A_N}^{a_N} |\Psi\rangle = P_{A_1}^{a_1}...P_{A_i}^{a_i}...P_{A_N}^{a_N} X_{A_{j}} |\Psi\rangle$$
from Eq.(23)

$$= P_{A_1}^{a_1}...P_{A_i}^{a_i}...P_{A_N}^{a_N} X_{A_{j}} |\Psi\rangle$$
from Eq.(18)

$$= P_{A_1}^{a_1}...X_{A_{j}} P_{A_j}^{1}...P_{A_N}^{a_N} |\Psi\rangle$$
from Eq.(23)

which concludes the proof. Note that in the first and in the last step $\sum_{p=1}^{N} a_p = k$, but we exchanged $a_j \leftrightarrow a_i$.

We now have all the tools to show that observing the statistics in Eqs.(6)-(11) self-tests the Dicke state $|D^k_N\rangle$ and the spin measurements. Indeed, the isometry illustrated in Fig.1 applied on the initial state gives

$$\Phi (|\Psi\rangle |0\rangle^{\otimes N}) = \sum_{\vec{a}} X_{A_1}^{a_1}...X_{A_N}^{a_N} P_{A_1}^{a_1}...P_{A_N}^{a_N} |\Psi\rangle |\vec{a}\rangle$$

(25)

where $|\text{junk}\rangle$ is some state to be discarded. This concludes the proof that the Dicke state $|D^k_N\rangle$ is self-tested.
To see that the measurement operations are also self-tested, we evaluate

$$
\Phi \left( X_{A_i} | \Psi \rangle \langle 0 \right)^{\otimes N}) = \sum_\vec{\alpha} \Phi \left( X_{A_i} \sum_{x} \Phi_A^x \cdots \Phi_A^{x_{A_N}} \Phi_{A_N} | \Psi \rangle \langle \vec{\alpha} \right)
$$

$$
= X_{A_i} \sum_{x} \Phi_A^x \cdots \Phi_A^{x_{A_N}} \Phi_{A_N} | \Psi \rangle \langle \vec{\alpha} | \text{ from Eq.(23)}
$$

$$
= \sum_\vec{\alpha} \Phi_A^1 \cdots \Phi_A^{1-a_i} \cdots \Phi_A^{1-a_i} \cdots \Phi_A^{1-a_i} | \Psi \rangle \langle \vec{\alpha} | \text{ from } X_{A_i} = X_{A_i}^{1-a_i}
$$

$$
= \sum_\vec{\alpha} \Phi_A^b \cdots \Phi_A^{b_{A^1_i}} \cdots \Phi_A^{b_{A^1_i}} \cdots \Phi_A^{b_{A^1_i}} | \Psi \rangle \langle b_1, \ldots, 1-b_i, \ldots, b_N | \text{ def. } b_i = \delta(l-i) + (-1)^{\delta(l-i)a_i}
$$

$$
= \sum_\vec{\alpha} \Phi_A^b \cdots \Phi_A^{b_{A^1_i}} \cdots \Phi_A^{b_{A^1_i}} | \Psi \rangle \langle b_1, \ldots, 1-b_i, \ldots, b_N | \text{ from Eq.(24)}
$$

$$
= X_{A_1} \cdots X_{A_k} \sum_{x} \Phi_A^x \cdots \Phi_A^{x_{A_k+1}} \cdots \Phi_A^{x_{A_k+1}} \cdots \Phi_A^{x_{A_k+1}} | \Psi \rangle \langle x | \text{ from Eq.(25)}
$$

$$
| \text{ junk} \rangle \sigma_x^{(A_1)} | D^k_N \rangle \quad (26)
$$

which proves that the \( X_{A_i} \) measurement act as the Pauli \( x \) operator on party \( A_i \). For the \( Z_{A_i} \) measurement note that \( P_{A_i}^{a_i} Z_{A_i} = (-1)^{a_i} P_{A_i}^{a_i} \), and therefore

$$
\Phi \left( Z_{A_i} | \Psi \rangle \langle 0 \right)^{\otimes N}) = | \text{ junk} \rangle \sigma_z^{(A_1)} | D^k_N \rangle \quad (27)
$$

proving that the \( Z_{A_i} \) measurement act as the Pauli \( z \) operator on party \( A_i \).

To conclude, the linearity of the isometry allows us to show that

$$
\Phi \left( D_{A_N} | \Psi \rangle \langle 0 \right)^{\otimes N}) = \Phi \left( \left( \frac{X_{A_N} + Z_{A_N}}{\sqrt{2}} \right) | \Psi \rangle \langle 0 \right)^{\otimes N}) = | \text{ junk} \rangle \left( \frac{\sigma_x^{(A_N)} + \sigma_z^{(A_N)}}{\sqrt{2}} \right) | D^k_N \rangle \quad (28)
$$

Eqs.(26), (27) and (28) prove that the experimental measurement operations are also self-tested, meaning that \( X_{A_i}, Z_{A_i}, D_{A_N} \) are certified to be respectively equivalent to the spin measurements described by \( \sigma_x^{(A_i)} \), \( \sigma_z^{(A_i)} \) and \( (\sigma_x^{(A_i)} + \sigma_z^{(A_i)})/\sqrt{2} \).
IV. ROBUSTNESS

Inevitable experimental imperfections result in deviations from the ideal measurement statistics. Therefore, we would like to estimate the robustness of the proposed self-testing protocol. We assume that the discrepancy between the measured and the ideal statistics is at most $\epsilon$, meaning that

$$\| \langle \Psi | \bigotimes_{i=1}^{N} M_{j_i,A_i} | \Psi \rangle - \langle \Psi | \bigotimes_{i=1}^{N} M'_{j_i,A_i} | \Psi \rangle \| \leq \epsilon,$$  \hspace{1cm} (29)$$

for every choice of measurement settings. In this situation we can not conclude that the physical experiment is (exactly) equivalent to the reference experiment, however we can bound its deviation by saying that

$$\| \Phi (| \Psi \rangle) - | \text{junk} \rangle \otimes | \Psi^* \rangle \|_2 \leq \delta$$  \hspace{1cm} (30)$$

$$\| \Phi (M_{j_i,A_i} | \Psi \rangle) - | \text{junk} \rangle \otimes M'_{j_i,A_i} | \Psi \rangle \|_2 \leq \delta$$  \hspace{1cm} (31)$$

where $\delta$ is a function of $\epsilon$. This means that physical realizations of states and measurements can be certified to be “almost” equivalent to a reference model, with some fidelity dependent on $\delta$.

In what follows we will give an expression for $\delta$, as a function of $\epsilon$, by bounding the norm in Eq.(30). Note that in the situation of Eq.(29), with $\epsilon > 0$, the isometry illustrated in Fig.1 might not be optimal, in the sense that there could be some other isometry giving a better (i.e. lower) bound $\delta$, [2]. Moreover, adding measurements settings might also improve the bound. Here, for simplicity, we will not deal with such optimizations. Considering the same isometry as for the ideal case (Fig.1), and the same measurement settings, we find a bound for Eq.(30).

We define, for compactness, the ideal “output” state of the isometry in Fig.1 as (see Eq.(25)) $| \Theta \rangle = X_{A_1} ... X_{A_N} P_{0_1}^{i_1} P_{0_2}^{i_2} ... P_{0_N}^{i_N} | \Psi \rangle \sum_{||\vec{a}|=k} | \vec{a} \rangle$, and to simplify our calculations we split Eq.(30) into two terms

$$\| \Phi (| \Psi \rangle) - | \text{junk} \rangle \otimes | \Psi^* \rangle \|_2 \leq \| \Phi (| \Psi \rangle) - | \Theta \rangle \|_2 + \| | \Theta \rangle - | \text{junk} \rangle \otimes | \Psi^* \rangle \|_2.$$  \hspace{1cm} (32)$$

Here, the first distance is the one between the non-ideal and the ideal output of the isometry considered, and the second distance is the one between the ideal output of the isometry and the ideal target state. In what follows we bound these two terms separately, to obtain an expression for $\delta$ of Eq.(30).

**First term of Eq.(32).** Remember that in the previous section we derived from the observed statistics a number of identities involving the measurement operators. Now, observing a deviation from the ideal statistics, Eq.(29), implies that the identities we derived might still hold approximately, i.e. with some error. We start evaluating such errors, to then calculate their effect in the derivation of Eq.(25).

From Eq.(14) and Eq.(15) we estimate

$$\| P_{C_1}^{i_1} ... P_{C_N}^{i_N} \Psi \|_2 = \sqrt{\| \langle \Psi | P_{C_1}^{i_1} ... P_{C_N}^{i_N} X_{C_{N-1}} | \Psi \rangle \|} = \sqrt{\| \langle \Psi | P_{C_1}^{i_1} ... P_{C_N}^{i_N} | \Psi \rangle \|} = \sqrt{\| P_{C_1}^{i_1} ... P_{C_N}^{i_N} \|} = \sqrt{2 \binom{N}{k}^{-1} - 4\epsilon},$$  \hspace{1cm} (33)$$

and, following the same steps

$$\| P_{C_1}^{i_1} ... P_{C_N}^{i_N} \Psi \|_2 = \sqrt{\| \langle \Psi | P_{C_1}^{i_1} ... P_{C_N}^{i_N} X_{A_N} | \Psi \rangle \|} = \sqrt{\| P_{C_1}^{i_1} ... P_{C_N}^{i_N} \|} = \sqrt{2 \binom{N}{k}^{-1} - 4\epsilon}. $$  \hspace{1cm} (34)$$
Now we can estimate the error for Eq.(18) by computing the norm
\[
\left\| \left( P_{C_1}^{a_1}...P_{C_{N-2}}^{a_{N-2}}X_{C_{N-1}} - P_{C_1}^{a_1}...P_{C_{N-2}}^{a_{N-2}}X_{A_N} \right) |\Psi| \right\|_2 =
\]
\[
\sqrt{|\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}}^2 P_{C_1}^{a_1}...|\Psi \rangle + \langle \Psi| P_{C_1}^{a_1}...X_{A_N}^2 P_{C_1}^{a_1}...|\Psi \rangle - 2\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}}X_{A_N} P_{C_1}^{a_1}...|\Psi \rangle |}
\]
\[
= \sqrt{\left[ 2 \left( \frac{N}{k} \right)^{-1} - 4\epsilon \right] - 2 \left( \frac{N}{k} \right)^{-1} - \epsilon } = \sqrt{6|\epsilon|}
\]
(35)

and, following the same steps, the error for Eq.(19) is
\[
\left\| \left( P_{C_1}^{a_1}...P_{C_{N-2}}^{a_{N-2}}Z_{C_{N-1}} - P_{C_1}^{a_1}...P_{C_{N-2}}^{a_{N-2}}Z_{A_N} \right) |\Psi| \right\|_2 = \sqrt{6|\epsilon|}
\]
(36)

For later use, we bound
\[
|\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} Z_{C_{N-1}}|\Psi \rangle| = |\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} (Z_{C_{N-1}} + Z_{A_N} - Z_{A_N}) |\Psi \rangle| \\
\leq |\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} Z_{A_N} |\Psi \rangle| + |\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} (Z_{C_{N-1}} - Z_{A_N}) |\Psi \rangle| \\
= |\epsilon| + |\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} (Z_{C_{N-1}} - Z_{A_N}) |\Psi \rangle| \\
\leq |\epsilon| + \left| \left\| P_{C_1}^{a_1}...X_{C_{N-1}} |\Psi \rangle \right\|_2 \right| \left| \left| P_{C_1}^{a_1}...X_{C_{N-1}} (Z_{C_{N-1}} - Z_{A_N}) \right\|_2 \right| \\
= |\epsilon| + \left| \left\| P_{C_1}^{a_1}...X_{C_{N-1}} |\Psi \rangle \right\|_2 \right| \left| \left| P_{C_1}^{a_1}...Z_{C_{N-1}} - Z_{A_N} \right\|_2 \right| \\
= |\epsilon| + \sqrt{\left( \frac{N}{k} \right)^{-1} - 4\epsilon \sqrt{6|\epsilon|}}
\]
(37)

where for the second line we used the triangle inequality $|a+b| \leq |a| + |b|$, and for the fourth the Cauchy-Schwarz inequality $|ab| \leq |a| |b|$.

Eq.(37) can now be used to estimate the error for Eq.(21) as
\[
\left\| \left( P_{C_1}^{a_1}...D_{A_N} - P_{C_1}^{a_1}... \frac{X_{C_{N-1}} + Z_{C_{N-1}}}{\sqrt{2}} \right) |\Psi| \right\|_2 =
\]
\[
= \left( |\langle \Psi| P_{C_1}^{a_1}...D_{A_N} P_{C_1}^{a_1}... + \frac{1}{2} P_{C_1}^{a_1}...X_{C_{N-1}}^2 P_{C_1}^{a_1}... + \frac{1}{2} P_{C_1}^{a_1}...Z_{C_{N-1}}^2 P_{C_1}^{a_1}... - P_{C_1}^{a_1}...X_{C_{N-1}} Z_{C_{N-1}}... - \sqrt{2} P_{C_1}^{a_1}...D_{A_N} X_{C_{N-1}}... + \sqrt{2} P_{C_1}^{a_1}...D_{A_N} Z_{C_{N-1}}... |\Psi \rangle | \right) \]
\[
\left| \left| \left( 2 \left( \frac{N}{k} \right)^{-1} - 4\epsilon \right) - 2 \sqrt{2} \left( \frac{N}{k} \right)^{-1} - \epsilon \right) |\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} Z_{C_{N-1}}... |\Psi \rangle| \right|
\]
\[
= \sqrt{2(\sqrt{2} - 4\epsilon) + |\langle \Psi| P_{C_1}^{a_1}...X_{C_{N-1}} Z_{C_{N-1}}... |\Psi \rangle|} \leq
\]
\[
\leq \sqrt{[2(\sqrt{2} - 4\epsilon)|\epsilon|] + |\epsilon| + \left| \left( \frac{N}{k} \right)^{-1} - 4\epsilon \sqrt{6|\epsilon|} \right|}
\]
\[
= \frac{\delta_1}{(2 + 2\sqrt{2})\sqrt{2}}
\]
(38)

where the symbol $\delta_1$ is for compactness, and the denominator is introduced for later convenience.

We now consider the error in commuting $X$ with $Z$. From the observation that (see also Eqs.(B11) and (B12) of [2])
\[
\left( P_{C_1}^{a_1}...X_{C_{N-1}} Z_{C_{N-1}} + P_{C_1}^{a_1}...Z_{C_{N-1}} X_{C_{N-1}} \right) |\Psi\rangle =
\]
\[
= \sqrt{2} \left( P_{C_1}^{a_1}...D_{A_N} + \frac{P_{C_1}^{a_1}...X_{C_{N-1}} - P_{C_1}^{a_1}...Z_{C_{N-1}}}{\sqrt{2}} \right) \left( P_{C_1}^{a_1}...D_{A_N} - \frac{P_{C_1}^{a_1}...X_{C_{N-1}} - P_{C_1}^{a_1}...Z_{C_{N-1}}}{\sqrt{2}} \right) |\Psi\rangle,
\]
(39)
we estimate the error in the anticommutator between $X$ and $Z$, Eq. (23), by computing (see also Eqs. (B13) and (B14) of [2])

$$\left\| \left( p^{a_1}_{C_1} \ldots p^{a_{N-2}}_{C_{N-2}} X_{C_{N-1}} Z_{C_{N-1}} + p^{a_1}_{C_1} \ldots p^{a_{N-2}}_{C_{N-2}} X_{C_{N-1}} \right) |\Psi\rangle \right\|_2 =$$

$$= \sqrt{2} \left( p^{a_1}_{C_1} \ldots D_{A_N} + \frac{p^{a_1}_{C_1} \ldots X_{C_{N-1}}}{\sqrt{2}} \right) \left( p^{a_1}_{C_1} \ldots D_{A_N} - \frac{p^{a_1}_{C_1} \ldots Z_{C_{N-1}}}{\sqrt{2}} \right) \left| \Psi \right\|_2$$

$$\leq \sqrt{2} \left( \left\| p^{a_1}_{C_1} \ldots D_{A_N} \right\| \infty + \left\| \frac{p^{a_1}_{C_1} \ldots X_{C_{N-1}}}{\sqrt{2}} \right\| \infty \right) \left\| \left( p^{a_1}_{C_1} \ldots D_{A_N} - \frac{p^{a_1}_{C_1} \ldots Z_{C_{N-1}}}{\sqrt{2}} \right) |\Psi\rangle \right\|_2$$

$$= \sqrt{2} (2 + 2\sqrt{2}) \left( \frac{\delta_1}{2(2 + 2\sqrt{2})\sqrt{2}} \right) = \delta_1 \ . \ \ (40)$$

Finally, we estimate the error associated to the swapping identity Eq. (24) as

$$\left\| \left( p^{a_1}_{A_1} \ldots p^{a_0}_{A_0} X_{A_1} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N} - p^{a_1}_{A_1} \ldots X_{A_1} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N} \right) |\Psi\rangle \right\|_2 =$$

$$= \left( \left\| \left( p^{a_1}_{A_1} \ldots p^{a_0}_{A_0} X_{A_1} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N} - p^{a_1}_{A_1} \ldots p^{a_0}_{A_0} X_{A_1} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N} \right) |\Psi\rangle \right\|_2 \right) +$$

$$\left( \left\| \left( p^{a_1}_{A_1} \ldots p^{a_0}_{A_0} X_{A_1} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N} - p^{a_1}_{A_1} \ldots p^{a_0}_{A_0} X_{A_1} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N} \right) |\Psi\rangle \right\|_2 \right) +$$

$$= 2\delta_1 + \sqrt{6} |\epsilon| \ . \ \ (41)$$

In Eq. (25) we used the swapping identity to transform every term of the form $X^{a_1}_{A_1} \ldots X^{a_N}_{A_N} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N}$, with $||\vec{a}||_1 = k$, into $X^{a_1}_{A_1} \ldots X^{a_N}_{A_N} p^{a_1}_{A_1} \ldots p^{a_N}_{A_N}$. Note here that every such term is unambiguously defined by the binary vector $\vec{a}$, with $||\vec{a}||_1 = k$. This observation allows us to count how many times we need to apply the swapping identity in Eq. (25), by counting how many “bit-flips” are needed to transform one binary vector $\vec{a}$ into the vector $\vec{a}^* = (1, \ldots, 1, 0, \ldots, 0)$, having $k$ ones followed by $N - k$ zeros. Recall that the for two strings $s_1$ and $s_2$, the Hamming distance $d_H(s_1, s_2)$ is defined as the number of symbols we need to change to transform $s_1$ into $s_2$. A single application of the swapping identity changes a term defined by $\vec{a}$ into an other defined by $\vec{a}^*$, with Hamming distance $d_H(\vec{a}, \vec{a}^*) = 2$, since a 0 is swapped with a 1. In total, to transform every $\vec{a}$ with $||\vec{a}||_1 = k$ into $\vec{a}^*$, the number of times we need to apply the swapping identity is

$$\sum_{||\vec{a}||_1 = k} \frac{d_H(\vec{a}, \vec{a}^*)}{2} = \frac{\Gamma(n)}{\Gamma(k) \Gamma(n - k)} \ . \ \ (42)$$

Note that the above number does not depend on which specific $\vec{a}^*$ we chose among the vectors $\vec{a}$ with $||\vec{a}||_1 = k$.

We have now everything we need to estimate the first term of Eq. (32). Since the binary vector $\vec{a}$ has $N$ digits, the sum in the first line of Eq. (25) involves $2^N$ terms, out of which only $\binom{N}{k}$ have $||\vec{a}||_1 = k$. We can therefore
express

\[ \| \Phi (|\Psi\rangle) - |\Theta\rangle \|_2 = \left\| \sum_{\vec{a}} X_{A_1}^{a_1} \ldots X_{A_N}^{a_N} P_{A_1}^{a_1} \ldots P_{A_N}^{a_N} |\Psi\rangle |\vec{a}\rangle - |\Theta\rangle \right\|_2 \]

\[ \leq \left\| \sum_{\|\vec{a}\|_1 \neq k} X_{A_1}^{a_1} \ldots X_{A_N}^{a_N} P_{A_1}^{a_1} \ldots P_{A_N}^{a_N} |\Psi\rangle |\vec{a}\rangle \right\|_2 + \left\| \sum_{\|\vec{a}\|_1 = k} X_{A_1}^{a_1} \ldots X_{A_N}^{a_N} P_{A_1}^{a_1} \ldots P_{A_N}^{a_N} |\Psi\rangle |\vec{a}\rangle - |\Theta\rangle \right\|_2 \]

\[ = \left( 2^N - \binom{N}{k} \right) \|\epsilon\| + \left\| \sum_{\|\vec{a}\|_1 = k} X_{A_1}^{a_1} \ldots X_{A_N}^{a_N} P_{A_1}^{a_1} \ldots P_{A_N}^{a_N} |\Psi\rangle |\vec{a}\rangle - |\Theta\rangle \right\|_2 \]

\[ \leq \left( 2^N - \binom{N}{k} \right) \|\epsilon\| + \left\| \sum_{\|\vec{a}\|_1 = k} \left| X_{A_1}^{a_1} \ldots X_{A_N}^{a_N} P_{A_1}^{a_1} \ldots P_{A_N}^{a_N} |\Psi\rangle |\vec{a}\rangle - X_{A_1} \ldots X_{A_k} P_{A_1}^1 \ldots P_{A_k}^1 P_{A_{k+1}}^0 \ldots P_{A_N}^0 |\Psi\rangle |\vec{a}\rangle \right\|_2 \]

\[ \leq \left( 2^N - \binom{N}{k} \right) \|\epsilon\| + \frac{\Gamma(N)}{\Gamma(k)\Gamma(N-k)} \left( 2\delta_1 + \sqrt{6}\|\epsilon\| \right) , \quad (43) \]

where in going from the second-to-last to the last row we used Eq.(42) and Eq.(41).

**Second term of Eq.(32).** To estimate this term, we first find

\[ (\|\Theta\|_2)^2 = \left( \left\| X_{A_1} \ldots X_{A_k} P_{A_1}^1 \ldots P_{A_k}^1 P_{A_{k+1}}^0 \ldots P_{A_N}^0 |\Psi\rangle \sum_{\|\vec{a}\|_1 = k} |\vec{a}\rangle \right\|_2 \right)^2 \]

\[ = \binom{N}{k}^2 \left( \left\| X_{A_1} \ldots X_{A_k} P_{A_1}^1 \ldots P_{A_k}^1 P_{A_{k+1}}^0 \ldots P_{A_N}^0 |\Psi\rangle \right\|_2 \right)^2 \]

\[ = \binom{N}{k} \left| \sum_{\|\vec{a}\|_1 = k} |\vec{a}\rangle \right\|_2^2 \]

\[ = \binom{N}{k} \left( \sum_{\|\vec{a}\|_1 = k} |\vec{a}\rangle \right)^{-1} + \epsilon \right| = 1 + \binom{N}{k} \|\epsilon\| , \quad (44) \]

which can be used to express

\[ \|\|\Theta\| - |\text{junk}\rangle \otimes |\Psi^*\rangle \|_2 = \left\| \Theta - \frac{|\Theta\rangle}{\|\Theta\|_2} \right\|_2 \]

\[ = \left\| \frac{|\Theta\rangle}{\|\Theta\|_2} \left( \|\|\Theta\|_2 - 1 \right) \right\|_2 \]

\[ = \sqrt{1 + \binom{N}{k} \|\epsilon\| - 1} . \quad (45) \]

**Bound for Eq.(32).** The result Eq.(43), together with Eq.(45), is inserted into Eq.(32) to get

\[ \| \Phi (|\Psi\rangle) - |\text{junk}\rangle \otimes |\Psi^*\rangle \|_2 \leq \left( 2^N - \binom{N}{k} \right) \|\epsilon\| + \frac{\Gamma(N)}{\Gamma(k)\Gamma(N-k)} \left( 2\delta_1 + \sqrt{6}\|\epsilon\| \right) + \sqrt{1 + \binom{N}{k} \|\epsilon\| - 1} \] , \quad (46) \]

This quantifies how “close” the physical state is to the ideal Dicke state.
V. CONCLUSIONS

We have shown that Dicke states can be self-tested. This conclusion is drawn by showing the existence of a local isometry which, together with a specific observed statistic, implies that the physical experiment is equivalent to a reference experiment where specific measurements are performed on a Dicke state. In the practical case where inevitable experimental imperfections cause deviations from the ideal reference statistics, we estimated the robustness of our protocol. We found that even in this case, the physical experiment can still be certified with high fidelity.
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