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Abstract

We introduce the Text Classification Attack Benchmark (TCAB), a dataset for analyzing, understanding, detecting, and labeling adversarial attacks against text classifiers. TCAB includes 1.5 million attack instances, generated by twelve adversarial attacks targeting three classifiers trained on six source datasets for sentiment analysis and abuse detection in English. Unlike standard text classification, text attacks must be understood in the context of the target classifier that is being attacked, and thus features of the target classifier are important as well.
TCAB includes all attack instances that are successful in flipping the predicted label; a subset of the attacks are also labeled by human annotators to determine how frequently the primary semantics are preserved. The process of generating attacks is automated, so that TCAB can easily be extended to incorporate new text attacks and better classifiers as they are developed. In addition to the primary tasks of detecting and labeling attacks, TCAB can also be used for attack localization, attack target labeling, and attack characterization. TCAB code and dataset are available at https://react-nlp.github.io/tcab/.

1 Introduction

Text classifiers have been under attack ever since spammers started evading spam filters, nearly 20 years ago [18]. In recent years, however, attacking classifiers has become much easier to carry out. Many general-purpose attacks have been developed and are now available in standard, plug-and-play frameworks, such as TextAttack [38] and OpenAttack [62]. The wide use of standard architectures and shared pretrained representations have further increased the risk of attacks by decreasing the diversity of text classifiers.

Our focus is on evasion attacks [2], in which an attacker attempts to change a classifier’s prediction by making minor, semantics-preserving perturbations to the original input. To accomplish this, different adversarial attack algorithms employ different types of perturbations, search methods, and constraints. See Table 1 for some brief examples.

A common defense strategy is to make classifiers more robust, using algorithms with heuristic or provable guarantees on their performance [5, 33, 32, 46, 9, 49, 19, 60, 5, 32, 66, 22, 24, 17, 21, 44]. However, these defenses are often computationally expensive or result in reduced accuracy. Therefore, as a complement to making classifiers more robust, we introduce the task of attack identification — automatically determining the adversarial attacks (if any) used to generate a given piece of text.
Table 1: Attack Samples on SST-2

| Attack      | Text              | Label   | Confidence |
|-------------|-------------------|---------|------------|
| Original    | the acting is amateurish | Negative | 63.7%      |
| Pruthi [42] | the acting is amateurish | Positive | 82.1%      |
| DeepWordBug [12] | the acting is amateurish | Positive | 91.2%      |
| IGA [52]    | the acting is enthusiastic | Positive | 62.3%      |

idea behind attack identification is that many attackers will use whatever attacks are most convenient, such as public implementations of attack algorithms, instead of developing new ones or implementing ones on their own. Thus, we can identify specific attacks instead of detecting or preventing all possible attacks.

The primary focus of attack identification is attack labeling — determining which specific attack was used (or none). However, other valuable challenges exist under the umbrella of attack identification, such as attack target labeling (determining which model is being attacked), attack localization (identifying which parts of the text have been manipulated), and more (see §3.7 for detailed subtask descriptions). These tasks give us information about how the attacks are being conducted, which can be used to develop defense strategies for the overall system, such as uncovering malicious actors behind misinformation or abuse campaigns on social media.

Existing adversarial evaluation frameworks/benchmarks focus exclusively on model robustness, typically requiring carefully controlled and expensive human annotations [51, 27] that tend to result in small datasets; e.g. Adversarial GLUE [50] contains only 5,000 human-verified attacks. However, to the best of our knowledge, no dataset currently exists to support the task of attack identification. To address this issue, we propose TCAB, a benchmark dataset that comprises over 1.5 million fully-automated low-effort attacks, providing sufficient data to enable proper training and evaluation of models specific to the task (and potential subtasks) of attack identification.

We summarize our contributions below, outlining the unique advantages of TCAB over existing adversarial benchmarks.

1. We introduce attack identification and its primary task attack labeling — automatically determining the adversarial attacks (if any) used to generate a given piece of text. Attack identification also includes additional tasks such as attack detection, attack target labeling, attack localization, and attack characterization, enabling defenders to learn more about their attackers.

2. We create TCAB, a text classification attack benchmark consisting of more than 1.5 million successful adversarial examples from a diverse set of twelve attack methods targeting three state-of-the-art text classification models trained on six sentiment/toxic-speech domain datasets. TCAB is designed to be expanded as new text attacks, classifiers, and domains are developed. This benchmark supports research into attack identification and related tasks.

3. We adopt crowd-sourcing to evaluate a portion of TCAB and analyze the label-preserving nature of the attack methods. We find that 51% and 81% of adversarial instances preserve their original labels for sentiment and abuse datasets, respectively.

4. We present a baseline approach for attack detection and labeling that involves a combination of contextualized fine-tuned BERT embeddings and hand-crafted text, language model, and target model properties. Our baseline approach achieves 91.7% and 66.7% accuracy for attack detection and labeling, averaged over all datasets and target models.

TCAB is available at [https://react-nlp.github.io/tcab/](https://react-nlp.github.io/tcab/), including the clean (source) instances, the manipulated attack instances, code for generating features and baseline models, and code for extending the dataset with new attacks and source datasets.

## 2 Background and Problem Setup

Existing adversarial evaluation frameworks focus only on model robustness. Robustness Gym [15] and TextFLINT [51] allow users to measure the performance of their models on a variety of text
transformations and adversaries. Adversarial GLUE \cite{dandawat:2020} is a multi-task robustness benchmark that was created by applying 14 textual adversarial attack methods to GLUE tasks. Dynabench \cite{yang2020} is a related framework for evaluating and training NLP models on adversarial examples created entirely by human adversaries.

Of these, TCAB is most similar to Adversarial GLUE. However, TCAB was designed for a different purpose — attack identification rather than robustness evaluation. TCAB is also much larger than Adversarial GLUE (1.5 million fully-automated attacks vs. 5,000 human-verified attacks), focuses only on classification, and includes multiple classification domain datasets.

In this work, we focus on text classifiers and attacks on them. Given an input sequence \( x = (x_1, x_2, ..., x_N) \in \mathcal{X} \) (the instance space), a text classifier \( f \) maps \( x \) to a label \( y \in \mathcal{Y} \), the set of output labels. For sentiment analysis, \( \mathcal{Y} \) may be positive or negative sentiment; or for toxic comment detection, \( \mathcal{Y} \) may be toxic or non-toxic.

A text-classification adversary aims to generate an adversarial example \( x' \) such that \( f(x') \neq f(x) \). Ideally, the changes made on \( x \) to obtain \( x' \) are minimal such that a human would label them the same way. Perturbations may occur on the character-\cite{kim2019}, token-\cite{li2020}, word-\cite{kim2020}, or sentence-level \cite{zhang2020}, or a combination of levels \cite{geymer2020}; perturbations may also be structured such that certain input properties are preserved, such as the semantics \cite{kim2019}, perplexity \cite{bahdanau2016}, fluency \cite{manning2018}, or grammar \cite{cohn2017}.

The primary task of attack identification is attack labeling: given a (possibly) perturbed input sequence \( x' \in \mathcal{M}(x) \), in which \( \mathcal{M}(x) \) is a function that perturbs \( x \) using any one attack method from a set of attacks \( S \) (including a “clean” attack in which the input is not perturbed), an attack labeler \( f^{LAB} : \mathcal{X} \rightarrow S \) maps the perturbed sequence to an attack method in \( S \). Additionally, multiple subtasks complement the primary challenge of attack labeling; these include attack localization, attack target labeling, and attack characterization (see \S3.7 for formal descriptions of all related tasks).

In pursuit of solving these problems, we develop and curate a large collection of adversarial attacks on a number of classifiers trained on various domain datasets. In the following section, we detail our process for generating this benchmark, describe its characteristics, and provide a human evaluation of the resulting dataset (\S3). We then evaluate a set of baseline models on attack detection and labeling using our newly created benchmark (\S4).

3 TCAB Benchmark

We now present the Text Classification Attack Benchmark (TCAB), a dataset for developing and evaluating methods for identifying adversarial attacks against text classifiers. Here we describe the process for constructing this benchmark, and evaluate its characteristics.
3.1 Domain Datasets

Our focus is on two text-classification domains, sentiment analysis and abuse detection. Sentiment analysis is a popular and widely studied task \([41, 58, 64, 43, 31, 55]\) while abuse detection is more likely to be adversarial \([40, 63, 26]\).

For sentiment analysis, we attack models trained on three domains: (1) **Climate Change** \([46, 62, 356]\), 62,356 tweets on climate change; (2) **IMDB** \([34]\), 50,000 movie reviews, and (3) **SST-2** \([45]\), 68,221 movie reviews. For abuse detection, we attack models trained on three toxic-comment datasets: (1) **Wikipedia** (Talk Pages) \([56, 8]\), 159,686 comments from Wikipedia administration webpages, (2) **Hatebase** \([6]\), 24,783 comments, and (3) **Civil Comments** \(3, 1,804,874\) comments from independent news sites. All datasets are binary (positive vs. negative or toxic vs. non-toxic) except for Climate Change, which includes neutral sentiment. Additional dataset details are in the Appendix \(\S B.1\).

3.2 Target Models

We finetune BERT \([7]\), RoBERTa \([33]\), and XLNet \([59]\) models — all from HuggingFace’s transformers library \([54]\) — on the six domain datasets. We use transformer-based models since they represent current state-of-the-art approaches to text classification, and we use multiple architectures to obtain a wider range of adversarial examples, ultimately testing the robustness of attack identification models to attacks targeting different victim models.

Table 2 shows the performance of these models on the test set of each domain dataset. On most datasets, RoBERTa slightly outperforms the other two models both in accuracy and AUROC. Training code and additional details such as selected hyperparameters are in the Appendix \(\S B.2\).

3.3 Attack Methods

We select twelve different attack methods that cover a wide range of design choices and assumptions, such as model access level (e.g., white/gray/black box), perturbation level (e.g., char/word/token), and linguistic constraints. Table 7 (Appendix, \(\S B.4\)) provides a summary of all attack methods and their characteristics.

**Target Model Access and Perturbation Levels.** Of the twelve attack methods, only two \([10, 30]\) have full access to the target model (i.e., a white-box attack), while five \([12, 21, 1, 52, 42]\) assume some information about the target (gray box), and the rest \([13, 61, 30, 23, 11]\) can only query the output (black box). The majority of methods perturb entire words by swapping them with similar words based on sememes \([61]\), synonyms \([23]\) or an embedding space \([13, 21, 1, 52, 42]\). The remaining methods \([12, 10, 30, 11]\) operate on the token/character level, perturbing the input by inserting/deleting/swapping different characters.

**Linguistic Constraints.** Linguistic constraints promote indistinguishable attacks. For example, Genetic \([1]\), FasterGenetic \([21]\), HotFlip \([10]\), and Pruthi \([42]\) limit the number or percentage of words perturbed. Other methods ensure the distance between the perturbed text and the original text is “close” in some embedding space; for example, BAE \([13]\), TextBugger \([30]\), and TextFooler \([23]\) constrain the perturbed text to have high cosine similarity to the original text using a universal sentence encoder (USE) \([4]\), while IGA \([52]\) and VIPER \([11]\) ensure similarity in word and visual embedding spaces, respectively. Some methods, such as TextBugger and TextFooler, use a combination of constraints to further limit deviations from the original input.

**Attack Toolchains.** We use TextAttack \([38]\) and OpenAttack \([62]\) — open-source toolchains that provide fully-automated off-the-shelf attacks — to generate adversarial examples. For these toolchains, attack methods are implemented using different search methods. For example, BAE \([13]\), DeepWordBug \([12]\), TextBugger \([30]\), and TextFooler \([23]\) use a word importance ranking to greedily decide which word(s) to perturb for each query; in contrast, Genetic \([1]\) and PSO \([61]\) use a genetic algorithm and particle swarm optimization to identify word-perturbation candidates, respectively. For...
Table 2: Predictive performance of the target models on the test set for each domain dataset; *: multiclass-macro-averaged AUC; the rest are binary-classification tasks.

| Dataset          | BERT Acc. | BERT AUC | RoBERTa Acc. | RoBERTa AUC | XLNet Acc. | XLNet AUC |
|------------------|-----------|----------|--------------|-------------|------------|-----------|
| Climate Change*  | 79.8      | 0.899    | 81.2         | 0.917       | 80.1       | 0.910     |
| IMDB             | 87.0      | 0.949    | 90.7         | 0.968       | 90.1       | 0.965     |
| SST-2            | 91.8      | 0.972    | 92.7         | 0.978       | 92.3       | 0.974     |
| Wikipedia        | 96.5      | 0.982    | 96.6         | 0.985       | 96.4       | 0.983     |
| Hatebase         | 95.8      | 0.983    | 95.8         | 0.987       | 93.9       | 0.979     |
| Civil Comments   | 95.2      | 0.968    | 95.1         | 0.967       | 95.0       | 0.965     |

all attack methods, we set a maximum limit of 500 queries per instance. Note an attack method may be implemented by both toolchains (e.g., TextBugger is implemented by TextAttack and TextBugger).

3.4 Dataset Generation

To create TCAB, we perturb examples from the test sets of the six domain datasets (see §3.1 for domain datasets). SST-2, Wikipedia, and IMDB have predefined train/test splits. For the other three datasets, we randomly partition the data into an 80/10/10 train/validation/test split. For each model/domain dataset combination, we only attack test set examples in which the model’s prediction is correct. For abuse datasets, we further constrain our focus on examples in the test set that are both predicted correctly and toxic; perturbing non-toxic text to be classified as toxic is a less likely adversarial task.

The full pipeline for generating TCAB is shown in Figure [1].

Adding Clean Instances and Creating Development-Test Splits. For each dataset, we randomly sample a fraction of the instances from the test set to include as “clean” unperturbed examples. After merging the clean and adversarial examples, we split the data into a 60/20/20 train/validation/test split. Additionally, all instances with the same source text are sent to the same split (i.e., multiple successful attacks on the same original text are all sent to the same split) to avoid any data leakage. The train and validation sets are publicly available,[5] while the test set is available upon request.

Extending TCAB. TCAB is designed to incorporate new attacks as they develop, or existing attacks on new text classifiers. TCAB thus facilitates research into attack identification models that stay up-to-date with the latest attacks on the latest text classifiers. Instructions and code for extending TCAB with new attacks or domain datasets is available at [https://github.com/REACT-NLP/tcab_generation](https://github.com/REACT-NLP/tcab_generation).

3.5 TCAB Statistics

TCAB contains a total of 1,504,607 successful attacks on six domain datasets against three different target models using twelve attack methods from two open-source toolchains.

Attack Success Rate. Table [3] shows a breakdown of attack success rates and the number of successful attacks for each method. For Civil Comments, many instances were very easy to manipulate successfully (Figure [2] far right), and it was not uncommon for all 12 attackers to successfully perturb the same instance. In contrast, it was quite rare for more than three of the attackers to be successful on any IMDB instance. Of the three target-model architectures, XLNet was the most robust — it was successfully attacked 61% of the time (this percentage is computed over all attack attempts made against all XLNet models). BERT and RoBERTa were fooled 63% and 66% of the time, respectively.

---

[3]: One can imagine cases where an attacker would have this goal, such as trying to get someone else banned from a social network by tricking them into posting text that triggers an abuse filter. However, we expect this to be much less common than attackers simply trying to evade abuse filters.

[5]: [https://zenodo.org/record/7226519](https://zenodo.org/record/7226519)

---
Perturbation Size. Interestingly, the degree of input perturbation and attack-success frequency are only weakly correlated (Figure 3 left). For example, DeepWordBug perturbs just 20% of the input words on average, but generates more successful attacks than any other method. The four attack methods from OpenAttack perturb more words in the input than any of the TextAttack methods.

Text Length. Figure 3 (right) shows the cumulative number of successful attacks for each attack method as the length of the input text increases (across all datasets). Overall, FasterGenetic, TextBugger, and BAE were less effective than other methods on short- (< 10 words) and medium- (10 – 100 words) sized inputs. DeepWordBug successfully attacked most instances < 500 words; however, DeepWordBug, TextBugger, BAE, TextFooler, and especially IGA failed to successfully attack very long inputs (> 1000 words).

Table 3: Percentage (and number) of successful attacks across all three target models. Attack methods with an “*” are from the OpenAttack toolchain, those without are from the TextAttack toolchain.

| Attack Method     | Clim. Cha. | IMDB     | SST-2    | Wikipedia | Hatebase | Civ. Com. |
|-------------------|------------|----------|----------|-----------|----------|-----------|
| BAE [13]          | 52 (21.4k) | 36 (5.1k) | 68 (4.0k) | 61 (4.5k) | 61 (3.6k) | 71 (21.6k) |
| DeepWordBug (DWB) [12] | 86 (80.9k) | 74 (16.6k) | 79 (74.1k) | 79 (5.8k) | 76 (4.6k) | 99 (30.0k) |
| FasterGenetic (FG) [21] | 38 (14.1k) | 11 (2.2k) | 30 (1.8k) | 32 (2.4k) | 33 (2.0k) | 66 (19.9k) |
| Genetic* (Gn.*) [11] | 67 (24.2k) | 46 (11.7k) | 34 (29.5k) | 45 (3.4k) | 13 (0.8k) | 80 (24.3k) |
| HotFlip* (HF*) [10] | 52 (49.5k) | 36 (12.3k) | 42 (39.5k) | 37 (2.8k) | 35 (2.1k) | 75 (22.6k) |
| IGA [52]          | 52 (49.1k) | 0 (0)    | 59 (54.3k) | 0 (0)    | 54 (3.7k) | 64 (19.3k) |
| Pruthi (Pr.) [42]  | 43 (40.7k) | 19 (5.2k) | 59 (55.9k) | 35 (2.6k) | 40 (2.4k) | 67 (20.3k) |
| PSO [61]          | 59 (55.7k) | 27 (9.3k) | 72 (66.7k) | 31 (2.3k) | 35 (2.1k) | 62 (18.7k) |
| TextBugger* (TB*) [30] | 81 (75.9k) | 79 (33.1k) | 65 (61.4k) | 74 (5.5k) | 54 (3.2k) | 97 (29.3k) |
| TextBugger (TB) [30] | 74 (6.3k)  | 57 (8.0k) | 68 (4.0k) | 65 (4.8k) | 56 (3.4k) | 95 (28.8k) |
| TextFooler (TF) [23] | 92 (86.5k) | 51 (9.9k) | 94 (5.5k) | 82 (6.0k) | 83 (5.0k) | 98 (29.5k) |
| VIPER* (VIP*) [11] | 62 (58.7k) | 88 (38.8k) | 63 (59.6k) | 66 (4.9k) | 67 (4.0k) | 75 (22.8k) |

Figure 3: Left: Average percentage of words perturbed per successful attack vs. the number of successful attacks across all domains, with TextAttack as blue circles and OpenAttack as red squares. Right: Cumulative number of successful attacks across all domains as the size of the input text increases, with TextAttack and OpenAttack shown as solid and dashed lines, respectively.
3.6 Human Evaluation

Text attacks try to change the predicted labels, but often change the meaning of the text as well [37]. We have also observed this; for example, in Table 1, IGA changes the word “amateurish” to “enthusiastic,” which changes the sentiment (and thus the “true” label) from negative to positive. To estimate how often the original label is preserved after an attack in TCAB, we conduct a human evaluation on a portion of the perturbed examples using Amazon Mechanical Turk (MTurk).

First, we randomly selected 30 adversarial examples for each attack method/target model/domain dataset combination, and presented workers with the text for one of these adversarial examples at a time. We then asked workers to evaluate the sentiment/toxicity of the adversarial text on a scale from 1 to 5 where 5 indicates strongly positive for sentiment analysis and strongly toxic for abuse detection. Qualification requirements, compensation, and user interface details are in the Appendix, §B.5. Overall, 5,581 adversarial instances received labels from five different workers. We marked each instance’s label as preserved if the median score of the workers was above 3 for examples from the abuse domain, and below or above 3 for examples with negative and positive sentiment for the sentiment analysis domain, respectively.

Results. Across all instances evaluated, 67.6% of the labels were preserved. However, instances from abuse datasets were significantly more likely to be preserved than instances from sentiment analysis datasets; Table 4 shows the percentage of labels preserved for abuse datasets ranges from 80.7–81.3% while the percentage for sentiment analysis datasets ranges from 48.3–52.4%. For target models, the percentages of labels preserved (over all datasets) is 68.9%, 65.4%, and 68.6% for BERT, RoBERTa, and XLNet, respectively. For different attack methods, the percentage of labels preserved ranges from 61.1–73.9% (see §B.5, Table 12 for exact values for each attack).

Note our human evaluation focuses only on label preservation, a narrow aspect of total semantic preservation, which may include analyzing how much the perturbed text differs from the original text, often resulting in significantly lower preservation rates as shown in Morris et al. [37].

3.7 Potential Tasks

We provide a large collection of fully-automated adversarial attacks on text classifiers. The dataset presents several challenges to the adversarial NLP community.

Primary Task: Attack Detection. Attack detection determines if any perturbation is present on a given piece of text [65, 42, 39, 28, 47, 16, 29]. Formally, given $x^* \in \mathcal{X}$, a model $f^{DET}: \mathcal{X} \rightarrow \{-1, +1\}$ detects the presence of any perturbations on $x^*$. Accurately predicting the presence of an attack complements the much more difficult attack labeling task.

Primary Task: Attack Labeling. The main challenge of TCAB is attack labeling — classifying which attack (if any) perturbed a given piece of text; accurate predictions on this task can provide more information about the attack/attacker. Formally, given $x^* \in \mathcal{X}$, where $x^* = M(x)$ for some (unknown) perturbation function $M \in S$ and clean instance $x$, an attack labeler $f^{LAB}: \mathcal{X} \rightarrow S$ maps the (possibly) perturbed sequence to an attack method in $S$. $S$ is assumed to be known, finite, and include a “clean” attack in which the input is not perturbed.

Table 4: Percentage of adversarial instances whose labels were preserved after human evaluation; each instance was labeled by five different workers from Amazon Mechanical Turk.

| Climate Change | IMDB | SST-2 | Wikipedia | Hatebase | Civil Comments |
|----------------|------|-------|-----------|----------|----------------|
| 48.3           | 52.4 | 50.7  | 81.2      | 80.7     | 81.3           |

6 Amazon Mechanical Turk, https://www.mturk.com/
7 For IMDB, we only select 15 since these texts are much longer on average.
8 The Climate Change dataset has 3 sentiments: negative, neutral, and positive; for neutral-labeled instances from this dataset, we mark the label as preserved if the median score of the annotators is equal to 3.
Table 5: Attack detection and labeling results showing the balanced accuracy of each baseline model on each dataset for attacks targeting RoBERTa.

| Dataset     | Attack Detection (2 classes) | Attack Labeling (12 classes) |
|-------------|------------------------------|-------------------------------|
|             | FT LR FT-TLC LGB FT-TLC     | FT LGB-FT-TLC FT-LTB LGB-FT-LTB |
| Climate Change | 91.1 91.6 91.8 77.5 80.0 | 80.4 |
| IMDB        | 93.9 95.7 97.3 69.3 73.8 | 78.9 |
| SST-2       | 92.8 90.4 92.0 59.0 64.7 | 65.8 |
| Wikipedia   | 88.2 91.4 92.8 46.2 48.9 | 56.7 |
| Civil Comments | 87.1 89.0 90.5 60.0 62.4 | 64.2 |

Subtask: Attack Localization. Attack localization identifies which (if any) tokens/chars/words are perturbed in a given piece of text. Knowing the location of an attack provides information about what words the attacker is likely to target, and allows efficient repairation of the perturbed instance. More formally, given \( x^* \in \mathcal{X} \), a model \( f_{LOC} : \mathcal{X} \rightarrow (b_1, b_2, \ldots, b_N) \) identifies the perturbed tokens in \( x^* \), where \( b_i = 1 \) means \( x_i \) is perturbed, and \( 0 \) means \( x_i \) is not perturbed.

Subtask: Attack Target Labeling. Attack methods aimed at one target model may result in significantly different perturbations when applied to a different target model (e.g., RoBERTa vs. XLNet). Thus, attack target labeling aims to identify the target model being attacked. More formally, given \( x^* \in \mathcal{X} \), a model \( f_{TML} : \mathcal{X} \rightarrow T \) maps the (possibly) perturbed input sequence to a model in a set of possible target models \( T \).

Setup and Results. For both tasks, we balance all classes via oversampling. We perform attack detection as a binary classification task with 2 classes (clean and perturbed) and attack labeling as a multiple classification task with 12 classes.
multiclass classification task with 12 classes (11 attacks + clean). Table 5 shows attack detection and labeling results for attacks against the RoBERTa target model. Attack detection accuracy of the best model on each dataset ranges from 90.5–97.3%; detection accuracy is similar for the other target models (§C.3, Tables 13 and 14), with an average of 91.9%, 93.2%, and 91.0% for attacks targeting BERT, RoBERTa, and XLNet, respectively. For attack labeling, accuracy for the best model on each dataset ranges from 56.7–80.4% (note a random model would get \(\approx 8.33\%\)), with average accuracies of 64.2%, 68.1%, and 67.6% for attacks targeting BERT, RoBERTa, and XLNet, respectively.

Overall, combining fine-tuned BERT with hand-crafted features works best in all cases for attack labeling and all but one case for attack detection. Fine-tuned BERT achieves decent predictive performance on its own; however, we find adding additional features, especially target model features, consistently improves performance for these tasks, with LGB slightly outperforming LR.

5 Conclusion

We introduce TCAB, a benchmark for analyzing, understanding, detecting, and labeling adversarial attacks on text classifiers. We attack three different text classifiers trained on six domain datasets using twelve attack methods to obtain over 1.5 million successful adversarial attacks, and evaluate the label-preserving qualities of these attacks with human annotations. TCAB is easily extendable, facilitating research into attack identification models that stay up-to-date with the latest attacks.
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A Dataset Documentation

The TCAB benchmark dataset is publicly available online at https://react-nlp.github.io/tcab/. This dataset has a CC-BY 4.0 license and its DOI is 10.5281/zenodo.7226519. The dataset is represented in an easily read CSV format. Code for generating this dataset is available at https://github.com/REACT-NLP/tcab_generation.

A.1 Datasheet

These questions are copied from “Datasheets for Datasets” [14].

Motivation

• For what purpose was the dataset created?
  We created TCAB to facilitate future research on analyzing, understanding, detecting, and labeling adversarial attacks for text classifiers.

• Who created the dataset (e.g., which team, research group) and on behalf of which entity (e.g., company, institution, organization)?
  TCAB was created by the REACT-NLP team, consisting of researchers at the University of Oregon and University of California Irvine. The project was led by Daniel Lowd and Sameer Singh, and the dataset was constructed by Kalyani Asthana, Zhouhang Xie, Wencong You, Adam Noack, and Jonathan Brophy.

• Who funded the creation of the dataset?
  This work was supported by the Defense Advanced Research Projects Agency (DARPA), agreement number HR00112090135.

Composition

• What do the instances that comprise the dataset represent (e.g., documents, photos, people, countries)?
  The dataset contains text only.

• How many instances are there in total (of each type, if appropriate)?
  In total, TCAB contains 2,414,594 instances: 1,504,607 successful adversarial instances, and 909,987 “clean” unperturbed examples. See Table 3 for detailed statistics for adversarial instances by domain dataset and attacking algorithms.

• Does the dataset contain all possible instances or is it a sample (not necessarily random) of instances from a larger set?
  We attack the test sets of each domain dataset, thus adversarial examples in TCAB comprise attack instances from a portion of the original domain datasets.

• What data does each instance consist of? In either case, please provide a description. 
  Each instance contains the original text, perturbed text, original ground-truth label, and whether the instance is “clean” or perturbed. For perturbed instances, we also provide information about the attack such as the method used, toolchain, maximum number of queries, time taken per attack, and more. Please refer to our dataset page (https://zenodo.org/record/7226519) for a full description of all attributes.

• Is there a label or target associated with each instance?
  We provide labels indicating (1) whether the text is an adversarial instance and (2) what algorithm created the corresponding adversarial instance, which could then be used as labels for detecting adversarial attacks and identifying the attacking algorithm.

• Is any information missing from individual instances?
  There is no missing information from our instances.

• Are relationships between individual instances made explicit (e.g., users’ movie ratings, social network links)?
  There are no explicit relationships between instances. However, our metadata supports grouping operations such as collecting instances perturbed from the same original text and instances attacked by the same attacking algorithm.
• Are there recommended data splits (e.g., training, development/validation, testing)?
  We randomly split the original dataset into training, validation and test sets. To avoid po- 
tential information leakage, all instances that originate from the same original text (including 
the unperturbed text) are guaranteed to be partitioned to the same split.

• Are there any errors, sources of noise, or redundancies in the dataset?
  Yes, adversarial attacks are by nature noisy, and there are cases where human judges believe 
the attack flips the true label of the text being perturbed. We present human evaluation 
results to help researchers evaluate the degree of such scenario in our dataset.

• Is the dataset self-contained, or does it link to or otherwise rely on external resources 
(e.g., websites, tweets, other datasets)?
  The dataset is self-contained and does not have external dependencies.

• Does the dataset contain data that might be considered confidential (e.g., data that 
is protected by legal privilege or by doctor–patient confidentiality, data that includes 
the content of individuals’ non-public communications)?
  The dataset does not contain confidential information.

• Does the dataset contain data that, if viewed directly, might be offensive, insulting, 
threatening, or might otherwise cause anxiety?
  Some instances from our dataset are derived from hatespeech datasets, and thus may contain 
offensive content.

• Does the dataset relate to people?
  The dataset is not related to people.

Collection Process

• How was the data associated with each instance acquired?
  Our dataset is derived from publically available datasets. See section B.1 for details.

• What mechanisms or procedures were used to collect the data (e.g., hardware appara- 
tus or sensor, manual human curation, software program, software API)? How were 
these mechanisms or procedures validated?
  We use OpenAttack [62] and TextAttack [38] — open-source toolchains that provide fully-
automated off-the-shelf attacks — to generate adversarial examples for TCAB. We ensure 
all released adversarial instances successfully flips the prediction of the victim model. We 
conduct additional human evaluation to check the quality of generated adversarial instances.

• If the dataset is a sample from a larger set, what was the sampling strategy (e.g., 
deterministic, probabilistic with specific sampling probabilities)?
  We randomly split the data into a train/validation/test split for each domain dataset. We then 
train different target models using the training and validation sets, and generate adversarial 
instances by attacking the target model on the test set.

• Who was involved in the data collection process (e.g., students, crowdworkers, con- 
tractors) and how were they compensated (e.g., how much were crowdworkers paid)?
  Our data collection process is automated. First, we train multiple target model classifiers 
for each domain dataset, then we attack those target models using publicly-available attack 
algorithms to generate adversarial instances. See section 3.4 for detailed descriptions.

• Over what timeframe was the data collected?
  We generated attacks and curated instances for TCAB over a period of 12 months, from 
November 1, 2020 to November 1, 2021.

• Were any ethical review processes conducted (e.g., by an institutional review board)?
  No.

• Does the dataset relate to people?
  The dataset is not related to people.
Preprocessing/cleaning/labeling

- Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing of missing values)?
  No, we directly use the text instances from each domain dataset.

Uses

- Has the dataset been used for any tasks already?
  We present benchmarks for attacking detection and labeling.

- Is there a repository that links to any or all papers or systems that use the dataset?
  Xie et al. [57] use this dataset for inferring attributes of the attacking algorithms.

- What (other) tasks could the dataset be used for?
  TCAB can also be used for attack localization, attack target labeling, and attack characterization; see §3.7 for details.

- Is there anything about the composition of the dataset or the way it was collected and preprocessed/cleaned/labeled that might impact future uses?
  Currently, all instances are in English, and thus might yield observations that are specific to English. However, we publicly release our code for generating adversarial attacks and training victim models, enabling the extension of TCAB to other languages.

- Are there tasks for which the dataset should not be used?
  No.

Distribution

- Will the dataset be distributed to third parties outside of the entity (e.g., company, institution, organization) on behalf of which the dataset was created?
  The dataset is publicly available.

- How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does the dataset have a digital object identifier (DOI)?
  All instances in TCAB are publicly available as CSV files on Zenodo (https://zenodo.org/record/7226519). The DOI of the dataset is 10.5281/zenodo.7226519.

- When will the dataset be distributed?
  The dataset is currently available at https://react-nlp.github.io/tcab/.

- Will the dataset be distributed under a copyright or other intellectual property (IP) license, and/or under applicable terms of use (ToU)?
  The dataset is distributed with a Creative Commons Attribution 4.0 International license.

- Have any third parties imposed IP-based or other restrictions on the data associated with the instances?
  No.

- Do any export controls or other regulatory restrictions apply to the dataset or to individual instances?
  No.

Maintenance

- Who will be supporting/hosting/maintaining the dataset?
  The REACT-NLP team will continue to support the TCAB dataset.

- How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
  Please direct any questions to Sameer Singh (sameer@uci.edu) or Daniel Lowd (lowd@cs.uoregon.edu).

- Is there an erratum?
  We will provide an erratum on the github repository if errors are found in the future.
• Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)?
  If errors need to be corrected, we will publish a new version of the dataset and record those changes on the main project website: https://react-nlp.github.io/tcab/.

• If the dataset relates to people, are there applicable limits on the retention of the data associated with the instances (e.g., were individuals in question told that their data would be retained for a fixed period of time and then deleted)?
  Our dataset is not related to people.

• Will older versions of the dataset continue to be supported/hosted/maintained?
  If TCAB is updated in the future, we will ensure backward compatibility by time-stamping different versions of the dataset.

• If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for them to do so?
  TCAB is designed to be extended with new datasets, attack instances, and target models. Code and instructions for extending TCAB is available at https://github.com/REACT-NLP/tcab_generation.

A.2 Responsibility Statement

The authors declare that they bear all responsibility for violations of rights related to this dataset.
B TCAB Benchmark Details

Adversarial examples are generated using a TITAN RTX GPU with 24GB of memory and an Intel(R) Xeon(R) CPU E5-2690 v4 @ 2.6GHz with 60GB of memory. Attacks are run using Python 3.8. Dataset generation code is at https://github.com/REACT-NLP/tcab_generation.

B.1 Domain Datasets

- **Climate Change**\(^{10}\) consists of 62,356 tweets from Twitter pertaining to climate change. The collection of this data was funded by a Canada Foundation for Innovation JELF Grant to Chris Bauch, University of Waterloo. The goal is to determine if the text has a negative, neutral, or positive sentiment. On average, there are 17 words per instance.

- **IMDB** consists of 50,000 highly polar movie reviews collected from \(\text{imdb.com}\) curated by Maas et al. \(^{34}\). The goal is to determine if the text has a negative or positive sentiment. On average, there are 231 words per instance.

- **SST-2** \(^{45}\) contains 68,221 phrases with fine-grained sentiment labels in the parse trees of 11,855 sentences from movie reviews. The goal is to determine if the text has a negative or positive sentiment. On average, there are 19 words per instance.

- **Wikipedia (Talk Pages)** consists of 159,686 comments (9.6% toxic) from Wikipedia editorial talk pages. The data was curated by Wulczyn et al. \(^{56}\) and made readily available by Dixon et al. \(^{8}\). The goal is to distinguish between non-toxic and toxic comments. On average, there are 68 words per instance.

- **Hatebase** \(^{6}\) consists of 24,783 (83.2% toxic) tweets from Twitter collected via searching for tweets containing words from the lexicon provided by hatebase.org. The goal is to distinguish between non-toxic and toxic comments. On average, there are 14 words per instance.

- **Civil Comments**\(^{11}\) consists of 1,804,874 (8% toxic) messages collected from the platform Civil Comments. The goal is to distinguish between non-toxic and toxic comments. On average, there are 51 words per instance.

\(^{10}\) https://www.kaggle.com/edqian/twitter-climate-change-sentiment-dataset
\(^{11}\) https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity-classification
B.2 Target Models

We use the popular HuggingFace transformers library\footnote{https://huggingface.co/} to fine-tune three transformer-based models designed for text classification (BERT \cite{devlin2019bert}, RoBERTa \cite{liu2019roberta}, and XLNet \cite{yang2019xlnet}) on each domain dataset. Table \ref{tab:training_parameters} shows the training parameters used to fine-tune/train each model. We use cross entropy as the loss function and Adam as the optimizer to train all models.

| Dataset      | Model   | Max. len. | Learning rate | Batch size | No. epochs | Decay | Max. norm |
|--------------|---------|-----------|---------------|------------|------------|-------|-----------|
| Climate Change | BERT    | 250       | $1e^{-5}$     | 64         | 15         | 0     | 1.0       |
|              | RoBERTa | 250       | $1e^{-5}$     | 64         | 15         | 0     | 1.0       |
|              | XLNet   | 250       | $4e^{-5}$     | 64         | 15         | 0     | 1.0       |
| IMDB         | BERT    | 128       | $4e^{-5}$     | 64         | 5          | 0     | 1.0       |
|              | RoBERTa | 128       | $1e^{-6}$     | 64         | 10         | 0     | 1.0       |
|              | XLNet   | 128       | $4e^{-5}$     | 64         | 5          | 0     | 1.0       |
| SST-2        | BERT    | 128       | $1e^{-5}$     | 32         | 5          | 0     | 1.0       |
|              | RoBERTa | 128       | $1e^{-5}$     | 32         | 5          | 0     | 1.0       |
|              | XLNet   | 128       | $1e^{-5}$     | 32         | 5          | 0     | 1.0       |
| Wikipedia    | BERT    | 250       | $1e^{-6}$     | 32         | 10         | 0     | 1.0       |
|              | RoBERTa | 250       | $1e^{-6}$     | 32         | 10         | 0     | 1.0       |
|              | XLNet   | 250       | $1e^{-6}$     | 16         | 10         | 0     | 1.0       |
| Hatebase     | BERT    | 250       | $1e^{-6}$     | 32         | 50         | 0     | 1.0       |
|              | RoBERTa | 250       | $1e^{-6}$     | 32         | 50         | 0     | 1.0       |
|              | XLNet   | 128       | $1e^{-6}$     | 16         | 50         | 0     | 1.0       |
| Civil Comments | BERT   | 250       | $1e^{-6}$     | 32         | 10         | 0     | 1.0       |
|              | RoBERTa | 250       | $1e^{-6}$     | 32         | 10         | 0     | 1.0       |
|              | XLNet   | 128       | $1e^{-6}$     | 16         | 10         | 0     | 1.0       |

Table 6: Training parameters used to fine-tune/train each target model. Max. len. is the maximum number of tokens fed into each model; Decay denotes the weight decay of the model.
### B.3 Attack Methods

In Table 7 all of the attack methods used to create TCAB are listed along with the toolchain each attack method belongs to and the access level, linguistic constraints, and perturbation level each attack method has. Linguistic constraints ensure coherency of perturbed sentences. Such constraints include semantic similarity between the original and perturbed text evaluated via a language model on the word or sentence level, distance metrics in word embedding space, or restricting perturbations to sememes, for example.

| Attack method | Toolchain | Access level | Linguistic constraints | Perturb. level |
|---------------|-----------|--------------|------------------------|----------------|
| BAE [13]      | TextAttack | Black box    | USE [4] cosine similarity | Word           |
| DeepWordBug [12] | TextAttack | Gray box    | Levenshtein edit distance | Char           |
| FasterGenetic [21] | TextAttack | Gray box    | Percentage of words perturbed, Language Model perplexity, Word embedding distance | Word           |
| Genetic [11]  | OpenAttack | Gray box    | Percentage of words perturbed, Language Model perplexity, Word embedding distance | Word           |
| HotFlip [10]  | OpenAttack | White box   | Word Embedding Cosine Similarity, Part-of-speech match, Number of words perturbed | Char           |
| IGA [52]      | TextAttack | Gray box    | Percentage of words perturbed, Word embedding distance | Word           |
| Pruthi [42]   | TextAttack | Gray box    | Minimum word length, Maximum number of words perturbed | Word           |
| PSO [61]      | TextAttack | Black box   | Sememes only | Word           |
| TextBugger [30] | TextAttack | Black box   | USE [4] cosine similarity | Char           |
| TextBugger [30] | OpenAttack | White box   | USE [4] cosine similarity | Word+Char      |
| TextFooler [23] | TextAttack | Black box   | Word Embedding Distance, Part-of-speech match, USE sentence encoding cosine similarity | Word           |
| VIPER [11]    | OpenAttack | Black box   | Visual embedding space | Char           |
### B.4 Attack Samples

Tables 8, 9 and 10 show successful adversarial attacks from multiple methods on the SST and Wikipedia datasets with XLNet as the target model. Table 11 shows successful BAE attacks on SST with RoBERTa as the target model.

Table 8: Successful attacks on SST with XLNet as the target model.

| Attack       | Text                                                                 | Label | Confidence |
|--------------|----------------------------------------------------------------------|-------|------------|
| Original     | Part comedy, part drama, the movie winds up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless dissatisfied with the movie as a whole. | Negative | 89.2%      |
| BAE          | Part comedy, part drama, the movie winds up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless satisfied with the movie as a whole. | Positive | 84.4%      |
| DeepWordBug  | Part comedy, part drama, the movie winds up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless satisfied with the movie as a whole. | Positive | 60.1%      |
| FasterGenetic| Part comedy, part drama, the movie winds up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless dissatisfied with the movie as a whole. | Positive | 96.2%      |
| PSO          | Part comedy, part drama, the movie winds up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless dissatisfied with the movie as a whole. | Positive | 94.8%      |
| Pruthi       | Part comedy, part drama, the movie winds up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless dissatisfied with the movie as a whole. | Positive | 95.5%      |
| TextFooler   | Part comedy, part drama, the movie gusty up accomplishing neither in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless dissatisfied with the movie as a whole. | Positive | 74.1%      |
| Genetic      | Portions comedy, part theatrical, the movie winds up achieving nor in full, and leaves us feeling touched and tickled by diverse moments and thought, but however dissatisfied with the movie as a whole. | Positive | 58.3%      |
| TextBugger   | Part comedy, part drama, the movie winds up accomplishing nor in full, and leaves us feeling touched and amused by several moments and ideas, but nevertheless dissatisfied with the movie as a whole. | Positive | 53.3%      |
Table 9: Successful adversarial attacks on Wikipedia with XLNet as the target model.

| Attack         | Text                                                                 | Label  | Confidence |
|----------------|-----------------------------------------------------------------------|--------|------------|
| Original       | YOU moron, do not accuse me to go and study. The fools and used like condom people with small or with no brains are YOU! … | Toxic  | 98.3 %     |
| BAE            | YOU suke, do not accuse me to go and study. The fools and used like condom people with small or with no brains are YOU! … | Non-toxic | 78.5%     |
| DeepWordBug    | Yu mBron, do not accuse me to go and study. The fools and used like condom people with small or with no brains are YOU! … | Non-toxic | 76.0%     |
| TextBugger(TA) | YOU moon, do not accuse me to go and study. The fools and used like condom people with small or with no brains are YOU! … | Non-toxic | 68.4%     |
| TextFooler     | tu cretin, do not accuse me to go and study. The fools and used like condom people with small or with no brains are YOU! … | Non-toxic | 67.2%     |
| TextBugger(OA) | You moron , do not accuse me to go and studying. The fools and utilized loves condom people with little or with no brains zre YOU! … | Non-toxic | 91.1%     |
| Genetic        | You cretin , do not accuse me to go and study. The fools and usage like condom people with small or with no brains are you! … | Non-toxic | 54.4%     |
Table 10: More successful adversarial attacks on Wikipedia with XLNet as the target model.

| Attack        | Text                                                                 | Label  | Confidence |
|---------------|----------------------------------------------------------------------|--------|------------|
| Original      | Why do not the two of you, the mentally r***ded Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your dipshit spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Toxic  | 63.7 %     |
| Pruthi        | Why do not the two of you, the mentally regarded Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your dipshit spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Non-toxic | 82.1%       |
| PSO           | Why do not the two of you, the mentally checked Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your dipshit spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Non-toxic | 85.7%       |
| BAE           | Why do not the two of you, the mentally r***ded Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your rella spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Non-toxic | 92.2%       |
| TextFooler    | Why do not the two of you, the mentally r***ded Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your dipsgit spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Non-toxic | 91.2%       |
| Genetic       | Why do not the two of you, the mentally backward Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your dipshit spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Non-toxic | 62.3%       |
| DeepWordBug   | Why do not the two of you, the mentally r***ded Jennygirl and the omnipotent Richie Rich, go together to Harrods and . . . when you come back after they would be kicking off your dipsgit spinning incapable ass from the central perk. What a pity. Receive all my sympathy at one time. . . . | Non-toxic | 93.7%       |
Table 11: Successful BAE attacks on SST with RoBERTa as the target model. The “Original” column contains the original label and prediction confidence. The “Perturbed” column contains the label prediction and confidence for the perturbed text.

| Original Text                                                                 | Original | Perturbed Text                                                                 | Perturbed |
|-----------------------------------------------------------------------------|----------|--------------------------------------------------------------------------------|-----------|
| Watching Trouble Every Day, at least if you do n’t know what ’s coming, is like biting into what looks like a juicy, delicious plum on a hot summer day and coming away with your mouth full of rotten pulp and living worms. | Negative (92.6%) | Watching Trouble Every Day, at least if you do n’t know what ’s coming, is like biting into what looks like a juicy, delicious plum on a hot summer day and coming away with your mouth full of fresh pulp and living worms. | Positive (55.3%) |
| With a story inspired by the tumultuous surroundings of Los Angeles, where feelings of marginalization loom for every dreamer with a burst bubble, The Dogwalker has a few characters and ideas, but it never manages to put them on the same path. | Negative (91.1%) | With a story inspired by the tumultuous surroundings of Los Angeles, where feelings of marginalization loom for every dreamer with a burst bubble, The Dogwalker has a few characters and ideas, but it still manages to put them on the same path. | Positive (98.2%) |
| To imagine the life of Harry Potter as a martial arts adventure told by a lobotomized Woody Allen is to have some idea of the fate that lies in store for moviegoers lured to the mediocrity that is Kung Pow: Enter the Fist. | Negative (94.0%) | To experience the life of Harry Potter as a martial arts adventure told by a mad Woody Allen is to have some idea of the fate that lies in store for moviegoers lured to the mediocrity that is Kung Pow: Enter the Fist. | Positive (51.1%) |
| This is n’t a narrative film – I do n’t know if it ’s possible to make a narrative film about September 11th, though I ’m sure some will try – but it ’s as close as anyone has dared to come. | Positive, (63.8%) | This is n’t a narrative film – I do t know if it ’s possible to make a narrative film about September 11th, though I ’m sure some will try – but it ’s as close as anyone has dare to come. | Negative (66.6%) |
| Though Mama takes a bit too long to find its rhythm and a third-act plot development is somewhat melodramatic, its ribald humor and touching nostalgia are sure to please anyone in search of a Jules and Jim for the new millennium. | Positive (98.2%) | as Mama takes a bit too long to find its rhythm and a third-act plot development is somewhat questionable, its ribald humor and touching nostalgia are sure to deter anyone in search of a Jules and Jim for the new millennium. | Negative (54.7%) |
B.5 Human Evaluation Details

Here we provide additional details about the human evaluation on a portion of TCAB.

User Interfaces

Figure 4 presents the requirements for MTurk workers with some additional details, such as the price per HIT, and the estimated time for the task.

We wrote the user interfaces for MTurk using HTML. Screenshots are shown in Figures 5 and 6. A brief instruction of the task with a few examples are provided at the top of the page. The text to be evaluated is presented at the bottom left. The scores are presented on the right side, followed by a text input box for additional comments.

Figure 4: The requirements for MTurk workers and the appearance of HITs

Figure 5: The evaluation interface for sentiment analysis
Compensation

In TCAB, we implemented 3 target models, 6 datasets, and 12 attacks. For every target model/dataset/attack combination, approximately, we compensate workers:

- IMDB: 0.2 USD per HIT. Every HIT is evaluated by 5 unique workers. Each worker evaluates about 15 unique HITs.
- All other datasets: 0.1 USD per HIT. Every HIT is evaluated by 5 unique workers. Each worker evaluates about 30 unique HITs.

This compensation rate was chosen to ensure an overall pay rate of at least $15/hour for all workers. Therefore, we collected roughly 29,700 unique evaluation results from MTurk for all target model/dataset/attack combinations. The total cost was roughly $3,200 USD.

Detailed Results. Table 12 shows the percentage of labels preserved broken down by each attack.

Table 12: Percentage of adversarial instances whose labels were preserved after human evaluation for each attack method on each dataset. "-" means no successful attacks for that method on that dataset.
C Baseline Model Details

Here we provide details on the baseline models we use for attack detection and labeling. Baseline model code is at https://github.com/REACT-NLP/tcab_benchmark.

C.1 Hand-Crafted Features

This section provides a detailed description of each feature for the text, language model, and target model properties.

Text Properties.

- **BERT features**: BERT embedding representation of the input sequence.
- **No. chars.**: Number of characters.
- **No. alpha chars.**: Number of alphabet characters (a-z).
- **No. digit chars.**: Number of digit characters (0-9).
- **No. punctuation.**: Number of punctuation mark characters ("?", "!", etc.)
- **No. multi. spaces.**: Number of times multiple spaces appear between words.
- **No. words.**: Number of words.
- **Avg. word len.**: Mean, variance, and quantiles (25%, 50%, and 75%) of the number of characters per word for different regions of the input (first 25%, middle 50%, last 25%, entire input).
- **No. non-ascii.**: Number of non-ascii characters.
- **Cased letters.**: Number of uppercase letters, number of lowercase letters, fraction of uppercase letters, and fraction of lowercase letters.
- **Is first word lowercase.**: True if the first character of the first word is lowercase, otherwise False.
- **No. mixed-case words.**: Number of words that contain both upper and lowercase letters (not including the first letter of each word).
- **No. single lowercase letters.**: Number of single-letter-lowercase words (excluding “a” and “i”).
- **No. lowercase after punctuation.**: Number of words after a punctuation that begin with a lowercase letter.
- **No. cased word switches.**: Number of times words switch from all uppercase to all lowercase and vice versa (e.g. THIS IS a sentence THAT contains 3 switches).

Language Model Properties.

- **Probability and rank**: Mean, variance, and quantiles (25%, 50% and 75%) of the token probabilities and ranks for different regions of the input (first 25%, middle 50%, last 25%, entire input) using RoBERTa, a masked language model.
- **Perplexity**: Perplexity for different regions of the input (first 25%, middle 50%, last 25%, entire input) using GPT-2, a causal language model.

Target Model Properties.

For the following properties, we assume the target model to be a RoBERTa text classifier.

- **Posterior.**: Output posteriors of the target model (softmax applied to logits).
- **Gradient.** Mean, variance, and quantiles (25%, 50%, and 75%) of the gradients for each layer of the target model given different regions of the input (first 25%, middle 50%, last 25%, entire input).
- **Activation.** Mean, variance, and quantiles (25%, 50%, and 75%) of the node activations for each layer of the target model given different regions of the input (first 25%, middle 50%, last 25%, entire input).
- **Saliency.** Mean, variance, and quantiles (25%, 50%, and 75%) of the saliency values (gradients of the target model with respect to the input tokens) given the input.
C.2 Baseline Model Overview

Figure 7 shows an overview of our baseline approach for detecting and identifying attacks in TCAB.

C.3 Additional Baseline Results

Tables 13 and 14 show attack detection and labeling results for attacks targeting BERT and XLNet, respectively.

Table 13: Attack detection and labeling results showing the balanced accuracy of each baseline model on each dataset for attacks targeting BERT.

| Dataset        | Attack Detection (2 classes) | Attack Labeling (12 classes) |
|----------------|-----------------------------|------------------------------|
|                | FT  | LR-FT-TLC | LGB-FT-TLC | FT  | LR-FT-TLC | LGB-FT-TLC |
| Climate Change | 87.0| 88.2      | 88.4      | 55.0| 66.1      | 67.2      |
| IMDB           | 91.8| 92.6      | 93.8      | 70.3| 74.3      | 79.0      |
| SST-2          | 93.7| 91.1      | 92.8      | 57.4| 63.4      | 63.0      |
| Wikipedia      | 87.6| 89.0      | 91.4      | 42.2| 46.4      | 49.1      |
| Hatebase       | 91.7| 92.6      | 93.6      | 61.1| 63.6      | 63.7      |
| Civil Comments | 86.4| 88.4      | 89.2      | 58.9| 60.9      | 62.6      |

Table 14: Attack detection and labeling results showing the balanced accuracy of each baseline model on each dataset for attacks targeting XLNet.

| Dataset        | Attack Detection (2 classes) | Attack Labeling (12 classes) |
|----------------|-----------------------------|------------------------------|
|                | FT  | LR-FT-TLC | LGB-FT-TLC | FT  | LR-FT-TLC | LGB-FT-TLC |
| Climate Change | 89.0| 89.0      | 89.8      | 78.4| 79.7      | 80.3      |
| IMDB           | 90.3| 91.5      | 92.7      | 64.3| 72.8      | 78.2      |
| SST-2          | 92.5| 91.9      | 92.3      | 59.2| 63.9      | 66.1      |
| Wikipedia      | 87.8| 88.7      | 90.7      | 48.8| 50.5      | 55.3      |
| Hatebase       | 88.6| 88.9      | 89.3      | 48.9| 60.5      | 62.1      |
| Civil Comments | 87.7| 88.2      | 89.3      | 60.3| 61.9      | 63.7      |
D Additional Details

Here we discuss any limitations or potential negative societal impacts of our work.

D.1 Limitations

Different attack methods differ significantly in their attack success rates, making it more difficult to obtain enough adversarial examples for some attack methods than others. Also, we attack instances from the test set of each domain dataset, but one may obtain even more adversarial examples by training the target model on less data and attacking the unused parts of the training set; however, the target model should still have enough training data to train an accurate model worth attacking.

Many of the attacks in our dataset change the “true” label of the instances while changing the predicted label. This allows for greater scalability, but it also means that a substantial fraction of the attack instances are arguably not entirely successful. A filtered version of TCAB, which contained only human-verified attack instances, would be beneficial for understanding successful adversarial attacks but much more expensive to create.

D.2 Potential Negative Societal Impacts

Our work generally promotes learning as much as possible about existing and new attackers, and subsequently informing new design choices for defenses against attacks targeting text classifiers. Attackers might be able to use our dataset to develop better attacks that are harder to detect or characterize. Furthermore, some attacks could be socially beneficial, such as obfuscating text for privacy or to avoid political oppression. In these contexts, improved text classifiers and improved defenses against text attacks could cause some harm.