Sensitivity of African easterly waves to boundary layer conditions
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Abstract. A linearized version of the quasi-geostrophic model (QGM) with an explicit Ekman layer and observed static stability parameter and profile of the African easterly jet (AEJ), is used to study the instability properties of the environment of the West African wave disturbances. It is found that the growth rate, the propagation velocity and the structure of the African easterly waves (AEW) can be well simulated. Two different lower boundary conditions are applied. One assumes a lack of vertical gradient of perturbation stream function and the other assumes zero wind perturbation at the surface. The first case gives more realistic results since in the absence of horizontal diffusion, growth rate, phase speed and period have values of 0.5 day⁻¹, 10.83 m s⁻¹ and 3.1 day, respectively. The zero wind perturbation at the surface case leads to values of these parameters that are 50 percent lower. The analysis of the sensitivity to diffusion shows that the magnitude of the growth rate decreases with this parameter. Modelled total relative vorticity has its low level maximum around 900 hPa under no-slip, and 700 hPa under free slip condition.
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1 Introduction

It is known that African easterly waves (AEW) are initiated and grow mostly over land (Burpee, 1972, 1974; Reed et al., 1977; Mass, 1979; Kwon, 1989; Chang, 1993; Thornicroft and Hoskins, 1994a; Lenouo et al., 2005; Parker et al., 2005; Hall et al., 2006). These types of waves are nowadays thought to be at the origin of some tropical storms and cyclones observed in the Western Atlantic and in the Caribbean regions, where they cause enormous damage. The AEW, which propagates westwards, are synoptic scale atmospheric disturbances that originate in East and Central Africa, where they are observed clearly between June and October (Mass, 1979). It is also known that areas west of the AEW troughs are favorable locations for squall line generation over the entire tropical West Africa (Queney, 1992; Fontaine et al., 1995), and therefore, rainfall in the region is also linked to these disturbances. It has also been suggested that the seasonal cycle of AEW strongly influences the development of monsoon in West Africa (Janicot, 2000; Diedhiou et al., 1999; Lenouo, 2004). The detected AEW activity was compared with precipitation records in some stations in this region (Taleb and Druyan, 2003).

Quasi-geostrophic models (hereafter QGM) are among the most important approximate formulations for describing the dynamics of easterly waves arising from the mechanism of barotropic-baroclinic instability, as observations suggest (Hall et al., 2006). However, these models do not take into account the effect of vertical motion and of the planetary boundary layer, which is instead parameterized through eddy viscosity (Farrell, 1989). The effect of friction in the boundary layer is communicated directly to the free atmosphere through a forced secondary circulation rather than indirectly by the slow process of viscous diffusion (Holton, 1992). In a stably stratified atmosphere, when the forced secondary circulation in the lower atmosphere is convergent, there is ascendance in the cyclonic vortex and this has to be compensated by horizontal divergence.

The effect of an Ekman layer on baroclinic instability has been studied by specifying Ekman pumping as a lower boundary condition in models seeking exponentially growing normal modes by Farrell (1985, 1989) and Staley (1993). They found large reductions in growth rates (sometimes vanishing altogether), particularly at short wavelengths. Farrell (1989) showed that the Charney model, for which an analytic solution is possible, captures the main quantitative and qualitative effects of Ekman damping, hence the growth of
unstable waves is slow in comparison to observation. The growth rates when slip (meaning zero vertical gradient of stream function just above the surface) or no-slip (meaning zero wind perturbation at the surface) boundary conditions are applied in the surface boundary layer, were analysed by Staley (1993). He found that the large cross-isobaric flow of the classic Ekman solution overestimates the damping by a factor of roughly 2. He also found that when a no-slip condition is used, growth rates are significantly reduced, in agreement with Farrell (1989).

It was shown by Thorncroft and Hoskins (1994a) that damping at low levels, when simply mimicking a boundary layer, has very little effect on the normal mode problem. But the influence of damping here was related to the specific jet structure which resulted in stronger growth and larger amplitudes at all levels (Thorncroft and Hoskins, 1994b). Mass (1979) linearized the primitive equation model of African waves with boundary layer friction. The inclusion of boundary layer dissipation in the lower layer (1000–900 hPa) was by means of a simple Rayleigh dissipation parametrization, but the effect of this particular boundary layer dissipation was not fully discussed. When low-level damping is applied to the momentum and temperature primitive equation model, as in Hall et al. (2006), the wave packet is shifted westward, the surface-intensified section to the east is attenuated more than the rest of the wave, and the upstream/downstream contrast in tilt and vertical structure is accentuated compared to the undamped modal structure. In Hall et al. (2006), the wave growth is arrested by damping.

The problem examined in this work is the influence of an Ekman damping similar to that of Staley (1993) on the easterly waves in the African lower troposphere. We use the QGM to examine the effects of the average zonal wind variations given by reanalysis data and to study the impact of the effect of an Ekman layer on the properties of the disturbed waves. Specifically, we study the behavior of the characteristics and the structure of AEW with an explicit slip or no-slip Ekman layer.

The paper is organized as followed. In Sect. 2, the model and the techniques of eigenanalysis are presented. Then in Sect. 3, details of the data sets, a brief overview of the basic states of the West African atmosphere and results of the eigenanalysis are presented. Discussions and interpretations are also found in this section. Summary and conclusions are in Sect. 4.

2 Theory

As suggested by Burpee (1972), the QGM is adequate to describe the dynamics of AEW arising from barotropic and baroclinic instability. But it has some limitations, as noted by Kwon (1989). For example, the flow at the upper and at the lower levels is quite nongeostrophic (Reed et al., 1977), and cannot be reproduced by the QGM. If we assume the mean basic flow to be independent of time and zonal coordinate, then the undisturbed vorticity vanishes. Hence, a consequence of the assumed basic flow is a geostrophic divergence and a vertical velocity in the boundary layer.

The linearized form of the vorticity and of the thermodynamic equations are, respectively:

\[
\frac{\partial}{\partial t} \left( \frac{\partial^2 \psi}{\partial x^2} \right) + U \frac{\partial^3 \psi}{\partial x^3} + \left( \beta - \frac{\partial^2 U}{\partial y^2} \right) \frac{\partial \psi}{\partial x} = f_0 \frac{\partial \omega}{\partial p} + 
K \frac{\partial^4 \psi}{\partial x^4} + K_m \frac{p^2}{H^2} \frac{\partial^2}{\partial p^2} \left( \frac{\partial^2 \psi}{\partial x^2} \right)
\]

(1)

\[
\frac{\partial}{\partial t} \left( \frac{\partial \psi}{\partial p} \right) + U \frac{\partial}{\partial x} \left( \frac{\partial \psi}{\partial p} \right) = \frac{\partial U}{\partial p} \frac{\partial \psi}{\partial x} + \sigma \omega = K \frac{\partial^2}{\partial x^2} \left( \frac{\partial \psi}{\partial p} \right),
\]

(2)

where \( \psi \) is the streamline function, \( \beta \) the meridional gradient of the Coriolis parameter, \( U \) the mean zonal velocity, \( \sigma = \frac{\partial f}{\partial p} \frac{\partial T}{\partial P} \frac{\partial T}{\partial p} \) is the static stability, \( R \) the specific gas constant, \( C_p \) the specific heat capacity at constant pressure, \( T \) the temperature, \( f_0 \) the Coriolis parameter, \( K \) the horizontal viscosity, \( K_m \) the eddy viscosity, \( H \) the height where vertical velocity vanishes, \( \omega \) the vertical velocity, \( p \) the pressure, \( x \) the zonal coordinate and \( t \) the time. The mean wind field is included only through the zonal component, as suggested by the observed dominance of the zonal wind (Mass, 1979). The last term of Eq. (1) represents vertical momentum diffusion in the boundary layer and assumes \( K_m \) and air density are independent of height. Mean values of \( P \) and \( H \) in the boundary layer will be assumed here.

The boundary conditions are given by the values of the vertical wind at the top (\( P_T \)) and at the bottom (\( P_B \)) of the domain. They are such that

\[ \omega = 0 \quad \text{at} \quad P = P_T \quad \text{and} \quad P_B, \]

(3)

where \( P_T \) (pressure at the tropopause; see Kwon (1989)) and \( P_B \) are 100 and 1000 hPa, respectively. In the lower atmosphere, we take into account the Ekman boundary layer. In the lowest kilometer of the atmosphere, that is the planetary boundary layer, the vertical viscous force is generally comparable in magnitude to the pressure gradient and Coriolis forces. Thus, the vertical velocity of the classical Ekman pumping is (Holton, 1992)

\[ \omega(P_0) = -\left[ \frac{\rho g K_m}{f_0} \right]^{1/2} \frac{\partial^2 \psi}{\partial x^2}(P_0), \]

(4)

where \( P_0=850 \text{ hPa} \) is the pressure at the top of the Ekman boundary layer, \( \rho \) the density and \( g \) the gravitational constant. The reduction in growth rate is \( (\frac{K_m H_0}{2 f_0^2})^{1/2}/\epsilon H \), where \( \epsilon=1 \) for the classic Ekman spiral or \( \epsilon=2 \) for half the cross-isobaric flow of the classic Ekman spiral. Typical values of the parameters are as follows (Staley, 1993): \( K_m=5 \text{ m}^2 \text{s}^{-1}, f_0=10^{-4} \text{s}^{-1}, H=10 \text{ km} \) and \( \epsilon=2 \), the reduction is 0.068 day\(^{-1}\); for \( K_m=10 \text{ m}^2 \text{s}^{-1} \) and \( H=10 \text{ km} \), the reduction is 0.19 day\(^{-1}\).
Solutions to Eqs. (1) and (2) are sought in the form of normal modes:

$$\psi(x, p, t) = \Psi(p) \exp[i\mu(x - Ct)]$$  \hspace{1cm} (5)

and

$$\omega(x, p, t) = \Omega(p) \exp[i\mu(x - Ct)],$$  \hspace{1cm} (6)

where \(\mu=2\pi/\lambda\) is the assumed wave number, \(\lambda\) is the zonal wavelength; \(C\) is the phase velocity, \(\Psi(p)\) and \(\Omega(p)\) are the respective amplitude functions of \(\psi\) and \(\omega\) that depend on pressure only. After substituting relations (5) and (6) into Eqs. (1) and (2), the amplitude functions are seen to be governed by the following relations:

$$C\mu^3 \Psi = \mu [\mu^2 U - (\beta - \frac{\partial^2 U}{\partial y^2})] \Psi - i\mu^4 K \Psi - if_0 \frac{\partial \Omega}{\partial p} + iKm^2 \frac{p^2}{H^2} \frac{\partial^2 \Psi}{\partial p^2}$$  \hspace{1cm} (7)

and

$$C\mu \frac{\partial \Psi}{\partial p} = \mu U \frac{\partial \Psi}{\partial p} - \mu \frac{\partial U}{\partial p} \Psi - i\mu^2 K \frac{\partial \Psi}{\partial p} - i\sigma \Omega.$$  \hspace{1cm} (8)

By using the central finite difference approximation in the vertical direction, we have:

$$\left(\frac{\partial \Omega}{\partial p}\right)_{j+1} = \Omega_{j+1} - \Omega_{j+1}$$  \hspace{1cm} (for even \(j\))

$$\left(\frac{\partial \Psi}{\partial p}\right)_{j+1} = \Psi_{j+1} - \Psi_{j+1}$$  \hspace{1cm} (for even \(j\))

where \(\Delta p\) is the difference between two consecutive odd (even) pressure levels. The vertical domain has 11 levels in six model layers, where the vorticity equation is written on odd levels and the thermodynamic equation on even levels. With these considerations, Eqs. (7) and (8) become:

$$\kappa A \Psi_j = B_j \Psi_j - i f_0 (\Omega_{j+1} - \Omega_{j-1})$$

$$- iK_m \mu^2 \frac{p^2}{H^2 \Delta p^2} (\Psi_{j+2} + \Psi_{j-2} - 2\Psi_j)$$  \hspace{1cm} (9)

\(j=1,3,5,7,9\) and 11

$$\kappa (\Psi_{j+1} - \Psi_{j-1}) = C_{j-1} \Psi_{j+1} - C_j \Psi_{j+1} + iS_j \Psi_j$$  \hspace{1cm} (10)

\(j=2,4,6,8\) and 10, where \(\kappa = C + i\mu K\); \(A = \mu^2\); \(B_j = \mu [\mu^2 U - (\beta - \frac{\partial^2 U}{\partial y^2})]_j\); \(C_j = U_j\); \(S_j = (\frac{\partial \Delta \rho}{\rho_0})_j\) and \(\delta = 1\) in the Ekman layer and 0 above.

In the lowest level \(\Psi_{j+2}\) in Eq. (9) corresponds to a point below the ground surface. In that case, the last term is replaced by

$$4K_m \mu^2 \frac{p^2}{H^2 \Delta p^2} (\Psi_{j+1} + \Psi_{j+1} - 2\Psi_j),$$  \hspace{1cm} (11)

where \(\Psi_{j+1} = \Psi_{12}\) corresponds to the surface. A boundary condition on \(\Psi\) must be added to the usual condition on \(\omega\) at the surface, i.e. \(\Psi_{12} = \psi_{11}\), meaning zero vertical gradient of \(\psi\) above the surface or \(\Psi_{12} = 0\), meaning zero wind perturbation at the surface. Hence, we can write \(\Psi_{12} = \epsilon \psi_{11}\) (\(\epsilon = 1\) or 0 for these two cases) and \(\Psi_{10}\) can be replaced by \((\psi_{11} + \psi_{9})/2\).

Table 1. The numerical values of the parameters (see text for definitions).

| Parameters | Values |
|------------|--------|
| \(f_0\)    | \(3.7 \times 10^{-5} \text{s}^{-1}\) |
| \(\beta\)  | \(2.4 \times 10^{-11} \text{m}^{-1} \text{s}^{-1}\) |
| \(\Delta P\)| 150 hPa |
| \(\mathcal{P}\) | 900 hPa |
| \(H\)      | 10 km  |
| \(g\)      | 9.8 m s\(^{-2}\) |
| \(R\)      | \(287 \text{ m}^2 \text{s}^{-2} \text{K}^{-1}\) |
| \(C_p\)    | \(1004 \text{ m}^2 \text{s}^{-2} \text{K}^{-1}\) |
| \(K_m\)    | 5 m s\(^{-1}\) |

After eliminating \(\Omega\) from Eqs. (9) and (10), we obtain an eigenvalue equation similar to that used by Kwon (1989):

$$\kappa [P][X] = [R][X],$$  \hspace{1cm} (12)

where \(\kappa = C_r + i(C_r - \mu K)\) is the optimal eigenvalue, \(C_r\) and \(C_i\) are, respectively, the real and the imaginary parts of phase velocity, \([X]\) eigenvector, \([P]\) and \([R]\) are matrices defined as follows: \([X]=\begin{pmatrix} \Psi_1 \\ \Psi_2 \\ \Psi_3 \\ \Psi_4 \\ \Psi_5 \\ \Psi_6 \\ \Psi_7 \\ \Psi_8 \end{pmatrix}\); \([P]=\begin{pmatrix} \mu_0 & \omega_0 & 0 & 0 & 0 & 0 \\ \omega_0 & \mu_0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \mu_0 & \omega_0 & 0 & 0 \\ 0 & 0 & 0 & \mu_0 & \omega_0 & 0 \\ 0 & 0 & 0 & 0 & \mu_0 & \omega_0 \\ 0 & 0 & 0 & 0 & 0 & \mu_0 \end{pmatrix}\)

and \([R]=\begin{pmatrix} \mu_1 & \sigma & 0 & 0 & 0 & 0 \\ \sigma & \mu_1 & 0 & 0 & 0 & 0 \\ 0 & 0 & \mu_1 & \sigma & 0 & 0 \\ 0 & 0 & 0 & \mu_1 & \sigma & 0 \\ 0 & 0 & 0 & 0 & \mu_1 & \sigma \\ 0 & 0 & 0 & 0 & 0 & \mu_1 \end{pmatrix}\).

The numerical values of the parameters used in solving Eq. (12) are in Table 1. The vertical velocity at the top of the Ekman layer is given by relation (4).

3 Results and discussion

3.1 Overview of the basic state

3.1.1 Data used

We used data for this study obtained from the National Center for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis project (Kalnay et al., 1996). This project consists of an analysis of the global observational network of meteorological variables, using a forecast system at a triangular spectral truncation of T62 to perform data assimilation. We used the mean monthly values of temperature and zonal wind at 1000, 850, 700, 500, 300,
Spatial variations of mean static stability (in m$^2$ s$^{-1}$ Pa$^{-1}$) over West Africa and Northern Atlantic during summer (JJAS) for the period 1979–2005 at layers (a) 1000–850 hPa, (b) 700–500 hPa and (c) 300–150 hPa. The map of West Africa is depicted as a short dash line. Contour interval for (a) is $2 \times 10^{-3}$ m$^2$ s$^{-1}$ Pa$^{-1}$, (b) $10^{-3}$ m$^2$ s$^{-1}$ Pa$^{-1}$ and (c) $10^{-2}$ m$^2$ s$^{-1}$ Pa$^{-1}$.

3.1.2 Measures of static stability parameter

Since earlier observational studies have revealed rather complex relations between static stability and the development of convection and precipitations (Randy, 1988), it will be helpful to briefly analyze the role of static stability measure over West Africa, considered here to vary with pressure. Simply stated, static stability can be regarded as a force resisting upward motion in the atmosphere. Thus, it plays a significant role in the control of the vertical motion associated with any atmospheric system (Cortinas and Doswell III, 1997).

Figure 1 shows the spatial pattern of the mean values of this parameter for the period 1979–2005 in the three atmospheric layers 1000–850 hPa, 700–500 hPa and 300–150 hPa. We note that, contrary to what is usually assumed (Kwon, 1989), static stability is not vertically constant. As already noted by Jegede and Balogun (1991), it varies spatially and seasonally. In the boundary layer (1000–850 hPa), this parameter presents a maximum around 15° N near the coasts of Senegal with high values over the continental region (Fig. 1a). In this layer, its gradient is northwards with low values near the equatorial zone and high values in the North over the Sahara. These results are consistent with the stability measure for 1000–850 hPa layer shown by Jegede and Balogun (1991) and based on mean tropospheric soundings from eight upper-air stations in West Africa, for an 11-year period (1960–1970). In the 700–500 hPa layer, which is characteristic of free atmosphere, the gradient reverses sign (Fig. 1b) and static stability parameter increases southwards. In the 300–150 hPa layer, the static stability pattern is essentially zonal with a positive northward gradient (Fig. 1c). These results show that static stability cannot be considered constant in the tropical troposphere, as admitted by Kwon (1989). In the following study and at any given latitude, we will used the zonal mean vertical profile of static stability computed over the 26-year study period.

3.1.3 Mean zonal vertical wind profile

As shown in various studies (Kwon, 1989; Paradis et al., 1995, or Hall et al., 2006), the AEJ position and intensity vary both intraseasonally and interannually, and this variability affects the mode of waves disturbances. First, we construct three vertical profiles for 5° W, Greenwich meridian and 5° E longitudes by averaging spatially between latitudes 10° N and 20° N and temporally through the 26-year period.
of study. Figure 2 shows these profiles and the mean profile. It would be important to note a few dynamic features of the atmosphere in the region during AEW activity. One notes the presence of westerly wind at the lower atmosphere boundary layer (1000–850 hPa), the AEJ around 600 hPa with a maximum wind of $-12 \text{ m s}^{-1}$, an upper tropospheric jet and the associated vertical shear. In this work, its mean profile constructed from reanalysis data is used since this zonal wind has all the characteristics of the mean flow used in the AEW simulation.

3.1.4 Analysis of dynamic instabilities

By assuming no horizontal diffusion in the free atmosphere, the quasi-geostrophic potential vorticity (QGPV) gradient equation can be deduced from Eq. (1) as:

$$\frac{\partial \overline{q}}{\partial y} = \beta - \frac{\partial^2 U}{\partial y^2} - f_0^2 \frac{\partial}{\partial \sigma} \left( \frac{1}{\sigma} \frac{\partial U}{\partial \sigma} \right),$$

(13)

where $\overline{q}$ is the basic state of quasi-geostrophic vorticity. The first two terms on the right-hand side of this equation are due to horizontal shear (barotropic instability) and the last term is associated with vertical shear (baroclinic instability).

A more comprehensive analysis of the relation between AEJ intensity and AEW activity is made using the Charney and Stern (1962) necessary condition for instability. We used reanalysis data to check the necessary condition for instability in the area of study. As in Charney and Stern (1962) or Parker et al. (2005), we will assume that the AEJ is an internal jet, the zonal wind is quasi-geostrophic and the monthly means are representative of the instantaneous state of the jet. Using Eq. (13), the QGPV gradient was calculated at the 600 hPa level and averaged from 20° E to 20° W for summer 1979–2005. Figure 3 shows the latitudinal variations of the total QGPV gradient, as well as the components barotropic and baroclinic terms. The main condition for instability is met since we note that the QGPV gradient and its two contributing terms change sign at around 20° N and 5° N for total and barotropic terms, respectively. However, the QGPV gradient becomes negative in this region, thus implying that the JJAS mean state is dynamically unstable and that the barotropic term also tends to become more dominant. This is in agreement with previous studies in this region (Charney, 1973; Thorncroft and Hoskins, 1995; Grist et al., 2002; Parker et al., 2005).

3.2 Characteristics and propagation of normal modes

Using the basic states of stability measure and mean wind profile from summer 1979–2005, as calculated in the preceding sections from observed data, a normal mode solution to Eq. (12) is sought.

There is no well-established value for horizontal viscosity $K$ in the meteorological literature. Sun (1978) suggested that the coefficient for individual perturbation might be estimated as $K = \lambda^2 / \tau$, where $\lambda$ and $\tau$ are the horizontal wavelength and the period of the perturbation, respectively. In the case of African waves, the average $\lambda$ is about 2500 km,
while \( \tau \) is close to 3.5 days, implying that \( K \) is of the order of \( 10^7 \text{ m}^2\text{s}^{-1} \). Here, a smaller value was used so that the diffusion term is about one order of magnitude smaller than the Coriolis term in the vorticity and thermodynamic equations (Chang, 1993).

Figure 4 shows the growth rate of the waves as a function of the zonal wavelength for different values of the horizontal diffusion coefficient, for zero vertical gradient of \( \psi \) above the surface (free slip case, Fig. 4a) and zero wind perturbation at the surface (no slip case, Fig. 4b). Growth rates are higher for free slip case. However, they decrease with the horizontal diffusion coefficient in both cases. The wavelength of the most unstable mode is approximately 2900 km, comparable to values observed or simulated by AEW linear models.

We now consider in more detail the results for free slip and no slip conditions. In Fig. 4a (free slip case) the maximum growth rate is about 0.50 day\(^{-1}\) in the absence of horizontal diffusion. The corresponding period and phase speed are 3.1 day and 10.83 m s\(^{-1}\). Maximum growth rate reduces to 0.34 and 0.28 day\(^{-1}\) when the diffusion coefficient is \( 10^5 \text{ m}^2\text{s}^{-1} \) and \( 10^6 \text{ m}^2\text{s}^{-1} \), respectively, that is by almost 50 percent. Horizontal diffusion is used to prevent spectral blocking and as a simple sponge to absorb vertically propagating planetary wave energy and also to control the strength of the stratospheric winter jets (NCAR Community Atmosphere Model (CAM2) reference manual). Its effect has not been sufficiently tested in the modelling of African disturbances (Chang, 1993) and more analyses are needed in this region.

For the no slip case (Fig. 4b), the wavelength of the most unstable mode remains unchanged but its growth rate is much lower at 0.28 day\(^{-1}\) and its phase speed \( C_r \) (not shown) is 5.13 m s\(^{-1}\) which is half the previous case.
Thus, the no-slip condition drastically lowers growth rate compared to the free slip condition for the African lower tropospheric mode. This is consistent with the results of Farrell (1989) and Staley (1993), who found that the reduction in growth rate was by 65 to 71 percent in both cases, respectively. In the present work, the growth rate reduction in the no-slip condition is 56 percent. For both modes, $C_r$ (not shown) is in the range of 1 to 2 m s$^{-1}$, being smaller for the damped case as compared to the undamped. Using basic states corresponding to specific longitudes (5°W, 5°E and Greenwich) did not affect the properties of the AEW normal modes, irrespective of the boundary conditions. This is certainly due to the fact that sensitivity to longitudinal variations of the AEJ is negligible, as seen in Fig. 2.

3.3 Structure of the most unstable waves

Considering the case where the fastest-growing mode ($\lambda=2900$ km) is associated with the observed average profile of the AEJ in the absence of horizontal diffusion ($K=0$). Figure 5 shows the vertical structures of total vorticity and upward motion at 15°N for slip (Fig. 5a) and no-slip (Fig. 5b) boundary conditions.

For the free slip condition, the vorticity field pattern (Fig. 5a) has a gradient which reverses sign at 600 hPa and 250 hPa levels, with the maximum cyclonic vorticity at the lower level. The double reversal of Fig. 5a is a direct consequence of the introduction of damping in the boundary layer, since in Thorncroft and Hoskins (1994a), there was no damping and no reversal. This vertical vorticity field has a close resemblance to that of Mass (1979), but differs from the Reed et al. (1977) composite waves, in which the wave trough was located on the maximum of cyclonic vorticity at the lower level.

When the no-slip condition is applied, there are little visible changes in the spatial characteristics of the mode, as shown in Fig. 5b. The magnitude of total vorticity is now reduced by 50 percent, the cyclonic and anticyclonic vorticity are now near the boundary layer (900 hPa) and at 400 hPa, respectively. We can also note that they are moving westward and have the same longitudinal separation. The magnitude of vertical velocity is reduced but the spatial pattern remains unchanged. Hence, the total relative vorticity has its low level maximum around 900 hPa under no-slip, and 700 hPa under free slip conditions.

The longitudinal cross section at the same latitude, for the vertical velocity $\omega$, are shown in Fig. 5a and b as shaded contours. One notes a region of vertical ascent between the surface and about 350 hPa, located west of the main trough. This ascent maximum is narrower than the descent region, in agreement with the normal mode study by Thorncroft and Hoskins (1994a) or the vertical velocity of the GATE composite shown in Reed et al. (1977).

3.4 Eddy fluxes

As in Hall et al. (2006), an assessment of the energetics of AEWs can be obtained from integrated covariances of perturbation terms. Energy conversions are expressed in terms of second-order momentum departures from mean. Figure 6 shows wave-wave components of northward fluxes of westerly momentum and temperature associated with slip (Fig. 6a and c) and no-slip (Fig. 6b and d) damped normal mode along 15°N. When comparing the slip to no-slip mode, a 50 percent reduction is noted for easterly flux momentum, whereas meridional temperature flux is reduced by 70 percent. This is in agreement in the slip case from Kiladis et al. (2006). In the lower level, maximum or minimum fluxes are located near 700 hPa and 850 hPa for slip and no-slip conditions, respectively. An easterly wave that grows mainly through barotropic conversions is characterized by essentially horizontal easterly momentum fluxes, whereas an easterly wave that grows mainly through baroclinic conversions is characterized by meridional temperature fluxes that are mainly vertical. The flux divergence of easterly momentum (or convergence of westerly momentum) within AEWs varies substantially and slopes northward and upward with height, acting to decelerate the easterlies up to around 700 hPa for slip (850 hPa for no-slip) condition. The peak in the flux divergence near jet level (700 hPa) is remarkably similar to that of the idealized waves of Hall et al. (2006). The meridional temperature flux shows the expected down gradient transport, with a sign reversal at jet level, consistent with baroclinic growth for the slip or no-slip condition (Fig. 6b and c). Large transports are noted here, reflecting a larger temperature gradient and more baroclinicity at the lower level than at the upper level.

4 Summary and conclusions

We have established here that the lower boundary damping condition is fundamental to the growth rate of the normal-mode of AEW. For an explicit classical Ekman layer where the lower boundary condition assumes $\omega=0$ and there is no vertical gradient of perturbation stream function ($\epsilon=1$), structure and growth rates are closer to those usually obtained, whereas they are significantly reduced when a no-slip condition ($\epsilon=0$) is used.

We have used the QGM in these two cases and found that the most unstable modes obtained from a mean climatological basic flow have growth rate, corresponding zonal wavelength and phase speed, in agreement with the observational studies of Burpee (1972, 1974) and Reed et al. (1977) and simulations by Mass (1979), Kwon (1989), Thorncroft and Hoskins (1994a), Grist et al. (2002) and Hall et al. (2006). We note that the growth rate decreases with horizontal diffusion, that the no-slip condition at the surface not only reduces the growth rate and the amplitude of perturbation...
Fig. 6. Vertical cross section along 15°N of wave-wave components of northward fluxes of westerly momentum and temperature associate with the normal mode for (a) and (c) slip (ε = 1) and (b) and (d) no-slip (ε = 0) boundary condition. Contour intervals for easterly momentum flux are 0.2 m² s⁻² in (a) and 0.1 m² s⁻² in (b), and for meridional temperature flux are 0.1 K m s⁻¹ in (c) and 0.03 K m s⁻¹ in (d).

streamfunction near the surface, but also increases Ekman pumping. The wavelength of the most unstable mode is about 2900 km in both cases. It appears here that the free slip boundary condition gives more realistic results since growth rate, phase speed and period are about 0.5 day⁻¹, 10.83 m s⁻¹ and 3.1 day, respectively, in the absence of horizontal diffusion, whereas numerical values of wave characteristics for no-slip condition are reduced by about 50 percent.

The spatial structure of observed AEWs are also well reproduced, especially at the lower level. However, upper level structure is poorly simulated because of the use of the dry mode. Analysis of the instability associated with the horizontal and vertical shear of the observed mean flow leads to the overall conclusion that both the barotropic and baroclinic terms are important, bringing a new perspective to the hypothesis that these terms can play a substantial role in wave growth.
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