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Abstract

Using functional renormalization methods, we study the one-loop renormalization group evolution of theories with four scalars, at second order in the derivative expansion, in which electroweak symmetry is nonlinearly realized. In this framework we study the stability of $O(4)$ symmetry and find the $O(4)$-violating eigenperturbations and their corresponding eigenspectrum around three different geometries of the target space, namely those of the flat space, cylinder and sphere.

1 Introduction

Nonlinear realizations of symmetries play a central role in providing low-energy effective descriptions of theories with spontaneous symmetry breaking. Construction of these effective theories can be achieved in practice by the CCWZ prescription [1]. The chiral Lagrangian of strong interactions is an example of such an effective theory which describes pions arising as a result of the breakdown of chiral symmetry $SU(3)_L \times SU(3)_R$ of QCD to its vector subgroup by quark condensates. As another well known example, applying the CCWZ formalism to electroweak interactions leads to the so-called electroweak chiral perturbation theory. This gives, in terms of the Standard Model degrees of freedom, the most general effective theory based on electroweak symmetry breaking, $SU(2)_L \times U(1)_Y \rightarrow U(1)_{em}$. Its scalar sector consists of three Goldstone bosons, which are treated in the same way as pions, along with an extra scalar degree of freedom, the Higgs singlet.
Due to the presence of this ‘radial’ Higgs mode, it is possible, at least locally, by making a field redefinition, to rewrite the theory in a way that the symmetry is actually realized linearly. The linearly transforming field is in fact given by the conventional parametrization of the Higgs field as an $SU(2)_L$ doublet $H$, in terms of which the scalar sector of the Standard Model effective Lagrangian with at most two derivatives reads

$$\mathcal{L} = Z(\rho) \partial_\mu H^\dagger \partial^\mu H + V(\rho) + Y(\rho) \partial_\mu (H^\dagger H) \partial^\mu (H^\dagger H) + T(\rho) |H^\dagger H|^2, \quad \rho^2 = 2H^\dagger H, \quad (1)$$

where the four functions $Z, V, Y$ and $T$ include terms with arbitrary powers of $H^\dagger H$. However, this is not always possible in a global manner. In this case we still say that the symmetry is nonlinearly realized [2]. This happens when the target space has a nontrivial topology. An example of this is provided by the minimal version of composite Higgs models with custodial symmetry [3], which is based on the $SO(5)/SO(4) = S_4$ symmetry breaking pattern, so that the target space has the topology of a four-sphere.

In the absence of gauge fields and fermions, the electroweak chiral Lagrangian will lead to a theory of four scalars with electroweak symmetry, namely, $h$, a singlet of $SU(2)_L \times SU(2)_R$, and the unitary nonlinear sigma model field $U$, parametrized by the three Goldstone bosons $\chi^\alpha$, which transforms as $U \to g_L U g_R^\dagger$ under $SU(2)_L \times SU(2)_R$. This effective Lagrangian, at second order in the derivative expansion, is

$$\mathcal{L} = \frac{1}{2} \partial_\mu h \partial^\mu h + V(h) + \frac{1}{4} K(h) \text{Tr} \left( \partial_\mu U^\dagger \partial^\mu U \right) + \frac{1}{8} P(h) \left| \text{Tr} \left( U^\dagger \partial_\mu U \sigma^3 \right) \right|^2, \quad (2)$$

where $V(h)$ is the Higgs potential and the two functions $K(h)$ and $P(h)$ include all the couplings of the Higgs singlet to Goldstones. The couplings in $V(h)$ and $K(h)$ preserve $SU(2)_L \times SU(2)_R$ while those of the $P(h)$ function break it explicitly to $SU(2)_L \times U(1)_Y$.

In this work we are interested in the renormalization of such theories in the nonlinear parametrization and at second order in the derivative expansion. The gauged Higgsless version has been studied in [4]. Here instead, the presence of the singlet $h$ allows for an infinite number of couplings, collected into three independent functions $V(h)$, $K(h)$ and $P(h)$. Inclusion of the $O(4)$-violating couplings $P(h)$ also generalizes, at $N = 4$, the $O(N)$ model studied in [2]. The quantity whose running we are interested in is the so-called effective average action (EAA). This is the same as the standard effective action which is the generator of 1PI correlation functions, except that a cutoff term, bilinear in the fluctuating fields $\phi$,

$$\Delta S_k = \frac{1}{2} \int \frac{d^4 p}{(2\pi)^4} \phi(-p) R_k(p^2) \phi(p), \quad (3)$$

is included in the path integral, which effectively cuts the integrated momenta at an IR scale $k$. The cutoff kernel $R_k$ is required to be a decreasing function of $p^2$ which vanishes in the large $p^2/k^2$ limit and tends to infinity for large values of the scale $k$. This is much in the spirit of Wilson’s idea
of renormalization [5]. The cutoff term is finally subtracted from the effective action in order for it to reproduce the correct UV behaviour. The one-loop EAA is thus given by

\[ \Gamma^{1\text{-loop}}_k = S + \frac{1}{2} \text{Tr} \log \left( \frac{\delta^2 S}{\delta \phi \delta \phi} + R_k \right), \] (4)

where \( S \) is the tree level action. This is similar in structure to the familiar one-loop expression, except for the appearance of the cutoff kernel \( R_k \) which was introduced to suppress the low momentum fluctuations. The properties of the cutoff kernel guarantee that the scale dependent effective action (4) interpolates between the tree level action in the UV and the one-loop effective action with complete integration of momenta in the IR. Deriving equation (4) with respect to \( t = \log k \) gives the one-loop beta functional of the EAA

\[ \partial_t \Gamma^{1\text{-loop}}_k = \frac{1}{2} \text{Tr} \left[ \left( \frac{\delta^2 S}{\delta \phi \delta \phi} + R_k \right)^{-1} \partial_t R_k \right]. \] (5)

One can also do slightly better and promote the couplings on the r.h.s to scale dependent ones to find a renormalization group improved flow. This is the approximation we will be content with in the present work. An interesting property of the flow equation (5) is that promoting the actions on both sides to the full EAA will lead to an exact equation for this quantity [6,7] (see also [8] and references therein, especially [9]). However, solving it requires resorting to suitable truncation schemes.

The renormalization method adopted here can in principle be translated into more standard methods such as dimensional regularization and \( \overline{\text{MS}} \) [10]. However, eq.(5) has the advantage of incorporating, in a straightforward way, the running of infinitely many couplings, which would otherwise require a resummation of an infinite number of diagrams. This is reflected in the fact that the beta functionals contain couplings in their denominators, as seen explicitly in eqs.(23-26).

Being just a matter of parametrization, the difference between linear and nonlinear models might sound irrelevant, given the general fact of quantum field theory that field redefinitions do not affect scattering amplitudes. However, beta functions are not physical quantities and are expected to depend on the choice of coordinates on the target space. One advantage of using the nonlinear parametrization is that the redundant couplings are all collected into a single function which is finally eliminated by a simple field redefinition. Apart from this, an important aspect of the approach taken here is the way the fluctuating fields are defined. In the standard linear theory it is customary, though not necessary, to adopt a linear splitting of the total field into background and fluctuations (including the possibility of a vanishing background field). In this work, instead, the fluctuations are parametrized nonlinearly via the exponential map. Although both of these choices for splitting the total field can be made regardless of the target space parametrization, and the two are physically equivalent [11], they lead to inequivalent cutoff actions. In a theory
with a linearly split field the cutoff action, while respecting the imposed symmetries, does not necessarily allow for possible enhanced symmetries in certain regions of the parameter space. In this sense the cutoff is not general enough. This is related to the fact that the cutoff term breaks general covariance. Instead, the background field method when accompanied by the exponential parametrization of fluctuations, allows for the most general choice of cutoff which respects all possible enhanced symmetries as it is invariant under general coordinate transformations. These points will become more clear in the subsequent sections.

2 Set-up of the model

We will consider a theory of four scalars in $d$ dimensional Euclidean space which respects electroweak symmetry. A suitable way to parametrize the field space is to use $\chi^\alpha$, $\alpha = 1, 2, 3$, to assign an arbitrary parametrization to the three dimensional orbits of the symmetry group, which are homogeneous spaces isomorphic to $SU(2)_L \times U(1)_Y / U(1)_{em} = SU(2)$, and use the fourth field $\rho$ to label different orbits. In order to find the general form of the $SU(2)_L \times U(1)_Y$–invariant induced metric on the orbits, we make use of the Maurer-Cartan forms $L^I_\alpha$ which provide a dual basis for the left-invariant vector fields $L^I_\alpha$ of $SU(2)$. These are the generators of $SU(2)_R$ and therefore commute with $SU(2)_L$. In particular, $L^3_3$ generates $U(1)_Y$ and commutes with $SU(2)_L$. The induced metric on the orbits then takes the general form

$$K(\rho) g_{\alpha\beta} + P(\rho) L^3_\alpha L^3_\beta,$$

where $g_{\alpha\beta}$ is the metric invariant under $O(4) \supset SU(2)_L \times SU(2)_R$. With these considerations, at the second order of the derivative expansion, the dynamics is governed by the following Lagrangian

$$\mathcal{L} = \frac{1}{2} J(\rho) \partial_\mu \rho \partial^\mu \rho + V(\rho) + \frac{1}{2} K(\rho) \partial_\mu \chi^\alpha \partial^\mu \chi^\beta g_{\alpha\beta} + \frac{1}{2} P(\rho) \partial_\mu \chi^\alpha \partial^\mu \chi^\beta L^3_\alpha L^3_\beta. \quad (7)$$

This is in fact the Lagrangian in (2) rewritten in terms of the fields $\rho$ and $\chi^\alpha$, except that the redundant function $J(\rho)$ is also included as it is generated under the renormalization group flow. Notice that, with abuse of notation, the same symbol has been used for the functions $K$ and $P$ despite the fact that they are now written in terms of $\rho$, which is related to the canonically normalized field $h$ through

$$h(\rho) = \int_0^\rho d\sigma \sqrt{J(\sigma)}. \quad (8)$$

The metric $g_{\alpha\beta}$ and the one-forms $L^I_\alpha$ can be expressed in terms of the nonlinear sigma model field $U$ through the following relations

$$g_{\alpha\beta} = \frac{1}{2} \text{Tr} \left( \partial_\alpha U^\dagger \partial_\beta U \right), \quad L^I_\alpha = \frac{i}{2} \text{Tr} \left( U^\dagger \partial_\alpha U \sigma^I \right), \quad (9)$$
where \(\sigma^I\) are the Pauli sigma matrices. Notice that we do not specify the parametrization of \(U\) by \(\chi^\alpha\). The first three terms in (7) are invariant under \(SU(2)_L \times SU(2)_R\), so after electroweak symmetry breaking, that is, picking a point in \(\chi^\alpha\) space and expanding fields around this and the location of the minimum of the potential \(\langle \rho \rangle\), the symmetry is broken to the vector subgroup \(SU(2)_c\) known as custodial symmetry. The last term in (7) breaks \(SU(2)_L \times SU(2)_R\) explicitly to \(SU(2)_L \times U(1)_Y\) and hence violates \(SU(2)_c\) after electroweak symmetry is broken. In the Standard Model effective Lagrangian, custodial symmetry is broken starting from the dimension six (in \(d = 4\)) operator

\[
|H^\dagger \partial^\mu H|^2 (\text{gauge fields neglected}).
\]

This operator is included inside the last term in (2)

\[
h^4 \left| \text{Tr} \left( U^\dagger \partial_\mu U \sigma^3 \right) \right|^2 = 4 \left| H^\dagger \bar{\partial}_\mu H \right|^2,
\]

where the explicit relation between the two complex fields \(\phi^+\) and \(\phi^0\) in the Higgs doublet \(H\) and the four fields \(h\) and \(\chi^\alpha\) is given by the following equation

\[
h U = \sqrt{2} \left( H^c H \right), \quad H^c = i\sigma^2 H^*, \quad H = \frac{1}{\sqrt{2}} \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix}.
\]

In fact, the function \(P(h)\) of (2) evaluated at \(\langle h \rangle\), where the potential takes its minimum, is related to the \(\epsilon_1\) parameter \([12]\), used in precision electroweak tests, through \(P(\langle h \rangle) = -v^2 \epsilon_1\), where \(v\) is the weak scale. Recall that, by definition, the weak scale is also given by \(v^2 = K(\langle h \rangle)\).

One can of course write the whole Lagrangian (7) in terms of the Higgs doublet \(H\), related to \(\rho, \chi^\alpha\) through \(\rho U = \sqrt{2} (H^c H)\), which differs from (11) in that \(\phi^+\) and \(\phi^0\) are not normalized canonically. This will give precisely the Lagrangian (1) if we make the identifications

\[
J(\rho) = Z(\rho) + 2\rho^2 Y(\rho), \quad K(\rho) = \rho^2 Z(\rho), \quad P(\rho) = 2\rho^4 T(\rho).
\]

In the next section, we find the one-loop flow equations for the functions in (7).

### 3 Flow equations

We find it convenient to collect the fields \(\rho\) and \(\chi^\alpha\) into a four-component multiplet \(\phi^i = (\rho, \chi^\alpha)\), with \(i\) running over 0, 1, 2, 3, and rewrite the kinetic part of the theory in a manifestly reparametrization-invariant way

\[
S = \int d^4x \left( \frac{1}{2} \tilde{G}_{ij} \partial_\mu \phi^i \partial^\mu \phi^j + V(\rho) \right),
\]

where the metric \(\tilde{G}_{ij}\) is equal to the \(O(4)\) invariant metric \(G_{ij}\) introduced in (2) plus a term proportional to \(P(\rho)\) that breaks \(O(4)\) explicitly to electroweak symmetry

\[
\tilde{G}_{ij} = \left( \frac{J(\rho)}{K(\rho) g_{\alpha\beta} + P(\rho)L_\alpha^3 L_\beta^3} \right).
\]
This allows for a straightforward application of the methods developed in [13–16], already employed for the renormalization group study of nonlinear sigma models in [2, 4, 17–21]. This is despite the fact that we have already restricted to specific coordinate systems so that only reparametrizations that do not mix $\rho$ with $\chi^\alpha$ are allowed. In order to quantize the theory, it proves convenient to use the background field method and parametrize the fluctuations $\xi(x)$ around the background $\varphi(x)$ using the exponential map $\phi(x) = \exp_{\varphi(x)}\xi(x)$. In this way of splitting the total field, the fluctuations are vectors of the target manifold and transform linearly under any diffeomorphism.

The symmetries are therefore preserved under quantization [18]. In order to write down the flow equation we need the piece in the EAA which is of second order in the fluctuations. This is given by the following expression

$$S^{(2)} = \frac{1}{2} \int d^d x \, \xi^i \left( - \hat{\nabla}^2 \hat{G}_{ij} + V'' \delta^0_i \delta^0_j - V' \hat{\Gamma}_0^{i0} - \hat{M}_{ij} \right) \xi^j,$$

where $\hat{\nabla}_\mu \xi^i = \partial_\mu \xi^i + \partial_\mu \varphi^k \hat{\Gamma}^i_{kj} \xi^j$, $\hat{M}_{ij} = \partial_\mu \varphi^m \partial_\nu \varphi^n \hat{R}_{imjn}$ and the nonzero components of $\hat{\Gamma}_0^{0i}$ are (see Appendix A)

$$\hat{\Gamma}_0^{00} = -\frac{J'}{2J}, \quad \hat{\Gamma}_0^{0\alpha \beta} = -\frac{K'}{2J} g_{\alpha \beta} - \frac{P'}{2J} L_{3\alpha} L_{3\beta}. \quad (16)$$

The cutoff action being bilinear in the fluctuations takes the general form

$$\Delta S_k = \frac{1}{2} \int d^d x \, \xi^i \left( \mathcal{R}_k \right)_{ij} \xi^j,$$

where the cutoff function $\mathcal{R}_k$ can depend on the background field. Here it is chosen to be proportional to the metric (14), with the optimized cutoff [22] used as the proportionality function

$$\left( \mathcal{R}_k \right)_{ij} = \hat{G}_{ij} R_k, \quad R_k(z) = \frac{(k^2 - z)\theta(k^2 - z)}{k^2 - z}, \quad z \equiv -\hat{\nabla}^2. \quad (18)$$

As pointed out in the Introduction, the cutoff (17) introduces a crucial difference between the covariant approach adopted here and the noncovariant approach where the fluctuating fields are defined as the difference between the total and background fields. To clarify this, let us recall that a symmetry that is imposed on the theory is the least amount of symmetry that we require, in general this can be enhanced at some regions of the parameter space. For instance, a model of four scalars with $O(4)$ symmetry can also become $O(5)$ symmetric, if the couplings are chosen appropriately. This extra symmetry, however, is not respected by the choice of cutoff in the noncovariant formulation. On the other hand, eq.(17) along with the leftmost relation in (18), because of its covariant nature, guarantees that any isometry of $\hat{G}_{ij}$ will automatically be a symmetry of $\Delta S_k$, where the symmetry transformations act on the fluctuating fields only.

We write the sum of the second variation (15) and the cutoff action (17) in the following way

$$S^{(2)} + \Delta S_k = \frac{1}{2} \int d^d x \, \xi^i \left( \mathcal{P}_{ij} - \tilde{M}_{ij} \right) \xi^j,$$

where 6
where the Laplacian and the terms coming from the potential are collected into $\mathcal{P}_{ij}$ defined by

$$\mathcal{P}_{ij} = \tilde{G}_{ij} P_k(z) + V'' \delta_i^o \delta_j^o - V' \tilde{\Gamma}_{ij}^0, \quad P_k(z) = z + R_k(z). \quad (20)$$

We now have all the ingredients to find the one-loop flow equations. Using (19) in the r.h.s of (20) and expanding in $\tilde{M}_{ij}$ leads to

$$\frac{1}{2} \text{Tr} \left[ (\mathcal{P} - \tilde{M})^{-1} \tilde{\mathcal{R}}_k \right] = \frac{1}{2} \text{Tr} \left[ \mathcal{P}^{-1} \tilde{\mathcal{R}}_k \right] + \frac{1}{2} \text{Tr} \left[ \mathcal{P}^{-1} \tilde{M} \mathcal{P}^{-1} \tilde{\mathcal{R}}_k \right] + \cdots , \quad (21)$$

where an overdot means derivation with respect to $t$. Notice that being interested in the one-loop beta functions, the metric $\tilde{G}_{ij}$, appearing implicitly inside the trace through $\mathcal{R}_k$, is considered to be scale independent so that $(\tilde{\mathcal{R}}_k)_{ij} = \tilde{G}_{ij} \tilde{R}_k$. The trace (21), when expanded in $\tilde{M}_{ij}$, gives, at zero order, the flow of the potential, and at first order, the flow of the functions $J, K$ and $P$. Appendix B gives the details of this computation. Let us define at this stage the relative $t$-derivatives of the functions $J, K, P$ and $V$, found by dividing the beta functionals by the corresponding functions

$$\zeta_J = \frac{d}{dt} \log J, \quad \zeta_K = \frac{d}{dt} \log K, \quad \zeta_P = \frac{d}{dt} \log P, \quad \zeta_V = \frac{d}{dt} \log V. \quad (22)$$

These dimensionless zeta quantities are themselves functions of $J(p), K(p), P(p), V(p)$ and their derivatives. At this point we perform the field redefinition (5) and write the zeta functions in terms of the dimensionless version $\tilde{h}$ of the canonically normalized field $h$ defined by $h = k^{d-2} \tilde{h}$.

For this purpose we define the dimensionless functions denoted by a tilde $K(p) = k^{d-2} \tilde{K}(\tilde{h})$, $P(p) = k^{d-2} \tilde{P}(\tilde{h})$ and $V(p) = k^{d-2} \tilde{V}(\tilde{h})$ and rewrite the zeta quantities in terms of these new functions. Doing this, all the dependence on $J(p)$ is absorbed into these new functions so that the zeta quantities will then depend on $\tilde{K}(\tilde{h}), \tilde{P}(\tilde{h})$ and $\tilde{V}(\tilde{h})$ only, with no explicit $J$ dependence. The result of the computation is

$$\zeta_V = c_d \left[ \frac{1}{V(1 + V'')} + \frac{2}{V(1 + V'K'/2K)} + \frac{1}{V(1 + V'(K + \tilde{P})'/2(K + \tilde{P}))} \right], \quad (23)$$

$$\zeta_J = c_d \left[ \frac{\tilde{K}'' - 2\tilde{K}\tilde{K}'''}{(2K^2(1 + V'/K'/2K)^2)} + \frac{(\tilde{K} + \tilde{P})^2 - 2(\tilde{K} + \tilde{P})(\tilde{K} + \tilde{P})''}{2(K + \tilde{P})^2(1 + V'(K + \tilde{P})'/2(K + \tilde{P}))^2} \right], \quad (24)$$

$$\zeta_K = c_d \left[ \frac{\tilde{K}'' - 2\tilde{K}\tilde{K}'''}{2K^2(1 + V'')} + \frac{4K - 12\tilde{P} - \tilde{K}''}{2K^2(1 + V'K'/2K)^2} + \frac{4(\tilde{K} + \tilde{P})^2 - 2(\tilde{K} + \tilde{P})(\tilde{K} + \tilde{P})''}{2K^2(1 + V'(K + \tilde{P})'/2(K + \tilde{P}))^2} \right], \quad (25)$$

$$\zeta_P = c_d \left[ \frac{\tilde{K}'' \tilde{P} - 2\tilde{K}\tilde{K}'\tilde{P} - 2\tilde{K}(\tilde{K} + \tilde{P})\tilde{P}'' - 2\tilde{P}\tilde{K}''}{2K\tilde{P}(1 + V''/2K)^2} + \frac{28K\tilde{P} + 4K^2 - 2\tilde{K}\tilde{K}'\tilde{P} - \tilde{K}\tilde{K}''}{2K^2(1 + V'K'/2K)^2} \right], \quad (26)$$
where $1/c_d = (4\pi)^{d/2} \Gamma(d/2 + 1)$. The derivatives on the tilde functions $\tilde{V}$ and $\tilde{P}$ are taken with respect to $\tilde{h}$. The r.h.s expressions are written in terms of the tilde functions and therefore there is no $J$ appearing explicitly on the r.h.s. In fact from the definitions of the tilde functions and (8) it can be shown that $\tilde{V}' = V'/\sqrt{J}$ and $\tilde{V}'' = V''/J - V'J'/2J^2$ with similar relations for $\tilde{K}$ and $\tilde{P}$. This gives the relations through which the $J$ function implicitly appears. In the special case where the potential takes a constant value, the first equation (23) above gives the flow of this constant $dV/dt = 4c_d$ and the last three equations (24,25,26) reduce to a Ricci flow \[ d\tilde{G}_{ij} = 2c_d k^{d-2} \tilde{R}_{ij}. \] (27)

This can be checked using the expressions for the Ricci tensor (117) and (118) given in Appendix A. The redundant function $J$ still has a flow of its own, but this is not of interest to us because it is absorbed into the functions $\tilde{K}(\tilde{h})$, $\tilde{P}(\tilde{h})$ and $\tilde{V}(\tilde{h})$. The flow of these three functions can be written using the zeta quantities as

\[ \frac{\partial \tilde{V}}{\partial t} = (\zeta_V - d) \tilde{V} + \frac{d-2}{2} \tilde{h} \tilde{V}' - \frac{1}{2} \tilde{V}' \int_0^{\tilde{h}} d\sigma \zeta_J(\sigma), \]

\[ \frac{\partial \tilde{K}}{\partial t} = (\zeta_K - d + 2) \tilde{K} + \frac{d-2}{2} \tilde{h} \tilde{K}' - \frac{1}{2} \tilde{K}' \int_0^{\tilde{h}} d\sigma \zeta_J(\sigma), \]

\[ \frac{\partial \tilde{P}}{\partial t} = (\zeta_P - d + 2) \tilde{P} + \frac{d-2}{2} \tilde{h} \tilde{P}' - \frac{1}{2} \tilde{P}' \int_0^{\tilde{h}} d\sigma \zeta_J(\sigma), \]

where the $t$-derivatives of $\tilde{K}(\tilde{h})$, $\tilde{P}(\tilde{h})$ and $\tilde{V}(\tilde{h})$ are taken keeping the field $\tilde{h}$ fixed. These are found using eqs.(22) and the scale dependence of $\tilde{h}$ (8) which leads to

\[ \frac{d\tilde{h}}{dt} = \frac{2 - d}{2} \tilde{h} + \frac{1}{2} \int_0^{\tilde{h}} d\sigma \zeta_J(\sigma). \] (31)

In the following sections we analyse three solutions of the above flow equations (28-30) with geometries of flat space $R^4$, cylinder $R \times S^3$ and sphere $S^4$, and allow for electroweak-preserving fluctuations around these solutions. We concentrate on the fluctuations that do not respect $O(4)$ symmetry, and find the eigenperturbations and their corresponding eigenspectrum.

### 4 The Gaussian fixed point (flat geometry)

The flat metric is given by the choices $\tilde{K} = \tilde{h}^2$ and $\tilde{P} = 0$. In this case there will be no running in the two functions $\tilde{K}$ and $\tilde{P}$, i.e. $\partial \tilde{K}/\partial t = 0$ and $\partial \tilde{P}/\partial t = 0$, and the potential $\tilde{V}$ will have a flow of the following form

\[ \frac{\partial \tilde{V}}{\partial t} = c_d \left[ \frac{1}{1 + \tilde{V}''} + \frac{3h}{h + \tilde{V}''} \right] - d\tilde{V}. \] (32)
If we further restrict to constant values of the potential, this will lead to a free theory whose structure is preserved under the renormalization group with only a running constant potential. In other words, for this choice of couplings, the symmetry is enhanced to rotation and translation in the four-dimensional field space. The constant $\tilde{V}_* = 4c_d/d$ is clearly a fixed point of the flow, which together with $\tilde{K}_* = \tilde{h}^2$ and $\tilde{P}_* = 0$ specifies the Gaussian fixed point. The next information we can easily extract from the flow equations is the eigen-perturbations around the fixed point and their corresponding eigenvalues. These are found using the linearized form of the flow equations around the Gaussian fixed point

$$\lambda \delta \tilde{V} = \delta \zeta_V \tilde{V}_* + \frac{d-2}{2} \tilde{h} \delta \tilde{V}'$$

$$\lambda \delta \tilde{K} = \delta \zeta_K \tilde{K}_* - (d-2) \delta \tilde{K} + \frac{d-2}{2} \tilde{h} \delta \tilde{K}' - \frac{1}{2} \tilde{K}_* \int_0^{\tilde{h}} d\sigma \delta \zeta_J(\sigma),$$

$$\lambda \delta \tilde{P} = \delta (\zeta_P \tilde{P}) - (d-2) \delta \tilde{P} + \frac{d-2}{2} \tilde{h} \delta \tilde{P}'$$

where $\delta \zeta_K$, $\delta \zeta_J$, $\delta \zeta_V$ and $\delta (\zeta_P \tilde{P})$ are respectively the first order values of $\zeta_K$, $\zeta_J$, $\zeta_V$ and $\zeta_P \tilde{P}$ in the variations $\delta \tilde{K}$, $\delta \tilde{V}$ and $\delta \tilde{P}$ in an expansion around the fixed point. These are given explicitly by the following expressions

$$\delta \zeta_V = -\frac{d(d \tilde{h} \delta \tilde{V} + 3c_d \delta \tilde{V}' + c_d \tilde{h} \delta \tilde{V}'')}{4 \tilde{h} c_d}$$

$$\delta \zeta_J = c_d \frac{-6 \delta \tilde{K} + 6 \tilde{h} \delta \tilde{K}' - 3 \tilde{h}^2 \delta \tilde{K}'' - 2 \delta \tilde{P} + 2 \tilde{h} \delta \tilde{P}' - \tilde{h}^2 \delta \tilde{P}''}{\tilde{h}^4}$$

$$\delta \zeta_K = c_d \frac{2 \delta \tilde{K} - 2 \tilde{h} \delta \tilde{K}' - \tilde{h}^2 \delta \tilde{K}'' - 2 \delta \tilde{P} + \tilde{h} \delta \tilde{P}' - \tilde{h}^2 \delta \tilde{P}''}{\tilde{h}^4}$$

$$\delta (\zeta_P \tilde{P}) = c_d \frac{8 \delta \tilde{P} + \tilde{h} \delta \tilde{P}' - \tilde{h}^2 \delta \tilde{P}''}{\tilde{h}^2}$$

The first equation is of integro-differential type. In order to bring it into pure differential form one can divide it by $\tilde{K}_*$

$$\lambda \Delta \tilde{K} = \frac{\tilde{h}}{2} \delta \zeta_K - \frac{d-2}{2} \Delta \tilde{K} + \frac{d-2}{2} \tilde{h} \Delta \tilde{K}' - \frac{1}{2} \int_0^{\tilde{h}} d\sigma \delta \zeta_J(\sigma), \quad \Delta \tilde{K} \equiv \frac{\delta \tilde{K}}{\tilde{K}_*}$$

and then differentiate with respect to $\tilde{h}$ to get

$$\lambda K = \frac{1}{2} \frac{d(\tilde{h} \delta \zeta_K)}{d\tilde{h}} + \frac{d-2}{2} \tilde{h} \delta \zeta_J - \frac{1}{2} \delta \zeta_J, \quad K \equiv \Delta \tilde{K}'$$

Of course $\delta \zeta_K$ and $\delta \zeta_J$ should now be written in terms of $K$. It is easily seen that on substituting $\delta \tilde{K}$ in terms of $\Delta \tilde{K}$ in the expression, $\Delta \tilde{K}$ does not appear undifferentiated, so equation
together with (35) gives rise to a set of two coupled second-order differential equations. Now, having found \( K \), the function \( \delta K \) is specified, up to an integration constant times \( 2\tilde{h} \), by

\[
\delta \tilde{K}(\tilde{h}) = 2\tilde{h} \int_{0}^{\tilde{h}} d\sigma \ K(\sigma).
\] (42)

This integration constant vanishes by the requirement that \( \delta \tilde{K}(\tilde{h}) \) satisfy (40). This is because eq.(40), when differentiated, is satisfied by the solution (42), so the undifferentiated version (40) is satisfied up to a constant. On the other hand, from the following analysis, the solutions \( K \) and \( \delta \tilde{P} \) will turn out to be even functions. This, together with the solution (42) implies that all the terms in (40) are odd, so the constant must vanish.

Using the expressions (36-39) the explicit form of the linearized equations (33), (35) and (41) is

\[
0 = \delta \tilde{V}'' + \left[ \frac{(2-d)\bar{h}}{2c_d} + \frac{3}{\bar{h}} \right] \delta \tilde{V}' + \frac{d+\lambda}{c_d} \delta \tilde{V},
\] (43)

\[
0 = K'' + \left[ \frac{(2-d)\bar{h}}{2c_d} + \frac{1}{\bar{h}} \right] K' + \left[ \frac{\lambda}{c_d} - \frac{4}{\bar{h}^2} \right] K + \frac{1}{\bar{h}^3} \delta \tilde{P}' - \frac{4}{\bar{h}^4} \delta \tilde{P},
\] (44)

\[
0 = \delta \tilde{P}'' + \left[ \frac{(2-d)\bar{h}}{2c_d} - \frac{1}{\bar{h}} \right] \delta \tilde{P}' + \left[ \frac{d+\lambda-2}{c_d} - \frac{8}{\bar{h}^2} \right] \delta \tilde{P}.
\] (45)

For \( \delta \tilde{P} = 0 \) these equations reproduce the results of [2] at \( N = 4 \), where the solutions to the two decoupled equations were found to be

\[
\delta \tilde{V}_i = {}_1F_1(-i, 4, \bar{h}^2), \quad \lambda_i^V = -d + (d - 2)i, \quad i = 0, 1, 2, \ldots, \quad \bar{h} \equiv \sqrt{\frac{d-2}{4c_d}}\bar{h}
\] (46)

\[
K_i^{\text{hom}} = \bar{h}^2 {}_1F_1(-i, 3, \bar{h}^2), \quad \lambda_i^K = (d - 2)(i + 1), \quad i = 0, 1, 2, \ldots.
\] (47)

Here instead we are interested in the solutions with nonzero \( \delta \tilde{P} \), and therefore \( K_i^{\text{hom}} \) is the solution to the homogeneous part of (44) only. So we first have to solve eq.(45). The solution is

\[
\delta \tilde{P}_i = \bar{h}^4 {}_1F_1(-i, 4, \bar{h}^2), \quad \lambda_i^P = (d - 2)(i + 1), \quad i = 0, 1, 2, \ldots.
\] (48)

In this case, we can also have nonzero \( \delta \tilde{V} \) if for some \( i, j \) we have \( \lambda_i^P = \lambda_j^V \). This happens for example in \( d = 3, 4 \) where \( \lambda_i^P = \lambda_{i+4}^V \) and \( \lambda_i^P = \lambda_{i+3}^V \) respectively. Now lets come to eq.(44). The solution to its homogeneous version is given by (47), and it has the same eigenvalue as (48). So the general solution to (44) is given by an arbitrary coefficient of (47) plus any function that solves (44). To find this specific solution we write equations (45) and (44) in the following compact form

\[
\mathcal{L}_{KK} K + \mathcal{L}_{KP} \delta \tilde{P} = \lambda \ K,
\] (49)

\[
\mathcal{L}_{PP} \delta \tilde{P} = \lambda \delta \tilde{P}.
\] (50)
In order to treat the functions $\delta P$ and $\delta K$ on the same footing, we define the operator $D$ as

$$D \equiv \frac{d}{dh} \frac{1}{2\hbar},$$

(51)

and using $\mathcal{K} = D\delta \tilde{K}$, we rewrite eq. (49) in terms of $\delta \tilde{K}$, and take $\delta \tilde{P} = \delta \tilde{P}_i$ and $\lambda = \lambda_i^P$ to make sure eq. (50) is satisfied

$$\mathcal{L}_{KK} D \delta \tilde{K} + \mathcal{L}_{KP} \delta \tilde{P}_i = \lambda_i^P D \delta \tilde{K}.$$  

(52)

It can be verified that the following relation holds between the differential operators $\mathcal{L}_{KK}$, $\mathcal{L}_{PP}$, $\mathcal{L}_{KP}$ and $D$

$$\mathcal{L}_{KK} D - D \mathcal{L}_{PP} = 3 \mathcal{L}_{KP}.$$  

(53)

Using this identity, we can write eq. (52) in the following way

$$D (\mathcal{L}_{PP} - \lambda_i^P) \delta \tilde{K} + \mathcal{L}_{KP} (3 \delta \tilde{K} + \delta \tilde{P}_i) = 0.$$  

(54)

Choosing $\delta \tilde{K}$ to be a solution to (50) with $\lambda = \lambda_i^P$ makes the first term vanish. The second term suggests the proportionality factor. So from eq. (54) it is clear that $\delta \tilde{K} = -\delta \tilde{P}_i/3$ solves the equation. The general eigensolution of eqs. (43, 44, 45) with $\delta \tilde{P}_i \neq 0$ will then be

$$\delta \tilde{K}_i = C_i \bar{h}^4 F_1(-i, 4, \bar{h}^2), \quad \delta \tilde{P}_i = \bar{h}^4 F_1(-i, 4, \bar{h}^2), \quad \lambda_i = (d - 2)(i + 1), \quad i = 0, 1, 2, \ldots,$$

(55)

where $\delta \tilde{K}_i^{\text{hom}}$ is given by the same expression as (42) with $\mathcal{K}$ replaced by $\mathcal{K}_i^{\text{hom}}$. More explicitly

$$\begin{align*}
\delta \tilde{K}_i &= C_i \bar{h}^2 F_1(-i, 3, \bar{h}^2) - \frac{1}{3} \bar{h}^4 F_1(-i, 4, \bar{h}^2), \\
\delta \tilde{P}_i &= \bar{h}^4 F_1(-i, 4, \bar{h}^2) \\
\lambda_i &= (d - 2)(i + 1), \quad i = 0, 1, 2, \ldots
\end{align*}$$

(56)

As mentioned before, in $d = 3, 4$ we can also have a non vanishing eigenperturbation in the potential, proportional to $\delta \tilde{V}_{i+4}$ and $\delta \tilde{V}_{i+3}$ respectively. There is no such possibility in higher dimensions.

In fact the eigensolutions (56) fulfil our expectations regarding the $O(4)$-violating perturbations around a Gaussian fixed point. The spectrum gives simply the dimensions of the couplings of the higher-dimensional operators $(H^\dagger H)^i |H^\dagger \partial_\mu H|^2$ which violate custodial symmetry, and $i$ is the highest power of $H^\dagger H$ multiplying $|H^\dagger \partial_\mu H|^2$ in the eigenperturbation $\delta \tilde{P}_i$.

5 Cylindrical geometry

Choosing the functions $\tilde{K}$ and $\tilde{P}$ to be constant, the Goldstone sector decouples from the Higgs and it will consequently remain so under the renormalization group flow. We parametrize the constants $\tilde{K}$ and $\tilde{P}$ by the two dimensionless parameters $\tilde{f}$ and $a$ as $\tilde{K} = 1/\tilde{f}^2$ and $\tilde{P} = -a/\tilde{f}^2$, and find the
following expressions for the zeta quantities: \( \zeta_J = 0 \), \( \zeta_K = 4c_d(1 + a)f^2 \) and \( \zeta_P = 4c_d(3 - a)f^2 \). Inserting these expressions into the flow equations (29-30) gives

\[
\frac{d}{dt} \left( \frac{1}{f^2} \right) = \frac{2 - d}{f^2} + 4c_d(a + 1),
\]

\[
-\frac{d}{dt} \left( \frac{a}{f^2} \right) = \frac{a(d - 2)}{f^2} + 4c_d(a - 3),
\]

from which the flow equations for \( \tilde{f}^2 \) and \( a \) follow

\[
\frac{d\tilde{f}^2}{dt} = (d - 2)\tilde{f}^2 - 4c_d(1 + a)\tilde{f}^4, \quad \frac{da}{dt} = 8c_d(1 - a)\tilde{f}^2.
\]

In fact the first terms in (57,58) come from the canonical dimensions and the second terms come from the term \( 2c_dR_{\alpha\beta} \), proportional to the Ricci tensor, which reduces in this case to the simple form (see eq.(118) in Appendix A)

\[
\tilde{R}_{\alpha\beta} = 2(1 + a)g_{\alpha\beta} + 2a(a - 3)L_\alpha^3L_\beta^3.
\]

This is because we are working in the one-loop approximation and because the flow of the potential has decoupled from that of \( \tilde{f} \) and \( a \). The flow of the potential \( \tilde{V} \), which is independent of \( \tilde{f}^2 \) and \( a \), is

\[
\frac{\partial \tilde{V}}{\partial t} = c_d \left[ \frac{1}{1 + \tilde{V}^n} + 3 \right] - d\tilde{V}.
\]

A constant potential therefore remains constant, with the flow \( \partial_t \tilde{V} = 4c_d - d\tilde{V} \). The constant value \( \tilde{V}_* = 4c_d/d \) is a fixed point of the flow equation (61) in any space-time dimension, although in principle other fixed points like the Wilson-Fisher in \( d = 3 \) exist. When all three functions are constant (not necessarily at the fixed point), the symmetry is enhanced from electroweak to electroweak plus shift invariance of \( h \).

For the two quantities \( \tilde{f} \) and \( a \), three fixed points can be identified from (59). The first one, at which \( \tilde{f} \) vanishes and \( a \) is left arbitrary, gives the trivial fixed point. At the second fixed point, \( a \) vanishes and \( \tilde{f} \) takes the value \( \tilde{f}^2 = (d - 2)/4c_d \). This is the fixed point with cylindrical geometry where the symmetry is enhanced to rotations, and translations along the cylinder axis, and the one we will be finally dealing with in this section. A third fixed point, given by \( a = 1 \) and \( \tilde{f}^2 = (d - 2)/8c_d \), can be identified from (59), but this is not a fixed point of the full flow equations (29-30) because \( \tilde{K}_* + \tilde{P}_* = 0 \) and so terms like \( (\tilde{K}' + \tilde{P}')/(\tilde{K} + \tilde{P}) \) which appear inside the zetas (23-26) will not be well defined anymore.

Let us now discuss the linearized equations around a generic solution to the flows of the three
constants $\tilde{V}, \tilde{K}, \tilde{P}$. Linearization of eqs.\(28,30\) in this case leads to

$$
\lambda \delta \tilde{V} = \delta \zeta_V \tilde{V} + \frac{d-2}{2} \bar{h} \delta \tilde{V},
$$

(62)

$$
\lambda \delta \tilde{K} = \delta \zeta_K \tilde{K} + \frac{d-2}{2} \bar{h} \delta \tilde{K},
$$

(63)

$$
\lambda \delta \tilde{P} = \delta (\zeta_P \tilde{P}) - (d-2) \delta \tilde{P} + \frac{d-2}{2} \bar{h} \delta \tilde{P},
$$

(64)

where, parametrizing also the potential as $\tilde{V} = 4c_d/b$, for which the fixed point occurs at $b = d$, the quantities $\delta \zeta_V, \delta \zeta_J, \delta \zeta_K$ and $\delta (\zeta_P \tilde{P})$ are expressed in terms of the linear fluctuations as

$$
\delta \zeta_V = -b(b \delta \tilde{V} + c_d \delta \tilde{V}''),
$$

(65)

$$
\delta \zeta_J = -c_d f^2((3-2a)\delta \tilde{K}'' + \delta \tilde{P}''),
$$

(66)

$$
\delta \zeta_K = -c_d f^2(4(1+2a)f^2 \delta \tilde{K} + \delta \tilde{K}'' + 4 \bar{f}^2 \delta \tilde{P}),
$$

(67)

$$
\delta (\zeta_P \tilde{P}) = -c_d (4a(2a-3)\bar{f}^2 \delta \tilde{K} + 4(2a-3) \bar{f}^2 \delta \tilde{P} + \delta \tilde{P}'').
$$

(68)

Inserting the above expressions into \(62,64\) gives the explicit form of the linearized equations

$$
0 = \delta \tilde{V}'' - \frac{(d-2)h}{2c_d} \delta \tilde{V}' + \frac{\lambda + b}{c_d} \delta \tilde{V},
$$

(69)

$$
0 = \delta \tilde{K}'' - \frac{(d-2)h}{2c_d} \delta \tilde{K}' + \frac{\lambda + 4c_d f^2(1+2a)}{c_d} \delta \tilde{K} + 4 \bar{f}^2 \delta \tilde{P},
$$

(70)

$$
0 = \delta \tilde{P}'' - \frac{(d-2)h}{2c_d} \delta \tilde{P}' + \frac{\lambda + d-2 - 4c_d f^2(3-2a)}{c_d} \delta \tilde{P} - 4a(3-2a) \bar{f}^2 \delta \tilde{K}.
$$

(71)

The first equation is decoupled from the last two and admits the set of solutions

$$
\delta \tilde{V}_i = i F_1(-i, 1/2, \bar{h}^2), \quad \lambda_V^i = (d-2)i - b, \quad i = 0, 1, 2, \ldots, \quad \bar{h} \equiv \sqrt{\frac{d-2}{4c_d} h}.
$$

(72)

The two equations for $\delta \tilde{K}$ and $\delta \tilde{P}$ have to be solved simultaneously. To solve them we first find the solutions to the homogeneous versions: $\delta \tilde{P} = 0$ in \(70\) and $\delta \tilde{K} = 0$ in \(71\). These equations are the same as eq.\(69\) with $\lambda$ shifted appropriately. So the solutions are

$$
\delta \tilde{P}_i^{\text{hom}} = i F_1(-i, 1/2, \bar{h}^2), \quad \lambda_P^i = (d-2)(i-1) + 4c_d f^2(3-2a), \quad i = 0, 1, 2, \ldots
$$

(73)

$$
\delta \tilde{K}_i^{\text{hom}} = i F_1(-i, 1/2, \bar{h}^2), \quad \lambda_K^i = (d-2)i - 4c_d f^2(1+2a), \quad i = 0, 1, 2, \ldots
$$

(74)

Now, the coupled system of equations \(70,71\) is solved by plugging in the ansatz $c_K \delta \tilde{K}_i^{\text{hom}}$ and $c_P \delta \tilde{P}_i^{\text{hom}}$ which leads to an algebraic eigenvalue problem for the eigenvector $(c_K, c_P)$ and eigenvalue
\[ \lambda. \text{ This is easily solved to give} \]
\[ \delta K_i^\pm = \frac{\lambda_i^K - \lambda_i^P \pm \sqrt{(\lambda_i^K - \lambda_i^P)^2 - 64c_d^2f^4a(3 - 2a)}}{8c_d f^2 a(3 - 2a)} \delta K_i^{\text{hom}}, \quad \delta \tilde{P}_i^\pm = \delta \tilde{P}_i^{\text{hom}}, \quad (75) \]
\[ \lambda_i^\pm = \frac{\lambda_i^K + \lambda_i^P \pm \sqrt{(\lambda_i^K - \lambda_i^P)^2 - 64c_d^2f^4a(3 - 2a)}}{2}, \quad i = 0, 1, 2, \ldots (76) \]

Up to now we have tried to keep the analysis as general as possible. The generic solution to the flow equations around which we have linearized describes a cylinder with a squashed sphere base whose shape is deforming through “renormalization group time” \( t \). From now on we specialize to the case \( a = 0 \) which corresponds to a cylinder (with spherical base) which is expanding or contracting, say, as we move towards the UV, depending on whether the radius is smaller or bigger than the fixed point value, as can be seen from the \( \tilde{f} \) beta function in (59). In this limit, one of the eigenperturbations in (75) preserves \( O(4) \) while the other one, in which we are interested simplifies to

\[ \delta \tilde{K}_i = -\frac{4c_d f^2}{16c_d f^2 - d + 2} \delta \tilde{K}_i^{\text{hom}}, \quad \delta \tilde{P}_i = \delta \tilde{P}_i^{\text{hom}}, \quad \lambda_i = (d - 2)(i - 1) + 12c_d f^2, \quad i = 0, 1, 2, \ldots (77) \]

From the expression for the eigenvalues (77) it is seen that when the cylinder radius \( \tilde{f}^{-1} \) is small enough, or explicitly when \( \tilde{f}^2 > (d - 2)/12c_d \), which also includes the fixed point value, the eigenvalues are all positive and therefore the perturbations are IR irrelevant, while for \( \tilde{f}^2 < (d - 2)/12c_d \) the lowest-order perturbation grows in the IR.

In this \( a = 0 \) case, the last term in (77) vanishes, so the above eigenfunction might not be the unique one and one can add to \( \delta \tilde{K}_i \) any solution of the homogeneous version of (77) with \( \lambda = \lambda_i \). Such a solution exists if \( \lambda_i = \lambda_j^K \), for some \( j \). This happens for example at the fixed point \( \tilde{f}_c^2 = (d - 2)/4c_d \) for \( j = i + 3 \), so that one can add \( \delta \tilde{K}_i^{\text{hom}} \), with arbitrary coefficient, to the solution (77). In summary, at the fixed point the eigensolutions with nonzero \( \delta \tilde{P} \) are found to be

\[ \begin{align*}
\delta \tilde{K}_i &= C_i F_1(-i - 3, 1/2, \tilde{h}^2) - \frac{1}{3} F_1(-i, 1/2, \tilde{h}^2) \quad \lambda_i = (d - 2)(i + 2), \quad i = 0, 1, 2, \ldots (78) \\
\delta \tilde{P}_i &= F_1(-i, 1/2, \tilde{h}^2)
\end{align*} \]

Finally, we would like to know if in the presence of nonzero \( O(4) \)-violating eigenperturbations \( \delta \tilde{P} \) around the fixed point we can also have nonzero eigenperturbations \( \delta \tilde{V} \) in the potential. To find out, we need to see if they can have the same eigenvalues, which means if there are \( i \) and \( j \) such that

\[ \lambda_i^P = \lambda_j^V. \]

A simple analysis shows that \( \lambda_i^P = \lambda_{i+5}^V \) in \( d = 3 \) and \( \lambda_i^P = \lambda_{i+4}^V \) in \( d = 4 \), so that one can also have an eigenperturbation in the potential, proportional to \( \delta \tilde{V}_{i+5} \) and \( \delta \tilde{V}_{i+4} \) respectively.
6 Spherical geometry

Finally, let us restrict our two functions $\bar{K}$ and $\bar{P}$ to $\bar{K} = \bar{f}^2 \sin^2(\bar{h}/\bar{f})$ and $\bar{P} = 0$, where $\bar{f}$ is a dimensionless parameter. This gives the spherical geometry for which the symmetry is enhanced to $O(5)$ when also accompanied by the choice of constant $\bar{V}$. Because of this extra symmetry the structure of the Lagrangian will be preserved and they are only the constants $\bar{f}$ and $\bar{V}$ that run under the renormalization group flow: $d\bar{f}/dt = (6c_d - (d - 2)\bar{f}^2)/2\bar{f}$, $d\bar{V}/dt = 4c_d - d\bar{V}$. The fixed point value of the sphere radius and the potential is thus given by $\bar{f}_*^2 = 6c_d/(d - 2)$, $\bar{V}_* = 4c_d/d$. We linearize the flow equations around this $O(5)$ symmetric geometry with $\bar{f}$ and $\bar{V} \equiv 4c_d/b = \text{const}$. satisfying the above flow equations. Just like the cylindrical case, this solution describes an expanding (when $\bar{f} < \bar{f}_*$) or contracting (when $\bar{f} > \bar{f}_*$) four–sphere, as we move towards the UV, ending up at the fixed point. The linearized equations are

$$\lambda \delta \bar{V} = \delta \zeta_V \bar{V},$$

$$\lambda \delta \bar{K} = \delta \zeta_K \bar{K} - \frac{1}{2} \bar{K}' \int_0^\bar{h} \delta \zeta_f(\sigma),$$

$$\lambda \delta \bar{P} = \delta (\zeta_P \bar{P}) - (d-2)\delta \bar{P}.$$  

(79)

(80)

(81)

For convenience we define $\bar{h}$ by $\bar{h} \equiv \bar{f}\bar{h}$ and the barred functions by $\delta \bar{V}(\bar{h}) = \delta \bar{V}(\bar{h})$, $\delta \bar{K}(\bar{h}) = \delta \bar{K}(\bar{h})$ and $\delta \bar{P}(\bar{h}) = \delta \bar{P}(\bar{h})$ and rewrite the above equations in terms of these new fields. A prime on a tilde function is then meant to denote derivation with respect to $\bar{h}$, while a prime on a barred function means derivation with respect to $\bar{h}$. Similarly to the flat case, the first equation above is an integro-differential equation, which we would like to bring into a pure differential form. For this purpose, as before, we divide the equation by $\bar{K}' = \bar{f} \sin(2\bar{h})$ and take the derivative of the equation with respect to $\bar{h}$ while multiplying it by $\bar{f}$ to find a differential equation in terms of $\bar{K}(\bar{h}) \equiv d(f\delta \bar{K}/\bar{K}')/d\bar{h}$, $\bar{V} \equiv \delta \bar{V}'$ and $\delta \bar{P}$

$$\lambda \bar{K} = \frac{d}{d\bar{h}} \left( \bar{f} \delta \zeta_K \frac{\bar{K}}{\bar{K}'} \right) - \frac{\bar{f}^2}{2} \delta \zeta_J = \frac{d}{d\bar{h}} \left( \bar{f}^2 \delta \zeta_K \tan \frac{\bar{h}}{2} \right) - \frac{\bar{f}^2}{2} \delta \zeta_J,$$

(82)

The quantities $\delta \zeta_V$, $\delta \zeta_J$, $\delta \zeta_K$ and $\delta (\bar{P} \zeta_P)$ are expressed in terms of the fluctuations as follows

$$\bar{f}^2 \bar{V} \delta \zeta_V = -b\bar{f}^2 \delta \bar{V} - 3c_d \cot \bar{h} \delta \bar{V}' - 3c_d \delta \bar{V}''$$

(83)

$$\bar{f}^4 c_d^{-1} \delta \zeta_J = -2 \csc^4 \bar{h} (3\delta \bar{K} + \delta \bar{P}) + 2 \cos \bar{h} \csc^3 \bar{h} (3\delta \bar{K}' + \delta \bar{P}')$$

$$- \csc^2 \bar{h} (3\delta \bar{K}'' + \delta \bar{P}'') - 12 \cot \bar{h} \delta \bar{V}'$$

(84)

$$\bar{f}^4 c_d^{-1} \delta \zeta_K = 2 \csc^4 \bar{h} (2 \cos(2\bar{h}) - 1) \delta \bar{K} - 2 \cos \bar{h} \csc^3 \bar{h} \delta \bar{K}' - \csc^2 \bar{h} \delta \bar{K}''$$

$$+ \csc^4 \bar{h} (\cos(2\bar{h}) - 3) \delta \bar{P} - \cos \bar{h} \csc^3 \bar{h} \delta \bar{P}' - 8 \cot \bar{h} \delta \bar{V}' - 4 \delta \bar{V}'$$

(85)

$$\bar{f}^2 c_d^{-1} \delta (\bar{P} \zeta_P) = 4(1 + 2 \csc^2 \bar{h}) \delta \bar{P} + \cot \bar{h} \delta \bar{P}' - \delta \bar{P}''.$$

(86)
The explicit form of the linearized equations are found by substituting the above functions $\delta \zeta$, $\delta \zeta_f$, $\delta \zeta_K$ and $\delta (\tilde{P} \zeta_P)$ into (79) and (82)

$$0 = \delta \tilde{V}'' + 3 \cot \tilde{h} \delta \tilde{V}' + (b + \lambda) \tilde{f}^2 c_d^{-1} \delta \tilde{V},$$  
(87)

$$0 = \mathcal{K}'' + (\cot \tilde{h} - 2 \tan \tilde{h}) \mathcal{K}' + (6 + \tilde{f}^2 c_d^{-1} \lambda - 4 \csc^2 \tilde{h} - 2 \sec^2 \tilde{h}) \mathcal{K}$$
$$+ 2 \tan \tilde{h} \mathcal{V}'' + (2 \sec^2 \tilde{h} + 2) \mathcal{V}' - 6 \cot \tilde{h} \mathcal{V}$$
$$+ 2(\csc^2 \tilde{h} + 1) \csc(2 \tilde{h}) \delta \tilde{P}' + 2(\sec^2 \tilde{h} - 2 \csc^2 \tilde{h}) \delta \tilde{P},$$
(88)

$$0 = \delta \tilde{P}'' - \cot \tilde{h} \delta \tilde{P}' + ((\lambda + d - 2) \tilde{f}^2 c_d^{-1} - 4(1 + 2 \csc^2 \tilde{h})) \delta \tilde{P}.$$  
(89)

In order to find the $O(4)$-breaking solutions, we first need to find the nontrivial solutions of (89). These are given by

$$\delta \tilde{P}_i = \sin \tilde{h} P_i^3(\cos \tilde{h}), \quad \lambda_i^P = c_d(i^2 + i + 4)/\tilde{f}^2 - d + 2, \quad i = 3, 4, \ldots,$$  
(90)

where the functions $P_i^m$ are the associated Legendre polynomials. Generically, these sets of solutions do not have common eigenvalues with the solutions to (87)

$$\delta \tilde{V}_i = \sin^{-1} \tilde{h} P_i^1(\cos \tilde{h}), \quad \lambda_i^V = c_d(i + 2)(i - 1)/\tilde{f}^2 - b, \quad i = 1, 2, 3, \ldots.$$  
(91)

This is true in particular at the fixed point where $\tilde{f}^2 = 6c_d/(d - 2)$, $b = d$. So when we turn on $\delta P_i$, we can no longer have an eigenperturbation in the potential. We are therefore restricted to the two equations (88) and (89) with $\delta \tilde{V} = 0$. In order to find the solution for $\mathcal{K}$ we rewrite these two equations in the compact form

$$\mathcal{L}_{KK} \mathcal{K} + \mathcal{L}_{KP} \delta \tilde{P} = \lambda \mathcal{K},$$  
(92)

$$\mathcal{L}_{PP} \delta \tilde{P} = \lambda \delta \tilde{P}.$$  
(93)

There are two set of solutions to the homogeneous equation $\mathcal{L}_{KK} \mathcal{K} = \lambda \mathcal{K}$

$$\mathcal{K}_{1,i}^{\text{hom}} = \cot \tilde{h} \csc \tilde{h} 2F_1(-i, i + \frac{1}{2}, \frac{5}{2}, \cos^2 \tilde{h}), \quad \lambda_{1,i}^K = 2c_d(2i^2 + i - 4)/\tilde{f}^2, \quad i = 2, 3, 4, \ldots,$$  
(94)

$$\mathcal{K}_{2,i}^{\text{hom}} = \csc^2(2\tilde{h}) 2F_1(-i, i - \frac{5}{2}, \frac{1}{2}, \cos^2 \tilde{h}), \quad \lambda_{2,i}^K = 2c_d(2i^2 - 5i - 1)/\tilde{f}^2, \quad i = 2, 3, 4, \ldots,$$  
(95)

and the two functions $\delta \mathcal{K}_{1,i}$ and $\delta \mathcal{K}_{2,i}$ are given in terms of these solutions by

$$\delta \mathcal{K}_{1(2),i}(\tilde{h}) = \sin(2\tilde{h}) \int_0^{\tilde{h}} d\sigma \mathcal{K}_{1(2),i}^{\text{hom}}(\sigma).$$  
(96)

The integral in $\delta \mathcal{K}_{2,i}$ must be taken with the assumption $0 < \tilde{h} < \pi/2$ and extrapolated to the whole region $0 < \tilde{h} < \pi$ afterwards. The possible constants of integration can be shown to vanish.
by the properties of the unintegrated equation (80). In order to study the $\delta P \neq 0$ case, we pick a solution $\delta P_i$, $\lambda_i^P$ to (93) given by (90) and insert it into (92)

$$\Delta \delta P_i \equiv \lambda_i^P \delta P_i.$$  \hspace{1cm} (97)

The general solution to this equation consists of a solution to the homogeneous version $L_{KK} K = \lambda_i^P K$ plus any specific solution. It can be seen generically, and in particular at the fixed point, that there are no common eigenvalues between the solutions (90) and (94,95). So any solution we find to eq.(97) is the unique one. In order to find this solution, we follow the same idea as that used in the flat case and define the operator

$$D \equiv \frac{d}{dh} \frac{1}{\sin(2h)}.$$  \hspace{1cm} (98)

Using the fact that $K = D\delta K$, eq.(97) can be re-expressed as

$$L_{KK} D \delta K + L_{KP} \delta \tilde{P}_i = \lambda_i^P D \delta K.$$  \hspace{1cm} (99)

The following operator identity can be easily verified

$$L_{KK} D - D L_{PP} = 3L_{KP} - \alpha D, \hspace{1cm} \alpha \equiv \frac{6c_d}{f^2} - d + 2.$$  \hspace{1cm} (100)

Using this identity we can rewrite eq.(99) as

$$D(L_{PP} - \lambda_i^P - \alpha) \delta K + L_{KP} (3 \delta K + \delta \tilde{P}_i) = 0.$$  \hspace{1cm} (101)

Let us first restrict ourselves to perturbations around the fixed point where $\alpha = 0$. In this case the above equation suggests choosing $\delta K$ to be proportional to $\delta \tilde{P}_i$ to make the first term vanish, and choosing the proportionality factor to be $-1/3$ to make the second term vanish. So the unique solution is $\delta K_i = -\delta \tilde{P}_i/3$. In summary, at the fixed point, the eigensolutions with $\delta \tilde{P} \neq 0$ are

$$\delta \tilde{P}_i = \sin \tilde{h} P_i^3(\cos \tilde{h}), \hspace{0.5cm} \delta K_i = -\frac{1}{3} \sin \tilde{h} P_i^3(\cos \tilde{h}) \hspace{0.5cm} \lambda_i = \frac{1}{6} (d - 2)(i^2 + i - 2), \hspace{0.5cm} i = 3, 4, 5, \ldots$$  \hspace{1cm} (102)

The eigenvalues are all found to be positive. This means that the perturbations are all irrelevant in the IR. So although these perturbations break the $O(5)$ symmetry down to $SU(2)_L \times U(1)_Y$, in the IR $O(5)$ symmetry is restored. The $O(4)$-violating deformations start with a quartic term $\delta \tilde{P}_i = O(\tilde{h}^4)$, so they can be written as a Taylor series in $H^\dagger H$ times the operator $|H^\dagger \partial_\mu H|^2$.

It might be worth mentioning that, as pointed out earlier, when restricting to the spherical geometry, the fixed point is UV attractive. The corresponding UV irrelevant eigenfunction around the fixed point is found by an infinitesimal deformation of the sphere radius in $\tilde{f}^2 \sin^2(\tilde{h}/\tilde{f})$. This actually
corresponds to the lowest-order deformation in the $O(4)$-preserving eigensolutions \([94, 95]\), namely $K = K_{2,2}^{\text{hom}}$ and $\lambda = \lambda_{2,2}^K = -6c_d/f_*^2 = 2 - d$ in agreement with the result of \([17]\).

Away from the fixed point where $\alpha \neq 0$, we expect $\delta K_i$ to receive corrections proportional to $\alpha$. The eigenvalues are given by \([90]\) which, when written in terms of $\alpha$ and the eigenvalues in \([102]\), are expressed as $\lambda_i + \alpha(i^2 + i + 4)/6$. In order to construct the eigenfunctions, we find it more convenient to go back to the original equation \([97]\) and expand $L_{K\dot{P}}$ in the basis of the eigenfunctions \([94]\) or \([95]\) depending on whether $i$ is even or odd, and accordingly choose the appropriate ansatz for $K$. The situation is summarized as follows

$$L_{KK} K_{2i} + L_{K\dot{P}} \delta \bar{P}_{2i} = \lambda_{2i}^K K_{2i}, \quad L_{K\dot{P}} \delta \bar{P}_{2i} = \sum_{n=2}^{i} \gamma_{2i}^n K_{1,n}^{\text{hom}} K_{2i} = \sum_{n=2}^{i} \beta_{2i}^n K_{1,n}^{\text{hom}} \gamma_{2i}^n K_{1,n}^{\text{hom}}, \quad \gamma_{2i}^n K_{1,n}^{\text{hom}}, \quad \gamma_{2i}^n K_{1,n}^{\text{hom}}, \quad \gamma_{2i}^n K_{1,n}^{\text{hom}},$$

\(103\)

$$L_{KK} K_{2i+1} + L_{K\dot{P}} \delta \bar{P}_{2i+1} = \lambda_{2i+1}^K K_{2i+1}, \quad L_{K\dot{P}} \delta \bar{P}_{2i+1} = \sum_{n=2}^{i+2} \gamma_{2i+1}^n K_{2,n}^{\text{hom}} K_{2i+1} = \sum_{n=2}^{i+2} \beta_{2i+1}^n K_{2,n}^{\text{hom}} \gamma_{2i+1}^n K_{2,n}^{\text{hom}} \gamma_{2i+1}^n K_{2,n}^{\text{hom}},$$

\(104\)

We report here the $\gamma_i^n$ coefficients for the first few lowest-order perturbations

$$f^2 c_d^{-1} L_{K\dot{P}} \delta \bar{P}_3 = 96K_{2,2}^{\text{hom}} + 24K_{2,3}^{\text{hom}},$$

$$f^2 c_d^{-1} L_{K\dot{P}} \delta \bar{P}_4 = 315K_{1,2}^{\text{hom}},$$

$$f^2 c_d^{-1} L_{K\dot{P}} \delta \bar{P}_5 = 204K_{2,2}^{\text{hom}} - 504K_{2,3}^{\text{hom}} - 120K_{2,4}^{\text{hom}},$$

$$f^2 c_d^{-1} L_{K\dot{P}} \delta \bar{P}_6 = -4410K_{1,2}^{\text{hom}} - 3937.5K_{1,3}^{\text{hom}}, \quad \ldots$$

\(105\)

Having computed the coefficients $\gamma_{2i}^n$ and $\gamma_{2i+1}^n$, equations \(103\) \(104\) turn into algebraic equations to be solved for $\beta_{2i}^n$ or $\beta_{2i+1}^n$. The solutions are $\beta_{2i}^n = \gamma_{2i}^n / (\lambda_{2i}^K - \lambda_{1,n}^K)$ and $\beta_{2i+1}^n = \gamma_{2i+1}^n / (\lambda_{2i+1}^K - \lambda_{2,n}^K)$.

Finally one has to use the equations \(99\) to find the corresponding $\delta K_{2i}$ and $\delta K_{2i+1}$. The eigenvalue expressions \(90\) imply that if the sphere radius $\bar{f}$ is small enough, $\bar{f}^2 < 16c_d/(d - 2)$, which includes the fixed radius $\bar{f}^2 = 6c_d/(d - 2)$ as well, then the $O(4)$-violating deformations are IR stable, while for larger values of the radius the first few lowest-order modes turn unstable. The larger the radius, the more the number of eigenperturbations which turn unstable in the IR.

### 7 Summary

We have used a geometric approach to study the one-loop renormalization group evolution of an electroweak invariant four-scalar theory, where the symmetry is nonlinearly realized. Flow equations for three independent functions were found which incorporate the renormalization group running of infinitely many couplings parametrizing the theory. These flow equations were used to study the stability of flat, cylindrical and spherical geometries under $O(4)$-violating perturbations and exact analytic expressions for the spectrum and the corresponding eigenperturbations were found.
The flat geometry is a fixed point of the flow equations which is, as expected, IR stable against electroweak invariant deformations which break $O(4)$ symmetry. The cylindrical and spherical geometries are preserved under the renormalization group flow with only a running radius, which is attracted to a fixed point in the UV. For small enough values of the radius, including the fixed point value, the two geometries are IR stable under $O(4)$-violating deformations. In other words, if we start with a cylindrical or spherical geometry and slightly deform the geometry in a direction that breaks $O(4)$ symmetry, the deformations will damp down as we move towards the IR, the symmetries will be restored, and the flow will continue with an evolving radius.

Although the analyses are performed at the one-loop level, the computational approach we have taken is adapted to the use of functional renormalization group methods which might be used to go beyond perturbation theory. This work therefore lays the basis for future investigations regarding more realistic versions with gauge and fermionic degrees of freedom as well as their nonperturbative studies.
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**A Details on the target space geometry**

The Christoffel symbols corresponding to the metric $G_{ij}$ are

\[
\begin{align*}
\Gamma^0_{00} &= \frac{J'}{2J} \\
\Gamma^0_{0\alpha} &= 0 \\
\Gamma^0_{\alpha\beta} &= \frac{-K'}{2J} g_{\alpha\beta} \\
\Gamma^\alpha_{0\beta} &= \frac{K'\delta^\alpha_0}{2K} \\
\Gamma^\alpha_{\beta\gamma} &= \left(\Gamma^g_{\alpha\beta}\right)_\gamma \\
\Gamma^\delta_{\alpha\beta} &= \left(\Gamma^g_{\delta}\right)_{\alpha\beta},
\end{align*}
\] (106)

where $\Gamma^g$ denotes the Christoffel symbol for the metric $g_{\alpha\beta}$. Also the quantities $\delta \Gamma^k_{ij} = \tilde{\Gamma}^k_{ij} - \Gamma^k_{ij}$, defined as the difference between the Christoffel symbols for $\tilde{G}_{ij}$ and $G_{ij}$, are given by

\[
\begin{align*}
\delta \Gamma^0_{ij} &= -\frac{P'}{2J} L^3_i L^3_j, \\
\delta \Gamma^\gamma_{i0} &= \frac{K' \left(PK^{-1}\right)'}{2K' \left(K + P\right)} L^3_\gamma L^3_i, \\
\delta \Gamma^\gamma_{0\beta} &= -\frac{P}{K^2} \nabla^\gamma (L^3_\alpha L^3_\beta),
\end{align*}
\] (107)

where $\nabla_i$ is the covariant derivative compatible with the metric $G_{ij}$ and by definition $L^0_i = L^0_0 = 0$. Recall that the indices on $L^\gamma_i$ are raised and lowered with $g_{\alpha\beta}$. We have also defined

\[
L^i_j \equiv L^i_j, \quad L^i_i \equiv G_{ij} L^j_i, \quad \text{with } I = 1, 2, 3 \text{ denoting the label of the vector fields.}
\] (108)

with $I = 1, 2, 3$ denoting the label of the vector fields. The quantities $L^\gamma_i$, being left invariant vector fields on $SU(2)$, are Killing vectors of $g_{\alpha\beta} = L^\gamma_\alpha L^\gamma_\beta$. At different stages of the computations we have
also made use of the fact that \( L^I_i \) are Killing vectors of \( G_{ij} \). This can be seen perhaps most easily by direct computation as follows: Using the Christoffel symbols (106) and the definition (108), one obtains for the \( i, j = \alpha, \beta \) components of the tensor \( \nabla_i L^I_j \)

\[
\nabla_i L^I_j = K(\partial_\alpha L_\beta - (\Gamma^\delta_{\alpha\beta})_\delta L^I_\delta) = K \nabla^I_\alpha L^I_\beta, \tag{109}
\]

where \( \nabla^I_\alpha \) is the covariant derivative compatible with \( g_{\alpha\beta} \). The antisymmetric property of \( \nabla^I_\alpha L^I_\beta \) then follows from that of \( \nabla^I_\alpha L^I_\beta \). Also the \( 0, \alpha \) and \( \alpha, 0 \) components of \( \nabla_i L_j \) become

\[
\nabla_0 L^I_\alpha = \frac{K^I}{2} L^I_\alpha, \quad \nabla_\alpha L^I_0 = -\frac{K^I}{2} L^I_\alpha, \tag{110}
\]

which sum up to zero. Finally, the \( \nabla_0 L^I_0 \) component vanishes because \( \Gamma^0_{00} = 0 \). This proves the claim. The expressions (107) are found using the formula

\[
\delta R^{k}_{ij} = \frac{1}{2} \tilde{G}^{km} (\nabla_i \delta G_{mj} + \nabla_j \delta G_{mi} - \nabla_m \delta G_{ij}), \quad \tilde{G}^{ij} = G^{ij} - \frac{P}{K(K + P)} L^I_i L^I_j, \tag{111}
\]

and the Killing property of \( L^I_i \), where \( \tilde{G}^{ij} \) is the inverse of \( \tilde{G}_{ij} \) and \( \delta G_{ij} = \tilde{G}_{ij} - G_{ij} \). Another useful identity which is used in the computations is

\[
\nabla_\alpha L^I_\beta \nabla^I_\gamma L^I_\rho = K (g_{\alpha\beta} - L^3_\alpha L^3_\beta), \tag{112}
\]

where, again, in its derivation, the fact that \( L^I_i \) is a Killing vector is used. Recall also that the index \( \rho \) runs over 1, 2 and 3. With the aid of the Riemann tensor for the \( O(4) \) invariant metric, reported in [2], and the following formula for the difference between the Riemann tensors of \( \tilde{G}_{ij} \) and \( G_{ij} \)

\[
\delta R^{k}_{ij} = 2\nabla_{[i} \delta \Gamma^{k}_{j]} + 2\delta \Gamma^{k}_{[i|m} \delta \Gamma^{m}_{j]}, \quad \tilde{R}^{k}_{ij} = R^{k}_{ij} + \delta R^{k}_{ij}, \tag{113}
\]

and using the expressions for the Christoffel symbols (106) and (107), the identity (112) and the Killing properties of \( L^I_i \), one can obtain, with some patience, the following relations regarding the Riemann tensor of (13)

\[
\tilde{R}_{0\alpha0\beta} = \left[ \frac{K^\prime}{4K} - \frac{K^\prime}{2} + \frac{K^\prime J^\prime}{4J} \right] g_{\alpha\beta} + \left[ \frac{(K + P)^2}{4(K + P)} - \frac{K^\prime}{2} + \frac{P^\prime J^\prime}{4J} \right] L^3_\alpha L^3_\beta, \tag{114}
\]

\[
\tilde{R}_{\alpha\gamma\beta\delta} L^3_\alpha L^3_\beta = \left[ \frac{(K + P)^2}{4K} - \frac{K + P}{4J} \right] (g_{\alpha\beta} - L^3_\alpha L^3_\beta), \tag{115}
\]

\[
\tilde{R}_{\alpha\gamma\beta\delta} (L^I_1 L^I_1 + L^I_2 L^I_2) = \left[ \frac{4KJ - K^\prime}{4J} - 3P \right] g_{\alpha\beta} + \left[ \frac{4KJ - K^\prime}{4J} + 7P + \frac{2P^2}{K} - \frac{K^\prime J^\prime}{2J} \right] L^3_\alpha L^3_\beta, \tag{116}
\]

\[\text{20}\]
which are used to find the numerators in (127). The nonzero components of the Ricci tensor are
then easily obtained from the three identities above
\[
\begin{align*}
\tilde{R}_{00} & = \frac{K'^2}{2K} - \frac{K''}{K} + \frac{K'J'}{2KJ} + \frac{(K + P')^2}{4(K + P)} - \frac{(K + P)''}{2(K + P)} + \frac{(K + P')J'}{4(K + P)J}, \\
\tilde{R}_{\alpha\beta} & = \left[ 2 - \frac{2P}{K} - \frac{K''}{2J} + \frac{K'J'}{4J^2} - \frac{K'(K + P)'}{4J(K + P)} \right] g_{\alpha\beta} \\
& + \left[ \frac{6P}{K} + \frac{2P^2}{K^2} - \frac{P''}{2J} + \frac{P'J'}{4J^2} - \frac{PK'(K + P)'}{2KJ(K + P)} + \frac{P'(K + P)'}{4J(K + P)} \right] L_\alpha^3 L_\beta^3.
\end{align*}
\]

\section*{B Calculation of beta functionals}

In order to compute the terms in the expansion (21), we use the general formula for the trace of a
d function $W(\Delta)$ of a Laplace-type operator $\Delta$
\[
\text{Tr}[W(\Delta)] = \frac{1}{(4\pi)^{d/2}} \sum_{n=0}^{\infty} B_{2n}(\Delta) Q_{\frac{d}{2} - n}(W).
\]
(119)

The factors $B_{2n}$ are the coefficients which appear in the heat kernel expansion
\[
\text{Tr} \left( e^{-s\Delta} \right) = \frac{1}{(4\pi)^{d/2}} \sum_{n=0}^{\infty} B_{2n}(\Delta) s^{-\frac{d}{2} + n},
\]
(120)
and the $Q$-functionals, for non-negative integer $n$, are given by the Mellin transform of $W$
\[
Q_n(W) = \frac{1}{\Gamma(n)} \int_0^\infty dz \, z^{n-1} W(z).
\]
(121)

For convenience the optimized cutoff $R_k(z) = (k^2 - z) \theta(k^2 - z)$ of [22] has been used in the
computations, which results in the following simple expression for the $Q$-functionals
\[
Q_n \left[ \tilde{R}_k \right] \left( \frac{1}{p_k + q} \right) = \frac{2k^{2(n-l+1)}}{\Gamma(n + 1)(1 + q)^{l}}, \quad q = k^2 \tilde{q}.
\]
(122)

where $q$ is an arbitrary function and $\tilde{q}$ its dimensionless version. What we need is essentially the
$n = 0$ term in the sum (119)
\[
\frac{1}{(4\pi)^{d/2}} B_0(\Delta) Q_{\frac{d}{2}}(W) = \frac{1}{(4\pi)^{d/2}} \int d^d x \, \text{Tr} \, Q_{\frac{d}{2}}(W),
\]
(123)
which we have denoted by $\text{Tr}_0[W(\Delta)]$ in eqs. (125-127) below. For more details on trace techniques
refer to the appendix of [22]. We now have all the ingredients to compute the beta functionals of
$V(\rho)$, $J(\rho)$, $K(\rho)$ and $P(\rho)$ The contribution to the flow of the potential comes from the zero-order
term in the expansion (21) which is (one half) the trace of the operator
\[
(p^{-1} \tilde{R}_k) = \frac{\tilde{R}_k \delta^0_0}{p_k + V''/J - V'J'/2J^2} + \frac{\tilde{R}_k \left( L_1^i L_1^j + L_2^i L_3^j \right)}{p_k + V'K'/2KJ} + \frac{\tilde{R}_k L_3^i L_3^j}{p_k + V'(K + P)'/2(K + P)J}.
\]
(124)
In fact it is the $B_0$ term in the trace of the above expression which gives the beta functional of the potential

$$\frac{1}{2} \text{Tr}_0[P^{-1}\hat{R}_k] = c_d k^d \int d^dx \left[ \frac{1}{1 + V''} + \frac{2}{1 + V'K'/2K} + \frac{1}{1 + V(K + P)/2(K + P)} \right],$$

(125)

where the result is presented in terms of the tilde functions defined in sec. (3). The first-order term in the expansion (21) contributes to the running of $J(\rho)$, $K(\rho)$ and $P(\rho)$. To find it, we need the operator

$$\begin{align*}
(\hat{M} P^{-1} \hat{R}_k P^{-1})_i^j &= \frac{\hat{R}_k \hat{M}_{im}(\delta^m_k \delta^i_j)}{J(P_k + V''/J - V'J'/2J^2)^2} + \frac{\hat{R}_k \hat{M}_{im}(L^m_1 L^j_i + L^m_2 L^j_3)}{K(P_k + V'K'/2KJ)^2} \\
&+ \frac{\hat{R}_k \hat{M}_{im}L^m_3 L^j_3}{(K + P)(P_k + V'(K + P)'/2(K + P))}.
\end{align*}

(126)

Taking (one half the $B_0$ term of) the trace, one obtains

$$\begin{align*}
\frac{1}{2} \text{Tr}_0[P^{-1} \hat{M} P^{-1} \hat{R}_k] = c_d k^{d-2} \int d^dx \left[ \frac{J^{-1} \hat{M}_{00}}{(1 + V'')^2} + \frac{K^{-1} \hat{M}_{ij}(L^i_1 L^j_1 + L^i_2 L^j_2)}{(1 + V'K'/2K)^2} \\
+ \frac{(K + P)^{-1} \hat{M}_{ij}L^i_3 L^j_3}{(1 + V'(K + P)'/2(K + P))^2} \right].
\end{align*}

(127)

The three numerators in (127) are found using the expressions (114-116) for the Riemann tensor

$$\begin{align*}
\hat{M}_{00} &= \left[ \frac{K'^2}{4K} - \frac{K''}{2} + \frac{K'J'}{4J} \right] \partial^\mu \varphi^\alpha \partial_\mu \varphi^\beta \beta_{\alpha\beta} \\
- \left[ \frac{K'^2}{4K} - \frac{(K + P)/2}{4(K + P)} + \frac{P'' - P'J'}{4J} \right] \partial^\mu \varphi^\alpha \partial_\mu \varphi^\beta L^3_3 L^3_3,
\end{align*}

(128)

$$\begin{align*}
\hat{M}_{\alpha\beta}L^\alpha_3 L^\beta_3 &= \left[ \frac{(K + P)^2}{K} - \frac{(K + P)'K'}{4J} \right] \partial_\mu \varphi^\rho \partial^\mu \varphi^\sigma (g_{\sigma\rho} - L^3_3 L^3_3) \\
+ \left[ \frac{(K + P)^2}{4(K + P)} - \frac{(K + P)'J'}{2} + \frac{(K + P)'J'}{4J} \right] \partial_\mu \varphi^0 \partial^\mu \varphi^0,
\end{align*}

(129)

$$\begin{align*}
\hat{M}_{\alpha\beta}(L^\alpha_1 L^\beta_1 + L^\alpha_2 L^\beta_2) &= \left[ \frac{K'^2}{2K} - \frac{K''}{2J} + \frac{K'J'}{2J} \right] \partial_\mu \varphi^0 \partial^\mu \varphi^0 + \left[ \frac{4KJ - K'^2}{4J} - 3P \right] \partial_\mu \varphi^\rho \partial^\mu \varphi^\sigma g_{\sigma\rho} \\
+ \left[ \frac{4KJ - K'^2}{4J} - \frac{K'P'}{2J} + 7P + \frac{2P^2}{K} \right] \partial_\mu \varphi^\rho \partial^\mu \varphi^\sigma L^3_3 L^3_3.
\end{align*}

(130)

Extracting the coefficients of $\partial_\mu \varphi^0 \partial^\mu \varphi^0$, $\partial_\mu \varphi^\alpha \partial^\mu \varphi^\beta g_{\alpha\beta}$ and $\partial_\mu \varphi^\alpha \partial^\mu \varphi^\beta L^3_3 L^3_3$ in (127), we find the beta functionals of $J(\rho)$, $K(\rho)$ and $P(\rho)$, respectively. The corresponding zeta functionals are reported in sec. (3).
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