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Abstract—Recently, a number of counter examples have surfaced where Linear Parameter-Varying (LPV) control synthesis applied to achieve asymptotic output tracking and disturbance rejection for a nonlinear system, fails to achieve the desired asymptotic tracking and rejection behavior even when the scheduling variations remain in the bounded region considered during design. It has been observed that the controlled system may exhibit an oscillatory motion around the equilibrium point in the presence of a bounded constant input disturbance even if integral action is present. This work aims at investigating how and why the baseline Lyapunov stability notion, currently widely used in the LPV framework, fails to guarantee the desired system behavior. Specifically, it is shown why the quadratic Lyapunov concept is insufficient to always guarantee asymptotic stability under reference tracking and disturbance rejection scenarios, and why an equilibrium independent stability notion is required for LPV stability analysis and synthesis of controllers. The introduced concepts and the apparent pitfalls are demonstrated via a simulation example.

I. INTRODUCTION

The ever-growing performance demands of today’s industry, have resulted in increased system complexity requiring tools beyond the Linear Time-Invariant (LTI) framework. As a consequence, several Nonlinear (NL) modeling and control methods have been developed [1]–[3]. One of the drawbacks of these NL methods is that they often lack the systematic controller design procedures and performance shaping approaches of the LTI framework. As an alternative, varying concepts using linear proxy models have appeared and have extended the systematic analysis and synthesis tools of the LTI framework. Among these, the Linear Parameter-Varying (LPV) framework has become a popular approach [4]. LPV models are capable of describing NL behavior in terms of a linear dynamical relation whose mathematical description depends on a measurable, time-varying parameter, the so-called scheduling-variable \( \rho \). Assuming that \( \rho \) is independent of the output, input, and/or state signals [4] provides a linear varying representation of the NL system, but this conceptual disconnection of \( \rho \) introduces conservatism. This means that trajectories of the reformulated system form a behavior \( \mathcal{B}' \) which contains \( \mathcal{B} \) (see Fig. 1.c). Hence, any controller that realizes a desired operation on \( \mathcal{B}' \) for all possible trajectories of \( \rho \), will also achieve the same objective if applied on \( \mathcal{B} \).

In this process, \( \rho \) becomes a function of the output, input, and/or state signals [4], which means that the “remaining” signal relations are linear. This leads to the notion of \( \mathcal{B}' \) solution set of \( \rho \) and \( \mathcal{B}' \) solution set of the LPV model over \( \rho \). Disconnected, then the “remaining” signal relations are linear. In this process, \( \rho \) becomes a function of the output, input, and/or state of the original system representation through a so-called scheduling map \( \mu \). Assuming that \( \rho \) is independent of the output, input, and/or state signals [4] provides a linear varying representation of the NL system, but this conceptual disconnection of \( \rho \) introduces conservatism. This means that the trajectories of the reformulated system form a behavior \( \mathcal{B}' \) which contains \( \mathcal{B} \) (see Fig. 1.c). Hence, any controller that realizes a desired operation on \( \mathcal{B}' \) for all possible trajectories of \( \rho \), will also achieve the same objective if applied on \( \mathcal{B} \).

Recently, in [8], [9], it has been shown by counterexamples that the notion of \( \mathcal{B}' \) stability is not sufficient to guarantee asymptotic output tracking and disturbance rejection for NL systems using LPV control methods. In simulation studies, it has been shown that the controlled system can exhibit oscillatory motion around an equilibrium point, defined by a reference signal, in the presence of a bounded constant input disturbance, even if integral action is present in the control loop. In fact, such a problem may occur with other linear proxy model based frameworks building on the extension of the LTI framework. Despite of the remedies that have been proposed in [8], [9], no further analysis has been given why using \( \mathcal{B}' \) stability for NL systems, while for LTI systems no such problems exist. The main contribution of this work is providing an analysis of this question from a nonlinear (Lyapunov) stability point of view. It is shown that the necessary conditions for asymptotic stability guarantees
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![Fig. 1: LPV embedding of an NL system and the resulting behaviors: \( \mathcal{B} \): solution set of \( G \); and \( \mathcal{B}' \): solution set of the LPV model over \( \rho \).](image-url)
for LPV representations with scheduling signals dependent on the output/input or state signals associated with the NL system do not ensure the same guarantees for the represented NL system for equilibrium points other than zero. Thus, naively using the usual $L_2$-gain LPV control methods to ensure stability and performance for an NL system for reference tracking and/or disturbance rejection could result in unexpected performance of the closed-loop system.

The paper is structured as follows. In Section II, the problem setting is described and an example is given illustrating the problem. Section III describes the current stability analysis of LPV models and gives conditions when the current stability analysis results do hold and when they fail in their full extent for the underlying NL system. In Section IV the results of Section III are demonstrated on an example system. Finally, in Section V conclusions on the provided results are given.

Notation: The notation $A > 0$ ($A \geq 0$) indicates that $A$ is positive (semi-)definite, while $A < 0$ ($A \leq 0$) indicates negative (semi-)definite. The set of $n \times n$ symmetric matrices is denoted by $S^n$. $|| \cdot ||$ is an arbitrary norm over $\mathbb{R}^n$. The notation $\text{col}([x_1, \ldots, x_n])$, denotes the column vector $[x_1^T \cdots x_n^T]^T$.

II. PROBLEM SETTING

A. LPV embedding of NL systems

Consider the NL dynamical system described by

\[
\begin{align*}
\dot{x}(t) &= f(x(t), w(t), u(t)); \\
\dot{z}(t) &= h_z(x(t), w(t), u(t)); \\
y(t) &= h_x(x(t), w(t));
\end{align*}
\]

where $x(t) \in \mathbb{R}^{n_x}$ is the state, $u(t) \in \mathbb{R}^{n_u}$ is the control input, $y(t) \in \mathbb{R}^{n_y}$ is the measured output, $z(t) \in \mathbb{R}^{n_z}$ is the performance variable, $w(t) \in \mathbb{R}^{n_w}$ is the disturbance and $t \in \mathbb{R}$ is time. The functions $f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_x}$, 
$h_z : \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_z}$ and $h_x : \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \rightarrow \mathbb{R}^{n_y}$, are assumed to be Lipschitz continuous.

This study focuses on analyzing the case when an NL controller for (1) is designed/analyzed using the LPV framework such that stability and performance guarantees are ensured with respect to the closed-loop behavior $w \rightarrow z$ in order to achieve asymptotic output tracking and disturbance rejection. An LPV model is commonly described by

\[
\begin{align*}
\dot{x}(t) &= A_x(\rho(t))x(t) + B_x(\rho(t))w(t) + B_u(\rho(t))u(t); \\
\dot{z}(t) &= C_x(\rho(t))z(t) + D_{xz}(\rho(t))w(t) + D_{zu}(\rho(t))u(t); \\
y(t) &= C_x(\rho(t))x(t) + D_{yx}(\rho(t))w(t);
\end{align*}
\]

where $\rho(t) \in \mathbb{R}^{n_\rho}$ is the scheduling-variable. As explained in Section II following the concept of differential inclusions, an NL system (1), under appropriate assumptions, can be represented in terms of an “equivalent” LPV model (2), by appropriately introducing $\rho$, which is a function of the state, output and input variables (or their subset) through a scheduling map $\mu : \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_\rho}$, such that $\rho(t) = \mu(x(t), w(t), u(t), y(t))$. Moreover, it is assumed that $\rho(t)$ is confined to a compact convex set $\mathcal{P} \subset \mathbb{R}^{n_\rho}$, such that $\rho(t) \in \mathcal{P}$. Hence, the embedding of the solution set of (1) is constructed on the compact sets $\mathcal{X}$, $\mathcal{W}$, $\mathcal{U}$ and $\mathcal{Y}$, where $x(t) \in \mathcal{X}$, $w(t) \in \mathcal{W}$, $u(t) \in \mathcal{U}$ and $y(t) \in \mathcal{Y}$, such that $\mu(\mathcal{X}, \mathcal{W}, \mathcal{U}, \mathcal{Y}) \subset \mathcal{P}$ for all $\mathcal{X}, \mathcal{W}, \mathcal{U}, \mathcal{Y} \subset \mathbb{R}^n$. For simplicity, our analysis will consider two cases: when $\mu : \mathcal{X} \rightarrow \mathcal{P}$, i.e. $\rho(t) = \mu(x(t))$, which we will call the “dependent” scheduling-variable case and when $\mu : \mathcal{W} \rightarrow \mathcal{P}$, i.e. $\rho(t) = \mu(w(t))$, and hence $\rho$ depends on an external independent signal, which we will call the “independent” case. See [4], [10], [11] for several procedures to embed the dynamics of NL systems in an LPV model. Based on the LPV model (2), which serves as a proxy description of the NL system (1), a controller is synthesized such that the interconnection of controller and the LPV model is asymptotically stable and the desired performance criteria on the performance channel from $w \rightarrow z$ are ensured for all $\rho(t) \in \mathcal{P}$. Powerful methods and performance shaping techniques exist to synthesize LPV controllers via convex optimization, see [12]–[15]. In this case, a dynamic output feedback controller is considered of the form

\[
\begin{align*}
\dot{x}_e(t) &= A_c(\rho(t))x_e(t) + B_c(\rho(t))u_c(t); \\
y_c(t) &= C_c(\rho(t))x_e(t) + D_c(\rho(t))u_c(t);
\end{align*}
\]

where $x_e(t) \in \mathcal{R}^{n_{\rho_c}}$ is the state, $u_c(t) \in \mathcal{R}^{n_{u_c}}$ the input and $y_c(t) \in \mathcal{R}^{n_{y_c}}$ the output of the controller, respectively. The controlled LPV system, defined by interconnecting the LPV controller (3) with (2), by taking $u(t) \equiv y_c(t)$, admits the following description

\[
\begin{align*}
\dot{\xi}(t) &= A(\rho(t))\xi(t) + B(\rho(t))w(t); \\
z(t) &= C(\rho(t))\xi(t) + D(\rho(t))w(t);
\end{align*}
\]

where $\xi(t) = \text{col}(x_e(t), x_c(t)) \in \mathcal{X} \subseteq \mathcal{R}^{n_{\rho_c}}$.

The closed-loop system (4) is in fact a proxy description of the NL closed-loop system given by the interconnection of the NL system (1) and LPV controller (3) with the accompanying scheduling map $\mu$. The NL closed-loop system is then obtained by substituting the scheduling map back in (4) resulting, for the dependent case, in

\[
\begin{align*}
\dot{\xi}(t) &= A(\mu(x(t)))\xi(t) + B(\mu(x(t)))w(t); \\
z(t) &= C(\mu(x(t)))\xi(t) + D(\mu(x(t)))w(t).
\end{align*}
\]

Through the LPV embedding (4) of the NL system (5), convex tools can be used to synthesize the (LPV) controller and guarantee stability of the NL closed-loop system.

The LPV framework had tremendous success in aerospace engineering and the automotive industry with several impactful applications, see [7]. However, it has been observed recently in [8] that, when applying this procedure to guarantee reference tracking and disturbance rejection, the resulting closed-loop system can exhibit oscillations around the state equilibrium point in the presence of bounded input disturbances $w$ even though asymptotic stability is guaranteed during synthesis, $\rho(t) = \mu(x(t))$ resides in the set $\mathcal{P}$, and integral action is present. Hence, the question arises why the LPV controller is unable to achieve asymptotic reference tracking and disturbance rejection when interconnected to the NL system. We will first demonstrate this phenomenon
by means of a simple example.

B. When the implied stability guarantee fails

1) Control scenario: Consider the following NL system
\[
\dot{x}(t) = -x(t) - x^3(t) + u(t); \\
y(t) = x(t);
\]
with \(x(t), u(t), y(t) \in \mathbb{R}\). We aim to design an LPV controller in order to achieve reference tracking and disturbance rejection for this system. A possible closed-loop interconnection to achieve this objective is depicted in Fig. 2. We define the generalized disturbance \(w = \text{col}(r, d)\), where \(r\) is the reference and \(d\) the input disturbance, and the generalized performance \(z = e\), where \(e = r - y\) is the tracking error.

In order to design an LPV controller for our plant and analyze the corresponding closed-loop interconnection, the plant (6) is embedded in an LPV model. A possible LPV embedding for (6) is
\[
\dot{x}(t) = -(1 + \rho(t))x(t) + u(t); \\
y(t) = x(t);
\]
where \(\rho(t) \in \mathbb{P}\) is the scheduling-variable and (we assume) \(\mathbb{P} = [0, 9]\). The corresponding scheduling map \(\mu\) is given by \(\rho(t) = \mu(x(t)) = x^3(t) = y^2(t)\).

In order to achieve our control objectives, we consider a PI-like LPV controller, given by
\[
\dot{x}_c(t) = u_c(t); \\
y_c(t) = (k_{11} + k_{12}\rho(t))x_c(t) + k_{21}u_c(t); \\
\]
where \(k_{11}, k_{12}, k_{21} \in \mathbb{R}\) are parameters of the controller with \(x_c(t), u_c(t), y_c(t) \in \mathbb{R}\). For the (numerical) analysis to follow, the controller parameters are assumed to have the values: \(k_{11} = 5, k_{12} = 2\) and \(k_{21} = 1\). These controller parameters were chosen to demonstrate the stability issues.

The interconnection of (7) and (8), as depicted in Fig. 2, results in an LPV model of the form (4) given by
\[
\dot{x}(t) = -(1 + k_{21} + \rho(t))x(t) + (k_{11} + k_{12}\rho(t))x_c(t) + k_{21}u_c(t); \\
\dot{x}_c(t) = -x(t) + r(t); \\
e(t) = -x(t) + r(t).
\]
By substituting the scheduling map into (9), the corresponding NL closed-loop interconnection is
\[
\dot{x}(t) = -(1 + k_{21})x(t) - x^3(t) + (k_{11} + k_{12}x^2(t))x_c(t) + k_{21}u_c(t); \\
\dot{x}_c(t) = -x(t) + r(t); \\
e(t) = -x(t) + r(t);
\]
which is a model of the form (5).

2) \(L_2\)-gain analysis via the LPV concept: The LPV framework allows for the calculation of an upper bound on the \(L_2\)-gain of (10), by considering (9) and assuming \(\rho \in \mathbb{P}\). Before computing the \(L_2\)-gain, we connect weighting filters to the inputs and output of the interconnection (9) in order to incorporate the desired performance specification into our test. To \(r\), we connect the weighting filter \(W_r = 1.5\) (expected magnitude of the reference), to \(d\) we connect \(W_d = 8\) (expected magnitude of the disturbance) and to \(e\) we connect \(W_e = \frac{0.14(s+1)}{s+10}\) (sensitivity shaping for integral action and 20% max overshoot).

Computing the \(L_2\)-gain of (9) with the weighting filters connected using the LPVTools Toolbox in MATLAB [16] results in a \(L_2\)-gain of 0.98. Hence, we can conclude, as long as \(\mu(x(t)) \in \mathbb{P}\), that (10) is \(L_2\)-gain stable and should adhere to the performance specifications defined by the weighting filters. In order to get a sense of the performance of the closed-loop interconnection, the Bode magnitude plot of the sensitivity (i.e. from \(r\) to \(e\)) and process sensitivity (i.e. from \(d\) to \(e\)) against frequency for a number of frozen values of the scheduling-variable (in \(\mathbb{P}\)) is given in Fig. 3.

Based on the discussed embedding principle and as both the sensitivity and process sensitivity for frozen values of the scheduling-variable have magnitudes of zero for a frequency of zero, it would be reasonable to assume, from an LTI analysis point of view, that for constant reference and disturbance signals (for which still holds that \(\rho \in \mathbb{P}\)) the (interconnected) system (10) has zero steady-state error. However, as will be shown next, this is not the case.

3) NL time-domain analysis: Simulating (10) for a constant reference \(r(t) \equiv 0.5\) and various constant disturbances \(d\) results in the time responses displayed in Fig. 4. From Fig. 4 it is apparent that for input disturbances closer to zero the output goes to the reference (and we have zero steady-state error). However, applying \(d(t) = -7\) or \(d(t) = -8\) results in trajectories that converge to orbit-stable limit cycles around the target reference trajectory. Note that based on the trajectories of \(y(t)\) in Fig. 4 the corresponding scheduling trajectory stays within \(\mathbb{P} = [0, 9]\) as \(y(t) \in [-3, 3]\). Hence, while we adhere to the weighting filters and the scheduling-variable \(\rho\) stays within the specified set \(\mathbb{P}\), we showed that we do not obtain the expected desired behavior. Thus, by means of this simple example, we have demonstrated that the current \(L_2\)-
gain/ asymptotic stability and performance analysis through the LPV framework is unfortunately inadequate to imply the tracking and rejection properties for NL systems in general. Next, it will be analyzed why this is the case.

III. STABILITY ANALYSIS

A. LPV stability analysis

Consider the LPV system given by (4) with ρ(t) ∈ P. Define (ξ, ρ, ̄ρ) to be an equilibrium point of (4), for a given ̄w ∈ W and ̄ρ ∈ P such that

\[ 0 = \begin{bmatrix} A(ρ) & B(ρ) \end{bmatrix} \begin{bmatrix} ξ \\ ̄w \end{bmatrix}, \]

holds. To simplify the analysis, we assume that for a given ̄w and ̄ρ there is a unique ξ that satisfies (11).

1) Stability of the origin: As seen from (11), the origin is an equilibrium point of the LPV system (4), by which we mean that (ξ, ̄w, ̄ρ) = (0, 0, ̄ρ) is an equilibrium point for all ̄ρ ∈ P. Using standard Lyapunov stability theory, it can be shown, see [17], that the origin of the LPV system is quadratically stable if there exists a quadratic Lyapunov function

\[ V(ξ) = ξ^T X ξ \]

with \( X \in \mathbb{S}^{n_x} \), where \( X > 0 \), such that

\[ \dot{V}(ξ) = ξ^T (A(ρ)^T X + X A(ρ)) ξ ≤ 0, \]

along all trajectories ξ(t) and ρ(t) of the unperturbed system (4), i.e. (4) with w(t) = 0. If (13) is only zero when ξ = 0, then (13) implies asymptotic stability of (4). Equivalently:

\[ A(ρ)^T X + X A(ρ) ≺ 0, \quad ∀ ρ ∈ P. \]

As \( P \) is considered to be a compact convex set, the infinite dimensional LMI problem (14) can be reduced to a finite dimensional problem and assuming \( A(ρ) \) is a convex function can be solved efficiently using various semidefinite programming solvers, e.g. [18].

2) Stability of non-zero equilibrium points: For quadratic stability of equilibrium points other than the origin consider the Quadratic Lyapunov Function

\[ V_ξ(ξ) = (ξ - ̄ξ)^T X (ξ - ̄ξ), \]

with \( X \in \mathbb{S}^{n_x} \), where \( X > 0 \). Thus, based on (4) with \( w(t) = ̄w \), we obtain that

\[ \dot{V}_ξ(ξ) = ξ^T X (ξ - ̄ξ) + (ξ - ̄ξ)^T X ξ, \]

\[ = (A(ρ)ξ + B(ρ) ̄w)^T X (ξ - ̄ξ) + (ξ - ̄ξ)^T X (A(ρ)ξ + B(ρ) ̄w), \]

\[ + 2(ξ - ̄ξ)^T X A(ρ)(ξ - ̄ξ) + 2(ξ - ̄ξ)^T X B(ρ) ̄w, \]

\[ = 2(ξ - ̄ξ)^T X A(ρ)(ξ - ̄ξ) + 2(ξ - ̄ξ)^T X A(ρ)ξ + 2(ξ - ̄ξ)^T X B(ρ) ̄w, \]

\[ + 2(ξ - ̄ξ)^T X A(ρ)ξ + 2(ξ - ̄ξ)^T X B(ρ) ̄w \]

\[ = (ξ - ̄ξ)^T (A(ρ)^T X + X A(ρ))(ξ - ̄ξ) \]

\[ + 2(ξ - ̄ξ)^T X A(ρ)(ξ - ̄ξ) + 2(ξ - ̄ξ)^T X B(ρ) ̄w. \]

Hence, to realize the equilibrium point in (11) \( \lim_{t \to ∞} ρ(t) = ̄ρ ∈ P \), which in turn implies \( \lim_{t \to ∞} Z(ρ(t)) = 0 \) by (11). Note that in case \( \lim_{t \to ∞} ρ(t) \) does not exist, then it is not possible to prove asymptotic stability of (4) w.r.t. an equilibrium point and only relaxed notions such as boundedness may hold under restricted variations of ρ(t). Consequently, continuing from (16) using \( \lim_{t \to ∞} Z(ρ(t)) = 0 \), we obtain

\[ \dot{V}_ξ(ξ) = (ξ - ̄ξ)^T Q(ρ)(ξ - ̄ξ). \]

Therefore, if \( \lim_{t \to ∞} ρ(t) = ̄ρ \) and if there exists \( X > 0 \) such that

\[ Q(ρ) = A(ρ)^T X + X A(ρ) ≺ 0, \quad ∀ ρ ∈ P, \]

the equilibrium (ξ, ̄w, ̄ρ) is asymptotically stable.

This result is equivalent with (14), hence, this means asymptotic convergence to any equilibrium point (ξ, ̄w, ̄ρ), satisfying (11) if \( \lim_{t \to ∞} ρ(t) = ̄ρ ∈ P \). Due to this property, which similarly holds in the LTI case, LPV stability analysis and performance analysis is accomplished with respect to the origin only (using (12) and (13) as a Lyapunov condition or (12) as a storage function) as it implies the same guarantees for any other equilibrium point.

B. NL stability guarantees under state dependent scheduling

As shown in the last section, the standard LPV stability analysis is based on the assumption that ρ is an exogenous variable, independent of the system dynamics. In the literature, through the concept of embedding, it is argued that till ρ(t) ∈ P, stability conclusions made via (18) do imply stability of the embedded NL system even in case ρ = μ(x), similarly as in differential inclusions. As we will show, there is one weak link in the chain of reasoning when ξ ≠ 0.

Assuming that ρ is only dependent on the state x of the NL system, i.e. ρ(t) = μ(x(t)), results in the closed-loop NL system (5). Furthermore, consider that stability analysis via the LPV form (4) of (5) has been already conducted resulting in a \( X > 0 \) and \( Q(ρ) ≺ 0 \), \( ∀ ρ ∈ P \). Now, we will investigate what can be concluded based on these relations for the stability of the NL system.

1) Stability of the origin: Performing the stability analysis for the origin of (5), now given by \( (x, ̄w) = (0, 0) \), that is equivalent to \( (0, 0, μ(0)) \) in terms of (11), using the quadratic Lyapunov function (12) gives

\[ \dot{V}(ξ) = ξ^T (A(μ(x))^T X + X A(μ(x)))(ξ) \]

Hence, if the following conditions are satisfied:
• for the LPV embedding (4) of (5), there exist a $\mathcal{X} > 0$ such that (14) holds;
• $\mu(\mathcal{X}) \subseteq \mathbb{P}$, with $\mathcal{X}$ including the origin;
then (5) is asymptotically stable, as (14) holds for all $x \in \mathcal{X}$.

Therefore, asymptotic stability of the origin of the LPV embedding implies asymptotic stability of the origin of the corresponding NL system.

2) Stability of non-zero equilibrium points: Now performing the same stability analysis for non-zero equilibrium points of (5), now given by $(\tilde{x}, \tilde{w})$, that, in case of $\rho$ dependent on $x$ is equivalent to $(\tilde{x}, \tilde{w}, \mu(\tilde{x}))$ in terms of (11), using the quadratic Lyapunov function (15) gives

$$V_\xi(\xi) = (\xi - \tilde{\xi})^T Q(\mu(x))(\xi - \tilde{\xi}) + 2(\xi - \tilde{\xi})^T \mathcal{XZ}(\mu(x)).$$

However, we only know (18), which does not imply negativity of (20) along all trajectories $(x(t), \mu(x(t)))$. This is only implied if $\lim_{t \to \infty} \rho(t) = \lim_{\xi \to \infty} \mu(x(\xi)) = \mu(\xi)$, which is not imposed by (18). Continuing the analysis of (20) and taking $\xi = \xi - \tilde{\xi}$, (20) can be written as

$$\xi^T Q(\mu(x)) \xi + 2 \xi^T \mathcal{XZ}(\mu(x)),$$

which for any fixed $x \in \mathcal{X}$ is a quadratic matrix polynomial. This quadratic form has as its global maximum

$$(\mathcal{XZ}(\mu(x)))^T (-Q(\mu(x)))^{-1} (\mathcal{XZ}(\mu(x)).$$

As we enforce by (18) that $Q(\rho) < 0$, the maximum of (22) will always be non-negative, hence, there will always be parts of the state-space where the Lyapunov function increases. Therefore, based on this analysis, no guarantees for (asymptotic) stability of the equilibrium point can be given in the general case if we rely on the results of the LPV test constructed Lyapunov function. Thus, based on the LPV test here, there is no guarantee that the corresponding NL system will be asymptotically stable for an arbitrary equilibrium point, but only for the origin, where the asymptotic stability guarantees are ensured for any arbitrary trajectory of $\rho$ in $\mathbb{P}$.

Note that in case $\rho = \mu(w)$, i.e. in case of an independent scheduling-variable, $\rho(t) = \mu(w(t)) = \mu(w) = \tilde{\rho}$ does hold in terms of the equilibrium point (11). This implies for the NL system (5) represented by (9) that $\rho$ is an exogenous variable, e.g. temperature or windspeed, for which holds that $\lim_{t \to \infty} \rho(t) = \tilde{\rho} \in \mathbb{P}$, asymptotic stability is guaranteed for any equilibrium point $(\xi, \tilde{w}, \tilde{\rho})$ satisfying (11), if (18) holds.

While for the case of dependent scheduling-variables there are no guarantees anymore that the system is asymptotically stable when performing reference tracking and disturbance rejection, it could still be the case that for a subset of equilibrium points, (20) is strictly negative for a subset of the state-space, hence, as long as the trajectory stays within this subset of the state-space, asymptotically stability can still be guaranteed for this set of equilibrium points. This requires computing where (17) or (22) is negative or alternatively finding the roots of (17) or (22). However, even in the case that $\mu(x)$ is a linear or a polynomial mapping, (17) becomes a multivariable polynomial, for which it is difficult to find the roots, even for small examples. Moreover, despite the loss of asymptotic stability, boundedness, as can be observed in Section IV-B, can still hold. However, this does not coincide with the expected outcome of the LPV analysis, nor would be a desired objective in synthesis.

Furthermore, this stability analysis is based on the Lyapunov function constructed in the LPV analysis step. Of course, for a given NL system this does not mean that an alternative method one could not find a Lyapunov function that actually shows stability. Here, we mainly investigated the limitations of the currently widely used LPV stability concept.

IV. EXAMPLE

Based on the (asymptotic) Lyapunov stability guarantees given in Section III we aim to show for the example system (10) that equilibrium points exist for which asymptotic stability cannot be guaranteed.

Using standard LPV $\mathcal{L}_2$-gain stability analysis [13], an convex optimization problem is solved in order to obtain

$$\mathcal{X} = \begin{bmatrix} 0.6240 & -0.6951 \\ -0.6951 & 3.1187 \end{bmatrix}.$$ (23)

due to the quadratic Lyapunov function (12), a $\mathcal{L}_2$-gain of 1.78 and asymptotic stability of $\mathcal{P}$ for $\rho \in \mathbb{P} = [0, 9]$. As described in Section III due to $\rho$ being dependent on $x$, this result only implies asymptotic stability of the origin of (10). Next, we are interested for which set of equilibrium points the underlying NL system asymptotic stability can be guaranteed using the Lyapunov function (15) where $\mathcal{X}$ is (23). Computing the set of equilibrium points of (10) results in

$$\Gamma = \{ (\tilde{\xi}, \tilde{w}) \in \mathbb{R}^{15} \times \mathbb{R}^n_w \mid \tilde{\xi} = \Omega(\tilde{w}) \},$$

(24)

where

$$\Omega(\tilde{w}) = \begin{bmatrix} \tilde{f} \\ \tilde{d} \end{bmatrix}^T,$$ (25)

with $\tilde{w} = [\tilde{f} \ \tilde{d}]^T$. Furthermore, we define the sets

$$\tilde{W} = \{ \tilde{w} \mid \exists \tilde{w} \in \mathbb{R}^n_w, (\tilde{\xi}, \tilde{w}) \in \Gamma \},$$

$$\tilde{\Xi} = \{ \tilde{\xi} \mid \exists \tilde{w} \in \mathbb{R}^n_w, (\tilde{\xi}, \tilde{w}) \in \Gamma \}.$$ (26)

Due to the assumption of $\mathbb{P}$ being a convex and compact set, we only consider a part of the state-space for the analysis. We consider $\xi \in \Xi \subset \mathbb{R}^{15}$, with $\Xi = \{ \xi = [x^T \ \xi^T]^T \mid \mu(x) \in \mathbb{P} \}$.

For each element $\tilde{w} \in \tilde{W}$, the subset of $\Xi$ is computed where $V_{\xi=\Omega(\tilde{w})}(\xi) < 0$, i.e.

$$S_{\tilde{w}} := \{ \xi \mid \xi \in \Xi, V_{\xi=\Omega(\tilde{w})}(\xi) < 0, \tilde{w} \in \tilde{W} \}. (27)$$

When we consider only a subset of possible reference and disturbance values $\mathcal{W} \subseteq \tilde{W}$, the intersection of the corresponding $S_{\tilde{w}}$ sets gives $\mathcal{S} = \bigcap_{\tilde{w} \in \mathcal{W}} S_{\tilde{w}}$. Hence, as long as $\xi(t) \in \mathcal{S}$ and $\tilde{w} \in \tilde{W}$, the trajectory is guaranteed
It can be observed that only for approximately considering \( \hat{\mu} \) it cannot be guaranteed, which, can be observed from the scheduling variable is given by \( \alpha \in [0, 1] \). The set \( \mathcal{R} \) is approximated by simulating \( W^{\infty} \) for a wide range of inputs with \( w(t) \in \hat{W} \).

In Fig. 5 the results are given for the sets \( \hat{\mathcal{S}}, \mathcal{X} \) and \( \mathcal{R} \) considering \( W_\alpha \) for different values of \( \alpha \). From the figure it can be observed that only for approximately \( \alpha \leq 0.4 \) \( \mathcal{R} \subseteq \hat{\mathcal{S}} \), hence, based on this analysis we can only conclude asymptotic stability of the system for \( w(t) \in \hat{W}_\alpha \) with \( \alpha \leq 0.4 \). This is in contrast to the \( \hat{L}_2 \)-gain stability guarantee of the LPV model \( 9 \), for which we guaranteed asymptotic stability for all generalized disturbances \( w(t) \in \mathbb{R}^2 \), i.e. for \( w(t) \in \hat{W} \). However, as commented on before, if the scheduling variable is not independent of the system dynamics there will always exists regions for which asymptotic stability cannot be guaranteed, which, can be observed from Fig. 5 for this example.

V. CONCLUSION

The LPV framework provides an attractive convex method to check stability of an NL system by considering its LPV proxy description. This way of guaranteeing asymptotic stability is also heavily used in synthesizing LPV controllers for LPV models of NL plants and using the resulting controller on the NL system. However, the underlying quadratic stability test only ensures asymptotic stability of the origin, which is then argued in the LPV framework to extend to all equilibrium points due to the linearity of the system. In this paper we showed that this fails to hold in the case the scheduling mapping is a function of the state. Hence, for such LPV models of NL systems, asymptotic stability cannot be guaranteed for equilibrium points other than the origin. This means that when applying LPV control methods for an NL system with state dependent scheduling, there are no actual rigorous guarantees when the operation condition changes, e.g. when tracking and rejection is considered. Hence, a different, equilibrium free, stability concept is required that still allows convex synthesis in the LPV framework. The concept of incremental stability is such a notion, which was first used with the LPV framework in \( 8 \), and later extended in \( 9 \), to allow for convex controller synthesis ensuring equilibrium independent asymptotic stability.

REFERENCES

[1] A. Isidori, Nonlinear Control Systems. Springer-Verlag, 1995.
[2] H. Nijmeijer and A. Van der Schaft, Nonlinear Dynamical Control Systems. Springer, 2016.
[3] H. K. Khalil, Nonlinear Control. Pearson, 2015.
[4] R. T. Tth, Modeling and Identification of Linear Parameter-Variable Systems. Springer-Verlag, 2010.
[5] W. J. Rugh and J. S. Shamma, “Research on gain scheduling,” Automatica, 2000.
[6] C. Hoffmann and H. Werner, “A Survey of Linear Parameter-Varying Control Applications Validated by Experiments or High-Fidelity Simulations,” IEEE Transactions on Control Systems Technology, 2015.
[7] J. Mohammadpour Velni and C. W. Scherer, Control of Linear Parameter Varying Systems with Applications. Springer Science & Business Media, 2012.
[8] G. Scorletti, V. Formion, and S. De Hillerin, “Toward nonlinear tracking and rejection using LPV control,” in Proc. of the 1st IFAC Workshop on Linear Parameter Varying Systems, 2015.
[9] P. J. W. Koelewijn, R. Tth, and H. Nijmeijer, “Linear Parameter-Varying Control of Nonlinear Systems based on Incremental Stability,” in Proc. of the 3rd IFAC Workshop on Linear Parameter Varying Systems, 2019.
[10] A. Kwiatkowski, M.-T. Bol, and H. Werner, “Automated Generation and Assessment of Affine LPV Models,” in Proc. of the 45th IEEE Conference on Decision and Control, 2006.
[11] H. S. Abbas, R. Tth, M. Petreczky, N. Meskin, and J. Mohammadpour Velni, “Embedding of Nonlinear Systems in a Linear Parameter-Varying Representation,” in Proc. of the 19th IFAC World Congress, 2014.
[12] A. Packard, “Gain scheduling via linear fractional transformations,” Systems & Control Letters, 1993.
[13] P. Apkarian, P. Gahinet, and G. Becker, “Self-scheduled \( \mathcal{H}_\infty \) Control of Linear Parameter-varying Systems: a Design Example,” Automatica, 1995.
[14] F. Wu, “Control of Linear Parameter Varying Systems,” Ph.D. dissertation, University of California at Berkeley, 1995.
[15] C. W. Scherer, “LPV control and full block multipliers,” Automatica, 2001.
[16] A. Hjartarson, P. Seiler, and A. Packard, “LPVTools: A Toolbox for Modeling, Analysis, and Synthesis of Parameter Varying Control Systems,” in Proc. of the 1st IFAC Workshop on Linear Parameter Varying Systems (LPVS), 2015.
[17] G. S. Becker, “Quadratic Stability and Performance of Linear Parameter Dependent Systems,” Ph.D. dissertation, University of California at Berkeley, 1993.
[18] K. C. Toh, M. J. Todd, and R. H. Tunc, “SDPT3 A Matlab software package for semidefinite programming, Version 1.3,” Optimization Methods and Software, 1999.