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Abstract—This paper addresses the density based multi-sensor cooperative fusion using random finite set (RFS) type multi-object densities (MODs). Existing fusion methods use scalar weights to characterize the relative information confidence among the local MODs, and in this way the portion of contribution of each local MOD to the fused global MOD can be tuned via adjusting these weights. Our analysis shows that the fusion mechanism of using a scalar coefficient can be oversimplified for practical scenarios, as the information confidence of an MOD is complex and usually space-varying due to the imperfection of sensor ability and the various impacts from surveillance environment. Consequently, severe fusion performance degradation can be observed when these scalar weights fail to reflect the actual situation. We make two contributions towards addressing this problem. Firstly, we propose a novel heterogeneous fusion method to perform the information averaging among local RFS MODs. By factorizing each local MODs into a number of smaller size sub-MODs, it can transform the original complicated fusion problem into a much easier parallelizable multi-cluster fusion problem. Secondly, as the proposed fusion strategy is a general procedure without any particular model assumptions, we further derive the detailed heterogeneous fusion equations, with centralized network architecture, for both the probability hypothesis density (PHD) filter and the multi-Bernoulli (MB) filter. The Gaussian mixture implementations of the proposed fusion algorithms are also presented. Various numerical experiments are designed to demonstrate the efficacy of the proposed fusion methods.

Index Terms—Random finite set, density based multi-sensor fusion, probability hypothesis density filter, multi-Bernoulli filter, multi-object density.

I. INTRODUCTION

MULTI-OBJECT estimation involves the simultaneous estimation of a time-varying number of objects and their states from a set of noisy sensor observations. This problem arises in many fields, particularly, the multi-object tracking in radar, sonar and camera surveillance. The multi-object density (MOD) is of fundamental importance in multi-object estimation as it statistically captures the information on the number of objects and the states of individual objects.

By modeling multi-object states and sensor observations as random finite sets (RFSs), the Bayesian inference of the RFS type MODs provides a unified mathematical framework for multi-object estimation [1]. The resultant multi-object Bayes filter can be viewed as a systematic generalization of the Kalman type single-target Bayes filter. However, the full RFS multi-object filter can be computationally intractable for most practical scenarios due to its high dimensionality, and thus efficient approximations are needed. Generally, there are two kinds of approximations, namely, the moment-type and parameter-type approximations.

The probability hypothesis density (PHD) filter [2], [3] and the cardinalized PHD (CPHD) filter [4], [5] belong to the moment-type approximation, and they propagate, respectively, the MODs of multi-object Poisson processes (MPPs) and independent identically distributed (i.i.d.) cluster processes forward in the Bayesian recursions. The majority of the rest filters belong to the second kind, which propagates forward the parameters that characterizing the corresponding MODs in the Bayesian recursions. Examples include the multi-Bernoulli (MB) filter [1], [6], [7], the labeled MB filter [8], and the generalized labeled multi-Bernoulli (GLMB) filter [9], [10]. Due to the concise and rigorous mathematical representation of the RFS approaches, these filters have attracted increasing interests in both academic and industrial fields.

The recent rapid advances in wireless communication and sensor technology have accelerated the transformation of
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modern sensing systems. One important trend is networking. Indeed, combining multiple sensors, possibly with different types and abilities, into a collaborative network can yield enhanced multi-object estimation performance compared to the isolated individuals. Since MOD statistically captures the information on the number of objects and their states, the MOD based multi-sensor cooperative fusion is an effective solution, and has been widely studied and used in many defense and civilian areas. Its essential question is how to integrate multiple MODs from local sensors into a fused global MOD in a proper and efficient manner. In this regard, the fusion methods can have decisive impacts to the final estimation performance.

By now, the two commonly adopted methods for fusing MODs are the generalized covariance intersection [11], [12], or exponential mixture densities [13], [14] and the arithmetic mixture densities [15]–[17], or minimum information loss [18]. In both methods, a scalar weight is assigned to each local MOD before fusing in order to characterize its relative information confidence compared with other local MODs. The fused MODs by the two methods are, respectively, the weighted geometrical average (WGA) of the local MODs. In the rest of the paper, we refer to these two methods as WGA and WAA for terminology simplicity. It has been shown that both methods are immune to the double counting of common information due to the unknown correlations of measurements [13], [15], [19], and can provide better situation awareness compared to each local MOD. Nevertheless, it should be also noted that both the WGA and WAA fusion rules are not optimal since they do not attempt to calculate and cancel the common information during the fusion [13], [20].

In the recent years, tractable implementations of WGA and WAA have been derived for various RFS MODs. In [14], the analytical fusion equations of WGA were derived for the MPP and i.i.d. cluster process MODs. Later on, WGA has been successfully applied to various RFS filters, including the PHD [21], CPHD [22], MB [23], [24] filters and most recently labeled RFS filters [25], [26]. As for WAA, a multi-sensor PHD filter is derived analytically in [27]. The applications of WAA to other RFS filters are still under investigation and the recent studies can be found in [18], [28]–[30]. It has been shown that the fused MODs by WGA and WAA minimize, respectively, the information gain and information loss from the local MODs [18], [22], [29], [31], [32].

As mentioned before, a scalar weight is assigned to each local MOD in order to characterize its relative information confidence in both WGA and WAA. In this way, we can tune, through these scalar weights, the portion of contribution of each local MOD to the fused global MOD. However, this fusion mechanism of using a scalar coefficient can be oversimplified for many practical scenarios, as the information confidence of an MOD is usually space-varying due to the limited sensor ability and various impacts from sensing environment. For example, a radar sensor can have limited detection range due to the radiation attenuation, and the sensing horizon of a sensor can be blocked by sight obstructions. In this case, the information confidence of an MOD cannot be sufficiently characterized using only a scalar coefficient, and severe fusion performance degradation can be observed due to the weighting bias [33]. This problem is especially evident in the fusion among sensors having different fields of view (FoVs), since the relative information confidence is different in different regions due to the non-overlapping FoVs [34]. Recently, the different FoV issue has been intensively studied, and effective countermeasures have been proposed for both unlabel MODs [34]–[38] and labelled RFS MODs [39]–[41]. However, these methods do not change the fundamental problem of the fusion mechanism.

In addition to the density based fusion methods, the measurement based fusion methods have also been extensively studied recently. In the later case, by assuming the measurements independence among local sensors, Bayes fusion methods using raw measurements can be derived to obtain the optimal estimation performance. Typical examples include the measurement based multi-sensor PHD filter [42], CPHD filter [43], MB filter [44] and most recently GLMB filter [45].

In this paper, we propose a novel fusion strategy to address the problem of information averaging among multiple RFS MODs with space-varying information confidence. As an early attempt to address this problem, a heuristic remedy was proposed in [53], but neither general methodology nor analytical fusion equations were provided. Here we propose a novel fusion strategy along with its detailed implementations. The main contributions can be summarized as follows:

1) **Heterogeneous fusion method for RFS MODs:** Since the relative information confidence among local MODs is complex and space-varying, we propose to factorize each MOD into a number of smaller size sub-MODs by exploiting independence property of the RFS processes and applying the convolution formula [1]. The purpose of the MOD factorization is to ensure that the information confidence of these sub-MODs can be sufficiently characterized using scalar fusion weights. Then, by properly clustering sub-MODs into groups, the original complicated fusion problem is transformed into a parallelizable multi-cluster fusion problem, wherein each inner-cluster fusion can be executed, simply and independently, based on the tailor-made sub-MOD level weights. Lastly, the global fused MOD is obtained by combining the fused sub-MODs of all groups. We refer to this strategy as heterogeneous fusion since the information averaging involves multiple sets of the tailor-made fusion weights, each of which reflects the relative information confidence of the sub-MODs within a specific cluster and can be different for different clusters.

2) **Analytical implementations using PHD and MB filters:** The proposed heterogeneous fusion strategy is a general procedure without any particular assumptions on the types of MODs. Therefore, in order to examine the efficacy of the heterogeneous fusion strategy, we further
derive the detailed heterogeneous fusion equations for both MPP type and MB type MODs. The resultant filters are referred to as the heterogeneous multi-sensor PHD (H-MPHD) filter and the heterogeneous multi-sensor MB (H-MMB) filter, respectively. Both filters adopt centralized fusion architecture. Specifically, the local MODs of all sensor nodes are sent to a fusion center to compute a fused global MOD using the heterogeneous fusion equations, and there is no information feedback to each sensor. The rationale of the devised filters is analysed, and their relationship with the standard multi-sensor PHD and MB filters is also discussed. Lastly, the analytical expressions of both filters are given in the context of the Gaussian mixture (GM) implementation.

The remainder of the paper is organized as follows. Section II introduces the notations and the background material. The motivation analysis is given in Section III. Section IV devotes to the development of the heterogeneous fusion method. The proposed H-MPHD and H-MMB filters are derived in Sections V and VI, respectively. Simulation results, demonstrating the efficacy of the proposed algorithms, are presented in Section VI. Finally, Section VII concludes the paper.

II. NOTATIONS AND BACKGROUND

We consider tracking a time-varying and unknown number of objects using a sensor network \( \mathcal{N} \). The objects are assumed to move independently in a surveillance area. At each time step \( k \), the multi-object state is represented as an RFS \( X^k = \{x^k_1, \ldots, x^k_n\} \), where the variable \( n^k \) denotes the number of objects and \( x^k_i \in \mathbb{X} \) is the \( j \)-th single object state with \( \mathbb{X} \) the single-object state space. The sensor network \( \mathcal{N} \) consists of a number of spatially distributed sensor nodes, each of which has sensing and processing capabilities. At time \( k \), by sensing the surveillance area, each sensor \( i \in \mathcal{N} \), collects a set of measurements \( Z^k_i = \{z^k_{i,1}, \ldots, z^k_{i,n^k_{i}}\} \), where \( o^k_{i} \) is the number of measurements and \( z^k_{i,j} \in Z \) the measurement space.

The objective is to jointly estimate the number of objects and their states \( X^k \) by combining the information of the whole sensor network. Let \( \pi^k_i(X^k) \) denote the posterior MOD of sensor \( i \) computed by the corresponding local filter on the basis of the collected measurements \( Z^k_i \). Then, in the context of the density-based multi-sensor multi-object estimation, the objective is achieved by obtaining a properly fused global MOD \( \tilde{\pi}^k(X^k) \) using \( \{\pi^k_i(X^k)\}_{i \in \mathcal{N}} \). In the following, the time index \( k \) is dropped for the sake of readability.

A. RFS based Multi-object Densities

From a Bayesian perspective, all the information on \( X \) is contained in the corresponding posterior MOD \( \pi \). In this paper, we focus our attention on the MPP and MB MODs as they are two fundamental and commonly used RFS MODs \([1]\).

3In this paper, we assume that the transmission of the sensor network is reliable, i.e., message loss or corruption are not considered. Also, we assume all sensor nodes in the network have been correctly aligned in a common coordinate system either using global localization technologies or through self-localization methods such as \([46, 48]\).

The PHD filter recursively propagates a MPP MOD forward. If \( X \) is modelled as an MPP RFS, then the elements of \( X \) are all independently identically distributed according to a same location density \( f(x) \), and its cardinality distribution \( \Pr(|X| = n) \) is a Poisson distribution with parameter \( \lambda \). The MOD of an MPP RFS is denoted as \( \pi^p \) and given by \([1]\).

\[
\pi^p(X) = e^{-\lambda} \prod_{x \in X} \lambda \cdot f(x).
\]

Note that an MPP MOD is completely characterized by its PHD or intensity function \( \nu^p(x) = \lambda f(x) \), which is defined on \( \mathbb{X} \) and representing the first-order statistical moment of the MOD \([1, 3]\). The MB filter recursively propagates an MB MOD forward. If \( X \) is modelled as an MB RFS, then \( X \) is defined as the union of a set of independent Bernoulli RFSs, i.e., \( X = \bigcup_{b \in \mathbb{B}} X_b \), where \( \mathbb{B} \) is the index set of the constituent Bernoulli components, and each Bernoulli RFS \( X_b \) is characterized by its existence probability \( r_b \) and state distribution \( f_b(\cdot) \) conditioned on its existence \([1]\). Let \( \pi^b(X) \) denote the MOD of an MB RFS, then it is completely defined by the parameter set \( \{(r_b, f_b)\}_{b \in \mathbb{B}} \) and has the following form \([1]\).

\[
\pi^b(X) = \prod_{b \in \mathbb{B}} (1 - r_b) \sum_{l_1 \neq \ldots \neq l_n} \prod_{j=1}^n \frac{r_{l_j} f_{l_j}(x_j)}{1 - r_{l_j}}.
\]

By definition \([1, (16.66)]\), the PHD of an MB is given by \( \nu^b(x) = \sum_{b \in \mathbb{B}} \nu_b f_b \). Note that the key spirit of MB RFS is its component-to-object pairing structure. Namely, each Bernoulli component is used to model the statistical uncertainties of a specific hypothesized object. This object-orientated structure also facilitates the extraction of the multi-object state estimate.

B. MOD based Multi-sensor Fusion Rules

Suppose that a set of MODs \( \{\pi_i\}_{i \in \mathcal{N}} \) are computed by the local filters in a network \( \mathcal{N} \). The aim of multi-sensor fusion is to properly integrate \( \{\pi_i\}_{i \in \mathcal{N}} \) into a fused global MOD \( \tilde{\pi} \) which can provide better estimation performance. According to WGA \([11, 13, 14]\), the fused MOD is the geometric mean in the form of an exponential mixture of the local MODs,

\[
\tilde{\pi}(X) = \frac{\prod_{i \in \mathcal{N}} |\pi_i(X)|^{\omega_i}}{\int \prod_{i \in \mathcal{N}} |\pi_i(X)|^{\omega_i} \delta X'},
\]

where \( \cdot | \delta X \) denotes the set integral \([1]\), and \( \omega_i \) is a pre-set scalar fusion weight used to reflect the relative information confidence of the \( i \)-th MOD \( \pi_i \) in comparison with the rest MODs and satisfies

\[
\sum_{i \in \mathcal{N}} \omega_i = 1, \quad \text{and} \quad \omega_i \geq 0.
\]

It has been shown that the fused MOD \( \tilde{\pi} \) of \([3]\) actually minimizes the weighted sum of the Kullback-Leibler divergences (KLDs) from the local densities \([22, 31, 32]\).

\[
\tilde{\pi} = \arg \min_{\pi} \sum_{i \in \mathcal{N}} \omega_i D_{KL}(\pi \| \pi_i),
\]

where \( D_{KL}(\cdot \| \cdot) \) denotes the KLD between two RFS MODs,

\[
D_{KL}(\pi_1 \| \pi_2) = \int \pi_1(X) \log \frac{\pi_1(X)}{\pi_2(X)} dX.
\]
The physical interpretation of (5) is that the fused MOD $\bar{\pi}$ aims to minimize the discrimination information from the local ones as small as possible [22].

Different from WGA, the fused MOD $\bar{\pi}$ via WAA is the arithmetic mean of the local MODs [15], [18], [27], [29].

$$\bar{\pi}(X) = \sum_{i \in \mathcal{N}} \omega_i \pi_i(X). \quad (7)$$

Interestingly, it has been shown that WAA in turn minimizes the weighted sum of the Cauchy Schwarz divergences (CSDs) with respect to the local MODs [27], [49], and also minimizes the weighted sum of KLDs from the fused MOD to the local MODs [18]. Recently, it has been shown that the fused MODs of both WAA and WGA are Fréchet means of local MODs, and they minimize their corresponding Fréchet functions between the fused MOD and local ones as well [28].

III. Motivation Analysis

It can be seen from (5) and (7) that both fusion rules employ a set of scalar fusion weights $\{\omega_i\}_{i \in \mathcal{N}}$, each of which reflects the relative information confidence of the corresponding MOD compared with the rest ones. In other words, these fusion rules are theoretically feasible if and only if the relative information confidence of all local MODs $\{\pi_i\}_{i \in \mathcal{N}}$ is homogeneous on the state space. Here homogeneous means that the information confidence of an MOD remain unchanged for the entire state space, as only in that case their confidence can be sufficiently characterized by scalar weights. For this reason, we refer to (5) and (7) as homogeneous fusion strategy in this paper.

However, the homogeneous assumption of the relative information confidence is generally too idealistic for many practical scenarios, and, consequently, severe fusion performance degradation is inevitable. To explain this more clearly, three commonly encountered scenarios are given as follows.

– Example 1: Radar-type sensors usually generate measurements in polar coordinates, i.e., the range-azimuth positions of objects with respect to the radar location. Due to its fixed angular sensing ability, the location estimation uncertainty of an object (in Cartesian coordinates) increases as the radar-object distance increases. Also, the detection uncertainty of an object raises as the object moves away from radar because of the radiation range attenuation. Clearly, the information confidence of a radar-type sensor based MOD is not homogeneous but space-varying along with the radar sensing ability.

– Example 2: In practical cases, sensors usually have limited FoVs, e.g., camera often have fixed square frames, and radars commonly have fan-shaped FoVs due to the radiation limitations. In [34], theoretical analysis was given to show that direct homogeneous fusion among sensors with different FoVs is unsuitable and can result severe performance degradation. Recently a lot of effort has been devoted to devise the countermeasures so as to deal with the different FoV issue [35]–[37]. [40]. However, as is indicated in [34], the essence of the different FoV issue is that the relative information confidence among MODs is different in different regions due to the non-overlapping FoVs. Thus it is unsuitable to average the MODs of sensors with different FoVs naively weighted by their inside FoV information confidence.

– Example 3: The environmental factors also have dramatic impacts on the information confidence of an MOD. For instance, the sensing horizon of a sensor equipped on mobile robots are time-varying and can be blocked by random and unknown obstructions. In this case, the information confidence of the MOD on different regions can change drastically, and consequently, is far from being accurate to be characterized using only a scalar fusion weight.

The above three examples indicate that the homogeneous fusion strategy has obvious limitations during the information averaging among RFS MODs. The main reason is that a sensor usually has different information confidence on different regions of its MOD, not to mention the more complex relative information confidence among the MODs of different sensors. Thus, it is oversimplified to homogeneously average MODs based on only a set of fixed scalar fusion weights.

IV. Heterogeneous Fusion Strategy

In this section, we propose a novel fusion strategy to address the information averaging among MODs. In the following, we first present the general framework of the fusion strategy without any particular assumptions on the types of MODs. In Sections V and VI we will show how this strategy can be fulfilled with the MPP and MB MODs, respectively.

A. General Methodology

The ultimate goal of the proposed strategy is to achieve a reasonable information averaging among MODs by properly taking into account the complex and space-varying relative information confidence embedded in them. To this end, we propose a new fusion method and contains three major steps. Firstly, by exploiting the density structure, the MODs of local sensors are factorized into a number of smaller size sub-MODs, each of which concentrates only on a relatively small region of the state space. Then, the factorized sub-MODs of different sensors are matched into groups so that the information aggregation within each group is suitable. Also, tailor-made fusion weights are assigned to each group to properly reflect the relative information confidence among the sub-MODs in this group. Lastly, the fused global MOD defined on the entire state space is obtained by combining the fused sub-MODs of all groups.

It can be seen that the key spirit of the proposed fusion method is a local condition tailored tactic. Namely, by factorizing and clustering the local MODs into multiple group of sub-MODs, the information averaging can be performed more carefully and properly in group level based on multiple sets of tailor-made fusion weights, each of which can describe the local conditions of the relative information confidence within each sub-MODs cluster more accurately. In this regard, we refer to the proposed strategy as a heterogeneous fusion to emphasize its local condition tailored way of information averaging.

1) Decomposition of the local MODs

Consider that a set of MODs $\{\pi_i(X)\}_{i \in \mathcal{N}}$ are computed by the local filters on the basis of the measurements obtained at
each sensor node. Each density $\pi_i(X)$ is then factorized into a number $M_i$ of sub-MODs $\{\pi_{i,m}(X_m)\}_{m=1}^{M_i}$ such that the following two conditions are satisfied:

- **C.1:** The factorization of $\pi_i(X)$ into $\{\pi_{i,m}(X_m)\}_{m=1}^{M_i}$ is based on the statistically independence between the random finite subsets $X_1, \ldots, X_{M_i}$ with $X = \bigcup_{m=1}^{M_i}X_m$.
- **C.2:** The information confidence within each sub-MOD $\pi_{i,m}$ needs to remain unchanged, namely, homogeneous.

When C.1 holds, the approximation error induced by MOD factorization is negligible, since the original MOD $\pi_i(X)$ can be reconstructed exactly using $\{\pi_{i,m}(X_m)\}_{m=1}^{M_i}$ by applying the convolution formula (11.252),

$$
\pi_i(X) = \sum_{x_1 \cup \cdots \cup x_{M_i} = X} \pi_{i,1}(X_1) \cdots \pi_{i,M_i}(X_{M_i}), \quad (8)
$$

where the summation is taken over all mutually disjoint subsets $X_1, \ldots, X_{M_i}$ of $X$ such that $X = \bigcup_{m=1}^{M_i}X_m$. To achieve C.1, the decomposition strategy needs to properly exploit the structure of the subject MOD, and can be different for different types of MODs. In Sections V and VI, two decomposition methods will be introduced for the MPP and MB MODs, which are the typical representatives of the moment-type and parameter-type MODs, respectively.

When C.2 is satisfied, the information confidence of $\pi_{i,m}$ remains unchanged and thus can be sufficiently characterized using a scalar variable. Therefore, here we define a scalar-type information confidence coefficient (ICC), $\phi_{i,m}(x) \in [0, +\infty)$, and use it to characterize the homogeneous information confidence of $\pi_{i,m}$. Since an MOD is computed on the basis of the sensor measurements, its information confidence is largely decided by the quality of its associated measurements. Therefore, C.2 holds when each factorized sub-MOD $\pi_{i,m}$ concentrates on a relatively small region of the state space such that the associated measurements have similar quality. On the other hand, the quality of measurements further depends on the sensor ability and the input effects of environment as well. For example, the estimation accuracy of object state is affected by the sensor resolution and measurement errors. The cardinality estimation on the number of objects can be affected by the sensor range attenuation and environmental impacts such as clutter intensity and obstructions of sensor sight line [34]. Thus, the evaluation of ICC $\phi_{i,m}$ should take into account both sensor characteristics and environmental factors. The detailed approach for the evaluation of the ICC will be discussed in the subsequent Sections V-B and VI-B.

2) Sub-density level information aggregation

Let $\{(\pi_{i,m}, \phi_{i,m})\}_{m \in M_i}$, with indexes $M_i = \{1, \ldots, M_i\}$, denote the factorized sub-MODs and the corresponding ICCs of the $i$-th local MOD $\pi_i$. We now attempt to cluster all these sub-MODs into groups such that the information averaging within each group is feasible from the perspective of information theoretical view. Before proceeding, a formal Definition of a clustering of sub-MODs is given as follows.

**Definition 1.** A clustering $C = \{C_1, \ldots, C_{G_C}\}$ of sub-MODs with density indexes $\{M_i, i \in N\}$ is defined as a set of clusters, where the $g$-th, $g = 1, \ldots, G_C$, cluster is denoted as $C_g = \{M_{i,g}, i \in N\}$. The term $M_{i,g}$ is the index subset of sub-MODs grouped to form the $g$-th clusters and satisfies:

- $M_i = \bigcup_{g=1}^{G_C} M_{i,g}.$
- $\bigcup_{i \in N} M_{i,g} = \emptyset,$ $g \in \{1, \ldots, G_C\}$.
- $M_{i,g} \cap M_{i,g'} = \emptyset,$ $(g, g') \in \{1, \ldots, G_C\}^2,$ $g \neq g'$.

It can be seen from Definition 1 that the index subsets $M_{i,g}$ for all $g$ form a partition of $M_i$ and are disjoint among each other. Note that index subset $M_{i,g}$ can be an empty set. To ensure that the information fusion within each cluster is feasible, the clustering $C$ of $\{(\pi_{i,m}, \phi_{i,m})\}_{m \in M_i}$ needs to satisfy the following two conditions:

- **C.3:** The information contained in the sub-MODs of each cluster needs to be coherent in the sense that these sub-MODs represent the statistical uncertainties of a same source, for example, a same object under tracking.
- **C.4:** For any subset $M_{i,g}$ contains more than one indexes, i.e., $|M_{i,g}| > 1$, the information confidence of its indexed sub-MODs $\{\phi_{i,b}\}_{b \in M_{i,g}}$ are constant.

When C.3 holds, the information averaging within each cluster is feasible from the perspective of information consistency. To achieve C.3, the clustering can be performed by, for instance, judging the overlap extent of the highest posterior density (HPD) regions of sub-MODs [24], [34], [50], or using density distances such as KLD [56] or the divergence of generalized covariance intersection [23], [25], [26] as clustering metrics. The necessity of C.4 is to ensure that the clustered sub-MODs from a same sensor have same local condition, which is the prerequisite for the proposed local condition tailored fusion tactic. Note that if both C.1 and C.2 are satisfied during the MOD factorization, each subset $M_{i,g}$ usually only contains one density index or is an empty set. This will be explained more clearly in Sections V and VI.

Up to now, the problem in front of us is how to perform an appropriate information averaging based on the clustered $G_C$ groups of sub-MODs and their associated ICCs. Supported by C.3 and C.4, a natural and reasonable choice is to conduct homogeneous information fusion within each sub-MOD group, but tailor-made fusion weights need to be designed beforehand. Let $\{\psi_{i,g}\}_{i \in N}$ denote the ICCs of the sub-MODs in the $g$-th cluster, and we have $\psi_{i,g} = \phi_{i,b}$ for any $b \in M_{i,g}$ due to C.4, and $\psi_{i,g} = 0$ when $M_{i,g} = \emptyset$. Then, the fusion weights for the $g$-th cluster $\{\omega_{i,g}\}_{i \in N}$ can be computed as,

$$
\omega_{i,g} = \psi_{i,g} / \sum_{i \in N} \psi_{i,g}, \quad (9)
$$

where the denominator is a normalisation constant to ensure $\sum_{i \in N} \omega_{i,g} = 1$. The $G_C$ sets of scalar fusion weights for all groups are denoted as $\mathcal{W} = \{\omega_{i,g}\}_{i \in N}^{G_C}$. By now, it is worth noting that the complex and space-varying relative information confidence embedded in the MODs of different sensors has been disintegrated and characterised by set $\mathcal{W}$. Next, based on $\mathcal{W}$, homogeneous information averaging can be properly performed within each cluster via any reasonable fusion rule. The fused $G_C$ sub-MODs are denoted as $\{\bar{\pi}_g\}_{g=1}^{G_C}$.

**Remark 1.** The rationale behind sub-density level homogeneous fusion lies in three aspects: a) the sub-MODs are
clustered into groups in a way that the information averaging within each group is feasible due to C.3; b) the RFSs of the sub-MODs in different groups are mutually independent because of C.1 and hence the information fusion among independent RFSs across groups is not necessary; c) although different groups have different “local conditions”, the relative information confidence of the sub-MODs within a cluster can be sufficiently described by its associated weights due to C.2 and C.4, thus homogeneous information fusion within each cluster is reasonable.

3) Reconstruction of the fused joint MOD

Our final objective is to obtain a fused MOD which can properly combine the information from all the local MODs \( \{\pi_i(X)\}_{i \in \mathcal{N}} \). As the MOD decomposition satisfies the C.1, the RFSs in the fused sub-MODs \( \{\hat{\pi}_g\}_{g=1}^{G_c} \) are also independent among each other due to the inheritance of the independence. Thus, based on the convolution formula \([1] (11.252)\), the fused joint MOD, denoted by \( \hat{\pi}(X) \), can be reconstructed, without information loss, using the fused sub-MODs \( \{\hat{\pi}_g\}_{g=1}^{G_c} \)

\[
\hat{\pi}(X) = \sum_{X_1 \cup \cdots \cup X_{G_c} = X} \hat{\pi}_1(X_1) \cdots \hat{\pi}_{G_c}(X_{G_c}),
\]

where \( X = \cup_{g=1}^{G_c} X_g \). Through \([10]\), we can see that the obtained \( \hat{\pi}(X) \) includes the complete information of all the local MODs, and it combines the information in a way that the different “local conditions” of the local MODs being properly accounted by \( \mathcal{W} \).

**Remark 2.** In general, the reconstructed joint MOD \( \hat{\pi}(X) \) might not be of the same type of the averaged local MODs. In this case, we have to approximate \( \hat{\pi}(X) \) by an MOD of the type under consideration to continue with the subsequent filtering recursion. The approximated MOD can be, for instance, the MOD which can preserve the first and second order moments of the original MOD \([6], [8]\), or the MOD which can minimize the KLD with respect to the true MOD \([22], [22]\).

B. Summary and Discussion

As mentioned before, the key spirit of the proposed heterogeneous fusion method is the local condition tailored tactic. By means of the MOD decomposition, the complex local MODs with space-varying information confidence are disintegrated into smaller size sub-MODs with homogeneous information confidence. Then, clustering is performed to transfer the original complicated fusion problem into a parallelizable multi-cluster fusion problem, wherein each inner-cluster fusion can be executed, simply and independently, based on the associated tailor-made fusion weights according to the existing homogeneous fusion strategies. Note that if the WGA and WAA fusion rules are adopted for the information averaging within each clustered group, then all the inner-cluster homogeneous fusions are immune to the double counting of common information due to the unknown correlations of measurements \([13], [15]\). Hence, the heterogeneous fusion method is immune to the double counting issue as well.

By now, there are two things that need to be noted. First, the conditions C.1–C.4, which are prerequisites for the heterogeneous fusion, may not hold ideally for some scenarios due to the complexities of the sensor characteristics, environmental factors and their coupling effect on the MODs. In these cases, direct implementation of heterogeneous fusion is infeasible and suboptimal approximations are needed. Second, how to quantitatively and systematically evaluate the ICC \( \phi_{i,m} \) for each factorized sub-MOD is another crucial point, as it is the basis of the clustering process and the heterogeneous weight computation. Also, its evaluation process needs to carefully take into account both the sensor and environmental factors. We will illustrate clearly how C.1–C.4 are achieved and how \( \phi_{i,m} \) is quantitatively evaluated in the subsequent Sections \( V \) and \( VI \), wherein we derive two step-by-step heterogeneous fusion algorithms with the MPP and MB MODs.

V. ANALYTIC IMPLEMENTATIONS USING PHD FILTERS

In Section \( IV \) the general framework of heterogeneous fusion strategy is introduced without any particular assumptions on the types of MODs. Here, we apply this strategy with the MPP MODs, and derive the analytic implementation equations for the heterogeneous multi-sensor PHD (H-MPHD) filter.

A. Heterogeneous Multi-sensor PHD Filter

Consider a centralized sensor network in which PHD filters are running locally in every sensor node, and recursively propagating MPP MODs for multi-object tracking. Let \( \{\pi_i^0(X)\}_{i \in \mathcal{N}} \) denote the set of the MPP MODs obtained by the local PHD filters. At each time, the local MPP MODs \( \{\pi_i^0(X)\}_{i \in \mathcal{N}} \) are sent to a fusion center to compute a fused global MPP MOD according to the heterogeneous fusion strategy.

1) Space partition based MOD factorization

According to Section \( IV-A \) the first step is to decompose the MPP MODs \( \{\pi_i^0(X)\}_{i \in \mathcal{N}} \) into sub-MODs which can satisfy both C.1 and C.2. By definition \([1]–[3]\), all the elements of an MPP RFS are independently distributed, thus C.1 can naturally hold during the MOD factorization. As for C.2, we propose a space partition based MOD decomposition method. First, the definition of a space partition is given as follows.

**Definition 2.** Given a state space \( \mathcal{X} \), we define an \( M \)-portion space partition of \( \mathcal{X} \) as

\[
\mathcal{X}_M(\mathcal{X}) = \{\mathcal{X}_1, \ldots, \mathcal{X}_M\}
\]

with

\[
\mathcal{X} = \cup_{m=1}^M \mathcal{X}_m, \quad M \geq 1,
\]

\[
\mathcal{X}_n \cap \mathcal{X}_m = \emptyset, \quad n, m \in \{1, \ldots, M\}, \quad n \neq m.
\]

We can see from Definition \( 2 \) that the partitioned \( M \) subspaces \( \{\mathcal{X}_m\}_{m=1}^M \) constitute the complete state space \( \mathcal{X} \), and are mutually disjoint among each other.
Definition 3. Given an M-portion space partition \( X_M(\mathcal{X}) \) of the form (17), we define a space partition based MOD decomposition of \( \pi(X) \) according to \( X_M(\mathcal{X}) \) as \( \{\pi_m(X)\}_{m=1}^M \), where \( \pi_m(X) = \pi(X|X \subset \mathcal{X}_m) \).

Following Definition 3, every local MOD \( \pi^p_m(X) \), \( i \in \mathcal{N} \), can be decomposed into \( M \) sub-MODs \( \{\pi_{i,m}\}_{m=1}^M \), and the MPP RFSs of these sub-MODs are mutually independent among each other. In order to satisfy C.2, the space partition \( X_M(\mathcal{X}) \) is performed in such a way that the information confidence within each sub-MOD \( \pi_{i,m} \) is relatively consistent and can be quantified by a scalar-type ICC \( \phi_{i,m} \). Later in Section V-B, we will show how ICC \( \phi_{i,m} \) can be computed systematically.

Proposition 1. Given an MPP MOD \( \pi^p \) of the form (57) defined on state space \( \mathcal{X} \), and a space partition based MOD decomposition \( \{\pi_m\}_{m=1}^M \) of \( \pi^p \) according to an M-portion space partition \( X_M(\mathcal{X}) \) defined by (17), then the \( m \)-th partitioned sub-MOD is also an MPP MOD and of the following form,

\[
\pi^p_m(X) = e^{-\lambda m} \prod_{x \in X} \lambda m f_m(x), \tag{14}
\]

where

\[
f_m(x) = \frac{f(x) I_{\mathcal{X}_m}(x)}{p_m}, \tag{15}
\]

\[
\lambda m = \lambda p_m, \tag{16}
\]

\[
p_m = \int_{\mathcal{X}_m} f(x) dx. \tag{17}
\]

and \( I_S(\cdot) \) denotes the indicator function on the set \( S \).

The proof of Proposition 1 is given in Appendix A. Proposition 1 shows that decomposed sub-MODs are also MPP distributed, thus denoted as \( \{\pi^p_{i,m}\}_{m=1}^M \).

2) Sub-density level fusion using the WAA fusion rule

As all the local MODs are factorized based on a same space partition \( X_M(\mathcal{X}) \), the decomposed sub-MODs are automatically clustered into \( M \) groups as \( \{\{\pi_{i,m}\}_{i \in \mathcal{N}}\}_{m=1}^M \), and the information fusion among the sub-MODs within each group is naturally feasible. Therefore, C.3 and C.4 hold readily. The heterogeneous fusion weights \( \{\omega_{i,m}\}_{i \in \mathcal{N}} \) can also be directly computed using ICCs \( \{\psi_{i,m}\}_{i \in \mathcal{N}} \) according to (9). By now, using these tailor-made weights, information averaging can be performed appropriately within each group according to a certain homogenous fusion rule.

Here, the WAA fusion rule is chosen as the illustration example due to its cardinality robustness compared to the WGA [12], [19]. Recently, the analytical expressions of the WAA fusion have been derived for MPP MOD in [18], [27], [29] with different theoretical interpretations. Let \( \{\pi_{i,m}\}_{i \in \mathcal{N}} \) and \( \{\omega_{i,m}\}_{i \in \mathcal{N}} \) denote, respectively, the sub-MODs and the fusion weights of the \( m \)-th cluster, then the fused density \( \overline{\pi}^p_m \) according to WAA is also an MPP MOD with the following expression,

\[
\overline{\pi}^p_m(X) = e^{-\lambda m} \prod_{x \in X} \bar{\lambda} m \bar{f}_m(x), \tag{18}
\]

where

\[
\bar{\lambda} m = \sum_{i \in \mathcal{N}} \omega_{i,m} \lambda_i, \tag{19}
\]

\[
\bar{f}_m(x) = \frac{\sum_{i \in \mathcal{N}} \omega_{i,m} f_i(x)}{\sum_{i \in \mathcal{N}} \omega_{i,m}}. \tag{20}
\]

In principle, other fusion rules such as the WGA fusion rule can also be adopted but is out of the scope of this work.

3) Reconstruction of the fused joint MOD

As the MPP RFSs of the fused sub-MODs \( \{\pi^p_{i,m}\}_{m=1}^M \) are mutually independent, the fused joint MOD \( \overline{\pi}^p \) can be constructed using the convolution formula (11) as that in (10).

Proposition 2. Suppose that an RFS \( X = \bigcup_{m=1}^M X_m \) is the union of \( M \) statistically independent MPP subsets \( \{X_m\}_{m=1}^M \) with their RFSs denoted as \( \{\pi^p_m\}_{m=1}^M \) and parameterized by \( \{(\lambda_m, f_m)\}_{m=1}^M \), then the set union \( X \) is also an MPP RFS with its MOD given by,

\[
\overline{\pi}^p(X) = e^{-\bar{\lambda}} \prod_{x \in X} \bar{\lambda} \cdot \bar{f}(x), \tag{21}
\]

where

\[
\bar{\lambda} = \sum_{m=1}^M \lambda_m, \tag{22}
\]

\[
\bar{f}(x) = \sum_{m=1}^M \frac{\lambda_m}{\bar{\lambda}} f_m(x). \tag{23}
\]

The detailed proof of Proposition 2 can be found in Appendix B. Proposition 2 establishes the statistical relationship between the independent MPP subsets and their union. Substitution of (18) into Proposition 2 yields the following Proposition 3 which summarizes the detailed implementation equations of the proposed H-MPHD filter.

Proposition 3. Let \( \nu^p_i(x) \), \( \lambda_i \) and \( f_i(x) \) denote, respectively, the intensity function, mean target number and location density of the \( i \)-th, \( i \in \mathcal{N} \), local PHD filter. Given an M-portion space partition \( X_M(\mathcal{X}) \) of the form (17) and the corresponding heterogeneous fusion weights \( W = \{\omega_{i,m}\}_{i \in \mathcal{N}, m=1}^M \), then the fused MOD by H-MPHD filter is an MPP MOD with its intensity function \( \hat{\nu}^p(x) \) and mean target number \( \hat{\lambda} \) given by,

\[
\hat{\nu}^p(x) = \sum_{i \in \mathcal{N}} \nu^p_i(x) \omega_i(x), \tag{24}
\]

\[
\hat{\lambda} = \sum_{i \in \mathcal{N}} \lambda_i \mu_i, \tag{25}
\]

where

\[
\omega_i(x) = \sum_{m=1}^M \omega_{i,m} I_{X_m}(x), \tag{26}
\]

\[
\mu_i = \sum_{m=1}^M \omega_{i,m} p_{i,m}, \tag{27}
\]

\[
p_{i,m} = \int_{X_m} f_i(x) dx. \tag{28}
\]

Corollary 1. Suppose that the heterogeneous weights are set homogeneously as \( \omega_{i,m} = \omega_i \) for all the factorized MPP sub-MODs \( \{\pi^p_{i,m}\}_{m=1}^M \), then equations (24) and (25) become

\[
\hat{\nu}^p(x) = \sum_{i \in \mathcal{N}} \nu^p_i(x) \omega_i \text{ and } \hat{\lambda} = \sum_{i \in \mathcal{N}} \lambda_i \omega_i, \text{ respectively.} \]
We can see from (24) and (25) that the H-MPHD filter adopts a simple and intuitive structure. Similar to the homogeneous WAA, the fused intensity function \( \hat{\nu}(x) \) and expected target number \( \hat{\lambda} \) are also the weighted summations of the corresponding local statistics. Corollary 1 further shows that H-MPHD filter becomes exactly a standard WAA based multi-sensor PHD filter when the weights are homogeneously set.

However, it can be seen from (26) that the key difference of the H-MPHD filter is that the weight \( \omega_i(x) \) for intensity summation are no longer a fixed scalar but a state-dependent function with a terrace shape. For any state \( x \in \mathcal{X} \), the corresponding weights \( \{\omega_i(x)\}_{i \in \mathcal{N}} \) sum to one, and reflect the relative information confidence of the local intensity functions on that state. Likewise, equations (27) and (28) show that the weights \( \{\mu_i\}_{i \in \mathcal{N}} \) for target number summation also depend on the heterogeneous fusion weights \( \mathcal{W} \). Specifically, in order to quantify the contribution of each local MOD on the mean target number \( \hat{\lambda} \), the term \( \mu_i \) is also a heterogeneously weighted average considering the space-varying relative information confidence of the \( i \)-th MOD \( \pi_i \) on the partitioned \( M \) subspaces \( \{\mathcal{X}_m\}_{m=1}^M \). In this way, the H-MPHD filter is capable of performing information averaging of MODs in a more flexible manner. Mathematically, the knowledge of sensor sensing abilities and environment impacts can be properly embodied into the fusion process by dynamically adjusting \( \{\omega_i(x)\}_{i \in \mathcal{N}} \) and \( \{\mu_i\}_{i \in \mathcal{N}} \) through \( \mathcal{W} \).

Remark 3. Proposition 1 shows that the reconstructed \( \hat{\pi}(X) \) is exactly an MPP MOD, which allows the subsequent filtering recursion to be performed readily using \( \hat{\pi}(X) \) as a prior MOD. Hence, the proposed H-MPHD filter enjoys a conjugate closure which is highly desirable in Bayesian inference [9].

Remark 4. It is important to note that the prerequisites C.1, C.3 and C.4 directly hold thanks to the independence property of MPP and the space partition based MOD decomposition. Also, in principle, if the state space \( \mathcal{X} \) is partitioned into tiny subsets, the relative information confidence for each subset is constant without regard for the specific characteristics of sensor abilities and environmental factors. In this case, C.2 is satisfied. That means the implementation of the H-MPHD filter is feasible in general cases without the need for any suboptimal approximations.

Remark 5. In principle, a heterogeneous multi-sensor CPHD filter can be devised similarly by applying a space partition based factorization of i.i.d. cluster process MOD, then reconstructing the joint MOD after sub-MOD level fusion. However, the reconstructed MOD need not to be an i.i.d. cluster process MOD. In this case, both accurate approximation and efficient implementation are required, which is not trivial and out of the scope of this work.

B. Design of the Heterogeneous Fusion Weights

Here we show how the heterogeneous fusion weights \( \mathcal{W} \) can be evaluated in a principled way. For any object with state \( x \in \mathcal{X} \), its estimation uncertainty is mainly decided by the quality of its associated measurements and the employed estimation approach, e.g., the type of chosen filter. Let \( \Xi(x) \subseteq \mathbb{Z} \) denote the set of measurements which are closely related to the estimation of \( x \), and its specific form depends on how a subject object can affect the sensor measurements. Further, let \( e \) and \( s \) denote, respectively, the parameters that quantitatively characterize the sensor ability and environmental factors. Further, let \( e = \{e^{(r)}\}_{r=1}^n \) and \( s = \{s^{(l)}\}_{l=1}^n \) denote, respectively, the parameters that quantitatively characterize the environmental factors and sensor abilities. The integers \( n_e \) and \( n_s \) are the numbers of parameters in the two sets. These parameters can be, for example, sensor resolution, covariance matrix of measurement errors, clutter intensity, positions of sight obstructions and so on. Clearly, the quality of the measurements in \( \Xi(x) \) is statistically related to sets \( e \) and \( s \).

In the following, we first define an estimation uncertainty function (EUF) in order to quantify the estimation uncertainty of any object with state \( x \in \mathcal{X} \) under the environment and sensor conditions parameterized by sets \( e \) and \( s \).

Definition 4. Let \( e \) and \( s \) denote, respectively, the parameter sets of environmental inputs and sensor abilities. Then, the EUF is defined on \( \mathcal{X} \) and of the following form,

\[
\Phi(x; e, s) \triangleq \Phi^a(x; e, s) \cdot u_1 + \Phi^c(x; e, s) \cdot u_2,
\]

where \( \Phi^a \) and \( \Phi^c \) are the accuracy EUF (AEUF) and cardinality EUF (CEUF), respectively. The non-negative scalars \( u_1 \) and \( u_2 \) are used to transfer cardinality and accuracy uncertainties into a unitless total uncertainty coefficient.

It can be seen from (29) that the EUF \( \Phi(x; e, s) \) takes into consideration both sensor and environment impacts. The AEUF \( \Phi^a \) and CEUF \( \Phi^c \) quantify the localization and cardinality estimation uncertainties, respectively. The two scalar coefficients \( u_1 \) and \( u_2 \) are used to adjust the relative penalties of the two types of uncertainties and can be user-defined according to specific application requirements. In this way, the EUF \( \Phi(x; e, s) \) is able to jointly capture both accuracy and cardinality uncertainties. The structure of EUF is inspired by the optimal sub-pattern assignment (OSPA) distance [51], which is designed to jointly capture the localization and cardinality errors during multi-object estimation. The scalar coefficients \( u_1 \) and \( u_2 \) in (29) are inspired by the cut-off value \( c \) in OSPA, which is employed to transfer the cardinality error into a total localization error. Further details about the OSPA distance can be found in [51].

The design of AEUF \( \Phi^a \) and CEUF \( \Phi^c \) is an open problem. In the following, we provide a simple but reasonable example. First, the estimation covariance \( P(x) \) of a state \( x \) is often used to characterize its localization estimation uncertainty, and \( P(x) \) has already combined the impacts from sensor, environment and also estimation approach. Therefore, a natural and possible choice of AEUF \( \Phi^a \) is the determinant of \( P(x) \),

\[
\Phi^a(x; e, s) \triangleq |P(x)|,
\]

where \( |\cdot|_d \) denotes the determinant operation. It has also been proved that \( |P(x)| \) is effective in the weight selection of CI fusion rule [52]. However, in general cases, the covariance \( P(x) \) cannot be available for all the states. Therefore, a feasible alternative is needed. We recall that the estimation
uncertainty of $x$ is heavily related to the quality of its associated measurements $\Xi(x)$. For any $z \in \mathbb{Z}$, let $R^z(x)$ denote its coordinate-converted measurement covariance matrix. The derivation of $R^z(x)$ can be found in [53] (13a–13e), and the detailed expressions of $R^z(x)$ for the Cartesian to polar coordinates conversion are given in the Appendix C for the reader’s convenience. Then, a possible substitute of $P(x)$ is the weighted average of the covariance matrices of the measurements in set $\Xi(x)$ based on its extent of relevance to the estimation of state $x$, and is denoted by $\hat{R}^z(\Xi)$. It is worth noting that $\hat{R}^z(\Xi)$ is not used to approximate $P(x)$, but rather an alternative to reflect the relative estimation uncertainty among object states.

The cardinality estimation uncertainty can be affected by many factors, for example, the decline of detection probability due to sensor range attenuation, intensity of the clutter measurements, limited sensor FoV, sight obstruction and so on. In order to take these factors into consideration, a reasonable form of CEUF $\Phi^c$ is given as follows,

$$
\Phi^c(x; e, s) = \frac{\lambda_c^c(\Xi)}{P_D(x)F(x)}, \quad (31)
$$

where $P_D(x)$ denotes the detection probability of object with state $x$, $\lambda_c^c(\Xi)$ represents the intensity of the false measurements that can be associated with $x$, and $F(x) = 1$ if the object $x$ is within the sensor FoV and not blocked by any sight obstruction, and otherwise $F(x) = 0$. Note that other factors can also be taken into account by integrating corresponding parameters into $\Phi^c$. The substitution of (31) and (32) into (29) then yields a computable EUF.

Next, we show how the ICCs and heterogeneous weights $\mathcal{W}$ can be evaluated using EUF $\Phi(x; e, s)$. By definition, an MPP MOD $\pi^\Phi$ is completely characterized by its intensity function $\nu^\Phi(x)$, certainly including its information confidence. Intuitively, the quality of the information embedded in $\nu^\Phi(x)$ degrades as the estimation uncertainty increases. Therefore, as for any factorized sub-MOD $\pi^\Phi_{i, m}$, which is defined on the $m$-th partition sub-space $\mathcal{X}_m$, its ICC can be computed as,

$$
\phi_{i, m} = \left[\pi^\Phi_{i, m}(x^*_m, e_i, s_i)\right]^{-1}, \quad (32)
$$

where $\pi^\Phi_{i, m}$ denotes the EUF of the $i$-th sensor, and $x^*_m$ can be any state variable in $\mathcal{X}_m$, when C.2 is satisfied. Then, by substituting (32) into (29), the heterogeneous weights $\mathcal{W}$ can be obtained. Note that, if the state space $\mathcal{X}$ is partitioned into tiny subsets, the $\omega_i(x)$ of (36) can be directly computed as,

$$
\omega_i(x) = \frac{\left[\phi_{i, m}(x^*_m, e_i, s_i)\right]^{-1}}{\sum_{j \in N} \left[\phi_j(x^*_m, e_j, s_j)\right]^{-1}}, \quad (33)
$$

**Remark 6.** The defined EUF of (29) is not intend to provide a rigorous and absolute calculation or quantification of the estimation uncertainty. Rather, it is an intermediate quantity to evaluate the relative information confidence among MODs.

### C. Gaussian Mixture Implementation

Compared with SMC implementation, the GM approach is only suitable for the Gaussian and linear or weak non-linear cases [3], but it can facilitate the state estimation process, and usually has lower transmission and computation load. Here we briefly discuss the GM implementation of the proposed H-MPHD filter. Suppose that the $i$-th local intensity function $\nu^\Phi_i(x), i \in \mathcal{N}$, is represented as a mixture of $J_i$ Gaussian components with weights $\left\{\alpha^g_i, j \in \mathbb{N}\right\}$ as

$$
\nu^\Phi_i(x) = \sum_{j=1}^{J_i} \alpha^g_i \mathcal{G} \left(x; m^g_j, P^g_j\right), \quad (34)
$$

where $\mathcal{G} \left(x; m, P\right)$ denotes a Gaussian density with mean $m$ and covariance $P$. Then, the fused intensity function outputted by H-MPHD filter can be obtained by substituting (34) into (24),

$$
\nu^\Phi(x) = \sum_{i \in \mathcal{N}} \sum_{j=1}^{J_i} \omega_i(m^g_j) \alpha^g_i \mathcal{G} \left(x; m^g_j, P^g_j\right). \quad (35)
$$

Due to the modulation of $\omega_i(x)$, (35) is no longer a standard mixture of Gaussian components. In order to facilitate subsequent processing, e.g., state extraction, one possible solution is to approximate (35) as follows to retain the GM structure,

$$
\bar{\nu}^\Phi(x) \approx \sum_{i \in \mathcal{N}} \sum_{j=1}^{J_i} \omega_i(m^g_j) \alpha^g_i \mathcal{G} \left(x; m_j, P_j\right), \quad (36)
$$

Similar approximation has been employed and tested in [34]. In this case, the expected target number can be computed as,

$$
\bar{x} = \sum_{j=1}^{J_i} \omega_i(m^g_j). \quad (37)
$$

Using (36) and (37), multi-object states can be readily extracted by rounding $\bar{x}$ into $\lfloor \bar{x} \rfloor$, where $\lfloor \cdot \rfloor$ denotes the floor operator, and then selecting the $\lfloor \bar{x} \rfloor$ highest peaks from $\nu^\Phi(x)$ [3]. Alternative approximation strategy can be, for instance, finding the best GM representation of (35) according to a certain criteria, but is not considered here.

Another issue is that the number of Gaussian components increases linearly after the fusion of (36). In order to control the component number, classic strategies such as pruning and merging of Gaussian components [3] need to be applied.

### D. Algorithm Complexity

It can be seen from (36) that the fusion complexity of the H-MPHD filter mainly contains two parts. Firstly, we need to assign the heterogeneous fusion weights to all Gaussian components, and the corresponding complexity is about $O(\sum_{i \in \mathcal{N}} J_i)$. Then, the weighted summation of all Gaussian components also results a complexity about $O(\sum_{i \in \mathcal{N}} J_i)$, and hence the total fusion complexity is about $O(2 \sum_{i \in \mathcal{N}} J_i)$. It should be noted that we do not take into account the complexity for computing the heterogeneous fusion weights, which has a complexity of $O(M)$ with $M$ the number of partitioned sub-MODs. The reason is that these weights can be computed offline and stored in the fusion center. There is no need to repeatedly compute and transmit the fusion weights as the sensor abilities and environmental factors do not change at each fusion interval. Even if the sensor abilities and environmental factors are changed, each sensor can update the its corresponding EUF locally and only send the updated EUF to the fusion center for the calculation of the heterogeneous.
fusion weights. In comparison, the standard WAA fusion does not have the complexity for assigning the fusion weights since all Gaussian components of a local intensity function adopt a same fusion weight.

VI. ANALYTIC IMPLEMENTATIONS USING MB FILTERS

In this section, we discuss how the proposed heterogeneous fusion strategy is implemented in a centralized sensor network where each sensor node runs an MB filter.

A. Heterogeneous Multi-sensor MB Filter

Similarly, the development of the corresponding heterogeneous multi-sensor MB (H-MMB) filter follows the three major steps as that in Sections IV-A and V-A. The aim of the H-MMB filter is to properly integrated all the local MB MODs into a fused global MB MOD at a fusion center.

1) Object-oriented MOD factorization

By definition [1], an MB RFS is a union of a fixed number of independent Bernoulli RFSs. The key spirit of MB filter for multi-object estimation is its component-to-object pairing estimation strategy. Namely, each Bernoulli component is used for multi-object estimation is its component-to-object pairing of independent Bernoulli RFSs. The key spirit of MB filter is to properly integrate all the local MB MODs into a fused global MB MOD at a fusion center.

2) Object-oriented fusion using the WAA fusion rule

Given the factorized Bernoulli densities \( \{ \pi_{i,b}^B \}_{b \in B_i} \), \( i \in \mathbb{N} \), the next step is to cluster them into groups such that conditions C.3 and C.4 can be satisfied. As mentioned above, the MB MODs are decomposed in a physically meaningful manner wherein each factorized Bernoulli density corresponds to a single hypothesized object. Therefore, the information averaging across multiple Bernoulli densities corresponding to different objects is physically infeasible and violating the spirit of the MB MOD. In the following, based on Definition [1], an object-oriented clustering is proposed to group the factorized Bernoulli densities.

Definition 6. Consider a clustering \( C = \{ C_1, \cdots, C_{G_c} \} \) of Bernoulli components having index sets \( \{ B_i, i \in \mathbb{N} \} \), where the \( g \)-th, \( g = 1, \ldots, G_c \), cluster is denoted as \( C_g = \{ B_i, i \in \mathbb{N} \} \), then \( C \) is said to be an object-oriented clustering if any subset \( M_{i,g} \) is either a singleton or emptyset, and for any non-empty \( M_{i,g} \), its indexed Bernoulli density \( \pi_{i,b}^B \), \( b \in M_{i,g} \), satisfies the following two conditions:

\[
\min_{i \in \mathbb{N}, \; i \neq i'} \min_{M_{i',g}, \; b' \in M_{i',g}} D_{KL}(\pi_{i,b}^B; \pi_{i',b'}^B) \leq \gamma, \tag{40}
\]

\[
b = \arg \min_{i \in \mathbb{N}} \sum_{i' \in \mathbb{N}, \; i' \neq i} \min_{b' \in M_{i',g}} D_{KL}(\pi_{i,b}^B; \pi_{i',b'}^B), \tag{41}
\]

where \( \gamma \) is a predefined threshold.

The inequality [40] guarantees that, for any cluster \( C_g, \; g = 1, \ldots, G_c \), the contained Bernoulli components from different sensors are corresponding to a same potential object from the perspective of information consistency. Equation [41] further demands that \( \pi_{i,b}^B, \; b \in M_{i,g} \), is the best Bernoulli density of sensor \( i \), which matches with the potential object modelled by the \( g \)-th Bernoulli component. Therefore, if the factorized Bernoulli components can be grouped into an object-oriented clustering, C.3 and C.4 can be satisfied. Also, the information averaging within each cluster is feasible and also physically complying with the spirit of the MB MOD.

Regarding the construction of the object-oriented clustering, one efficient solution is to use the union find set algorithm [54], [56], which only needs the pairwise KLD between Bernoulli components among sensors as inputs. In this way, the computational complexity of clustering is only polynomial in the number of Bernoulli components. Implementation details of this algorithm can be found in [23], [54] wherein it has been used to cluster Bernoulli and Gaussian components. It should be noted that, after implementing union find set, a subset \( M_{i,g} \) can contain more than one Bernoulli component when potential objects are in close proximity. In this case, one can sequentially examine the context Bernoulli components in subset \( M_{i,g} \).
and retain only the best one according to (41).

After clustering, we also choose the WAA fusion rule to implement the inner-cluster information averaging. The analytical fusion equations of Bernoulli densities have been derived recently in [18], [56]. Let \( \{ \pi_{i,b}^B, b \in M_i \}_{i \in N} \) and \( \{ \omega_{i,g} \}_{i \in N} \) denote, respectively, the factorized Bernoulli densities and the heterogeneous fusion weights of the \( g \)-th cluster of an object-oriented clustering, then the fused density according to WAA is also a Bernoulli density \( \bar{\pi}_g^B \) parameterized by the following expression and spatial distribution [56].

\[
\bar{r}_g = \sum_{i \in N, b \in M_{i,g}} \omega_{i,g} r_{i,b}, \tag{42}
\]

\[
f_g(x) = \frac{1}{\bar{r}_g} \sum_{i \in N, b \in M_{i,g}} \omega_{i,g} r_{i,b} f_{i,b}(x). \tag{43}
\]

The evaluation of the heterogeneous fusion weights \( \{ \omega_{i,g} \}_{i \in N} \) will be discussed in detail in Section VI-B.

**Remark 7.** In the multi-sensor fusion of the MB or labeled MB MODs, the component-pairing strategy has been adopted with the purposes of reducing the algorithm complexity [23], dealing with the label inconsistency issues [25], [26], and maintaining the closure of fusion equations [28]. Here, we advocate an alternative view of the use of the componentpairing strategy which aims to facilitate a local condition tailored information averaging.

3) Reconstruction of the fused MB MOD

The Bernoulli components of the fused densities \( \{ \bar{\pi}_g^B \}_{g=1}^{G_C} \) are also independent among each other due to the inheritance of the independence of the factorized Bernoulli components. Therefore, using the convolution formula [11], we can reconstruct the fused global MOD. The following Proposition 4 summarizes the proposed H-MMB filter and shows that the reconstructed MOD \( \bar{\pi}(X) \) is exactly an MB MOD consists of \( G_C \) Bernoulli components.

**Proposition 4.** Let \( \bar{\pi}_g^{MB} = \{ (r_{i,b}, f_{i,b}) \}_{b \in B} \) denote the MB MOD of the \( i \)-th, \( i \in N \), local MB filter. Given an object oriented clustering \( C = \{ G_1, \cdots, G_{G_C} \} \) of the factorized Bernoulli components of all the local MB MODs and the corresponding heterogeneous fusion weights \( W = \{ \omega_{i,g} \}_{i \in N, g=1}^{G_C} \), then the fused MOD according to heterogeneous WAA fusion rule is an MB MOD parameterized by

\[
\bar{\pi}^{MB} = \{ (\bar{r}_g, \bar{f}_g(x)) \}_{g=1}^{G_C}, \tag{44}
\]

where \( \bar{r}_g \) and \( \bar{f}_g(x) \) are given by (42) and (43), respectively.

Proposition 4 shows that the H-MMB filter also possesses a conjugate closure by maintaining the fused MOD an MB MOD. The fusion process of the H-MMB filter is performed within each cluster of the factorized Bernoulli components, in a parallelized manner, based on the tailor-made fusion weights. Also, it can be seen clearly in (42) and (43) that the knowledge of sensor abilities and environment inputs are embodied into the fusion process by affecting the computation of \( \bar{r}_g \) and \( \bar{f}_g(x) \) through \( W \). Further, using the property of the MB MOD [1] (16.66), the PHD of the fused MB MOD is given by,

\[
\nu_{MB}^{\bar{\pi}}(x) = \sum_{g=1}^{G_C} \bar{r}_g \bar{f}_g(x) = \sum_{g=1}^{G_C} \sum_{i \in N, b \in M_{i,g}} \omega_{i,g} r_{i,b} f_{i,b}(x). \tag{45}
\]

**Corollary 2.** Suppose that the heterogeneous weights are set homogeneously as \( \omega_{i,g} = \omega_i \) for all the factorized Bernoulli densities \( \{ \pi_{i,b}^B \}_{b \in B} \), then \( \bar{\pi}^{MB} \) defined by (44) is the MB MOD that matches exactly the first order moment of the MOD \( \pi \), which is the straightforward WAA fusion of the local MB densities defined as \( \bar{\pi} = \sum_{i \in N} \omega_i \pi_i^{MB} \).

The proof of Corollary 2 can be found in Appendix D. Note that the direct WAA fusion of the local MB MODs does not result another MB MOD [18], [28], and, therefore, approximation is needed to maintain conjugacy. Corollary 2 shows that, when homogeneous weights are employed, the fused MOD by the H-MMB filter is a reasonable approximation of the MOD returned by the homogeneous WAA in the sense of preserving its PHD. The first order approximation method has been effectively adopted before in [6] and [8] to achieve the conjugate closure of the MB filter and the labeled MB filter, respectively.

**Remark 8.** As is indicated in Remark 7 that the prerequisites C.1–C.4 are all satisfied for the H-MPHD filter. However, it should be noted that, during the derivation of the H-MMB filter, C.1–C.4 need not hold well for all scenarios. For example, if the HPD \( \alpha \)-credible region of a Bernoulli component is extremely large such that the sensor ability and environmental impact vary significantly within it, then inequality (39) fails and C.2 does not hold. In these cases, H-MMB filter cannot be applied ideally.

B. Evaluation of the Heterogeneous Fusion Weights

Similarly, the ICCs and heterogeneous fusion weights \( W \) can be calculated using EUF \( \Phi(x; e, s) \). For any factorized Bernoulli component \( \pi_{i,b}^B \), its ICC can be computed as follows based upon the validation of C.2,

\[
\phi_{i,b} = [\Phi_i(x^*_b; e_i, s_i)]^{-1}, \quad x^*_b \in S_\alpha(f_{i,b}), \tag{46}
\]

where \( S_\alpha(f_{i,b}) \) is the HPD \( \alpha \)-credible region of \( f_{i,b}(x) \) defined in Definition 5. \( \Phi_i \) denotes the EUF of the \( i \)-th sensor, and \( x^*_b \) can be any state variable in \( S_\alpha(f_{i,b}) \), e.g., the mode of \( f_{i,b} \). Next, the heterogeneous weights \( W \) can be readily computed by substituting (46) into (9).

C. Gaussian Mixture Implementation

Suppose the GM style MB MOD \( \pi_{i,b}^{MB} = \{ (r_{i,b}, f_{i,b}) \}_{b \in B} \) is obtained at each local sensor [6], then the spatial distribution \( f_{i,b}(x) \) of the \( b \)-th hypothesized object is represented as

\[
f_{i,b}(x) = \sum_{j=1}^{J_{i,b}} \alpha_{i,b}^j G \left( x; m_{i,b}^j, P_{i,b}^j \right), \tag{47}
\]

where \( J_{i,b} \) and \( \alpha_{i,b}^j \) denote the number of Gaussian components and the weight of the \( j \)-th component, respectively. Then,
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Fig. 1. The 5000 m × 5000 m 2-dimensional tracking scenario involving 6 range-angle sensors and 12 moving objects. The range thresholds for sensors 2, 3 and 5 are illustrated as examples and distinguished with different colors and line types. Specifically, \( \mathcal{T}_1^5, \mathcal{T}_2^5 \) and \( \mathcal{T}_1^{max} \) are indicated by dotted, dot-
segment and solid lines, respectively.

by substituting (47) into (43), the \( g \)-th, \( g = 1, \ldots, G_C \), spatial density obtained by the H-MMB filter can be written as,

\[
\tilde{f}_g(x) = \sum_{i \in \mathcal{N}_g} \sum_{b \in \mathcal{M}_{i,g}} \left( \frac{\omega_{i,g} r_{i,b} \alpha_{i,b}^g}{\tilde{r}_g} \right) g \left( x; m_{i,b}^g, P_{i,b}^g \right),
\]

where \( \tilde{r}_g \) is the fused existence probability, and can be readily computed using (42). It should be noticed that (48) remains the structure of Gaussian mixture. In this case, the multi-
object state extraction approach of MB filter can be directly applied [6]–[8]. Specifically, the number of objects can be estimated by the expected or maximum a posteriori cardinality estimate, and the individual states can be extracted by selecting the mean of the corresponding number of Gaussian components with the highest existence probabilities.

After the fusion of (48), the number of components also increases additively, therefore pruning and merging of components [6]–[8] are required to control the component number.

D. Algorithm Complexity

Different from the H-MPHD filter, the implementation of the H-MMB filter involves an extra union find set based clustering process. The worst-case time complexity of the union find set algorithm is about \( \mathcal{O}(a_\zeta(a, b)) \), where \( \zeta(a, b) \) denotes a functional inverse of Ackermann’s function [57], integers \( a \) and \( b \) are, respectively, the number of find operations and the number of Bernoulli components with \( b = \sum_i [\mathbb{E}] \). After clustering, we also have to assign the heterogenous fusion weights to all Bernoulli components, which is with a complexity \( \mathcal{O}(b) \). Lastly, the complexity of the weighted averaging for all Gaussian components using (48) is about \( c = \sum_{i \in \mathcal{N}_g} \sum_{b \in \mathcal{M}_{i,g}} J_{i,b} \). Therefore, the total fusion complexity of the H-MMB filter is about \( \mathcal{O}(a_\zeta(a, b) + b + c) \).

VII. PERFORMANCE ASSESSMENT

In order to assess the performance of the proposed hetero-
geneous fusion algorithms, here we consider tracking 12 moving objects in a 2-dimensional surveillance region \( \mathbb{S} = \mathbb{L}^2 \) with \( \mathbb{L} \triangleq [-2500 \text{m}, 2500 \text{m}] \) using 6 range-angle radar-type sensors with limited sensing abilities. The sensor positions and ground truth of all objects are shown in Fig. 1. As for the architecture of the sensor network, at each time, the local MODs of all sensor nodes are sent to a fusion center to compute the global fusion results, and there is no information feedback to each sensor. The performance comparisons with the state-dependent WAA (SD-WAA) PHD filter [34], and the direct implementation of the homogeneous WAA fusion methods with the Metropolis fusion weights [58] are presented to demonstrate the efficacy of the proposed methods. The considered performance metrics include the optimal sub-
pattern assignment (OSPA) error [51], cardinality statistics and execution times. All metrics are averaged over 200 Monte Carlo runs in the following simulations.

The number of objects in the surveillance area varies over a period of 80 seconds as new objects can appear and existing objects can disappear. The state of an object is defined as

\[ x^k = [p_x^k, p_y^k, v_x^k, v_y^k]^T \in \mathbb{X}, \] where the state space \( \mathbb{X} \triangleq \mathbb{S} \times \mathbb{R}^2 \), the terms \( (p_x^k, v_x^k) \in \mathbb{S} \) and \( (v_y^k, v_y^k) \in \mathbb{R}^2 \) represent the position and velocity in the \( x \) and \( y \) coordinates, respectively. The single-object dynamic model \( \varphi^{|k-1}(\cdot) \) is assumed to be linear and Gaussian as,

\[
\varphi^{|k-1}(x^{k-1}) = g(x^k; Fx^{k-1}, Q),
\]

with

\[
F = \begin{bmatrix} 1 & T_s  \\ 0 & 1 \end{bmatrix} \otimes I_2, 
Q = \sigma_v^2 \begin{bmatrix} \frac{T_s^2}{2} & \frac{T_s}{2} \\ \frac{T_s}{2} & \frac{T_s^2}{2} \end{bmatrix} \otimes I_2,
\]

where the sampling interval \( T_s = 1 \text{ s} \), the standard deviation of the process noise \( \sigma_v = 0.1 \text{ m/s}^2 \), \( I_n \) is an \( n \times n \) identity matrix, and \( \otimes \) denotes the Kronecker product operation. Moreover, the probability of object survival is set as \( p_S = 0.98 \).

Each sensor \( i \in \{1, 2, 3, 4, 5, 6\} \) has a circle-shaped FoV with maximum detection range \( \mathcal{T}_i^{max} \) due to its physical limitation of sensing ability. For all sensors, the number of clutter measurements at each sampling time is Poisson distributed with parameter \( \lambda_c = 5 \), and each clutter is spread uniformly over the sensor FoV. The \( i \)-th sensor can only collect the valid measurements of a object when the object is inside its FoV,

\[
F_i(x^k) = \begin{cases} 1, & \text{ if } d(s_i, x^k) \leq \mathcal{T}_i^{max}, \\ 0, & \text{ if } d(s_i, x^k) > \mathcal{T}_i^{max}, \end{cases}
\]

where \( d(s_i, x^k) = \sqrt{(p_x^k - p_i, x)^2 + (p_y^k - p_i, y)^2} \) with \( s_i = [p_i, x, p_i, y]^T \) the location of the \( i \)-th sensor, and recall \( F_i(\cdot) \) is the FoV function of sensor \( i \) given in (31). On the other hand, when object \( x^k \) is inside the FoV, sensor \( i \) can detect it with a state-dependent probability function as follows,

\[
p_{D,i}(x^k) = \begin{cases} 0.98, & \text{ if } d(s_i, x^k) \leq \mathcal{T}_i, \\ 0.8, & \mathcal{T}_i < d(s_i, x^k) \leq \mathcal{T}_i^{max}, \\ 0.6, & \mathcal{T}_i^{max} < d(s_i, x^k) \leq \mathcal{T}_i^{max}, \end{cases}
\]
local sensors. Each target-originated measurement is generated according to a nonlinear measurement model with zero-mean additive Gaussian measurement noise,

\[ z_i^k = \left[ \text{atan2}(p_i^k - p_i^e, p_i^y - p_i^e) \right] + \nu^k, \]  

(53)

where \text{atan2}(\cdot) denotes the 4-quadrant inverse tangent function and the covariance matrix of the measurement noise \( \nu^k \) is

\[ R^k = \begin{bmatrix} \sigma_\theta^2 & 0 \\ 0 & \sigma_r^2 \end{bmatrix} \]  

(54)

with \( \sigma_\theta = 2^\circ \text{ rad} \) and \( \sigma_r = 20 \text{ m} \). Due to the nonlinear measurement model (53), the extended Kalman version of the PHD \cite{3} and MB \cite{6} filters are employed in the simulation.

A. Case 1

Before fusion, the normalized heterogeneous weights need to be computed for the H-MPHD and H-MMB filters. As for the implementation of the H-MPHD filter, we need to begin with obtaining an \( M \)-portion space partition \( \mathcal{X}_M(X) \), according to Definition 2, such that C.2 can be satisfied. Since the sensor abilities only vary along the position dimensions in this scenario, we consider the space partition only in the position dimensions. Specifically, the 2-dimensional surveillance region \( \mathbb{S} \) is evenly partitioned into \( M = 2500^2 \) disjoint square-shape sub-regions \( \{ S_m \}_{m=1}^M \) with a same \( 2 \times 2 \text{ m} \times \text{ m} \) size. Namely, \( \mathbb{S} = \bigcup_{m=1}^M S_m \) and \( S_m \cap S_{m'} = \emptyset, n, m \in \{1, \ldots, M\}, n \neq m \). Based on the partition of \( \mathbb{S} \), the adopted partition of \( X \triangleq \mathbb{S} \times \mathbb{R}^2 \) can be readily expressed as \( X = \bigcup_{m=1}^M X_m \) with the \( m \)-th subspace \( X_m = S_m \times \mathbb{R}^2 \). Given the sensor characteristics described by (54), C.2 can be satisfied for such a \( 2 \times 2 \text{ m} \times \text{ m} \) size partition. Namely, the information confidence within each sub-MOD \( \pi_{i,m} \) is relatively consistent and can be quantified by a scalar-type ICC \( \phi_{i,m} \).

Let \( x_i^* \), \( m = 1, \ldots, M \), denote the central point of the \( m \)-th subspace \( X_m \). The CEUF \( \Phi^e(x_i^*, e_i, s_i) \) can be computed for each \( \pi_{i,m} \) by substituting (51) and (52) into (31). Next, the AEUF \( \Phi^a(x_i^*, e_i, s_i) \) is evaluated as \( |R_m(z_i^m)| \) where \( z_i^m \) is the ideal measurement generated by \( x_i^* \) when the measurement noise is set as zero. The term \( R_m(z_i^m) \) denotes the position related coordinate-converted measurement covariance matrix of \( z_i^m \) \cite{33}. Thus, \( R_m(z_i^m) \) is a matrix of size \( 2 \times 2 \) and can be computed offline when \( x_i^* \) is chosen. By substituting the resultant \( \Phi^a \) and \( \Phi^e \) into (29), (32) and (33), the heterogeneous weights \( \{ \omega_i(x_i^*) \}_{i=1}^6 \) of (26) can be obtained for the H-MPHD filter. The coefficients in Definition 4 are set as \( u_1 = 1 \text{ m}^{-4} \) and \( u_2 = 800 \) to balance the relative penalties of AEUF and CEUF since \( |R_m(z_i^m)| \) takes much larger value than detection probability.

Fig. 2 shows the heterogeneous fusion weights \( \{ \omega_i(x_i^*) \}_{i=1}^6 \) for the \( M = 2500^2 \) groups of the decomposed sub-MODs \( \{ \{ \pi_{i,m} \}_{i=1}^6 \}_{j=1}^M \). Note that the sub-MODs are grouped automatically without using any extra clustering process since all the local MODs are factorized based on a same space partition \( \mathcal{X}_M(X) \). The values of these weights are indicated by different colors. It can be seen that, in order to reflect the complex relative information confidence among the MODs generated by different sensors, the heterogeneous weights of each sensor are also space-varying. Specifically, for any state \( x_i^m \), the \( i \)-th sensor has a larger heterogeneous weight \( \omega_i(x_i^m) \) when \( d(s_i, x_i^m) \) is small. This is because detection probability function \( p_{D,i}(x_i^m) \) is inversely proportional to \( d(s_i, x_i^m) \), and the value of \( |R_m(z_i^m)| \) increases as \( d(s_i, x_i^m) \) increases due to the fixed standard deviation of angular measurement. Also, the value of the heterogeneous weights of a sensor is affected by all the rest sensors. The weight \( \omega_i(x_i^m) \) of sensor \( i \) is small when other sensors have high estimation confidence on state \( x_i^m \). Particularly, sensor \( i \) has full discourse on \( x_i^m \), i.e., \( \omega_i(x_i^m) = 1 \), if \( x_i^m \) is out the FoVs of all other sensors. The results in Fig. 2 is also intuitive since it is natural to trust a sensor more if the object is close to that sensor, and vice versa. In contrast, the homogeneous WAA method employs the scalar weights without regard for the practical characteristics of sensors.

As for the implementation of the H-MMB filter, the corresponding heterogeneous fusion weights can also be obtained using \( \{ \omega_i(x_i^m) \}_{i=1}^6 \). In particular, here we select the suitable \( \omega_i(x_i^m) \), which is located in the the HPD \( n \)-credible region \( S_{\alpha}(f_{i,b}(x)) \) of Bernoulli density \( f_{i,b}(x) \) as the heterogeneous fusion weight for \( f_{i,b}(x) \). More importantly, it is worth noting that the heterogeneous fusion weights \( \{ \omega_i(x_i^m) \}_{i=1}^6 \) can be
specifically, the sensor positions and ground truth of objects will study how heterogeneous fusion strategy performs when cardinality and accuracy estimation abilities. In Case 2, we can better handle the sensors difference in terms of both B. Case 2 all objects and deliver the best fusion performance. Their oversimplified weighting mechanism which fails to reflect are still incapable of tracking all the objects effectively due to the fusion performance by properly using the knowledge of the information collected within the FoVs of individual local filters due to the combination and complementation of the standard WAA fusion methods return better results than homogeneous versions. It can be seen that the single sensors plotted against time steps for each single sensor, the SD-WAA are computed and transmitted among sensors at each fusion inter- cal sensors over the whole surveillance area. First, the heterogeneous weights are plotted in Fig. 5. In contrast, the proposed H-MPHD and H-MMB filters can effectively track all objects and deliver the best fusion performance.

B. Case 2

In Case 1, we show that the heterogeneous fusion strategy can better handle the sensors difference in terms of both cardinality and accuracy estimation abilities. In Case 2, we will study how heterogeneous fusion strategy performs when sensors only have different capabilities in estimation accuracy. Specifically, the sensor positions and ground truth of objects are the same as that in Case 1. The only difference is that the FoV of each sensor can completely cover the surveillance region, and the probability of detection is \( p_D = 0.98 \) for all sensors over the whole surveillance area.

Firstly, the heterogeneous weights are plotted in Fig. 5. It can be seen that the values of the weights are changing smoothly since only the AEUF \( \Phi^i \) dominates the evaluation of the fusion weights. Note that the estimation accuracy of a sensor changes gradually since the value of \( |R^i(z_m^i) d | \) increases gradually as \( d(s_i, x_m) \) increases due to the fixed angular measurement error. The cardinality and OSPA errors are plotted against time steps for each single sensor and all
fusion methods in Figs. 6 and 7. It can be seen that the proposed H-MPHD and H-MMB filters can still significantly outperform the SD-WAA filter, and the homogeneous fusion methods even the homogeneous ones have perfect cardinality estimation performance.

Lastly, the averaged per time step execution times of all fusion algorithms are listed in Table I for both Case 1 and Case 2. The execution times were obtained using MATLAB (R2018b) on a laptop with a 3 GHz Intel Core i3 processor and 8 Gb memory. It can be seen that the proposed heterogeneous fusion algorithms have higher complexity because they involve extra processes such as the clustering of Bernoulli components and the assignment of individualized weights to Gaussian components. Besides, all fusion algorithms have longer execution times for Case 2 since all local sensors have full FoVs that can cover the whole surveillance region.

VIII. CONCLUSION

In this paper, we addressed the problem of the density based multi-sensor fusion using RFS type MODs. Firstly, we showed that the weighting mechanism of using a scalar coefficient in existing fusion methods can be oversimplified for practical scenarios. Then, we propose a novel heterogeneous fusion method, which adopts a local condition tailored fusion tactic, to perform the information averaging among RFS MODs based on multiple sets of tailor-made fusion weights. To demonstrate the efficacy of the fusion strategy, we further derived the detailed fusion equations for both the PHD and MB filters. Simulation results confirmed the effectiveness and robustness of the proposed algorithms in challenging tracking scenarios.

It should be noted that, compared to the existing homogeneous fusion methods, the additional information of environmental factors and sensor abilities are required to evaluate the heterogeneous fusion weights in the proposed algorithms. On the other hand, there is no principled method to incorporate sensor and environment information into the fusion process of the homogeneous fusion methods even if the information is available. Hence, the proposed heterogeneous method can be viewed as a principled extension of the homogeneous fusion methods by properly exploiting the sensor and environment information during the fusion process. In a future study, we will consider the extension of the heterogeneous fusion method to the sensor networks with decentralized architecture [21–25, 48, 59].

**APPENDIX A PROOF OF PROPOSITION 1**

Using the property of conditional probability, the distribution $\pi_m$ of the $m$-th partitioned sub-set $X_m$ can be calculated as

$$
\pi_m(X) = \pi(X; X \subseteq X_m) \frac{\Pr(X \subseteq X_m)}{\int_{X_m} \pi(X) \delta X}
$$

(55)

where the divisor in (55) is a set integral on sub-space $X_m$, and defined as,

$$
\int \pi(X) \delta X = \frac{1}{n} \int \pi(\{x_1, \ldots, x_n\}) dx_1, \ldots, dx_n.
$$

(56)

Recall that the MOD of an MPP RFS is given by [1],

$$
\pi(X) = e^{-\lambda} \prod_{x \in X} \lambda \cdot f(x).
$$

(57)

Then, using (56) and (57), the set integral of an MPP RFS on sub-space $X_m$ can be calculated as

$$
\int_{X_m} \pi(X) \delta X = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{(X_m)^n} \pi(\{x_1, \ldots, x_n\}) dx_1, \ldots, dx_n
$$

$$
= \sum_{n=0}^{\infty} \frac{1}{n!} \int_{(X_m)^n} e^{-\lambda \lambda^n} \prod_{l=1}^{n} f(x_l) dx_1, \ldots, dx_n
$$

$$
= \sum_{n=0}^{\infty} \frac{1}{n!} e^{-\lambda \lambda^n} \prod_{l=1}^{n} \int_{X_m} f(x_l) dx_l
$$

$$
= e^{-\lambda} \sum_{n=0}^{\infty} \frac{1}{n!} \lambda^n p_m^n
$$

$$
= e^{-\lambda e^{\lambda p_m}}.
$$

By substituting (57) and (58) into (55), we have

$$
\pi_m(X) = e^{-\lambda \lambda^n} \prod_{x \in X} f(x) I_{X_m}(x)
$$

$$
= e^{-\lambda e^{\lambda p_m}} \prod_{x \in X} f(x) I_{X_m}(x)
$$

$$
= \frac{\prod_{x \in X} f(x) I_{X_m}(x)}{e^{-\lambda e^{\lambda p_m}}}
$$

$$
= \prod_{x \in X} \left(\frac{f(x) I_{X_m}(x)}{p_m}\right)
$$

(59)

Thus, Proposition 1 is proved.
Appendix B
Proof of Proposition 2

The probability-generating functional (PGFl) of an MPP \( X \) of the form (57) is given by [1],

\[
G_X [h] = e^{\lambda f[h] - \lambda}
\]  
(60)

where

\[
f[h] = \int h(x) f(x) dx
\]
(61)

and \( h(x) \) is a nonnegative real-valued function of \( x \) that has no units.

Since the random finite subsets \( \{ X_m \}_M \) are statistically independent, the PGFl of the RFS \( X = \bigcup_{m=1}^M X_m \) can be expressed as the product of the PGFls of these subsets [1],

\[
G_X [h] = G_{X_1}[h] \cdots G_{X_M}[h].
\]
(62)

Using (60), (62), and the expression of \( \tilde{\pi}_m(i) \) (see eq. (18) in the main body of the manuscript), we have

\[
G_X [h] = \prod_{m=1}^M e^{\lambda_m f_m[h] - \lambda_m} = \left\{ \sum_{m=1}^M \lambda_m f_m[h] - \sum_{m=1}^M \lambda_m \right\}
\]
(63)

\[
= e^{\lambda \sum_{m=1}^M \lambda_m f_m[h] - \lambda} = e^{\lambda f[h] - \lambda}
\]

Then, by comparing (63) and (60), the proof is concluded.

Appendix C
The Expression of the Coordinate-converted Measurement Covariance Matrix

Consider the state of an object is defined in Cartesian coordinate as \( x = [p_x, p_y] \in \mathbb{R}^2 \). Let \( z^x = [r^x, \theta^x]^T \) denote the associated measurement of \( x \) with \( r^x \) and \( \theta^x \) the range and angle measurements in polar polar coordinate, respectively. The standard deviations of the range and angle measurement noises are denoted as \( \sigma_r \) and \( \sigma_\theta \). According to [53] (13a–13c), the coordinate-converted measurement covariance matrix has the following expression,

\[
R^x(z) = \begin{bmatrix}
R_{11}^x & R_{12}^x \\
R_{21}^x & R_{22}^x
\end{bmatrix}
\]
(64)

where

\[
R_{11}^x = \left[ r^x \right]^2 e^{-2\sigma^2_r} \left[ \cos^2 \theta^x (\cosh 2\sigma_\theta^2 - \cosh \sigma_\theta^2) + \sin^2 \theta^x (\sinh 2\sigma_\theta^2 - \sinh \sigma_\theta^2) \right]
\]

\[
+ 2 \sigma^2_r e^{-2\sigma^2_r} \left[ \cos^2 \theta^x (\cosh 2\sigma_\theta^2 - \cosh \sigma_\theta^2) + \sin^2 \theta^x (\sinh 2\sigma_\theta^2 - \sinh \sigma_\theta^2) \right] \]

\[
R_{12}^x = \left[ r^x \right]^2 e^{-2\sigma^2_r} \left[ \sin^2 \theta^x (\cosh 2\sigma_\theta^2 - \cosh \sigma_\theta^2) + \cos^2 \theta^x (\sinh 2\sigma_\theta^2 - \sinh \sigma_\theta^2) \right]
\]

\[
+ \sigma^2_r e^{-2\sigma^2_r} \left[ \sin^2 \theta^x (\cosh 2\sigma_\theta^2 - \cosh \sigma_\theta^2) + \cos^2 \theta^x (\sinh 2\sigma_\theta^2 - \sinh \sigma_\theta^2) \right],
\]

\[
R_{22}^x = -4 \sigma^2_r e^{-2\sigma^2_r} \left[ \sigma^2_r + (1 - e^{-\sigma^2_r}) \left( \left[ r^x \right]^2 + \sigma^2_r \right) \right],
\]

and \( R_{12}^x = R_{21}^x \).

Appendix D
Proof of Corollary 2

For a given MB MOD \( \hat{\pi}^\text{MB} \) parameterized by \( \{\{r_{i,b}, f_{i,b}(x)\}\}_{b \in \mathbb{B}} \), its first order moment or PHD \( \nu_i^\text{MB}(x) \) can be obtained via calculating the first order derivative of its PGFI [1] (16.66) as,

\[
\nu_i^\text{MB}(x) = \frac{\partial}{\partial x} G^\text{MB}_i[h] \bigg|_{h=1} = \frac{\partial}{\partial x} \left. \int h^X \tilde{\pi}^\text{MB}_{i,v}(X) \delta X \right|_{h=1}
\]
(65)

\[
= \sum_{b \in \mathbb{B}} r_{i,b} f_{i,b}(x),
\]

where \( G^\text{MB}_i[h] \) denotes the PGFl of the MB MOD \( \hat{\pi}^\text{MB} \).

Similarly, given a set of MB MODs and the associated homogeneous fusion weights \( \{\{\pi^\text{MB}_{i,v}, \omega_i\}\}_{i \in \mathcal{N}} \), the PHD of the fused MOD \( \bar{\pi} \) according to the direct AA fusion rule can be computed as,

\[
\bar{\nu}^\text{MB}(x) = \frac{\partial}{\partial x} \left. \int h^X \bar{\pi}^\text{MB}(X) \delta X \right|_{h=1}
\]
(66)

Next, using the linear property of set integral [1] (11.102) and (65), equation (66) can be further written as

\[
\bar{\nu}^\text{MB}(x) = \sum_{i \in \mathcal{N}} \omega_i \frac{\partial}{\partial x} \left. \int h^X \tilde{\bar{\pi}}^\text{MB}_{i,v}(X) \delta X \right|_{h=1}
\]
(67)

By substituting \( \omega_{i,g} = \omega_i \) into the expression of \( \bar{\nu}^\text{MB}(x) \) (see eq. (45) in the main body of the manuscript), the PHD of the fused MOD by the H-MMB filter becomes,

\[
\bar{\nu}^\text{MB}(x) = \sum_{g=1}^G \sum_{i \in \mathcal{N}, b \in \mathbb{B}_{i,g}} \omega_{i,g} r_{i,b} f_{i,b}(x)
\]
(68)

\[
= \sum_{i \in \mathcal{N}, b \in \mathbb{B}_i} \omega_i r_{i,b} f_{i,b}(x).
\]
Thus, Corollary 2 is proved by comparing [67] and [68].
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