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1 Introduction

An automaton is unambiguous if each word has at most one accepting run and separated if no word is accepted from two distinct states. The classical translation of LTL formulas to Büchi automata [5] produces unambiguous separated automata since the states of such automata correspond to complete subformula types. Motivated by this observation, Couvreur et al. [3] present a polynomial-time algorithm to model check Markov chains against separated unambiguous Büchi automata.

In this note we give a polynomial-time algorithm for model checking Markov chains against Büchi automata that are unambiguous but not necessarily separated. Apart from the extra generality of this procedure, our main motivation is the fact that the build-by-need translation from LTL to Büchi automata described in [4]—adapting the construction of [4]—produces automata that are unambiguous but which may not be separated.

2 Definitions

We briefly recall the main definitions. See [23] for more details.

A Markov chain $M = (S, P, \pi)$ consists of a set $S$ of states, a transition probability function $P : S \times S \to [0, 1]$ such that $\sum_{t \in S} P(s, t) = 1$ for each state $s \in S$, and an initial probability distribution $\pi$ on $S$. We assume that all numerical data are rational.

We denote by $\Pr_M(L)$ the probability that $M$ performs a trajectory in a given measurable set $L \subseteq S^\omega$. We extend this notation to sets of finite words $L \subseteq S^*$, writing $P_M(L)$ as shorthand for $P_M(LS^\omega)$.

A non-deterministic automaton $A = (\Sigma, Q, Q_0, \delta, F)$ comprises a finite alphabet $\Sigma$, a finite set of states $Q$, set of initial states $Q_0 \subseteq Q$, transition function $\delta : Q \times \Sigma \to 2^Q$, and set of accepting states $F$. We extend $\delta$ to a function $\delta : Q \times \Sigma^+ \to 2^Q$ by inductively defining $\delta(q, \epsilon) = \delta(q, \epsilon) = \bigcup \{ \delta(q', \sigma) : q' \in \delta(q, w) \}$, where $w \in \Sigma^+$. We consider automata alternatively as acceptors of finite words and acceptors of infinite words (via the Büchi acceptance condition). In the former case we speak of non-deterministic finite automata (NFA) and in the latter case of non-deterministic Büchi automata (NBA). In either case we write $L(A)$ for the language accepted by $A$. 
3 Main Result

Let $M = (S, P, \pi)$ be a Markov chain, $A$ an unambiguous NBW with alphabet $\Sigma$, and $\lambda : S \rightarrow \Sigma$ a function labelling the states of $M$ with letters from the alphabet of $A$. Write $||M||$ and $||A||$ for the respective lengths of the representations of $M$ and $A$, assuming that integers are encoded in binary. We show how to compute $\Pr_M(s_1 s_2 \ldots \in S^\omega : \lambda(s_1) \lambda(s_2) \ldots \in L(A))$—the probability that a trajectory of $M$ is accepted by $A$—in time polynomial in $||M||$ and $||A||$.

Without loss of generality, by first applying an existential renaming to $A$, we may assume that the alphabet of $A$ is the set of states of $M$, i.e., $\Sigma = S$, and the state-labelling map $\lambda$ is the identity. Note that unambiguous automata are preserved under existential renaming. Our task is now to compute $\Pr_M(L(A))$. We first consider the case of automata over finite words.

**Lemma 1.** Let $M = (S, P, \pi)$ be a Markov chain and $A = (S, Q, Q_0, \delta, F)$ an unambiguous NFA. Then $\Pr_M(L(A))$ is computable in time polynomial in $||A||$ and $||M||$.

**Proof.** Let $L(A, q) \subseteq S^*$ denote the set of words accepted by $A$ with $q \in Q$ as initial state. Similarly let $\Pr_{M,s}$ denote the probability distribution on $S^\omega$ induced by $M$ with initial state distribution $P(s, -)$. Without loss of generality, assume that $S$ contains a state $s_0$ with $P(s_0, s) = \pi(s)$ for each $s \in S$. Let us also assume that every state in $A$ is reachable from $Q_0$ and can reach $F$.

Define a directed graph $G_{M@A} = (V, E)$, with set of vertices $V = S \times Q$ and $(s, q) \sim (s', q')$ if and only if $P(s, s') > 0$ and $q' = \delta(q, s')$. Say that a vertex $(s, q) \in V$ is accepting if $q \in F$ and dead if it cannot reach an accepting vertex. Write $V^\text{acc}$ and $V^\text{dead}$ for the respective sets of accepting and dead vertices, and write $V^? = V \setminus (V^\text{acc} \cup V^\text{dead})$.

Introduce a real-valued variable $\xi_{s,q}$ to represent $\Pr_{M,s}(L(A, q))$, so that $\sum_{q \in Q_0} \xi_{s_0,q}$ represents $\Pr_M(L(A))$. We claim that the following system of equations uniquely defines $\xi_{s,q}$:

\[
\begin{align*}
\xi_{s,q} &= 0 & (s, q) \in V^\text{dead} & \quad (1) \\
\xi_{s,q} &= 1 & (s, q) \in V^\text{acc} & \quad (2) \\
\xi_{s,q} &= \sum_{s' \in S} \sum_{q' \in \delta(q, s')} P(s, s') \cdot \xi_{s',q'} & (s, q) \in V^? & \quad (3)
\end{align*}
\]

The correctness of (1) and (2) is self-evident. Correctness of (3) follows from the following calculation:

\[
\begin{align*}
\xi_{s,q} &= \Pr_{M,s}(L(A, q)) \\
&= \sum_{s' \in S} P(s, s') \cdot \Pr_{M,s'} \left( \bigcup_{q' \in \delta(q, s')} L(A, q') \right) \\
&= \sum_{s' \in S} \sum_{q' \in \delta(q, s')} P(s, s') \cdot \Pr_{M,s'}(L(A, q')) \quad A \text{ is unambiguous} \\
&= \sum_{s' \in S} \sum_{q' \in \delta(q, s')} P(s, s') \cdot \xi_{s',q'}.
\end{align*}
\]
To see that the solution of (3) is unique, write the equation system in matrix form as \( \xi = C\xi + d \), where \( \xi = \{\xi(s,q) : (s,q) \in V^2\} \).

\[
C_{(s,q),(s',q')} = \begin{cases} 
    P(s,s') & q' \in \delta(q,s') \\
    0 & \text{otherwise}
\end{cases}
\quad \text{and} \quad d_{(s,q)} = \sum_{s' : \delta(q,s') \cap F \neq \emptyset} P(s,s').
\]

Given two solutions \( \xi \) and \( \xi' \), we have \( \xi - \xi' = C^n(\xi - \xi') \) for all \( n \). We will show that \( \lim_n C^n = 0 \), which proves uniqueness.

The entry of index \((s,q)\) in \((I + C + \cdots + C^n)d\) is \( \Pr_{M,s}(L(A,q) \cap S^{\leq n}) \), which converges to \( \Pr_{M,s}(L(A,q)) \) as \( n \) tends to infinity. It follows that \( \lim_n C^n(I + C + \cdots + C^m)d = 0 \) for any fixed \( m \in \mathbb{N} \). But, since all vertices in \( V^f \) can reach \( V^{acc} \), there exists some \( m \) such that \((I + C + \cdots + C^m)d\) is strictly positive in every entry. We conclude that \( \lim_n C^n = 0 \).

Since systems of linear equations can be solved in polynomial time, the result follows.

We now use Lemma 1 to handle the case of automata over infinite words. In particular we use the lemma to classify states of the product \( M \otimes A \) as recurrent or not.

**Theorem 2.** Let \( M = (S, P, \pi) \) be a Markov chain and \( A = (S, Q, Q_0, \delta, F) \) an unambiguous NBA. Then \( P_M(L(A)) \) is computable in time polynomial in \( ||M|| \) and \( ||A|| \).

**Proof.** Given \((s,q) \in S \times F\), define \( G_{s,q}, H_{s,q} \subseteq S^+ \) by

\[
G_{s,q} = \{s_1 \ldots s_k \in S^+ : s_k = s \text{ and } q \in \bigcup_{p \in Q_0} \delta(p, s_1 \ldots s_k)\}
\]

\[
H_{s,q} = \{s_1 \ldots s_k \in S^+ : s_k = s \text{ and } q \in \delta(q, s_1 \ldots s_k)\}.
\]

Thus \( G_{s,q} \) is the set of finite trajectories of \( M \) that end in state \( s \) and which lead \( A \) from an initial location to \( q \), while \( H_{s,q} \) is the set of finite trajectories of \( M \) that end in state \( s \) and that lead \( A \) from location \( q \) back to itself.

Clearly we can express \( L(A) \) as the following \( \omega \)-regular expression:

\[
L(A) = \bigcup_{(s,q) \in S \times F} G_{s,q}H_{s,q}^\omega.
\]  

(4)

Define \((s,q) \in S \times F\) to be recurrent if \( \Pr_{M,s}(H_{s,q}) = 1 \). We claim that if \((s,q)\) is recurrent then \( \Pr_{M,s}(H_{s,q}^\omega) = 1 \), and if \((s,q)\) is not recurrent then \( \Pr_{M,s}(H_{s,q}^\omega) = 0 \).

Suppose first that \((s,q)\) is recurrent. Consider the set of trajectories \( S^\omega \) under the measure \( \Pr_{M,s} \). Inductively define a sequence of random variables \( \{h_n\}_{n \in \mathbb{N}} \) on \( S^\omega \) with values in \( \mathbb{N} \cup \{\infty\} \) by writing \( h_0 = 0 \), and

\[
h_{n+1} = \begin{cases} 
    \min\{k : s_{h_n+1} \ldots s_k \in H_{s,q}\} & \text{if } h_n < \infty \\
    \infty & \text{otherwise}
\end{cases}
\]

Define \((s,q) \in S \times F\) to be recurrent if \( \Pr_{M,s}(H_{s,q}) = 1 \). We claim that if \((s,q)\) is recurrent then \( \Pr_{M,s}(H_{s,q}^\omega) = 1 \), and if \((s,q)\) is not recurrent then \( \Pr_{M,s}(H_{s,q}^\omega) = 0 \).

Suppose first that \((s,q)\) is recurrent. Consider the set of trajectories \( S^\omega \) under the measure \( \Pr_{M,s} \). Inductively define a sequence of random variables \( \{h_n\}_{n \in \mathbb{N}} \) on \( S^\omega \) with values in \( \mathbb{N} \cup \{\infty\} \) by writing \( h_0 = 0 \), and

\[
h_{n+1} = \begin{cases} 
    \min\{k : s_{h_n+1} \ldots s_k \in H_{s,q}\} & \text{if } h_n < \infty \\
    \infty & \text{otherwise}
\end{cases}
\]
Then \( \Pr(h_{n+1} < \infty \mid h_n < \infty) = \Pr_{M,s}(H_{s,q}) = 1 \). It follows that \( \Pr(\bigcap_n h_n < \infty) = 1 \) and, \textit{a fortiori}, that \( \Pr_{M,s}(H_{s,q}) = 1 \). On the other hand, if \((s,q)\) is not recurrent then

\[
\Pr_{M,s}(H_{s,q}) = \lim_{n<\omega} \Pr_{M,s}(H^n_{s,q}) = \lim_{n<\omega}(\Pr_{M,s}(H_{s,q}))^n = 0
\]

and the claim is established.

From Equation (4), we conclude that

\[
\Pr_M(L(A)) = \Pr_M \left( \bigcup_{(s,q) \text{ recurrent}} G_{s,q} \right). \tag{5}
\]

Now \( H_{s,q} \) is the language of an unambiguous NFA. The automaton in question is obtained from \( A \) by making \( q \) the initial state, adding a new sink state \( q_{\text{acc}} \), for every transition \( p \overset{s}{\rightarrow} q \) adding a transition \( p \overset{s}{\rightarrow} q_{\text{acc}} \), and making \( q_{\text{acc}} \) the unique accepting state. Thus, by Lemma 4 we can determine whether \((s,q)\) is recurrent in time polynomial in \(|M|\) and \(|A|\).

The language appearing on the right-hand side of (5) is likewise expressible by an unambiguous NFA. Applying Lemma 4 once again, we can calculate \( \Pr_M(L(A)) \) in time polynomial in \(|A|\) and \(|M|\). \hfill \Box
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