Constant scalar curvature hypersurfaces in \((3+1)\)-dimensional GHMC Minkowski spacetimes.
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1 - Introduction.

1.1 - Introduction. Let $\mathbb{R}^{d,1}$ denote $(d+1)$-dimensional Minkowski space, that is $\mathbb{R}^{d+1}$ furnished with the semi-riemannian metric

$$ds^2 := dx_1^2 + \ldots + dx_d^2 - dx_{d+1}^2.$$ 

For the purposes of this paper, a $(d+1)$-dimensional Minkowski spacetime is a semi-riemannian manifold $X$ which is everywhere locally isometric to $\mathbb{R}^{d,1}$. Minkowski spacetimes are of interest in cosmology as the simplest possible solutions of Einstein’s equations. However, since the pioneering work [23] of Mess, they have also found deep and broad applications in the study of Teichmüller theory and its higher-dimensional analogous.

In this paper, we will be concerned with time functions defined over certain types of Minkowski spacetimes known as GHMC Minkowski spacetimes (see below). Here, a time function is defined to be a real-valued submersion all of whose level sets are spacelike. It is often possible to construct time functions which have interesting geometric properties and these, in turn, can be useful in studying the physics or the geometry of the ambient spacetime. For example, in [1], Andersson, Barbot, Béguin & Zeghib study smooth time-functions over constant curvature* GHMC spacetimes with level sets of constant mean curvature, thus proving the existence over such spacetimes of so-called “York” time functions, which are known to be of considerable use in general relativity (c.f. [13]). Likewise, in [4] and [5], Barbot, Béguin & Zeghib construct smooth time functions over $(2 + 1)$-dimensional GHMC Minkowski and anti de-Sitter spacetimes with level sets of constant extrinsic curvature, and in [10] and [11], Bonsante, Mondello & Schlenker use these time functions to provide fascinating new insights into the earthquake and grafting maps of classical Teichmüller theory. We refer the interested reader to our review [14] for more details of these and other related constructions.

In contrast to the above mentioned results, in [9], Bonsante & Fillastre show that smooth time functions with level sets of constant extrinsic curvature do not always exist for higher dimensional ambient spacetimes. This can be understood as a manifestation of the subtle manner in which constant extrinsic curvature is actually a uniformly elliptic condition for surfaces, but is no longer so in higher dimensions. For this reason, in [26], we introduced the so-called “special lagrangian curvature” which, by involving the Calabi-Yau structure of the tangent bundle of the ambient space, yields an alternative generalisation of extrinsic curvature which continues to be uniformly elliptic even in higher dimensions. In particular, when the ambient spacetime is $(3 + 1)$-dimensional, the “special lagrangian curvature” of any spacelike hypersurface is none other than its scalar curvature which, we recall, is defined over a riemannian manifold $M$ by

$$S := \frac{-1}{m(m - 1)} g^{ik} R_{ijkj},$$

where $m$ here denotes the dimension of $M$, $g$ denotes its metric, $R$ denotes its Riemann curvature tensor, and the summation convention is implied.† Using this curvature notion,

* that is, de-Sitter, Minkowski and anti de-Sitter.

† The normalisation is chosen here so that the scalar curvature of the unit sphere in Euclidean space is equal to 1.
in [26], we partially complemented the work [1] of Andersson, Barbot, Béguin & Zeghib by constructing smooth time functions over open subsets of GHMC de-Sitter spacetimes with level sets of constant scalar curvature. In the present work, we extend this result to the Minkowski case, that is, we construct smooth time functions over (3 + 1)-dimensional GHMC Minkowski spacetimes with level sets of constant scalar curvature.

Before stating the main result of this paper, it is necessary to properly introduce the class of GHMC Minkowski spacetimes. Although this class arises from fairly natural physical considerations, it is nonetheless rather unfamiliar to most geometers, and its definition therefore requires a brief detour. We begin with the concept of causality. A tangent vector of $X$ is said to be spacelike, timelike or null according to whether its norm-squared is positive, negative or null respectively, and is said to be causal whenever it is either timelike or null. A continuously differentiable, embedded curve in $X$ is said to be causal whenever all of its tangent vectors are causal. Finally, the spacetime $X$ is itself said to be causal whenever it contains no closed causal curve. This condition reflects the physical requirement that it is not possible to move into the past by travelling into the future.

We henceforth suppose that $X$ is oriented, time-oriented and causal. The past of any given point $x$ of $X$ is then defined to be the closed set of all initial points of future-oriented, causal curves terminating in $x$. Likewise, the future of that point is defined to be the closed set of all terminal points of future-oriented, causal curves starting at $x$. The spacetime $X$ is said to be globally hyperbolic whenever the intersection of the past of any point with the future of any other point is compact (c.f. [6] and [7]).

A Cauchy hypersurface in $X$ is a spacelike hypersurface $\Sigma$ which intersects every inextensible causal curve exactly once. In [6] and [7], Bernal & Sanchez show that an oriented and time-oriented spacetime is globally hyperbolic if and only if it contains a smooth Cauchy hypersurface. Although the Cauchy hypersurface is trivially not unique, all smooth Cauchy hypersurfaces of a given globally hyperbolic spacetime are diffeomorphic to one another, and the spacetime itself is diffeomorphic to the Cartesian product of any such hypersurface with $\mathbb{R}$. A globally hyperbolic spacetime is said to be Cauchy compact whenever its Cauchy hypersurface is compact.

Finally, a globally hyperbolic spacetime $X$ is said to be maximal whenever there exists no isometric embedding $e$ of $X$ into a strictly larger spacetime $\tilde{X}$ such that the image under $e$ of a Cauchy hypersurface in $X$ is also a Cauchy hypersurface in $\tilde{X}$. In order to understand this property, consider the future cone in $\mathbb{R}^{d,1}$,

$$C^{d,1} := \{ x \in \mathbb{R}^{d,1} \mid \|x\|^2 < 0, \ x_{d+1} > 0 \}.$$

This space is globally hyperbolic and maximal, even though it isometrically embeds into the strictly larger space $\mathbb{R}^{d,1}$. Indeed, its Cauchy hypersurface is given by

$$\Sigma^{d} := \{ x \in \mathbb{R}^{d,1} \mid \|x\|^2 = -1, \ x_{d+1} > 0 \},$$

which is not a Cauchy hypersurface of $\mathbb{R}^{d,1}$.

We say that an oriented and time oriented spacetime is GHMC whenever it is Globally Hyperbolic, Maximal and Cauchy-compact. Building on the work [23] of Mess, a classification of all GHMC Minkowski spacetimes was initiated by Bonsante in [8] and completed
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by Barbot in [3]. Within this classification, two exceptional families stand out, namely the translation spacetimes and the Misner spacetimes. A GHMC translation spacetime $X$ is one whose universal cover is the whole of $\mathbb{R}^{d,1}$. Up to a finite cover, such a spacetime has the form

$$X = T^d \times \mathbb{R},$$

furnished with the metric

$$g = dx_1^2 + ... + dx_d^2 - dx_{d+1}^2,$$

where $T^d$ is the quotient of $\mathbb{R}^d$ by some cocompact lattice $\Lambda$, and it carries the foliation $(T^d \times \{t\})_{t \in \mathbb{R}}$, all of whose leaves have vanishing scalar curvature. A GHMC Misner spacetime $Y$ is, up to reversal of the temporal orientation, one whose universal cover is $\mathbb{R}^{d-1} \times C^{1,1}$, where $C^{1,1}$ is the future cone in $\mathbb{R}^{1,1}$. Up to a finite cover, every such spacetime has the form

$$Y = T^d \times ]0, \infty[,$$

furnished with the metric

$$g = dx_1^2 + ... + dx_{d-1}^2 + t^2 dx_d^2 - dx_{d+1}^2,$$

where $T^d$ is again the quotient of $\mathbb{R}^d$ by some cocompact lattice $\Lambda$. However, in this case, it is worth observing that the projection of the $x_d$-axis need not necessarily yield a closed curve in $T^d$. Such a spacetime carries the foliation $(T^d \times \{t\})_{t>0}$, all of whose leaves also have vanishing scalar curvature.

In both of the above cases, it follows from the geometric maximum principle that there exist no immersed spacelike hypersurfaces of constant non-zero scalar curvature. For all other GHMC Minkowski spacetimes, we have

**Theorem 1.1.1**

Let $X$ be a $(3 + 1)$-dimensional GHMC Minkowski spacetime which is not a translation spacetime or a Misner spacetime. There exists a unique smooth submersion $T : X \to ]0, \infty[$ such that, for all $t \in ]0, \infty[$, the level set $T^{-1}(\{t\})$ is a convex Cauchy hypersurface of constant scalar curvature equal to $(-t^2)$.

**Remark:** By the classification [3] of Barbot, every GHMC Minkowski spacetime which is not a translation spacetime or a Misner spacetime is, up to reversal of the temporal orientation and up to a finite cover, a twisted product of what we choose to call a “Bonsante spacetime” with a Euclidean torus (c.f. Section 3.1, below). Theorem 1.1.1 is then a straightforward consequence of the corresponding result for Bonsante spacetimes, and thus follows immediately from Theorem 3.4.1, below.

**Remark:** In fact, an analogous results holds in all dimensions for submersions with level hypersurfaces of constant “special lagrangian curvature”. In particular, when the ambient space is $(2+1)$-dimensional, we recover the result [5] of Barbot, Béguin & Zeghib. However, in higher dimensions, the “special lagrangian curvature” no longer has an elementary expression in terms of classical curvature notions and, for this reason, we shall not discuss this further here.
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2 - Special legendrian geometry.

2.1 - Real special lagrangian structures. The proof of Theorem 1.1.1 is based on a compactness result for families of hypersurfaces of constant scalar curvature. This result in turn depends on the special legendrian structure of the bundle of future-oriented, unit, timelike tangent vectors over $\mathbb{R}^{d,1}$. In order to understand this structure, we first consider the fully integrable case. Thus, denote by $\langle \cdot, \cdot \rangle$ the Minkowski metric over $\mathbb{R}^{d,1}$, that is

$$\langle X, Y \rangle = X^1 Y^1 + \ldots + X^d Y^d - X^{d+1} Y^{d+1},$$

and consider the following structures defined over the cartesian product $\mathbb{R}^{d,1} \times \mathbb{R}^{d,1}$.

$$\omega((X_r, X_i), (Y_r, Y_i)) := \langle X_r, Y_i \rangle - \langle Y_r, X_i \rangle,$$

$$J(X_r, X_i) := (-X_i, X_r), \text{ and}$$

$$R(X_r, X_i) := (X_r, -X_i).$$

Observe that $\omega$ is antisymmetric and non-degenerate,

$$J^2 = -\text{Id}, \text{ and}$$

$$R^2 = \text{Id}.$$ The form $\omega$ is the symplectic structure, and the maps $J$ and $R$ are, respectively, the complex and real structures. They are related to one another by

$$\omega(J\cdot, J\cdot) = \omega(\cdot, \cdot),$$

$$\omega(R\cdot, R\cdot) = -\omega(\cdot, \cdot), \text{ and}$$

$$JR + RJ = 0.$$ We call the structure defined by the triple $(\omega, J, R)$ a real special lagrangian structure. Its symmetry group is given by the action of $O(d,1)$ on $\mathbb{R}^{d,1} \times \mathbb{R}^{d,1}$ which, for any matrix $M$, maps the pair $(X_r, X_i)$ to the pair $(MX_r, MX_i)$.

The real special lagrangian structure yields various auxiliary structures which play a key role in the sequel. First, there is a semi-riemannian metric of signature $(2d,2)$, given by

$$g((X_r, X_i), (Y_r, Y_i)) := \omega((X_r, X_i), J(Y_r, Y_i)) = \langle X_r, Y_r \rangle + \langle X_i, Y_i \rangle.$$ Next, there is another semi-riemannian metric, this time of signature $(d + 1, d + 1)$, given by

$$m((X_r, X_i), (Y_r, Y_i)) := -\omega((X_r, X_i), R(Y_r, Y_i)) = \langle X_r, Y_i \rangle + \langle Y_r, X_i \rangle.$$
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In particular, over every lagrangian subspace of \( \mathbb{R}^{d,1} \times \mathbb{R}^{d,1} \), \( m \) satisfies

\[
m((X_r, X_i), (Y_r, Y_i)) := 2\langle X_r, Y_i \rangle = 2\langle Y_r, X_i \rangle.
\]

Finally, there is, up to a choice of sign, a unique complex \((d+1)\)-form (complex with respect to the structure \( J \)) whose restriction to the real subspace \( \mathbb{R}^{d,1} \times \{0\} \) coincides with the volume form of the metric \( g \). This form, which we denote by \( \hat{\Omega} \) is also described explicitly as follows. Let \( e_1, ..., e_{d+1} \) be an orthonormal basis* of \( \mathbb{R}^{d,1} \) and, for all \( k \), denote \( f_k := Je_k \). Let \( e^1, ..., e^{d+1}, f^1, ..., f^{d+1} \) be the basis dual to \( e_1, ..., e_{d+1}, f_1, ..., f_{d+1} \) and, for all \( k \), denote

\[
dz^k := e^k + if^k.
\]

It follows from the definitions that

\[
\hat{\Omega} = \pm dz^1 \wedge ... \wedge dz^{d+1}.
\]

In particular, \( \hat{\Omega} \) is independent of the orthonormal basis of \( \mathbb{R}^{d,1} \) chosen.

**Lemma 2.1.1**

(1) The restriction of \( g \) to any lagrangian subspace of \( \mathbb{R}^{d,1} \times \mathbb{R}^{d,1} \) has signature \((d, 1)\).

(2) If \( e_1, ..., e_{d+1} \) is an orthonormal basis of some lagrangian subspace of \( \mathbb{R}^{d,1} \times \mathbb{R}^{d,1} \), then

\[
\left| \hat{\Omega}(e_1, ..., e_{d+1}) \right| = 1.
\]

**Proof:** Let \( E \) be a lagrangian subspace of \( \mathbb{R}^{d,1} \times \mathbb{R}^{d,1} \) and denote \( F := JE \). Observe that \( E \) and \( F \) are mutually orthogonal with respect to \( g \). It follows that \( \mathbb{R}^{d,1} \times \mathbb{R}^{d,1} = E \oplus F \) and that the restrictions of \( g \) to \( E \) and \( F \) are non-degenerate. Furthermore, since \( J \) restricts to an isometry from \( E \) to \( F \) with respect to \( g \), the restrictions of \( g \) to these two subspaces both have the same signature. In particular, if this signature is equal to \((p, q)\) then, by orthogonality of \( E \) and \( F \) again, \((2p, 2q) = (2d, 2)\), and (1) follows.

Now let \( A \) be any isometry sending \( E \) into the real subspace \( \mathbb{R}^{d,1} \times \{0\} \). This map extends to a unique unitary map of \( \mathbb{R}^{d,1} \times \mathbb{R}^{d,1} \) to itself. In particular,

\[
\left| \hat{\Omega}(e_1, ..., e_{d+1}) \right| = \left| \hat{\Omega}(Ae_1, ..., Ae_{d+1}) \right|,
\]

However, if \( e_1, ..., e_{d+1} \) is an orthonormal basis of \( E \), then \( Ae_1, ..., Ae_{d+1} \) is an orthonormal basis of \( \mathbb{R}^{d,1} \times \{0\} \) so that, by definition,

\[
\hat{\Omega}(Ae_1, ..., Ae_{d+1}) = \pm 1,
\]

and (2) follows. \( \square \)

* Since the metric of \( \mathbb{R}^{d,1} \) has signature \((d, 1)\), we take this to mean that \( e_1, ..., e_d \) are spatial and \( e_{d+1} \) is temporal.
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**Corollary 2.1.2**

If $L$ is a lagrangian subspace over which

\[ \text{Im} \left( e^{i\theta \hat{\Omega}} \right) = 0 \]

for some $\theta$ then, for any orthonormal basis $e_1, ..., e_{d+1}$ of $L$,

\[ \text{Re} \left( e^{i\theta \hat{\Omega}(e_1, ..., e_{d+1})} \right) = \pm 1. \]

2.2 - The real special legendrian structure. Let $U^+ \mathbb{R}^{d,1}$ denote the bundle of future-oriented, unit, timelike tangent vectors over $\mathbb{R}^{d,1}$, let $M := M^d$ denote its total space, that is

\[ M := M^d := U^+ \mathbb{R}^{d,1} = \{ (x, y) \mid \|y\|^2 = -1, \ y_{d+1} > 0 \}. \]

The tangent space to $M$ at the point $(x, y)$ is given by

\[ T_{(x, y)} M = \{ (X_r, X_i) \mid \langle X_r, y \rangle = 0 \}. \]

Observe now that the symplectic form $\omega$ defined in Section 2.1 is the exterior derivative of the Liouville form

\[ \lambda_{(x, y)}(X_r, X_i) := \langle X_r, y \rangle. \]

The restriction of this form to $TM$ makes $M$ into a contact manifold. We denote the resulting contact bundle by $\alpha$. Its fibre at the point $(x, y)$ is given by

\[ \alpha_{(x, y)} := \{ (X_r, X_i) \mid \langle X_r, y \rangle = \langle X_i, y \rangle = 0 \}. \]

Since the maps $J$ and $R$ both preserve $\alpha$ they define, together with $\omega := d\lambda$, a real special lagrangian structure over every fibre of the bundle. We say that the manifold $M$ carries a real special legendrian structure. Of particular interest to us will be the real and imaginary subspaces of $\alpha_{(x, y)}$ given by

\[ \mathcal{R}_{(x, y)} := \{ X \mid X = RX \} = \{ (X, 0) \mid \langle X, y \rangle = 0 \}, \quad \text{and} \]

\[ \mathcal{I}_{(x, y)} := \{ X \mid X = -RX \} = \{ (0, X) \mid \langle X, y \rangle = 0 \}. \]  

(2.1)

From the point of view of the unitary bundle, $\mathcal{R}_{(x, y)}$ and $\mathcal{I}_{(x, y)}$ are respectively the horizontal and vertical subspaces of $\alpha_{(x, y)}$. Furthermore, each of these spaces naturally identifies with the orthogonal complement of $y$ in $\mathbb{R}^{d,1}$ and, in particular, they each identify with one another.

The forms $g$ and $m$ are defined over each fibre of $\alpha$ as before. Significantly, over each fibre, $g$ now defines a riemannian metric, and $m$ defines a metric of signature $(d, d)$. Let $\Omega$ denote the unique (up to choice of sign) complex $d$-form which coincides with the volume form of the metric $g$ over the subspace

\[ \mathcal{R}_{(x, y)} = \{ (X, 0) \mid \langle X, y \rangle = 0 \}. \]
Constant scalar curvature hypersurfaces...

It is straightforward to show that at every point \((x, y)\) of \(M\),

\[
\Omega_{(x,y)} = \pm c_{(y,0)} \hat{\Omega},
\]

where \(c_{(y,0)}\) here denotes the operator of contraction by the vector \((y, 0)\).

Let \(D\) denote the restriction to \(M\) of the standard differentiation operator over \(\mathbb{R}^{d,1} \times \mathbb{R}^{d,1}\). Let \(\nabla\) denote its composition with orthogonal projection onto the distribution \(\alpha\). Let \(X := (X_r, X_i)\) and \(Y := (Y_r, Y_i)\) be tangent vector fields over \(M\) taking values in \(\alpha\). Recalling that \((y, 0)\) and \((0, y)\) are temporal vectors, and therefore have negative norm-squared, we have

\[
\nabla_X Y = D_X Y + g((y, 0), D_X Y) (y, 0) + g((0, y), D_X Y) (0, y)
\]

\[
= D_X Y - g(Y, D_X (y, 0)) (y, 0) - g(Y, D_X (0, y)) (0, y)
\]

\[
= D_X Y - \langle Y_r, X_i \rangle (y, 0) - \langle Y_i, X_r \rangle (0, y).
\]

The curvature of the distribution \(\alpha\) is then given by

\[
g(R_{XY} Z, W) = g(A_X W, A_Y Z) - g(A_X Z, A_Y W)
\]

\[
= -\langle W_r, X_i \rangle \langle Z_r, Y_i \rangle - \langle W_i, X_r \rangle \langle Z_i, Y_r \rangle
\]

\[
+ \langle Z_r, X_i \rangle \langle W_r, Y_i \rangle + \langle Z_i, X_r \rangle \langle W_i, Y_r \rangle.
\]

The shape operator of \(\alpha\) is defined to be the difference between \(D\) and \(\nabla\), that is

\[
A_X Y := D_X Y - \nabla_X Y = \langle Y_r, X_i \rangle (y, 0) + \langle Y_i, X_r \rangle (0, y).
\]

where \(X, Y, Z\) and \(W\) are vectors in \(\alpha\). This formula will play a key role in the computations that follow.

Finally, straightforward computations show that for all vectors \(X\) in \(\alpha\),

\[
(\nabla J)X = (\nabla R)X = 0,
\]

for all vectors \(X\) and \(Y\) in \(\alpha\),

\[
(\nabla g)(X, Y) = (\nabla \omega)(X, Y) = (\nabla m)(X, Y) = 0,
\]

and for all vectors \(X, Y_1, ..., Y_d\) in \(\alpha\),

\[
(\nabla_X \Omega)(Y_1, ..., Y_d) = 0.
\]

2.3 - Special legendrian submanifolds. Let \(\hat{\Sigma} \subseteq M\) be a \(d\)-dimensional embedded submanifold. We say that \(\hat{\Sigma}\) is legendrian whenever its tangent space is always contained in \(\alpha\) and

\[
\omega|_{T\hat{\Sigma}} = 0.
\]

Let \(\nabla\) be the Levi-Civita covariant derivative of \(\hat{\Sigma}\). The shape operator \(\hat{A}\) of \(\hat{\Sigma}\) is defined by

\[
\hat{A}_X Y := \nabla_X Y - \nabla_X Y,
\]

where \(X\) and \(Y\) are tangent vector fields over \(\hat{\Sigma}\). Observe, in particular, that \(\hat{A}_X Y\) is always normal to \(\hat{\Sigma}\). The second fundamental form of \(\hat{\Sigma}\) is then given by

\[
\Pi(X, Y, Z) := g(\hat{A}_X Y, JZ) = -\omega(\hat{A}_X Y, Z).
\]

In particular, since \(\hat{\Sigma}\) is legendrian, \(\Pi\) is symmetric in all three variables. Furthermore, we have the following Codazzi-Mainardi equations.
Lemma 2.3.1
For all vectors $X$, $Y$, $Z$ and $W$ tangent to $\hat{\Sigma}$,
\[
(\nabla_W II)(X, Y, Z) = (\nabla_X II)(W, Y, Z) + g(\nabla_W X, JZ).
\] (2.3)

Proof: Indeed, consider a point $p \in \hat{\Sigma}$ and tangent vector fields $X$, $Y$, $Z$ and $W$ which are all parallel at this point. Then
\[
(\nabla_W II)(X, Y, Z) = W II(X, Y, Z) = -W \omega(\nabla_X Y, Z) = -\omega(\nabla_W \nabla_X Y, Z) - \omega(\nabla_X Y, \nabla_W Z).
\]
Since both $Y$ and $Z$ are parallel at $p$, both $\nabla_X Y$ and $\nabla_W Z$ are elements of the lagrangian subspace $JT_p \hat{\Sigma}$, and the second term on the right hand side therefore vanishes. Since both $X$ and $W$ are both parallel at $p$, their commutator $[W, X]$ vanishes at this point, and the result now follows by symmetry. □

For $\theta \in \mathbb{R}$, we say that the legendrian submanifold $\hat{\Sigma}$ is $\theta$-special legendrian whenever
\[
\text{Im}(e^{i\theta} \Omega)|_{T\hat{\Sigma}} = 0,
\]
and we call $\theta$ the special legendrian angle of $\hat{\Sigma}$. Observe, in particular, that if $T\hat{\Sigma}$ is the graph of the linear map $B : \mathcal{R} \to \mathcal{I}$, then $\hat{\Sigma}$ is $\theta$-special lagrangian if and only if
\[
\text{Im}(e^{i\theta} \text{Det}(\text{Id} + iB)) = 0.
\] (2.4)
We will make good use of this property in the sequel.

Lemma 2.3.2
If $\hat{\Sigma}$ is $\theta$-special legendrian for some $\theta$ then, for any orthonormal basis $e_1, \ldots, e_d$ of $T\hat{\Sigma}$,
\[
\sum_{a=1}^{d} II(\cdot, e_a, e_a) = 0.
\]

Remark: Observe that this is not the same as minimality of $\hat{\Sigma}$, since it is still possible for the mean curvature vector of this submanifold to be non-trivial in the direction of the Reeb vector field of $M$.

Proof: Indeed, consider a point $p$ in $\hat{\Sigma}$. Let $e_1, \ldots, e_d$ be an orthonormal basis of $T_p \hat{\Sigma}$ and extend this to a frame of $\hat{\Sigma}$ which is parallel at $p$. For any other tangent vector $X$ to $\hat{\Sigma}$ at $p$,
\[
X\Omega(e_1, \ldots, e_d) = (\nabla_X \Omega)(e_1, \ldots, e_d) + \sum_{a=1}^{d} \Omega(e_1, \ldots, \nabla_X e_a, \ldots, e_d)
\]
\[
= \sum_{a=1}^{d} \Omega(e_1, \ldots, \hat{A}_X e_a, \ldots, e_d).
\]
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Since $\hat{A}_X e_a$ is normal to $T_p \hat{\Sigma}$ for all $a$, it follows that

$$X \Omega(e_1, ..., e_d) = \sum_{a,b=1}^{d} \Omega(e_1, ..., g(\hat{A}_X e_a, J e_b) J e_b, ..., e_d)$$

$$= i \left( \sum_{a=1}^{d} \Pi(X, e_a, e_a) \right) \Omega(e_1, ..., e_d),$$

where the second equality follows since $\Omega$ is $\mathbb{C}$-multilinear. Taking the imaginary parts now yields

$$X \text{Im}(e^{i\theta} \Omega(e_1, ..., e_d)) = \left( \sum_{a=1}^{d} \Pi(X, e_a, e_a) \right) \text{Re}(e^{i\theta} \Omega(e_1, ..., e_d))$$

$$= \pm \sum_{a=1}^{d} \Pi(X, e_a, e_a),$$

where the second equality here follows by Corollary 2.1.2. The result follows. □

**2.4 - Positive special Legendrian submanifolds.** We say that a special Legendrian submanifold $\hat{\Sigma}$ is positive whenever

$$m|_{T \hat{\Sigma}} \geq 0.$$  

Although this may seem like a strong restriction, positive special Legendrian submanifolds arise naturally as lifts of certain hypersurfaces of $\mathbb{R}^{d,1}$. As such, they will play a key role in our study of constant scalar curvature hypersurfaces in $(3+1)$-dimensional Minkowski space. Indeed, recall that, by the Gauss-Codazzi equations, the scalar curvature of an embedded hypersurface in $\mathbb{R}^{3,1}$ is given by

$$S := -\frac{1}{3}(\lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3),$$

where $\lambda_1$, $\lambda_2$ and $\lambda_3$ its principal curvatures. We now have

**Lemma 2.4.1**

Let $\Sigma$ be an embedded spacelike hypersurface in $\mathbb{R}^{3,1}$, let $N : \Sigma \rightarrow \mathbb{H}^3$ be its future-oriented, unit, normal vector field and define the embedded hypersurface $\hat{\Sigma}$ by

$$\hat{\Sigma} := \{(x, N(x)) \mid x \in \Sigma\}.$$  

(1) $\hat{\Sigma}$ is Legendrian;

(2) if $\Sigma$ has constant scalar curvature equal to $(-1/3)$, then $\hat{\Sigma}$ is $\pi/2$-special Legendrian;

(3) if $\Sigma$ is complete, then so too is $\hat{\Sigma}$; and
(4) if $\Sigma$ is locally strictly convex, then $\hat{\Sigma}$ is positive.

**Remark:** In fact, an analogous result holds in all dimensions. For example, when $d = 2$, special legendrian submanifolds correspond to surfaces of constant extrinsic curvature. However, in higher dimensions, the relevant notion of curvature is more involved, and we refer the reader to [27] for details.

**Proof:** Consider a point $x$ of $\Sigma$ and denote $y := N(x)$. Let $\mathcal{R}$ and $\mathcal{I}$ denote respectively the real and imaginary subspaces of $\alpha_{(x,y)}$ as defined in (2.1). Recall that both $\mathcal{R}$ and $\mathcal{I}$ identify with the orthogonal complement of $y$ in $\mathbb{R}^3$, that is, the tangent space to $\Sigma$ at $x$. In particular, via this identification, $T_p\hat{\Sigma}$ itself identifies with the graph of the shape operator of $\Sigma$ at $x$, which we now denote by $A$. For $X$ and $Y$ tangent to $\Sigma$, we now have

$$\omega((X, AX), (Y, AY)) = \langle X, AY \rangle - \langle AX, Y \rangle = 0,$$

so that $\hat{\Sigma}$ is legendrian. This proves (1). Next, we have

$$\text{Det}(\text{Id} + iA) = 1 + i\text{Tr}(A) - \sigma_2(A) - i\text{Det}(A),$$

so that $\text{Im}(e^{i\pi/2}\text{Det}(\text{Id} + iA))$ vanishes whenever $\sigma_2(A) = 1$. This proves (2). The metric over $\hat{\Sigma}$ is given by

$$g((X, AX), (Y, AY)) = \langle X, Y \rangle + \langle AX, AY \rangle,$$

so that $\hat{\Sigma}$ is complete whenever $\Sigma$ is. This proves (3). Finally,

$$m((X, AX), (Y, AY)) = 2\langle X, AY \rangle,$$

so that $m$ is positive definite whenever $A$ is positive definite. This proves (4). □

Significantly, the hypothesis of positivity makes it straightforward to prove strong compactness results for special legendrian submanifolds. In order to state these results, we first require some terminology. Thus, a **pointed**, embedded submanifold is defined to be a pair $(\hat{\Sigma}, p)$ where $\hat{\Sigma}$ is an embedded submanifold and $p$ is a point of $\hat{\Sigma}$. A sequence $(\hat{\Sigma}_m, p_m)$ of complete, pointed, embedded submanifolds is said to **converge** towards the complete, pointed, embedded submanifold $(\hat{\Sigma}_\infty, p_\infty)$ whenever there exists a sequence $(\phi_m)$ of smooth maps from $\hat{\Sigma}_\infty$ into $M$ with the following properties.

(1) $\phi_m(p_\infty) = p_m$ for all $m$; and

for every compact subset $K$ of $\hat{\Sigma}_\infty$, there exists $m_0 \geq 0$ such that

(2) for all $m \geq m_0$, $\phi_m$ defines an embedding over $K$ whose image is contained in $\hat{\Sigma}_m$; and

(3) the subsequence $(\phi_m)_{m \geq m_0}$ converges in the $C^\infty$ sense over $K$ to the identity map.

In [27], we prove the following compactness theorem.

**Theorem 2.4.2**

Let $(\theta_m)$ be a sequence of real numbers converging to $\theta_\infty$. For all $m$, let $(\hat{\Sigma}_m, p_m)$ be a complete, pointed, positive, $\theta_m$-special legendrian submanifold of $M$. If there exists a compact subset $K$ of $M$ such that $p_m \in K$ for all $m$, then there exists a complete, pointed, positive, $\theta_\infty$-special legendrian submanifold $(\hat{\Sigma}_\infty, p_\infty)$ towards which the sequence $(\hat{\Sigma}_m, p_m)$ subconverges in the sense described above.
2.5 - Degenerate submanifolds. Recall now that, whereas the compactness result of Theorem 2.4.2 concerns special legendrian submanifolds of $M$, what we actually require is a compactness result for constant scalar curvature, spacelike hypersurfaces in $\mathbb{R}^{d,1}$. Bearing in mind Lemma 2.4.1, such a compactness result will follow once we have identified all positive special legendrian submanifolds of $M$ which do not project down to constant scalar curvature, spacelike hypersurfaces in $\mathbb{R}^{d,1}$. However, these are precisely the positive special legendrian submanifolds over which the restriction of $m$ is degenerate at some point. We now study how this property affects the global structure of such submanifolds.

Consider first a point $p \in M$, and a lagrangian subspace $E$ of the fibre $\alpha_p$. We say that $X \in E$ is an eigenvector of $m$ over $E$ with eigenvalue $\lambda$ whenever

$$m(X, Y) = \lambda g(X, Y)$$

for all other $Y$ in $E$. In particular, when 0 is an eigenvalue of $m$ over $E$, we define the nullity of $m$ over $E$ to be the multiplicity of this eigenvalue, and we define it to be equal to 0 otherwise. Consider now a positive, special legendrian submanifold $\Sigma$ of $M$ so that, in particular, $T_p \Sigma$ is a lagrangian subspace of the fibre $\alpha_p$ at every point $p \in \Sigma$. In this and the following section, we will show that, in the case of interest to us, the nullity of $m$ is constant over $\Sigma$. To this end, for all $p \in M$, for any lagrangian subspace $E$ of $\alpha_p$, and for all $1 \leq k \leq d$, define

$$\phi^k(E) := \inf_{(X_1, \ldots, X_k)} \sum_{a=1}^{k} m(X_a, X_a),$$

where $(X_1, \ldots, X_k)$ ranges over all orthonormal $k$-tuples of vectors in $E$. By abuse of notation, for all $1 \leq k \leq d$, define also $\phi^k : \hat{\Sigma} \to [0, \infty]$ by

$$\phi^k(p) := \phi^k(T_p \Sigma).$$

The following lemma will prove useful.

**Lemma 2.5.1**

*Let $p$ be a point in $M$ and let $E$ be a lagrangian subspace of the fibre $\alpha_p$. There exists an orthonormal basis of $E$ which simultaneously diagonalises both $m(\cdot, \cdot)$ and $m(\cdot, J \cdot)$.  

**Proof:** Let $A, B : E \to E$ be the unique linear maps such that, for all $X, Y \in E$,

$$m(X, Y) = g(X, AY), \text{ and}$$

$$m(X, JY) = g(X, BY).$$

It suffices to show that $A$ and $B$ commute. Observe first that these linear maps are given by

$$A = \pi JR, \text{ and}$$

$$B = \pi JRJ,$$
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where \( \pi : \alpha_p \to E \) here denotes the orthogonal projection with respect to \( g \). Consequently,

\[
[A, B] = \pi JR\pi RJJ - \pi RJJ\pi JR \\
= \pi RJR^2 + \pi R^2RJ \\
= -\pi R(J\pi + \pi J)R.
\]

However, since \( E \) is lagrangian, its orthogonal complement in \( \alpha_p \) with respect to \( g \) is given by

\[
E^\perp = JE,
\]

so that

\[
J\pi + \pi J = J,
\]

and

\[
[A, B] = -\pi RJR = \pi R^2J = \pi J = 0,
\]

as desired. □

**Lemma 2.5.2**

If \( \hat{\Sigma} \) is positive then, for all \( 1 \leq k \leq d \), there exists a continuous function \( f^k \) over \( \hat{\Sigma} \) such that

\[
\Delta \phi^k + f^k \phi^k \leq -\text{Tr}(m) \sum_{a=1}^{k} \langle X_{a,i}, X_{a,i} \rangle m(X_a, JX_a)
\]

in the viscosity sense, where \((X_1, ..., X_k)\) is any orthonormal \( k \)-tuple of vectors in \( E \) realising \( \phi^k \) and, for each \( a \), \( X_a =: (X_{a,r}, X_{a,i}) \).

**Proof:** Choose \( p \in \hat{\Sigma} \). Bearing in mind Lemma 2.5.1, let \( e_1, ..., e_d \) be an orthonormal basis of joint eigenvectors of \( m(\cdot, \cdot) \) and \( m(\cdot, J\cdot) \) over \( T_p\hat{\Sigma} \), chosen in such a manner that \( m(e_1, e_1) \leq ... \leq m(e_d, e_d) \). We extend \( e_1, ..., e_d \) to an orthonormal frame field over \( \hat{\Sigma} \) in a neighbourhood of \( p \) which is parallel along geodesics leaving \( p \). In particular,

\[
\phi^k(p) = \sum_{a=1}^{k} m(e_a(p), e_a(p)),
\]

and for all other \( q \) near \( p \),

\[
\phi^k(q) \leq \sum_{a=1}^{k} m(e_a(q), e_a(q)).
\]

Choose \( 1 \leq a \leq k \) and, for ease of presentation, set \( X := e_a \). Consider now the function
Constant scalar curvature hypersurfaces...

We have

$$\Delta m(X, X) = \sum_{b=1}^{d} e_b e_b m(X, X)$$

$$= \sum_{b=1}^{d} 2e_b m \left( \nabla_{e_b} X, X \right)$$

$$= \sum_{b=1}^{d} 2m \left( \nabla_{e_b} \nabla_{e_b} X, X \right) + 2m \left( \nabla_{e_b} X, \nabla_{e_b} X \right)$$

$$= \sum_{b=1}^{d} 2m \left( \nabla_{e_b} \nabla_{e_b} X + \hat{A}_{e_b} \nabla_{e_b} X + \nabla_{e_b} \hat{A}_{e_b} X, X \right) + 2m \left( \nabla_{e_b} X, \nabla_{e_b} X \right).$$

Since $X$ is parallel along geodesics leaving $p$, this yields

$$\Delta m(X, X) = \sum_{b=1}^{d} 2m \left( \nabla_{e_b} \hat{A}_{e_b} X, X \right) + 2m \left( \hat{A}_{e_b} X, \hat{A}_{e_b} X \right).$$

Since $\hat{\Sigma}$ is positive, $m$ is non-positive over $JT_p \hat{\Sigma}$, and so

$$\Delta m(X, X) \leq \sum_{b=1}^{d} 2m \left( \nabla_{e_b} \hat{A}_{e_b} X, X \right).$$

Since $m(\cdot, \cdot)$ and $m(\cdot, J \cdot)$ are both diagonal with respect to the basis $e_1, ..., e_d$, this becomes

$$\Delta m(X, X) \leq \sum_{b=1}^{d} 2g \left( \nabla_{e_b} \hat{A}_{e_b} X, X \right) m(X, X) + 2g \left( \nabla_{e_b} \hat{A}_{e_b} X, JX \right) m(JX, X).$$

Since $g \left( \hat{A}_Y X, Z \right)$ and $g \left( \hat{A}_Y X, J \hat{A}_W Z \right)$ always vanish, this yields

$$\Delta m(X, X) \leq \sum_{b=1}^{d} (-2)g \left( \hat{A}_{e_b} X, \hat{A}_{e_b} X \right) m(X, X) + 2(\nabla_{e_b} \Pi)(e_b, X, X) m(JX, X).$$

Finally, applying the Codazzi-Mainardi equations (2.3) yields

$$\Delta m(X, X) \leq \sum_{b=1}^{d} \left[ (-2)g \left( \hat{A}_{e_b} X, \hat{A}_{e_b} X \right) m(X, X) + 2(\nabla_{e_b} \Pi)(e_b, e_b, X) m(JX, X) + 2g(\hat{R}_{e_b} e_b, JX) m(JX, X) \right].$$

(2.6)
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Since \( m \) is non-negative over \( T_p \hat{\Sigma} \), the first term on the right hand side is absorbed into \( f^k \phi^k \), and since the second vanishes by Lemma 2.3.2, it only remains to study the contribution of the third. However, by (2.2),

\[
\sum_{b=1}^{d} g(\bar{R}_{e_b X} e_b, JX)m(JX, X) = \sum_{b=1}^{d} \left( \langle (JX)_r, e_{b,i} \rangle \langle e_{b,r}, X_i \rangle 
+ \langle (JX)_i, e_{b,i} \rangle \langle e_{b,i}, X_i \rangle \right) m(JX, X)
\]

Thus, using again the fact that \( e_1, \ldots, e_d \) diagonalises both \( m(\cdot, \cdot) \) and \( m(\cdot, J\cdot) \),

\[
\sum_{b=1}^{d} g(\bar{R}_{e_b X} e_b, JX)m(JX, X) = \left[ \langle X_i, X_i \rangle \langle X_r, X_i \rangle 
- \langle X_r, X_i \rangle \langle X_i, X_i \rangle \right] m(JX, X)
- \sum_{b=1}^{d} \langle e_{b,r}, e_{b,i} \rangle \langle X_i, X_i \rangle m(JX, X)
+ \sum_{b=1}^{d} \langle e_{b,i}, e_{b,i} \rangle \langle X_r, X_i \rangle m(JX, X),
\]

so that

\[
\sum_{b=1}^{d} g(\bar{R}_{e_b X} e_b, JX)m(JX, X) = -\frac{1}{2} \text{Tr}(m) \langle X_i, X_i \rangle m(JX, X)
+ \frac{1}{2} \sum_{b=1}^{d} \langle e_{b,i}, e_{b,i} \rangle m(JX, X)m(X, X).
\]

The second term on the right hand side is again absorbed into \( f^k \phi^k \), and the result now follows upon summing over all \( a \). \( \square \)

2.6 - The refined special lagrangian angle. We now show how positive special legendrian submanifolds divide into disjoint families, one of which will have the properties that we require. Indeed, consider a point \( p \in M \), let \( \mathcal{R} \) and \( \mathcal{I} \) be respectively the real and imaginary subspaces of the fibre \( \alpha_p \) as defined in (2.1), and let \( E \) be a positive, lagrangian subspace of the fibre \( \alpha_p \). Upon perturbing \( E \) slightly if necessary, we may suppose that it
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is the graph over $R$ of some symmetric matrix $A : R \to I$. Bearing in mind (2.4), we see that $E$ is $\theta$-special lagrangian whenever

$$\Theta(E) := \sum_{i=1}^{d} \arctan(\lambda_i) = -\theta \mod \pi \mathbb{Z},$$

where $0 < \lambda_1 \leq ... \leq \lambda_d$ are the eigenvalues of $A$. The function $\Theta$ extends continuously to all positive special lagrangian subspaces, including those that are not graphs. We call $\Theta$ the refined special lagrangian angle of $E$. Of particular interest to us will be the case where $\Theta = \pi/2$.

**Lemma 2.6.1**

Let $E$ be a positive lagrangian subspace of the fibre $\alpha_p$ with refined special lagrangian angle equal to $\pi/2$. For all $1 \leq k \leq (d-1)$, there exists an orthonormal $k$-tuple $(X_1, ..., X_k)$ of unit vectors in $E$ realising $\phi^k(E)$ such that, for all $a$,

$$m(X_a, JX_a) \geq 0.$$

**Proof:** Indeed, upon perturbing $E$ slightly if necessary, we may suppose that it is the graph of a positive definite, symmetric matrix $A$. If $0 < \lambda_1 \leq ... \leq \lambda_d$ are the eigenvalues of this matrix, then

$$0 < \sum_{a=1}^{d} \arctan(\lambda_a) = \Theta(E) = \pi/2.$$

In particular,

$$\arctan(\lambda_{d-1}) \leq \frac{\pi}{4},$$

and

$$\arctan(\lambda_{d-1}) \leq \arctan(\lambda_d) \leq \frac{\pi}{2} - \arctan(\lambda_{d-1}),$$

so that

$$\lambda_{d-1} \leq 1,$$

and

$$\lambda_{d-1} \leq \lambda_d \leq \frac{1}{\lambda_{d-1}}.$$

Furthermore, $\lambda_d = 1/\lambda_{d-1}$ if and only if $d = 2$ and $\lambda_1 = \lambda_2 = 1$. Suppose now that $(X_1, ..., X_k)$ is an orthonormal $k$-tuple of vectors in $E$ which realises $\phi^k(E)$. Then, for all $1 \leq a \leq k$, we may suppose that

$$X_a = \frac{1}{1 + \mu_a^2} (X_a^t, \mu_a X_a^t),$$

for some unit eigenvector $X_a^t$ of $A$ with eigenvalue $\mu_a$. However, for each $a$,

$$m(X, X) = \frac{2\mu_a}{1 + \mu_a^2}.$$
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On the other hand, a straightforward calculation shows that

\[
\frac{2\lambda_d}{1 + \lambda_d^2} \geq \frac{2\lambda_{d-1}}{1 + \lambda_{d-1}^2} = \frac{2/\lambda_{d-1}}{1 + 1/\lambda_{d-1}^2},
\]

and for all \(1 \leq b \leq (d - 1)\),

\[
\frac{2\lambda_b}{1 + \lambda_b^2} \leq \frac{2\lambda_{d-1}}{1 + \lambda_{d-1}^2}.
\]

It follows that

\[
\mu_a \leq \lambda_{d-1} \leq 1,
\]

so that

\[
m(X, JX) = \frac{1}{1 + \mu_a^2} m((X_a', \mu_a X_a'), (-\mu_a X_a', X_a'))
\]

\[
= \frac{1 - \mu_a^2}{1 + \mu_a^2} \geq 0,
\]

as desired. □

**Theorem 2.6.2**

If \(\tilde{\Sigma}\) is a positive, \(\pi/2\)-special legendrian submanifold of \(M\) with refined special lagrangian angle equal to \(\pi/2\), then \(m\) has constant nullity over \(\tilde{\Sigma}\).

**Proof:** First choose \(1 \leq k \leq (d - 1)\). By Lemmas 2.5.2 and 2.6.1, there exists a continuous function \(f^k : \tilde{\Sigma} \to \mathbb{R}\) such that

\[
\Delta \phi^k + f^k \phi^k \leq 0.
\]

It follows by the strong maximum principle (c.f. Theorem 3.5 of [15], and the subsequent discussion) that if \(\phi^k\) vanishes at a single point, then it vanishes identically. We conclude that either \(m\) has constant nullity over \(\tilde{\Sigma}\), or that its nullity is at least \((d - 1)\) at every point of this submanifold. Finally, since \(\tilde{\Sigma}\) is special legendrian with \(\Theta = \pi/2\), the nullity of \(m\) cannot be equal to \((d - 1)\), so that the latter case only occurs when \(m\) vanishes identically. This completes the proof. □

2.7 - The geometry of curtain submanifolds. Following [22], we call *curtain submanifolds* those positive, special legendrian submanifolds over which the restriction of \(m\) has non-trivial nullity. We now describe their geometry. Observe first that, for all \(d' < d\), the product \(\mathbb{R}^{d-d'} \times M^{d'}\) naturally embeds into \(M^d\) and, if \(\tilde{\Sigma}\) is a positive special legendrian submanifold of \(M^{d}\), then \(\mathbb{R}^{(d-d')} \times \tilde{\Sigma}\) is a positive special legendrian submanifold of \(M^d\) with the same refined special lagrangian angle. We now show that, up to the action of an element of \(O(d, 1)\), such products account for all curtain submanifolds. To this end, the following construction will prove useful. Let \(\mathbb{H}^d\) denote the upper component of the unit pseudosphere in \(\mathbb{R}^{d,1}\), that is,

\[
\mathbb{H}^d = \{ y \mid \|y\|^2 = -1, \ y_{d+1} > 0 \}.
\]
Observe that $\mathbb{H}^d$ is isometric to $d$-dimensional hyperbolic space. Consider now an embedded submanifold $S$ in $\mathbb{H}^d$ and denote its normal bundle in $\mathbb{H}^d$ by $NS$, that is

$$NS := \{(x,y) \mid y \in S, \ x \perp y, \ x \perp T_y S\}.$$ 

Given a smooth function $\xi : S \to \mathbb{R}^{d,1}$, we now define

$$N^\xi S := \{(x + \xi(y), y) \mid y \in S, x \in N_y S\}.$$ 

In particular, we may assume that $\xi$ is everywhere normal to $N_y S$. We now establish under which conditions $N^\xi S$ is positive special legendrian.

**Lemma 2.7.1**

Let $\xi : S \to \mathbb{R}^{d,1}$ be such that $\xi(y)$ is orthogonal to $N_y S$ for all $y \in S$.

1. $N^\xi S$ is a legendrian submanifold of $M^d$ if and only if

$$\xi(y) = \nabla \phi(y) - \phi(y)y$$

for some smooth function $\phi : S \to \mathbb{R}$;

2. $N^\xi S$ is positive if and only if $S$ is totally geodesic; and

3. $N^\xi S$ is positive special legendrian if and only if

$$\text{Im}(e^{i\theta} \text{Det}(\text{Hess}(\phi) + (i - \phi) \text{Id})) = 0,$$

for some $\theta \in \mathbb{R}$, where $\phi : S \to \mathbb{R}$ is the function defined in (1).

**Remark:** In particular, if $N^\xi S$ is positive special legendrian then, upon applying an element of $O(d,1)$, we may suppose that $S$ is an open subset of the totally geodesic subspace

$$((0) \times \mathbb{R}^{d',1}) \cap \mathbb{H}^d.$$ 

It then follows that

$$N^\xi S = \mathbb{R}^{(d-d')} \times \hat{\Sigma}$$

for some $d' < d$ and for some $d'$-dimensional submanifold $\hat{\Sigma}$ of $M^d$. In particular, it is straightforward to verify that $\hat{\Sigma}$ is also positive special legendrian, so that $N^\xi S$ is one of the products described above.

**Proof:** Let $0 \leq m < d$ be the dimension of $S$. Consider a point $(x,y) \in NS$. Let $e_1, ..., e_m$ be an orthonormal basis of $T_y S$ and extend this to an orthonormal basis $e_1, ..., e_d$ of $T_y \mathbb{H}^d$. In particular $e_{m+1}, ..., e_d$ is an orthonormal basis of $N_y S$. A basis of $T_{(x+\xi(y),y)} N^\xi S$ is now given by

$$f_i := \begin{cases} 
(A(x,y)e_i + D_{e_i} \xi(y), e_i) & \text{if } 1 \leq i \leq m, \text{ and} \\
(e_i, 0) & \text{if } m < i \leq d, 
\end{cases}$$
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where, for all \((x, y) \in NS\), \(A(x, y) : T_yS \to T_yS\) here denotes the shape operator of \(S\) at the point \(y\) with respect to the normal vector \(x\). For all \(1 \leq i, j \leq m\), denote

\[a_{ij}(x, y) := \langle A(x, y)e_i + D_{e_i}\xi(y), e_j\rangle.\]

Suppose now that \(N^{\xi}S\) is legendrian. In particular, \(T_{(x+\xi(y), y)}N^{\xi}S\) is contained in the fibre \(\alpha_{(x+\xi(y), y)}\) so that, for all \(i\),

\[\langle D_{e_i}\xi(y), y \rangle = 0.\]

Thus, setting \(\phi := \langle \xi(y), y \rangle\), we have

\[\langle \nabla \phi(y), e_i \rangle = D_{e_i} \langle \xi(y), y \rangle = \langle \xi(y), D_{e_i}y \rangle = \langle \xi(y), e_i \rangle,\]

and since \(y\) has negative norm-squared, it follows that

\[\xi(y) = \nabla \phi(y) - \phi(y)y.\]

Conversely, if \(\xi\) has the above form, then we readily verify that \(T_{(x+\xi(y), y)}N^{\xi}S\) is contained in the fibre \(\alpha_{(x+\xi(y), y)}\) and that \(a_{ij}\) is symmetric, so that \(N^{\xi}S\) is legendrian. This proves (1). Observe now that \(N^{\xi}S\) is positive if and only if the matrix \(a_{ij}\) is positive definite for all \(x\) and for all \(y\). However, since \(A\) is linear in \(x\), this holds if and only if \(A(x, y)\) vanishes identically, and this proves (2). Finally, observe that the hessian of \(\phi\) over \(\Sigma\) is given by

\[Hess(\phi)(y)(e_i, e_j) = \langle D_{e_i} \nabla \phi(y), e_j \rangle = \langle D_{e_i} \xi(y), e_j \rangle + \phi \langle e_i, e_j \rangle.\]

However, as in (2.4), \(N^{\xi}S\) is special legendrian if and only if

\[\text{Im}(e^{i\theta}\text{Det}(a + i\text{Id})) = 0,\]

for some \(\theta\), and since \(A(x, y)\) vanishes identically, this proves (3). □

**Theorem 2.7.2**

If \(\hat{\Sigma}\) is a complete curtain submanifold of \(M^d\) with refined special lagrangian angle equal to \(\pi/2\) then, up to the action of an element of \(O(d, 1)\),

\[\hat{\Sigma} = \mathbb{R}^{(d-d')} \times \hat{\Sigma}',\]

where \(d' < d\) and \(\hat{\Sigma}'\) is a complete, positive, special legendrian submanifold of \(M^{d'}\) with refined special lagrangian angle equal to \(\pi/2\).

**Remark:** Observe that the only positive special legendrian submanifolds of \(M^1\) with refined special lagrangian angle equal to \(\pi/2\) are simply the fibres of this bundle over \(\mathbb{R}^{1,1}\). In this manner, we recover the structure of 2-dimensional curtain submanifolds studied by Labourie in [22].
Proof: By Lemma 2.7.1, it suffices to show that every point $p$ of $\hat{\Sigma}$ has a neighbourhood $\Omega$ of the form

$$\Omega = N^\xi S,$$

for some embedded submanifold $S$ of $\mathbb{H}^d$ and some smooth function $\xi : S \to \mathbb{R}^{d,1}$. To this end, observe first that

$$\text{Ker}(m) = (T\hat{\Sigma} \cap \mathcal{R}) \oplus (T\hat{\Sigma} \cap \mathcal{I}).$$

Furthermore, since $\hat{\Sigma}$ has refined special Lagrangian angle equal to $\pi/2$, the distribution $T\hat{\Sigma} \cap \mathcal{I}$ has dimension at most 1, and is non-trivial if and only if $m$ vanishes identically over $\hat{\Sigma}$. In particular, the distribution $T\hat{\Sigma} \cap \mathcal{R}$ has constant non-zero dimension. Observe now that $T\hat{\Sigma} \cap \mathcal{R}$ also coincides with $\text{Ker}(D\pi)$, where $\pi : M^d \to \mathbb{H}^d$ is the projection onto the second factor. However, considered as a 1-form taking values in $\mathbb{R}^{d,1}$, we have

$$dD\pi = 0,$$

and it follows that $T\hat{\Sigma} \cap \mathcal{R}$ is integrable. Let $\mathcal{F}$ denote the smooth foliation of $\hat{\Sigma}$ that it defines, and observe that $\pi$ is constant over every leaf of this foliation.

Consider now a point $p \in \hat{\Sigma}$, let $\hat{S}$ be a smooth submanifold passing through $p$ which is transverse to $\mathcal{F}$, and let $S$ be its image under the projection $\pi$. Upon reducing $\hat{S}$ if necessary, we may suppose that $S$ is an embedded submanifold of $\mathbb{H}^d$, and that $\pi$ restricts to a diffeomorphism of $\hat{S}$ onto $S$. Let $\Omega$ be the neighbourhood of $p$ consisting of the union of all leaves of $\mathcal{F}$ which pass through $\hat{S}$. We show that $\Omega$ has the desired form. Indeed, let $\hat{q}$ be another point of $\Omega$, denote $q := \pi(\hat{q})$, let $L$ be the leaf of $\mathcal{F}$ passing through $\hat{q}$, and let $X := (X_r, 0)$ be a tangent vector to $L$ at this point. Since $T_q\hat{\Sigma}$ is contained in $\alpha_{\hat{q}}$, we have

$$\langle X_r, q \rangle = 0,$$

and since $m$ is non-negative semi-definite over $T_q\hat{\Sigma}$, for all other tangent vectors $Y := (Y_r, Y_i)$ to $\hat{\Sigma}$ at $\hat{q}$, we have

$$m(X, Y)^2 \leq m(X, X)m(Y, Y) = 0,$$

so that, for all tangent vectors $Y_i$ to $S$ at $q$, we have

$$\langle X_r, Y_i \rangle = 0.$$

It follows that

$$T_q = N_q S,$$

and since $\hat{\Sigma}$ is complete, upon integrating we find that that there exists a point $\xi \in \mathbb{R}^{d,1}$ such that

$$L_q = \xi + N_q S,$$

as desired. □
3 - Hypersurfaces in Minkowski spacetimes.

3.1 - Affine deformations and GHMC Minkowski spacetimes. Let \( \text{PSO}(d,1) \) denote the group of linear isometries of \( \mathbb{R}^{d,1} \) which preserve the spatial and temporal orientations. Consider now the upper unit pseudo-sphere in \( \mathbb{R}^{d,1} \),

\[
\mathbb{H}^d := \{ x \in \mathbb{R}^{d,1} \mid \|x\|^2 = -1, \ x_{d+1} > 0 \},
\]

and recall that the semi-riemannian metric of \( \mathbb{R}^{d,1} \) restricts to a complete hyperbolic metric over this submanifold. Since \( \text{PSO}(2,1) \) preserves \( \mathbb{H}^d \), it identifies in this manner with the group of orientation preserving isometries of hyperbolic space. A subgroup \( \Gamma \) of \( \text{PSO}(d,1) \) is said to be "kleinian" whenever it is discrete, cocompact and torsion free (c.f. \cite{19}). In particular, the quotient of \( \mathbb{H}^d \) by a kleinian subgroup is a compact hyperbolic manifold and, conversely, the fundamental group of any compact hyperbolic manifold identifies with some kleinian subgroup.

The group of affine isometries of \( \mathbb{R}^{d,1} \) which preserve the spatial and temporal orientations is given by the semidirect product \( \text{PSO}(d,1) \ltimes \mathbb{R}^{d,1} \), where the group law is given by

\[
(\alpha, x) \cdot (\beta, y) := (\alpha \beta, x + \alpha(y)).
\]

Given a kleinian subgroup \( \Gamma \), an "affine deformation" is a homomorphism \( \rho : \Gamma \to \text{PSO}(d,1) \ltimes \mathbb{R}^{d,1} \) of the form

\[
\rho(\alpha) = (\alpha, \tau(\alpha)),
\]

for some map \( \tau : \Gamma \to \mathbb{R}^{d,1} \). By abuse of notation, we denote the image of \( \rho \) in \( \text{PSO}(d,1) \ltimes \mathbb{R}^{d,1} \) by \( \Gamma \ltimes \tau \). The homomorphism property of \( \rho \) is equivalent to the cocycle condition on \( \tau \), namely

\[
\tau(\alpha \beta) = \tau(\alpha) + \alpha \tau(\beta),
\]

for all \( \alpha, \beta \in \Gamma \). It follows that the set of affine deformations of \( \Gamma \) naturally identifies with the set of \( \mathbb{R}^{d,1} \)-cocycles over this group, which itself constitutes a finite-dimensional vector space.

GHMC Minkowski spacetimes are parametrised by affine deformations as follows. First, recall that the future cone in \( \mathbb{R}^{d,1} \) is given by

\[
C := \{ x \in \mathbb{R}^{d,1} \mid \|x\|^2 \leq 0, \ x_{d+1} \geq 0 \}.
\]

We say that a closed, convex subset \( K \) of \( \mathbb{R}^{d,1} \) is future-complete whenever

\[
K + C := \{ x + y \mid x \in K, \ y \in C \} \subseteq K.
\]

In \cite{8}, building on the work \cite{23} of Mess, Bonsante shows that, for any affine deformation \( \Gamma \ltimes \tau \) in \( \text{PSO}(d,1) \ltimes \mathbb{R}^{d,1} \), there exists a unique future-complete, closed, convex subset \( K \) of \( \mathbb{R}^{d,1} \) such that

1. \( K \) is invariant under the action of \( \Gamma \ltimes \tau \),
2. \( \Gamma \ltimes \tau \) acts properly discontinuously on the interior of \( K \), and
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(3) \( K \) is maximal with respect to inclusion amongst all future-complete, closed, convex subsets of \( \mathbb{R}^{d,1} \) which satisfy (1) and (2).

The quotient \( K^0/\Gamma \rtimes \tau \) is a GHMC Minkowski spacetime. Throughout the sequel, we will refer to the set \( K \) as Bonsante’s domain for \( \tau \), and we will refer to GHMC spacetimes that arise in this manner as Bonsante spacetimes. In [3], Barbot shows that, up to reversal of the temporal orientation, every GHMC Minkowski spacetime which is not a translation spacetime or a Misner spacetime is, up to a finite cover, a twisted product of a Bonsante spacetime with a euclidean torus. In particular, the general result readily follows from the result for Bonsante spacetimes, and we therefore restrict our attention henceforth to this case.

Bonsante’s construction can also be interpreted as follows. Given a fixed kleinian subgroup \( \Gamma \), there exists a set valued function \( K \) which maps every \( \mathbb{R}^{d,1} \)-cocycle \( \tau \) over \( \Gamma \) to Bonsante’s domain \( K(\tau) \) for \( \tau \). It can be deduced from [8] that this function is continuous with respect to the local Hausdorff topology, that is, if \( (\tau_m) \) is a sequence of cocycles converging to \( \tau_\infty \) then, for all \( r > 0 \),

\[
K(\tau_m) \cap B_r(0) \to K(\tau_\infty) \cap B_r(0)
\]

in the Hausdorff sense, where \( B_r(0) \) here denotes the open ball of (euclidean) radius \( r \) about the origin in \( \mathbb{R}^{d,1} \). Furthermore, all supporting hyperplanes to \( K(\tau) \) are either spacelike or null and the intersection of \( K(\tau) \) with any spacelike hyperplane is compact. It follows, in particular, that if \( (x_m) \) is a divergent sequence of boundary points of \( K(\tau) \) and if, for all \( m, N_m \) is a unit, timelike supporting normal at the point \( x_m \), then the sequence \( (N_m) \) also approaches the light cone as \( m \) tends to infinity.

At this stage, it is worthwhile to verify the existence of non-trivial examples of \( \mathbb{R}^{d,1} \)-cocycles and affine deformations. Indeed, although, in the \( (2+1) \)-dimensional case, large families of cocycles are obtained via the natural identification of \( \mathbb{R}^{2,1} \)-cocyles with tangent vectors to the Teichmuller space of the surface \( \mathbb{H}^2/\Gamma \) (c.f. [16]), in higher dimensions, Cartan-Weyl local rigidity makes the problem of constructing non-trivial examples a good deal more subtle. One nice technique, however, involves interpreting cocycles as infinitesimal variations of the hyperbolic manifold \( \mathbb{H}^d/\Gamma \) within the space of flat conformal manifolds. Indeed, consider the canonical injection

\[
\theta_0 : \Gamma \to \text{PSO}(d,1) \to \text{PSO}(d+1,1),
\]

and recall that any homomorphism \( \theta : \Gamma \to \text{PSO}(d+1,1) \) which is sufficiently close to \( \theta_0 \) is the holonomy of some flat conformal structure over the manifold \( \mathbb{H}^d/\Gamma \) (c.f. [21] and [26]). Suppose now that \( \theta_0 \) extends to a non-trivial smooth family \( (\theta_t)_{t \in [-\epsilon, \epsilon]} \) of homomorphisms of \( \Gamma \) into \( \text{PSO}(d+1,1) \). Then \( \tilde{\tau} := \theta_0^{-1}(\partial_t \theta_0) \) defines a cocycle taking values in the Lie algebra \( \mathfrak{so}(d+1,1) \). However, when the space \( \mathfrak{so}(d+1,1) \) is considered as a representation of \( \text{PSO}(d,1) \) via the adjoint action, it naturally decomposes as

\[
\mathfrak{so}(d+1,1) = \mathfrak{so}(d,1) \oplus \mathbb{R}^{d,1},
\]

and since the first component of \( \tilde{\tau} \) vanishes by Cartan-Weyl local rigidity, this map is entirely determined by its second component, which we readily verify to be the desired
cocycle in $\mathbb{R}^{d,1}$. Finally, there are various known constructions of non-trivial, smooth families of flat conformal structures. The simplest involves bending a compact hyperbolic manifold around a totally geodesic hypersurface, whenever such a hypersurface exists (c.f. [17] and [20]). We refer the reader to [2], [18] and [24] for more details of this and other constructions.

We conclude this section by studying the case where the cocycle vanishes, which is known as the fuchsian case, and forms the starting point of our construction. In particular, Theorem 1.1.1 trivially holds in this case. Indeed, observe first that Bonsante’s domain for the trivial cocycle $\tau = 0$ coincides with the future cone $C$. Now, given $k \in [0, \infty]$, consider the hypersurface

$$\Sigma_k := \{ x \in C \mid \|x\|^2 = -1/k^2 \},$$

and observe that this hypersurface has constant scalar curvature equal to $(-k^2)$. Furthermore, the family $(\Sigma_k)_{k \in [0, \infty]}$ constitutes a smooth foliation of the interior of $C$. Indeed, if we define the smooth submersion $\phi : C^* \to [0, \infty]$ by

$$\phi(y) := -\frac{1}{\|y\|^2},$$

then, for all $k$, $\Sigma_k$ is the level subset of $\phi$ at height $k$. Observe finally that $(\Sigma_k)$ tends to $\partial C$ in the local Hausdorff sense as $k$ tends to $+\infty$. This foliation, which we henceforth refer to as the fuchsian foliation, will be of use at various stages in the sequel.

3.2 - Stability. Let $\Gamma \subseteq \text{PSO}(3, 1)$ be a kleinian subgroup, let $\tau : \Gamma_0 \to \mathbb{R}^{3,1}$ be a cocycle, and let $K := K(\tau)$ be Bonsante’s domain for $\tau$. For $k > 0$, let $\Sigma_k \subseteq K$ be a spacelike, locally strictly convex hypersurface in $K$ of constant scalar curvature equal to $(-k^2)$ and invariant under the action of $\Gamma \ltimes \tau$. In this section, we study infinitesimal perturbations of $\Sigma_k$ corresponding to infinitesimal variations of the cocycle $\tau$.

First recall that, by the Gauss-Codazzi equations, the scalar curvature of $\Sigma_k$ is given by

$$S := -\frac{1}{3} (\lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3),$$

where $\lambda_1$, $\lambda_2$ and $\lambda_3$ are its principal curvatures. The Jacobi operator of $\Sigma_k$ then measures the infinitesimal variation of scalar curvature resulting from an infinitesimal normal perturbation of this surface. More formally, let $N : \Sigma_k \to \mathbb{R}^{3,1}$ be the future-oriented, unit normal vector field over $\Sigma_k$, and for $f \in C^\infty_0(\Sigma_k)$, and for $t \in \mathbb{R}$, define

$$\Phi_{f,t}(x) := x + tf(x)N(x).$$

For any given $x$, and for sufficiently small $t$, $\Phi_{f,t}$ is also an embedding near $x$. In particular, letting $S_{f,t}(x)$ denote its scalar curvature at the point $x$, we define

$$(Jf)(x) := \left. \frac{\partial}{\partial t} S_{f,t}(x) \right|_{t=0},$$

and we call $J$ the Jacobi operator of $\Sigma_k$. 
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Now let $A$ be the shape operator of $\Sigma_k$. Since $\Sigma_k$ is locally strictly convex, $A$ is everywhere positive definite. Define $B$ by

$$B := \frac{1}{3} (\text{Tr}(A) \text{Id} - A).$$

It is straightforward to see that $B$ is also everywhere positive definite, and that

$$\text{Tr}(BA) = 2k^2.$$

**Lemma 3.2.1**

The Jacobi operator of $\Sigma_k$ is given by

$$Jf = B^{ij} A_{ij}^2 f - B^{ij} f_{;ij},$$

where the summation convention is implied and $f_{;ij}$ here denotes the hessian of $f$ along $\Sigma_k$.

Applying the maximum principle and the Fredholm alternative immediately yields

**Corollary 3.2.2**

The Jacobi operator of $\Sigma_k$ is invertible.

**Proof of Lemma 3.2.1:** The following calculation is standard in the riemannian setting. We repeat it here in the lorentzian setting as care is required with signs that are different in certain places. Fix $f \in C^\infty(\Sigma_k)$. Define $I : \Sigma_k \times \mathbb{R} \to \mathbb{R}^{3,1}$ by

$$I(x, t) = x + tf(x)N(x).$$

Denote by $g$ the pull-back through $I$ of the Minkowski metric over $\mathbb{R}^{3,1}$. We extend $N$ to a vector field over $\Sigma_k \times ]-\epsilon, \epsilon[$ such that, for all $(x, t)$, $N(x, t)$ is normal to the hypersurface, $\Sigma_k \times \{t\}$. Observe that, by definition, for all $x$

$$f(x, 0)N(x, 0) = \partial_t.$$

We claim that, along $\Sigma_k \times \{0\}$,

$$\nabla_{\partial_t} N = \nabla^\Sigma f.$$

Indeed,

$$\partial_t \langle N, N \rangle = 0$$

$$\Rightarrow \langle \nabla_{\partial_t} N, N \rangle = 0.$$

Likewise, for any vector field $U$ tangent to $\Sigma_k$ and independent of $t$,

$$\partial_t \langle N, U \rangle = 0$$

$$\Rightarrow \langle \nabla_{\partial_t} N, U \rangle = -\langle N, \nabla_{\partial_t} U \rangle$$

$$= -\langle N, \nabla_U \partial_t \rangle$$

$$= -\langle N, \nabla_U f N \rangle$$

$$= \langle \nabla^\Sigma f, U \rangle.$$
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where the last equality follows from the fact that \( \langle N, N \rangle = -1 \). This proves the assertion.

We now define the endomorphism field \( A \) over \( \Sigma_k \times ] - \epsilon, \epsilon [ \) such that, for all \( (x, t) \), \( (AN)(x, t) = 0 \), and the restriction of \( A(x, t) \) to the tangent space of \( \Sigma_k \times \{ t \} \) coincides with the shape operator of this hypersurface at this point. We are interested in the covariant derivative of \( A \) in the time direction. Bearing in mind that \( \mathbb{R}^{3,1} \) is flat, for any vector field \( U \) tangent to \( \Sigma_k \) and independent of time, we have

\[
(\nabla_{\partial_t} A)U = \nabla_{\partial_t} (AU) - A\nabla_{\partial_t} U
= \nabla_{\partial_t} U N - A\nabla_{\partial_t} f N
= \nabla_U^2 f N - f A^2 U.
\]

Finally, the scalar curvature of \( \Sigma_k \) is given by

\[
S = \sigma(A) := -\frac{1}{6} \left( \text{Tr}(A)^2 - \text{Tr}(A^2) \right).
\]

The derivative of the function \( \sigma \) at \( A \) is given by

\[
DS(A)M = -B^{ij} M_{ij},
\]

where the summation convention is implied, and the result now follows by the chain rule. □

**Lemma 3.2.3**

Let \( (\tau_t)_{t \in ] - \epsilon, \epsilon [} \) be a smoothly varying family of \( \mathbb{R}^{3,1} \)-cocycles such that \( \tau_0 = \tau \). Upon reducing \( \epsilon \) if necessary, there exists a unique, smoothly varying family \( (\Sigma_{k,t})_{t \in ] - \epsilon, \epsilon [} \) of spacelike, locally strictly convex hypersurfaces such that, for all \( t \), \( \Sigma_{k,t} \) is of constant scalar curvature equal to \( (-k^2) \) and is invariant under the action of \( \Gamma \ltimes \tau_t \).

**Proof:** We first define a smooth family \( (\Sigma'_{k,t})_{t \in ] - \epsilon, \epsilon [} \) of spacelike, locally strictly convex hypersurfaces such that, for all \( t \), the hypersurface \( \Sigma'_{k,t} \) is invariant under the action of \( \Gamma \ltimes \tau_t \) but does not necessarily satisfy the curvature condition. The desired family will then be obtained via a perturbation argument. In what follows, we identify \( \Gamma \) with the action of \( \Gamma \ltimes \tau_0 \) over \( \Sigma_0 \). Let \( N : \Sigma_k \to \mathbb{R}^{3,1} \) be the future-oriented, unit, normal vector field over \( \Sigma_k \). Let \( \phi \in C_0^{\infty}(\Sigma_k) \) be a smooth, positive function of compact support such that, for all \( x \in \Sigma_k \),

\[
\sum_{\gamma \in \Gamma} \phi(\gamma(x)) = 1.
\]

Define \( e : ] - \epsilon, \epsilon [ \times \Sigma_k \to \mathbb{R}^{3,1} \) by

\[
e_t(x) := e(x) + \sum_{\gamma \in \Gamma} \phi(\gamma(x)) \left( \tau_t(\gamma^{-1}) - \tau_0(\gamma^{-1}) \right),
\]

and, for all \( t \), denote \( e_t := e(t, \cdot) \). By construction, for all \( t \), \( e_t(\Sigma_k) \) is invariant under the action of \( \Gamma \ltimes \tau_t \) and, upon reducing \( \epsilon \) if necessary, we may suppose furthermore that it is embedded. This yields the desired family.
3.3 - Compactness. We first obtain an elementary result concerning the position of a constant scalar curvature hypersurface inside a given GHM C Minkowski spacetime. As before, let $\Gamma$ be a kleinian subgroup, let $\tau : \Gamma \rightarrow \mathbb{R}^{3,1}$ be a cocycle, and let $K := K(\tau)$ be Bonsante’s domain for $\tau$. For $r > 0$, let $K^r$ denote the set of all points of $K$ lying at a (timelike) distance of at least $1/r$ from the boundary $\partial K$. For $k > 0$, let $\Sigma_k \subseteq K$ be a spacelike, locally strictly convex hypersurface of constant scalar curvature equal to $(-k^2)$ which is invariant under the action of $\Gamma \ltimes \tau$, and let $\Sigma^+_k$ denote the future-complete, convex set bounded by $\Sigma_k$.

**Lemma 3.3.1**

$K^k \subseteq \Sigma^+_k \subseteq K$.

**Proof:** Let $x$ be a point of $\partial K$. For all $\epsilon > 0$, denote $x(\epsilon) := x + \epsilon e_4$, where $e_4$ here denotes the fourth canonical basis vector of $\mathbb{R}^{3,1}$, and let $C_{x(\epsilon)}$ be the future cone based on $x(\epsilon)$. Define $\phi : C^\alpha_{x(\epsilon)} \rightarrow [0, \infty[$ by

$$\phi(y) = \frac{-1}{\|y - x(\epsilon)\|^2},$$

and observe that the level sets of $\phi$ are simply the leaves of the fuchsian foliation of $C^\alpha_{x(\epsilon)}$ which was introduced in Section 3.1. In particular, for all $y \in C^\alpha_{x(\epsilon)}$, the level set of $\phi$ passing through the point $y$ has constant scalar curvature equal to $\phi(y)$. Consider now a fundamental domain $\Omega$ of $\Sigma_k$ and observe that, for all $\epsilon > 0$, there are only finitely many elements $\alpha$ of $\Gamma \ltimes \tau$ such that $\alpha(\Omega)$ has non-trivial intersection with $C_{x(\epsilon)}$. From this it follows that $\Sigma_k \cap C_{x(\epsilon)}$ is a relatively compact open subset of $\Sigma_k$, and so $\phi$ attains a minimum value at some point $y$, say, of this intersection. At this point, $\Sigma_k$ is an interior tangent to the leaf of curvature $\phi(y)$ so that, by the geometric maximum principle, $k^2 \leq \phi(y)$. In particular, $\Sigma_k$ has trivial intersection with the set $\phi^{-1}(\{0, k]\}$, and the result follows by letting $\epsilon$ tend to 0 and taking the union over all $x \in \partial K$. □
Consider now a sequence \((k_m)\) of positive real numbers, and a sequence \((\tau_m)\) of co-cycles. For all \(m\), let \(K_m := K(\tau_m)\) be Bonsante’s domain for \(\tau_m\), and let \(\Sigma_{k,m} \subseteq K_m\) be a spacelike, locally strictly convex hypersurface of constant scalar curvature equal to \((-k_m^2)\) which is invariant under the action of \(\Gamma \ltimes \tau_m\). Suppose that \((k_m)\) and \((\tau_m)\) converge to \(k_\infty\) and \(\tau_\infty\) respectively. In particular \((K_m)\) converges in the local Hausdorff sense to \(K_\infty := K(\tau_\infty)\).

**Lemma 3.3.2**

For every compact subset \(X\) of \(\mathbb{R}^{3,1}\), there exists a compact subset \(Y\) of \(\mathbb{H}^3\) such that, for any \(m\), and for any point \(x\) of \(\Sigma_m \cap X\), if \(N(x)\) is the future-oriented, unit normal vector of \(\Sigma_m\) at this point, then \(N(x)\) is an element of \(Y\).

**Proof:** Suppose the contrary. There exists a sequence \((x_m)\) such that, for all \(m\), \(x_m \in \Sigma_m \cap X\) but such that \((N_m(x_m))\) diverges. Since \(\Gamma\) is cocompact, upon composing with suitable elements of \(\Gamma \ltimes \tau_m\), we may suppose instead that the sequence \((N_m(x_m))\) remains within some fixed compact set, but that the sequence \((x_m)\) diverges. For all \(m\), denote \(\overline{K}_m := K_m - x_m\), \(\overline{K}_m^k := K_m^{km} - x_m\) and \(\Sigma^+_m := \Sigma^+_m - x_m\). Since \((K_m)\) converges towards \((K_\infty)\), we may suppose that both \((\overline{K}_m)\) and \((\overline{K}_m^k)\) converge in the local Hausdorff sense to the future side of the same null hyperplane \(H\), say. Furthermore, since \(\overline{K}_m^k \subseteq \Sigma^+_m \subseteq \overline{K}_m\), the sequence \((\Sigma^+_m)\) also converges to the future side of \(H\). However, by compactness, we may suppose that \(N_m\) converges towards some limit \(N_\infty\), say. In particular, this vector is a supporting normal at the origin to the limit of \((\Sigma^+_m)\), that is, the future side of \(H\). This is absurd, since \(H\) is null, and the result follows. \(\square\)

**Lemma 3.3.3**

There exists a spacelike, locally strictly convex hypersurface \(\Sigma_\infty\) towards which \(\Sigma_m\) sub-converges in the \(C^\infty_{\text{loc}}\) sense.

**Proof:** Upon rescaling, we may suppose that \(k_m = -1/3\) for all \(m\). Furthermore, by Lemma 3.3.2, the sequence \((\Sigma_m)\) is uniformly spacelike over every compact set. Since the scalar curvature is an elliptic curvature function (c.f. [12] and [25]), it now suffices to show that for every compact subset \(X\) of \(\mathbb{R}^{d,1}\), there exists \(B > 0\) such that, for all \(m\), the shape operator \(A_m\) of \(\Sigma_m\) satisfies

\[
\frac{1}{B} \leq A_m(x) \leq B,
\]

for all \(x \in \Sigma_m \cap X\). Furthermore since, for all \(m\), \(\Sigma_m\) has constant scalar curvature equal to \((-1/3)\), it suffices to prove the lower bound. Now suppose the contrary, so that there exists a sequence of points \((x_m)\) contained within some compact set \(X\), say, and a sequence \((\lambda_m)\) of positive real numbers converging to zero such that, for all \(m\), \(x_m\) is an element of \(\Sigma_m\) and \(\lambda_m\) is an eigenvalue of the shape operator of \(\Sigma_m\) at this point.

For all \(m\), let \(N_m\) be the future-oriented, unit, normal vector field over \(\Sigma_m\), and define \(\hat{\Sigma}_m := \{(x, N_m(x)) \mid x \in \Sigma_m\}\), and \(\hat{x}_m := (x_m, N_m(x))\).
By Lemma 2.4.1, for all \( m \), \( \hat{\Sigma}_m \) is a complete, positive, special legendrian submanifold of \( M := \mathbb{U}^+ \mathbb{R}^{3,1} \) with refined special lagrangian angle equal to \( \pi/2 \). Furthermore, by Lemma 3.3.2, the sequence \( (\hat{x}_m) \) is contained within a compact subset of \( M \). It follows by Theorem 2.4.2 that there exists a complete, pointed, positive, special legendrian submanifold \( (\hat{\Sigma}_\infty, \hat{x}_\infty) \) towards which \( (\hat{\Sigma}_m, \hat{x}_m) \) subconverges.

Since the least eigenvalue of the shape operator of \( \Sigma_m \) at the point \( x_m \) tends to zero, it follows by Theorem 2.6.2 that \( \hat{\Sigma}_\infty \) is a curtain submanifold. In particular, by Theorem 2.7.2 its projection onto \( \mathbb{R}^{3,1} \) is foliated by complete, spacelike geodesics, which must all be contained in \( K_\infty \). This is absurd, since the intersection of \( K_\infty \) with any spacelike hyperplane is compact. The result follows. □

3.4 - Existence and uniqueness. We now prove the main result of this paper.

**Theorem 3.4.1**

Let \( \Gamma \subseteq \text{PSO}(3,1) \) be a kleinian subgroup. Let \( \tau : \Gamma \to \mathbb{R}^{d,1} \) be an \( \mathbb{R}^{3,1} \)-cocycle. Let \( K := K(\tau) \) be Bonsante’s domain for \( \tau \). For all \( k > 0 \), there exists a unique, spacelike, locally strictly convex hypersurface \( \Sigma_k \) in \( K \) which is of constant scalar curvature equal to \( (-k^2) \) and which is invariant under the action of \( \Gamma \times \tau \). Furthermore, the family \( (\Sigma_k)_{k > 0} \) constitutes a smooth foliation of the interior of \( K \).

**Proof:** We first prove existence. Thus, let \( I \subseteq [0,1] \) be the set of all \( t \in [0,1] \) such that the existence part of the result holds for the cocycle \( tt \tau \). By Lemmas 3.2.3 and 3.3.3, \( I \) is both open and closed. The fuchsian case described at the end of Section 3.1 shows that 0 is an element of \( I \) so that, by connectedness, 1 is also an element of \( I \), and existence follows.

In fact, it follows from Lemmas 3.2.1 and 3.3.3 that the space of such hypersurfaces is discrete and compact and is therefore finite. Furthermore, one can then show via an elementary degree theoretic argument (c.f. [25]) that the number of such hypersurfaces is independent of both \( k \) and \( \tau \). However, uniqueness can also be proven more directly as follows. Let \( \Sigma_k \) be a spacelike, locally strictly convex hypersurface in \( K \) of constant scalar curvature equal to \( (-k^2) \) which is invariant under the action of \( \Gamma \times \tau \). For \( t \in \mathbb{R} \), define \( \Sigma_{k,t} := \Sigma_k + te_4 \), where \( e_4 \) here denotes the fourth canonical basis element of \( \mathbb{R}^{3,1} \). That is, \( \Sigma_{k,t} \) is obtained by translating \( \Sigma_k \) vertically upwards by a distance of \( t \). Observe now that \( \Sigma_k \) is asymptotic to \( \partial K \) in the sense that the vertical distance between the two tends to 0 at infinity. Now let \( \Sigma'_k \) be another hypersurface with the same properties as \( \Sigma_k \). Since \( \Sigma'_k \) is also asymptotic to \( \partial K \), there exists \( t \in \mathbb{R} \) such that \( \Sigma'_k \) is an interior tangent to \( \Sigma_{k,t} \) at some point, and it follows by the strong geometric maximum principle that these two hypersurfaces coincide. Finally, since both \( \Sigma_k \) and \( \Sigma'_k \) are asymptotic to one another, it follows that \( t = 0 \), and this proves uniqueness.

We now prove that the family \( (\Sigma_k)_{k > 0} \) smoothly foliates the interior of \( K \). Consider \( k \in \mathbb{R} \). For \( l \) sufficiently close to \( k \), \( \Sigma_l \) is the normal graph of some function \( f_l \) over \( \Sigma_k \). Consider now the partial derivative,

\[
g := \frac{\partial}{\partial l} f_l \bigg|_{l=k}.
\]

By Lemma 3.2.1,

\[
B^{ij}g_{ij} = 1 + \phi g,
\]
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for some positive-definite matrix $B^{ij}$ and some strictly positive function $\phi$. It follows by the maximum principle that $g$ is strictly negative and there therefore exists $\epsilon > 0$ such that $(\Sigma_t)_{t \in \mathbb{R}}$ smoothly foliates a neighbourhood of $\Sigma_k$. Since this holds for all $k$, it follows that $(\Sigma_k)_{k>0}$ smoothly foliates some open subset of $K$.

It remains to show that this foliation covers the whole of the interior of $K$. However, by Lemma 3.3.1, $\Sigma_k$ converges to $\partial K$ as $k$ tends to $+\infty$. On the other hand, for $t \in \mathbb{R}$ let $C_t$ be the future cone based on the point $te_4$, where $e_4$ again denotes the fourth canonical basis vector of $\mathbb{R}^{3,1}$. For $t$ sufficiently large and negative, $X$ is contained in $C_t$. Now let $(\Sigma'_k)_{k>0}$ be the fuchsian foliation of $C_t$ constructed at the end of Section 3.1. By the geometric maximum principle, for all $k$, $\Sigma_k$ lies above $\Sigma'_k$. From this it follows that $(\Sigma_k)_{k>0}$ foliates the whole of the interior of $K$, and this completes the proof. □
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