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Abstract This paper presents a novel deep reinforcement learning-based system for 3D mapless navigation for Unmanned Aerial Vehicles (UAVs). Instead of using an image-based sensing approach, we propose a simple learning system that uses only a few sparse range data from a distance sensor to train a learning agent. We based our approaches on two state-of-art double critic Deep-RL models: Twin Delayed Deep Deterministic Policy Gradient (TD3) and Soft Actor-Critic (SAC). We show that our two approaches manage to outperform an approach based on the Deep Deterministic Policy Gradient (DDPG) technique and the BUG2 algorithm. Also, our new Deep-RL structure based on Recurrent Neural Networks (RNNs) outperforms the current structure used to perform mapless navigation of mobile robots. Overall, we conclude that Deep-RL approaches based on double critic with Recurrent Neural Networks (RNNs) are better suited to perform mapless navigation and obstacle avoidance of UAVs.
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1 Introduction

In recent years, Deep Reinforcement Learning (Deep-RL) has been employed in a wide range of fields, achieving interesting results in many tasks for control of discrete
systems \[1\] and continuous systems \[2\]. More recently, the learning was applied in tasks in robotics as well, where it was initially used to handle tasks in stable and observable environments \[3\]. For mobile robotics, however, the complexity increases significantly given the interactions with barriers in the physical workplace \[4, 5\]. In this context, Deep-RL ended up simplifying the problem by discretizing it \[6\]. Other approaches have also been exploring continuous control actions in the navigation of mobile robots and achieving interesting results \[7, 8, 9\]. However, the results are yet limited for autonomous Unmanned Aerial Vehicles (UAVs) \[10, 11\].

In our previous work, we proposed the adaptation of two Deep-RL techniques for an UAV in two environments \[12\] and explored the concept for mobile robots \[13\]. Based on the state-of-art structure for terrestrial mobile robots \[7\], we investigated the performance of Deep-RL for 2D mapless navigation related tasks of UAVs. However, we propose a new structure for the agents for 3D navigation and develop a new deterministic approach based on the Twin Delayed Deep Deterministic Policy Gradient (TD3) \[14\] extending our previous work. Instead of using the conventional structure used to perform mapless navigation of terrestrial mobile robots, we propose a new methodology with Recurrent Neural Networks (RNNs) with more sophisticated Deep-RL approaches.

The objective of this work is to show how well Deep-RL approaches based on RNNs can perform in 3D navigation-related tasks. In this work we also include environmental difficulties, such as simulated wind, to improve the overall robustness. Our approach was done in such a way that the network used had only 26 inputs and 3 outputs, as shown in Figure 1. As inputs, it was used readings of a distance sensor coupled to the upper part of the vehicle, the previous linear velocities, the delta yaw angle and the distance and angle of the UAV related to the target. The actions were set as the outputs of the network to send it to the vehicle to arrive at the target. We expect that the intelligent agent will not just be able to arrive at the target goal but also be able to avoid any possible collision on the way to get it. We also expect the agents to perform through the environmental difficulties, showing robustness on the adaptation. Our improved deterministic approach (3DDC-D) and our bias stochastic approach (3DDC-S) are set to be compared with our previous Deep-RL approaches and with a behavior-based approach inspired in the work of \[15\] that can be used to perform mapless navigation of UAVs. \[14\]

This work has the following contributions:

- We present a novel methodology that only uses range-data readings and the vehicle’s relative localization data to successfully perform goal-oriented mapless 3D navigation and waypoint 3D mapless navigation for an UAV.
- We show that our new methodology based on RNNs improves the results obtained from the state-of-the-art Deep-RL for terrestrial robots \[7\] and in our previous work \[12\].
- We present a novel deterministic approach based on the double critic actor-critic TD3 algorithm that outperforms the single critic DDPG algorithm used in previous works \[12, 16\].
- We show that our agents manage to learn environmental difficulties, such as wind, showing that learning-based approaches are more robust and adapt better than behavior-based algorithms.

\[1\] Code available at \[https://github.com/ricardoGrando/hydrone_deep_rl_intl\]

\[2\] Video available at \[https://www.youtube.com/watch?v=Kf5T2SgyiRs\]
We show that with our novel methodology the robot improves its ability to avoid collision with obstacles, outperforming our previous approaches in the avoidance capability.

The work has the following structure: related works are addressed in the Sec. 2. Our novel approaches can be seen in the Sec. 3. Then, in the Section 5 the tools and techniques that we used are presented. The results achieved and the comparison with out previous structures and algorithms are presented in the Sec. 6. For the last, Sec. 7 shows our our overall analysis of the results and the perspective for future works.

2 Related Works

Deep-RL surveys in robotics tasks for the navigation problem have already been performed to demonstrate how effectively we can solve this problem with learning approaches [17], [18], [19], [16]. Tai et al. [7] used 10-dimensional range findings and a goal location as inputs and continuous steering commands as outputs for a 2D mapless motion planner when applied to mobile robots. They concluded that an approach based on the DDPG method with a fully-connected ANN of three hidden layers would effectively train a 2D mapless motion planner. Furthermore, the process of completing the task of reaching a predetermined goal was completed successfully.

Zhu et al. [6] used an actor-critic Deep-RL model to tackle the challenge of driving a mobile robot. It took the current state observation and an image of the target as inputs, producing the action in a 3D environment as output. Chen et al. [8] discussed the issue of navigation in a pedestrian-rich environment. It proposed a Deep-RL approach to control a mobile robot that could navigate in a speed close to a human walking speed. It also performed in a scenario with multiple humans simulating a crowd. Ota et al. [20] developed an approach based on the
SAC technique to efficiently navigate. It was also done in simulation, with the agent learning the course.

For UAVs, however, Deep-RL has been addressed fewer times. Rodriguez et al. [21] used DDPG to solve the problem of landing on a moving platform. On the Gazebo simulator, they used Deep-RL in conjunction with the RotorS framework for aerial vehicles. Sampedro et al. [22] suggested that an approach based on the DDPG technique could perform a task of Search and Rescue in an indoor environment. Sampedro et al. [10] made the use of a real and simulated UAV to perform this navigation task. Kang et al. [11] focused on tasks related to avoid collision with obstacles. This work also used visual information and real and simulated data.

He et al. [23] combines imitation learning and TD3 technique and applied on the challenging 3D UAV navigation problem using depth cameras and sketched in a variety of simulation environments, obtaining great results. Li et al. [24] combines Deep-RL with meta-learning and proposes a novel approach, named Meta Twin Delayed Deep Deterministic Policy Gradient (Meta-TD3), to realize the control of an UAV. Thereafter, Li et al. compared your method with DDPG and TD3, obtaining a substantial improvement in terms of both convergence value and convergence rate.

Differently, our method addresses 3D mapless navigation and waypoint mapless navigation tasks by relying solely on laser sensor readings and the vehicle’s relative localization data. Since the TD3 and SAC techniques are state-of-art for terrestrial mobile robots, we based our approach on them. We also make use of a LSTM-based structure instead of a MLP structure, showing that RNN based structures are better suited for this problem. We also differ by imposing environmental difficulties such as wind, which makes the overall results worse but more realistic.

3 Methodology

In this work, we propose a system for UAVs that can learn to navigate from a starting position on space to a target position and through a series of target points, building its own motion plan on environments with obstacles. It was designed in such a way that it only needs a couple of range sensing data and the vehicle’s relative localization data to perform the mapless navigation and the obstacle avoidance. Its movement equation can be defined as:

\[ \upsilon_t = f(x_t, p_t, \upsilon_{t-1}) \]

where \( x_t \) is the raw information from the sensor readings, \( p_t \) the relative position and angle of the target and \( \upsilon_{t-1} \) the vehicle’s velocity in the last step. This model allows obtaining the actions that the robot is able to make, given its current state \( s_t \). Embodied in a neural network, the expected result is an action for the current state. This arrange for the data was explored in Tai et al [7], Jesus et al in [9] and in our previous work [12] for 3D navigation of UAV.

3.0.1 Networks Structure

We defined a structure that has 26 inputs and 3 outputs. Among the 26 inputs, 20 represent range findings from a simulated Lidar, 3 represent the previous action
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and the other 3 represent information regarding the target goal. Our Lidar provides 1080 samples in a 270° range, 20 of which sampled equally spaced in 13.5°. The target information used was the vehicles’ relative distance to the goal and two relative angles to the target, one given by the plan $x - y$ and the second given by the plan $z - distance$. Both the relative distance and angles were used to make the agent learns towards their minimization and achieve the goal. The network’s outputs provide the action for the given step, which are the linear and altitude velocities and the variation of the yaw angle. These actions are then applied to the vehicle. Figure 2 shows the proposed architecture.

![Network](image)

**Fig. 2: Network Inputs and Outputs.**

Our newly proposed network architecture has a 32-cell LSTM layer for the actor-network activated using the ReLU function. The hyperbolic tangent function was used as the activation function in the actor’s outputs. The values are then scaled between 0 and 0.25 m/s for the linear velocity, $-0.25$ and 0.25 rads for the delta yaw and $-0.25$ and 0.25 m/s for the altitude velocity. The Q-value for the current state and action performed by the agent is given in the critic-network. We projected the Deep-RL-based agents similarly so we compare the more fairly the characteristics of each approach. For the SAC-based approach, specifically, the value network was set with the same structure as the critic network. Figure 3 shows our new proposed network structure while Figure 4 shows the previous architecture proposed by Tai et al. [7], also used in our previous work [12].

### 3.0.2 Reward Function

With the environment and the agents defined, it is feasible to train and evaluate the agents. Before training, it is necessary to create a reward and penalty system for the agent. These values given to the agents are numbers of a function model, based on empirical knowledge, created during the process of solution of the problem.

In our previous work, we defined a system that there were three conditions. In this current work, one of the conditions regarding the distance in each step was not used. As consequence, it caused an increased training time. However, this simplified reward function presented better results at the end of training when
compared with the previous one that was proposed. The reward function used in this work was the following:

\[
    r(s_t, a_t) = \begin{cases} 
    r_{\text{arrive}} & \text{if } d_t < c_d \\
    r_{\text{collide}} & \text{if } \min x < c_o
    \end{cases}
\]

Only two rewards were given, one for making the task correctly and the second one in case of failure. The agent receives a positive \(r_{\text{arrive}}\) reward of 100 when the goal is reached in a margin of \(c_d\) meters. This margin, specifically, was set as 0.5\(m\). Also, in case of a collision with an obstacle or with the limits of the scenario, we give a negative reward \(r_{\text{collide}}\) of −10. The collisions is verified if the readings from the distance sensor is lower than a distance \(c_o\) of 0.5 meters. This simplified rewarding system also helps to focus on the Deep-RL approaches themselves, their similarities and differences, instead of focusing on the environment.

4 Comparative Approaches

In one of our latest works [16], we proposed two 3D quad-rotor navigation approaches: a deterministic based on DDPG, and a stochastic based on SAC, both using MLP3. These algorithms are named 3DNDRL-D and 3DNDRL-S, respectively. These approaches have the same structure like the ones that we used in our previous work [12], only adapted to perform the 3D mapless navigation of a hybrid vehicle instead of the 2D mapless navigation of an UAV. The networks of 3DNDRL-D and 3DNDRL-S approaches have 3 hidden layers each. The structure used was a fully-connected multi-layer perception, where each layer has 512 neurons each. The ReLU activation was used as well. Fig 4 summarizes this structures.

The other algorithm that we used to compare was inspired in the work of Marino et al. [15]. It uses a BUG-like algorithm to perform a 2D simulated multi-floor indoor navigation with a quad-rotor robot, equipped with a salient-cue sensor and a laser-range-finder. As well known, the BUG2 tries to minimize the distance between the robot and the goal, toward the estimated position of the goal on the horizontal plane while avoiding obstacles. So, it is possible to implement a local navigation approach for navigating in the horizontal plane.
5 Experimental Setup

For the analysis of this work, in this section is described the setup, tools and materials that were used. Thus, making it clear the programming language and framework utilized for our simulation, as well as, to describe the environments purposed for the task of navigation of a hybrid UAV concept.

5.1 Training Setup

In this article, the experiments carried out were programmed using the Python programming language. The neural networks were developed with PyTorch[25], which provides tensor computation with acceleration via GPU and an automatic differentiation system and has a varied range of applications such as in fields of natural language processing, image processing, object recognition, and others[26, 27, 28]. For the robot simulation, we used the Robot Operating System(ROS)[29] together with Gazebo. ROS is a framework for developing applications for robots with a collection of tools and libraries that provides operating system standard services, such as hardware abstraction, device low-level control and package management. For this work, it was used the Melodic version of ROS. The gazebo is an open-source 3D robotics simulator, that provides an integrated physics simulator, 3D rendering and support for the integration and simulation of sensors and controllers, has available plugins for the simulation of aerial autonomous vehicles and is fully integrated with ROS.

5.2 Vehicle’s description

The experiments were conducted utilizing an UAV, which consists of a quad-rotor initially developed as a hybrid vehicle capable of transit through air and water, as shown in previous works[30, 31]. This hybrid UAV, improved with new models and propellers[32, 33] and with the Ardupilot and ROS-based control system concept for our developed HUAUV[34], succeeded to win the 2019 Brazil Open Flying Robot League during the 2019 Latin America Robotics Competition[35].
To simulate our vehicle, we created a 3D model and a universal robot description. The package containing the description and the Deep-RL approaches are provided in code\footnote{https://github.com/ricardoGrando/hydrone\_deep\_rl\_jint}. We used the RotorS framework to create the description of the vehicle using real dimensions and constants (such as mass, inertia, motor constants, etc). The visual meshes are based on the model that was developed in Solidworks software. And we used a simplified collision structure, approximated by cubes and cylinders.

From the network, our robot receives a linear velocity, an altitude velocity and a $\Delta$yaw. To control the robot, we used the RotorS’ internal geometric tracking controller. The conversion from the linear and angular velocities and the $\Delta$yaw to Cartesian velocities is needed, so a plugin was developed to convert from polar to Cartesian coordinates. With this structure, the agents managed to learn the vehicle’s properties, suppress the environmental difficulties and perform navigation-related tasks.

5.3 Simulated Environments

The development of applications for robots is usually difficult to conceive and maintain given the high cost of hardware and equipment. Many applications in robotics are then developed in simulation and then deployed to real robots. Therefore, a good simulation environment is necessary to make progress in the field. Gazebo simulator \cite{gazebo} can be used to fulfill this need, given its extensive compatibility and realistic simulation.

Two environments were used to train and test our agents. The first environment is essentially a box of 10 meters of side, with free space to perform the navigation. The second environment is just like the first environment but with 4 fixed obstacles added to it. These obstacles were set to represent drilling risers of an industrial scenario, where this approach could be applied. Both environments have $5 \times 5m$ of area, as can be seen in Figure 5. The blue lines are the vehicle’s sensor rays.

We also used simulated wind to increase the difficulty. The wind was simulated using the Ornstein-Uhlenbeck noise in the three axis, with a velocity set to range from $-0.175$ to $0.175$ m/s. This is considerably high for an indoor environment, representing 70% of the maximum velocity that the vehicle can achieve. Empirically, much higher values made the scenario almost unnavigable, while lower values present no much influence on the overall results.

6 Results

In this section, we address the results obtained during the evaluation phase. The evaluation was carried out with two tasks and several statistics were recorded for each one. In the first task, the navigation task, the vehicle should navigate from a point in space to another, while multiples points should be visited in the second task, the waypoint navigation task. The simulated wind was used in both task during the test and the evaluation. Also, an agent was trained for each one of the scenarios.

Both tasks were evaluated in both scenarios for a total of 100 trials each. The total of successful trails represents the percentage of navigation where the vehicle
reached the desired goal in the first task, while in the second task the success represents the percentage of the trail where the trajectory was completed, from the first point through the final one. The average time represents the total time that was needed to complete all the 100 trials divided by 100. For the second task only, it was also registered the average percentage of the path navigated. For example, if a percentage of 10%, the vehicle has navigated on average through 10% of all points. This metric was used to evaluate the learning approaches as well as the BUG2 algorithm. We defined an initial position for the vehicle at the point (0.0, 0.0, 2.5) and placed the front part of it pointed towards the positive $x$-axis.

During the training phase, the data from the rewards was collected. We collected the data for 1000 episodes in the first scenario and 1500 episodes in the second scenario. The final episode of training was chosen based on the stagnation of the average reward received. Figures 6a and 6b show the rewards’ moving average of the previous 300 episodes for the first and second scenario, respectively.

It is possible to observe in the Figures 6a and 6b that the 3DDC-S and 3DDC-D approaches received the overall higher rewards, mainly our newly proposed approaches based on an RNN. As the obtained reward is intrinsically attached to the performance of the agent, we are able to estimate the degree of learning of the agent in the environment. For that, we show the statistics of the navigation task (Table 1) and for the second task (Table 2).
In the first task, we can see that the Deep-RL approaches and the BUG2 algorithm performed with 100% success in the first scenario, with distinctiveness for the DDPG-based agent which yields the lowest average time and standard deviation. In the second environment, however, it becomes more clear how better are the agents based on the RNN are. Besides the average 60% plus of success, the Deep-RL-LSTM-based approaches outperformed by almost double the BUG2 algorithm, with a special highlight for the 3DDC-D approach that performed the task consistently faster than the other approaches.
For the second task, it becomes even more clear the advantages of a Deep-RL approach with RNN architecture. We can see especially in the second environment how better the agents performed, even when compared with the BUG2 algorithm. The 3DDC-D approach managed to complete on average 51.65% of the trajectory while the 3DC-S agent navigates almost 40%. Both results are considerably higher than the DDPG(8.36%) and BUG2(11.43%), outperforming by almost a factor of five. We can also see in table 1 and 2 that the average time of our adapted 3DNDRL-D was better in the first environment, while the 3DDC-D presented the fastest results in the second. That can be due to fact that a simpler deterministic approach tends to perform better in a simple environment, while a more robust one can be more efficient in a more complex one. It is also interesting to notice that the stochastic approach was considerably slower given its characteristics, but showed to be more trusty than the deterministic one. Overall, it is important to highlight how well agents managed to understand the vehicle and the difficulties that the environment provided. We can see based on the results of the BUG2 algorithm, how challenging was to perform this task in an environment with real simulated wind and dynamics.

Finally we can observe both task performed in both environments in the Figures 7, 8, 9 and 10. It shows the 100 trials performed for each one of the approaches. We can see even better the more aleatory characteristic of the stochastic approach when compared to the deterministic one. The 100 samples for both tasks show that this first approach presents a more exploratory trajectory, which affects the overall time to perform it. It is also possible to verify that even the deterministic approach and the BUG2 algorithm suffered considerably the influence of the simulated wind, showing trajectories with consistent changes.

In the second task specifically, we can see in Figure 8c one of the main contribution of this work. It is possible to outline the ability to learn the simulated wind and to adapt to perform the navigation correctly. When compared to the the stochastic approach (Figure 8g) or even to the BUG2 algorithm 8i) we can see the more stable trajectories which provided the overall better results. For the second task in the second environment the same can be said, while 3DDC-D and 3DDC-S learned the task and the environmental difficulties, the previous methods and the traditional method presented consistently more difficulties.

The trials of the 3DDC-D approach (Figures 10e 10f) and the 3DDC-S approach (Figures 10g 10h) in the second scenario shows how effective these two approaches became when comparing with the others. Both managed to understand the task, the environment and to avoid obstacles with great distinctiveness.

7 Conclusion

In this work, we proposed a novel methodology based on the state-of-art Deep-RL techniques to address the mapless 3D navigation and waypoint 3D navigation tasks for UAVs. We showed that approaches with double critic and RNNs are better suited than the state-of-art approaches with fully-connected ANNs, commonly used for terrestrial mobile robots. Our proposed system is able to perform navigation-related tasks by only using the vehicles’ relative localization data and some range findings, without making the use of imaged-based sensing which can demand a costly hardware capability to achieve good performance. We can conclude that
Fig. 7: Navigation task in the first environment.
Fig. 8: Navigation task in the second environment.
Fig. 9: Waypoint navigation task in the first environment.
Fig. 10: Waypoint navigation task in the second environment.
our approaches based on double critic actor-critic SAC and TD3 algorithms also managed to bypass obstacles and reach the desired goal.

Specifically, it is also possible to conclude that our novel approaches outperformed a DDPG-based approach and the BUG2 algorithm. The good results achieved can be due to a simple sensory-based structure and a simple rewarding system.

As future works, we are aiming to test in our real vehicle and develop a similar approach for Unmanned Underwater Vehicles (UUVs) and Hybrid Unmanned Aerial Underwater Vehicles (HUAUVS).
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