Imaging phonon-mediated hydrodynamic flow in WTe$_2$
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In the presence of interactions, electrons in condensed-matter systems can behave hydrodynamically, exhibiting phenomena associated with classical fluids, such as vortices and Poiseuille flow$^{1-3}$. In most conductors, electron–electron interactions are minimized by screening effects, hindering the search for hydrodynamic materials; however, recently, a class of semimetals has been reported to exhibit prominent interactions$^{4,5}$. Here we study the current flow in the layered semimetal tungsten ditelluride by imaging the local magnetic field using a nitrogen-vacancy defect in a diamond. We image the spatial current profile within three-dimensional tungsten ditelluride and find that it exhibits non-uniform current density, indicating hydrodynamic flow. Our temperature-resolved current profile measurements reveal a non-monotonic temperature dependence, with the strongest hydrodynamic effects at approximately 20 K. We also report ab initio calculations showing that electron-electron interactions are not explained by the Coulomb interaction alone, but are predominantly mediated by phonons. This provides a promising avenue in the search for hydrodynamic flow and prominent electron interactions in high-carrier-density materials.

When microscopic scattering processes in condensed matter systems conserve momentum, electrons flow collectively—akin to a fluid—deviating substantially from the expected diffusive flow of a Fermi liquid. This behaviour, termed hydrodynamic electron flow, has been reported in transport measurements in (Al,Ga)As (ref. 4), graphene$^5$, PdCoO$_2$ (ref. 4) and WP$_2$ (ref. 5). Even when momentum is conserved, the presence of boundaries does not need to respect this conservation, leading to a distinct spatial signature when current flows along a channel, known as Poiseuille flow. The resulting current profile is characterized by enhanced flow in the centre of the channel and reduced flow along the edges, as recently shown by spatially resolved measurements in graphene$^{16-21}$. In bulk hydrodynamically reported materials (such as PdCoO$_2$ (ref. 4) and WP$_2$ (ref. 5)), however, large carrier density presents unsolved mysteries regarding the microscopic origins of hydrodynamics.

Tungsten ditelluride (WTe$_2$) is a layered semimetal that has stirred interest in recent years as part of a new class of quantum materials. The bulk crystal exhibits large magnetoresistance$^{21,22}$ and pressure-driven superconductivity$^{22,23}$, and has been predicted$^{24}$ and observed$^{25-28}$ to be a type-II Weyl semimetal. In the monolayer, WTe$_2$ can be electrostatically gated into a quantum spin Hall insulator$^{29}$ or a superconductor$^{22,23}$. These effects are due to the rich band structure of the material, its high conductance (carrier mean free path as long as 12 μm (ref. 24)) and substantial electron-electron interactions. Since momentum is conserved during electron–electron interactions, spatially resolved measurements of hydrodynamic flow in WTe$_2$ are uniquely positioned to probe interactions in the material.

In this Letter, we present the spatial profile of current flowing in a WTe$_2$ flake and show it is consistent with hydrodynamic flow; this is the first observation of a non-uniform current profile in a three-dimensional (3D) material. Moreover, this is a high-carrier-density material in which direct Coulomb-mediated electron–electron scattering is expected to be screened, making the observation of hydrodynamic behaviour surprising. Importantly, we find that the hydrodynamic character of the current strongly and non-monotonically depends on the temperature. From an independent first-principles investigation—which includes interactions that have so far been overlooked in the search for hydrodynamic candidates, namely, phonon-mediated electron–electron scattering$^{29,30}$—we show that unlike Coulomb scattering, this dictates electron dynamics in WTe$_2$. Using these first-principles scattering rates as the input to the spatially resolved Boltzmann transport equation, we predict the hydrodynamic current density profiles that capture the non-monotonic temperature dependence. The combination of experiment and theory enables us to extract the characteristic length scale of electron–electron interactions in WTe$_2$, providing strong evidence for phonon-mediated hydrodynamics.

Td-WTe$_2$ crystallizes in the orthorhombic lattice (space group $Pmn_2$), with two layers in the unit cell bonded by weak van der Waals interactions along the crystallographic c axis, as shown in Fig. 1a. The semimetal is charge-compensated$^{31}$ (Fig. 1b) by the WTe$_2$ Fermi surface with the electron (hole) pockets displayed in blue (red). We exfoliate a WTe$_2$ flake with a thickness of ~60 nm, cleaved along its crystallographic a axis. To image the current flow in WTe$_2$, we use a scanning probe based on a nitrogen-vacancy (NV) defect in a diamond$^{27-29}$, an atomic-size quantum magnetometer.
Fig. 1 | Device and experimental setup. a, Crystal structure highlighting the layered structure of WTe₂. b, Calculated Fermi surface for the WTe₂ lattice, with compensated electron (blue) and hole (red) pockets. c, A scanning magnetometry microscope mounted in a flow cryostat. The outer layer is filled with liquid helium and houses the vector magnet. A needle valve connects this bath to the central chamber, allowing the flow of helium vapour into it to control the temperature by balancing the flow rate and heating. The microscope consists of a diamond tip with an NV defect in contact with the sample, which can be moved by piezoelectric controllers along the X, Y and Z directions. The diamond tip is attached to goniometers that allow for θ and φ angle control (Methods). The bottom of the cryostat has a window for optical access, allowing us to measure the NV defect’s spin state. The objective, which focuses light on the defect, can also be moved. d, A close-up of the diamond tip with the NV defect and WTe₂ flake. Electric current with density $J$ is flowing through the flake, generating a magnetic field that is measured by the NV.

Fig. 2 | Comparison of current flow profiles in WTe₂ and gold. a, $B_x$, magnetic field, measured by the NV sensor in a 1D scan across a channel with width $W = 1.7 \, \mu$m. The blue and orange markers show measurements along the gold contact and WTe₂ device, respectively, normalized to have a total current $I_{tot} = 20 \, \mu$A. The blue and orange lines correspond to the expected $B_x$ field generated by the currents in c at a height of $h = 140 \, \text{nm}$ measured between the NV and middle of the WTe₂ flake. The WTe₂ and gold data were taken at 20 K and 90 K, respectively, with the gold measurements showing negligible temperature dependence (Supplementary Section 3). b, Reconstruction of the $B_x$ field along the scan, from the data shown in a for the corresponding blue and orange markers. The blue and orange lines correspond to the expected $B_x$ field generated by the currents in c. Note that there is an asymmetry at the edges of the sample, with both curves appearing above the expected values on the left and below them on the right. This is probably due to a mirror mismatch of $1^\circ$ of our NV sensor. The lack of mirror symmetry pronounced in the middle of the channel probably reflects the true current distribution. The source of this asymmetry is currently unknown. c, Theoretical current distributions along a channel with width $W = 1.7 \, \mu$m and total current $I_{tot} = 20 \, \mu$A. The blue line shows a uniform profile, expected for diffusive flow. The orange line shows a curved current profile with flow enhanced in the centre of the channel and reduced along the edges (see the discussion in Fig. 4 for more details on the profile).

The NV is sensitive to the magnetic field parallel to its crystal axis through the Zeeman effect, and our experiments take advantage of the long coherence time of the NV to perform echo magnetometry and achieve magnetic sensitivity of $\sim 10 \text{nT}$ (Methods and Supplementary Sections 1 and 2). The unique custom-built cryostat and scanning system used in this study, allowing imaging at variable temperatures, is schematically shown in Fig. 1c. Figure 1d shows a close-up of the diamond tip with the NV defect above the WTe₂ sample. At each tip location, the NV sensor detects the magnetic field generated by the current flowing along the sample. In our notation, the current is flowing along the $\hat{y}$ axis, generating a non-zero magnetic field in the $\hat{x} - \hat{z}$ plane. The NV defect axis is oriented along the $\hat{y} - \hat{z}$ plane, and therefore, sensitivity exists only for the $\hat{z}$ component of the magnetic field.
In Fig. 2a, we present the \( \hat{z} \) component of the magnetic field (\( B_z \)) measured by our NV tip scanning along two one-dimensional (1D) linescans along the \( \hat{x} \) axis, one taken above a gold (Au) contact (blue markers) and the other taken above our WTe\(_2\) sample (orange markers). Both measurements correspond to a channel width of \( W = 1.7 \) \( \mu \)m and total current \( I_{\text{tot}} = 20 \) \( \mu \)A, and were taken at a tip height of \( h = 140 \) nm measured between the NV and middle of the WTe\(_2\) flake (Supplementary Section 7). We observe noticeable differences between the two scans, with the WTe\(_2\) measurement showing a sharper slope in the centre of the channel and an inward shift of the extreme positions. Such differences are discernible due to the high signal-to-noise ratio of our measurement (Supplementary Section 2). To visualize the difference in the underlying current profile, we obtain the \( \hat{x} \) component of the magnetic field (\( B_x \)) by Fourier reconstruction\(^3\) of the data shown in Fig. 2a (Supplementary Section 8). This is shown by the blue and orange markers in Fig. 2b, with the WTe\(_2\) measurement indicating enhanced current density in the centre and reduced density along the edges, suggestive of hydrodynamic flow. These observations can be made more quantitative by examining two theoretical examples of current distributions, as shown in Fig. 2c. The blue line corresponds to uniform flow, where electron–electron interactions play a negligible role—as expected for diffusive behaviour. The orange line shows a non-diffusive current distribution whose quantitative details will be discussed below. The blue and orange lines shown in Fig. 2a,b are the calculated \( B_z \) and \( B_x \) values for the corresponding profiles shown in Fig. 2c. The good agreement with experiment confirms that the current flow in gold is indeed uniform. Notice that the finite height offset of the NV tip convolves the current distributions for both gold and WTe\(_2\), resulting in a non-flat \( B_x \) profile even for a fully diffusive current distribution. By contrast, the flow in WTe\(_2\) significantly deviates from diffusive flow, even after taking the finite height into account.

**Fig. 3 | Temperature-dependent magnetic field profiles.**

**a.** Contour plot of the magnetic field profile \( B_x \) across the WTe\(_2\) device (\( \hat{x} \) axis) at different temperatures (\( \hat{y} \) axis). The scans were taken along the same \( y \) position to isolate the effects of temperature on current flow (Supplementary Section 4). The contour at \( B_x = 4 \) \( \mu \)T is highlighted in grey to show the narrowest profile appears between 10 K and 20 K, where the peak height is also maximum.

**b.** Three linecuts of **a** taken at 90 K, 20 K and 5 K as indicated by the respective arrows. The inset shows a zoomed-in image of the peak of the profiles. The profile at 20 K, also shown in orange in Fig. 2c, is both the narrowest and has the highest peak value.

**c.** Contour plot of the magnetic field profiles obtained from numerical transport calculations using ab initio scattering rate inputs for electron-electron and electron-phonon interactions, and assuming an electron-impurity mean free path of 1.9 \( \mu \)m. Theory captures the non-monotonic temperature dependence, peaking at around 15 K. The corresponding Feynman diagrams are schematically shown in the inset.

**d.** Three linecuts of **c** taken at 90 K, 15 K and 5 K, showing quantitative agreement with the experimental data in **b**. The inset shows a zoomed-in image of the peak of the profiles.
Fig. 4 | Ab initio lifetimes and Boltzmann transport equation. a, Temperature-dependent ab initio electron mean free paths for WTe$_2$ obtained using density functional theory (Methods). We consider electron–phonon scattering ($l_{e-ph}$), electron–impurity scattering ($l_{e-imp}$), electron–electron scattering mediated by a screened Coulomb interaction ($l_{e-e}$), and electron–electron scattering mediated by a virtual phonon ($l_{e-ph}^v$). The corresponding Feynman diagrams are schematically shown in the inset. The overall momentum-relaxing electron mean free path ($l_{mr}$) is calculated using Matthiessen’s rule.

b, Normalized $B_x$ magnetic field phase diagram, extracted from the current profiles computed using the Boltzmann transport equation allowing for momentum-conserving ($x$ axis) and momentum-relaxing ($y$ axis) interactions. The colour corresponds to the magnetic field $B_x$ in the centre of the channel, normalized to be 0 for uniform flow and 1 for perfect parabolic Poiseuille flow, as highlighted by the inset. Overlaid arrows indicate the decreasing-temperature trajectories predicted ab initio. a, for various values of the electron–impurity mean free path ($l_{e-imp}$) following the legend in b. Points correspond to fits of the magnetic field profile to the experimental data at different temperatures, following the colours in c. One-dimensional linecuts along the arrow trajectories in b, indicating the ab initio theory captures the non-monotonic temperature dependence of the observed hydrodynamic phenomena for $l_{e-imp}$ larger than 1μm, after which the position of the peak at approximately 15 K remains unchanged. The points correspond to experimental data at different temperatures shown in Fig. 3, with error bars signifying the measurement sensitivity.

We then apply our apparatus to probe the temperature dependence of electron interactions in WTe$_2$ and their influence on hydrodynamic behaviour. Figure 3a shows a contour plot of the $B_x$ magnetic field profile across our WTe$_2$ sample, taken at different temperatures. The magnetic field at the centre of the channel becomes higher with lower temperature, until it peaks at 10–20 K, and then becomes lower again. Similarly, the width of the profile, highlighted by the grey contour at $B_x = 4$μT, is also the narrowest at around 10–20 K. This non-monotonic behaviour is evident in three field profiles taken at 90, 20 and 5 K (Fig. 3b). The profile at 20 K is both the narrowest and has the highest peak value, indicating that hydrodynamic effects on current flow are the maximum at this temperature.

To understand the underlying microscopic origin of hydrodynamic behaviour in WTe$_2$ and its non-monotonic temperature dependence, we investigate the competition of electron–electron interactions with boundary scattering and momentum-relaxing scattering against lattice vibrations and impurities in the sample. From an independent ab initio theory, we extract the temperature dependence of the different scattering mechanisms in WTe$_2$. These are used to solve the Boltzmann transport equation in the relaxation time approximation to obtain the steady-state current profiles (Methods) used to extract the magnetic field profiles, which are shown as a function of temperature in Fig. 3c. The theoretical predictions capture the non-monotonic temperature dependence, with the peak (approximately 15 K) showing quantitative agreement with the experiment. Note that while the results presented in the manuscript use a circular Fermi surface assumption, relaxing this assumption does not significantly change our conclusions (Supplementary Section 9.8).

The theoretical current profiles can be generally described as a function of two non-dimensional parameters: the ratio of the momentum-relaxing and momentum-conserving processes’ mean free paths to the channel width $W$, namely, $l_{e-ph}/W$ and $l_{e-imp}/W$, respectively. Microscopically, we consider two momentum-relaxing processes, namely, electron–phonon scattering ($l_{e-ph}$) and electron–impurity scattering ($l_{e-imp}$), and two momentum-conserving processes, namely, electron–electron scattering mediated by a screened Coulomb interaction ($l_{e-e}$) and that by a virtual phonon ($l_{e-ph}^v$). Figure 4a shows the full temperature dependence of these mean free paths for WTe$_2$, given by our ab initio calculation, which include contributions from all the electron and hole pockets (Supplementary Section 13). The momentum-conserving mean free path is dominated by the phonon-mediated interaction, as $l_{e-ph}$ is at least two orders of magnitude higher than $l_{e-ph}^v$ at all temperatures. In contrast, both electron–phonon and electron–impurity scattering processes contribute to the momentum-relaxing mean free path. We represent the resulting current profiles—as a function of these two non-dimensional parameters—by the normalized $B_x$ magnetic field peak ($B_x^{peak}$) in the middle of the channel, as shown in Fig. 4b (Supplementary Section 9.6). It is instructive to identify four limits in our phase diagram: (1) in the absence of momentum-conserving events ($l_{e-ph} \gg W$) and numerous momentum-relaxing events ($l_{e-imp} \ll W$) (phase diagram in Fig. 4b, bottom right), electron flow is diffusive; (2) in the absence of both momentum-conserving and momentum-relaxing events ($l_{e-ph} \ll W$ and $l_{e-imp} \gg W$; Fig. 4b, top right), boundary effects dominate, leading to ballistic flow; (3) in the presence of numerous momentum-conserving events ($l_{e-ph} \ll W$) and the absence of momentum-relaxing events ($l_{e-imp} \gg W$; Fig. 4b, top left), electrons flow collectively and we observe hydrodynamic flow; (4) finally, in the presence of both momentum-relaxing and momentum-conserving events ($l_{e-ph} \ll W$ and $l_{e-imp} \ll W$; Fig. 4b, bottom left), the flow is momentum-‘porous’, and the regime is referred to as ‘Ziman’ hydrodynamics.

While Fig. 4a highlights that both $l_{e-ph}$ and $l_{e-imp}$ increase monotonically with decreasing temperature, Fig. 4b confirms that there exist 1D temperature trajectories that support non-monotonic behaviour. Note that even in the absence of momentum-conserving interactions (far right of the phase diagram in Fig. 4b), the current density can exhibit non-monotonic behaviour, albeit with quantitative disagreement with our experiment and ab initio calculation (Supplementary
Section 9.5). Overlaid arrows in Fig. 4b mark the decreasing temperature trajectories following the ab initio calculations in Fig. 4a, for empirical values of $l_{\text{imp}}$ between 0.17 and 4.80 $\mu$m. The arrow for infinite impurity corresponds to momentum relaxation only due to electron–phonon interactions. Similarly, we can fit the experimental profiles at different temperatures to one such trajectory, shown by the overlaid points in Fig. 4b. Notice that our measurements do not comfortably fit in any of the previously identified limits, and thus, both ballistic and hydrodynamic effects contribute to the resulting current flow. The ab initio predictions agree well with experimental profiles, albeit the experimental data suggests a weaker temperature dependence and at high temperatures, theory predicts a more diffusive profile than the one measured in the experiment. This deviation may be attributed to the finite thickness of the sample, position-dependent mean free path due to sample imperfections or modification of the phonon spectrum by the presence of the quartz substrate (Supplementary Section 12). Furthermore, relaxing the circular Fermi surface assumption results in modified current density curvature that could also account for some of the discrepancies (Supplementary Section 9.8). The non-monotonic behaviour is shown more clearly in Fig. 4c, which plots these 1D trajectories for empirical values of $l_{\text{imp}}$ between 0.17 and 4.80 $\mu$m (Fig. 4c). While a minimum impurity mean free path is necessary to observe non-monotonic behaviour, the location of the peak is largely independent of $l_{\text{imp}}$ above this threshold. This allows us to extract a robust estimate for the electron–electron interaction length, namely, $g_{\text{ee}} \approx 200$ nm at 10–20 K. The ab initio calculation was performed on a fully relaxed WTe$_2$ lattice. When the lattice is constrained to accommodate WTe nodes, electron–electron interactions increase, resulting in the non-monotonic behaviour peaking at approximately 8 K (Supplementary Section 11). This is in contrast with our observations, suggesting that our sample was not in the Weyl phase.

This work opens the possibility of observing hydrodynamic effects and electron interactions even in high-carrier-density materials, where direct electron–electron interactions are screened (Supplementary Section 14). The comparison of theoretical predictions and experimental observations allows us to extract a robust estimate of the electron–electron interaction length in WTe$_2$, an important quantity for interacting systems otherwise challenging to extract experimentally. Quantifying the magnitude of electron interactions in 3D materials could reveal the microscopic mechanisms underlying strongly interacting systems, such as high-temperature superconductors and strange materials. While we focus on one WTe$_2$ crystallographic orientation in this work, our setup allows the exploration and imaging of anisotropic hydrodynamic flows in 3D crystals. By studying different geometries and orientations of such anisotropic materials, future work will permit the observations of non-classical fluid behaviour such as steady-state vortices, coupling of fluid stress to vorticity and 3D Hall viscosity.
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Methods

Sample details. Single crystals of WTe₂ were grown by excess Te flux. In the typical synthesis, pieces of W (99.95%, Chempur) and Te (99.9999%, Alfa Aesar) were weighed according to the stoichiometric ratio of W₁.₈Te₉₉.₂ (5 g) and kept in a quartz crucible. This crucible was vacuum sealed inside a quartz tube. The reaction content was heated to 1,050 °C at a rate of 100 °C h⁻¹ in a programmable muffle furnace. This temperature was maintained for 10 h to get a homogeneous molten phase, after which the temperature was slowly lowered to 750 °C at a rate of 1 °C h⁻¹. At this temperature, excess molten flux was removed by centrifugation to obtain shrunken plate-like single crystals of WTe₂.

The high quality of the single crystal is evidenced by the high residual resistivity ratio and quantum oscillations, as shown in Extended Data Fig. 1. The total carrier density and average mobility of the bulk sample were extracted from the magnetoresistance data (at 2 K) to be 2.0×10⁵ cm⁻² V⁻¹ s⁻¹ and 2.5×10⁵ cm² V⁻¹ s⁻¹, respectively (Extended Data Fig. 2). Note that the measurements were performed on a same slice made from the same bulk crystal as the device used in the main text. To capture the contributions of both electron and hole carriers at higher temperature, we turn to Hall resistivity measurements using a two-band model. The extracted estimate for carrier density and mobility for holes and electrons is shown in Extended Data Fig. 3.

We exfoliated WTe₂ flakes and searched for elongated samples that maintain a constant width along a segment, allowing us to assume uniform current flow in this segment. The chosen flake was then transferred onto our quartz substrate. The flake was placed close to a gold line used for the delivery of a radio-frequency (RF) signal, necessary for manipulating the states of the NV. This RF signal required the use of an insulating substrate, as the conducting plane of a typical silicon substrate would screen the RF signal and prevent NV manipulation. After placing the flake, we patterned and evaporated gold contacts following argon ion cleaning (without breaking the vacuum). No lithographic process was performed to define the edges of our device. Extended Data Fig. 4 shows an optical image of the WTe₂ sample used for the experiments shown in Figs. 2–4. It is a 60-nm-thick, 100-μm-long flake. We scanned along a 1.7-μm-wide profile in a uniform segment of the flake (the dashed white line in Extended Data Fig. 4). The gold scan (shown as the blue line in Fig. 2b) was taken on the gold contact shown to the right of the sample in the image. The evaporated gold was also 60 nm thick to match the thickness of the WTe₂ flake.

Scanning probe details and multiple pillar probe. Our magnetic sensing experiment is based on a diamond scanning probe with an NV defect close to its surface. The design and fabrication of our probes is presented in detail in ref. 1. However, our cryogenic setup requires a variation of this design, which is described here. Our scanning tip is glued to a standard quartz tuning fork, and monitoring of the tuning fork frequency allows us to maintain a constant height above our sample during the scan. Extended Data Fig. 5a shows the two legs of our tuning fork, and a quartz rod glued to one of the legs. The quartz rod itself is glued to a 50-μm-thick, 50-μm-wide quartz rod in a 100-μm-long diamond cube. A close-up of the diamond is shown in Extended Data Fig. 5b, and the 3-μm etched diamond pillar can be seen. Our NV defect is located approximately 20 nm away from the pillar edge. Notice that our tuning fork is in a multiple pillar diamond with seven pillars in a row. The outer contact pillars are used for atomic force microscopy contact, while another is used for magnetic sensing. This technique uses the angle control available in our setup due to goniometric motors (notice the motors labelled 0 and 6 in Fig. 2a), as by tuning the angle, we can control which tip will be in contact as well as the height of the scanning tip above the sample. In this study, the tip height was chosen as a safety precaution as the damage of a crash can be severe to both sample and tip. Extended Data Fig. 6a shows a sketch of our scanning method, where one pillar is in contact with the substrate (so that it does not damage the device), while another is used for scanning the sample. The angle 0 of the diamond tip is used to tune the height of the NV above the sample. Extended Data Fig. 6b shows an optical image of such a multiple pillar diamond with seven pillars in a row. The outer contact pillars are made to be thicker (approximately 800 nm diameter on the edge) so they are optimized for durability on contact. The central pillars are thin (300–400 nm diameter in the middle) as they contain one NV defect per pillar on average, and they are optimized for optical waveguiding.

Echo magnetometry measurements. Our magnetic field data is measured using an echo magnetometry sequence on the NV for time τ. We used the NV above the sample. Extended Data Fig. 6b shows an optical image of such a multiple pillar diamond with seven pillars in a row. The outer contact pillars are used for atomic force microscopy contact, while another is used for magnetic sensing. This technique uses the angle control available in our setup due to goniometric motors (notice the motors labelled 0 and 6 in Fig. 2a), as by tuning the angle, we can control which tip will be in contact as well as the height of the scanning tip above the sample. In this study, the tip height was chosen as a safety precaution as the damage of a crash can be severe to both sample and tip. Extended Data Fig. 6a shows a sketch of our scanning method, where one pillar is in contact with the substrate (so that it does not damage the device), while another is used for scanning the sample. The angle 0 of the diamond tip is used to tune the height of the NV above the sample. Extended Data Fig. 6b shows an optical image of such a multiple pillar diamond with seven pillars in a row. The outer contact pillars are made to be thicker (approximately 800 nm diameter on the edge) so they are optimized for durability on contact. The central pillars are thin (300–400 nm diameter in the middle) as they contain one NV defect per pillar on average, and they are optimized for optical waveguiding.

Electron–phonon scattering. For an electron with energy εₑ (with band index n and wavevector k) scattered by a phonon of energy q (momentum q and branch index n), the electron final state has momentum k+q and energy εₑ+q, where (m is the new band index). The electron–phonon scattering rate (τₑph) can be obtained from the electron self-energy by Fermi’s golden rule as follows:

\[ \tau_{eph}^{-1}(nk) = \frac{2}{\pi} \sum_{n m} \int \frac{d^2 k}{(2\pi)^2} \left| \langle m | \Delta_{nm}^{\pi} | n \rangle \right|^2 \times \left( n_f + \frac{1}{2} \pm \frac{1}{2} \left( 1 - \sin^2 k_{\pm q} \right) \delta(\epsilon_{nk} + \omega_{nk} - \epsilon_{n_{\pm q}}) \right) \]

where \( n_f \) is the reduced Planck constant. \( \Delta_{nm}^{\pi} \) is the Brillouin zone volume, and \( f_{n_{\pm q}} \) and \( n_f \) are the Fermi–Dirac and Bose–Einstein distribution functions, respectively. The electron–phonon matrix element for a scattering vector is given by

\[ \delta_{nm}(k, q) = \left( \frac{\hbar}{2 m_0 \omega_{nm}} \right)^{1/2} \langle \psi_{n_{\pm q}} | \partial_q V | \psi_{nk} \rangle . \]

Here \( \langle \psi_{n_{\pm q}} | \partial_q V | \psi_{nk} \rangle \) and \( | \psi_{nk} \rangle \) are Bloch eigenstates, \( m_0 \) is the mass of the nucleus and \( \Omega \) is the perturbation of the self-consistent potential with respect to ion displacement associated with a phonon branch with frequency \( \omega_{nm} \). The momentum-relaxing electron scattering rates are evaluated by accounting for the change in momentum between the final and initial states based on their relative scattering angle as follows:

\[ \tau_{eph}^{\text{nr}}(nk) = \frac{2}{\pi} \sum_{n m} \int \frac{d^2 k}{(2\pi)^2} \left| \langle m | \Delta_{nm}^{\pi} | n \rangle \right|^2 \times \left( n_f + \frac{1}{2} \pm \frac{1}{2} \left( 1 - \sin^2 k_{\pm q} \right) \delta(\epsilon_{nk} + \omega_{nk} - \epsilon_{n_{\pm q}}) \right) \]

where \( v_g \) is the group velocity. We calculate the temperature-dependent momentum-relaxing \( \tau_{nm} \) by taking a Fermi–surface average weighted by \( \nu_{\text{dirac}} \) and the energy derivative of the Fermi occupation for transport properties as follows:

\[ \tau_{nm} = \int \frac{d^2 k}{(2\pi)^2} \sum_{\text{BZ}} v_{\text{dirac}} | \Delta_{nm}^{\pi} |^2 \delta(\epsilon_{nk} + \omega_{nk} - \epsilon_{n_{\pm q}}) \]

Phonon-mediated electron–electron scattering. The electron–electron scattering rate mediated by a virtual phonon can be estimated within the random phase approximation by

\[ \tau_{eph}^{\text{rpa}}(k) = \frac{\hbar^2 B}{m_0} \sum_{\text{BZ}} \int \frac{d^2 q}{(2\pi)^2} G_{kp} \times \int d^2 \epsilon \left( \frac{\hbar^2}{2 m_0} \right)^{1/2} \delta(\epsilon_{nk} - \epsilon_{n_{\pm q}} - \epsilon_\epsilon) \]

Here, \( B \) is the Boltzmann constant, \( T \) is the temperature in kelvin, \( g(\epsilon_\epsilon) \) is the density of states at the Fermi level and \( \delta_{nm} = \frac{\epsilon_{nm}}{1 + i \epsilon_\epsilon \tau_{nm}} \) is the complex phonon frequency corrected by the electron–phonon scattering linewidth. Each phonon mode is weighed by the Eliashberg spectral function by

\[ G_{kp} = \sum_{nm} \int \frac{d^2 q}{(2\pi)^2} \left| \delta_{nm}(k, q) \right|^2 \times \delta(\epsilon_{nk} - \epsilon_{n_{\pm q}} - \epsilon_\epsilon) \]
Coulomb-screening-mediated electron–electron scattering. The Coulomb-mediated electron–electron scattering rate is obtained by the imaginary part of the quasiparticle self-energy at each momentum and state \( \text{Im} \Sigma_q(\omega) \) as

\[
\tau_{ee}^{-1}(\omega) = \frac{2\pi}{\hbar} \int_{k_F}^\infty \frac{dk}{\omega' - \omega} \sum_{G'} \rho_{G'} \rho_{-G'}(G,G') \rho_{-G'}(G) \text{Im} \Sigma_{G'}(\omega') \left| \langle \phi_{G'} | e^{-i\phi_{G'}(\omega')} \rangle \right|^2,
\]

where \( \rho_{G'} \) is the plane-wave expansion of the product density of states at \( \epsilon \). Here the electron–electron scattering rate grows quadratically away from the Fermi energy and with temperature as

\[
\tau_{ee}^{-1}(\epsilon, T) \approx \frac{D_e}{\hbar} ((\epsilon - \epsilon_F)^2 + (\Delta k_B T)^2).
\]

We obtain \( \tau_{ee}^{-1} \) by fitting all the self-energies in the entire Brillouin zone for all the energy bands at 298 K, extracting the constant of proportionality, \( D_e \), and then adding the temperature dependence.

Finally, taking into account the impurity scattering, the overall momentum-relaxing mean free path \( l_{\text{me}} \) and momentum-conserving mean free path \( l_{\text{mc}} \) estimated by Matthiessen’s rule are given as:

\[
l_{\text{me}} = \frac{\nu_f}{\nu_e} \left( \frac{\tau_{ee}^{-1} + \tau_{\text{imp}}^{-1}}{\tau_{\text{mc}}^{-1}} \right),
\]

where \( \nu_f \) is the Fermi-surface averaged velocity and \( \tau_{\text{imp}} \) is the impurity scattering time that does not have temperature dependence but varies in different samples.

Boltzmann transport equation calculations. We numerically solve the electronic Boltzmann transport equation in the presence of momentum-conserving scattering. In the steady state, the evolution of the distribution function \( f(r, k) \) for non-equilibrium electrons in the neighborhood of position \( r \) with wavevector \( k \) is governed by

\[
f_k \cdot \nabla_f f_k(r, k) + \mathbf{v}_F \cdot \nabla_f f_k(r, k) = \Gamma f_k,
\]

where \( \mathbf{v}_F \) is the Fermi group velocity and \( \Gamma \) is the collision integral. We consider flow through a 2D channel \((r = (x, y))\) of width \( W \), for a circular Fermi surface \( \nu_F = \nu_e \cos \theta, \sin \theta \), at the relaxation time approximation level. Under these approximations, we linearize equation \((11)\), yielding an integro-differential equation in terms of an ‘effective’ mean free path, \( l_{\text{eff}} \) (ref.'):}

\[
\sin(\theta)\nu_e l_{\text{eff}}(y, \theta) + \frac{l_{\text{mc}}(y, \theta)}{l_{\text{me}}(y, \theta)} = \frac{1}{l_{\text{mc}}},
\]

where we use Matthiessen’s rule \( l^{-1} = l_{\text{mc}}^{-1} + l_{\text{me}}^{-1} \) to combine the depopulation of electronic states with a combined mean free path \( l_{\text{mc}} \). Note our treatment implicitly assumes a single electronic carrier, neglecting transport effects due to electron–hole interactions. We justify this assumption by computing the relative contributions of scattering by different charge carriers, and show that they can be safely ignored (Supplementary Section 13). Momentum conservation is accounted for by the last term, which defines the ‘average’ mean free path \( l_{\text{eff}} \) and is directly proportional to current density, \( \mathbf{j}(y) \):

\[
l_{\text{eff}}(y) = \int_0^{\pi/2} d\theta \cos^2(\theta) l_{\text{eff}}(y, \theta),
\]

\[
\mathbf{j}(y) = \left( \frac{m}{\pi e^2} \right) e \mathbf{v}_F \frac{F}{m\nu_F} l_{\text{eff}}(y).
\]

where \( m \) is the electronic effective mass, \( e \) is the electric field component in the \( x \) direction and \( \nu_F \) is the Fermi velocity. Equation \((12)\) is numerically solved by transforming it into a Fredholm integral equation of the second kind:

\[
l_{\text{eff}}(y) = \frac{1}{l_{\text{mc}}} \int_{-W/2}^{W/2} dy' K(y, y') l_{\text{eff}}(y') = \mathbf{P}(y),
\]

\[
\mathbf{P}(y) = l_{\text{mc}} - \frac{2\pi}{\hbar} \int_0^{\pi/2} d\phi \cos^2(\phi) \exp \left\{ \frac{y}{W - 2.4 \frac{\text{Im} \sigma(\phi)}{\text{fs}} (\sin(\phi) - \frac{\sin(\phi)}{\sin(\phi)})} \right\}.
\]
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Extended Data Fig. 1 | Residual resistivity ratio and quantum oscillations. a, Temperature dependent resistivity at zero magnetic field. The residual resistivity ratio (RRR) between 300 K and 2 K is approximately 2000, signifying the high quality of the single crystal. b, Magnetic field (applied along the $\hat{c}$-axis) dependent resistivity showing Shubnikov-de Haas oscillations at 2 K. c, The fast Fourier transform (FFT) of the background-subtracted data of (b) when plotted against the inverse of the magnetic field. We notice four fundamental peaks corresponding to the extremal orbits of the electron and hole pockets in the Brillouin zone\textsuperscript{24}. 
Extended Data Fig. 2 | Magnetic field dependent resistivity. Fitting of the magnetic field dependent resistivity at 2 K according to the relation 
\[ \frac{\rho(B) - \rho(0)}{\rho(0)} = (\mu_{av} B)^2 \]
where \( \mu_{av} \) is the average mobility\(^{24,42} \). This allows us to extract \( \mu_{av} = 2.5 \times 10^5 \) cm\(^2\)/Vs. Using the relation \( \sigma = \mu n \), the average carrier density \( n = 1.47 \times 10^{20} \) cm\(^{-3} \) can be extracted.
Extended Data Fig. 3 | Hall resistivity fitted to the two-band model. a, b, Hall resistivity vs. magnetic field measured at different temperatures. The data is fitted according to the two band model $\rho_{xy} = \frac{1}{B} (n_h \mu_h - n_e \mu_e) + \frac{n_h - n_e}{2 (n_h \mu_h + n_e \mu_e)^{1/2} B}$, c, Carrier density of electrons and holes vs. temperature, extracted from the fits in (a) and (b). d, Mobility of electrons and holes vs. temperature, extracted from the fits in (a) and (b).
Extended Data Fig. 4 | WTe2 device. Optical image of the WTe2 sample used for the majority of the data in the manuscript, including Main text Fig. 2, 3, and 4. The 100 μm long flake is contacted at its ends with gold contacts. The path along which our magnetic field profiles were taken is shown in white. An additional gold line nearby is used for delivery of RF power to manipulate the NV.
Extended Data Fig. 5 | Diamond scanning probe. a, An optical image of our scanning tip. A quartz rod is glued to the edge of one of the prongs of a quartz tuning fork. A diamond cube of $50 \times 50 \times 125 \mu m$ is glued to the other side of the rod. b, A closeup image of the diamond cube, with a $3 \mu m$ etched pillar visible. This pillar is used as our scanning probe, and an NV defect is located approximately $20 \text{ nm}$ away from the pillar edge.
Extended Data Fig. 6 | Multiple pillar sensing. a, A schematic for multiple pillar sensing. The diamond is tilted at an angle $\theta$ (using goniometric motors) so that one pillar is in contact with the substrate, while the scanning pillar maintains a constant height above the sample without touching it. The angle $\theta$ controls the height of the NV probe above the sample. b, An optical image of a multiple pillar scanning tip with 7 pillars. The extreme pillars are made to be thicker so they are optimized for durability in contact, while the central pillars are optimized for NV sensing.