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Specific intermolecular interactions, in particular H-bonding, have a strong influence on the structural, thermal and relaxation characteristics of polymers. We report here the results of molecular dynamics simulations of Nylon 6 which provides an excellent example for the investigation of such an influence. To demonstrate the effect of proper accounting for H-bonding on bulk polymer properties, the AMBER99sb force field is used with two different parametrisation approaches leading to two different sets of partial atomic charges. The simulations allowed the study of the thermal and dielectric properties in a wide range of temperatures and cooling rates. The feasibility of the use of the three methods for the estimation of the glass transition temperature not only from the temperature dependence of structural characteristics such as density, but also by using the electrostatic energy and dielectric constant is demonstrated. The values of glass transition temperatures obtained at different cooling rates are practically the same for the three methods. By proper accounting for partial charges in the simulations, a reasonable agreement between the results of our simulations and experimental data for the density, thermal expansion coefficient, static dielectric constant and activation energy of γ and β relaxations is obtained demonstrating the validity of the modeling approach reported.

I. Introduction

In order to develop new materials and compounds with designed new properties, it is essential that these properties can be predicted before preparation, processing, and characterization. The main goal of computational materials science is an accurate prediction of the properties of new materials before their development and production. Molecular dynamics simulations using atomistic force fields to describe molecular-level interactions are useful tools for this goal. This approach is of particular importance in the field of polymer/filler nanocomposites, where the material properties depend on its structure at the nano-scale level. However, before predicting the properties of nanocomposites based on a new polymer, it is necessary to reproduce correctly the properties of the polymer matrix.

The importance of accounting accurately for the electrostatic interactions for evaluating the thermal properties of polymers with highly polar groups from computer simulations has been already reported.1 This is also true for polymers with specific intermolecular interactions, for example, for polyamides with H-bonding between chains providing good mechanical and thermal properties.2 Polyamides are very important engineering thermoplastics due to their high strength at elevated temperatures and toughness at low temperatures, combined with other important properties, such as stiffness, wear and abrasion resistance. The most common application of polyamides in the engineering industry is in textile fibres and in the replacement of traditional metals taking advantage of their great elasticity.3 Deforming under load they are able to return to their original shape up to 75 times faster than other materials. Nylon 6 is the most common type of polyamide accounting for 60% of the global production of this polymeric family and providing an excellent example for proper accounting for H-bonding in computer simulations of polymers.

Few molecular dynamic (MD) simulations of crystalline Nylon 6 have been already reported.5,6 However, simulations of amorphous Nylon 6 providing a wide analysis of its properties are absent. The modelling of nanocomposite materials with the
Nylon 6 matrix has extensively been reported. In particular, the influence of the addition of silica nanoparticles,9 carbon nanotubes,10,11 graphene nanosheets12 and clay13 on the properties of the Nylon 6 matrix was studied. However, the major drawback of these studies is the short equilibration time in the creation of the starting system and in the analysis of the temperature dependence of the various characteristics studied. For this reason, only a qualitative correspondence has been obtained between the modelling results and experimental data. Moreover, none of the previous works have addressed the properties of pure amorphous Nylon 6. This paper reports the study of the structural, thermal and relaxation characteristics of polyamide Nylon 6 by using atomistic molecular dynamics simulations. To our knowledge, the present study is the first one in which the importance of the proper consideration of specific intermolecular interactions like hydrogen bonding is demonstrated in order to provide a realistic assessment of the thermal and dielectric properties of bulk Nylon 6. Moreover, the temperature dependence of the structural and dielectric characteristics of this polymer was investigated in a wide temperature range and cooling rates.

The paper is organized as follows. The simulation method, force field, models and procedures are described in Section II. Section III is devoted to the discussion of the simulation results and the structural characteristics of individual polymer molecules and compounds in the condensed state. Moreover, thermophysical properties such as the glass transition temperature estimated from temperature dependence of the density, electrostatic energy and reciprocal value of the dielectric constant, as well as the relaxation processes evaluated in terms of the time decay of the dipole moment autocorrelation functions are also calculated and reported. The main conclusions are presented in Section IV.

II. Method, force field, model, and simulation procedure

Method and force field

The simulations were performed by the atomistic MD approach using the GROMACS 5.0.7 package.14 To maintain a constant temperature and pressure in the system, the Berendsen thermostat and barostat with temporal constants \( \tau_T = 0.2 \) ps and \( \tau_P = 0.1 \) ps, were used, respectively. Long-distance Coulomb interactions were calculated via the particle mesh Ewald approach.15,16 The cut-off distance \( r_c \) for the PME electrostatics was chosen to be 1.0 nm. We performed preliminary simulations for cut-offs from 0.8 nm up to 1.5 nm which demonstrated that the correction of the electrostatic energy by changing \( r_c \) from 1.0 nm to 1.5 nm does not exceed the computation error (which is about 0.7%), but the time required for the calculations almost doubles. On the other hand, a comparison of the results obtained at \( r_c = 1.0 \text{ nm} \) and 0.8 nm showed a reduction of the calculation time but a more significant underestimation of the electrostatic energy. The bond length was limited by the LINCS algorithm.17

The inter-atomic potentials of the force field AMBER99sb4 were used. AMBER is a family of force fields for MD simulations of biomolecules such as peptides, proteins, and nucleic acids. The choice of the ff99sb parameter set was dictated by the fact that it gives a better description of the hydrogen bonds (in comparison with other AMBER parameter sets) and allows for a better balance of secondary structure elements as evidenced by the improved distribution of backbone dihedrals. However, it should be noted that generally hydrogen bonds are not well described by various force fields and, on average, they are weaker than those suggested by experimental data.5 In the AMBER99sb force field, H-bond interactions are taken into account through electrostatic interactions. The use of the partial atomic charges calculated by the ab initio HF/6-31G* (RESP) and semi-empirical AM1-BCC6 is allowed. The AM1-BCC method quickly and efficiently generates high-quality atomic charges for use in condensed-phase simulations because it combines the speed of a semi-empirical calculation with the efficiency of the BCI (bond charge increment) approach. It was demonstrated that AM1-BCC yields charge sets of quality comparable to HF/6-31G* RESP-derived charges for the compounds with conjugated bonds and with cyclic fragments.7 However, the efficiency of the AM1-BCC approach for aliphatic polyamides has not been yet reported. In the present study, the effects of H-bonding on the structural and thermal characteristics of Nylon 6 are studied using two sets of partial atomic charges (HF/6-31G* (RESP) and AM1-BCC). Moreover, the correspondence of the simulated results with experimental data is examined.

Simulation model and procedure

The procedure for creating equilibrium samples of the polymer melt was similar to the procedure reported previously for polyimides.1,18 The cubic cell for simulated systems contains 27 polyamide chains with polymerization degree \( n = 30 \). To obtain statistically significant results in the study of the thermal properties of the simulated samples of Nylon 6, simulations were carried out during 1 \( \mu s \) that allowed using a proper distribution of starting configurations for the cooling procedure. Five starting configurations (at 300, 400, 500, 600, and 700 ns) were selected for each system. Gradual cooling with cooling rates of \( 1.5 \times 10^{13} \text{ K min}^{-1} \) (10 K/40 ps), \( 1.5 \times 10^{11} \text{ K min}^{-1} \) (10 K/400 ps) and \( 1.5 \times 10^{10} \text{ K min}^{-1} \) (10 K/4 ns) was performed for each of the configurations. The simulation with the lowest cooling rate (\( 1.5 \times 10^{10} \text{ K min}^{-1} \) (10 K/40 ns)) was applied only to the configurations of the systems with atomic charges obtained by the HF/6-31G* (RESP) calculations.

III. Results and discussion

Characteristics of individual molecules and simulated systems in melt

Two sets of partial atomic charges for Nylon 6. The partial atomic charges were calculated for an oligomeric molecule consisting of three monomer units. The values of the partial
charges obtained for the atoms of the central monomer (Table 1) were used to simulate the polymer molecules of Nylon 6. The values of the partial charges of terminal monomers of the oligomeric molecule obtained from ab initio calculations were used for terminal monomers of polymers in MD simulations. The charges on the atoms of the methylene (–CH2–) groups calculated by ab initio HF/6-31G* (RESP) and semi-empirical AM1-BCC methods differ slightly. The main differences concern the amide groups forming hydrogen bonds in the system. The H-bond energy must be higher in the case of the HF/6-31G* (RESP) calculated charges because in this case the values of the partial charges on the atoms of amide groups are significantly higher (Table 1).

Table 1 Values of the partial atomic charges of amide groups

|        | N    | H    | C    | O    |
|--------|------|------|------|------|
| HF/6-31G* (RESP) | −0.55 | 0.29 | 0.67 | −0.6 |
| AM1-BCC | −0.32 | 0.15 | 0.21 | −0.28 |

Structural characteristics of the polymer molecule and sample density. The estimation of the mean square displacements (MSD) of the centers of mass of individual chains at 600 K (in the molten state), reported in Fig. 1, shows that in the system with the AM1-BCC partial atomic charges, a chain is shifted by a distance comparable to its own size already after the first 10 ns of the simulation. In the system with the HF/6-31G* (RESP) charges such a displacement occurs after a time interval one order of magnitude slower, namely, after ~100 ns of the simulation. In order to obtain correct values of the dimensions of a single molecule (end-to-end distance, radius of gyration and persistence length) as well as of the density of the simulated system, the averaging of the characteristics considered was carried out in the range 300–1000 ns at 600 K. The comparison of the polymer chain average characteristics for the systems obtained with the two sets of partial atomic charges, reported in Table 2, shows that their values are weakly dependent on the differences in the values of the partial atomic charges calculated by HF/6-31G* (RESP) and AM1-BCC methods. For example, the persistence lengths for both systems are very close to each other and to the experimentally reported value (0.54 nm).19 At the same time, the differences in the densities are more significant. The comparison of the densities for the two systems simulated in the melts at 545 K (corresponding to the temperature of the experimental melt density of 970 kg m\(^{-3}\)).19 shows that the density of the system with the HF/6-31G* (RESP) charges is much closer to the experimental value. It is necessary to point out that even for the system with HF/6-31G* (RESP) charges, the density in the molten state approaches its equilibrium value very fast (it takes about 400 ps). Thus, our equilibration during 4 ns, and even longer for 40 ns (upon cooling from 600 K down to 545 K with steps 10 and 5 degrees) was long enough to obtain the equilibrium density values.

Table 2 Density of the melt (\(\rho\)) and average chain characteristics: persistence length (\(l_p\)), end-to-end distance (\(h\)), and radius of gyration (\(R_g\))

|        | \(l_p\), nm | \(h\), nm | \(R_g\), nm | \(\rho\), kg m\(^{-3}\) at 545 K |
|--------|-------------|-----------|-------------|-----------------------------|
| AM1-BCC | 0.53        | 5.6       | 2.26        | 876                         |
| HF/6-31G* | 0.56        | 5.9       | 2.35        | 943                         |

Thermal characteristics

Glass transition temperature and coefficient of thermal expansion. The glass transition temperature was determined from the density dependence (\(\rho(T)\)) curves (Fig. 2a and b) as follows. The linear fit was applied to the \(\rho(T)\)-curves in the high-temperature domain \((T > T_g)\) and in the low temperature domain \((T < T_g)\). The intersection of the two straight lines defines the glass transition temperature.18

The analysis of the curves for the density dependence for different systems and different cooling rates showed a strong difference in the position of the transition region (from melt to glass) for the systems with the values of the partial charges on the atoms calculated by the AM1-BCC and HF/6-31G* (RESP) methods (Fig. 2a and b, respectively). Moreover, there is a clear correlation between the changes in the electrostatic interaction energy in these systems and the changes in their density (see Fig. 2a–c).

This behavior is caused by the differences in the values of the partial atomic charges of the amide groups (Table 1). In the case of the charges calculated by HF/6-31G* (RESP), their values are higher, providing a larger contribution of the electrostatic interactions to the total energy of the system at the transition from the molten to the glassy state.

Since the main contribution to the intermolecular interactions in Nylon 6 is provided by H-bonds and in the AMBER99sb force field these interactions are taken into account through electrostatic interactions, the above conclusion is confirmed by
comparing the pair radial distribution function (RDF) \( g(r) \) for the atoms involved in the hydrogen bond formation (Fig. 3a) and potentials of the mean force \( A(r) \) for them (Fig. 3b), designed for the systems in the glassy state (at 300 K). The pair distribution function was calculated through the following equation:

\[
g_{AB}(r) = \frac{1}{N_A \rho_B} \sum_{i,j} N_A N_B \delta (r_{ij} - r) \frac{4\pi r^2}{\rho_B^2},
\]

where \( \rho_B \) is the average density of type B atoms around atoms A, \( N_A \) and \( N_B \) are the number of A and B atoms, respectively, \( r_{ij} \) is the distance between two atoms A and B, and \( \delta \) is the Kronecker delta function. The potential of the mean force (PMF) was calculated from \( g(r) \) as:

\[
A(r) = -k_B T \ln(g(r)) + B,
\]

where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( B \) is a constant that can be neglected, because we are interested only in the change in free energy.

The much higher maximum of the pair distribution function for atoms involved in the formation of hydrogen bonds and the shift of the maximum position to shorter distances can be seen for the system with the HF/6-31G* (RESP) partial atomic charges in Fig. 3a. This is evidence of the much stronger attractive forces in this system (Fig. 3b). The differences in the H-bond energy for the simulated systems are also manifested in the amount of hydrogen bonds per amide group in each simulated system (Fig. 3c). The H-bond is considered to be formed if the distance between the oxygen atom of the –CO group and the hydrogen atom of the –NH group does not exceed 0.3 nm and the H–N–O angle does not exceed 30°.21
Although the temperature dependence of the number of H-bonds per amide group (for the HF/6-31G* (RESP) charges) is very similar to the dependence of density, the intersection points of the two straight lines obtained by the linear fit of the high-temperature domain and the low temperature domain of these curves lie in the region of temperatures that are lower than $T_g$ defined from the $\rho(T)$ and $E_{el}(T)$ curves. This is understandable, since the H-bonding energy is only for a part of the electrostatic energy.

Since the cooling rate in the MD simulations is several orders of magnitude higher than that in a real experiment, the glass transition temperature measured in the modeling must be higher than the experimental value. As reported in Table 3, the $T_g$ values determined at different cooling rates for the system with the HF/6-31G* (RESP) partial atomic charges are in the range of temperatures which are significantly higher than the experimental data. In fact, dry Nylon-6 with the molecular mass of the polymer chains similar to the simulated
systems has a glass transition temperature of 310 K. At the same time, for the systems with the partial charges calculated by AM1-BCC, the values of the glass transition temperature (at different cooling rates) are in the same interval as the experimental values, and even below (Table 3).

The slower a liquid is cooled, the longer the time available for configurational sampling at each temperature, and hence the colder it can become before falling out of the liquid-state equilibrium. Consequently, $T_g$ increases with the cooling rate. When comparing the simulation results with experimental data, it should be considered, of course, that in our simulations we are dealing with fully amorphous samples. In fact, additional peaks which would indicate the formation of any order are absent in the RDF curve. Nylon 6 is a semi-crystalline polymer, and in experimental studies samples with different crystallinity were investigated. The formation of crystalline regions in a sample obviously results in a reduction of the amorphous fraction and a restriction of the chain mobility in the amorphous regions by crystallites, that in turn, leads to an increasingly higher $T_g$ with crystallinity development.Experimental data reported in the scientific literature regard samples with crystallinity values below 35%. In particular, the $T_g$ for amorphous samples is 310 K and reaches a limiting value of about 316 K at 5–10% crystallinity.

It is well known that the glass transition temperature depends on the cooling rate ($\gamma$) logarithmically:

$$T_g(\gamma) = T_0 - \frac{B}{\log(\gamma)}$$

(3)

where $A$ and $B$ are polymer-dependent constants, $\gamma$ is the cooling rate, and $T_0$ is the glass transition temperature at an infinitely slow cooling rate (i.e. close to experimental conditions).

When comparing the simulation results with experimental data, it should be considered, of course, that in our simulations we are dealing with fully amorphous samples. In fact, additional peaks which would indicate the formation of any order are absent in the RDF curve. Nylon 6 is a semi-crystalline polymer, and in experimental studies samples with different crystallinity were investigated. The formation of crystalline regions in a sample obviously results in a reduction of the amorphous fraction and a restriction of the chain mobility in the amorphous regions by crystallites, that in turn, leads to an increasingly higher $T_g$ with crystallinity development. Experimental data reported in the scientific literature regard samples with crystallinity values below 35%. In particular, the $T_g$ for amorphous samples is 310 K and reaches a limiting value of about 316 K at 5–10% crystallinity. It is known that the glass transition temperature obtained from MD simulations is not suitable for the verification of computational models against experimental data since extremely high CPU resources are required. However, our results suggest that the use of the AMBER99sb force field with HF/6-31G* (RESP) charges gives significantly more reasonable results than those obtained with the AM1-BCC atomic charges.

Measuring the coefficient of thermal expansion (CTE) of the polymer provides an additional way for verifying computational models. The CTE, $\beta$, was calculated from the temperature dependence of the polymer sample density via the following finite difference relation:

$$\beta = \rho_1^{-1} \frac{(\rho_2 - \rho_1)}{(T_2 - T_1)}$$

(4)

where $\rho_1$ and $\rho_2$ are density values for a polymer sample calculated at temperatures $T_1$ and $T_2$, respectively.

| Table 3 | Simulated values of the glass transition temperature obtained from density dependence $\mu(T)$ |
|---------|-----------------------------------------------------|
| Nylon 6 | $10 \text{ K/40 ps}$ $10 \text{ K/400 ps}$ $10 \text{ K/4 ns}$ $10 \text{ K/40 ns}$ |
| AM1-BCC | $353 \pm 3 \text{ K}$ $316 \pm 4 \text{ K}$ $<290 \text{ K}$ $-$ |
| HF/6-31G* RESP | $427 \pm 15 \text{ K}$ $413 \pm 11 \text{ K}$ $401 \pm 8 \text{ K}$ $387 \pm 1 \text{ K}$ |

Fig. 4 (a) $T_g$ of the simulated system with HF/6-31G* (RESP) atomic charges as a function of cooling rate (black stars) and its approximation by eqn (3) (red line) with the following set of parameters: $A = 1.9 \times 10^{-20} \text{ min K}^{-1}$, $B = 768 \text{ K}$ and $T_0 = 310 \text{ K}$. (b) Experimental temperature dependence of the coefficient of thermal expansion (CTE) of Nylon 6 (black line) and the dependence for the systems with partial charges HF/6-31G* (RESP) (green curve) and with partial charges AM1-BCC (red curve).
Fig. 4b shows the temperature dependence of the CTE obtained for the two simulated systems in comparison with the experimental data obtained for Nylon 6 in a wide temperature interval.29,30 Our calculations over-estimate the experimental CTE in both cases but it can be seen that the CTE values for the system with the partial charges HF/6-31G* (RESP) are closer to the experimental data.

Thus, for the system with the HF/6-31G* (RESP) partial atomic charges both characteristics ($T_g$ and CTE) are more realistic. For this reason, the systems with the HF/6-31G* (RESP) partial atomic charges were used to calculate the dielectric characteristics and to study the relaxation processes of Nylon 6.

In this section, we reported the $T_g$ values estimated from temperature dependence of structural characteristics such as density and electrostatic energy. It is also possible to estimate $T_g$ by monitoring the temperature dependence of relaxation times.31 However, this method is less accurate due to the limited range of relaxation times that can be addressed in computer simulations. For this reason, we did not estimate $T_g$ by using the relaxation times deduced, for example, from the diffusion of chain fragments and in the next section, we also estimated $T_g$ by using structural characteristics such as the dielectric constant.

Dielectric characteristics and dielectric relaxation

Dipole moment of the amide group. The value of the dipole moment of amide groups with the HF/6-31G* (RESP) partial atomic charges is ≈3.97 D. It is statistically larger than the experimental gas-phase dipole of ≈3.73 D obtained for the low molecular weight compound N-methylacetamide (NMA),32 as it must be due to the magnitude of the dipole moment of the system in the gas phase determined only by the intrinsic dipole moments of the molecules. On the other hand, it is lower than the approximate value of 5.2 D predicted using electronic structure calculations for NMA in aqueous solution.33 This is understandable because in aqueous solution the H-bonding of NMA molecules with water molecules produces changes in the electronic structure (in comparison with isolated NMA molecules) leading, in particular, to a redistribution of the partial atomic charges in amide groups. Although the polyamide molecules also form hydrogen bonds, the mutual influence of the amide groups on their electronic structure is undoubtedly weaker than the effect of water molecules. Unfortunately, the experimental data that would allow us to compare these effects are missing. Moreover, the significant additional contribution provided by fluctuating atomic charges due to a strong polarization (following the interaction of molecules with water) opposite to the above-mentioned quantum chemical calculations is not treated in our model. The use of polarizable force fields34 can provide a better agreement with experimental data but this would significantly increase the computational cost that comes with polarizability.

Static dielectric constant. The static dielectric constant $\varepsilon$ was calculated by applying the software provided by the GROMACS package14 according to the following equation:35

$$\varepsilon = 1 + \frac{(M^2) - \langle M \rangle^2}{3\varepsilon_0 V k_B T},$$

where $M$ is the total dipole moment, $\varepsilon_0$ is the vacuum permittivity, $V$ is the volume of the system, $k_B$ is the Boltzmann constant and $T$ is the temperature.
The temperature dependence of the simulated dielectric constant is shown in Fig. 5 in comparison with the experimental data from ref. 36. The rotation of the polar groups is not possible below \( T_g \) and the permittivity is low, with a big increase around \( T_g \). At higher temperatures the increased thermal vibrations cause the permittivity to drop again (in our simulations this can be seen at the slowest cooling rate).

The value of the dielectric constant depends on the cooling rate. In our simulations with the HF/6-31G* partial atomic charges and at the equilibration during 40 ns at each temperature the static dielectric constant is underestimated in comparison with the experimental values. But, for example, the additional equilibration at 340 K during 200 ns results in an increase in \( \varepsilon \), from 2.48 up to 4.1, which is much closer to the experimental value (see the inset in Fig. 5a).

The dependence of the static dielectric constant on the cooling rate is even more pronounced than that for density (Fig. 2). It has been reported that the polymer glass transition temperature can be estimated from the temperature dependence of the inverse value of the dielectric permittivity.\(^{37}\) Moreover, it was experimentally assessed that for many polymer systems exhibiting the dependence of the reciprocal dielectric permittivity on temperature there are at least two regions which correspond to the system being in glassy and rubbery states, respectively. As seen in Fig. 5b, there is a change in the character of the temperature dependence of \((1/(\varepsilon - 1))\) at a certain critical temperature (as for polymer density). The values of this temperature at different cooling rates are very close to those obtained from the \( \rho(T) \) dependence.

**Relaxation processes in Nylon 6.** In a real experiment, \( T_g \) is considered as the temperature of the onset of large scale motion of polymer chain segments. Polymer chain mobility is greatly decreased below \( T_g \); however, some local motions may still be activated, corresponding to subglassy, or secondary, relaxation processes. At temperatures above \( T_g \), polymer chains have greater mobility and larger segments of the polymer chains are able to re-orient; therefore, they are able to achieve their equilibrium conformations.

The main relaxation processes in Nylon 6 (Fig. 6) are related to (i) the movement of extended CH\(_2\) sequences of the backbone with involvement of amide groups (the \( \alpha \) relaxation), (ii) localized motions involving several monomer units, but influenced by hydrogen bonded amide groups (the \( \beta \) relaxation) (iii) the \( \gamma \)
relaxation associated with the dynamics of single monomer units and corresponding to the vibrational motions of the methylene groups in the chains.\textsuperscript{38,39}

The cooling rate expresses how much time is spent at each new temperature, and if the cooling process is faster than the relaxation time of a certain process the polymer segment will not be able to relax. According to the experimental data reported for Nylon 6,\textsuperscript{36,38,39} the $\alpha$ process relaxation time is tens of microseconds, the $\beta$ process relaxation time in melt is about 1 ns and reaches $\sim$10 $\mu$s at the glass transition, but the relaxation time of the $\gamma$ process is changed from about 100 ps in melt up to 100 ns in glassy state. Thus, from our simulation data (even for those obtained at the slowest cooling rate) we can reliably identify only the $\gamma$ relaxation process.

The relaxation processes in the simulated Nylon 6 systems were evaluated for the case of the lowest cooling rate (10 grad/40 ns ($1.5 \times 10^{10}$ K min\(^{-1}\)) in terms of the time decay of dipole moment autocorrelation functions (DACF). The DACF are given as:

$$\Phi(t) = \frac{\langle M(0) \times M(t) \rangle}{\langle M(0) \times M(0) \rangle},$$

here, $M(t)$ is the dipole moment of the system at time $t$.

The time decays of the DACF at different temperatures are reported in Fig. 7.

![Figure 7](image_url)
We applied two approaches to analyse the DACF. The DACF can be represented as the sum of multiple decaying exponential terms or the Kohlrausch–Williams–Watts (KWW) functions,\textsuperscript{40,41} stretched functions:

\[ f(t) = \frac{A}{C^2} \exp\left(-\left(\frac{t}{\tau_{\text{KWW}}}\right)^\beta\right), \]

where \( \tau \) is the apparent relaxation time, \( \beta \) is a stretching exponent parameter, and \( A \) is an amplitude. We represented the autocorrelation functions twice: by using a single relaxation process (eqn (7)) and by using a sum of two processes:

\[ ACF(t) = A_1 f_1(t) + A_2 f_2(t), \]

By using the apparent relaxation times and stretching parameters obtained at different temperatures, the mean relaxation times were calculated according to:

\[ \langle \tau \rangle = \frac{\tau_{\text{KWW}}}{\beta} F\left(\frac{1}{\beta}\right). \]

The corresponding relaxation frequencies, obtained by representing DACF with a single relaxation process and as a sum of two processes, are presented in Fig. 8 together with the weight contributions \( (A_1, A_2) \) of each of the two exponents (eqn (8)).

It can be seen that the frequencies obtained when representing DACF by two relaxation processes in the high temperature region (from 600 K to 450 K) show a distinct linear dependence on temperature which means the manifestation of a certain relaxation process. However, the frequencies obtained when representing DACF by one relaxation process at lower temperatures show a distinct linear dependence on temperature.

Moreover, in order to identify the particular relaxation processes we applied the CONTIN approach,\textsuperscript{42} which gives the relaxation time density function (RTDF) from the autocorrelation function, as it is the Laplace transform of the RTDF. Obtaining these functions is not a straightforward process because there are essentially infinite solutions to the problem. After analyzing the relaxation time density functions \( (\text{Fig. } 9\text{a and b}) \) obtained by using the CONTIN procedure, the most physically feasible solutions were selected (Fig. 9c).

It is important to note that the DACF curves that do not decay below 0.8, namely, the curves at temperatures of 360 K and lower (Fig. 7) cannot provide reliable relaxation times with any kind of fit. Thus, we have performed the final analysis for the results obtained at temperatures higher than 360 K. Summarizing, it can be concluded that the temperature dependence of the frequencies of the most pronounced relaxation process in the KWW analysis (obtained by using the fitting of DACF with the sum of two stretched exponents) and in the CONTIN analysis is very close (Fig. 10a). The computed exponential results and experimental data of the relaxation processes\textsuperscript{38} (which were identified as \( \gamma \) relaxation) represented as a function of the inverse of the temperature demonstrate a linear approximation with very similar slopes (Fig. 10b, lines 2 and 3). The estimated value of the activation energy (where \( K_B \) is the Boltzmann constant) of the relaxation process in our simulations is \( \sim 0.517 \text{ eV} \) and it is very close to the activation energy of the experimentally identified \( \gamma \) relaxation process of \( \sim 0.477 \text{ eV} \).\textsuperscript{38}

The linear fitting of the CONTIN and of the two-exponential data (line 1 in Fig. 10b) gives higher slopes than the single-exponential data and correspondingly a higher activation energy of about 0.655 eV was obtained which is close to the experimental value attributed to the \( \beta \) relaxation process (0.62 eV).\textsuperscript{38}

**Fig. 10** (a) Temperature dependence of the frequencies of the most intensive relaxation processes obtained from the KWW analysis by using the fitting of DACF with the sum of two stretched exponents (red and black symbols) and from CONTIN (magenta symbols). (b) Linear fitting of the two-exponential and CONTIN data (1), single-exponential data (2) and experimental data (3).
IV. Conclusions

With the aim to show the effect of a proper consideration of specific intermolecular interactions like hydrogen bonding on the realistic assessment of the thermal and dielectric properties of bulk polymers, MD simulations of the aliphatic polyamide Nylon 6 in a wide temperature range were performed with the use of the AMBER99sb force field. Two sets of the partial atomic charges (AM1-BCC and HF/6-31G* (RESP)), acceptable for use in the AMBER99sb force field, were examined. In this work, we have employed three different estimations of the glass transition temperature from the temperature dependence of structural characteristics such as density, electrostatic energy and dielectric constant (inverse value). It was observed that using HF/6-31G* (RESP) partial atomic charges leads to reasonable results for the calculation of density, glass transition temperature and coefficient of thermal expansion of Nylon 6 samples. Moreover, the study of the dielectric properties demonstrated a good agreement between the values of the static dielectric constant estimated from our simulations with the HF/6-31G* (RESP) atomic charges and the experimental one.

The relaxation processes in the simulated system of Nylon 6 were evaluated in terms of the time decay of dipole moment autocorrelation functions (DACF). The DACF were analysed by using KWW functions and the CONTIN approach. Because the simulations were executed at relatively slow cooling rates (1.5 × 10^10), two secondary relaxation processes were identified: not only the γ relaxation associated with the dynamics of single monomer units, but also the β relaxation which usually relates to the motions involving several monomer units influenced by hydrogen bonded amide groups. Comparison of the obtained results and the experimental data demonstrated very close values of the activation energies of the relaxation processes observed in our simulations and experimentally identified as γ and β relaxation processes.

Thus, the reasonable agreement between our simulations and experiments suggests that the AMBER 99sb force field with the HF-6-31G* (RESP) partial atomic charges provides an adequate representation of the bulk structure and dynamics of Nylon 6. Armed with this agreement, we will continue our research by studying composites of Nylon 6 with different fillers. Moreover, we are sure that the AMBER 99sb force field for Nylon 6 by using the HF-6-31G* (RESP) approach can be applied for any aliphatic Nylon. This conclusion is based on the fact that these Nylons differ in terms of the length of the –(CH2)n– sequences between amide groups from n = 4 in Nylon 6,6 to n = 11 in Nylon 12. These sequence length changes (in comparison with Nylon 6) cannot have any significant impact on the electron density distribution in amide groups.
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