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The pair correlation function (PCF) has proven an effective tool for analyzing many physical systems due to its simplicity and its applicability to simulated and experimental data. However, as an averaged quantity, the PCF can fail to capture subtle structural differences in particle arrangements, even when those differences can have a major impact on system properties. Here, we use Voronoi topology to introduce a discrete version of the PCF that highlights local inter-particle topological configurations. The advantages of the Voronoi PCF are demonstrated in several examples including crystalline, hyperuniform, and active systems showing clustering and giant number fluctuations.

I. INTRODUCTION

Many physical, chemical, and biological systems are studied as large sets of point-like particles whose arrangement in space determines many system properties. Crystals have a relatively simple and elegant structure in which particle positions can be described with finite data (i.e., a periodically repeating unit cell). However, in general, particles may be arranged in more complex ways that cannot be described in such a simple manner [1]. The distribution of molecules in fluids [2], celestial bodies in galaxies [3], trees in forests [4], and animals moving in groups [5] are but several examples. The appearance of clustering in galaxies [3], trees in forests [4], and animals moving [5] (i.e., a periodically repeating unit cell). However, in general, particles may be arranged in more complex ways that cannot be described in such a simple manner [1]. The distribution of molecules in fluids [2], celestial bodies in galaxies [3], trees in forests [4], and animals moving in groups [5] are but several examples. The appearance of discrete point patterns in multiple disciplines and on various length scales highlights the need for general methods for describing their structure, in both quantitative and qualitative terms [6, 14].

The pair correlation function (PCF) was introduced in the early twentieth century as a method of describing structure in spatial point patterns. In particular, the PCF details the distribution of distances between particles within a system, and can therefore be used to infer, among other features, system length scales. Another reason for the tremendous success of the PCF is its close relationship with X-ray diffraction through the structure factor. These tools have facilitated an accurate view of the atomic-level structure of countless materials [15].

The PCF, however, is limited in several respects. Most importantly, it is sensitive to small random perturbations, such as those caused by temperature or measurement errors, which do not typically affect structural classification [16]. Post-processing is subsequently necessary to distinguish artifacts associated with noise from indicators of structurally significant features. At the same time, it is rather insensitive to changes in a small fraction of particles such as defects or local symmetries, that may be averaged out globally, even though such details can have a significant effect on macroscopic properties [1]. For these reasons, despite its great success in providing deep understanding of crystalline and other ordered systems, its utility in studying disordered ones has been comparatively limited [15, 17].

In this paper we introduce a discrete version of the PCF built on Voronoi topology [18, 19], and which we thus name the Voronoi pair correlation function (VPCF). It is complementary to the classical PCF in several respects: i. It is naturally invariant under rescaling of length, as well as translations and rotations. ii. It is inherently robust to random perturbations and measurement errors [20]. iii. It is sensitive to local order and symmetries. As demonstrated below, the VPCF proves useful in studying both ordered and disordered systems.

Recall the definition of the two-point correlation function, as the two-dimensional marginal distribution, $p^{(2)}$, normalized by the average particle density $\rho$ [17]. In many systems, $p^{(2)}$ only depends on distances between particles. One then defines the radial distribution function as

$$g(r) = \frac{1}{\rho a(r)} p^{(2)}(\|r_1 - r_2\| = r),$$

(1)

where $a(r)$ is the perimeter or surface area of the $d$-dimensional spherical shell: $a(r) = 2\pi r^d$ in two dimensions and $a(r) = 4\pi r^d$ in three dimensions. Intuitively, if the probabilities of finding two particles at locations a distance $r_0$ apart are independent, then $g(r_0) = 1$. For this reason, in systems with a finite correlation length, $g(r \to \infty) = 1$. In particular, for an ideal gas with any density, $g(r) \equiv 1$. In ideal periodic systems, the set of inter-particle distances is necessarily discrete. In more general systems, such as those described by thermodynamic ensembles, this set is typically continuous. Thus, $g(r)$ can distinguish between different ordered spatial configurations as well as some disordered ones [17, 21].

II. A TOPOLOGICAL PAIR CORRELATION FUNCTION

To define a topological version of the PCF, we first consider the Voronoi tessellation, a subdivision of a system into regions, called Voronoi cells, that are closer to one particle than to any other [23, 24]. Formally, given a discrete set of points (particle positions) $\{s_1, s_2, \ldots\} \subset \mathbb{R}^d$, the Voronoi cell of particle $i$ is the set

$$V(s_i) = \{x \in \mathbb{R}^d \mid d(x, s_i) \leq d(x, s_j)\},$$

(2)

where $d(x, y)$ is the standard Euclidean metric. In two dimensions, Voronoi cells are convex polygons, while in
three dimensions they are convex polyhedra.

Voronoi tessellations induce a discrete metric on particle systems. We define distances between particles in terms of shortest paths, where path lengths are quantified by the number of Voronoi cells that need be traversed in moving from one particle to another. Figure 1 illustrates several two-dimensional systems and their Voronoi tessellations; particles are colored according to their Voronoi distances from a central reference particle. Figure 2 depicts zoom-outs of the same systems, but showing only several shells – sets of particles located at a fixed Voronoi distance from a central reference particle.

To quantify the patterns observed in the figures above, we next count the number of neighbors at each fixed Voronoi distance from a reference particle, and average over all particles. In a defect-free hexagonal crystal, for example, each particle has exactly 6 neighbors at a Voronoi distance $k$; see Fig. 1a). This is the case even when particles are displaced by small perturbations, such as those resulting from thermal vibrations. In more general systems, however, there can be variation in the number of neighbors at different Voronoi distances; see Figs. 1b-e). We use $k$-neighbors to refer to neighbors located at a Voronoi distance $k$ away from a reference particle, and $p_i(k)$ to denote the number of $k$-neighbors of particle $i$. We use $u(k)$ to denote the average number of $k$-neighbors of particles in a system containing $N$ particles:

$$u(k) = \frac{1}{N} \sum_i p_i(k).$$

where $\langle \cdot \rangle$ denotes ensemble averaging and may also include variation in $N$.

One of the nice properties of the classical pcf is its normalization, which provides an intuitive physical meaning. In contrast to the classical pcf, however, which requires rescaling of lengths, the vpcf is determined by combinatorial features of Voronoi tessellations, which are naturally invariant under rescaling, and therefore no renormalization of length is necessary. We still, however, need to normalize $u(k)$, which diverges as $k \to \infty$, complicating the comparison of systems. Accordingly, and in analogy to the classical pcf, we normalize $u(k)$ using data for an ideal gas, denoted $u_{id}(k)$. We thus define the Voronoi pair correlation function $v(k)$ for a general particle system $S$ as

$$v_S(k) = \frac{u_S(k)}{u_{id}(k)}.$$  \hspace{1cm} (4)

In all systems considered here, $u(k)$ grows asymptotically linearly with $k$. This is expected under some reasonable assumptions for spatial systems such as a finite variance in the number of neighbors. The ratio between
the asymptotic linear growth rate of \( u_S(k) \) and that of \( v_{id}(k) \) provides the asymptotic value of \( v_S(k) \) as \( k \to \infty \). Determining the VPCF only requires tools for the computation of Voronoi cells, or its dual Delaunay triangulation \( \text{dV} \), and shortest paths in networks. These tools are readily available in many software packages, making the VPCF simple to compute. Alternatively, VoroTop \cite{VoroTop} offers an efficient and parallelizable package of Voronoi topology computational tools, including the VPCF.

III. EXAMPLES

We now demonstrate the utility of the VPCF by considering several two-dimensional systems illustrated in Figs. 1 and 2: a low-temperature, defect-free hexagonal crystal, a random organization example of a disordered hyperuniform system, an ideal gas, a snapshot of a Vicsek simulation \cite{Vicsek}, and a Poisson cluster process; Fig. 3 plots \( v(k) \) for each.

A. Poisson point process

A Poisson point process is a mathematical model of an ideal gas, in which points are independently and uniformly distributed in a fixed region \cite{Poisson}; see Fig. 1(c). Although the full distribution of first nearest neighbors is known analytically \cite{Poisson}, even the average number of \( k \)-neighbors for general \( k \) is not.

As mentioned earlier, we expect the average number of \( k \)-neighbors to grow asymptotically linearly with \( k \), analogous to the linear growth of the perimeter of a circle with its radius. Simulation data suggest that the average number of \( k \)-neighbors in equilibrium two-dimensional systems is approximated by a function of the form

\[
\text{l}(k) = c_0 + c_1 k + c_2 k^2 + c_3 k^3.
\]

FIG. 3. The Voronoi pair correlation function \( v(k) \) for the systems depicted in Fig. 1 with roughly 100,000 particles each. Shown are the data (solid points), a least-squares fit to Eq. 5 (dotted line), and the asymptotic values \( v(\infty) \) (dashed line).

ignoring lower-order terms, and with constants \( c_i \) that are system specific. For the ideal gas, a least-squares fit of \( u(k) \) constrained by \( u(1) = 6 \) yields \( c_0 = 18.77 \), \( c_1 = 12.58 \), \( c_2 = -0.49 \), and \( c_3 = -24.9 \): additional details can be found in the appendix. The constant \( c_1 = 12.58 \) is noteworthy, since it is the linear growth rate of \( k \)-neighbors in the ideal gas, and will determine the asymptotic behavior of \( v(k) \) for general systems.

B. Hexagonal lattice

The hexagonal crystal, illustrated in Fig. 1(a), is among the simplest and most studied two-dimensional physical systems. As mentioned above, the number of \( k \)-neighbors of each particle is exactly 6\( k \), and so \( u(k) = 6k \).

Dividing this by the linear term obtained for the ideal gas, \( c_1 = 12.58 \), we have \( v(k) \to \infty \) = 0.477. Figure 2 shows that \( v(k) \) for the hexagonal crystal is smallest among all systems considered.

C. Poisson cluster process

A hallmark of active systems is giant number fluctuations \cite{Poisson}. In these systems, activity drives clustering \cite{Cluster}, phase separation \cite{Phase}, or arrested phase separation \cite{Arrested}. Activity and out-of-equilibrium statistics are thus manifested in spatial configurations. The effectiveness of the VPCF in detecting such patterns is illustrated by consideration of a Matérn cluster point process, an example toy model of disordered systems that exhibits clustering \cite{Matern}. In this model, a set of “parent” points is generated through a homogeneous Poisson point process with intensity, or average density of points per unit area, \( \phi \). Next, around each parent point is placed a disk of radius \( r \) in which “children” points are generated through independent homogeneous Poisson point processes with intensity \( \lambda \). The result is a point process with intensity \( \pi r^2 \lambda \), and in which points are grouped into clusters, possibly overlapping, with an average number of points \( \pi r^2 \lambda \) in each. Figure 1(d) shows an example system with \( \phi = 1 \), \( r = 0.2 \), and \( \lambda = 500 \), and Fig. 3 shows its VPCF. In this case we find that \( v(k) \to \infty \) = 1.26.

To highlight the sensitivity of the VPCF to subtle differences in structure, we next consider a modified version of the Matérn cluster point process that includes “defects”. Specifically, while the majority of children points are located in clusters as described above, a fraction of them, \( 0 < p < 1 \), are instead distributed randomly in the region. These defect particles can be thought of as being generated by a Poisson point process with intensity \( p \pi r^2 \phi \lambda \); see Fig. 1(a) for an example when \( p = 0.01 \).

When \( p \) is small, the vast majority of particles belong to densely populated disk-shaped clusters, and the presence of these isolated defects cannot be detected by the classical PCF. In contrast, these defects significantly alter the Voronoi tessellation and the resulting VPCF.
Figure 4(b) illustrates the noticeable difference between the VPCF of the original system and that with defects, demonstrating that the VPCF can detect structural features that are “hidden” to the pcf. This might be of interest in analyzing networks in which hubs in otherwise unpopulated areas might significantly impact network structure by reducing path distances between points through local rewiring.

D. Disordered hyperuniformity

Hyperuniform structures are point patterns in which long-range spatial fluctuations are suppressed, as compared to an ideal gas [21, 33, 34]. More formally, a system is said to be hyperuniform if its structure factor $S(q)$ vanishes for $q \to 0$. Recently, it has been shown that hyperuniformity can be detected by considering the entropy of the many-body distribution of positions [33].

Examples of hyperuniform systems include crystals and quasicrystals. More intriguingly, disordered systems can exhibit hyperuniformity too. One of the elegant models exhibiting disordered hyperuniformity is the random organization model [33, 34]. In this model, $N$ disks of fixed diameter $r$ are randomly and independently placed in a domain $[0, L]^2$ with periodic boundaries. Overlapping disks are marked as active and are then displaced; this procedure is repeated until either no disks overlap, in which case the system is said to have reached an absorbing state, or until the fraction of active disks is constant in time, in which case the system is said to have reached a steady state. The control parameter is the area fraction of disks, $\rho = N \pi r^2 / L^2$. At low densities, an absorbing state is reached, while at high densities a steady state is reached. The transition occurs at a critical density $\rho_c$, which is smaller than the maximum packing fraction of disks in $[0, L]^2$. Interestingly, exactly at the transition, the system becomes hyperuniform, i.e., large scale density fluctuations are suppressed [21, 33, 35].

Figure 5(a) shows the VPCF for random organization models with different densities for 50,000 particles. At the critical density $\rho_c$, the VPCF decreases fastest with increasing $k$. Indeed, the large distance limit $v(k \to \infty)$ exhibits a cusp with a minimum exactly at the critical density; see Fig. 5(b). Intuitively, a hyperuniform system is similar to a crystal in terms of the number of Voronoi neighbors. As a result, the VPCF is closer to that of a crystal than to that of a non-hyperuniform system; see Fig. 5.

This example illustrates the strength of the VPCF as a general-purpose tool for analyzing structure in particle systems. In particular, the VPCF can detect phase transitions which are characterized by structural changes. Moreover, it is applied directly in real space rather than in Fourier space. This is important, as it is often technically difficult to identify hyperuniformity from the classical pcf or structure factor directly, as finite size effects often prevent the structure factor from vanishing at small wave numbers. In addition, sampling very short wave numbers may not be experimentally accessible [36]. However, note that $v(\infty) < 1$ is not an indication of hyperuniformity.

E. Random sequential adsorption

While this short paper cannot address the full breadth of hyperuniform systems [37], we briefly consider a second example: random sequential adsorption (RSA) and a diffusion-modified version of it; these are widely-studied models of adsorption and surface attachment [38, 39].

The standard RSA model in two dimensions is defined as follows. Consider a domain $[0, L]^2$ with periodic boundary conditions. Particles are placed sequentially into the domain. After placing $n$ particles, the position of particle $n + 1$ is drawn uniformly within the domain.
If the new position overlaps with any of the previous \(n\) particles, it is discarded and redrawn. The process stops when no available positions remain. It has been shown numerically that the average maximal surface area over a \(k\)-neighbors, a discrete analog of surface area, will grow approximately linearly in \(k^2\). We thus considered functions of the form:

\[
u(k) = c_0 + c_1 k + c_2 k^2\]

(6)
to describe the number of \(k\)-neighbors in a three-dimensional ideal gas. A least squares fit of the simulation data results in constants \(c_0 = 381\), \(c_1 = -166\), and \(c_2 = 42.7\). We note that while this form accurately fits data for large \(k\), it is less accurate for small \(k\). For this reason we use actual numerical data to normalize \(v(k)\) for other systems.

Perturbed crystals. The three-dimensional body-centered cubic crystal can be considered an analog of the two-dimensional hexagonal crystal in the sense that its Voronoi cells are topologically stable – small perturbations of particle positions do not result in topological changes in the Voronoi cells. In this system, each Voronoi cell is a truncated octahedron with eight hexagonal faces and six square ones. Figure \(\text{VoroTop}\) shows that \(v(k)\) is smallest for the body-centered cubic crystal among all three-dimensional systems considered.

FIG. 6. The VPCF for the (a) standard and (b) diffusion-modified RSA systems. A phase transition can be observed in the diffusion-modified system near \(\rho = 0.51\). (c) This phase transition can be observed more clearly by considering the first finite difference of the VPCF.

F. Three dimensional examples

Ideas developed in this paper immediately generalize to higher dimensions. We briefly illustrate the application of the VPCF to three-dimensional systems. VoroTop [23] was used to compute the average number of \(k\)-neighbors in a three-dimensional ideal gas and we then used those data to normalize the VPCF of other particle systems described below and summarized in Fig. 4.

The ideal gas. We constructed 50 independent copies, each with one million particles, and calculated the VPCF in each of them. In two dimensions the number of \(k\)-neighbors grows linearly in \(k\), as the perimeter of a circle is proportional to its radius. The proportion constant quantifies the discrete nature of the conversion from a continuous perimeter to a discretized \(k\)-shell, and also the degree to which the \(k\)-shells are circular. In three dimensions, the surface area of a sphere grows as the square of its radius, and so we expect that the number of

FIG. 7. The Voronoi pair correlation function for three-dimensional systems, each with roughly 500,000 particles.
Poisson cluster process. We constructed Poisson cluster processes in the same manner as in two dimensions. In particular, we studied a system with \( \phi = 10\), \( r = 0.05\), and \( \lambda = 100\). The apparent unbounded growth of \( v(k)\) for this system might be attributed to the system sizes considered. With the increase in dimension, the number of \#neighbors grow, and hence significantly larger systems must be considered to obtain accurate estimates of \( v(k)\) for large \( k\). Meanwhile, the computational expense to compute them also increases.

Vicsek model. We also looked at a quasi-three dimensional system derived from a Vicsek model. We ran a classical Vicsek model \([5]\) with \( 10^6\) particles, unit density, and uniform noise in \([-0.6\pi, 0.6\pi]\); simulations were run for \( 10^5\) time steps. At the end of the simulations, we rescaled the particle directions, which normally are measured in angles in \([0, 2\pi]\) with periodic boundary conditions to lie in \([0, 1]\) instead. Thus, we obtain a quasi-three dimensional representation of the data.

Disordered hyperuniform. We constructed three-dimensional analogs of the two-dimensional random organization model described above. Figure 8 illustrates the same critical behavior in three dimensions observed in two dimensions. In particular, when \( \rho \) is below a critical threshold, in this case roughly 0.1, the VPCF decreases with increasing density \( \rho \), after which it increases. This criticality is mirrored in the simulation time necessary to reach an absorbing or steady state.

IV. DISCUSSION

Recent decades have seen the rapid development and application of topological methods in analyzing scientific data \([13, 12]\), contributing to progress in many problems in the physical and biological sciences \([13, 14]\). Much of the success of such methods results from their segmentation of data in high-dimensional configuration spaces associated with the problem, instead of in lower-dimensional images of those spaces obtained through continuous functions \([10]\).

The discrete Voronoi pair correlation function provides a natural topological version of the classical pair correlation function. The VPCF succinctly captures structural information about particle systems in a manner that is naturally scale invariant, and which is also stable with respect to small perturbations, such as those associated with temperature or measurement error. At the same time it is able to detect structural features “hidden” from classical, purely geometric, methods. This might be useful, for example, in studying the glass transition, which is commonly believed to occur without or with only minimal structural changes \([11]\), and for which the classical PCF is ineffective.

The present paper complements recent advances in the application of Voronoi analysis to the study of ordered and disordered particle systems. Morse and Corwin considered the average number of nearest Voronoi neighbors, as well as geometric features of the Voronoi cells, to classify the jamming transition \([8]\). Klatt and Torquato looked at volumes, surface areas and mean widths of Voronoi cells to characterize the structure of maximally random jammed sphere packings \([42]\). They further studied correlations of these geometric features among neighboring Voronoi cells to provide a more refined structural description of disordered particle systems \([42]\). In contrast to these predominantly geometric approaches, Skinner and coauthors \([13, 14]\) develop a topological approach towards quantifying the similarity and difference between Delaunay triangulations obtained from disordered systems. Their method was used to identify structural differences among several biological systems, highlighting the scientific diversity of applications that can benefit from topological methods.

We note that although \( v(k)\) captures much structural information in a discrete sequence of numbers, important information is lost due to averaging data over all particles. We can thus also consider higher-order moments of the distribution of \#neighbors. Such information might distinguish distinct crystal structures that cannot be distinguished when considering \( v(k)\) alone.

Finally, we have focused most of our attention on two-dimensional systems largely for simplicity of presentation and for ease of illustration. We anticipate that higher dimensions will provide interesting challenges as well as opportunities that do not arise in two dimensions. In particular, the shapes of \#shells are expected to have significantly richer features.
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