Discipline vs guidance: comparison of visual engagement approaches in immersive virtual environments
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Abstract
Immersive virtual environments (IVEs) have been extensively investigated for applications in education and man-power training because of the benefits of immersion-driven experiences as immersion becomes a factor that can both accelerate and hamper learning depending on the user’s area of focus, which supports the importance of engagement. In this paper, two fundamental approaches to visual engagement in IVE are compared: discipline and guidance. The approaches aim to foster the learner’s engagement to predefined area to be focused by either subtracting visual stimuli (discipline) or appending visual indicators pointing to the area (guidance). The experimental results showed no significant improvement in memory recall accuracy and time. However, the guidance group showed superior performances in usability metrics. Interestingly, a significant difference was found in the objective measure of the participants’ gaze pattern revealing that the discipline makes the user’s gaze consistent and stable.
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1 Introduction
Technological advances in the fields of virtual reality (VR) and augmented reality (AR) hardware have resulted in transformational changes while also introducing educational, social, and economic benefits to industries that have taken the lead in their adoption [38]. In particular, the fields of education and training have focused on investigating the distinctive features of AR and VR, that is, full immersion, for the enhancement of learning transfer by
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engaging the user in immersive virtual environments (IVEs) [11, 27, 42]. Thus, the usability and fidelity of contemporary VR experiences have been exploited [25, 33]. Full immersion in IVEs helps the user develop a fine-grained mental representation of the educational (mostly spatial) subject [39] while encouraging the presence that fosters learning transfer [23, 41]. In [20], the authors experimentally reported that the existence of objects created by visual stimuli that captures a user’s attention can boost learning transfer. Visual stimuli can also be used to induce a user’s engagement in learning [28]. The full degree of freedom of perspective in IVEs, however, can be obstructive to the learning transfer process due to the magnificent amount of cognitive load [22, 26], which highlights the importance of engagement in learning [10]. In order to make the engagement measurable we decompose an IVE into two areas; an area dedicated to learning, i.e., informative area, and the other ambient area for building immersion. The definition of engagement in this study is then formulated as engagement with the informative area that fosters the primary objective of a program, learning. One example of such learning environments requiring a user’s focus toward specific area is driving; this task demands the most perception of the driving context from a frontal view, as many scientific approaches have been taken to bring the user’s attention toward the front [29, 35]. Similar to the case of driving, a user in an IVE needs to pay attention to a specific area or object, which can either be static or dynamic, to perceive the information to be transferred.

Two questions we address in this paper are the following. (1) “How can learning in IVE attract user’s engagement to areas in which the information is visually presented?” (2) “How does the visual engagement system for that purpose affect user’s performance and usability?” To answer these questions, our study starts by setting two fundamental approaches on visual engagement, discipline and guidance, by applying the classic learning policies in terms of correcting learners’ distraction patterns. The inspiration is given from two canonical strategies, punishment and reward [6, 13] for effective education with social considerations. In an educational environment a teacher encourages students to behave properly in the social context through punishment, reward, or the combination of both. The problem of building user’s engagement pattern with the informative area from given visual stimuli can take these approaches. We define discipline as a method of penalizing distraction, i.e., focusing the outside of the informative area, by eliminating the visual stimuli from user’s sight, eventually a blank screen. We define guidance as a method of educating the user to correct the distraction by providing indicators pointing the informative area. These approaches can be considered as the essence of adaptive guidance [3], which assists learners in making effective learning decisions. Throughout the experiment, the effects of both approaches are investigated with respect to how they affect the mental model of learning engagement [16] and, thus, the user performance [8], usability, and gaze patterns.

2 Related works

2.1 Learning in IVEs

As visual stimuli plays a major role in human perception IVE promotes the illusion of the real world by developing a presence from a 3D scene observed through a head-mounted display (HMD) [23]. The benefit of using IVEs is magnified when it comes to learning of spatial information. Waller et al. demonstrated that the effectiveness of learning in IVEs is similar to that of real world training with long exposure [39]. Recently, the use of IVEs has expanded to the learning of motor skills [8], motor rehabilitation [14], and professional
skills [17]. Jung and Ahn described the attractiveness of virtual training to various industries because of its explicit cost-effectiveness and enhanced, safety considerations [17]. Although the higher fidelity of IVEs is expected to accelerate positive aspects of experiences in the virtual world, Mania et al. reported that the environment with lower fidelity (flat shaded) paradoxically helped the participants to be more aware of the visual identity of the recognized object based on mental images [24]. Makransky et al. reported the information overload and distraction of the learner from the use of immersive virtual reality resulting less learning outcomes in a science lab simulation [22], which supports the importance of engagement in learning at IVE.

2.2 Attention in VR

Most of the previous works in the field of VR on attention, a selection mechanism of humans that can be driven by the scene (bottom-up) or expectation (top-down) [4], have exploited the context of treatment for individuals with cognitive or behavioral impairments [7, 26, 40]. Cho et al. demonstrated the applicability of VR as a tool for enhancing attention in education [7]. A wide range of surveys on VR for pediatric neurorehabilitation, which were performed by Wang and Reid [40], suggest that interactivity and feedback play an important role in inducing active engagement and reinforcement. Multi-modality VR, such as haptic and gestures, demonstrates the capability to achieve a more realistic interaction, thus validating its suitability as a rehabilitation tool [14]. Beeharee et al. reported that the use of attention in VR can enable the efficient management of distributed virtual environments when the expected limited network bandwidth in [2] considered. Godse et al. demonstrated that the size of visually perceived objects which affects the attention of a user, enhances a user’s performance when it is large and decreases when it is small [12].

2.3 Visual attention interface in VR

It is recognized that, the earlier versions of HMDs, there was a need to guide users’ attention at the level of head pose owing to limitations in the field of view (FoV) [5, 30]. As the fidelity available in contemporary VR devices has increased, the level of details of attention has been evolved to gaze. Danieau et al. demonstrated four visual effects to intentionally drag a user’s intention in immersive VR [9]. The authors reported a tradeoff between the efficiency and the visibility of the effects, implying that disturbing effects may attract the user better than implicit effects although the effects hamper immersion. The most supportive study conducted by Nielsen et al. [28] addressed the problem of guiding attention in cinematic VR, which provides full immersion to scenes consisting of diegetic and non-diegetic elements. The paper compares two groups of attention guidance: a forced rotation group controlling a seat over and a virtual firefly attracting the user’s gaze. The firefly group reported a better experience in the presence of the forced rotation group.

3 Material and methods

This study was designed to analyze the effect of visual engagement approaches on learning in the IVE. We first describe the problem and its background in detail and then introduce two approaches used in our experiment. Finally the hypotheses for the experiment are given.
3.1 Problem definition

This paper deals with the problem of inducing visual engagement of a user to a specific area from the stimulus given from IVE. We define the term, informative area, a part of IVE directly related to information to be transferred throughout a training program. Distraction from the informative area is interpreted as that from the information transfer and thus training. In order to quantify the distraction we define the term, immersive area, which is a seductive detail (i.e., interesting but irrelevant material) of IVE. The problem in visual engagement is to determine how the system can support the learner’s engagement with the informative area. The visual engagement system should be able to detect the distraction of the user and provide feedback to reclaim the user’s attention, so the user adheres to the purpose of the program.

3.2 Informative and immersive area

Distinction of informative area and immersive area is an essential prerequisite to identifying the user’s engagement in learning from the experimental setup, while the user’s first-person perspective does not reveal the differences, as both take the form of virtual objects and effects. In the interactive training program in an IVE, the virtual objects belong to the informative area when those are connected to the flow of a training scenario. For example, in the claim of a program that teaches how to operate a fire extinguisher in a fire drill, the fire extinguisher is identified as informative area as it is a major subject to be manipulated, and other virtual objects such as fire effects are identified as the immersive area if those are used to support building immersion but not the narrative of a scenario. The distinction becomes more vivid when it comes to the perspective of its implementation. In other words there exists reusability of informative area where it enables to reuse of the same scenario with different background, i.e., immersive area. Back to the fire drill example, even though the immersive area and the scale and location of informative area can be changed, the major flow of the scenario would not be hampered by those changes.

3.3 Visual engagement approaches

To induce the user’s visual engagement, it is necessary to measure the user’s engagement state. Based on these measurements, visual engagement system is activated when the distraction is observed, helping the user to refocus on informative area. The system is deactivated when the user restores the attention. This flow is illustrated in Fig. 1. In the pipeline, we determine whether an user is distracted based on the sensor’s measurement value. When the measurement reveals distraction, the system, which would follow either discipline or guidance approaches, will be activated.

In our experiment the eye gaze tracker and head tracker of the HMD facilitate the measurement of the engagement state in real time. It is based on a strong assumption of the productivity of training being proportional to the duration of engagement, which is not always true in some contexts [1]. When it is determined that the user’s attention is needed, the visual engagement system stimulates the user visually.

As Makransky et al. noted in [22], the extraneous processing caused by the perceptual realism of high immersions from IVE can create massive cognitive overloads which contributes poor learning performance. The visual engagement system is required to lead the user’s engagement from its intensive cognitive process. Discipline recovers user’s focus by reducing the cognitive loads from the visual stimuli of IVE and then awakening the user’s
meta-cognition. Guidance on the other hand uses additional information for refocusing on top of the cognitive process, which will contribute another cognitive load to be paid. The two approaches are not mutually exclusive, and each has a relationship with the cognitive loads from experiences in IVE. Both approaches also have a relationship with immersive-ness. In case of the discipline, the absence of visual stimuli from IVE can lead to a decrease in the sense of presence [32], as it can be interpreted as a punishment while the subtle visual indicators of the guidance preventing a sudden break of cognitive process can be perceived as a positive reward contrasting to the discipline, although it does not provide any actual rewards.

3.3.1 Discipline

Discipline can be seen as a punishment, in terms of providing mental stress through an extreme visual change to void, which will impact to user experiences. The discipline can simply be likened to blinkers or horse tacks as it limits vision to the front side (or to the informative area in the context of our study). Discipline is a condition that assists with engagement by removing all IVEs to give the punishment about losing concentration. The absence of feedback compared to the guidance merely provides information to the user that the user is currently distracted, not in which direction to move.

If the concentration is necessary, a full black screen is displayed in the user’s FoV to eliminate all the shown virtual environments. If the concentration is maintained, the existing screen is restored by removing the black screen. It extremely limits the stimuli when there is a loss of attention, excluding the direction in which focus should be maintained, and when concentration is regained, all the IVEs are restored. Throughout the negative experience of distraction, the user is expected to construct a mental model of engagement on the screen.

3.3.2 Guidance

Guidance is defined as additive visual elements that lead the user’s gaze toward the area to be engaged in the informative area. Most of the existing interventions are forms of visual guidance and include virtual indicators such as 3D arrows, highlight effects, and blink effects
In this study, we used the default arrow-shaped interface that Steam SDK provides for simplicity.

If the user’s attention has left the informative area, the existing virtual environment will remain the same, and additional virtual objects will be added to the immersive area as an interface to support the user to focus. The difference compared to the discipline comes from visual feedback indicating the direction to the informative area, forming 2D arrows.

3.4 Hypotheses

For guidance with an additional visual interface, according to the authors in [12], the objects’ visual perception can affect the user’s performance in virtual reality training environments.

For the discipline, while previous studies demonstrated that visual guidance [3] is directly beneficial to training and education, few direct and relevant studies have provided the subjects with the form of stimuli in the form of the discipline. Therefore, we set the hypotheses based on the mental stress theory, regarding discipline’s situation as a momentary loss of vision.

Guidance shows additional objects to the user, but Discipline deletes the items, making the hypothesis a more practical in-memory task from a Cognitive load [22] perspective.

In summary, the following hypotheses are formulated:

Hypothesis 1 The presence of the engagement interface affects the user performance (H_1).

Hypothesis 2 Discipline will have a better user performance than guidance (H_2).

Hypothesis 3 The presence of the engagement interface affects the user’s concentration (H_3).

Hypothesis 4 Discipline will have a better user concentration than guidance (H_4).

Hypothesis 5 The presence of the engagement interface has a positive effect on information delivery (H_5).

Hypothesis 6 Discipline will have a better positive effect on information delivery (H_6).

4 Experiment

In this study, we designed a comparative experiment on visual engagement approaches focusing on the following specificities to further enhance the comparison of the discipline and guidance. The experiment design was inspired by the following [19]:

1. There is no connection between the receiving environment and information transfer.
2. The informative and immersive areas use only visual senses.
3. A screen as an informative area is placed within the virtual environment.
4. Distraction is observed as gaze patterns moving out from the virtual screen, that is the informative area.

The IVE used in the experiment possesses an immersive area that plays the role of distraction and a virtual screen as the informative area that conveys the information to learner (Fig. 2).
Informative and immersive area from the learner’s perspective. The yellow rectangle indicates the informative area where the video lecture is given. The rest of area in the screen is designed as the immersive area.

Users can freely turn their heads to look at the desired part and can look not only at virtual screens but also the informative area that conveys information to the learner. Further, learners can freely turn their heads to look at the desired part and can look not only on virtual screens but also at obstacles placed in various locations. If the user’s attention is off the virtual screen, the visual engagement system will be triggered to restore the user’s attention to the screen that requires focus in the case of discipline and guidance. In the experiment, the verification and analysis of the hypotheses were carried out through user studies in three independent tests that combined immersion and informative areas. During the experiments, we measured the user performance with respect to memory recall, the usability of the interface, and the gaze pattern.

4.1 Immersive area

The immersive area in the IVE we used was a high-quality natural forest environment to build an entirely independent environment for information transfer [36]. The natural forest environment embodied rocks, trees, grass, and land and included wind or sunlight effects to allow users to immerse themselves to the extent possible.

Owing to its monotonous configuration, we designed triggers to induce distraction, that is animated dinosaurs [34]. Fifteen animated dinosaurs were placed around the user and the screen to interfere with the view on the screen in the informative area. While the information is being transferred, the animations specified in each object can operate to distract the gaze of users, and the animations contain movements in a specific place or in a particular position.

4.1.1 Task for learning

In this experiment, we designed a task that manipulated a virtual machine with multiple types of controllers and provided lecture of the task through a video shown on a virtual
screen of the IVE following a widely used format in multimedia learning [15]. Therefore, the informative area in the experiment matches the virtual screen initially located in the learner’s frontal view. The size of the virtual screen is designed to be naturally exposed to the user’s engagement, as the height of the screen is almost identical to the learner’s FoV when the user sits on a chair (Fig. 3). The distance between the screen and the user was 20 m, and the screen size was $10 \times 10 m$.

The task consists of eight sequential sub-tasks with a similar form in the study of [21]. The spatial and appearance information of the equipment is given prior to the actual lecture as tutorial in Fig. 4). The lecture video demonstrates the operation of the equipment in eight sequential orders in a first-person view, with the descriptive subtitle of each (Fig. 5).

The subtitle explains the current sequence, the equipment to be manipulated, and the operation method in the local language. Subjects do not have to operate each device in the virtual world themselves, but they are required to retain focus and memorize how each equipment is operated in each step. The evaluation for user performance applies the score of the eight sequences with the name of the equipment and the operation method written by the user immediately after a session. To invalidate a prior knowledge, each session randomizes the equipment and its operation in each step. There are differences in the degree of manipulation for each piece of equipment, as in [18]. The lever can be set from 1 to 3 by moving the handle down, middle, or up. The button can only be pressed, while the six buttons are provided by differentiating color and its text overlay description (green, red, yellow, orange, blue, and purple). The joystick can be freely manipulated by virtually grabbing its handle, while its direction is quantified and classified into eight directions (i.e., N, S, W, E, NE, NW, SE, and SW). The wheel is a rotating object that is manipulated by its handle clockwise or counterclockwise consequently from one time to three times. In the virtual room, each piece of equipment is placed on the table and easily accessible without further stepping. The lever is on the right side of the learner, the button is on the front right side, the joystick is on the front left side, and the wheel is on the left side.

4.2 Implementing discipline and guidance

If the informative and immersive areas, which contain elements that interfere with concentration, are combined, the learner’s attention can be dispersed elsewhere, rather than
focusing only on the screen. The visual engagement system should be able to make the user regain focus on the screen (Fig. 6). We checked the dispersion of the attention by calculating the angle between the user’s head and the screen. If the angle deviates from the virtual screen, the system operates such that the learner is again able to concentrate.

If raycasting is performed based on the direction vector of the learner’s HMD in the virtual environment, the concentration is determined to be dispersed, and the system is activated. If the learner turns the head 15° away from the screen, it is determined to be a dispersion of concentration.

In the discipline method, punishment is provided in the form of eliminating the visual layer from the user’s perspective. If the user’s gaze leaves the screen, the user’s vision is removed by instantly showing a black screen throughout the user’s gaze. If the learner’s eyes return to the screen with the view removed, the black screen disappears, the user’s vision is restored, and the screen is recovered. In the guidance method, when the learner’s attention leaves the screen, new virtual layers are added and shown in addition to the informative and immersive areas. In this experiment, a virtual 3D arrow interface was used [30]. To avoid interface effects, the 3D arrow indicator provided by SteamVR was used. The newly added visual layer is usually hidden, but it appears when the user’s gaze deviates from the information delivery environment screen and is displayed in four directions (i.e., up, down,
right, left) on the side of the screen side that requires the learner’s focus. A hypothetical 3D arrow is placed in the center of view when the off-screen is based on the user. If the head is turned to the screen to enable the learner to concentrate on the screen again, the 3D arrow will be invisible. Because the display is overlaid, in the virtual environment, the informative and immersive areas remain in the user’s FoV, even when the learner is not focused on the screen.

4.3 Experimental setup

There are a total of three experimental settings, all of which are combined with an informative and immersive area, the first one without any engagement system (control group), the second one with the discipline method, and the third one with the guidance method.

The subjects experienced the virtual environment by watching video clips containing information through the virtual screen. Input interfaces and sounds were not included in the virtual environment because our interest is only limited to the visual domain. A total of three tasks were experienced by the learners, and the informative and immersive areas were mixed in all the tasks. In the control group, no engagement guiding methods were employed. For the discipline method, a blackout penalty was applied when the attention left the screen. In the guidance group, the additive visual layer indicated the direction of the screen with a 3D arrow. The same person experienced these three tasks in random order, and immediately after watching the video clips containing the information twice on the virtual screen, they conducted a survey related to the usability and evaluation of the information transfer. Information from the video clips for each task is presented in Table 1. Video clips were recorded on the first-person view in the IVR with the given sequence of equipment operation with subtitles. We generated three different video clips corresponding to each task.

4.4 Measurement

Performance  We measured the user’s performance as a memory recall of eight sequences from the video clips containing information in terms of accuracy and time. The evaluation of the memory recall accuracy is based on how each device operates in eight sequences. After the subjects experienced the given task, they were asked to choose the correct equipment and
Table 1  Eight steps to be conducted in each group. It shows the value to be set and the type of the device at each stage. W, J, B, and L denote wheel, joystick, button, and lever, respectively

| Group         | Step1 | Step2 | Step3  | Step4  | Step5  | Step6  | Step7  | Step8     |
|---------------|-------|-------|--------|--------|--------|--------|--------|-----------|
| Control group | B, blue | W, 2 | J, south | W, 1 | L, 3 | B, Red | L, 2 | J, southeast |
| Discipline group | W, 3 | L, 3 | B, yellow | J, southwest | L, 1 | W, 2 | J, west | B, orange |
| Guidance group | B, green | J, east | W, 1 | L, 1 | J, northeast | W, 2 | L, 2 | B, red |

its operation method for each of the eight series. The total number of cases in one sequence was 20 (lever: 3, wheel: 3, joystick: 8, and button: 6). We provided the option “cannot remember” when they could not remember. The memory recall accuracy was determined by the proportion of the eight sequences that were correct. Because the primary approximation factor is the appropriate sequential information, which in turn is the primary evaluation factor, the spatial and appearance knowledge of the equipment was provided by the picture during evaluation. The memory recall time was measured during the above assessment.

**Usability** The usability assessments include the assessment of the interface related to engagement and a sense of immersion experienced by the learner in the virtual environment. For the sense of immersion, we asked the subjects to perform the SUS [32] questionnaire for the entire virtual environment. In the assessment of the interface, we asked them to answer a 7-point Likert scale questionnaire similar to [41], which is related to the usefulness and disturbance of the interface according to immersion and information transfer. We added questions from [41] by applying the following context of our experiment:

1. Were you able to focus on your surroundings during the task?
2. What do you think of the usefulness of information transfer during the tasks?
3. What do you think the engagement interface has done to the sense of immersion?
4. To what extent do you think the engagement interface has interfered with the transfer of information?
5. To what extent did the engagement interface help you avoid distractions?
6. Do you agree that the engagement interface was helpful to focus?

The format of the answer was a 7-point scale in increasing degree of positiveness.

**Gaze pattern** A gaze pattern was used to quantitatively measure the user’s concentration. The direction of the gaze was obtained from the HMD HTC Vive eye tracker. We logged the vector of the direction in every frame during the tasks. Then, we recorded the direction of the gaze in each video session separately. The following methods were used to measure the dispersion of the gaze.

1. Number of times when the learner was off the virtual screen: We counted the number of times when the gaze was off the virtual screen from all groups. For the discipline and guidance groups, this number is equal to the number of times that system was activated.
2. Measuring the dispersion of the gaze: The variance of the direction vector was calculated from the logged eye-tracking data.
3. Gaze map: We visualized the gaze vector and the 2D points projected on the frontal plane parallel to the virtual screen. The contour set and visualization of the projected 2D points are plotted.
4.5 Apparatus

The HTC Vive Eye Tracker with Tobii Eye Tracker was used to track the FoV of the subject, and the FoV of the HMD was 60. No Vive controller was used because the input interface did not exist. After experiencing the virtual environment, assessments and surveys were conducted on desktop computers. The desktop environment was Windows 10 Intel i7-8700, with 32 GB RAM and NVIDIA GeForce GTX 1080Ti, and the space for the virtual environment was set to be at least $3 \times 3$ m. In the case of generating information videos, we recorded the video, including the first-person view in the IVE, in the same environment as in the above experiment, and the four sets of equipment were operated in eight sequences using the Vive Controller.

4.6 Participants

A total of 30 people participated in the experiment (13 females, 17 males) with an average age of 27.8 years (SD: 5.90). Here, 26 of them experienced video lectures, 26 experienced the use of AR/VR devices, and 5 experienced VR/AR device-based lecture training. In one case, the subject had a color weakness, but the task related to distinguishing the colors was performed successfully. None of the subjects experienced motion sickness during VR.

4.7 Procedure

First, the subjects watched tutorial videos on the desktop to obtain spatial knowledge and essential explanations about the information delivery environment. The tutorial video describes the location and use of the four sets of equipment. The following calibrations were then performed for eye tracking. Thereafter, the subject experienced the three tasks in random order to significantly reduce the maladjustment effect of the unfamiliar environment. A video containing sequencing information was watched on the virtual screen for 1 min in two sessions (L1 and L2), and a 30 s break was given halfway to experience the virtual environment. After the experience, the assessment and survey were conducted on the desktop. Final follow-up surveys were conducted after the last experimental environment was terminated. Owing to the COVID-19 protocols, we paid special attention to disinfection and safety whenever the experiment was performed.

5 Result

The results indicated the memory recall performance of the subjects, available through the questionnaire, and gaze pattern. We used the criteria ($p < 0.05$) for statistical significance. All statistics are presented in Tables 2 and 3.

**Performance** To evaluate the user performance in terms of the memory recall accuracy, we compared the number of correct answers in the eight steps of the device. One-way ANOVA analysis found no statistical significance for memory recall accuracy ($F(2, 87) = 1.59, p = 0.209$). In the case of memory recall time, we found no significant difference between the groups ($F(2, 87) = 1.34, p = 0.268$) (Fig. 7).

**Usability** We measured the immersiveness of users’ experiences using SUS, and no significant difference was found between the groups ($F(2, 87) = 0.341, p = 0.712$) (Fig. 8). In
Table 2  Statistics of user performance and usability in three groups in a form of “mean (SD)”

| Measurement | Observation | Group       |
|-------------|-------------|-------------|
|             |             | Control     | Discipline | Guidance |
| User performance | Memory recall accuracy (related to $H_1$, $H_2$) | 0.850(0.209) | 0.854(0.183) | 0.925(0.153) |
|             | Memory recall time (related to $H_1$, $H_2$) | 54.0(43.9) | 39.3(17.2) | 40.2(21.8) |
| Usability   | Level of immersion (related to $H_3$) | 4.76(0.987) | 4.55(1.09) | 4.70(0.940) |
|             | Level of focusing the environment (related to $H_3$) | 2.77(1.19) | 3.13(1.31) | 4.03(1.03) |
|             | Level of the information transfer (related to $H_3$) | 2.90(0.845) | 3.23(1.36) | 3.77(1.10) |
|             | Recognize engagement system (related to $H_6$) | – | 5.1(1.97) | 5.97(1.63) |
|             | Obstruction of the engagement system (related to $H_4$) | – | 4.53(2.10) | 2.53(1.53) |
|             | Obstruction of the engagement system in terms of information delivery (related to $H_6$) | – | 4.47(2.06) | 2.23(1.17) |
|             | Obstruction of the engagement system in terms of immersion (related to $H_4$) | – | 4.53(2.19) | 3.07(1.95) |
|             | Prevention distraction by the engagement system (related to $H_4$) | – | 4.77(1.92) | 5.1(1.63) |
|             | Assistance of concentration by the engagement system (related to $H_4$) | – | 3.93(1.76) | 5.1(1.49) |

terms of choosing the order of focusing the environment, we found that the ANOVA showed a statistically significant difference between the groups ($F(2, 87) = 9.10, p < 0.05$) After performing the Turkish HSD test, the comparison showed that the guidance group had a better concentration than the control group, the guidance group had a better concentration than the discipline group, and there was no difference between the control and the discipline groups.

Regarding the order in the information transfer overall, the result of the ANOVA showed a significant difference between the groups($F(2, 87) = 4.56, p < 0.05$). Post hoc tests

Table 3  Statistics of the gaze pattern in three groups in a form of “mean (SD)”

| Observation | Group       |
|-------------|-------------|
|             | Control     | Discipline | Guidance |
|             | L1          | L2          | L1          | L2          | L1          | L2          |
| Number of off-screen (related to $H_3$, $H_6$) | 3.73(4.57) | 3.17(4.19) | 5.37(5.26) | 2.27(3.62) | 3.73(4.68) | 2.83(4.19) |
| Variance of the gaze vector (related to $H_3$, $H_4$) | 0.303(0.169) | 0.345(0.194) | 0.215(0.102) | 0.244(0.137) | 0.290(0.170) | 0.334(0.216) |
showed that the guidance group was more useful than the control group with respect to information transfer. The graph of the usefulness score is shown in Fig. 8.

We compared the discipline and guidance groups to determine the usability.
In recognizing the engagement system, there was statistical significance between the two groups (discipline and guidance) ($F(1, 58) = 3.45, p < 0.05$). This implies that, in guidance, it is easier to recognize the engagement system than that in discipline. In the obstruction of the engagement system, there was a statistical significance between the two groups ($F(1, 58) = 17.85, p < 0.05$); therefore, discipline was more hindered than guidance. In the obstruction of the engagement system in terms of information, there was a statistical significance between the two groups ($F(1, 58) = 26.65, p < 0.05$). In the obstruction of the engagement system in terms of immersion, there was a statistical significant difference between the two groups ($F(1, 58) = 7.51, p < 0.05$). Therefore, discipline was more disturbed than guidance in both information delivery and immersion. In the prevention distraction by the engagement system, there was no statistical significance between the two groups ($F(1, 58) = 0.525, p = 0.236$). With the assistance of concentration by the engagement system, there was statistical significance between the two groups ($F(1, 58) = 7.66, p < 0.05$). The participants thought that guidance assists concentration rather than discipline.

**Gaze pattern** Two models were used to analyze the gaze pattern (Table 3, Fig. 9). In the analysis of attention, repeated measure of ANOVA with a Greenhouse-Geisser correction was used to consider the two video sessions (L1, L2). There was no statistical difference in the number of subjects losing attention to the screen between the groups ($F(2, 87) = 3.50, p = 0.868$). There was a significant difference in terms of the video sessions ($F(1, 87) = 12.8, p < 0.05$). In the case of dispersion of the gaze, statistical significance was found between the groups and sessions ($F(2, 87) = 5.58, p < 0.05$) ($F(1, 87) = 39.974, p < 0.05$). Post hoc tests showed that discipline group showed less gaze movement than the Guidance and Control groups ($F(1, 118) = 11.33, p < 0.05$, $F(1, 118) = 7.79, p < 0.05$). However, no differences were found between the Guidance and Control groups ($F(1, 118) = 0.130, p = 0.719$).

In Fig. 10, the gaze’s ratio when off the screen on every frame is shown to understand losing attention to the screen deeply. We used additional visualization of the gaze vector to analyze the pattern of the gaze qualitatively. In Fig. 11, the contour set that contains the distribution of the gaze is shown to measure the gaze’s rate on the view. In Fig. 13,
Fig. 10  Rate of the off-screen gaze vector. We counted the gaze vector when off-screen on every frame

3D histograms of the gaze pattern is revealed. All directions of the gaze around the virtual screen are depicted in Fig. 12 to see the position of the whole gaze vectors.

6 Discussion

In our experiment, the result states that both visual engagement approaches have no effect on the user performance; in other words, no statistically significant differences for both memory recall accuracy and time were found between the groups. Therefore, Hypotheses 1, 2 were rejected. This result can be limited to the simplified setup and short exposure time used in the experiment. The gaze pattern showed that most of the engagement was focused on the specific position where the descriptive letters were placed in Figs. 11 and 13. We analyze this observation as the relatively small portion of the actual informative area compared to what we designed for the experiment, that is, the virtual screen. Interestingly, the control group showed almost identical performance to those with the systems, even though the clarity of the distraction pattern in the upper area of the screen, which can be interpreted as the unfocused attention [31] counteracting the cognitive exhaustive state.

In the immersion level from SUS, there was no statistical difference between the groups. The overall sense of immersion seems to be not adversely affected by the discipline and guidance approaches. Meanwhile, with respect to the effect on the user’s concentration, there was a statistical difference in the level of focus on the environment. The guidance group had a better concentration than the control group. However, in the discipline group, there was no difference in the control groups (order in focusing the environment are shown in Table 2). Hence, we have confirmed Hypothesis 3 for guidance and rejected discipline in the scenario when the levels of concentration were compared.

In Hypothesis 4, the users thought that discipline was more disturbed than guidance for concentration and immersion, with statistical significance, except for prevention of
distraction by the engagement system (Table 2). However, in the result of the gaze vector in Table 3, the distribution of the gaze vector showed that the variance of the vector from the discipline was less than that of the control and guidance groups. This implies that the learners were forced to keep their eyes on the virtual screen in the discipline group, making their views fixed on the screen, and these results are converse to the survey above. Although discipline forcibly fixed their gaze compared to other environments, their subjective feelings were rather disturbing and uncomfortable.
Fig. 12 Visualization of the gaze pattern with 2D projected gaze vector on the parallel plane to screen. a Control group in L1. b Control group L2. c Discipline group in L1. d Discipline group in L2. e Guidance group in L1. f Guidance group in L2.
When the discipline method is applied because the learner loses focus, they are often embarrassed because the entire screen has changed without additional information. This restricts the flow of the experience, and acts as a penalty factor that undermines usability. Some users commented that they believed that it was a glitch. Unlike the discipline, the guidance approach did not make a significant difference in the display on the screen when the learner lost focus. In addition, it did not affect the user’s flow of experience, and this was done by directing (using arrows) the learner’s engagement in the area of information transfer. The discipline method interferes with the concentration required for information transfer. In relation to the above user experience, removing the visual layer could be interpreted as an error in the program itself, and not as an error in the user’s behavior.

The results are similar to those in [28], where the use of compulsory methods to induce attention was reported to be detrimental to usability.

In Hypothesis 5, the learners thought that guidance was more useful than the Control group but not in the Discipline group, with a statistically significant difference (level of the information transfer in Table 2). Therefore, we confirmed that there is a difference between guidance and the control. Moreover, we rejected the discipline and control groups.

In Hypothesis 6, the learners observed that there was obstruction by the engagement system in terms of information delivery in discipline. For information delivery, the user performance did not differ between the groups, but the engagement interface hampered them as a subjective experience in the Discipline group. Therefore, we confirmed Hypothesis 6.

Differences in the gaze pattern among the video sessions (Table 3) indicate that visual engagement system produces slightly different effects. The actual projected gaze vector is shown in Fig. 12. The difference in the video session is that the learner is curious about the environment when watching the first video, but when watching the second video, it is determined that they had already adapted, and did not show any gaze movement. The visualization of the gaze pattern Figs. 11 and 13 shows that the gaze achieved a stationary state at the top of the screen, which was where the video’s subtitles were placed.

For each group, we measured the percentage of out-of-screen in terms of the gaze vector for every frame, as shown in Fig. 10. In the case of the control group, the rates of out-of-screen visibility for L1 and L2 were similar. However, in the case of discipline and guidance, the rates of out-of-screen visibility for L2 were higher than those of L1. However, statistical analysis was not possible because it was a global calculation for all gaze vectors. Therefore, we cannot strongly argue for or against the relation between the off-screen gaze vector and the visual engagement system.

Interestingly, there were many gaze vectors just above the screen in the L2 of the Control group in Figs. 11 and 13. This is due to the absence of pre-instruction in the control group, resulting in no feedback on the exact timing. If it were a task that required more detail in concentration, the engagement attitude would have helped.

Limitations In the case of user performance, the subtitles might not have a proportional relationship between repeated attention and information delivery in the video because they were used together. Therefore, if instant information is acquired from the text in the video, engagement may not be very relevant to the performance. If there were no subtitles, it would take longer to acquire information in the video, and we believe that this would have a proportional relationship in terms of repeated focus and information transfer.

When the subjects were bored or distracted by other things, the methods for engagement were helpful (video 1 min × 2 + a 30 s break time), and the effects were weak. Hence,
Fig. 13 Visualization of the gaze pattern with 3D histogram. Z value indicates the ratio of the gaze at the location. 

(a) Control group in L1. 
(b) Control group L2. 
(c) Discipline group in L1. 
(d) Discipline group in L2. 
(e) Guidance group in L1. 
(f) Guidance group in L2.

collection appeared to have been less likely. The results may have been different if they were targeted at people who were less focused even after short periods.

The same person performed three independent tasks, resulting in a repetition effect despite the random order of tasks. For better experimental designs, randomly assigning subjects through A/B tests could eliminate this effect.
7 Conclusion

This study focused on the issue of engagement in IVEs. Our comparative experimental setup used discipline that eliminates visual stimuli and guidance that appends visual stimuli to guide the user’s engagement. The experimental results revealed that the two ways of visual guidance do not affect user performance, as it significantly affects usability, including gaze pattern. The results confirmed that the usability of the performance of the guidance showed superior performance compared to the discipline, while the stability of the measured gaze pattern resulted in the opposite. We conclude that visual engagement approach impacts usability of learning in IVE. Designer of learning in IVE can choose one of the approaches for different purposes; the guidance approach would be beneficial when it is required to maintain the user’s engagement with affordable usability while the discipline would be suitable to training of mission-critical tasks which demands intensive concentration toward informative area. It would have more impacts to the industries having the effects of two approaches for longer exposure, as it impacts to participants’ behavior patterns and usability stronger. Also as future work measurement of degree of distraction and the visual engagement approaches applying that need to be investigated. The effects of the granularity of the two visual engagement approaches will then be measurable in terms of the user’s performance, usability, and gaze pattern.
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