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José Ángel Morell †, Zakaria Abdelmoiz Dahi †‡, Francisco Chicano †, Gabriel Luque †, and Enrique Alba †

† ITIS Software, University of Malaga, Spain.
‡ Dep. Fundamental Computer Science and Its Applications, Fac. NTIC, University of Constantine 2, Algeria.
{jamorell,chicano,gabriel,eat}@lcc.uma.es
zakaria.dahi@{uma.es, univ-constantine2.dz}

Abstract. Federated learning is a training paradigm according to which a server-based model is cooperatively trained using local models running on edge devices and ensuring data privacy. These devices exchange information that induces a substantial communication's load, which jeopardises the functioning efficiency. The difficulty of reducing this overhead stands in achieving this without decreasing the model’s efficiency (contradictory relation). To do so, many works investigated the compression of the pre/mid/post-trained models and the communication rounds, separately, although they jointly contribute to the communication overload. Our work aims at optimising communication overhead in federated learning by (I) modelling it as a multi-objective problem and (II) applying a multi-objective optimization algorithm (NSGA-II) to solve it. To the best of the author’s knowledge, this is the first work that (I) explores the add-in that evolutionary computation could bring for solving such a problem, and (II) considers both the neuron and devices features together. We perform the experimentation by simulating a server/client architecture with 4 slaves. We investigate both convolutional and fully-connected neural networks with 12 and 3 layers, 887,530 and 33,400 weights, respectively. We conducted the validation on the MNIST dataset containing 70,000 images. The experiments have shown that our proposal could reduce the communication by 99% and maintain an accuracy equal to the one obtained by the FedAvg Algorithm that uses 100% of communications.
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1 Introduction

Today’s advances in Artificial Intelligence (AI) allow training machine learning models by exploiting the daily-generated data that was previously considered useless [3]. Statista has stated that there are 23.8 billion interconnected computing devices that are active in the world and will produce 149 zettabytes of

1 www.statista.com/statistics/1101442/iot-number-of-connected-devices-worldwide
data by 2024. Cisco\(^2\) also estimated that at least 85 (10\%) of the 850 zettabytes created in 2021 will be useful, while only 7 zettabytes of it will be stored. Indeed, most of this data cannot be stored/processed on the cloud despite the exponential increase of data demand and generation speed. In addition, data privacy prevents sharing it with third-parties (e.g. medical images). As promising solution to these issues, Federated Learning (FL) appeared. It is a learning paradigm that trains a shared model in a distributed manner while keeping private the data locally on edge devices. Federated Learning is being actively investigated and widely applied (e.g. medicine [6]). Its working mechanism induces a substantial communication overload that limits its applicability. It has been proven that this overhead is generated by several factors such as the number of devices participating in the learning process, the complexity of the model (e.g. number of layers, neurons, etc.), number of communication rounds, etc. [4]. Previous works have already investigated some of these factors in isolation to decrease the communication excess [1, 8, 9], although, one should note that the factors are jointly contributing to the communication overhead.

Achieving high-quality results requires performing efficient network training using substantial information and communication [4]. Thus, the main difficulty when reducing the communication cost stands in maintaining the same efficacy, due to the conflictual relation between both. Using classical exhaustive tools turns out to be computationally costly and time-consuming, due to the complexity of the problem and its multi-criterion nature. For such problem’s class, stochastic algorithms such as metaheuristics and, in particular, the Non-Dominated Sorting Genetic Algorithm II (NSGA-II) are a promising alternative that provides a good trade-off between the solving efficiency and time consumption [2]. Bearing in mind the above-stated facts, our contributions stand in (I) modelling and formulating the Federated Learning Communication Overhead as a multi-objective Problem (FL-COP), (II) applying NSGA-II to solve it and (III) investigating within the same work the main parameters triggering communication overhead that the literature usually tackle separately. Our proposal has been assessed by simulating a server/client architecture of 4 devices, each one being tested with both convolutional and fully connected neural networks with 12 and 3 layers, 887,530 and 33,400 weights, respectively. The validation has been done on MNIST dataset containing 70,000 images of handwritten digits.

The rest of the paper is structured as follows. In Section 2, we present basic concepts of FL and communication-overhead reduction strategies. Section 3 introduces our proposal as well as our FL-COP formulation. Section 4 presents the experimental results and analysis. Finally, Section 5 concludes our work.

2 Fundamental Concepts

This section presents the basic concepts of federated learning and the communication reduction strategies.

\(^2\) blogs.cisco.com/sp/five-things-that-are-bigger-than-the-internet-findings-from-this-years-global-cloud-index
2.1 Federated Learning

Originated from distributed deep learning [4], FL allows training a common model without compromising the users’ data privacy. The latter are kept on local devices during the learning process. Instead of sharing the training data, the clients exchange their local models to help improve a global one (see Fig. 1).

Algorithm (1) sketches how the FederatedAveraging algorithm (FedAVG) [5] proceeds using a cluster of $N$ clients, each with a learning rate of $\eta$. The variable $S$ designates the set containing all clients, while $C$ is a fraction representing a subset of selected clients from $S$, where $|S'| = (C \cdot N)$. The FedAVG acts in two synchronous steps, starting by generating a global model, say $w_0$, on the server. After that, it randomly chooses $m$ participating clients where $m$ is the maximum between $(C \cdot N)$ and 1. Each of the selected clients trains a local model similar to the global one during several local iterations $e = 1, \ldots, E$, where $E$ is the communication interval. Once done, all local models are sent to the server in order to update the global one, where $P_k$ is the weight of the $k^{th}$ client. The whole process is executed repeatedly during $T$ iterations.

Algorithm 1 The federated averaging algorithm.

1: Initialise($w_0$);
2: for $t = 1, \ldots, T$ do
3: $m \leftarrow \max(C \cdot N,1)$;
4: $S' \leftarrow \text{random\_Pick}(S,m)$;
5: for all clients $k \in S'$ in parallel do
6: for $e \in 1, \ldots, E$ do
7: $w_e \leftarrow w_{e-1} - \eta \nabla F(w_{e-1})$;
8: end for
9: $w_{t+1}^{k} \leftarrow w_e$;
10: end for
11: $w_{t+1} \leftarrow \sum_{k=0}^{m} P_k \cdot w_{t+1}^{k} / m$;
12: end for

2.2 Communication Overhead in Distributed Deep Learning

The FL workflow, like any Distributed Deep Learning (DDL), induces a substantial load of communication, which decreases its efficiency and applicabil-
ity [7]. When going through the DDL literature, two main approaches exist for communication overhead reduction: (I) data compression and (II) decreasing communication rounds (see Fig. 2).

![Fig. 2: Communication overhead reduction: taxonomy of the techniques.](image)

Considering the first approach, the literature identifies two effective ways for compressing data: (I.1) quantisation [1] and (I.2) sparsification [8]. The first consists of representing the data using a low-precision/small-sized data type (e.g. bool). In contrast, the second approach transmits only essential values of each communication (about 1% of the overall values). Nonetheless, when using quantisation, the compression rate is low considering that the maximum compression ratio is limited to (1/32) (32-bit-encoded data is frequently used in DDL). Also, when having fewer bits to carry the information, the models that use quantisation tend to have a slower convergence. Unlike quantisation, sparsification achieves a compression rate of (1/100) without a significant modification of the model’s convergence speed and final accuracy. Sparsification also comes backhanded since it introduces supplementary phases during the training process (e.g. sampling, de/compression, de/coding, etc.). This can affect the overall training efficiency, especially in battery-sensitive (e.g. smartphone) and low-performance (e.g. netbook) devices.

Moving now to the second communication-reduction technique, in vanilla FL [10] (i.e. standard FL), the communication happens at the end of each iteration ($E = 1$). A typical FL training of deep neural network takes hundreds of thousands of iterations. Enlarging the communication intervals would allow reducing the communication overhead. Therefore, FedAvg algorithm and its variants allow clients to perform multiple iterations of local training before updating the global model [10]. It has been proven that reducing the communication rounds increases the convergence speed. The communication interval in FedAvg is controlled by the hyperparameter $E$, which influences the model’s trade-off between the accuracy and the training efficiency. Generally, a smaller $E$ induces a better final accuracy, while a large $E$ value accelerates the model’s convergence. Therefore, experts would be needed to fine-tune the communication interval $E$ to allow the model to reach the best possible efficacy.

Most of the literature studies the communication-reduction approaches separately. Although, we believe that they are all equally important and jointly impact the communication rate. Therefore, as far as the authors’ knowledge, we are the first to investigate all these approaches together within the same work.
Proposed Approach

This section presents our FL-COP formulation and the used NSGA-II solver.

3.1 The Proposed FL-COP Modelling and Formulation

Our formulation of the FL-COP is a bi-objective optimisation problem, where the two conflictual objectives consist of (I) minimising the communication overhead while (II) maximising the model’s accuracy. It also assumed that each client in the architecture has a similar model (i.e. nodes, connections, layers, activation functions, etc.) as the one on the server. When mentioning the local and global models, we refer to the client’s and server’s models, respectively. Let us assume an architecture of one server connected to $N$ clients. The model being trained has $l$ layers $L_i$ having $n_i$ weights, where $i = 1, \ldots, l$. The FL-COP modelling is thought as a 4-levels communication-reduction scheme, where each layer represents when a given communication-reduction approach is applied. At the highest level, we identify the number of clients that will participate in training the global model, while the three remaining lower levels reflect the three communication-reduction approaches explained in Section 2.2: quantisation, sparsification and reducing the communication rounds (see Fig. 3).

![FL-COP modelling levels](image)

Fig. 3: The FL-COP modelling levels

The overall amount of communications happening during the FL learning process is proportional to the number of clients $m \in [1, N]$ that participate in training the global model. So, a first part of the FL-COP modelling stands in finding the number $m$ of clients, selected randomly among the complete set $S$, and which will be the only ones sending their local models to the server. A second part of the FL-COP modelling consists in finding the number of training iterations $E \in [1, 1000]$ after which all the clients send their local models to the server. This variable determines the number of training steps that the clients perform before sending their local models (e.g. weights, gradients, etc.). It is important to note that for each client, the maximum number of training iterations allowed on overall is $(E \cdot T)$, where $T$ is the maximum number of times the clients can send their local models to the server. The third part of the problem modelling consists in selecting, for each layer $L_i$ having $n_i$ weights, a percentage $\mu \in [0\%, 50\%]$ of the weights that will not be sent to the server.

Using the classical FedAvg, the weights are encoded with full precision (i.e. all their decimals) using 32 bits. Thus, the fourth, and final part of our FL-COP modelling consists in finding the optimal number of bits $b_i$ allocated to encode the weights of each layer $L_i$ in the model, where $i = 1, \ldots, l$. We also assume
that $\varpi_i$ and $\varrho_i$ represent, respectively, the maximum and minimum values of the weights in the $i^{th}$ layer. Having $b_i$ bits means that $2^{b_i}$ binary combinations can be created. We assign the all-ones and all-zeros combinations to encode the $\varpi_i$ and $\varrho_i$ values, respectively. The $(2^{b_i} - 2)$ remaining combinations will encode $(2^{b_i} - 2)$ values that are equally drawn from the interval $[\varpi_i, \varrho_i]$. Technically, the data that will be sent to the server will be the series of combinations that encodes each weight, as well as $\varpi_i$ and $\varrho_i$. The server will perform the reverse mechanism to retrieve the full-precision weights. Each client will send to the server $\sum_{i=1}^{l} (n_i \cdot b_i) + 64$ bits instead of $\Theta = \sum_{i=1}^{l} (n_i \cdot 32)$ original bits.

Our formulation of the FL-COP is described using Equations (1)-(4). The first objective function $f_1(\overline{X})$ defined by Equation (1) calculates the percentage of data reduction that the solution $\overline{X}$ achieves. Concretely, it is the sum of the percentage $\alpha$ and $\beta \in [0, 1]$ of data sent and received, respectively, by all the clients together from and to the server. These percentages are expressed with regard to the original data that would have been sent or received when no communication reduction is applied ($T \cdot N \cdot \Theta$). The second objective function $f_2(\overline{X})$ defined by Equation (2) evaluates the accuracy of the global model $w^*_T$ at communication $T$ (i.e. the last iteration) achieved via the solution $\overline{X}$. The server’s model $w^*_T = \sum_{k=0}^{m} w_k^T / m$ is computed as the mean of the $m$ local models obtained after $T$ communications, while the accuracy is computed as the division of $\lambda$ by $\nu$, where $\lambda$ and $\nu$ are the number of correct and total predictions made using the model $w^*_T$, respectively.

\[
\begin{align*}
\text{Min} \quad f_1(\overline{X}) &= \frac{\alpha + \beta}{2} \\
\text{Max} \quad f_2(\overline{X}) &= \frac{\lambda}{\nu}
\end{align*}
\]

Where:

\[
\begin{align*}
\alpha &= \frac{1}{E} \cdot \frac{m}{N} \\
\beta &= \frac{m}{N} \cdot \frac{1}{E} \cdot \sum_{i=1}^{l} \frac{b_i}{32} \cdot \frac{100 - \mu_i}{100} \cdot \frac{n_i}{\sum_{j=1}^{l} n_j}
\end{align*}
\]

Subject to:

$m, E, \mu_i, b_i \in N, 1 \leq m \leq N, 1 \leq E \leq 1000, 0 \leq \mu_i \leq 50, 1 \leq b_i \leq 32$

The Fig. 4(a) sketches a typical solution $\overline{X}$ of an FL-COP that trains a $l = 3$ layers model. On the other hand, Fig. 4(b) represents a concrete solution $\overline{X}$ for the same configuration using 20 training iterations, 2 rounds of client-server communications. During each round, only 90% of the weights of the $1^{st}$ layer, 55% of the $2^{nd}$, and 98% from the $3^{rd}$ are sent to the server. The weights sent from the $1^{st}$, $2^{nd}$ and $3^{rd}$ layers are encoded using 2, 20 and 15 bits, respectively.
3.2 The Communication-Overhead Reduction Routine

To solve the FL-COP presented in Section 3.1, our approach consists in applying NSGA-II, a well-known evolutionary algorithm proposed by Deb et al. [2] and initially designed to tackle multi-objective problems. NSGA-II main contributions are the non-dominated sorting and the diversity-preservation heuristics with a computational complexity of $\mathcal{O}(MN^2)$ and $\mathcal{O}(MN\log N)$. Having a problem with $M$ objectives, NSGA-II starts by randomly initialising a population of $U$ individuals, let us say $\vec{X} = \{x_1, \ldots, x_d\}$, where $i \in [1, d]$ and $d$ is the size of the problem to be solved. Once this is done, NSGA-II enters in a loop until some stopping criterion is fulfilled. In the loop, it applies binary tournament selection, crossover and mutation to generate a population $Q$ of $U$ offspring. The union of both the parent and offspring populations, $R = P \cup Q$, will be used as input of a replacement operator in order to decide the solutions of the new population $P'$ that will survive to the next iteration (see Algorithm 2).

**Algorithm 2 The non-dominated sorting genetic algorithm II.**

1. Set $M$ objective functions $O_i/ i \in \{1, \ldots, M\}$.
2. Set $\vec{X}$ a typical solution/ $\vec{X} = \{x_1, \ldots, x_d\}$, $d$ number of variables to optimise.
3. Set $F = \{F_1, \ldots, F_K\}$, $K$ the number of non-dominated fronts in the population.
4. $P \leftarrow$ Random_Generation($U$);
5. while stopping criterion is not reached yet do
6. $A \leftarrow$ Binary_Tournament_Selection($P$, Crowded_Comparison);
7. $B \leftarrow$ Crossover($A$);
8. $Q \leftarrow$ Mutation($B$);
9. $F \leftarrow$ Non_Dominated_Sorting($P \cup Q$);
10. $P' \leftarrow \emptyset$;
11. $i \leftarrow 1$;
12. while ($|P' \cup F_i| \leq U$ and $i \leq K$) do
13. $P' \leftarrow P' \cup F_i$;
14. $i \leftarrow i + 1$;
15. end while
16. $F_i \leftarrow$ Descending_Sort_Crowding_Comparison($F_i$);
17. $P \leftarrow P' \cup F_i[1 : (U - |P'|)]$;
18. end while

The binary tournament selection is performed using the crowding-comparison heuristic, while the replacement step is based on the non-dominated sorting heuristic (also the crowding-comparison in some cases). The non-dominated sorting results is partitioned in a set $F = \{F_1, \ldots, F_K\}$ of $K$ non-dominated fronts.
of increasing rank $i$, where $i \in [1, K]$. Having $F_1$ the front that is not dominated by any other one, while the remaining fronts are dominated by all the ones that have a lower rank. On the basis of the crowding-comparison operator, the NSGA-II favours solutions of lower rank if the solutions being compared belong to different fronts. On the other hand, if the solutions come from the same front, it advantages the solution having a higher crowding distance. For more details about the non-dominated-sorting and crowding-comparison operators, one should refer to the NSGA-II original work [2].

To solve the FL-COP, the NSGA-II is executed during a preliminary step in order to extract the optimal parameters of the FedAvg influencing the communication overhead. These parameters are: (I) the number $E$ of training steps performed before sending the local model to the server, (II) the number $m$ of clients participating in the training of the global model, (III) the number $b$ of bits used to encode the weights of each layer of the local model, and (IV) the percentage $\mu$ of weights that will not be transmitted. In the following, we provide more details about each of the NSGA-II steps when solving the FL-COP.

**Initialisation:** The NSGA-II starts by initialising a population $P$ of $U$ solutions $\mathbf{X} = \{m, E, \mu_1, \ldots, \mu_l, b_1, \ldots, b_l\}$ of size $d = (2 \cdot l + 2)$ knowing that $l$ is the number of layers in the trained model (see Fig. 5).

![NSGA-II population for solving the FL-COP](image)

**Selection:** As a second step, NSGA-II performs a binary tournament selection on the parent population $P$ to select the individuals that will undergo the breeding phases which will produce a population $Q$ of $U$ new offspring. The selection step creates a set $A$ of $(N/2)$ pairs of parents, where the selection criterion is the crowding distance.

**Crossover:** Afterwards, according to a probability $p_c$, each pair of parents from the set $A$ of selected ones will (or not) undergo the single-point crossover. Our aim is to prove that even using relatively-simple operators, the NSGA-II can still solve the FL-COP adequately. The crossover step will result in a new set $B$ of $U$ crossed offspring. It randomly chooses a switching point $\Omega$ from the interval $[1, d]$ and exchanges the solutions’ substrings delimited by the variables at the position $\Omega$ and $d$. Fig. 6 illustrates a single-point crossover applied on two individuals $\mathbf{X}_1$ and $\mathbf{X}_2$, representing a solution for FL-COP with a 3-layers model. Once applied, the crossover results in two new offspring $\mathbf{X}_1'$ and $\mathbf{X}_2'$.
**Mutation:** During this step, each offspring in the set $B$ obtained during the crossover phase will undergo (or not) a uniform mutation that is ruled by a probability $p_m$. The mutation phase results in a new population $Q$ of $U$ offspring. Like the crossover, our goal is to prove that even using operators of low complexity, the NSGA-II can still provide a meaningful efficiency.

The uniform mutation generates, for each variable of the solution being mutated, a random number from the interval $[τ, ϱ]$, where $τ$ and $ϱ$ are the upper and lower bounds in which the variable being mutated can take valid values: $E ∈ [1, 100]$, $m ∈ [1, 4]$, $μ ∈ [0, 50]$ and $b ∈ [1, 32]$. Fig. 7 illustrates an example of the uniform mutation applied to an individual $X′_1$ resulting from the crossover and producing a mutated individual $X″_1$. The FL-COP in this case concerns a 3-layers mode, where the original individual illustrates a 200-iterations training, transfers 70% of the 2nd layer’s weights and encodes the weights of 1st and the 2nd layers using 1 and 32 bits. Once mutated, the individual represents a 908-iterations training, will send 89% of the 2nd layer’s weights and finally the weights of 1st and the 2nd layers will be encoded using 20 and 2 bits, respectively.

**Replacement:** Having the original population $P$ as well as $Q$ obtained after applying selection, crossover and mutation, a replacement step is applied in order to decide the composition of the population $P'$ during the next iteration. Having $F = \{F_1, \ldots, F_K\}$ the set of non-dominated fronts obtained after applying the non-dominated sorting heuristic, $P'$ will be filled by including the non-dominated fronts in an increasing rank until the $|P'| = N$. Let us admit that at some moment, one wants to include the $i$th front, but the union of both $P'$ and $F_i$ is greater than $N$. In this case, the solutions of the $i$th front are sorted in a descending order based on the crowding-comparison operator. Then, this $P'$ will be filled by including the missing solutions from the best ones obtained after ranking the $i$th front.
4 Experimental Study and Analysis

In this section, we provide details of the experiments conducted to assess our proposal, as well as the obtained results and their discussion.

4.1 Problem Benchmarks and Experimental Settings

The implementation\(^3\) has been made in \texttt{Python} version 3.8.8, while the execution has been done in the Picasso supercomputing center at the University of Malaga. In particular, we used two types of hardware from a computation cluster: (I) a 24 × Bull R282-Z90 nodes: 128 cores (AMD EPYC 7H12 @ 2.6GHz), 2 TB of RAM, Infini-Band HDR200 network, 3.5 TB of local-scratch disks. (II) a 4 × DGX-A100 nodes: 8 GPUs (A100 Tensor Core), 1 TB of RAM, Infini-Band FDR40 network and a 14 TB of local-scratch. We use a process with 128 cores and 400 GB of RAM to evaluate the solutions in parallel.

Our experiments have been thought of to assess our proposal’s solving efficiency and scalability when dealing with different sizes of FL-COP benchmarks and its adaptability when dealing with different types of neural network models. Thus, we consider both convolutional and fully-connected Neural Network (NN) topologies with 12 and 3 layers and 887,530 and 33,400 weights, respectively. Our experiments have been done using the well-established \texttt{MNIST} dataset containing 70,000 images of handwritten digits. At the beginning of each execution, the initial weights of the models are drawn using the same seed. NSGA-II has been run using a population of 100 individuals, \(p_c = 0.9\) and \(p_m = (1/d)\). The size \(d\) of the solutions in the case of the convolutional model is 26, while in the fully-connected, it is 8. NSGA-II has been executed 30 times for each NN type, where it is executed during 300 iterations for the fully-connected model and 120 on the convolutional one.

The experimentation has been done by randomly distributing 60,000 images of the \texttt{MNIST} training set among the \(m\) clients. For simplicity, all clients have the same number of data. Each partition of the data remains private in each client throughout the learning process. We evaluate the final models obtained with the 10,000 images of the \texttt{MNIST} dataset. We conduct two different types of experiments. First, we apply NSGA-II for solving the FL-COP that uses a fully-connected neural network with 33,400 trainable parameters and 3 layers: one input (784), one intermediate (42), and one output layer (10). The middle layer and the output layer have a bias. We consider each bias of each layer as an independent array to optimise. Therefore, we have an array of weights of length 4 (i.e. \([32928, 42, 420, 10]\)). In our experiments, we fix \(l = 4\) where the two additional layers are of the bias. In the second experiment, we do the same on a convolutional neural network with 887,530 trainable parameters. In this case, we have a multidimensional array of length 12 (i.e. \([800, 32, 25600, 32, 18432, 64, 36864, 64, 802816, 256, 2560, 10]\)). The termination criterion in both experiments is achieving one epoch (i.e. all clients trained with all their local data one time). In this experiment, we fix \(l = 12\). In both cases, we simulate

\(^3\) https://github.com/NEO-Research-Group/flcop
a server/client architecture of 4 clients (i.e. $N = 4$). All our results have been confirmed using a Wilcoxon test with Bonferroni correction and a significance level of 0.025.

4.2 Experimental Results and Discussion

Considering the fully-connected NN topology, Fig. 8 illustrates the Pareto fronts obtained by NSGA-II in 30 executions, while Fig. 9 represents the pseudo-optimal Pareto front that dominates all those obtained in 30 runs. Saying that for the convolutional we executed 25 executions. Similarly, Figs. 10 and 11 present the same information for the convolutional model. It can be seen in Fig. 8 and 9 that our proposal could reduce the communication to 35% in the worst solution, and to nearly 0% of communication, while maintaining accuracy above 0.94. Considering, Figs. 10 and 11, one can note that our approach could reduce the communication to 6% in the worst case, while it could achieve nearly 0% communication with an accuracy above 0.95.

Fig. 8: Fully-connected NN: 30 executions’ Pareto fronts (1 color/Pareto).

Fig. 9: Fully-connected NN: pseudo-optimal Pareto front.

Fig. 10: Convolutional NN: 30 executions’ Pareto fronts (1 color/Pareto).

Fig. 11: Convolutional NN: pseudo-optimal Pareto front.

Figs. 12 and 13 illustrate the evolution of the average hypervolume of the Pareto fronts obtained by NSGA-II throughout one randomly selected, but yet
representative execution when tackling the FL-COP using a fully-connected and convolutional neural network, respectively. The smooth evolution of hypervolume in the first iterations can be explained by the fact that NSGA-II starts with random low-quality individuals that can be quickly enhanced. Nonetheless, as the iterations go, the attained Paretos are of higher quality and difficult to enhance beyond iteration 40. Of course, more advanced hypotheses could be made to explain such behaviour, nonetheless it will be hard to confirm them without further in-depth analysis.

Fig. 12: Fully-connected NN: Hypervolume evolution through iterations.

Fig. 13: Convolutional NN: Hypervolume evolution through iterations.

Fig. 14(a) illustrates the median, first, and third quartiles of the distribution of the solution’s parameters distribution for the individuals obtaining the best accuracy in each final Pareto of the 30 executions. Fig. 14(b) and (c) do the same for the slope and lowest-communication solutions. Fig. 14(a)-(c) concerns the fully-connected NN, while Fig. 15(a)-(c) treats the convolutional NN. In Fig. 14(a) and (b), the solutions with the best accuracy and slope solutions seem to share a similar distribution pattern of the parameters. This could be explained by the fact that both are generally located in the elbow of the Pareto, as it can be seen in Fig. 9. In both types of solutions a large part of the clients are frequently involved in the training, but to cope with this, a clear reduction of the communication rounds is noticed. Moreover, it seems that NSGA-II allows a homogeneous compression of weights in terms of number of bits used to code them as well as the percentage of weights being transferred. An explanation of such observation is an attempt of the algorithm of compensating the lack of communication (low $E$) by sending more precise ($b_i$) and complete weights ($\mu_i$) to help recover the model’s accuracy. The results of the low-communication solution in Fig. 14(c) are quite self-explanatory since the algorithm involve an almost null number of clients in the training, as well as a clear high rate of weight compression. This will probably induce a low-accuracy solution as it can be seen in Figure 14(i). Moving now to the convolutional NN in Fig. 15(a)-(c), NSGA-II produces solutions of different type where the number of participating clients is higher, while the weights’ compression is non-homogeneous, but still meaningful.
Fig. 14: Fully-connected NN: (a)-(c) Normalised parameters of the individuals with higher accuracy in final Pareto fronts. (d)-(f) Normalised parameters of the individuals with best correlation accuracy vs. communications in final Pareto fronts. (g)-(i) Accuracy and communications mean, std, min, max and quartiles.
Accuracy and communications mean, std, min, max, quartiles.

Normalized parameters of the individuals with best correlation accuracy vs. communications in final Pareto fronts.

Parameters
All the above stated-explanations can be mostly supported by Fig. 14(c)-(i) and Fig. 15(c)-(i). Another important conclusion that one can draw from Figs. 8-11, is that the parameters that have more impact on the final communication are \( m \) and \( E \).

Fig. 16: Comparing the solution obtained using a brute-force (100\%) communication with two solutions of the Pareto front obtained by the NSGA-II: (a)-(c) Fully-connected NN and (d)-(f) convolutional NN.

Fig. 16(a)-(f) represents the statistical distribution of the communication load and the model’s accuracy obtained when using a brute-force (non-optimised) FedAvg that induces a 100\% of the communication load (Fig. 16(a) and (d)), with two solutions obtained by our proposal (i.e. NSGA-II), where one obtains the best accuracy (Fig. 16(b) and (e)) and one obtaining the lowest communication load (Fig. 16(c) and (f)). The results are obtained by executing the brute-force approach and the NSGA-II during 30 executions. The results are split into two categories: Fig. 16(a)-(c) for the fully-connected NN while, Fig. 16(d)-(f) for the convolutional one. One can note that for the case of fully-connected NN, our approach could reduce the communication overload by nearly 99\% while achieving the same accuracy as the one obtained by the brute-force-100\% communications. Taking the convolutional NN, the communication load has also been reduced by 99\% compared to the brute-force-100\% communication technique. Although the accuracy is not the same, we believe it is still acceptable.

5 Conclusions and Perspectives

In this work, the FL-COP has been formulated as a multi-objective problem and solved using NSGA-II. As far as the authors’ knowledge, this work is the first to (I) investigate the add-in that evolutionary computation can bring when solving this problem and, to do so, (II) considers both the model’s and the properties of used devices. The experiments have been made by simulating a server/client architecture using 4 devices. Both convolutional and fully-connected neural networks of 12 and 3 layers with 887,530 and 33,400 weights, respectively, have been
researched. The validation has been done on the MNIST dataset containing 70,000 images. The Experiments have shown that our approach could outperform the FedAvg algorithm using 100% of communications. We could reduce the communication by 99%, while maintaining an accuracy equal to the one obtained when using 100% of communications (i.e. brute-force). As for future work, we aim at testing our proposal using physically distributed devices and larger benchmarks.
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