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Abstract—This paper presents a novel automatic calibration system to estimate the extrinsic parameters of LiDAR mounted on a mobile platform for sensor misalignment inspection in the large-scale production of highly automated vehicles. To obtain subdegree and subcentimeter accuracy levels of extrinsic calibration, this study proposed a new concept of a target board with embedded photodetector arrays, named the PD-target system, to find the precise position of the correspondence laser beams on the target surface. Furthermore, the proposed system requires only the simple design of the target board at the fixed pose in a close range to be readily applicable in the automobile manufacturing environment. The experimental evaluation of the proposed system on low-resolution LiDAR showed that the LiDAR offset pose can be estimated within 0.1 degree and 3 mm levels of precision. The high accuracy and simplicity of the proposed calibration system make it practical for large-scale applications for the reliability and safety of autonomous systems.
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I. INTRODUCTION

THE LiDAR (light detection and ranging) is mounted on mobile platforms, for locating multiple targets and obstacles [1]–[3] for tasks such as collision avoidance and path planning [4], and generating 3D maps of the surroundings for localization [5], [6]. To generate accurate reconstruction and interpretation of the surroundings, precise assembly of LiDAR on mobile platforms is critical. An alignment offset as low as a few degrees could cause a significant error in predicting the position of obstacles relative to the ego-vehicle and can result in dangerous situations.

Thus, for large-scale production of vehicles with attached LiDAR for a high level of ADAS, the sensor misalignment inspection is necessary because an unexpected offset in the sensor assembly reduces the reliability and safety of the autonomous system. The sensor misalignment can be inspected by the extrinsic parameter calibration that estimates the pose of the sensor frame with respect to the reference frame of the mobile platform.

Therefore, this paper aims to design an automatic and accurate LiDAR calibration system for practical application in the vehicle assembly process in the automobile industry.

Most studies on LiDAR extrinsic calibration are focused on solving for the geometric relationship with respect to a camera. In contrast, there are only a few studies on estimating the LiDAR misalignment with respect to the vehicle body frame, as explained in Section II. These studies of LiDAR extrinsic calibration use the flat ground plane and a long pole from a series of poses [7], the ground as the target object at various poses [8] or multiple planar objects(walls and floor) [9] to estimate the rigid transformation between the LiDAR and the target objects.

However, considering the actual environment of the automobile manufacturing process, the inspection area is confined to a limited space of a few meters that includes other machinery for various assembly tasks, such as rails on the ground.

Therefore, to overcome these limitations, this paper proposes a new extrinsic calibration method that uses a single calibrating target, at a close range and requires only one target pose. Most importantly, the misalignment pose is estimated with an accuracy within a few millimeters and at the subdegree level even for a low-resolution mobile LiDAR.

This paper designed a novel automatic calibration system composed of a simple planar target with embedded photodetector arrays, named as the PD-target system. Modules of NIR photodetector 1D arrays, are arranged near the corners of a planar mid-sized target, to detect the the position of the beam spot on the target surface. The positions of the corresponding beam points measured from the LiDAR point cloud data and the target photodetectors are used for the initial pose estimation. Then, an iterative nonlinear optimization method is applied to obtain the final pose of the LiDAR with respect to the target body frame, which, without loss of generality, is assumed to be the vehicle body frame.

The contributions of this paper can be summarized as follows. First, the proposed system is a novel calibration method that combines a target board with photodetector arrays (PD-target) that has not been proposed in other literature. Second, the system can estimate the sensor alignment within a high level of subdegree and subcentimeter accuracy with the
help of NIR photodetector sensors. Last, this system requires only one pose of a simple target board in a close range of few meters that can be applicable in a large-scale automobile process.

II. RELATED WORK

LiDAR calibration can be classified as intrinsic parameter calibration and extrinsic parameter calibration. The intrinsic calibration refers to optimizing the internal parameters to minimize the systematic error of the LiDAR measurements due to the optical parts and conversion from raw data to 3D points [9], [10] [11]. However, this paper focused on the extrinsic calibration of LiDAR.

Most research on LiDAR extrinsic calibration are focused on estimating the geometric relationship of the LiDAR with respect to the camera. The extrinsic parameters are estimated by extracting the 3D-2D correspondences from the point cloud of 3D data and 2D image pixels using one or multiple planar targets [12], [13], of various such as circular [14], [15], trihedral [16] and 3D cubic object [17]. A common method is using a chessboard at multiple poses to determine the correspondence of the planes and lines and applying an optimization method [18], [19], [20].

In contrast to the research on the LiDAR extrinsic calibration with a camera, the LiDAR misalignment with respect to the vehicle body frame has not been investigated to that extent.

Several studies proposed measuring systems that estimate the relative 6-DOF pose between a planar target and the sensor system composed of 1D or 2D laser scanners [21]–[25]. These systems detect the feature beam points by using a camera or using the edges of the planar targets. A method of calibrating multiple 2D laser scanners with respect to the vehicle body was proposed in [26] that used a vertical pole on flat ground.

An extrinsic calibration for a 3D LiDAR was proposed by [7] that first computes the pitch and roll angles from the flat ground plane and then computes the navigation angle by using a long pole from a series of poses with on-vehicle IMUs and GPS. A similar method was introduced to estimate the extrinsic LiDAR parameters with respect to the reference ground in [8]. Here, it used the best-fit plane model of the ground and least squares conic algorithm to estimate for the Euler angles and sensor elevation above the ground. Other extrinsic parameter methods of a 3D LiDAR used a calibration object consisting of four walls and the floor [9]. After estimating the sensor intrinsic parameters, the extrinsic rigid transformation between the LiDAR and the target objects was estimated with an optimization method.

Since these methods have limitations to satisfy the aforementioned large-scale application, this paper proposes a new extrinsic calibration method using the PD-target system, which is composed of a planar target with photodetector arrays.

III. ANALYSIS OF LiDAR MEASUREMENT ERROR

A. Resolution of 3D measurement

The LiDAR model used in this paper is Velodyne VLP-16, which has 16 vertical channels of LEDs emitting 903 nm near-infrared (NIR) wavelength. The firing of beam pulses is a series of a short bursts with a period of 2.3 $\mu$sec. Therefore, the minimum speed of ADC for capturing a LiDAR pulse should be at least 1 MHz.

From the raw LiDAR data, the beams on the target board can be defined to be bounded by the vertical angle ranging from $\omega_1$ to $\omega_n$ and the azimuth angle from $\alpha_1$ to $\alpha_m$, where the values of $n$ and $m$ are the maximum numbers of scan channels and the number of beams per channel on the given target board dimension, respectively, as described in Fig. 1. VLP-16 has an azimuth and vertical angular resolution of 0.2 and 2 degrees, respectively, and has the $H_{res}$ of 9 mm and $V_{res}$ of 87 mm, on the target board located at 2.5 m of distance.

B. Uncertainty of 3D measurement

The principle in estimating the relative pose between the LiDAR and the target is to find the correspondence of feature points, $O_P$ and $L_P$, which are measured from the two different coordinate frames of the LiDAR body, $\{O\}$, and the target system, $\{L\}$, respectively, as shown in Fig. 1. The relationship between the two groups of correspondence feature points, $O_P$ and $L_P$, describes the orientation matrix $R$ and the translation vector $T$ of the LiDAR with respect to the reference target board.

$$O_P = O_M L_P = O_M R_T L_P = O_M R_T L_P$$

Typically, corners and edges are used as the features of a target for LiDAR calibration. Let the corners of the target board, $o_{Pcor,i}$, be the features that need to be detected by LiDAR, as indicated in Fig. 1. For the ideal measurement of that feature point, $\mathbf{L}_{P_{i,k}}$, the LiDAR should project a beam spot directly on that corner.
\[ L \mathbf{P}_{i,k} = (r_{i,k}) \begin{bmatrix} \cos(\omega_{i,k}) \sin(\alpha_{i,k}) \\ \cos(\omega_{i,k}) \cos(\alpha_{i,k}) \\ \sin(\alpha_{i,k}) \end{bmatrix} \] (2)

However, the actual position of the beam closest to the corner, \( L \mathbf{P} \), is restricted by the sensor resolution

\[ L \mathbf{P}_{i,k} = (r_{i,k} + \varepsilon_{k}) \begin{bmatrix} \cos(\omega_{i,k} + \delta \omega_{k}) \sin(\alpha_{i,k} + \delta \alpha_{k}) \\ \cos(\omega_{i,k} + \delta \omega_{k}) \cos(\alpha_{i,k} + \delta \alpha_{k}) \\ \sin(\alpha_{i,k} + \delta \alpha_{k}) \end{bmatrix} \] (3)

where \( \varepsilon_{k} \) is the depth measurement noise, and \( \delta \omega \) and \( \delta \alpha \) are the uncertainty of the azimuth and the vertical angle resolution, respectively. The subscript \( i \) is the point closest to the \( i^{th} \) corner, and \( k \) is the scan number.

The deviation of the beam point from the corner of the target surface is bounded by the azimuth and vertical angle resolution as

\[ L \mathbf{P}_{i,k} - L \mathbf{P}_{i,k} \leq \varepsilon_{i,k} = \begin{bmatrix} r_{i,k} \tan \delta \alpha_{k} \\ 0 \\ r_{i,k} \tan \delta \omega_{k} \end{bmatrix} \] (4)

This correspondence uncertainty needs to be minimized to obtain higher accuracy in the relative pose estimation. Since the resolution of the given LiDAR cannot be modified unless a higher performance LiDAR replaces it, the feature on the target board needs to be shifted from the corners, \( O P_{\text{cor}} \) to the position where beams are actually projected, \( O P \).

However, this introduces a technical problem of measuring the position of \( O P \) by the target board. Thus, this paper proposes a method to measure the position \( O P \) with high precision by using photodetectors attached on the target surface.

IV. DESIGN OF PD-TARGET SYSTEM

A. Photodetector array

Based on the analysis of the laser beams in Section III., the appropriate photodetector should be sensitive to the NIR spectrum and have a bandwidth higher than 1 MHz. In addition, the active sensor area of the photodetector should be large enough to capture the beam spot diameter. This paper selected a photodetector 1-D array of 16 diode elements (Hamamatsu S4111), which is sensitive from the UV to the NIR spectrum. The active sensor area is 16 mm by 1.45 mm and the overall dimension, is shown in Fig. 2.

B. PD-Target board configuration

The photodetector (PD) 1-D arrays are positioned on the target board to capture the LiDAR beam points, which are near the target edges and on the first and the last vertical laser scans. Since each photodiode is a 1D array, it can detect the center position of a single beam spot in its own coordinate frame, \( \{D\} \). The beams photodiodes are referred to as the key beam points throughout the paper.

Then, the position of the beam in the target coordinate frame \( \{O\} \) can be easily be converted from \( \{D\} \) with the matrix

\[
\begin{align*}
\mathbf{M} &= \begin{bmatrix}
\cos(\omega_{i,k}) & \sin(\omega_{i,k}) & 0 \\
-\sin(\omega_{i,k}) & \cos(\omega_{i,k}) & 0 \\
0 & 0 & 1
\end{bmatrix} \\
\mathbf{P}_{i,k} &= (r_{i,k}) \mathbf{M} \end{align*}
\]

The photodiode junction capacitance is \( 200 \mu \text{F} \), the Op-amp input capacitance is \( 1.4 \mu \text{F} \), the Op-amp DC open-loop gain is \( 106 \text{ dB} \), and the Op-amp gain bandwidth product is \( 1 \text{ MHz} \).

![Photodetector 1-D array of 16 diode elements (Hamamatsu S4111) and the PCB of the signal processing circuit designed in this study](image)

**TABLE I**

| Symbol       | Description                                      | Value      |
|--------------|--------------------------------------------------|------------|
| GBWP         | Op-amp gain bandwidth product                    | 1 [MHz]    |
| A_{OL}       | Op-amp DC open-loop gain                         | 106 [dB]   |
| C_{i,amp}    | Op-amp input capacitance                         | 1.4 [pF]   |
| C_{pd}       | Photodiode junction capacitance                  | 200 [pF]   |
| R_{sh}       | Photodiode shunt resistance                      | 250 [GΩ]   |

The 1D PD could be attached to the target surface at any angle. However, we considered the horizontal and vertical orientations and compared the performance of these two configurations.

C. Signal Processing Circuit

The photodetector diode generates an electric current when the LiDAR beam is projected on it. The output of the PD should be pre-amplified voltage to be used as the source for the ADC that is connected to the main processor. Thus, the trans-impedance amplifier (TIA) circuit is designed to convert the current to voltage and amplify the output to the usable level. The designed TIA circuit consists of an OP-amp, a feedback resistor, and a capacitor, as shown in Fig. 2.

The value of the feedback resistor, \( R_f \), is determined from the ratio of the maximum photodiode current and the preferred range of the output voltage. The electric current of the PD generated by the laser photons from 2.5 m is expected to be a maximum of 100 \( \mu \text{A} \).

Targeting the output voltage to be within the range of 0 V to 10 V, the \( R_f \) value was designed to be 100 kΩ.

The voltage out of the TIA circuit can be expressed as a first-order system as

\[
\mathbf{P}_{\text{offset}} = [X_{pd,\text{offset}}, Z_{pd,\text{offset}}] \text{ that describes the location of each photodetector attachment from the center of the board.}
\]

\[
\mathbf{O P} = \mathbf{D P} - \mathbf{P}_{\text{offset}}
\] (5)
the amplifier and the photodetector.

...composed of all resistors and capacitors in the stability of the circuit needs to be analyzed with the noise than 2 MHz to capture laser pulses of the 2.2-µsec period. In Fig. 2.

signals, as required. The circuitry of TIA was designed on a by laser beam. Moreover, there is no oscillation in the output.

are predetermined by the parts specification. All the parameters except the variable $R_C$ where $\phi$ is the combination of capacitors at the input of the amplifier and the photodetector.

$$G_{noise}(s) = \frac{R_f + R_{sh}}{R_{sh}} \left( \frac{R_f R_{sh}}{R_f + R_{sh}} \right) \left( \frac{C_f + C_{in}}{R_f C_f} \right) s + 1$$

where $C_{in}$ is the combination of capacitors at the input of the amplifier. All the parameters except the variable $R_f$ and $C_f$ are predetermined by the parts specification.

The oscillation or the stability of the signal can be predicted with the circuit quality factor ($Q$), which can be calculated from the TIA circuit phase margin [27].

$$Q = \left[ \left( \frac{1}{\tan \phi} + 0.5 \right)^2 - 0.25 \right]^{\frac{1}{2}}$$

A Q-factor value below 0.5 causes the system to be overdamped to avoid any oscillation in the output voltage. In this application, the feedback capacitance of 68 pF was selected and resulted in a Q-value of 0.47 that yielded an overdamped system.

Circuit simulation with the designed TIA circuit is conducted by applying 100 ms (10 Hz) of laser pulses with different power intensities to generate the current input ranging from 100 to 400 µA to the circuit.

The results in Fig. 3 shows that the output voltage can be generated as high as 4V when the current of 400 µA is applied by laser beam. Moreover, there is no oscillation in the output signals, as required. The circuitry of TIA was designed on a PCB that can amplify up to 4 diode channels of a PD array, as shown in Fig. 2.

The sampling rate for each ADC channel should be higher than 2 MHz to capture laser pulses of the 2.2-µsec period. In addition, all the ADC channels must be concurrent to capture all the output signals of the PD simultaneously. Limited by the availability of ADC channels and DAQ boards, only two PDs and four out of sixteen diodes from each PD were sampled simultaneously.

V. ALGORITHM OF LiDAR EXTRINSIC CALIBRATION

A. Preprocessing

From the whole point cloud of one LiDAR scan, the target board is segmented as the region of interest (ROI). A Euclidean clustering algorithm is applied to segment the planar target automatically from the background. With the point cloud data of the ROI, the best-fit plane model of the target is derived using a least squares method. Then, the ROI beam points are projected onto the fit plane surface to minimize the sensor measurement error.

B. Relative pose of LiDAR

The relative 6-DOF pose of the LiDAR from the reference target frame can be estimated by solving for the transformation matrix $^{L}_O M(\phi, \theta, \psi, \Delta x, \Delta y, \Delta z)$, as mentioned in Eq. 1. To solve for the transformation matrix $^{O}_L M$, the 3D positions of feature beam points measured by the target body frame ($^{O}_L P_1$) and measured in the LiDAR frame ($^{L}_P_1$) are necessary. With the proposed PD-target system, Eq. 1 is modified to include the photodetector coordinate frame, $D$.

$$^{D}_P - P_{offset} = ^{O}_L M^L P = ^{O}_L [R_x^L T]^L P$$

where

$$^{O}_L R = R_x(\phi)R_y(\theta)R_z(\psi), \quad ^{O}_L T = [\Delta X, \Delta Y, \Delta Z]^T$$

The process of obtaining the position of the correspondence feature points, $^{D}_P$ and $^{L}_P$ are described in the following section. Note that since the signal processing for each PD alignment are similar, only the horizontal aligned photodetectors are explained in the section.

C. Estimating the position of the beam center

For each LiDAR scan, there would be at most three beams projected on the same photodetector in the horizontal alignment, as shown in Fig. 4. With the given configuration of the target board at a distance of 2.5 meters, the diameter of a beam spot would be 19.6 mm. The beams on the photosensitive area overlap with an interval of 9.7 mm but at different times with 55-µsec period.

The diode channel closest to the beam center outputs the highest peak level because the beam power intensity is approximately distributed as a bell-shaped. The first set of peaks is generated by $beamA$, and $CH1$ showed a higher level than the others because it is the closest to the beam center. After 55 µs from the first peaks, $beamB$ is projected on the PD closest to $CH11$, which could be inferred by comparing the peak level among other channel outputs. Thus, by analyzing the distribution of the peak values for multiple beam projections, the position and the time of the beam scanning over the PD can be derived.

From the three beams on the PD, the feature beam spot is selected as the closest one to the PD center. The center
position for each beam can be estimated by analyzing the output signals in the spatial domain. Starting at the origin of the PD coordinate frame on \( CH1 \), the center and the end (\( CH16 \)) of the PD would be 7.5 mm and 15 mm, respectively. On this PD coordinate frame, the output of each channel for a beam can be distributed as plotted in Fig. 5.

The laser power spectrum was modeled as a Gaussian distribution [28], the beam center is estimated by applying a Gaussian fit on the signals of each PD channel. This paper used the iterative procedure of Gaussian fitting proposed in [29], which is known to be a robust and fast method. If the natural log is applied on both sides of 1D Gaussian model, then a function of the second-order polynomial can be derived.

\[
\ln(y) = \ln(A) - \frac{(x-\mu)^2}{2\sigma^2} = -\frac{x^2}{2\sigma^2} + \mu \frac{x}{\sigma^2} + \ln(A) = a_2x^2 + a_1x + a_0
\]  

(10) where \( x \) is the beam power input, \( y \) is the voltage output of the PD, \( \mu \) is the average, or the beam center position, \( \sigma \) is the standard deviation and A is a weight value.

However, the actual output voltage signal, \( y \), is corrupted with sensor noise. To apply the iterative procedure of Gaussian fitting [29] to achieve more robustness to the noise, the equation is modified as

\[
\begin{align*}
\sum_{i=1}^{m} x_i^2 y_i^2 &- \mu_x \sum_{i=1}^{m} x_i y_i^2 \\
\sum_{i=1}^{m} x_i^2 y_i^2 &- \mu_y \sum_{i=1}^{m} x_i y_i^2 \\
\sum_{i=1}^{m} x_i^2 y_i^2 &- \mu_z \sum_{i=1}^{m} x_i y_i^2
\end{align*}
\]

\[ a_2(k), a_1(k), a_0(k) \rightarrow \begin{bmatrix} a_2(k) \\ a_1(k) \\ a_0(k) \end{bmatrix} = \begin{bmatrix} \sum_{i=1}^{m} x_i^2 y_i^2 \\ \sum_{i=1}^{m} x_i^2 y_i^2 \\ \sum_{i=1}^{m} x_i^2 y_i^2 \end{bmatrix} \begin{bmatrix} \sum_{i=1}^{m} x_i y_i^2 \\ \sum_{i=1}^{m} x_i y_i^2 \\ \sum_{i=1}^{m} x_i y_i^2 \end{bmatrix}^{-1} \begin{bmatrix} \sum_{i=1}^{m} x_i y_i^2 \\ \sum_{i=1}^{m} x_i y_i^2 \\ \sum_{i=1}^{m} x_i y_i^2 \end{bmatrix} \begin{bmatrix} \ln(y_1) \\ \ln(y_2) \\ \ln(y_3) \end{bmatrix} \]  

(11) where \( k \) is the number of iterations, with a value of \( k=10 \) used in this study, and \( y_{i(k)} \) is defined as

\[
y_{i,(k)} = \begin{cases} 
\exp\left( a_{2,(k)} x_i^2 + a_{1,(k)} x_i + a_{0,(k)} \right) & \text{for } k = 0 \\
\exp\left( a_{2,(k)} x_i^2 \right) & \text{for } k > 0 
\end{cases}
\]

(12)

Finally, the model parameters \( \mu \) and \( \sigma \) are then solved as

\[
\sigma^2 = -\frac{1}{2 a_{2,(k)}}, \quad \mu = a_{1,(k)} \sigma^2 = -\frac{a_{1,(k)}}{2 a_{2,(k)}}
\]

(13)

Since there were only four dataset measurements from the four laser scan channels, two more sets at -5 mm and 20 mm were augmented with the value of 0.1 V, which is approximately the noise level.

After estimating the center position for all the beams on the PD, the feature beam point is then selected that has the closest value to the center or 7.5 mm.

The next process is to match the corresponding beam point \( \left( t P_i \right) \) from the LiDAR raw data that contains the 3D position of each beam in polar or Cartesian coordinates with respect to the sensor body frame. To find the correspondence beam, the photodetector needs to be detected and segmented from the target surface by LiDAR measurement. However, using only the 3D point data, the PD is not distinguishable from the target surface because the PD is too flat to show any clear depth differences.

Instead of using the LiDAR 3D data, this paper used the difference in the reflectivity values of the beam on the PD from their neighbor beams. The surroundings of the PD are covered with a black colored background to force a lower reflectance intensity than that on the PD sensor surface.

The test results showed that the reflectivity of the beams that are projecting on the PD area have relatively higher values than those of the other nearby beams, as shown in Fig. 6.

Now, we have the matching pair of the position data of each key beam point, \( t P_i(\omega, \alpha, \tau) \) and \( o P_i(x,y,z) \), which have been obtained from the PD signals and the LiDAR data, respectively.

The azimuth (\( \alpha \)) from the point cloud and the matching beam center from the Gaussian fit is plotted for 50 LiDAR scans to validate the correspondence matching. Given that the azimuth of the key beam point varies over the scans due to
the pose variables $\beta$ function of the pose error to obtain the best fit values for the iterative optimization to minimize the cost. This paper applied the Levenberg Marquardt method for the relative pose estimation error plotted in Fig. 9 b) indicates that the highest precision of the proposed system with the designed test bench consisted of the PD-target board and the LiDAR pose controller module, as shown in Fig. 8.

A. Test-bench Setup

The target is a flat aluminum board with dimensions of 1 m in width and 0.54 m in height and has 1D PD arrays attached near each board corner. The board surface surrounding the photodiodes was covered with black papers to reduce the surface reflectance such that it was lower than the photodiode surface. The photodiodes were aligned vertically on the top-left and bottom-right corners and aligned horizontally on the other remaining corners. Two external DAQs of 4 ADC ports at a maximum of 4 MHz were used to capture the photodiode output voltage. Note that only two photodetectors were used at a time due to limited availability of the high-performance ADCs.

The LiDAR (VLP-16) is placed on the 2-DOF pose controller module positioned at 2.5 meters from the PD-target board. The pose controller module consisting of a rotation motor stage and a linear motor stage can control the precise yaw and x-position of the LiDAR. The yaw angle is controlled within 3 degrees of the range with a precision of 0.01 degree, and the horizontal position is controlled within 30 mm of the range with a precision of 0.01 mm.

B. Experimental Results

The initial pose of the LiDAR with respect to the target body frame is set as $X_O=-0.7$ m, $Y_O=-2.5$ m. The relative pose of the LiDAR from the target board was estimated by the proposed algorithm at various reference poses of the yaw angle and x-position.

\textbf{1) Yaw estimation test:} In the first test, the yaw rotation of the LiDAR was controlled from -3 to 3 degrees with a step of 0.5 degrees by the motor stage. For each reference yaw angle, 50 LiDAR scans were repeated to evaluate the accuracy and precision of the relative pose estimation.

Fig. 9a) shows the horizontally aligned PD-target system is tracking the input yaw angle with high accuracy. The yaw estimation error plotted in Fig. 9 b) indicates that the highest offset error is approximately 0.2 degrees at the reference angle of -3 degrees. The overall accuracy and precision of the yaw estimation are calculated to be 0.05 degrees.

The same test was repeated with the vertically aligned photodetector array and plotted in Fig. 9c). The overall accuracy
\[ F(\beta)_i = \begin{bmatrix} O_{P_{1,i}} + r_1(c_{\alpha_i}c_{\omega_i})(c_{\psi}s_{\phi} - c_{\phi}s_{\psi}s_{\theta}) - r_1(s_{\alpha_i})(s_{\psi}s_{\phi} + c_{\psi}c_{\phi}s_{\theta}) - r_i(c_{\alpha_i}c_{\omega_i})(c_{\theta}c_{\phi}) - \Delta x \\ r_1(s_{\alpha_i})(c_{\phi}s_{\psi} - c_{\psi}s_{\theta}s_{\phi}) - r_1(c_{\alpha_i}c_{\omega_i})(c_{\psi}c_{\phi} + s_{\psi}s_{\theta}s_{\phi}) - r_i(c_{\alpha_i}c_{\omega_i})c_{\theta}s_{\phi} - \Delta y \\ O_{P_{3,i}} + r_i(c_{\alpha_i}c_{\omega_i})s_{\theta} - r_i(s_{\alpha_i})c_{\psi}c_{\theta} - r_i(c_{\alpha_i}c_{\omega_i})c_{\theta}s_{\psi} - \Delta z \end{bmatrix} \] (16)

Fig. 8. Experimental setup consisting of the PD-target board and the 2-DOF motion stage to control the LiDAR reference pose within a range of 3 degrees and 30 mm.

Fig. 9. The yaw estimation a) tracking and error from -3 to 3 degrees b) for horizontal aligned and c) for vertical aligned PD

Fig. 10. The displacement estimation error statistics from 50 scans by a) Horizontal aligned b) vertically aligned photodetector.

Fig. 11. Statistics of orientation angles and X-position errors for translation experiment. The circle mark indicates the results of the vertically aligned photodetectors.

is under 0.03 degrees and the precision is under 0.06 degrees. The highest offset error is shown at the angle of 3 degrees, with the error value of approximately 0.1 degree.

2) Displacement estimation test: A similar test was conducted by varying the X-position of the LiDAR from -30 mm to 30 mm with a step of 5 mm. Through the test, all orientation angles were fixed at the initial values. The estimation errors of the sensor position for both the horizontally and vertically aligned photodetectors are plotted in Fig. 10. As shown in the results, both alignment types can detect the LiDAR offset displacement with an error of less than 3 mm.

Fig. 11 shows the statistics of the estimation error for all orientations and the displacement for this test. The horizontally and vertically aligned photodetectors have similar accuracy and precision, except the precision of the roll and tilt for the horizontal alignment seems slightly higher by 0.02 degrees.

The overall evaluation of the proposed system for horizontal and vertical aligned photodetector from averaging all test results as presented in Table II. Considering the possibility of experimental error, both photodetector alignments are observed to yield a similar level of accuracy and precision for all orientations and displacements, which are within 0.1 degree and 3 mm. Compared to the high depth measurement noise and low resolution of a mobile LiDAR, the 0.1 degree and 3 mm calibration errors are quite an improvement. If more photodetectors could be used, then the performance of the pose estimation would be improved more.
TABLE II

| Estimation | Tilt (°) | Roll (°) | Yaw (°) | ΔX (mm) |
|------------|---------|----------|---------|---------|
| Horizontal PD Accuracy | 0.05 | 0.04 | 0.01 | 0.6 |
| Vertical PD Precision | 0.01 | 0.01 | 0.02 | 0.3 |

VII. CONCLUSION

This paper proposed a novel PD-target calibration system for the extrinsic parameter calibration of LiDAR mounted on a mobile platform for automatic sensor misalignment inspection. The PD-target calibration system is composed of a planar target board with modules of NIR photodetector arrays mounted near the corners of the board. With the photodetector arrays, the precise position of the laser beams on the board surface can be measured and used as the correspondence feature points for estimating the relative pose between the LiDAR and the target frame body. The proposed system was evaluated in terms of the accuracy and precision of the pose estimation with the designated test bench that can control the reference yaw and horizontal position of the LiDAR. Experimental results tested on VLP-16 LiDAR showed that the system estimated the offset pose within 0.15 degrees and 3 mm of accuracy and precision combined.

There exist some technical issues that need to be overcome. The projection of laser beams could depart from the photodetector due to the low vertical resolution of LiDAR. Also, the cost of high speed ADC DAQ boards with many channels is another limitation and this study only could test two photodetectors at a time. More implementations of photodetectors would improve the overall performance.
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