Abstract—One of the key challenges in the collaboration within heterogeneous multi-robot systems is the optimization of the amount and type of data to be shared between robots with different sensing capabilities and computational resources. In this paper, we present a novel approach to managing collaboration terms in heterogeneous multi-robot systems with blockchain technology. Leveraging the extensive research of consensus algorithms in the blockchain domain, we exploit key technologies in this field to be integrated for consensus in robotic systems. We propose the utilization of proof of work systems to have an online estimation of the available computational resources at different robots. Furthermore, we define smart contracts that integrate information about the environment from different robots in order to evaluate and rank the quality and accuracy of each of the robots’ sensor data. This means that the key parameters involved in heterogeneous robotic collaboration (computational resources and sensing capabilities) are integrated within the Blockchain and estimated at all robots equally without explicitly sharing information about the robots’ hardware or sensors. Trustability is based on the verification of data samples that are submitted to the blockchain within each data exchange transaction, and validated by other robots operating in the same environment.
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I. INTRODUCTION

Autonomous robotic systems have significantly increased their penetration in multiple industries and research areas over the past decade, from healthcare [1] to self-driving cars [2], including smart industry [3], or agriculture [4]. At the same time, part of the research focus has shifted from the design and development of complex robotic systems, such as humanoid robots [5], to the design and development of methods and algorithms for cooperation in multi-robot systems [6], [7]. Through the interaction and collaboration in large robotic systems or swarms of robots [8], simple individual operations can be combined towards swarm-level coordinated behavior and execution of higher-level tasks. In these systems, apparently simple or limited individual robots can exhibit complex behaviors at the swarm level [9].

Managing the collaboration in multi-robot systems presents multiple challenges. In the Kilobot project, [9] utilize identical robots that can produce arbitrary two-dimensional geometric shapes through collaborative self-assembly. Therefore, the algorithms that run on the robots can be identical as well, and robots collaborate with any other robot in a predefined and, to some extent, static manner. However, in heterogeneous multi-robot systems, algorithms that require system-level consensus such as task allocation need to take into account the variable capabilities and resources of the different robots. [10] introduced a reputation-based method to perform distributed task allocation, which significantly increases the systems’ robustness, reliability and performance. Having a consensus method that effectively integrates the miscellaneous properties of operational characteristics, computational resources and sensing capabilities of heterogeneous robots in a swarm is therefore essential for optimizing consensus and the overall system performance. Figure 1 illustrates multiple autonomous vehicles and robots operating in the same environment. Through multi-robot collaboration, the white van is able to share data with the pink and yellow car coming behind of the pedestrians that are starting to cross the street. At the same time, the drone can share its data with the other vehicles for them to adapt their path planning algorithms when processing the images and concluding that the road is closed. In order to optimize collaboration in this scenario, the streaming of the drone’s images towards the self-driving cars should be prioritized if compared with sending dense 3D lidar point clouds to the drone, as cars probably have enough processing power to analyze the images in real-time and benefit the most out of it. The drone, however, with a resource constrained on-board computer might be unable to process lidar data. Instead, if we provide a way for the cars to estimate the drone’s available computational resources, then the data can be either downsampled or, if possible, preprocessed before sharing it.

Consensus theory in multi-agent systems can be considered for managing the collaboration in multi-robot systems [11]. In particular, consensus algorithms and protocols in blockchain systems are able to provide not only a decentralized and scalable solution to multi-robot consensus, but also raise the level of security and trustability within the collaborative system [12], [13]. In fact, the integration of blockchain technologies within swarm robotic systems has been a subject of study over the past few years with an increasing interest from the research community [14], [15]. Not only does a blockchain provide solutions for managing byzantine robots as in the work from [16], but also is an effective solution to solve the consensus problem [17]. In addition, parts of the blockchain stack can be exploited to secure specific aspects of collaboration that...
require sharing sensitive information between robots, such as the integration of [18] of Merkle Trees for secure information sharing and mission progress reporting. This is a solution that has enormous potential to be utilized in a variety of robotic cooperation domains, from cooperative mapping [19], to search and rescue missions [20].

We consider the integration of blockchain technology for managing collaboration in heterogeneous multi-robot systems in order to solve existing challenges deriving from the potentially variable (i) sensing capabilities and (ii) computational resources in different robots. Because of this heterogeneity, robots not only generate a different amount and type of data but are also able to process it at different rates. Therefore, it is essential to have an automated way for robots to reach agreements in terms of both the format and size of data that is transmitted between the different collaborating robots, and the accuracy or trustability and reliability of the provided data. In this paper, we propose the utilization of a Proof of Work (PoW) scheme to have an online estimation of the available computational resources at different robots. In addition, the Proof or Work is combined with an algorithm that classifies the data provided by the different robots in terms of accuracy or usability and reduces the probability of tampered data being shared by a malicious attacker. This is then utilized in order to manage the bandwidth utilization in the peer-to-peer network utilized for robot-to-robot communication.

Blockchain platforms can be classified into two main types — permissionless and permissioned. These can also be denominated public (permissionless), and consortium or private blockchains (permissioned). In public blockchains, there is no authority and all nodes are equivalent. In consortium or private blockchains, there are trusted authorities or nodes in charge of validating transactions [21]. One of the key challenges in the utilization of a blockchain for applications requiring real-time communication and data processing is the scalability, as indicated by [14]. This issue affects specially to permissionless or open blockchains, where all nodes in the network need to arrive to a consensus in order to validate each transaction. Nevertheless, recent advances in blockchain technology show promising results and potential for scalable and low-latency blockchain networks. [22] presented Elastico, where sharding in a permissionless blockchains was explored. Sharding is a technique that allows for distributed consensus in a network where nodes are divided in subnetworks or committees. Rather than processing and confirming all transactions globally across the network (for example through a majority consensus), each committee is in charge of processing a disjoint set of transactions, also denominated shard. In Elastico, researchers demonstrated the first sharding protocol that is secure in the presence of byzantine adversaries. [23] introduced OmniLedger, a decentralized and secure ledger that scales linearly with the size of the network and supports transaction confirmation times of under two seconds, potentially being able to match credit card standards in terms of transaction confirmation response time with a large enough network, compared to an average transaction confirmation time (block validation) of around ten minutes in the case of Bitcoin. While Elastico scales almost linearly with the available computation power in the network, OmniLedger does so with the number of active validators.

In this paper, we propose an algorithm for managing collaboration in heterogeneous multi-robot system consisting on the following steps. First, in order to avoid for a malicious node to create multiple sub instances and potentially gain control over the decision-making process (Sybil attack), a PoW is required for each node requesting to join the network in order to obtain an identity. This sets a minimum of computational resources required to join the collaborative network. Additionally, at the time of joining the network, the latency and bandwidth of the connection with the new member is estimated in order to have a global estimation of the peer-to-peer network capacity. Second, robots share information in a peer-to-peer manner outside of the blockchain network, but utilize the blockchain to record each of these transactions. With the initial PoW required to join the network, all robots can already have an
estimation of the newly joined robot’s available computational resources based on the time it needed to solve the PoW. This initial estimation might be very inaccurate, as multiple factors might significantly affect the total time required to solve a PoW puzzle, from the nature of the puzzle itself to the execution of other processes within the robot, and including delays introduced by the peer-to-peer network. Nonetheless, by utilizing periodic PoW solving times, and taking into account partial proofs of work also, a more accurate estimation can be obtained. In addition, intrinsic network overhead and other factors that can affect the solving time are mostly common to all robots in the network when averaging across a large number of solved puzzles. In consequence, these factors do not affect the decision making as they affect all robots in a similar way. Third, when data is exchanged between robots, map matching or data correlation methods are utilized in order to estimate the quality of the data. This is done through the submission in the blockchain of a data sample, or data stamp, whenever a data exchange between robots occur. This stamp is stored in the blockchain and can be compared by other robots that operate in the same environment in the future. We utilize the term data quality to refer to the accuracy and density of the information. In a mapping application, for instance, a 3D lidar is often able to produce more accurate and higher density data than an automotive radar would do in the same environment. Fourth, the quality of data calculated by the different robots is utilize to rank these across the network with a distributed consensus mechanism. Finally, the computational capabilities of robots receiving data and the ranking of robots generating data, where a robot can have one or both roles, are combined in order to distribute the peer-to-peer network bandwidth and optimize its usage.

The estimation of available computational resources at other robots is integrated into the PoW. However, the evaluation and ranking of the data provided by each of the robots requires a different data processing flow that needs to be integrated within the blockchain. When blockchains are utilized for a wider array of applications other than having a distributed ledger, smart contracts, which were defined by [24] as part of the Ethereum yellow paper and implemented within the Ethereum blockchain, are a key component in order to enable distributed execution of multiple applications. If a blockchain is utilized in order to manage the collaboration within a heterogeneous swarm of autonomous robots, scalability and low-latency transaction validation are essential. While sharding, when combined with other techniques as in the case of OmniLedger, enables linear scalability, the integration of smart contracts with sharding is not straightforward. [23] introduced Atomix, a client-driven lock/unlock protocol, to ensure that a single transaction can be committed across multiple shards, while enabling the possibility of unlocking rejected transaction proofs in specific shards. The original Atomix state machine can be extended to accommodate the execution of smart contracts across shards. In this paper, we propose the utilization of smart contracts in order to perform a collective and distributed evaluation and ranking of the data provided by the different robots. The operations required are parallelizable and can thus be executed across shards without introducing delays because no intermediate states need to be synchronized within a single evaluation. Therefore, we can ensure the scalability of the proposed approach and its applicability to real-time collaboration in swarm robotic systems.

The main contributions of this paper are: (i) the definition of a method for online and automatic estimation of available computational resources of all collaborating robots with a Proof of Work system; (ii) the definition of a strategy for ranking the quality of data provided by the different robots; and (iii) the definition of an algorithm for sharing the network bandwidth based on the previous two factors, i.e., the quality of data and the capabilities of different robots to process it in real time. With these definitions, we aim at enabling effective collaboration in ad hoc robotic swarms with zero knowledge. In other words, robots are able to improve the way they share information with each other in a collaborative effort, without sharing explicit information about their identity, sensor suite or computational resources.

The remainder of this paper is organized as follows. Section 2 introduces key concepts of Blockchain technology that are utilized in our proposed system architecture. Then, Section 3 introduces strategies to manage collaboration through Blockchain technology in heterogeneous robotic swarms, in terms of data quality, trustability, management of bandwidth across the peer-to-peer network, and automated decision making of the data type and amount that is transferred to peers. In Section 4, we discuss on the challenges and opportunities of the presented methods. Finally, Section 5 concludes the work and outlines future work directions.

II. BACKGROUND

In this section, we introduce background concepts and theory. We focus on the concepts of consensus and, in particular, Proof of Work (PoW) and Proof of Stake (PoS), smart contracts, and scalability through sharding.

A. Consensus

Consensus mechanisms in a distributed system or decentralized network are those algorithms that allow agents to reach an agreement with respect to certain values, transactions or parameters whenever it is needed. Consensus mechanisms allow nodes in the network to trust others. The four most popular consensus mechanisms, according to [25], are Proof of Work (PoW), Proof of Stake (PoS), Practical Byzantine Fault Tolerance (PBFT) and Delegated Proof of Stake (DPoS), with other significant approaches including Proof of Authority (PoA), Proof of Elapsed Time (PoET) or Proof of Bandwidth (PoB). Both Bitcoin and Ethereum, the two most popular blockchains, utilize PoW, while Ethereum is shifting to a PoS-based consensus mechanism in Ethereum 2.0.

1) Proof of Work: The consensus mechanism introduced by [26] as part of the Bitcoin was the Proof of Work (PoW), in what is the first known implementation of this mechanism as a way of achieving consensus in a distributed system.
Firstly introduced by [27] as a filter to minimize the spamming capability of malicious email senders, the original idea of a PoW system has been invariant: to require a node in a network to solve a moderately computational intensive cryptographic problem in order to be able to make a transaction in the network, or validate its identity. In other words, a PoW is a cryptographic puzzle that is difficult to solve, while still being possible within a certain time and given certain hardware resources, and that it is very easy to validate. Thus, it takes a node a large amount of computing power to solve a PoW puzzle, but it takes other nodes in the network a small amount of computational resources to validate the solution.

In the Bitcoin and many successive blockchain systems, including Ethereum [24], a PoW-based consensus is introduced in order to validate new blocks in the blockchain. A block can be roughly described as a single entry in the distributed ledger containing information about a set of transactions. Each of the transactions in the block is confirmed when the block is validated by the network. In order to validate or mine the data in a block, or body, a header is generated by hashing the information in the block body. The PoW consists on adding an extra cell to the block body, a random number denominated nonce, such that the block header meets some predefined conditions. These conditions are set on a block header’s target hash as a function of the hashes of previous blocks. Once a node finds a solution to the PoW puzzle, i.e., a nonce with which the target hash is obtained, then it broadcasts the block to the rest of the network. Other nodes can easily validate the proposed solution, and then start mining a new block. The miner that solves the PoW for a given block obtains a reward in the form of newly created, or mined, cryptocurrency. When a block is mined by solving the corresponding PoW puzzle, it is added to the blockchain and the transactions that it contains are considered validated.

A security concern arises when two nodes find a nonce at the same time or when a second node, which has not received the proof yet, starts broadcasting the solution as well. In Bitcoin, nodes accept the previous block for which they receive a proof. In the case of two near-simultaneous proofs, the blockchain separates in two branches, or forks. [26] introduced a rule in which the fork becoming longer or accumulating mining difficulty would be judged as the authentic one by the network. This is a practical solution as it is highly improbable that two consecutive blocks will be solved simultaneously by two pairs of nodes. In any case, even if two or more blocks are solved at the same time, at some points one of the forks will become longer. This defines the so-called 51% or double spending attack, as malicious nodes would need to to control at least 51% of the network’s computing power in order to be able to introduce a faulty transaction in a block, validate it, and keep validating consecutive nodes in the corresponding fork so that it is accepted as the canonical fork by the network. When the size of the network and the number of miners increases, the probability of such attack is reduced, thus giving the blockchain its immutability and data integrity properties. At this point, the incentive introduced as a reward for solving a PoW puzzle is a key aspect of the blockchain in order to increase the number of miner nodes. The double spending attack is also one of the main vulnerabilities of blockchains based on a PoW consensus mechanism.

The benefit of having an expensive PoW solution in terms of hardware, energy consumption and time is that it is equally expensive for malicious nodes to attack the network. Part of the security of PoW thus comes from disincentivizing attackers because of the large a priori investment required in order to be able to attack and gain control of the network, which would not pay off even if the attack is successful [28]. However, this also means that miner nodes need to spend large amounts of resources, including electricity, in order to successfully solve the PoW problem and mine a block. This makes the blockchain growth unsustainable as all nodes in the blockchain actively try to solve the PoW puzzles while only one of them obtains the reward. In addition, it also creates inequality across the network and higher entry cost; i.e., a new node joining the network needs a large initial investment in hardware in order to be able to solve the PoW efficiently and compete for rewards, and nodes with the best hardware accumulate most of the rewards.

The estimation of computing resources relying on Proof of Work has been studied earlier by [29] and others [30], [31]. In his work, Eyal describes how not only full PoW solutions but also partial solutions can be utilized to ensure members in a mining pool do contribute to the collective mining effort. A mining pool is an association of nodes in a blockchain that utilizes PoW consensus in order to increase the probability of solving the PoW problem first, and therefore obtaining the corresponding reward. Nonetheless, if rewards are shared equally across the pool, then a malicious node might join the pool but never share its PoW solutions. The solution proposed by [29] is to ask all nodes in the pool to share partial proofs, which can be validated by the rest of the pool members, and utilized to quantify the effort or computational power that nodes are dedicating, in average, to the mining task. A key aspect to take into account, however, is the distribution of complexity of the partial proofs of work as described by [29]. This helps avoiding that an a malicious node always submits a partial proof of work with some minimum complexity but never tries to calculate the full proof. In a similar direction but with an opposite approach, [32] proposed a mechanism for the definition of non-outsourceable puzzles which would discourage miners from joining mining pools or creating mining coalitions due to the inability of the pool members to estimate the partial progress of each individual node.

2) Proof of Useful Work: Part of the research community has argued that taking into account the humongous amount of computational resources and electric energy put into mining to solve PoW puzzles, at least these could be defined in a way that the solutions found would help research in other fields. As an example, [33] proposed the definition of PoW puzzles that would find long chains of primes. Solving these PoW would be then dedicated to solve a mathematical problem which consists
on finding the distribution of the Cunningham prime chain. In this case, the Fermat Primality Test would be used to validate the PoW solutions.

A different research approach is the definition of simpler PoW requiring less computational resources in order to reduce the entry barrier and provide a more uniform distribution of mined currency. [34] introduced the concept of Cuckoo hashing, in which the PoW difficulty would remain constant over time.

3) Proof of Stake: While PoW introduces a secure consensus mechanism in distributed networks, the increasing amount of computational resources not only limits the options of new nodes in the network to obtain mined currency, but also limits the maximum amount of transactions that can be processed as it takes an average time of 10 minutes to validate a block and all the transactions it includes [35]. In order to reduce the transaction validation latency, a Proof of Stake (PoS) mechanism was first implemented within the Nxtcoin [36], [37]. A PoS mechanism chooses the block validator based on the stake of different nodes, assigning a probability of being validator that is directly proportional to the amount of coins that a miner owns. A similar approach was introduced by [38], where the pure stake a miner owns is directly related to the probability of the miner to mine a new block, while the exact chance is calculated also based on the state of the current block.

A direct consequence of a PoS-based consensus is that nodes accumulating large amounts of cryptocurrency have a higher change of mining new currency, additionally increasing their stake. Moreover, the network becomes more vulnerable to attacks from these nodes or coalitions of nodes with large stakes. In Ethereum 2.0, a PoS consensus mechanism will be introduced within the so-called Casper protocol [39]. Nonetheless, rather than considering the stake a miner owns, miners are required to put part of their coins at stake and locking them in a virtual safe during the validation process. Keeping the coins in a wallet without putting them at stake is not considered sufficient to be elected a validator in this case. In consequence, miners are incentivized to act in a honest manner as they risk losing all the coins they put at stake if faulty transactions are detected in their validated blocks. The mechanism through which a node loses the coins at stake because of faulty transactions are detected is denominated slashing.

A clear benefit of PoS over a PoW mechanism is the much lower computational complexity of the operations involved, thus having a much smaller footprint in terms of energy consumption and computational resources required. Multiple authors, such as [40] or [41], have studied the sustainability of Bitcoin’s growth and its energy footprint, which researchers estimate to be the equivalent, on a yearly basis, to non-renewable energy resources consumed by entire nations of the size of Czech Republic or Jordan. Nevertheless, this also means that because miners do not need to dedicate large amounts of computational resources to mining, it is easier to perform Sybil attacks or spawn multiple identities within a single malicious node.

The 51% attack discussed in the PoW consensus mechanism is still a potential attack vector in a PoS system. However, while in the PoW case attackers need to obtain control over 51% of the network’s computing power, which becomes increasingly easy as larger pools monopolizing the mining process are created, in a PoS system a attacker needs control over 51% of the cryptocurrency’s total supply. This is, in theory, a more difficult problem than gathering enough computing power. Furthermore, the attack’s incentive is additionally reduced due to the potential evolution of the cryptocurrency’s market capitalization during and after the attack: while an attacker accumulates coins, the coin’s value is likely to increase significantly, causing the attack to become increasingly expensive. In addition, if the coin’s value drops after the attack due to a loss of trust in the network, the main adversely affected node would be the attacker itself as the value of the initial investment would significantly decrease.

In general terms, a PoS system relies on a validator or a set of validators which are eligible after depositing part of their stake. In other words, as described by [39], nodes earn the right to propose a block only after locking part of the coins they own coins on the blockchain. This is an extended definition over the pure PoS system firstly implemented by [42] as part of PPCoin, in which the total miner’s stake is directly considered.

4) Practical Byzantine Fault Tolerance: One of the most famous and successful blockchains to date is Hyperledger, a project initiated in 2016 within the Linux Foundation [43]. Hyperledger is a permissioned blockchain which has been successfully utilized in multiple industrial domains [44]. The objective of Hyperledger is the deployment of an open-source and cross-industry framework that can be utilized as a standard platform to run smart contracts within a decentralized ledger.

The consensus mechanism utilized in Hyperledger is a Practical Byzantine Fault Tolerance (PBFT) algorithm [45], first proposed by [46]. PBFT was the first algorithm with the ability to operate in large asynchronous networks such as the Internet, while providing over one order of magnitude in processing power improvement over previous methods, allowing for high-performance Byzantine state machine replication, and demonstrating thousands of requests per second. Byzantine fault tolerance can be described as the capacity of a system to maintain proper operation when multiple errors or unexpected behaviour occur within part of the system, but not its totality [47]. In a distributed network and considering the consensus problem, this is equivalent to the ability of the network to provide a robust consensus even in an scenario where a subset of nodes act maliciously, failing to forward valid data or sending invalid information.

In a PBFT system, nodes are distinguished between validating and not-validating peers [43]. The validating nodes run the consensus algorithm, in which they replicate a state machine and evaluate its result. A client makes a request that is transmitted over the peer-to-peer network through the non-validating nodes, which act as proxies between clients.
and validators. Non-validating nodes do not participate in the consensus mechanism, but are able to validate the results. The PBFT algorithm is able to provide consensus across the network when at most one third of the nodes behave arbitrarily or maliciously. Because the validator nodes need to arrive to the same results regarding the client request, the state machine that is replicated must be deterministic. Three types of transactions are valid operations: deploy, invoke and query. These involve accepting the code to be deployed (a smart contract), invoking it with a given series of accepted parameter and indicating the result, and querying a state from another node, respectively. The client awaits for a predefined minimum of replies with the same results, which depends on the maximum number of potentially faulty nodes.

In comparison with PoW and PoS systems, in PBFT individual transactions can be confirmed without the need to wait for a block including several transactions to be added to the blockchain. In terms of energy efficiency, PBFT requires less computational resources than a PoW consensus, but increases the probability of a Sybil attack, where a malicious nodes would create multiple instances pretending to be a large number of parties. In practice, PBFT is often combined with a PoW that must be solved in order to join the network and within certain time intervals to ensure that every node in the network is dedicating some minimum computational resources to the collective validation effort. An important benefit of PBFT over PoW and PoS is the low reward variance, as every node can be incentivized. This lowers the reward variance across miners. Nonetheless, the scalability of PBFT is an issue due to the large number of peer-to-peer communication exchanges required.

B. Smart Contracts

The Ethereum blockchain [24] introduced one of the most notorious smart contract platforms based on blockchain, by providing a Turing complete language as part of its framework [48]. Ethereum introduced Solidity [49] as a language to implement smart contracts. In Solidity, a smart contract can be seen as a set of code instructions, or functions, and a set of initial, intermediate and final states (data). Both the data and the code resides at a specific address within the Ethereum blockchain.

Smart contracts are part of the Ethereum Virtual Machine (EVM) [50]. The EVM is a completely isolated environment for executing smart contracts within Ethereum, with no access to other processes, network connectivity or files in the system. In addition, the way smart contracts can access data from other smart contracts is also limited. The EVM is based on the existence of contract accounts, which extend the functionality of external accounts, those controlled by a human or network node through a public-private key pair. Contract accounts operate in an automated way as a function of the code stored within the account. While external accounts are defined based on their key pair, with an address determined based on the public key being assigned to each node joining the network, contract accounts have addresses that are determined when the contract is created. In Ethereum, the address space is shared among both types of accounts.

Contract accounts are created through transactions that have a null or empty recipient. Those transactions must contain code that outputs the smart contract’s code, which is then generated when the transaction’s code is executed within the EVM. In general terms, transactions including a payload and Ether (Ethereum’s cryptocurrency) between external accounts in Ethereum are extended so that when a transaction’s target account is a contract account counting a set of code instructions, these are executed given the payload in the transaction. A key concept in Ethereum is gas. Upon creation, transactions are assigned a definite quantity of gas. The gas is a measure of the processing power that will be dedicated to that transaction. In other words, the gas is the transaction fee. The gas is initially charged into the transaction, and its reserve gradually decreases as a function of a set of predefined rules when the EVM executes the different transaction instructions. The gas that is left is refunded to the transaction creator. The gas price, which is paid upfront, is decided by the creator node. Miners, which obtain the gas price as a reward, decide which transactions to mine based on the amount of gas included. Therefore, the gas price is decided based on the market and the desired priority that miners will give to a specific transaction. In these terms, the Ether that a given node accumulates can be related to its ability to utilize the Ethereum network — the EVM — to perform computation based on instructions included in the transactions that the node initiates.

C. Sharding

One of the main disadvantages of the consensus algorithms presented above, specially PoW due the large computational resources required, is scalability [51]. While Bitcoin only requires one broadcast per block, PBFT is based on multicast messages and also suffers from scalability in terms of communication cost [52]. In all three cases, nonetheless, security does increase as the network becomes larger. [22] presented Elastico in order to overcome the scalability limitations of previous blockchains, with an approach in which the network is partitioned into a set of smaller subnetworks or committees, also called shards. The definition of such committees is referred to as sharding, and Elastico was the first implementation of a sharding protocol for permissionless blockchains that is able to tolerate a predefined fraction of byzantine nodes in the network. Another early proposal of sharding in blockchains was proposed by [53], in which Merklix trees, or Merkle Patricia trees [54], [55] are utilized to merge the state of different shards into a global state. These trees are, in general terms, an extension of Merkle trees for unordered sets that enable addition and removal of elements or branches in the tree with a logarithmic complexity and without the need of full tree recalculation.

Perhaps the biggest effort that is currently being put into the development of a truly decentralized, permissionless and scalable yet secure blockchain is the design and development of Ethereum 2.0 [56], where huge amounts of computing
resources will be no longer required for mining \[57\]. In order to do this, the Ethereum Foundation and other developers behind Ethereum 2.0 have embraced Proof of Stake as the main consensus mechanism, while still utilizing PoW to secure the network, and the concept of sharding towards scalability. The consensus is based on the Casper protocol \[58\], which incentives for mining have been described by \[39\].

While the impact that shards have on transaction scalability is relatively clear, with a much larger throughout being possible in terms of transactions validated per second, it is not straightforward to extend the implementation of smart contracts with sharding. As smart contracts have associated a series of data states corresponding to their code, each state change can be though of as a transaction. There are two basic approaches in order to deploy smart contracts in a network with shards: either contracts are executed within a single shard, or a cross-shard synchronization mechanism exists that allows for data to flow between shards. This also affects to transactions involving tokens that are assigned to different shards, as cross-shard communication is needed.

### D. Scalability

The main goals of Ethereum 2.0 can be summarized in five items: decentralization (to allow single-shard or system-level validation with consumer off-the-shelf hardware), resilience (to maintain operational conditions through network partitions and even if a significant fraction of the network goes offline), security (to deploy advanced cryptographic strategies that enable a large-scale participation and validation), simplicity (to keep the consensus layer and top-level definitions as simple as possible), and longevity (to utilize either quantum secure components and mechanisms, or design the system in a way that it can be easily updated when possible for quantum secure equivalents), according to the Ethereum 2.0 specification \[57\], \[59\].

The roadmap to Ethereum 2.0 \[60\] includes only a basic sharding approach in its initial phase, with no support for the EVM. The key innovations in the first phase of the Ethereum 2.0 deployment will be the utilization of the beacon chain with a PoS-based consensus mechanism \[61\], \[62\]. In the beacon chain, the full blockchain is not stored at all nodes. Instead, each shard has its own full record of transactions, i.e., its own blockchain, and the beacon chain can be understood as a central blockchain that coordinates the shards and stores a chain of global states. In this architecture \[63\], there are different types of nodes: (i) super-full nodes storing the beacon chain and every block from each shard’s blockchain, (ii) top-level nodes storing and processing the blocks in the beacon chain and the headers in the shards' blocks, (iii) single-shard nodes, which are top-level nodes that process and verify at least one full shard, and (iv) light nodes which only process the headers of the main chain blocks. A full Ethereum 2.0 deployment with cross-shard transactions, support for light nodes and flexible smart contracts being able to be executed within a dynamic number of shards is still in early development stages. Nonetheless, most of the concepts have been laid down and development work is in progress. One of the main challenges is on how to support a dynamic reallocation of validators to different shards, i.e., the shuffling of shards that each single-shard node is validating. In this process, there is a trade-off between reshuffling overhead, as a single-shard node in charge of a new shard needs to download the corresponding data, and the time than an attacker needs in order to infiltrate a single shard once its validators are known to the rest of the network.

Some of the main ideas of Ethereum’s solution in order to enable cross-shard communication, and the distribution of validators or shards for single-shard nodes, are the following \[65\]. First, the introduction of receipts, which are objects that are not stored in the shard’s state but are defined in a way that Merkle proofs of their existence can be generated. This is useful for the simplest case where a larger number of applications have each a reduced number of users and do not need to share data often, so that each application can be contained within a shard and utilize receipts to communicate with other applications. Second, to offer transparent sharding, i.e., to dynamically create, merge or divide shards without the need for an application to be aware. Therefore, the sharding process is transparent to developers and they do not need to take sharding into account when defining smart contracts for different applications. Third, a solution for asynchronous cross-shard communication where receipts could be generated in order to revert transactions if necessary. If the system is biased such that reverts propagate faster than cross-shard requests, then this can effectively solve the problem of asynchronous cross-shard communication. Fourth, an strategy to avoid that an attacker sends multiple cross-shard requests from within a single shard. A proposed approach is to require an application that makes a cross-shard call to pre-purchase an amount of gas at the receiving shard (where the pre-purchase transaction occurs), which would be set as congealed. The amount of gas that can be congealed in a single shard is predefined, thus setting a limit to the amount of calls that can be made from other shards. Congealing gas avoids issues with volatile gas prices. In addition, a demurrage rate is included, such that the congealed gas is lost at a preset rate if it is not used within a receipt. Finally, congealed gas has the potential to be used for reliable intra-shard scheduling, even if only for the short term.

A security analysis of scalable blockchains through sharding has been carried out by \[23\] as part of the definition of Omniledger. While still in a proof-of-concept phase, the authors claim that Omniledger is the first decentralized ledger that is able to scale to Visa-level transaction throughput securely. Omniledger focuses on token transactions only, even though the authors lay down the directions for future work in order to support cross-shard communication for smart contracts. While the main concepts behind Omniledger will most probably have an impact in future blockchain implementations with sharding, the Ethereum approach is more robust in terms of strategy and definitions, as well as from the point of view of a thorough security analysis.
III. CONSENSUS IN COLLABORATIVE SWARMS WITH BLOCKCHAIN

In this section, we define an strategy for managing collaboration and establishing consensus in a collaborative robotic swarm utilizing a blockchain. Furthermore, we discuss how different aspects of the blockchain could be adapted to the specifics of robotic cooperation, where the most valuable token that can be exchanged between robots is data. Therefore, part of the security focus is shifted from the transaction validation point of view to the data quality aspect. In that regard, a blockchain can be utilized to establish a secure way of evaluating and ranking the quality of data provided by the different robots.

The approach presented in this paper can be generalized towards achieving consensus in a large multi-robot system, or swarm. Nonetheless, we focus on a specific problem that is particularly significant: cooperative mapping and collaborative sensing or perception within a heterogeneous team of autonomous robots operating in the same environment. With perception, localization and mapping being three of the cornerstones behind fully autonomous operation, the problem of collaborative sensing for enhancing the situational awareness of each of the individual robots sets the basics towards more complex collaboration.

We focus on heterogeneous robotic systems because of their dynamism and the wider variety of applications that they enable. Heterogeneous multi-robot systems or larger swarms have been studied for over two decades [64], [65], [66], [67], [68]. In addition, we consider ad hoc swarms where the number of robots can change over time, and their properties are not within a predefined set. These changes present multiple challenges from the perspective of a heterogeneous resources management system. In a homogeneous ad hoc robotic system, different parameters such as computation power, bandwidth distribution or type and amount of data to be shared can be either predefined or calculated based on a preconfigured strategy. This means that, in most cases, the way that robots interact with each other will not suffer from sudden changes. However, the same does not apply to heterogeneous robotic systems, where a new robot joining the collaboration effort might have a sensor suite or computational resources very different from the rest of collaborating robots. In that case, all the robots need to adapt their collaboration schemes, with potentially significant changes in the way information flows within the network and in the selection of robots that have priority over others to either share or receive information.

An additional assumption that we make is that robots can be anonymous and that all robots have the same role within the network. As we are utilizing a blockchain in order to manage the collaboration and consensus between the different individual robots, a minimum number of nodes must remain in the network in order to keep the blockchain alive. Alternatively, infrastructure in the operation environment can be utilized in order to provide the backbone of the blockchain, making sure that it stays alive and with a minimum level of security so that previously stored data can still be trusted or utilized by new robots joining the collaborative network.

Keeping the blockchain alive and all previous records has the disadvantage of a higher overhead when a robot joins the network. Nonetheless, in this paper we present an approach to evaluate the quality of data provided by the different robots and utilize a ranking based on this metric in order to manage the collaboration. In the case of having robots operating only at sparse time intervals, with long idle periods in which the robots are off or offline, these might lose their status and need to regain it every time they join the network. This has a negative impact not only in the robot itself, which would need to regain the trust of its peers in terms of data quality, but also for the rest of robots, which might be receiving less accurate data until the previous status of the new collaborating peer is regained. Therefore, the level of optimality of the collaboration might be reduced. In general, there is a trade-off between the benefits that the data history stored in the blockchain brings to the collaboration with the drawbacks in terms of synchronization and overhead when robots join or leave the network. It is left as a design decision up whether only the blocks generated in a certain recent time frame are downloaded by new robots or the whole blockchain is. Not having the complete blockchain is not an issue in terms of transaction validation because we introduce a demurrage effect inspired by the design ideas of Ethereum 2.0 to the network’s cryptocurrency. Therefore, the tokens that individual robots had in their stake earlier than a certain time threshold are no longer usable.

Having a connected infrastructure that supports the blockchain is an interesting approach that has the potential to enable multiple applications in the era of 5G and beyond connectivity. With network slicing, softwarization and virtualization, and the ability to support a variety of different verticals, blockchains and other systems could be deployed within the base stations. In those cases, permissioned blockchains might be considered a more suitable solution, where the role of the infrastructure could be more related to validating and increasing the level of security. In any case, in this paper we also consider fully distributed and anonymous permissionless blockchains. A more in depth analysis on this topic is given within the discussion of the design principles.

We focus on providing a strategy with potential to solve two existing challenges in heterogeneous multi-robot collaboration: (1) the management of bandwidth in a peer-to-peer network between different robots, potentially having a myriad of sensing capabilities and computational resources, choosing which robots have priority to transmit their data and which robots will receive specific data batches; and (2) the decision making in terms of what specific data do robots share in order to optimize the benefits that results from the collaboration process. Both concepts are closely related; if a specific robot is able to obtain higher quality data, then a more optimal collaboration can be achieved if its data is shared among the interested peers. In that case, this particular robot should have priority in terms of bandwidth usage. While this argument utilizes only the sensing
capabilities of robots, a similar approach can be taken in terms of the computational resources of each robot. In a smart city environment, an autonomous delivery drone with limited sensing abilities, for example running visual inertial odometry with a single onboard camera, could benefit from the data extracted by a self-driving car equipped with multiple cameras, radars and a high-quality multi-channel 3D lidar. However, if the car simply streams its data, the drone would be barely able to process most of it due to constrained computational resources in its onboard computer. Therefore, it might either discard most of the data when receiving it, or accumulate it and induce a delay in the processing with the consequent latency increase in localization or mapping tasks.

In summary, the main difference of our approach with respect to previous works is that robots do not need to share information about their sensing and computational capabilities, yet they can be able to optimize the way they are collaborating. We understand collaboration optimality as the enhancement of each of the robot’s situational awareness resulting from the analysis of data provided by their collaborating peers. By utilizing a blockchain framework, and adapting the latest developments in the blockchain field, we are able to provide robots with means for more efficient ways of collaboration without having to share, trust and interpret specific data about their sensors or data processing capabilities.

A. Design Principles of a Blockchain for Multi-Robot Collaboration

The utilization of a blockchain for managing the collaboration between robots, based on the assumptions and situations described above, can have multiple benefits. However, multiple design aspects that can significantly affect the way the blockchain is utilized have not been specified so far. It is not the aim of this paper to provide a specific set of methods for heterogeneous robotic collaboration, but instead to provide a set of basic strategies and design concepts that can be utilized towards the definition of advanced collaboration schemes in the future. In this section, we overview the different approaches that can be taken in different blockchain aspects.

1) Blockchain Genesis: The first design decision is whether a longevous blockchain is preferred, or ad hoc blockchains are created when needed. Both options present significant challenges from the implementation point of view, and both can be utilized in different environments or specific application scenarios. We overview the main benefits and drawbacks of each of them. In future work, we will put into practice these two options and evaluate different parameters in order to provide more insight.

I. A Single Longevous Blockchain: In the case of a single longevous blockchain with ad hoc collaboration where new robots might join the network, and other robots might go offline for long periods of time, the main challenge is to ensure that a minimum number of nodes is able to securely maintain the blockchain state. We believe that this type of blockchain can only be effectively implemented when connected infrastructure is added into the blockchain. Whether it is a private or semi-private blockchain in an industrial environment, or an open permissionless blockchain that robots can join to improve their operational performance in a smart city, there must be a minimum set of nodes that are fixed in the environment and are able to support the blockchain even in the case that no robots are active. Furthermore, connected infrastructure, such as mobile network access points or smart gateways near public Wi-Fi hotspots around a city, can be utilized to define a standard for communication within the blockchain and to publish its existence so that anyone can decide to join it.

II. Ad Hoc Blockchains: An alternative to a single blockchain, potentially supported by connected infrastructure, is to create and destroy collaborative networks on the fly. The main disadvantage of this approach is on how to define the conditions under which the blockchain is started, and which entities are allowed to initiate the process. This option is not suitable for applications where individual and anonymous robots are collaborating, with potentially independent developers. Instead, this might be a more suitable approach for situations where a single controller or developer is deploying a large robotic swarm, which may already include a collaboration scheme or not. In that case, the blockchain genesis can be established by the developer, and its existence made public, opening the door to other robots or swarms to join and share data. In this case, the newly joined members should put trust on the blockchain initiators.

A similar situation where an ad hoc blockchain could be applied is in the case of multiple end-devices, vehicles or robots being produced by a single manufacturer but utilized by different individuals. For instance, this could be the case of a company selling self-driving cars. These could be pre-configured to automatically detect other cars from the same manufacturer in the vicinity. In the event of multiple cars converging in a near area, a blockchain could be started without the car owners being aware of it, and these could start benefiting from the data collected at other vehicles, with enhanced autonomous operation. It would be then a decision of the manufacturer whether to broadcast the existence of this network for other vehicles to connect or not. In comparison with a direct cooperative data sharing approach, the utilization of the blockchain and the data quality validation strategies presented in this paper would ensure that faulty sensors or tampered sensor data can be detected by the network if certain conditions are met under which vehicles are able to validate
each other’s data.

2) Consensus Mechanism: While PoW shows an additional potential other than providing a means for consensus, its many drawbacks described in Section 2 make it unsuitable for long-term scalability. In consequence, we propose the utilization of a Proof-of-Stake system for validating transactions, while maintaining a periodic PoW for computational resource estimation. In any case, the energy and time spent by miners towards the PoW is not futile, as it will be utilized by the network to estimate the available computational resources at different nodes. In general, we propose the utilization of a protocol similar to the Casper PoS protocol in Ethereum 2.0, while a PoW is required to be executed periodically for nodes to be still considered part of the peer-to-peer network [58].

In a traditional blockchain architecture, a transaction is validated when the corresponding block where it has been included is mined. In our case, transactions in the proposed network architecture are data exchanges between one robot and a subset of its peers. The data itself is shared within the peer-to-peer network but outside of the blockchain. A certain sample is shared within the blockchain as part of the transaction body so that the whole network can run the data quality evaluation and ranking procedure. Robots do not wait for transactions to be validated within a block before sharing the data. Rather than coining new cryptocurrency through the consensus mechanism, we propose the utilization of the periodic PoW mechanism to provide robots with a preconfigured and fixed amount of cryptocurrency. While in the case of the Ethereum blockchain the Ether can be utilized both to perform trade between peers, and to purchase the network’s execution time, in this paper we only consider the latter scenario. Therefore, the only use of the cryptocurrency is to be able to perform data transactions and be sure that data will be forwarded through the peer-to-peer network.

Rather than providing rewards for block mining as an incentive, the PoW puzzles are compulsory for nodes to be considered part of the network. The time between PoW requests can be preset within the network configuration, as well as the procedure by which the next PoW is automatically calculated based on the blockchain’s state or other parameters. In order to ensure that nodes do not collect a large amount of coins, we propose the implementation of a demurrage mechanism as in Ethereum 2.0, where all the cryptocurrency is effectively congealed and disappears within a certain time interval. In addition, penalties must be included to further control the utilization of cryptocurrencies. In doing so, we can limit the amount of data that dishonest nodes are able to send over the peer-to-peer network.

3) Security Concerns: In a robotic collaboration system, data exchanges are the most valuable tokens. However, including all data in the blockchain would significantly reduce its usability because of the impact on scalability and the latency that such amount of data processing and validation in all nodes would induce. Therefore, in order to provide basic means for the collaborating robots to decide the level of trust that they put into a certain robot, data samples are submitted to the blockchain and evaluated within the network through smart contracts. These samples are then ranked and utilized in order to estimate whether a robot is honest or not, but also which robot is able to provide more accurate or useful data given a particular request.

It is not within the scope of the collaborative decision making presented in this paper the definition of how the data quality ranking is taken into account at each individual robots. This is for application developers and must be implemented separately at each robot controller.

4) Scalability: In order to ensure efficient scalability of the proposed blockchain architecture, we propose the utilization of spatial shards for local decision making in terms of data quality evaluation. Therefore, both a local ranking and a global ranking are kept in record at the shard chains and global chain. This is a useful approach in order to reduce the network load and induced latency. The consensus mechanisms would run in parallel shards which would be defined based on the Ethereum 2.0 standards. A single validator thus belongs to two kinds of shards, spatial shards utilized for running local smart contracts regarding local data quality ranking, and randomized shards running the consensus mechanism and maintaining a global ranking with separate smart contracts. More insight into the definition of the local and global rankings is given in the data evaluation section.

B. PoW for Online Estimation of Computational Resources

In this section, we propose a methodology for estimating the computational resources of each of the collaborating robots by exploiting the PoW puzzles utilized in the blockchain in order to validate blocks. The time required to solve a PoW puzzle can be utilized as an indicator of the available computational resources at a given robot, and partial proofs can be used in case robots are not able to solve a PoW puzzle within a certain predefined time interval. We utilize the term available, rather than total computational resources, because we assume that robots are able to operate autonomously on their own, and utilize the collaboration in order to improve the accuracy of the different methods that they already run. Therefore, robots must decide which amount of resources do they want to reserve for the collaborative effort; the more resources they put into solving PoW puzzles, the more data they are able to obtain, as the amount of data is calculated based on the available processing power in order not to overload the receiving robot with more data that it is able to process.

In a typical PoW utilization for block mining in a blockchain, once a miner finds a solution to the PoW puzzle and broadcasts it, all other miners automatically discard their solutions and start working on mining a new block. However, this can only give an idea about the processing power of the node that was able to mine the block. In order to be able to obtain useful information regarding all nodes in the network, partial proofs of work can provide more insight into the effort that different nodes put towards the PoW puzzles.
The utilization of partial proof of works has been previously been proposed in different mechanisms that secure and raise the level of fairness in mining pools [29, 69, 80, 70, 51]. Mining pools utilize various payout systems in order to distribute the mined coins between their miners even if individual nodes have not been able to provide a full PoW solution. For the estimation of computation in a robotic system, a simplistic approach is enough. One naive solution is, for instance, that each robot is assigned a different PoW puzzle with equivalent complexity. This helps to avoid two robots submitting the same partial or full PoW solution while only one is actually calculating it. In this case, we do not need to consider the presence of malicious nodes that put less computational resources towards solving PoW that they can. This is because the conclusion from the network would be that the processing power is more limited at those nodes, and other robots would therefore send less data. In this approach, solving PoW puzzles is not the means towards a monetary reward, but instead towards a data reward. The faster a PoW problem is solved, the more data a robot is likely to receive from its peers. Therefore, individual nodes would gain nothing and only incur in their own detriment by lying to the network with less complex partial PoW solutions. Because the result of the PoW has to be shared with the rest of robots and can be easily validated by each of them, robots cannot provide fraudulent data regarding their computing capabilities. The reason robots might perform such malicious actions could be because either they want to destabilize the network or they want to increment the amount of data they are receiving in a network with limited bandwidth where most robots might have extra processing power that is not being put into use.

The mining difficulty should be set to a fixed value, in contrast with Ethereum’s adaptable PoW complexity, so that robots with lower computational resources can also be part of the collaborative sensing scheme. Nonetheless, the complexity should be enough to ensure that only robots with a minimum level of computational capabilities are able to participate. In a similar way, the network connectivity of the robots must be put to test before joining the network in order to avoid bottlenecks and sub-optimal collaboration. At the same time, if the PoW is too easy to solve, then the communication overhead might play a more significant role. In general, if the network-wide communication latency is at least one order of magnitude smaller than the minimum time required to solve a PoW puzzle, then a simple averaging could suffice for more accurate, long-term estimation. Nonetheless, the estimation should be able to adapt to changes in the available computational resources. This can happen because robots might be running other computation intensive processing algorithms that are only executed at certain intervals, or only when a series of events occur. In order to do this, a naive approach would be, for instance, to select the last $N$ PoW proofs or partial proofs such that for all (or most) $M < N$, the estimated computational capabilities $\mu C_M$ and $C_N$ have low variance, i.e., $\mu C_M - \sigma C_M \leq \mu C_N \leq \mu C_M + \sigma C_M$. However, potential outliers should be taken into account and a minimum number of partial PoW solutions $N > \varepsilon$ utilized in the collective estimation procedure. If the nature and capabilities of robots collaborating through the network changes, with significant increase or reduction of the average computing power, an alternative approach to adapting the PoW complexity is to set a maximum time that robots dedicate to the mining effort, even if none of them is able to produce a full PoW solution. In this case, however, the maximum latency in the peer-to-peer network should be taken into account in order to calculate the timeout interval, and its value should be negligible in comparison.

C. Data Evaluation - Proof of Quality

We are basing the collaboration management in two parameters: the estimation of the available computational resources and the evaluation and ranking of the quality of data provided by different robots. For the first aspect, we have proposed the utilization of a PoW scheme in order to maintain an online estimation during operation. For the second aspect, the main idea presented in this section is to share within the blockchain a data stamp, or sample, whenever a data exchange transaction between two robots, has been made. Thus, not all the data is stored in the blockchain, but can be transmitted through a direct connection, an external network or the peer-to-peer network. We assume that the only connection between robots is the peer-to-peer network. This matches with the assumption that robots are anonymous, and therefore they do not necessarily have any means of contacting their peers. The main argument behind this assumption is that collective decision making in terms of what data is shared between certain pairs of robots is strongly affected by the constraints of bandwidth or latency inherent to the peer-to-peer network. In external channels exist, it is not straightforward to consider them within this distributed process.

The cryptocurrency in the proposed collaborative network has no real value. Instead, the most valuable asset is data. Therefore, we put the focus around the data and how to evaluate and rank its quality. The following parameters are utilized to evaluate the data stamp: (i) the type of data that has been provided; (ii) the density or resolution of the data sample; and (iii) the comparison of this data sample with historical samples from other robots that are or have been operating in a close location. Regarding the type of data that is being shared, it can be classified, for instance, into visual data (camera images), point cloud data (from lidars, depth cameras), or radar data. Then, the resolution of these images, or the density of a lidar point cloud is also taken into account. Based on this evaluation, penalties can be defined for nodes that fail to provide certifiable data stamps by providing a reduced share of newly coined cryptocurrency.

A ranking of the quality of data is not kept within the blockchain. This is because the type of data can only be evaluated based on the global needs of the system, which can considerable change over time. What is stored in the blockchain is the results of comparison of data stamps from the same environment. This result can be (i) a confirmation that the
data matches, with no ability to provide further information; (ii) a confirmation that the data matches and that the current sample is either less dense and included in the sample, or that the new sample has more resolution; or (iii) a mismatch event where the robot has been unable to confirm that both the historical sample and its new sample represent the same object or environment.

A trustability concern arises when considering the event of a subset of nodes submitting bogus data stamps to the blockchain, which are in turn validated by other robots in an attack coalition. However, in order to do this, the attacker coalition must hold a majority in a given spatial localization. We propose the utilization of a validation graph, where two nodes are connected if any one has validated the other’s data stamp, and its analysis in order to detect fully connected or almost fully connected subgraphs, or whether it is a disconnected graph with multiple separated components. While this can give an idea of trust, the decision-making process from this information is not straightforward. Consider for instance the case in which a certain group of honest robots are sharing and validating each other’s real data, and an equivalent number of malicious nodes is sharing and validating counterfeit data. If these are the only collaborating robots in the vicinity, then for a robot in another location it is impossible to discern between them. However, this might not necessarily be a problem if no other robot is utilizing data from that particular location. In the long-term, given a majority of honest collaborating robots, and assuming that most locations are visited by a large enough number of the honest robots, then the counterfeit data stamps will be eventually detected and the set of malicious nodes will be labelled as dishonest.

D. Peer-to-Peer Data Sharing Scheme

So far we have provided an approach that assumes that robots do not share explicit information about their sensors, or the on-board hardware resources. This means that the maximum level of optimality that can result from such collaboration is limited by how well can the different proposed approaches abstract and model the robots’ resources and capabilities. In other words, if the estimation of computational resources that is obtained via PoW cannot be performed in an accurate manner, this inherently limits the maximum level of performance of the proposed system. A similar situation occurs with the estimation of data quality and robot trustability level.

If robots decide to share data without filling a transaction within the blockchain, it must occur either through a direct link or outside of the peer-to-peer network. If a third node receives a request to forward data between a given pair of robots, it only does so if the corresponding hash of the data sample has been already included in the blockchain.

In the same sense than in Ethereum nodes buy gas in order to execute smart contracts, each transaction consumes a given amount of cryptocurrency. In order to avoid a situation in which a malicious node would start multiple transactions, effectively double-spending its stake, sending large amounts of data in order to collapse the network, we propose that a strategy similar to the gas congealing scheme in Ethereum 2.0 can be utilized. The key difference is that all the cryptocurrency that a robot has in its stake is congealed and subject to the demurrage effect.

The decision making in terms of the data to be transmitted can be established as an optimization problem where the bandwidth of the peer-to-peer network and the available computational resources at the nodes receiving the data are considered constraints. The function to be maximized is a weighted sum of the data that robots receive based on their requests, and a measure of the trust put into the quality of that data. In this paper, we provide a high-level approach and do not delve into the details of specific calculations, which will be considered in future work.

Consider that at a certain time instant the blockchain is formed by a coalition of $N$ nodes, with their indexes represented by the set $[N] = 0, \ldots, N$. A new PoW problem is considered by all robots, where $L_H$ represents the size of the PoW hash in bits, and $PoW_i \forall i < N$ is the full or partial solution that robots provide and is verifiable by their peers, $PoW_i \in \mathbb{Z}^{L_H}_2$. The available processing power at each robot is then estimated relatively to that of other robots, and mapped to the interval $\mathbb{R}^{[0,1]} = \{x \in \mathbb{R} \mid x \in [0,1]\}$. We denote the estimator with $\hat{C} : \mathbb{Z}^{L_H}_2 \rightarrow \mathbb{R}^{[0,1]}$ which takes as input the set $\{PoW_i\}_{i \in [N]}$ and outputs the set $\{\hat{C}_i\}_{i \in [N]}$. During the estimation calculation, an additional parameter $D_{\max}$ is calculated, which defines the maximum amount of data that the robot with the most computing power is able to process per second, in bytes. Upon submitting a PoW full or partial solution, each robot also submits a data request, denoted $DR_i$, which contains a requested amount, in bytes, type of data (image, point cloud, radar or others) and a minimum and maximum resolution or density $DR_{i,j} = \text{struct}\{\text{type, max_size, min_res, max_res}\}$, where $j$ varies for each different data type. Additionally, robots submit information about the data they are able to provide, or available data, with the same type of information $AD_{i,j} = \text{struct}\{\text{type, max_size, min_res, max_res}\}$, where again $j$ iterates over the available data types. We suppose that an error function $\mathcal{E}_{DR_{i,j}, DA_{k,j}} > 0$ is given that increases as the mismatch between the desired data size and resolution in a data request from robot $i$ and the available data at robot $k$. Finally, robots share their position in a global reference frame and an estimation of its error. This is utilized in order to divide the robots in spatially-defined shards, and at individual robots to decide how they utilize the received data.

We assume that the data quality evaluation provides a value $Q_i \neq 0 \in \mathbb{R}$ that can be negative and represents the trust that the network puts on robot $i$. We do not provide a specific formula to calculate this value, but instead refer to the guidelines described in the previous section. Given the maximum bandwidth of the link between robots $i$ and $j$ in the peer to peer network, $BW_{i,j}$, we can now formulate the optimization problem that is solved as part of a smart contract deployed in the network in order to make decisions with respect to the data that is shared between robots:

\[ \max_{\{DR_i\}_{i \in [N]} \mid \{PoW_i\}_{i \in [N]} \} \sum_{i \in [N]} Q_i DR_{i,j} \text{ weighted sum of data that robots receive based on their requests and a measure of the trust put into the quality of that data.} \]
arg max \( X \) \( f(X) = \sum_{i=1}^{N} \left( \sum_{j|x_{ij} \in X} \alpha Q_j + \beta \frac{1}{E(x_{ij})} \right) \)

subject to:
\[
\begin{align*}
    x_{ij}, \text{size} & \leq D_{\text{max}} \cdot \hat{C}_i \quad \forall x_{ij} \in X \\
    x_{ij}, \text{size} & \leq BW_{i,j} \quad \forall x_{ij} \in X
\end{align*}
\]

where \( X = \{x_{ij}\} \) represents a data exchange between the pair \((i, j)\) with a given size \( x_{ij}, \text{size} \), and \( E(x_{ij}) = E_{DR_{i,j}, DA_{i,j}} \). The parameters \( \alpha \) and \( \beta \) define a weighted sum between data usability and data trustability that must be set depending on the range than the data quality and data error match functions can give. We have considered that the bandwidth \( BW_{i,j} \) of the link between robots \( i,j \) is independent of data that might travel between the same link but does have a different recipient. This is an unrealistic assumption in a peer-to-peer network that potentially relies on a mesh network for communication. However, that is a problem within the graph theory domain and we do not consider within the scope of this paper.

IV. DISCUSSION

In general terms, the approach proposed in this paper requires more maturity of some blockchain technologies that are not widely in use yet. Some of these can be seen within the roadmap towards Ethereum 2.0. The collaboration process described in the previous section can be summarized with the following steps:

1) Genesis of the blockchain. A decision is taken regarding whether it is supported by fixed assets, such as infrastructure, or automatically destroyed when the number of collaborating robots reaches a minimum threshold.

2) A new robot is able to join the network by providing a PoW solution, in order to avoid Sybil attacks and ensure that all robots have a minimum of available computational resources. Upon joining, the bandwidth of the connection between the robots and the peers that it is connected to is put to test. This can be done periodically in order to have an estimation of the peer-to-peer network bandwidth, if other means of calculating its capacity are not available.

3) Periodic submission of partial or full PoW solutions. This is utilized to have an online estimation of the available computational resources at the different robots. Together with the PoW solution, a series of data stamp is submitted. Each data stamp must represent the type and density of data that the robot is able to share with the rest of the network. An estimation of the maximum data throughput that it can stream for each of the types must be included as well. If the robot is located in a location where previous data stamps exist, and it is able to capture comparable data, then additional data stamps are submitted as well. These additional stamps must be accompanied by a comparison result and corresponding details, which must be verifiable by robots with enough computing power.

4) Together with the PoW and data stamps, robots inform their peers about the type of data and a range of resolutions that would benefit their autonomous operation.

5) If data stamps which can be comparable to previous entries in the blockchain are submitted, then all robots with enough processing capabilities must perform the comparison. An PoS approach is utilized in order to validate a comparison, where the stake is calculated based on the number of positively confirmed data stamps submitted by each individual robot.

6) Upon receiving all partial PoW and the corresponding data stamps, a smart contract is executed to perform the online estimation of available processing power.

7) Utilizing the processing capabilities at the receiving robots and the peer-to-peer network bandwidth as constraints, an optimization problem is solved in order to decide the usage of the network. The function to be optimized is a weighted sum of the

8) Robots receiving data must confirm that its properties are equivalent to those of the submitted data stamp. In the event of a mismatch or the inability of the receiving robot to verify that the data stamp is part of the received data, a negative receipt is issued which affects the evaluation of data quality and trustability together with the stamp-to-stamp matching process.

An illustration of some of the steps summarized above is provided in Figure 2, where different robots have different computational capabilities and share data stamps, partial or full PoW solutions, data requests and information about available data in order to collaborative decide on the best usage of the peer-to-peer network and the data that will be shared. After this, robots start collaborating, utilizing the newly coined cryptocurrency to make data exchange transactions until the next PoW puzzle has to be solved. Therefore, the behavior of the collaborating robots in terms of communication and data sharing is static between two consecutive PoW solving rounds.

A. Challenges

In order to arrive to a successful implementation of the strategies presented in this paper, numerous challenges need to be overcome. Nonetheless, the main objective of this paper is to define a basic set of design strategies and architectures that have potential to enable secure and efficient ad hoc robotic collaboration in the near future.

Some of the main challenges of the proposed, which will be studied further in future work, are the following: (i) the management of blockchain lifecycles, or the management of trust where a predefined set of assets is in charge of maintaining the blockchain; (ii) the prevention of broad-scale attacks where a large group of attackers submit counterfeit data to the network and continuously provide new stamps and confirmations of such data; and (iii) how to ensure that robots do not join the network only to obtain data but do not show the real quality of their data, for instance by downsampling point clouds or
Fig. 2. Illustration of the inputs utilized in order to estimate computational resources and data quality. The data stamps are taken from specific features from the environment that can be easily recognized by other robots, such as the structure of windows or the corners in a building.
inducing blur in images. This last point presents particular complexity because it is virtually impossible for robots to evaluate whether their peers do have more sensing capabilities or not, and limiting the amount of data that robots receive based on the quality of data that they provide would have a significant negative impact in resource-constrained robots with limited sensor suites such as drones or small delivery robots.

B. Opportunities

We see the main opportunities of the proposed system as part of smart cities, where the blockchain can be supported by deployed infrastructure, as well as industrial environments where there exists trust between parties but different actors deploy robots in the same environment. In a smart city, a public blockchain for data sharing could boost the deployment of autonomous robots from both private and public entities. In addition, the role of the infrastructure should be considered not only as a platform to manage the blockchain lifecycle but also as a static data source and validating platform, where traffic cameras and other sensors that already exist can be integrated. With this sensor data, connected infrastructure can validate data stamps from the robots, but also provide data to interested parties.

V. Conclusion

We have introduced strategies for managing collaboration in ad hoc heterogeneous robotic swarms with blockchain technology. We have analyzed consensus protocols and scalability issues in various blockchains architectures, and proposed different ways of adapting these methods and architectures to manage two parameters in robotic collaboration: the evaluation of the quality of data, and the estimation of computational resources at different robots. With the proposed approach, these parameters can be estimated without utilizing explicit information about the sensors and hardware onboard the robots. In particular, we propose the utilization of periodic PoW to estimate the relative available computational resources at different robots. In addition, when robots share data they must include a certain sample through a transaction in the blockchain, such that it can be utilized by other robots operating in the environment simultaneously or in the future in order to confirm that the data is both valid and of good quality. We have argued that this approach has potential to be utilized in smart cities, where connected infrastructure is in charge of maintaining the blockchain even if no robots are connected.

Some of the concepts presented in this paper are in early development state. Consequently, a full and efficient implementation of the proposed strategies is not viable with the current state-of-the-art. Furthermore, multiple challenges remain in the definition of generic yet flexible and adaptable methods for evaluating the data quality and increasing the efficacy of the ranking scheme. In future work, we will study these aspects more in depth, as well as provide partial implementation and testing with specific application scenarios.
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