Conditions for an experimental Boson-sampling computer to disprove the Extended Church-Turing thesis
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We consider an experimentally verifiable version of the Extended Church-Turing thesis and derive sufficient conditions for an imperfect experimental realization of the Boson-sampling computer of Aaronson & Arkhipov to disprove it. Since the effect of the photon mode mismatch and the network imperfections (noise) are already known, we focus on the multi-photon and vacuum components of the input, the photons losses, and the detector dark counts. The main result is the complete set of sufficient conditions on the experimental imperfections for scalability of the experimental Boson-sampling computer.
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Introduction – The boson-sampling (BS) computer was recently proposed by S. Aaronson and A. Arkhipov [1] as a near-future feasible device serving as an evidence against the Extended Church-Turing thesis (ECT) stating that any physical device can be efficiently simulated on a classical computer. Such a device uses a unitary linear network with identical single photons at the network input. It is not known if the BS computer can solve any \( \mathcal{NP} \) decision problem such as factoring large integers [2, 3]. What S. Aaronson and A. Arkhipov have shown is that simulation of the BS computer output on a classical computer would require exponential resources [1]. In the ideal case (with the ideally indistinguishable single photons, a perfect network and the ideal detectors) the \( \mathcal{N} \)-boson output amplitudes are given as the matrix permanents (see Ref. [4]) of complex \( N \times N \)-submatrices of the network matrix [5, 6] and, by the classic result of the computation complexity theory [7], require exponential in \( N \) computation time (see also Ref. [8]). The fastest known algorithm for computation of the matrix permanent, due to H. Ryser [9], requires \( O(N^22^N) \) operations. A polynomial classical algorithm for the matrix permanent is believed to be impossible on the basis that the contrary would imply that all problems in the complexity class \( \#P \), superior to the class \( \mathcal{NP} \), are efficiently solvable on a classical computer, i.e. the whole polynomial hierarchy of the computational complexity would collapse [1].

An universal quantum computer (UQC) could, of course, simulate the BS device, but the scalability of the BS beyond the classical computational power is easier to achieve. Indeed, with few dozens of single photons it would outperform the current classical computers [1]. Moreover, for this goal only passive optical elements and indistinguishable single photons [10] producing the Hong-Ou-Mandel type interference [11] (see also Refs. [12, 13]) are needed. Hence, though it is not known if any practical computational problem can be solved on the BS computer, such a device undoubtedly would have an enormous conceptual impact on physics. Four independent groups have tested their prototypes of the device on small networks with few single photons [14, 17]. Now the goal is to scale up the BS computer to at least few dozens of single photons.

In contrast with the UQC [18, 19], no specific error correction protocol is known for the BS device (i.e., not based on the UQC simulation of the BS computer). However, in Ref. [1] it was shown that an approximate simulation of the ideal BS computer output is also classically hard, if two highly plausible, numerically tested, conjectures are true. This result is valid for a network with \( M \) modes such that \( M \gg N^2 \). Based on this result, the scalability of the experimental BS computer can be studied. Some necessary, though not sufficient, conditions for the BS operation beyond the power of the classical computation were presented in Refs. [20, 21]. Two precise results are also available [22, 23]. First, it was shown [22] that the BS device employing a noisy optical network with the fidelity of its optical elements \( F_{el} = 1 - O(N^{-2}) \) is still hard to simulate classically. Second, it was also shown [23] that the BS computer is scalable when the average single-photon fidelity between any pair of the photon sources satisfies \( F_{ph} = 1 - O(N^{-3/2}) \). In a more recent study [24] some arguments were given that the BS device cannot serve as an evidence against the ECT, because it cannot be scaled up under a constant operation error. In this respect it agrees with the previous results [22, 23] implying the same conclusion.

Experimentally verifiable ECT – The conceptual importance of the BS computer for physics lies in its obvious conflict with the ECT [1]. Since the ECT thesis is an asymptotic statement, whereas the experimental verification uses finite devices, the asymptotic ECT cannot be rigorously disproven by any experiment. In the case of the UQC there are theoretical arguments for scalability to an arbitrarily large device (and arbitrary long computational time) using the error correction protocols [18, 19]. The BS computer hardness is not based on any decision problem in the \( \mathcal{NP} \) class, but on the \( \#P \) class of higher computational complexity. Hence, the verification of its operation is classically hard. However, the most important point of Aaronson & Arkhipov [1] is that the unavoidable errors in the BS device are an integral part of the computational problem which is proven (un-
nder two highly plausible conjectures) to be hard for the classical computers. Precisely, Theorem 1.3 of Ref. [1] states that given a random $M$-mode network with $N$ of its input modes connected to the ideal single photon sources (with $M \gg N^2$), it is classically hard to simulate the output distribution of this ideal BS computer in poly$(N, 1/\epsilon)$ time, where $\epsilon$ is the variational distance error. This computational problem can serve as a basis of the experimental BS device with a limited distance error $\epsilon$ by the BS computer, if one shows that it can be efficiently simulated by the experimentally verifiable evidence against the ECT by the BS computer, if one shows that it can be efficiently simulated by the experimentally feasible BS device for any problem size $N$ and any nonzero $\epsilon$.

Below a complete set of sufficient conditions is given for the experimental BS device with $N$ photon sources to simulate the output of the ideal BS computer to a variation-distance error $\epsilon$ for the fraction $1-\delta$ of all networks, for any finite $N$ and any $\epsilon, \delta > 0$. Therefore, our results prove the scalability of the experimental BS computer, where one has to use $1/(1-\delta)$ different networks, on average to have a hard instance of the network [22].

The asymptotic limit, i.e. $N \to \infty$ and $\epsilon \to 0$, in practical terms implies that an arbitrarily small error has to be achievable. Therefore, one can consider separately the effect of various types of error. The photon mode mismatch and the noise in the network were already analyzed previously [22, 23]. To complete the picture, we will consider the combined effect of the multi-photon components and vacuum in the input modes, the photon losses, and the dark counts of the detectors.

The experimental BS computer model – We consider a $M$-mode unitary linear network connected to $N$ identical sources (i.e. being replicas of each other) which output imperfect single photons with the density matrix $\rho = p_0 |0\rangle \langle 0 | + p_1 \rho^{(1)} + p_2 \rho^{(2)} + \ldots$, where the $k$- photon component $\rho^{(k)}$ appears with the probability $p_k$. As above discussed, we completely neglect the mode mismatch in each component $\rho^{(k)}$, thus $\rho^{(k)} = |k\rangle \langle k |$ (note that the cross-coherence terms containing $|k\rangle \langle m |$, with $m \neq k$, are invisible to the photon detectors).

To account for the photon losses we assume them to occur at the detection stage. We assume the $M$ photon-number unresolving (bucket) detectors, connected to the network output modes, to be replicas of each other. The genuine quantum features are embodied in the quantum output probabilities of the network, whereas the photon losses and the dark counts of the detectors have direct analogy in the classical particle counting with losses and count errors. The photon losses can be accounted for by introduction of the loss probability $r$, whereas the dark counts can be described by the integral dark count rate $\nu$ (see details in Refs. [22, 24]). The $M$ detectors are thus replicas of the bucket detector with the no-click probability $P_D(0) = e^{-\nu r^a}$, for the s-photon input (i.e., the zero dark counts probability $e^{-\nu}$ multiplied by the total loss probability $r^s$), and the click probability $P_D(1) = 1 - e^{-\nu r^a}$.

Let the input and output modes of the network have the boson operators $a$, and $b_i$, $i = 1, \ldots, M$. These are related by the network matrix $U: a_i^\dagger = \sum_{j=1}^M U_{ij} b_j^\dagger$. The input state (density matrix), with the input modes $1, \ldots, N$ connected to the photon sources, reads

$$\rho^{(in)} = \rho_1 \otimes \ldots \otimes \rho_N \otimes |0\rangle \langle 0 | \otimes \ldots \otimes |0\rangle \langle 0 |,$$

$$\rho_i \equiv \sum_{k=0}^\infty \frac{p_k}{k!} (a_i^\dagger)^k |0\rangle \langle 0 | a_i^k.$$  \hspace{1cm} (1)

It is convenient to introduce the vector notations for the mode occupation numbers, writing $|\vec{n}\rangle$ for the Fock state with $\vec{n} = (n_1, \ldots, n_M)$. Let us set $|\vec{n}\rangle = \sum_{i=1}^N n_i$. In Eq. (1) we have the input $\vec{n}$ with $n_i \geq 0$, for $1 \leq i \leq N$, and $n_i = 0$, for $i \geq N + 1$. The input Fock state $|\vec{n}, \vec{m}\rangle$ can be expanded in the output Fock states $|\vec{s}, \text{out}\rangle$ as follows:

$$|\vec{n}, \vec{m}\rangle = \sum_{\vec{s}} \delta_{|\vec{n}|,|\vec{s}|} \frac{\text{per}(U[|\vec{n}|\langle \vec{s}|])}{\sqrt{\mu(|\vec{n}|)\mu(|\vec{s}|)}} |\vec{s}, \text{out}\rangle,$$  \hspace{1cm} (2)

where $\mu(|\vec{n}|) = \prod_{i=1}^N n_i!$, per($\ldots$) stands for the matrix permanent [4], and we denote by $U[|\vec{n}|\langle \vec{s}|]$ the $N \times N$-dimensional matrix obtained from the network matrix $U$ by taking the $i$th row $n_k$ times and the $k$th column $s_l$ times (the order of rows/columns being unimportant). The probability of $N_o$ clicks of the output detectors located at $\vec{l} = (l_1, \ldots, l_{N_o})$ reads

$$P_{\text{out}}(\vec{m}) = \sum_{\vec{s}} P_D(\vec{m}|\vec{s}) \sum_{\vec{n}} P_U(|\vec{s}|\langle \vec{n}|) P_I(\vec{n}),$$  \hspace{1cm} (3)

where the binary “occupation numbers” $m_i$ count the detector clicks ($m_i = 1$ for $1 \leq \alpha \leq N_o$ and $m_i = 0$ for $N_o + 1 \leq \alpha \leq M$). Here the probability $P_I(\vec{n})$ of the input $\vec{n}$, the conditional probability of the network output $\vec{s}$, $P_U(\vec{s} | \vec{n})$, and the conditional detection probability $P_D(\vec{m} | \vec{s})$ are given as follows:

$$P_U(\vec{s} | \vec{n}) = |\langle \vec{s}, \text{out}| \vec{n}, \text{in}\rangle|^2 = \frac{\text{per}(U[|\vec{n}|\langle \vec{s}|])^2}{\mu(|\vec{n}|)\mu(|\vec{s}|)} \delta_{|\vec{n}|,|\vec{s}|},$$

$$P_I(\vec{n}) = \prod_{i=1}^N p_{n_i}, \quad P_D(\vec{m} | \vec{s}) = \prod_{l=1}^M p_{m_l(s_l)},$$

$$P_D(\vec{m} | \vec{s}) = e^{-\nu r^a} \delta_{\vec{m}, \vec{0}} + (1 - e^{-\nu r^a}) \delta_{\vec{m}, \vec{1}}.$$  \hspace{1cm} (4)

We have obvious identities: $\sum_{\vec{n}} P_I(\vec{n}) = 1$, $\sum_{\vec{m}} P_D(\vec{m} | \vec{s}) = 1$, and $\sum_{\vec{n}} P_D(\vec{m} | \vec{s}) = 1$.

Our model can also be extended to the recently proposed BS computer with Gaussian states [27], where a number, $N_p$, of the parametric down conversion sources is heralded for single photons, with a high probability that $N$, different at each run, input modes contain the state $|1\rangle$ in the modes $i_1, \ldots, i_N$ (in this case $p_0 = 0$ and $N = f(N_p)$). The difference with the original BS computer of Ref. [1] is that one samples both on the input and output modes.

We will focus on the network in the “collision free” limit $M \gg N^2$ [1], when the BS computer is shown
to be classically hard to simulate. Due to the boson birthday paradox [1, 28, 29], the probability of photon bunching at the network output is bounded, on average in the Haar measure, by $1 - \frac{(N - 1)!}{\sum_{|\vec{m}|=N} P_{\vec{m}}(\vec{n})}$ (for $m_i \leq 1$). Thus the simple bucket detectors, registering only the presence of the input different from the vacuum, are sufficient. Similarly, it can be shown that the probability of a bunched output $\vec{s}$ (i.e., some $s_i > 1$), $P_{\vec{s}}(\vec{n}) = \sum_{|\vec{m}|=N} P_{\vec{m}}(\vec{s}|\vec{n}) P_{\vec{n}}(\vec{n})$, in our case is bounded by $\frac{(N - 1)!}{\sum_{|\vec{m}|=N} P_{\vec{m}}(\vec{n})}$, on average in the Haar measure, where the overline denotes the averaging with respect to the probability of $N_i$ photons in the input, i.e., $P_{\vec{n}}(N_i) \equiv \sum_{|\vec{m}|=N} P_{\vec{m}}(\vec{n})$.

The variational distance to the ideal BS computer – The variational distance between the output distributions of the ideal and an imperfect BS computer is the measure of the computational complexity of the latter. For $M \gg N^2$ we can ignore the bunched output in the ideal BS case, thus the variational distance to the ideal BS computer $V$ consists of the following two parts:

$$V_1 \equiv \sum_{|\vec{m}|\neq N} P_{\text{out}}(\vec{m}), V_2 \equiv \sum_{|\vec{m}|=N} |P_{\text{out}}(\vec{m}) - P_{\text{out}}(\vec{m})|,$$

where $P_{\text{out}}(\vec{m}) \equiv P_{\vec{m}}(\vec{n}|\vec{m})$ and we have introduced the ideal input $\vec{n}(0)$, i.e., $n_i(0) = 1$ for $i = 1, \ldots, N$ and $n_i(0) = 0$ otherwise. First of all, in $V_{1,2}$ of Eq. (5) we have an exponential number of terms in the summation over $\vec{n}$ and over $\vec{s}$ in $P_{\text{out}}(\vec{m})$ of Eq. (3) (and also over $\vec{n}$). An exponentially small probability on the probability $P_{\vec{m}}(\vec{s}|\vec{n})$ is needed to bound such a sum. Whereas there seem to be no deterministic condition on the $U$-matrix elements to have all output probabilities $P_{\vec{m}}(\vec{s}|\vec{n})$ exponentially bounded as needed for our purposes, there is a probabilistic bound in the Haar measure: we simply exclude a fraction $\delta$ of the networks. One way of doing it is to use Chebyshev’s inequality which bounds the tail of a probability distribution by its moment.

The easiest to compute moment of the variational distance $V$ in Eq. (5), for the Haar-random $U$, is its average value. For $M \gg N^2$ any $N \times N$-dimensional submatrix of a Haar-random $M \times M$-dimensional $U$ is made of the elements approximated by the i.i.d. complex Gaussian random variables with the probability density $p(U_{kl}) = \frac{\pi^2}{2M^2} \exp\{-M[U_{kl}]^2\}$ [1]. A simple way to obtain the average of the probability $P_{\vec{m}}(\vec{s}|\vec{n})$ for arbitrary $\vec{s}$ and $\vec{n}$ is to use a formula for the matrix permanent employing the Fisher-Yates distribution of the contingency tables $T$: $P(T|\vec{s}, \vec{n}) = \frac{\mu(\vec{s}|\vec{n})}{N! \mu(T)}$, where $N_i = [\vec{s}] = |\vec{n}|$, $T$ is a $M \times M$-dimensional matrix such that $\sum_{k,l=1}^{M} T_{kl} = n_k$ and $\sum_{k,l=1}^{M} T_{kl} = s_l$ (the contingency table), and $\mu(T) = \prod_{k,l=1}^{M} \frac{M!}{T_{kl}!}$. From Ref. [30] we have

$$\text{per}(U[\vec{s}|\vec{n}]) = N! \sum_{T} P(T|\vec{s}, \vec{n}) \prod_{k,l=1}^{M} U_{kl}^{T_{kl}}. \quad (6)$$

Using the Gaussian approximation we get

$$\langle P_{\vec{s}}(\vec{n}|\vec{m}) \rangle = \frac{N!}{M N^2} \delta_{|\vec{s}|, N} \delta_{|\vec{n}|, N}, \quad (7)$$

valid for $N_i^2 \ll M$. In the case of small errors, the average number of photons $N_i$ in the input is close to $N$, hence, the Gaussian approximation can be still used in the calculations below [33]. By using Eq. (7) for the averaging over $U$ we obtain

$$\langle V_1 \rangle = 1 - \sum_{|\vec{m}|=N} \sum_{|\vec{s}|=N} P_D(\vec{m},|\vec{s}|) \sum_{|\vec{n}|=N} \langle P_U(\vec{s}|\vec{n}) \rangle P_{\vec{n}}(\vec{n})$$

$$= 1 - \sum_{|\vec{m}|=N} \sum_{|\vec{s}|=N} \sum_{|\vec{n}|=N} P_D(\vec{m},|\vec{s}|) \frac{N!}{M N^2} \sum_{|\vec{n}|=N} P_{\vec{n}}(\vec{n})$$

$$\leq 1 - e^{-(M - N)\nu} (1 - e^{-\nu_r})^N p_i^N \left[ 1 - \frac{N^2}{2M} \right]. \quad (8)$$

We have retained only the terms with $N_i = N$ from the sum over $\vec{s}$ in Eq. (5), used that $\sum_{|\vec{m}|=N} P_{\vec{m}}(\vec{n}) \geq p_i^N$, and the following inequality

$$\sum_{|\vec{m}|=N} \sum_{|\vec{s}|=N} P_D(\vec{m},|\vec{s}|) \frac{N!}{M N^2} \geq \frac{M!}{M^N (M - N)!} e^{-(M - N)\nu} (1 - e^{-\nu_r})^N \geq \left[ 1 - \frac{N^2}{2M} \right] e^{-(M - N)\nu} (1 - e^{-\nu_r})^N, \quad (9)$$

where the single term $P_D(\vec{m}|\vec{n})$ is retained to bound from below the sum over $\vec{s}$ (which is also reasonably close to the whole sum for small errors), taken into account that the number of all outputs $\vec{n}$ is $\frac{M^M}{N^N}$, and the fact that $\frac{M^M}{(M - N)!} > M^N \left[ 1 - \frac{N^2}{2M} \right]$. On the r.h.s. of Eq. (8) we subtract from 1 the product of the bound $1 - \frac{N^2}{2M}$ on the average probability of the non-bunched output $Q$ – the probability that $N$ detectors have clicked, $M - N$ detectors had zero dark counts, and that $N$ indistinguishable single photons are at the network input.

We split $V_2$ into three parts according to the terms in the sums over $\vec{s}$ and $\vec{n}$ in Eq. (3). By abusing the notations slightly, we have

$$V_2 \leq V_2 \left[ \vec{s} = \vec{m}, \vec{n} = \vec{n}(0) \right] + V_2 \left[ \vec{s} \neq \vec{m}, \vec{n} = \vec{n}(0) \right] + V_2 \left[ \forall \vec{s}, \vec{n} \neq \vec{n}(0) \right], \quad (10)$$

where the first term on the r.h.s. of Eq. (10) contains $P_{\text{out}}(\vec{m})$. By using Eq. (11) we get (noticing that the first
term on the r.h.s., due to $P_{\text{out}}(\vec{m})$, is larger

$$\left\langle V_2 \left[ \vec{s} = \vec{m}, \vec{n} = \vec{n}(0) \right] \right\rangle = \sum_{|\vec{m}|=N} \left\{ P_U(\vec{m} | \vec{n}(0)) \right\} - P_D(\vec{m} | \vec{n}) P_U(\vec{m} | \vec{n}(0)) p_1^N$$

$$= \sum_{|\vec{m}|=N} \left[ 1 - P_D(\vec{m} | \vec{n}) p_1^N \right] N \frac{1}{MN} \leq 1 - Q,$$ (11)

where we have identified $Q$ of Eq. (3). Similarly as in Eqs. (5)-9, we obtain

$$\left\langle V_2 \left[ \vec{s} \neq \vec{m}, \vec{n} = \vec{n}(0) \right] \right\rangle = 1 - \sum_{|\vec{m}|=N} \left\{ P_D(\vec{m} | \vec{n}) p_1^N \right\} \times \left\{ P_U(\vec{m} | \vec{n}(0)) \right\} \leq 1 - Q \left[ 1 - \frac{N^2}{2M} \right].$$ (12)

Finally, using the identities $\sum_{\vec{m}} P_D(\vec{m} | \vec{s}) = 1$ and $\sum_{\vec{s}} P_U(\vec{s} | \vec{n}) = 1$, we obtain for the last term in Eq. (10)

$$\left\langle V_2 \left[ \vec{s} \neq \vec{m}, \vec{n} \neq \vec{n}(0) \right] \right\rangle = \sum_{|\vec{m}|=N} \sum_{\vec{s} \neq \vec{n}(0)} \left\{ P_D(\vec{m} | \vec{s}) P_U(\vec{s} | \vec{n}) \right\} \times P_U(\vec{n}) \leq \sum_{\vec{n} \neq \vec{n}(0)} P_U(\vec{n}) = 1 - p_1^N \equiv Q'.$$ (13)

Gathering together the contributions (5) and (11)-13, we obtain an upper bound on the Haar-average variational distance (5) (valid for $M \gg N^2$)

$$\left\langle V \right\rangle \leq 2 \left\{ 1 - Q \left[ 1 - \frac{N^2}{2M} \right] \right\} + 1 - Q + Q' \equiv \mathcal{R}_A.$$ (14)

By employing Chebyshev’s inequality for the Haar probability measure $Pr(\ldots)$, which in this case reads $Pr(V < \epsilon) \geq 1 - \left\langle V \right\rangle / \epsilon$, one can deduce a sufficient condition that the experimental BS device is $\epsilon$-close in the variational distance to the ideal BS computer for the fraction $1 - \delta$ of the network matrices:

$$\mathcal{R}_A(r, \nu, p_1) \leq \epsilon \delta.$$ (15)

For small imperfections $M \nu \ll 1, N r \ll 1$, and $N(1 - p_1) \ll 1$ (and $M \gg N^2$) we have $\mathcal{R}_A \approx 2 \left[ 1 - \frac{N^2}{2M} \right] + 3[(M - N) \nu + N r] + 4N(1 - p_1)$. Hence, a sufficient condition for the bound in Eq. (15) reads

$$1 - \frac{N^2}{2M} + \frac{3}{2} [(M - N) \nu + N r] + 2N(1 - p_1) \leq \epsilon \delta.$$ (16)

Eq. (16) tells us that if the experimental parameters $\nu$, $r$, and $p_1$ satisfy $\nu = O(M^{-1})$, $r = O(N^{-1})$, and $p_1 = 1 - O(N^{-1})$ then the corresponding experimental BS device is scalable, i.e., for any $N$ it has a constant variational distance error $\epsilon$ to the ideal BS computer, with the success probability $1 - \delta$ in the Haar measure.

The above derived scalability conditions can be supplemented to the complete set by using the results of Refs. 22-23. In Ref. 22 it was shown that the fidelity of optical elements in the network must be at least $1 - O(N^{-2})$ for the noisy-network BS device to be scalable (one can also check the network unitarity in situ, see below). Using the same notations for the variational distance error $\epsilon$ and the success probability $1 - \delta$, the following scalability condition on the photon mode mismatch is sufficient (see Eq. (26) in Ref. [22])

$$\mathcal{R}_B(\vec{g}) \leq \epsilon^2 \delta,$$ (17)

where the indistinguishability parameters $\vec{g} = (g_2, \ldots, g_N)$ of the single photons are defined by the density matrix of the photon source projected onto the one-particle subspace ($\rho_1$ in the above notations). We have $\mathcal{R}_B \equiv \text{Tr}(\rho_1^k) / \text{Tr}(\rho_1)$ and

$$\mathcal{R}_B(\vec{g}) \equiv \sum_{\vec{c}} \frac{\chi(c_1) (1 - \prod_{k=2}^N g_k^{c_k})^2}{\prod_{k=1}^N k^{c_k} c_k!},$$ (18)

where the summation is over $\vec{c} = (c_1, \ldots, c_N)$ satisfying $\sum_{k=1}^N c_k = 1$ and $\chi(n) = \sum_{k=0}^n \frac{n!}{k!} = \int_1^{\infty} dz z^n e^{-z}$. For small mode mismatch [23]

$$\mathcal{R}_B \approx (1 - \langle F \rangle)^2 \left( \frac{N^3}{3} - \frac{N^2}{2} + \frac{7N}{6} - 1 \right) \leq \epsilon^2 \delta$$ (19)

leading to the scalability condition $1 - \langle F \rangle = O(N^{-3/2})$, where the average fidelity of the single photon reads $\langle F \rangle = O(N^{-2})$. Verification of the experimental BS device – We have shown that, for a unitary network of size $M$ with $N$ photon sources at the input (in the dilute limit $M \gg N^2$), given a variational distance error $\epsilon$, such an experimental BS device outputs a classically hard probability distribution with the success probability $1 - \delta$, if the conditions (15)-16 and 17-19 are satisfied. Note that to ensure a classically hard instance of $U$ one simply has to use $1/(1 - \delta)$ randomly chosen networks, on average.

Assuming that an operational device is available, i.e., there is a black box claimed to be the BS computer, how one could verify it? Generally, to certify unconditionally (i.e. without any additional assumptions not verified in the test itself) that an experimental device simulates the BS computer output, the test must be non-polynomial for the classical computing. Otherwise, there is a black-box simulator (e.g., a program on a computer) which would pass the test. In this respect, the variational distance, which quantifies the complexity of an experimental BS device by its closeness to the ideal BS computer, can also serve as such an unconditional test. The variational distance error can be obtained by comparison with the classical simulations of the ideal BS computer, feasible for up to $N \sim 30$ photon sources.

The unconditional variational distance test requires an exponential number of the experimental runs. That is
why the conditional tests, i.e., the tests based on additional conditions, are important as some evidence of the BS computer operation. Such tests can be conditioned on some features of the experimental setup. For instance, the unitarity of the network can be checked in situ. Indeed, the linear map \( \varphi(U) \) defined in Eq. (2) is also unitary \( S \) and preserves the group property: \( \varphi(U_2 U_1) = \varphi(U_2) \varphi(U_1) \). Therefore, for any input \( |\Psi, in\rangle \), the map \( |\Psi, out\rangle = \varphi(U) |\Psi, in\rangle \) is invertible, with the inverse map given by \( \varphi(U_\dagger) = [\varphi(U)]^\dagger \). Hence, by placing the high-quality mirrors at the output of the network (instead of the detectors) one can redirect the photons to pass through the \( U_\dagger \)-network after the \( U \)-network, resulting in their return to the same input modes. One simply has to check the absence of the photons in the inputs \( N + 1, \ldots, M \) by using the bucket detectors. This test verifies if the first-order coherence is still preserved in the output of the network. Furthermore, if the input is certified to satisfy the above derived scalability conditions (i.e., the input is close to the indistinguishable single photons) the unitarity test for a random network is a conditional test of the BS device operation, since the photons must pass the output state of the \( U \)-network having a classically hard probability distribution. One can devise other, more sophisticated, conditional tests of the BS device operation for some specific networks with symmetries. For instance, by using the \( N \)-th order generalization of the HOM effect \( [13] \) one can check that the \( N \)-th order coherence is preserved, as is recently proposed in Ref. \([31]\). This test is also a conditional test, since it verifies the needed \( N \)-th order coherence in situ but, on the other hand, it is only polynomial in \( N \) because it simply checks for the zero probability in some of the output configurations and is independent of the distribution in all other output configurations.
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