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Abstract

Graph outlier detection is an emerging but crucial machine learning task with numerous applications. Despite the proliferation of algorithms developed in recent years, the lack of a standard and unified setting for performance evaluation limits their advancement and usage in real-world applications. To tap the gap, we present, (to our best knowledge) the first comprehensive unsupervised node outlier detection benchmark for graphs called UNOD, with the following highlights: (1) evaluating fourteen methods with backbone spanning from classical matrix factorization to the latest graph neural networks; (2) benchmarking the method performance with different types of injected outliers and organic outliers on real-world datasets; (3) comparing the efficiency and scalability of the algorithms by runtime and GPU memory usage on synthetic graphs at different scales. Based on the analyses of extensive experimental results, we discuss the pros and cons of current UNOD methods and point out multiple crucial and promising future research directions.

1 Introduction

Graph outlier detection (OD) is a key machine learning (ML) task with many applications, including social network spammer detection [69], sensor fault detection [24], financial fraudster identification [19], and defense on graph adversarial attacks [29]. Different from classical outlier detection on tabular data and time-series data, graph outlier detection faces additional challenges: (1) complex data structure carries richer information, and thus more powerful ML models are needed to learn informative representations and (2) with more complex ML models, it often incurs higher training difficulty and more extensive memory consumption [31], posing challenges for time-critical (i.e., low time budget) and resource-sensitive (e.g., limited GPU memory) applications.

With its importance and challenges in mind, we argue that a comprehensive benchmark on graph outlier detection is absent, and thus limits its advancement. A recent graph OD survey also calls for “system benchmarking” and describes it as “the key to evaluating the performance of graph OD techniques” [47]. Although there are benchmarks for general graph mining (e.g., OGB [28]), graph representation learning [23], graph robustness evaluation [82], graph contrastive learning [84], graph-level anomaly detection [75], as well as benchmarks for tabular [71], and time-series OD [40], unsupervised node outlier detection in graphs (UNOD) needs its own benchmark to address the existing limitations: (1) the lack of a standard environment for fair comparison: UNOD algorithms are often evaluated on few datasets with “randomly injected” synthetic outliers, where the performances across algorithms are not comparable and the performance on real-world benchmark datasets remains unknown; (2) the limited understanding of how algorithms respond to different types of node outliers limits better algorithm design for specific types of outliers and (3)
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the deficiency of efficiency and scalability analysis: existing works mainly focus on the detection accuracy, while the understanding of runtime and memory consumption on graph OD is insufficient. To bridge the gap, we design the first comprehensive unsupervised node outlier detection benchmark called UNOD, to better understand graph OD algorithms’ performance with regard to both real-world and synthetic datasets and/or with different types of outliers. Among all types of graph OD tasks at different levels, unsupervised node-level detection is most prevalent and important [47], and UNOD thus focuses on this aspect. To include a large number of algorithms, we specifically create Python Graph Outlier Detection (PyGOD)\(^1\) which provides more than ten latest graph OD algorithms; all with unified APIs and optimizations. Meanwhile, we also include multiple non-graph baselines, leading to a total of fourteen representative but diverse methods for graph node OD detection.

Our work has following highlights:

1. **The first comprehensive node-level graph OD benchmark.** We examine fourteen OD methods, including classical and deep ones, compare their pros and cons, on five benchmark datasets.
2. **Consolidated taxonomy on node outliers.** After reviewing the fruitful related works, we give a unified definition of two node outlier types on graph data, i.e., structural and contextual outliers. Our results show that most methods fail to balance the OD performance of two types of outliers.
3. **Additional performance measures.** In addition to common effectiveness metrics (e.g., ROC-AUC), we also measure and analyze algorithm runtime and GPU memory consumption as their efficiency and scalability measures, which is crucial in UNOD tasks.
4. **Novel future research directions.** Based on experiment result analyses, we point out a few key future directions for graph OD, including unsupervised model selection, scalability improvement by specialized OD quantization, detecting outliers by types, and more.
5. **Reproducible and accessible benchmark toolkit.** To foster accessibility and fairness for future algorithms, we create a UNOD benchmark toolkit (see Appx. D for more details) and open-source it at https://github.com/pygod-team/pygod/tree/main/benchmark

In §2, we briefly describe existing approaches for graph OD. In §3, we first give the problem definition and taxonomy, and then present the rich coverage of UNOD, followed by the detailed experiment results in §4. In §5 and 6 we present the key insights from the results and then conclude the paper.

## 2 Related Work

In this section, we briefly introduce related work on UNOD. Please refer to [2] and [47] for more comprehensive reviews of non-deep and deep learning-based graph outlier detectors. For most of the discussed algorithms in this section, we have included them in the PyGOD library.

### 2.1 Non-deep Node Outlier Detection

Real-world evidence suggests that the outlier nodes are different from regular nodes in terms of structure or attribute. Therefore, early node outlier detection works employ graph-based features like centrality measures and clustering coefficient to extract the anomalous signals from graph [2]. Since learning-based methods are more flexible than handcrafted features, the matrix factorization (MF) methods [61][42][52][3], density-based clustering methods [8][67][27], and relational learning methods [37][56] have been leveraged to encode the graph information and spot outlier nodes. As most of the works above have constraints on graph/node types or prior knowledge, we only include SCAN [67], Radar [42] and ANOMALOUS [52] into UNOD to represent methods in this category.

### 2.2 Deep Node Outlier Detection

The rapid development of deep learning and graph deep learning also shifts the landscape of node outlier detection from traditional methods to neural networks [47]. The autoencoder (AE) [34], which is a neural network architecture devised to learn the data representation by reconstructing it, becomes an ideal and dominant model to detect node outliers [17][21][35][57][64][71]. The heuristic behind AE-based outlier detection is to learn the representation of inlier data and use the reconstruction error of AE as the outlier indicator. Initially, the Multi-layer Perceptron (MLP) neural network is used as the encoder and decoder in AE. As the Graph Neural Network (GNN) attains superior performance

\(^1\)PyGOD: https://pygod.org/
on many graph mining tasks [25, 36, 62], GNN has become a primary method to learn the node representation for node outlier detection [65, 77]. The advantage of GNNs is that they encode the node attribute and structure information simultaneously, thereby capturing more high-dimensional anomalous signals. Furthermore, some recent works [46, 68] integrate contrastive learning with GNNs to improve the capability to differentiate node outliers. Besides the above UNOD methods that leverage the GNN as the encoder and decoder of AE, a recent work [12] adopts Generative Adversarial Network (GAN) for node outlier detection. Since there are many deep node outlier detectors, we select nine (see Table 2) with diverse backbone types and investigate them in UNOD.

3 Graph Outlier Benchmark

The formal description of UNOD is organized as below. In §3.1 and 3.2, we provide the problem definition and our proposed consolidated taxonomy for UNOD. Later, we elaborate on the design of datasets (§3.3), UNOD algorithms (§3.4), and evaluation metrics (§3.5).

3.1 Problem Definition of Unsupervised Node Outlier Detection in Graphs (UNOD)

An outlier is defined as a sample that is significantly different from the remaining data [1]. Since the graph is capable of representing the relational data, the graph OD has become a unique research topic distinguishing from generic OD on tabular data [2, 47]. In the past two decades, graph OD has fostered fruitful works, from unsupervised to semi-supervised, from static to dynamic graphs, targeting different graph objects (e.g., nodes, edges, subgraphs), and leveraging various methods from non-deep methods to deep methods. Our benchmark concentrates on the unsupervised node outlier detection on the static attributed graph (UNOD) which has the richest literature due to its importance and applicability. We formally define our problem as follows:

Definition 1 (Unsupervised Node Outlier Detection on the Static Attributed Graph) A static attributed graph can be defined as $G = (V, E, X)$ where $V$ and $E$ represent a set of nodes and edges, respectively; $X$ is the node attribute matrix. To detect node outliers $V_o \subset V$, an unsupervised detector $f : G \rightarrow O$ takes $G$ as input and outputs the outlier scores $O \in \mathbb{R}$ for every node in the graph. Generally, the top-k nodes with the highest outlier scores are regarded as outliers.

3.2 A Unified Taxonomy

Besides the general node outlier definition, many previous works [2, 3, 17, 29, 42, 47] have defined fine-grained node outlier types from different perspectives. In this paper, we unify the previous node outlier taxonomies as two major types: structural outlier and contextual outlier, which are illustrated in Figure 1 and defined below:

Definition 2 (Structural Outlier) Structural outliers are densely connected nodes in contrast to sparsely connected regular nodes.

Structural outlier is prevalent in real-world graphs as members of organized fraud gangs usually interconnect with each other to carry out malicious activities [27]. Some papers [42, 47] also regard nodes that do not belong to any communities as structural outliers. Since there is no dedicated algorithm for the isolated structural outlier, we would not discuss it in our benchmark.

Definition 3 (Contextual Outlier) Contextual outliers are nodes whose attributes are significantly different from their neighboring nodes.

Contextual outlier depicts instances dissimilar to their neighbors, e.g., spammers and fraudsters in social network [19]. Its definition is similar to the assumption of the outlier in the classic proximity-based OD methods [1].

Some works define the node whose attribute is different from all other nodes as the global outlier [27] or contextual outlier [42]. We argue
that the above outlier resembles the tabular data outlier without any connection to the graph data property and it can be detected using tabular data outlier detectors. Therefore, we will not discuss this outlier type in this paper. The contextual outlier is also referred to as attribute or community outlier in previous work. We argue that the contextual outlier is a more accurate term to define the above outlier pattern, whereas attribute and community could mingle with the global outlier or structural outlier, respectively.

Note that the organic node outliers in real-world graphs may not strictly follow the above taxonomies and their anomalous signals may not be explicit. We should also note that organic node outliers may often be the mixture of different types of outliers, posing a greater detection difficulty. Experiment results and our analyses provide additional insights on detecting organic outliers.

### Table 1: Statistics of real-world datasets in UNOD (where * denotes that outliers are injected).

| Dataset | #Nodes | #Edges | #Feat. | Degree | #Con. | #Strct. | #Outliers | Ratio |
|---------|--------|--------|--------|--------|-------|---------|-----------|-------|
| Cora*   | 2,708  | 11,186 | 1,433  | 4.1    | 70    | 70      | 138       | 5.1%  |
| Amazon* | 13,752 | 515,872| 767    | 37.5   | 350   | 350     | 694       | 5.0%  |
| Flickr* | 89,250 | 942,316| 500    | 10.6   | 2,240 | 2,240   | 4,414     | 4.9%  |
| Weibo   | 8,405  | 407,963| 400    | 48.5   | -     | -       | 868       | 10.3% |
| Reddit  | 10,984 | 168,016| 64     | -      | -     | -       | 366       | 3.3%  |

3.3 Datasets in UNOD

To comprehensively evaluate the performance of existing UNOD algorithms, we conduct experiments on various real-world datasets whose statistics are listed in Table 1. Since there are a limited number of open-source graph datasets with organic node outliers, we need to inject the node outliers to help us investigate existing algorithms. To inject node outliers, we choose three real-world node classification benchmark datasets (Cora, Amazon, and Flickr) from three domains with different scales used by previous graph OD work. We also incorporate two real-world graphs (Weibo and Reddit) with organic node outliers to evaluate the practical performance of UNOD algorithms. Besides the real-world graphs, we leverage a random graph generation algorithm from to synthesize graphs to help benchmark UNOD algorithms’ efficiency and scalability. More dataset details can be found in Appx. A.1.

We follow a widely-used outlier injection approach to inject two types of node outliers. For the structural outlier, we randomly select some nodes in a graph as outliers by making them fully-connected. For the contextual outlier, we randomly select some nodes in a graph as outliers by replacing each node’s attribute with a dissimilar attribute from another node in the same graph. Please refer to Appx A.1 for more details about outlier injection.

3.4 Benchmarked Algorithms

Table 2: Representative OD algorithms evaluated in UNOD, where we list their characteristics: if designed graph (row 3), if a neural network method (row 4), and the backbones (row 5). MF denotes matrix factorization.

| Alg. | LOF | IF | MLP+AE | SCAN | Radar | ANOMALOUS | GCNAE | DOMINANT | DONE/AdONE | Anomaly-DAE | GAAN | GUIDE | CONAD |
|------|-----|----|--------|------|-------|-----------|-------|----------|------------|-------------|------|-------|-------|
| Year | 2000 | 2012 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2020 | 2020 | 2021 | 2022 |
| Deep | ✔️  | ✔️  | ✔️   | ✔️   | ✔️   | ✔️    | ✔️   | ✔️      | ✔️         | ✔️          | ✔️   | ✔️    | ✔️    |
| Core | N/A | Tree | MLP+AE | Cluster | MF | MF | MF | GCNAE | GCNAE | MLP+AE | GCNAE | GAN | GCNAE |

Table 2 lists the fourteen algorithms evaluated in the benchmark and their properties: our principle for selecting the UNOD algorithms is to cover representative methods in terms of the published time (“Year”), whether using the graph structure (“Graph”), whether using deep neural networks (“Deep”), and the backbone model type (“Core”). By adding non-graph OD algorithms (LOF, IF, and MLP+AE) into the benchmark, we can investigate the advantage and deficiency of graph-based OD algorithms in detecting node outliers. Selecting the non-deep methods follows a similar reason as above where the clustering method (SCAN) and MF methods (Radar and ANOMALOUS) are incorporated. For the GNN-based UNOD methods, we include methods from the classic DOMINANT to recent methods.
leverage GAN (GAAN) and contrastive learning (CONAD). Please refer to Appx. A.2 for more detailed introduction of the algorithms benchmarked in UNOD.

3.5 Evaluation Metrics

**Detection quality measures.** We follow the extensive literature in graph OD [16, 61, 77] to evaluate the UNOD detection quality: (1) ROC-AUC (2) Recall@k and (3) Average Precision. See Appx. A.3.

**Efficiency and scalability measures.** Another important aspect of graph-based algorithms is their high time and space complexity [18, 31], which imposes additional challenges for large, high-dimensional datasets on hardware like GPUs with limited memory (e.g., often facing the issue of out of memory). Therefore, we propose to measure (1) wall-clock time as an efficiency measure and (2) GPU memory consumption as a scalability measure. We provide more details in Appx. A.3.

4 Experiments

We design UNOD to understand the detection effectiveness, efficiency, and scalability of various graph-based node outlier detection algorithms. Specifically, we aim to answer: RQ1 (§4.2.1): How effective of the algorithms on real-world data? RQ2 (§4.2.2): How do algorithms perform under various types of outliers? RQ3 (§4.2.3): How efficient and scalable of algorithms regarding larger graphs? Based on the analyses, we further summarize important research directions for future graph OD in §5.1 and future benchmark plans in §5.2. Due to the space limitation, we only report the results by ROC-AUC, while the AP and Recall@k results are consistent and available in Appx. C.

4.1 Experimental Settings

**Model implementation and environment configuration.** Most algorithms in UNOD are implemented via our newly released PyGOD package [45], non-graph OD methods are imported from our early work [80]. Although we tried our best to apply the same set of optimization techniques, e.g., vectorization, to all baselines, there might still be some space for optimization given the wide range of included algorithms. See more implementation details and environment configurations in Appx. B.

**Hyperparameter Grid.** In real-world settings, it is unclear how to do hyperparameter tuning and algorithm selection for unsupervised outlier detection due to the lack of ground truth labels and/or universal criteria that correlates well with the ground truth [47, 81]. For fair evaluation, we apply the same hyperparameter grid (see Appx. B) to each applicable algorithm and report its avg. performance (i.e., “algorithm performance in expectation”), along with the standard deviation (i.e., “algorithm stability”) and the max (i.e., “algorithm potential”). See Tables 3 and 4 for illustration.

4.2 Experiment Results

4.2.1 Detection Performance on Real-world Datasets

Table 3 presents the results of algorithms on five real-world datasets (see §3.3). For each algorithm, we analyze its avg. performance on the hyperparameter grid as its expected performance, along with the standard deviation and max as measures of stability and potential. Below are the key findings:

**Deep and graph-based OD methods are generally better than non-deep and non-graph ones at detecting injected outliers.** The results on Cora, Amazon, and Flickr show that most graph-based methods are better than non-graph OD methods, i.e., LOF, IF, and MLPAE, justifying the importance of using structural information in graph OD tasks. Meanwhile, deep methods have better average performance than three non-deep methods (SCAN, Radar, and ANOMALOUS), demonstrating the superior learning capability of deep learning.

**No graph OD algorithm outperforms on all datasets in expectation.** Table 3 shows that only AnomalyDAE outperforms (by the avg. performance) on two datasets (i.e., Cora and Amazon), while it is far from the best on Flickr. Additionally, there is a huge performance gap between the best- and worst-performing algorithms, e.g., DONE is 2.06× higher than LOF on Flickr. These observations corroborate our understanding of unsupervised OD algorithms that their effectiveness depends on whether the underlying algorithm assumption is consistent with the underlying data distribution.
no OD algorithm universally outperforms on all datasets; non-graph methods are generally worse than graph-based methods.

### Knowledge and performance on synthetic outliers may not generalize to organic outliers.

With a closer look, we find best performers on the datasets with synthetic outliers (e.g., AnomalyDAE) fail to achieve the best performance on the datasets with organic outliers (i.e., Weibo, Reddit). Moreover, the deep graph (graph resp.) methods are all worse than the non-deep graph (non-graph resp.) methods on Weibo (Reddit resp.). This disconnect reveals the gap in using synthetic outliers for graph OD evaluation. Extensive analysis shows that the outliers in Weibo are densely connected and their features differ from their normal neighbors, which are similar to our taxonomies defined in §3.2. While the outliers on Reddit do not explicitly exhibit the above patterns, their abnormality has a higher dependency on the domain knowledge reflected by outlier annotations.

The trade-off between algorithm stability and potential. Certain graph OD methods, e.g., MLPAE and GCNAE, exhibit insensitivity to hyperparameters, where the performance variation is consistently below 1%. We credit their stability to the simple reconstruction loss, where these stable methods may suit the case when hyperparameter tuning is infeasible. In contrast, the high potential methods (the max performance highlighted with underline per dataset in Table 3) are often unstable methods with more complex loss terms (e.g., the weighted combination of multiple losses). For instance, DONE and AdONE collectively achieve the highest performance on three out of five datasets, while showing high performance variations. To sum up, we notice a trade-off between the algorithm stability and performance in graph OD, which may guide us for algorithm design.

### 4.2.2 Performance Variation Under Different Types of Outliers

In Table 3, we compare the algorithm performance on three datasets with two types of injected outliers, i.e., contextual and structural outliers introduced in §3.3. Below are a summary of insights.

The reconstruction of the structural information, instead of the neighbor aggregation of GNN, plays the significant role in detecting structural outlier. Specifically, the performance gap on structural outliers between GCNAE and DOMINANT is over 40%. With a closer look into these two algorithms, they only differ in DOMINANT is the structural decoder, which reconstructs the adjacency matrix, demonstrating the effectiveness of reconstruction of the structural information.

Low-order structure information (i.e., one-hop neighbors) are sufficient for detecting structural outliers. DOMINANT and DONE have a similar detection performance (~92%) on structural outlier on Cora and Amazon, while DOMINANT encodes 4-hop neighbor information but DONE only encodes 1-hop neighbor information. This observation could facilitate UNOD model design since encoding high-order information usually imposes a higher computational cost, and multi-hop neighbor aggregation may even lead to GNN's oversmoothing problem.

No method has a balanced detection performance on two outlier types. None of the methods reaches 85% detection AUC on both contextual outlier and structural outlier, suggesting the common practice that arbitrarily combines the contextual and structural loss with a fixed weight during the training is ill-suited to the high performance on structural outliers.

### Table 3: ROC-AUC (%) comparison among OD algorithms on five real-world benchmark datasets, where we show the avg perf. ± the STD of perf. (max perf.) of each. The best algorithm by expectation is shown in bold, while the max performance per dataset is marked with underline.

| Algorithm  | Cora | Amazon | Flickr | Weibo | Reddit |
|------------|------|--------|--------|-------|--------|
| LOF        | 69.9±0.0 (69.9) | 55.2±0.0 (55.2) | 41.6±0.0 (41.6) | 56.5±0.0 (56.5) | 57.2±0.0 (57.2) |
| IF         | 64.4±1.5 (57.4) | 51.3±3.0 (57.9) | 57.1±1.1 (58.8) | 53.5±2.8 (57.5) | 45.2±1.7 (47.5) |
| MLPAE      | 70.9±0.0 (70.9) | 74.2±0.0 (74.2) | 72.4±0.0 (72.5) | 82.1±3.6 (86.1) | 50.6±0.0 (50.6) |
| SCAN       | 67.3±5.8 (73.0) | 63.5±5.7 (71.3) | 66.3±11.9 (75.3) | 63.7±5.6 (70.8) | 49.9±0.3 (50.0) |
| Radar      | 65.0±1.3 (65.9) | 72.7±1.1 (73.5) | OOM_G | 98.9±0.1 (99.0) | 54.9±1.2 (56.9) |
| ANOMALOUS  | 59.9±9.7 (71.8) | 72.8±1.8 (75.9) | OOM_G | 98.9±0.1 (99.0) | 54.9±5.6 (60.4) |
| GCNAE      | 70.9±0.0 (70.9) | 74.2±0.0 (74.2) | 70.8±3.9 (72.4) | 90.8±1.2 (92.5) | 50.6±0.0 (50.6) |
| DOMINANT   | 81.8±8.6 (85.8) | 82.0±2.7 (83.5) | 82.8±7.6 (85.5) | 85.0±14.6 (92.5) | 56.0±0.2 (56.4) |
| DONE       | 81.2±5.6 (88.0) | 85.2±8.3 (95.3) | 85.5±4.4 (88.4) | 85.3±4.1 (88.7) | 53.9±2.9 (59.7) |
| AdONE      | 81.1±5.8 (86.2) | 83.1±11.5 (94.9) | 82.1±4.8 (90.2) | 84.6±2.2 (87.6) | 50.4±4.5 (58.1) |
| AnomalyDAE | 84.4±2.0 (86.7) | 87.8±3.1 (93.0) | 71.0±3.5 (74.7) | 91.5±1.2 (92.8) | 55.7±0.4 (56.3) |
| GAAAN      | 75.1±0.7 (76.7) | 82.2±0.3 (82.9) | 72.4±0.1 (72.6) | 92.5±0.0 (92.5) | 55.4±0.4 (56.0) |
| GUIDE      | 75.1±0.7 (76.7) | OOM_R | OOM_R | OOM_R | OOM_R |
| CONAD      | 81.4±8.9 (85.4) | 82.2±1.0 (83.5) | 62.5±6.3 (68.4) | 85.4±1.3 (92.7) | 56.1±1.0 (56.4) |

We credit their stability to the simple reconstruction loss, where these stable methods may suit the case when hyperparameter tuning is infeasible. In contrast, the high potential methods (the max performance highlighted with underline per dataset in Table 3) are often unstable methods with more complex loss terms (e.g., the weighted combination of multiple losses). For instance, DONE and AdONE collectively achieve the highest performance on three out of five datasets, while showing high performance variations. To sum up, we notice a trade-off between the algorithm stability and performance in graph OD, which may guide us for algorithm design.
Table 4: ROC-AUC (%) comparison among OD algorithms on three datasets injected with contextual and structural outliers, where we show the avg perf. ± the STD of perf. (max perf.) of each. The best algorithm by expectation is shown in **bold**, while the max performance per dataset is marked with underline. OOM denotes out of memory with regard to GPU (_G) and RAM (_R). Notably, reconstruction-based MLPAE and GCNAE perform best w.r.t contextual outliers, while there is no universal winner for both types of outliers.

| Algorithm | Cora | Amazon | Flickr |
|-----------|------|--------|--------|
|           | Contextual | Structural | Contextual | Structural | Contextual | Structural |
| LOF       | 87.1±0.0 (87.1) | 52.4±0.0 (52.4) | 61.9±0.0 (61.9) | 48.0±0.0 (48.0) | 34.2±0.0 (34.2) | 49.1±0.0 (49.1) |
| IF        | 77.5±2.2 (81.8) | 51.4±2.3 (56.2) | 51.8±6.0 (64.3) | 50.9±0.8 (52.2) | 63.1±2.1 (66.5) | 50.9±0.3 (51.5) |
| MLPAE     | **88.9±0.0** (88.9) | **98.6±0.0** (98.6) | **98.6±0.0** (98.6) | **94.4±0.1** (94.5) | **50.0±0.1** (50.3) |
| SCAN      | 49.8±0.3 (50.6) | 84.5±11.6 (95.9) | 49.0±1.0 (49.9) | 77.6±11.4 (94.0) | 50.2±0.1 (50.3) | 82.1±23.4 (99.7) |
| Radar     | 50.0±0.6 (51.0) | 79.5±3.1 (81.6) | 85.9±3.5 (88.2) | 58.7±1.5 (61.3) | OOM_G | OOM_G |
| ANOMALOUS | 51.1±1.6 (53.1) | 68.7±19.2 (91.0) | 84.8±0.9 (86.8) | 60.1±3.4 (65.4) | OOM_G | OOM_G |
| GCNAE     | 88.9±0.0 (88.9) | 52.5±0.0 (52.5) | **98.6±0.0** (98.6) | 49.0±0.0 (49.0) | 91.2±7.7 (94.5) | 50.0±0.2 (50.4) |
| DOMINANT  | 71.2±9.1 (82.5) | 91.3±8.2 (95.4) | 69.3±2.1 (71.3) | 93.5±3.3 (94.3) | 68.1±4.2 (70.9) | 96.2±10.7 (99.0) |
| DONE      | 69.3±7.5 (77.9) | **92.0±6.5** (97.8) | 77.3±14.8 (95.6) | 91.6±5.5 (99.4) | 85.0±2.7 (89.0) | 84.5±7.0 (88.5) |
| AdONE     | 70.2±7.5 (77.5) | 90.9±4.4 (93.7) | 78.0±13.1 (94.4) | 86.7±14.2 (98.3) | 78.7±4.6 (88.2) | 84.3±8.1 (90.7) |
| AnomalyDAE| 83.6±4.0 (87.5) | 83.8±7.6 (95.9) | 91.3±6.8 (98.3) | 82.6±10.6 (94.3) | 85.0±6.9 (93.1) | 56.5±1.6 (59.8) |
| GAAN      | 88.7±0.1 (88.8) | 60.8±1.4 (63.9) | 98.4±0.0 (98.5) | 64.7±0.6 (66.0) | 94.2±0.2 (94.4) | 50.2±0.2 (50.7) |
| GUIDE     | 87.4±4.5 (88.7) | 62.0±5.6 (86.4) | OOM_R | OOM_R | OOM_R | OOM_R |
| CONAD     | 71.3±6.3 (74.4) | 90.3±13.2 (95.6) | 69.0±1.7 (71.3) | **94.1±0.4** (94.3) | 61.0±6.1 (67.0) | 63.7±6.9 (69.4) |

Optimization fails to balance the performance well. The performance and preference of algorithms are vulnerable to the weights of different loss terms. How to detect different types of outliers well and consistently remains an open question.

4.2.3 Efficiency and Scalability Analysis

We visualize the efficiency (i.e., runtime) and scalability (i.e., GPU memory consumption) of selected algorithms in Figure 2. The complete results are available in Appx. C. All algorithms are evaluated under randomly generated graphs with the same sets of injected outliers to guarantee fairness. Since all algorithms are unsupervised and transductive, the runtime in Figure 2 (left) represents the total time of training and generating outlier scores. We only measure the GPU memory consumption of the various methods because it is more expensive and often the bottleneck of OD algorithms [78]. Please find more details about the synthetic graphs and experimental settings in this section in Appx. A.1 and Appx. B respectively. According to Figure 2 we have the following observations and insights:

**Algorithm Efficiency.** The non-deep methods are more efficient than deep ones, corroborating common sense. Among the GNN-based methods, GUIDE consumes far more time compared to others. The reason is that GUIDE leverages a graph motif counting algorithm (which is #P-complete [14]) to extract the structural features and consumes much more time on the CPU. CONAD has the second-lowest efficiency due to its utilization of contrastive learning. One should note that the algorithm efficiency depends on both the runtime per epoch and the convergence time.
Algorithm Scalability. According to Figure 2 (right), GCNAE and GUIDE consume much less GPU memory than other methods as graph size grows. GCNAE saves more memory due to its simpler architecture. GUIDE consumes more CPU time and RAM to extract low-dimensional node motif degrees, thereby saving more GPU memory. Though non-deep methods have the advantage in terms of runtime, most of them can not be deployed in a distributed fashion due to the limitation of “global” operators like matrix factorization and inversion. One advantage of deep models is that they can be easily extended to mini-batch and distributed training via graph sampling. Another advantage is that deep UNOD methods can be easily integrated with the deep-learning pipelines (e.g., graph pretraining module that obtains node embeddings), which conforms to modern applied ML fashion.

5 Discussion and Future Directions

5.1 Future Research Directions on Graph Outlier Detection

Unsupervised algorithm selection and hyperparameter tuning. As discussed in §4.1, it is a “black art” to pick a good graph OD algorithm without access to (at least a small set of) ground truth labels. Experiment results in §4.2.1 illustrate huge performance gaps among algorithms, and the lack of a universal winner, justifying the necessity of algorithm selection in graph OD. The performance of AnomalyDAE on Weibo shows that even for the same algorithm, its performance highly depends on the hyperparameters, and the variation can be as large as 14%, calling for the attention to hyperparameter tuning as well. How to automatically select a good graph OD algorithm and set its hyperparameter(s)? Our recent work on unsupervised OD model selection on tabular data [81] shows that under meta-learning frameworks, we may identify decent OD models for a new task/dataset based on its similarity to meta-tasks where ground truth and evaluation are possible. We argue the necessity of exploring similar approaches for graph OD algorithm selection and hyperparameter tuning, and designing methods to quantify task similarity among graph OD datasets, to prevent selecting algorithms blindly.

More robust and stable outlier detection algorithms. Experiment results also show that some algorithms yield better robustness to hyperparameters with slight performance variation (see Table 3), e.g., MLPAE, GCNAE, and GAAN, even though they are not necessarily the best performer among all. It is worth understanding the critical drivers of graph OD models’ robustness to design more robust models, which is extremely meaningful for the unsupervised algorithms due to the challenges in hyperparameter tuning. In tabular OD tasks, researchers have already worked on designing more robust methods for detection, such as robust autoencoder [83] and RandNet [10] by the model ensemble. With such algorithms, the necessity of extensive hyperparameter tuning is reduced.

Focusing on high-value outliers and designing specialized algorithms. The results in §4.2.2 shows that outlier types can give great performance edge. For instance, we could pick the performing detection models given a specific type of outliers, e.g., MLPAE and GCNAE for structural outliers. In this way, practitioners only need to focus on high-value/interest types of outliers, e.g., illegal trades contributing most to revenue [33]. However, existing graph OD methods usually do not assume their specialized types, but assume some outlier characteristics and behaviors. Following the recent advancement in categorizing outlier types for tabular data [30], we call for attention to identify outlier types in graph OD as well as specialized algorithms for distinct types of outliers, which may unlock new opportunities in algorithm selection by anomaly types and ensemble learning (e.g., combining multiple OD models based on their specialty).

Improving the model efficiency and scalability. In §4.2.3 we observed certain algorithms like GUIDE requests high runtime (two degrees more) and extreme RAM, while GAAN needs excessive GPU memory consumption (up to 100×), and we thus suggest more research emphasis on improving the scalability on graph OD algorithms in addition to proposing new methods. Some existing works have discussed how to make the GNNs more scalable [31, 41], but more tailored work for graph OD considering its unsupervised and imbalanced nature, is currently absent. Some works provide a potential approximation of node motif degree in GUIDE, which can significantly reduce the computational cost in terms of runtime and RAM [11, 70]. Some of our recent works [79, 78] discuss the possibility of accelerating outlier detection on tabular data by distributed learning, data and model compression, and quantization, where we believe these techniques are also applicable to graph OD. For now, no work has focused on quantizing graph OD models and analyzing the impact.
5.2 Limitations of UNOD and Future Directions for Graph OD Benchmarking

Extending to detection tasks at different levels. In this work, we focus on the node-level detection with graphs due to its popularity, while there are more detection tasks at different levels of a graph. Recently, more graph OD algorithms are design for edge-\[73\], subgraph-\[64\], and graph-level\[55,75\] detection. A more holistic view of graph OD can include these emerging graph OD tasks.

Designing more realistic and flexible synthetic outlier generation in graphs. Real-world outliers can be complex and often composed of multiple types of outliers. Experiment results in §4.2.1 point out that there is a generalization gap from the results on synthetic outliers to the results on organic outliers, calling for more realistic generation approaches. To improve existing generation methods in UNOD, we may use a generative model to fit the normal samples, and then perturb the generative model to generate different types of outliers, which has been successful in tabular OD\[60\].

Incorporating supervision in graph OD. Although UNOD focuses on unsupervised detection methods due to the abundance of applications, there can be cases with a small set of labels (either for OD or relevant tasks) available in graph applications with increasing attention to (semi-)supervised methods, e.g.,\[19,74\]. Future benchmarks may also incorporate supervision and understand its value and role in graph OD, which likely address the challenges in algorithm selection and robustness.

Curation of more real-world datasets. Although we have benchmarked fourteen graph OD algorithms on more than five real-world and synthetic datasets, it is helpful to gather more benchmark datasets for UNOD. The experiment results in §4.2.1 show that there is a disconnect between the performance of OD methods on real-world and synthetic datasets with specific types of injected outliers. Also, with enough datasets (e.g., \(\geq 20\)), one can run pairwise and group statistical tests for comparison\[13\], which has been used in OD tasks with tabular datasets\[43,81\]. How to enrich the list of graph OD datasets? Following the existing works\[20\], one can turn existing multi-classification graph datasets, e.g., ones from Open Graph Benchmark (OGB)\[28\], for OD by treating one or combining multiple small classes as outliers and the remaining classes as normal.

6 Conclusion

In this paper, we propose the first comprehensive benchmark—UNOD for unsupervised node outlier detection on graphs. We evaluate the detection performance of fourteen algorithms on five real-world datasets and benchmark their efficiency and scalability under a standard setting. We give in-depth analyses of extensive experiment results, discuss the pros and cons of existing methods, and share our insights on future directions in developing and applying UNOD algorithms.
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A Details on UNOD

A.1 Additional Dataset Information

A.1.1 Real-world Data

The Cora dataset [58] is a citation graph with machine learning papers representing nodes and edges representing papers’ citation relationship. The node feature is a sparse bag-of-words (BoW) vector extracted from the paper document, and its label represents one of seven classes it belongs to.

The Amazon dataset [59] is a segment of the Amazon co-purchase graph [48], where nodes represent goods, edges indicate that two goods are frequently bought together, node features are BoW encoded product reviews, and class labels are given by the product category.

The Flickr dataset [72] originates from NUS-wide[13]. The SNAP website[1] collected Flickr data from four different sources including NUS-wide, and generated an undirected graph. One node in the graph represents one image uploaded to Flickr. If two images share some common properties (e.g., same geographic location, same gallery, comments by the same user, etc.), there is an edge between the nodes of these two images. The node feature is composed of a 500-dimensional BoW vector of the images provided by NUS-wide. Eighty-one tags of each image are manually merged into seven classes and each image belongs to one of the seven classes.

The Weibo dataset [76] is a user-posts-hashtag graph from a Tencent-Weibo, a Twitter-like platform. It has 8,405 users and 61,964 hashtags. We use the user-user graph[2] provided by the author, which connects users who used the same hashtag. Temporal information was used to label the users. If a user made at least five suspicious events, he/she is labeled as a suspicious user; if no suspicious event was made, he/she is a benign user. There are a total of 868 suspicious users and 7,537 benign users. The suspicious users are regarded as outliers in the graph. Since the ground truth was generated using time information, the timestamps are not used to create raw user features. Therefore, the raw feature vector has two parts: (i) For each user, the one-hot vectors of his/her posts are summed where each hot represents the location where a post was made. Then the #dimensions of the summed vector are reduced to 100 using SVD. (ii) For each user, the #dimensions of BoW vectors extracted from post texts are reduced to 300. The final node feature is the concatenation of the location vector and BoW vector. Note that Weibo is a directed graph; the remaining datasets used in our benchmark are undirected graphs.

The Reddit dataset [39, 66] is a user-subreddit graph extracted from a social media platform Reddit[3]. This public dataset consists of one month of user posts on subreddits[4]. The 1,000 most active subreddits and the 10,000 most active users are extracted as subreddit nodes and user nodes, respectively. This results in 168,016 interactions. Each user has a binary label indicating whether it has been banned by the platform. We assume that the banned users are outliers compared to normal Reddit users. The text of each post is converted into a feature vector representing their LIWC categories [53] and the features of user and subreddit are the feature summation of the posts they have, respectively.

A.1.2 Random Graph Generation Method

We leverage a random graph generation method used in [32]. Specifically, the implementation in PyG[5] is used with 2 classes, node_homophily_ratio=0.5, average_degree=5 and num_channels=64. We use the generated random graphs to benchmark algorithms’ efficiency and scalability. We generate random graph Gen_Time with num_nodes_per_class=500 (1000 in total) as the graph data to test the runtime. To benchmark the scalability, we generate multiple random graphs Gen_100, Gen_500, Gen_1000, Gen_5000 and Gen_10000 with num_nodes_per_class equal to 50, 250, 500, 2500 and 5000, respectively.

A.1.3 Outlier Injection Details

The outliers are injected into the real-world graphs without organic outliers (i.e., Cora, Amazon, Flickr) and the generated random graphs.

Structural Outlier. We randomly select m nodes from the network and then make those nodes fully connected, and then all the m nodes in the clique are regarded as outliers. We iteratively repeat this process until a number of n cliques are generated and the total number of structural outliers is m × n.
To inject the same amount of contextual outliers, we randomly select another \(m \times n\) nodes as the attribute perturbation candidates. For each selected node \(i\), we randomly pick another \(m\) nodes from the data and select the node \(j\) whose attributes deviate the most from node \(i\) among the \(m\) nodes by maximizing the Euclidean distance \(\|x_i - x_j\|_2^2\). Afterward, we change the attributes \(x_i\) of node \(i\) to \(x_j\).

The parameters used in outlier injection is shown in Table 5. The \(m\) is set approximately as twice as the degree of the graphs. For real-world datasets, we keep similar outlier ratio (i.e., approximately 5%). For generated graph datasets of various size, we keep the similar number of outliers. The statistics of the generated graphs are shown in Table 6.

### Table 5: Parameters used in outliers injection.

|        | Cora | Amazon | Flickr | Gen_Time | Gen_100 | Gen_500 | Gen_1000 | Gen_5000 | Gen_10000 |
|--------|------|--------|--------|----------|---------|---------|----------|----------|-----------|
| Degree | 4.1  | 37.5   | 10.6   | 5        | 5       | 5       | 5        | 5        | 5         |
| \(n\)  | 70   | 350    | 2240   | 10       | 1       | 1       | 1        | 1        | 1         |
| \(m\)  | 10   | 70     | 20     | 10       | 10      | 10      | 10       | 10       | 10        |

### Table 6: Statistics of generated datasets in UNOD.

| Dataset | #Nodes | #Edges | #Feat. | Degree | #Con. | #Struct. | #Outliers | Ratio    |
|---------|--------|--------|--------|--------|-------|----------|-----------|----------|
| Gen_Time| 1,000  | 5,746  | 64     | 5.7    | 100   | 100      | 189       | 18.9%    |
| Gen_100 | 100    | 618    | 64     | 6.2    | 10    | 10       | 18        | 18.0%    |
| Gen_500 | 500    | 2,662  | 64     | 5.3    | 10    | 10       | 20        | 4.0%     |
| Gen_1000| 1,000  | 4,936  | 64     | 4.9    | 10    | 10       | 20        | 2.0%     |
| Gen_5000| 5,000  | 24,938 | 64     | 5.0    | 10    | 10       | 20        | 0.4%     |
| Gen_10000| 10,000 | 49,614 | 64     | 5.0    | 10    | 10       | 20        | 0.2%     |

### A.2 Description of algorithms in the benchmark

**LOF** [5]. LOF is short for the Local Outlier Factor. LOF computes the degree of an object is an outlier and the degree depends on how isolated the object is with respect to its surrounding neighborhood. Note that LOF only uses node attribute information and the neighborhood is composed of \(k\)-nearest-neighbors.

**IF** [44]. Isolation Forest (IF) is a classic tree ensemble method used in outlier detection. It builds an ensemble of base trees to isolate the data points and defines the decision boundary as the closeness of an individual instance to the root node of the tree. It only uses node attributes of data.

**MLPAE** [57]. The MLPAE is a vanilla autoencoder with MLPs as encoder and decoder. The encoder takes the node attribute as the input to learn its low-dimensional embedding and a decoder reconstructs the input node attribute from the node embedding. The outlier score of a node is the reconstruction error of the decoder.

**SCAN** [67]. SCAN is a structural clustering algorithm to detect clusters, hub nodes, and node outliers in a graph. Since the structural outliers exhibit clustering patterns on graphs, we use SCAN to detect clusters and the nodes in detected clusters are regarded as structural outliers in the graph. SCAN only takes the graph structure as the input.

**Radar** [42]. Radar is an anomaly detection framework for attributed graphs. It takes the graph structure and node attributes as the input. It detects node anomalies whose behaviors are singularly different from the majority by characterizing the residuals of attribute information and its coherence with network information. The outlier score of a node is decided by the norm of its reconstruction residual.

**ANOMALOUS** [52]. ANOMALOUS performs joint anomaly detection and attribute selection to detect node anomalies on attributed graphs based on the CUR decomposition and residual analysis. It takes the graph structure and node attribute as the input, and the outlier score of a node is decided by the norm of its reconstruction residual.

**GCNAE** [35]. GCNAE is the autoencoder framework with GCNs [36] as the encoder and decoder. It takes the graph structure and node attributes as input. The encoder is used to learn a node’s embedding by aggregating its neighbor information. The decoder reconstructs the node attribute by applying another GCN to node embeddings and graph structures. Similar to MLPAE, the outlier score of a node is the reconstruction error of the decoder.

**DOMINANT** [17]. DOMINANT is one of the first works that leverage GCN and AE for node outlier detection. It uses a two-layer GCN as the encoder, a two-layer GCN decoder to reconstruct the node attribute, and an one-layer GCN and dot product as the structural decoder to reconstruct the graph adjacency matrix. The reconstruction errors of both decoders are combined as the node outlier score.
DONE [4]. DONE leverages a structural and an attribute AE to reconstruct the adjacency matrix and node attribute, respectively. The encoders and decoders are composed of MLPs. The node embeddings and outlier scores are optimized simultaneously with a unified loss function.

AdONE [4]. AdONE is a variant of DONE, which uses an extra discriminator to discriminate the learned structure embedding and attribute embedding of a node. The adversarial training approach supposes to better align the two different embeddings in the latent space.

AnomalyDAE [21]. AnomalyDAE also utilizes a structure AE and attribute AE to detect node outliers. The structure encoder of AnomalyDAE takes both adjacency matrix and node attribute as input; the attribute decoder reconstructs the node attribute using both structure and attribute embeddings.

GAAN [12]. GAAN is a GAN-based node outlier detection method. It employs an MLP-based generator to generate fake graphs and an MLP-based encoder to encode graph information. A discriminator is trained to recognize whether two connected nodes are from the real or fake graph. The outlier score is obtained by the node reconstruction error and real-node identification confidence.

GUIDE [71]. GUIDE is similar to DONE and AdONE with two different AEs, but it pre-processes the structure information before feeding it into the structure encoder. Specifically, node motif degree is used to represent the node structure vector which could encode high-order structure information.

CONAD [68]. CONAD is one of the UNOD methods that leverage the graph augmentation and contrastive learning technique. It imposes prior knowledge of node outliers via generating augmented graphs. After encoding the graphs using Siamese GNN encoders, the contrastive loss is used to optimize the encoder, and the node outlier score is obtained by two different decoders like DOMINANT.

A.3 Description of Evaluation Metrics

ROC-AUC (AUC). AUC computes the Area Under the Receiver Operating Characteristic Curve (ROC AUC) from predicted outlier scores. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. In the UNOD benchmark, we regard the outlier nodes as the positive class and compute the AUC for it. AUC equals 1 means the model makes a perfect prediction, and AUC equals 0.5 means the model has no class-separation capability. AUC is better than accuracy when evaluating the outlier detection task since it is not sensitive to the imbalanced class distribution of the data.

Recall@k. The outliers are usually rare in contrast to enormous normal samples in the data, and the outliers are of the most interest to outlier detection practitioners. We propose to use Recall@k to measure how well the detectors rank outliers over the normal samples. We set the k as the number of ground truth outliers in each dataset. The Recall@k is computed by the number true outliers among the top-k samples in the outlier ranking list divided by k. A higher Recall@k score indicates a better detection performance, and Recall@k equals 1 means the model perfectly ranks all outliers over the normal samples.

Average Precision (AP). AP summarizes the precision-recall curve as the weighted mean of precisions achieved at each threshold, with the increase in recall from the previous threshold used as the weight. AP is a metric that balances the effects of recall and precision, and a higher AP indicates the lower false-positive rate (FPR) and false-negative rate (FNR). For most outlier detection applications, FPR and FNR have equal importance as more misclassified normal samples could worsen legit users’ experience.

Runtime. Due to the coverage of both classical algorithms and neural network methods, we consistently measure the model runtime as the duration between the experiment starts and ends, mimicking the real-world applications without specific differentiation between CPU and GPU time.

GPU Memory. Notably, GPU memory is often the bottleneck of machine learning algorithms due to its limitation in extension. In UNOD, we report the max active GPU memory for running an algorithm.

B Additional Experimental Settings and Details

Environment. The key libraries and their versions used in the experiment are as follows: Python=3.7, CUDA_version=11.1, torch=1.10, pytorch_geometric>=2.0.3, networkx=2.6.3, numpy=1.19.4, scipy=1.5.2, scikit-learn=0.22.1, pyod=0.3.0.

Hardware configuration. All the experiments were performed on A Linux server with a 3.50GHz Intel Core i5 CPU, 64GB RAM, and 1 NVIDIA GTX 1080 Ti GPU with 12GB memory.

More model implementation details. To include a large number of algorithms, we build Python Graph Outlier Detection (PyGOD) [43], which provides more than 10 latest graph OD algorithms; all with unified APIs and optimizations. We tried our best to apply the same set of optimization techniques to each dataset. For Radar and

PyGOD: [https://pygod.org/](https://pygod.org/)
ANOMALOUS, we use gradient descent instead of closed-form optimization provided in official implementation due to fairness and efficiency concern. For all deep algorithms, we implement sampling and minibatch training on large graphs (e.g., Flickr). See our library source code for more details. Meanwhile, we also include multiple non-graph baselines (LOF and IF) from our early work Python Outlier Detection (PyOD) [80].

**Hyperparameter grid**

The hyperparameter space is shown in Table 7. The candidates of hyperparameters are listed in square brackets. In each trial, a value is randomly chosen among candidates. The results (mean, std, max) are reported among 20 trials.

Due to the large graph size, full batch training on Flickr cannot fit in single GPU memory. Minibatch training and different batch size, sampling size, and the number of epochs are used on Flickr. Because of the complexity of real-world datasets (Weibo and Reddit), automated balancing by the standard deviation for weight alpha cannot balance well. Thus, three candidates are attempted. As Reddit has a lower feature dimension, we reduce hidden dimension values on Reddit.

Table 7: Hyperparameters in different algorithms. The values in "[ ]" are candidates. We present these common hyperparameters shared by multiple algorithms on the top, and also specify some algorithm-specific hyperparameters in the bottom. Refer to PyGOD doc for more details.

| Algorithm | Hyperparameter | Cora | Amazon | Flickr | Weibo | Reddit | Gen |
|-----------|---------------|------|--------|--------|-------|--------|-----|
| Common    | dropout       | [0, 0.1, 0.3] |
|           | learning rate | [0.1, 0.05, 0.01] |
|           | weight decay  | 0.01 |
|           | batch size    | full batch | 64 | full batch |
|           | sampling      | all neigh. | 3 | all neigh. |
|           | epoch         | 300 | 2 | 300 |
|           | alpha         | auto | [0.8, 0.5, 0.2] | auto |
|           | hid. dim.     | [32, 64, 128, 256] | [32, 48, 64] |
| SCAN      | eps           | [0.3, 0.5, 0.8] |
|           | mu            | [2, 5, 10] |
| AnomalyDAE | theta        | [10, 40, 90] |
|           | eta           | [3, 5, 8] |
| GAAN      | noise dim.    | [8, 16, 32] |
| GUIDE     | struct. hid.  | [4, 5, 6] |

**How we determine the optimal performance in runtime comparison.**

The optimal performance is determined by the ROC-AUC score. Taking the computational cost into account, we expect a reasonable score within as few training epochs as possible. Thus, when the score converges (i.e., the score increment of consequence epochs is less than 0.5%), we mark the current epoch as optimal.
C Additional Experimental Results

C.1 Additional Results on Real-world Datasets Detection Performance

Table 8: Average Precision (%) comparison among OD algorithms on five real-world benchmark datasets, where we show the avg perf. ± the STD of perf. (max perf.) of each. OOM denotes out of memory with regard to GPU (_G) and RAM (_R).

| Algorithm  | Cora    | Amazon | Flickr | Weibo | Reddit |
|------------|---------|--------|--------|-------|--------|
| LOF        | 12.2±0.0 (12.2) | 5.6±0.0 (5.6) | 5.4±0.0 (5.4) | 15.8±0.0 (15.8) | 4.2±0.0 (4.2) |
| IF         | 10.1±0.7 (11.5) | 6.2±1.3 (9.5) | 8.2±0.6 (9.3) | 12.9±2.6 (19.8) | 2.8±0.1 (2.9) |
| SCAN       | 13.2±0.0 (13.2) | 34.8±0.0 (34.9) | 18.7±0.0 (18.7) | 52.8±9.9 (64.5) | 3.4±0.0 (3.4) |
| MLPAE      | 17.9±8.2 (34.0) | 13.9±9.9 (33.6) | 32.6±20.5 (50.7) | 17.3±3.4 (20.5) | 3.3±0.0 (3.3) |
| Radar      | 7.5±0.4 (7.9) | 13.5±1.2 (14.2) | OOM_G | 92.1±7.0 (92.9) | 3.6±0.2 (3.9) |
| ANOMALOUS  | 7.1±2.2 (12.3) | 11.8±1.7 (15.6) | OOM_G | 92.1±7.0 (92.9) | 4.0±0.6 (5.1) |
| GCNAE      | 13.2±0.0 (13.2) | 34.8±0.0 (34.8) | 16.8±4.3 (18.7) | 70.8±5.0 (80.9) | 3.4±0.0 (3.4) |
| DOMINANT   | 20.7±5.8 (24.1) | 18.1±2.2 (19.5) | 40.6±8.6 (44.8) | 18.0±10.2 (36.2) | 3.7±0.0 (3.8) |
| DONE       | 24.0±8.9 (40.9) | 29.4±10.3 (51.2) | 21.8±4.2 (25.8) | 65.5±13.4 (77.3) | 3.7±0.4 (4.5) |
| AdONE      | 19.3±4.8 (25.4) | 25.5±11.4 (46.9) | 18.6±4.7 (27.1) | 62.9±9.5 (74.4) | 3.3±0.4 (4.0) |
| AnomalyDAE | 19.1±3.1 (25.2) | 28.7±5.8 (34.7) | 13.3±4.6 (19.0) | 38.5±22.5 (77.3) | 3.7±0.1 (3.8) |
| GAAN       | 14.9±0.1 (11.5) | 35.2±0.4 (35.9) | 18.6±0.1 (18.7) | 80.3±0.2 (80.7) | 3.7±0.1 (3.9) |
| GUIDE      | 14.0±0.2 (14.3) | 11.8±1.7 (15.6) | OOM_G | 92.1±7.0 (92.9) | 3.6±0.2 (3.9) |
| CONAD      | 20.9±5.8 (24.2) | 18.2±0.8 (19.4) | 8.0±1.9 (9.7) | 15.6±6.9 (31.7) | 3.7±0.3 (4.6) |

Table 9: Recall@k (%) comparison among OD algorithms on five real-world benchmark datasets, where we show the avg perf. ± the STD of perf. (max perf.) of each. k is set as the number of outliers in labels. OOM denotes out of memory with regard to GPU (_G) and RAM (_R).

| Algorithm  | Cora    | Amazon | Flickr | Weibo | Reddit |
|------------|---------|--------|--------|-------|--------|
| LOF        | 15.2±0.0 (15.2) | 5.2±0.0 (5.2) | 8.4±0.0 (8.4) | 22.0±0.0 (22.0) | 4.4±0.0 (4.4) |
| IF         | 14.6±1.7 (18.1) | 5.0±2.0 (9.9) | 12.6±1.2 (14.7) | 13.8±6.4 (24.3) | 0.1±0.1 (0.3) |
| SCAN       | 18.8±0.0 (18.8) | 45.0±0.0 (45.1) | 28.0±0.1 (28.1) | 48.9±11.0 (62.1) | 3.0±0.0 (3.0) |
| MLPAE      | 27.0±11.5 (42.8) | 18.2±13.1 (37.6) | 35.4±22.1 (52.0) | 23.8±7.0 (30.5) | 2.7±0.3 (3.0) |
| Radar      | 3.1±0.3 (3.6) | 21.7±3.7 (24.3) | OOM_G | 86.4±0.8 (87.4) | 2.1±0.8 (3.5) |
| ANOMALOUS  | 5.7±4.3 (15.9) | 14.3±5.8 (25.7) | OOM_G | 86.4±0.8 (87.4) | 4.0±1.9 (7.9) |
| GCNAE      | 18.8±0.0 (18.8) | 45.0±0.0 (45.1) | 24.5±8.2 (28.1) | 67.6±5.2 (77.3) | 3.0±0.0 (3.0) |
| DOMINANT   | 23.5±7.4 (28.3) | 22.1±3.4 (24.3) | 49.8±10.1 (52.8) | 19.7±13.8 (37.4) | 0.9±0.4 (2.7) |
| DONE       | 28.1±10.8 (41.3) | 33.6±11.7 (52.2) | 25.2±4.9 (29.4) | 65.4±12.4 (76.3) | 2.8±1.6 (5.7) |
| AdONE      | 19.8±7.1 (31.2) | 27.3±11.8 (52.7) | 19.2±5.4 (28.6) | 64.3±7.6 (74.3) | 1.0±1.2 (3.8) |
| AnomalyDAE | 22.1±3.1 (29.7) | 36.5±9.4 (45.7) | 17.1±9.9 (28.2) | 42.2±23.7 (75.7) | 0.9±0.5 (3.0) |
| GAAN       | 19.6±0.2 (20.3) | 45.7±0.2 (46.2) | 28.6±0.1 (28.2) | 77.1±0.2 (77.4) | 1.1±0.4 (2.2) |
| GUIDE      | 18.7±0.7 (19.6) | 14.3±5.8 (25.7) | OOM_G | 92.1±7.0 (92.9) | 3.6±0.2 (3.9) |
| CONAD      | 24.8±6.7 (29.7) | 22.8±0.9 (24.3) | 10.7±4.3 (14.8) | 20.3±13.3 (37.1) | 1.3±1.6 (7.6) |
### C.2 Additional Results on Performance Variation under Different Types of Outliers

Table 10: Average Precision (%) comparison among OD algorithms on three datasets injected with contextual and structural outliers, where we show the avg perf. ± the STD of perf. (max perf.) of each. OOM denotes out of memory with regard to GPU (_G) and RAM (_R).

| Algorithm  | Cora | Amazon | Flickr |
|------------|------|--------|--------|
| **LOF**    | 12.2±0.0 (12.2) | 3.1±0.0 (3.1) | 3.2±0.0 (3.2) | 2.6±0.0 (2.6) | 3.5±0.0 (3.5) | 2.5±0.0 (2.5) |
| **IF**     | 9.2±1.1 (11.7) | 3.0±0.3 (3.6) | 4.7±2.1 (10.5) | 2.6±0.1 (2.7) | 7.2±1.0 (9.1) | 2.6±0.0 (2.6) |
| **MLPAE**  | 13.7±0.0 (13.7) | 3.1±0.0 (3.1) | 56.7±0.1 (56.9) | 2.5±0.0 (2.5) | 24.8±0.0 (24.9) | 2.6±0.0 (2.6) |

| Algorithm  | Cora | Amazon | Flickr |
|------------|------|--------|--------|
| **SCAN**   | 2.6±0.0 (2.6) | 27.8±16.9 (61.0) | 2.5±0.0 (2.5) | 19.8±20.1 (60.0) | 2.5±0.0 (2.5) | 58.3±41.2 (94.8) |
| **Radar**  | 2.5±0.0 (2.6) | 6.0±0.8 (6.6) | 13.0±2.1 (14.3) | 3.4±0.1 (3.6) | OOM_G | OOM_G |
| **ANOMALOUS** | 2.7±0.2 (3.3) | 5.6±3.0 (14.0) | 10.0±1.4 (13.7) | 3.5±0.5 (4.5) | OOM_G | OOM_G |

| Algorithm  | Cora | Amazon | Flickr |
|------------|------|--------|--------|
| **GCNAE**  | 13.7±0.0 (13.7) | 3.1±0.0 (3.1) | 56.7±0.0 (56.8) | 2.5±0.0 (2.5) | 21.7±7.2 (24.9) | 2.6±0.0 (2.6) |
| **DOMINANT** | 6.3±1.8 (10.9) | 18.1±5.9 (22.2) | 4.8±0.4 (5.2) | 16.5±2.5 (17.4) | 4.6±0.5 (5.0) | 59.3±13.9 (66.0) |
| **DONE**   | 6.8±1.8 (9.3) | 23.2±11.9 (49.6) | 11.1±7.1 (24.0) | 26.1±19.9 (77.2) | 14.9±2.7 (17.4) | 9.5±2.1 (11.8) |
| **AdONE**  | 7.7±2.1 (12.0) | 14.7±4.6 (23.1) | 14.4±6.9 (25.1) | 15.8±12.8 (50.0) | 10.5±2.8 (17.1) | 9.7±2.8 (12.8) |
| **AnomalyDAE** | 11.2±2.3 (13.4) | 10.6±6.0 (24.6) | 27.0±17.5 (48.6) | 10.3±5.5 (17.3) | 3.1±0.3 (4.0) |
| **GAAN**   | 14.1±0.1 (14.2) | 4.4±0.1 (4.6) | 51.8±8.0 (52.9) | 3.7±0.1 (3.9) | 24.7±0.2 (24.9) | 2.6±0.0 (2.6) |
| **GUIDE**  | 13.3±1.9 (14.0) | 4.1±1.3 (9.8) | OOM_R | OOM_R | OOM_R |
| **CONAD**  | 6.1±1.2 (6.9) | 18.8±6.0 (22.9) | 4.7±0.3 (5.2) | 16.8±0.7 (17.4) | 3.8±0.8 (4.7) | 4.5±1.2 (5.6) |

Table 11: Recall@k (%) comparison among OD algorithms on three datasets injected with contextual and structural outliers, where we show the avg perf. ± the STD of perf. (max perf.) of each. k is set as the number of each types of outliers in labels. OOM denotes out of memory with regard to GPU (_G) and RAM (_R).

| Algorithm  | Cora | Amazon | Flickr |
|------------|------|--------|--------|
| **LOF**    | 12.9±0.0 (12.9) | 5.7±0.0 (5.7) | 1.1±0.0 (1.1) | 3.7±0.0 (3.7) | 9.0±0.0 (9.0) | 2.2±0.0 (2.2) |
| **IF**     | 13.1±3.3 (20.0) | 18.1±5.9 (22.2) | 4.8±0.4 (5.2) | 16.5±2.5 (17.4) | 4.6±0.5 (5.0) | 59.3±13.9 (66.0) |
| **MLPAE**  | 15.7±0.0 (15.7) | 7.1±0.0 (7.1) | 55.1±0.1 (55.1) | 2.3±0.0 (2.3) | 29.8±0.1 (30.0) | 2.9±0.0 (2.9) |

| Algorithm  | Cora | Amazon | Flickr |
|------------|------|--------|--------|
| **SCAN**   | 2.4±1.1 (4.3) | 32.4±18.3 (61.4) | 2.3±0.4 (2.9) | 24.7±26.0 (70.3) | 2.8±0.2 (3.1) | 59.0±41.7 (96.4) |
| **Radar**  | 1.4±0.0 (1.4) | 0.4±0.6 (1.4) | 16.0±5.7 (20.6) | 1.7±1.0 (2.3) | OOM_G | OOM_G |
| **ANOMALOUS** | 1.9±1.3 (4.3) | 2.1±2.9 (11.4) | 5.2±4.9 (19.7) | 0.7±1.8 (6.6) | OOM_G | OOM_G |
| **GCNAE**  | 15.7±0.0 (15.7) | 7.1±0.0 (7.1) | 55.1±0.0 (55.1) | 2.3±0.0 (2.3) | 25.8±9.7 (30.0) | 2.8±0.2 (2.9) |
| **DOMINANT** | 8.4±3.4 (15.7) | 15.9±4.6 (18.6) | 5.0±0.8 (6.0) | 10.0±1.7 (10.9) | 3.6±0.3 (4.0) | 69.3±15.8 (75.6) |
| **DONE**   | 9.5±3.1 (15.7) | 22.8±13.4 (45.7) | 11.1±8.0 (26.3) | 26.4±20.5 (75.1) | 22.2±5.1 (25.6) | 5.2±1.4 (7.7) |
| **AdONE**  | 10.6±3.3 (17.1) | 12.3±7.8 (28.6) | 17.1±8.4 (33.1) | 13.3±15.9 (57.1) | 15.8±4.3 (24.6) | 3.8±1.4 (6.9) |
| **AnomalyDAE** | 14.0±3.0 (17.1) | 12.4±5.4 (24.3) | 29.4±21.3 (53.4) | 8.4±3.2 (12.9) | 16.2±12.0 (30.1) | 3.6±1.3 (6.7) |
| **GAAN**   | 15.8±0.3 (17.1) | 8.4±0.5 (8.6) | 54.5±5.0 (56.0) | 3.8±0.3 (4.3) | 29.8±0.1 (30.0) | 2.9±0.0 (2.9) |
| **GUIDE**  | 15.9±3.4 (17.1) | 8.4±0.4 (8.6) | OOM_R | OOM_R | OOM_R |
| **CONAD**  | 7.7±3.1 (10.0) | 16.1±4.8 (18.6) | 4.9±0.3 (6.0) | 10.6±1.0 (14.6) | 5.6±2.5 (9.5) | 6.5±2.9 (9.4) |
C.3 Additional Results on Efficiency and Scalability Analysis

Table 12: Time consumption (s) comparison among OD algorithms on five different numbers of epochs. For non-iterative algorithms, i.e., LOF, IF, and SCAN, we report the total runtime.

| Algorithm | 10   | 100  | 200  | 300  | 400  |
|-----------|------|------|------|------|------|
| LOF       | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 |
| IF        | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 |
| MLPAE     | 0.04 | 0.46 | 0.82 | 1.37 | 1.74 |
| SCAN      | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 |
| Radar     | 0.02 | 0.10 | 0.19 | 0.34 | 0.36 |
| ANOMALOUS | 0.02 | 0.09 | 0.17 | 0.26 | 0.36 |
| GCNAE     | 0.06 | 0.49 | 0.96 | 1.45 | 1.94 |
| DOMINANT  | 0.08 | 0.70 | 1.41 | 2.10 | 2.79 |
| DONE      | 0.08 | 0.77 | 1.53 | 2.30 | 3.08 |
| AdONE     | 0.10 | 0.91 | 1.81 | 2.71 | 3.62 |
| AnomalyDAE| 0.43 | 0.64 | 1.28 | 1.92 | 2.55 |
| GAAN      | 0.06 | 0.49 | 0.98 | 1.47 | 1.97 |
| GUIDE     | 50.77| 51.92| 53.40| 54.27| 55.21|
| CONAD     | 0.11 | 1.04 | 2.07 | 3.07 | 4.10 |

Table 13: GPU memory consumption (MB) comparison among deep algorithms on five different graph size (number of nodes). Note that GPU memory measurement does not apply to algorithms like LOF, IF, and SCAN.

| Algorithm   | 100  | 500  | 1000 | 5000 | 10000 |
|-------------|------|------|------|------|-------|
| MLPAE       | 0.66 | 2.10 | 3.90 | 19.41| 38.52 |
| GCNAE       | 0.92 | 3.40 | 6.38 | 31.18| 62.11 |
| GUIDE       | 0.96 | 3.46 | 6.47 | 31.45| 62.60 |
| Radar       | 0.49 | 9.32 | 36.73| 871.32| 3450.88|
| ANOMALOUS   | 0.44 | 5.03 | 20.50| 482.47| 2293.76|
| DOMINANT    | 1.09 | 7.58 | 27.15| 591.74| 2324.48|
| DONE        | 1.95 | 10.93| 32.74| 624.41| 2385.92|
| AdONE       | 1.99 | 11.38| 33.60| 657.54| 2447.36|
| AnomalyDAE  | 1.21 | 10.54| 36.94| 794.81| 3112.96|
| GAAN        | 0.90 | 9.51 | 36.87| 871.17| 3450.88|
| CONAD       | 1.39 | 8.77 | 29.48| 604.32| 2344.96|
D.1 User Guidelines for PyGOD

**Dependency.** PyGOD builds for Python 3.6+, and depends on popular Pytorch [50] and Pytorch Geometric (PyG) [22] for effective graph learning on both CPUs and GPUs. Additionally, it uses numpy [26], scipy [63], and scikit-learn [51] for data manipulation.

**API Design.** Inspired by the API design of scikit-learn [6] and PyOD [80], all detection algorithms in PyGOD inherit from a base class with the same API interface: (i) `fit` trains the detection model, gets the outlier scores (the higher, the more outlying) and labels on the input data, and generates necessary statistics for prediction (in the inductive setting); (ii) `decision_function` leverages the trained model to predict the raw outlier scores of the incoming data (in the inductive setting); (iii) `predict` returns the binary prediction using the trained model (0 for normal samples and 1 for outliers); and (iv) `predict_proba` returns the probability of samples being outlier using the leading method [38]. Meanwhile, we also include the recent advance in providing the confidence score in outlier detection [54] for the above prediction methods. The usage of the above APIs is demonstrated in Code demo 1.

```python
from pygod.utils import load_data  # import loader
data = load_data("inj_cora")  # load data

from pygod.models import DOMINANT  # import the model
model = DOMINANT()  # init. detection model
model.fit(data)  # fit with data

pred_label = model.predict(data)  # predict binary labels
pred_score = model.decision_function(data)  # predict outlier scores
pred_proba = model.predict_proba(data)  # predict probabilities

from pygod.metrics import eval_roc_auc  # import eval. func.
eval_roc_auc(y, pred_score)  # eval. by AUC
```

**Streamlined Graph Learning with PyG.** We choose to develop PyGOD on top of the popular PyG library for multiple reasons. First, this reduces the complexity in processing graph data for users. That is, PyGOD only requires the input data to be in the standard graph data format in PyG[1]. Notably, different detection models need distinct information from a PyG graph. Within the implementation of each detection model, we design an abstract `process_graph` method to extract necessary information, e.g., the adjacency matrix, node, and edge attributes, etc., for the underlying detection algorithm. Second, most of the detection algorithms share common backbones (see Table 2) like graph convolutional neural networks (GCN) [36] and graph autoencoders [35], where PyG already provides optimized implementation. Third, PyG is the most popular GNN libraries with advanced functions like graph sampling and distributed training. Under the PyG framework, we enable and implement mini-batch and/or sampling for selected models to accommodate the learning with large graphs as shown in Table 2.

In addition to the detection models, a set of helpful utility functions is designed to facilitate graph outlier detection. Evaluation-wise, PyGOD provides common metrics for graph OD in the `metric` module. Data-wise, PyGOD offers outlier injection methods for both structural and contextual settings [17] in generator, as a solution to model evaluation and benchmarking.

D.2 Maintenance Plan

The maintenance plan of PyGOD will focus on multiple aspects: (i) including more algorithms and benchmark for different sub-tasks, e.g., outlier detection in edges and sub-graphs; (ii) collaborating with industries to make PyGOD more practical and tailor the needs of practitioners; (iii) optimizing its accessibility and scalability with the latest advancement in graph [31]; and (iv) incorporate automated machine learning to enable intelligent model selection and hyperparameter tuning [81].