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Abstract

Adaptive random testing (ART) improves the failure-detection effectiveness of random testing by leveraging properties of the clustering of failure-causing inputs of most faulty programs: ART uses a sampling mechanism that evenly spreads test cases within a software’s input domain. The widely-used Fixed-Sized-Candidate-Set ART (FSCS-ART) sampling strategy faces a quadratic time cost, which worsens as the dimensionality of the software input domain increases. In this paper, we propose an approach based on small world graphs that can enhance the computational efficiency of FSCS-ART: SWFC-ART. To efficiently perform nearest neighbor queries for candidate test cases, SWFC-ART incrementally constructs a hierarchical navigable small world graph for previously executed, non-failure-causing test cases. Moreover, SWFC-ART has shown consistency in programs with high dimensional input domains. Our simulation and empirical studies show that SWFC-ART reduces the computational overhead of FSCS-ART from quadratic to log-linear order while maintaining the failure-detection effectiveness of FSCS-ART, and remaining consistent in high dimensional input domains. We recommend using SWFC-ART in practical software testing scenarios, where real-life programs often have high dimensional input domains and low failure rates.
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1. Introduction

Software testing is a fundamental software quality assurance activity. Random testing (RT) is a popular black-box software testing technique that randomly selects and executes a subset of test cases from the software’s input domain. Benefits of using RT include that it does not require explicit information, other than the inputs it takes, about the software under test, and that it can easily be automated. RT has been used to test many real-life software packages, including: Windows NT applications; embedded software systems; database systems; Android applications; Java Just-In-Time Compilers; .NET error detection; security assessment; Mac OS robustness assessment; graphical user interfaces; and UNIX utility programs.

Although RT has been reported to be effective, a large body of related research has highlighted continuing questions about its actual effectiveness. For example, RT does not take advantage of non-failure-revealing test cases, which may still have information about program behavior, and should not be discarded without careful inspection. Moreover, RT may not achieve satisfactory failure-detection effectiveness and code coverage, which may make it unsuitable when there are constraints on the number of test cases that can be executed.

An important finding in software testing has been the fact that inputs that cause programs to fail (failure-causing inputs), more often than not, form contiguous regions within the input domain of a program. A family of testing techniques called Adaptive Random Testing (ART) is based on the idea that, if RT’s basic technique is slightly modified, such that test cases are more evenly distributed, the chances of encountering failure-causing inputs can be significantly increased. Three broad categories of patterns of these failure-causing inputs have been identified, as shown in Fig. 1: block, strip and point patterns.

An objective of ART is to minimize the number of test cases executions needed before revealing program failure. Theoretical support for ART includes not repeating testing where failure is unlikely to occur, covering every aspect of the program (coverage), and exploring as much variety (diversity) in inputs as possible. ART has been shown to be more effective than RT in real-life software testing scenarios — such as resource-constrained testing and beta testing —
achieving better code coverage \[43\], and using fewer test cases to find failure \[27\]. ART can require up to 50% fewer test cases to find the first failure than RT \[46\]. Recently, ART has been gaining traction as a viable approach for testing real-life programs and systems, such as: testing deep neural networks \[37\]; detection of cross-site-scripting (XSS) attacks \[38\]; exposing SQL database vulnerabilities \[39\]; and testing object-oriented programs \[40\].

Several ART approaches exist, based on different strategies and motivations \[28\]-\[29\]. The Fixed-Size-Candidate-Set version of ART (FSCS-ART) was the first proposed, and is the most-widely-used ART strategy, best known for its simplicity and failure-detection effectiveness \[28\]. FSCS-ART follows the ART principle that if a test case does not reveal a failure, then nearby inputs are also unlikely to do so. Subsequent test cases, therefore, should be selected far away from the previously executed, non-failure-causing test cases. FSCS-ART achieves the concept of far away through computing distances among test cases.

Unfortunately, FSCS-ART incurs a quadratic time complexity when generating test cases, due to the brute-force strategy for determining the nearest neighbors of candidate test cases (see Section 2.1) — the distance between each candidate test case and all executed test cases must be calculated before the nearest neighbor can be identified. Furthermore, this computational cost rises sharply as the number of program input parameters (dimensions of the input domain, \(D\)) increases. These two issues can be collectively referred to as the double-tier efficiency problem of FSCS-ART. Given that most real-world programs have high dimensional input domains \[41\] and low failure rates \[20\] — which means that most test case executions may be required before finding a failure — the FSCS-ART double-tier efficiency problem needs to be addressed.

The work reported in this paper addresses the FSCS-ART double-tier efficiency problem. By identifying FSCS-ART as an instance of the nearest neighbor search (NNS) problem, we hypothesize that a solution to the FSCS-ART efficiency problem may lie in addressing the NNS mechanism: If the NNS mechanism can be scalable, and consistent with dataset size and dimensions, it may alleviate the double-tier efficiency problem. Furthermore, approximate NNS (ANNS) should be able to significantly alleviate the computational overheads of distance calculations, especially in high dimensional input domains \[42\]. In software testing, ANNS has been used to find the most similar test cases in regression testing \[43\], test case prioritization (TCP) \[44\], and model-based testing \[45\]. It has also been used to find the most diverse (opposite to similar) test cases in ART \[46\] and software product lines \[47\]. ANNS has also been successfully applied to enhance the efficiency in other areas of software testing, including TCP \[44\], test suite reduction \[48\] and prediction of test flakiness \[49\].

In this paper, we introduce an approach based on Hierarchical Navigable Small World graphs (HNSWGs), a technology that has outperformed tree, hashing, and other graph-based NNS strategies on a wide variety of datasets \[50\]-\[51\]-\[52\]. HNSWGs represent an excellent potential solution for solving the computational overheads and high dimensionality problem of FSCS-ART. The proposed method, referred to as FSCS-ART by Hierarchical Navigable Small World Graphs (abbreviated as SWFC-ART), stores previously executed, non-failure-causing test cases in an HNSWG data structure that is efficient for NNS queries, especially for high-dimensional datasets. HNSWGs are built on navigable small world graphs with a controllable hierarchy for approximate k-nearest neighbor searches \[53\], making them suitable for alleviating the exhaustive distance computations burden of FSCS-ART. We evaluated SWFC-ART in a series of simulations and empirical studies, examining its efficiency and failure-detection effectiveness. Our proposed method reduces the computational overhead of FSCS-ART from quadratic to log-linear order while maintaining the failure-detection effectiveness of FSCS-ART, and remaining consistent in high dimensional input domains.

The rest of the paper is organized as follows: Section 2 introduces some background information for NNS, FSCS-ART, the current state-of-the-art for FSCS-ART (KDFC-ART), and HNSWGs. The proposed method is explained in Section 3. Section 4 describes the experimental setup used to evaluate the proposed method. Section 5 provides the experimental results and discussion. Section 6 describes potential limitations and threats to the validity of our work. Related work is described in Section 7. The paper concludes with Section 8 which also discusses some future work.

2. Background

2.1. Fixed-Size-Candidate-Set Adaptive Random Testing

The Fixed-Size-Candidate-Set implementation of ART (FSCS-ART) uses two sets of test cases: the candidate set (\(C\)), containing \(k\) elements; and the executed set (\(E\)) that contains the previously executed, non-failure-causing test cases. Initially, both \(E\) and \(C\) are empty. The first test case is randomly generated and executed. If a failure is not found, the executed test case is added to \(E\), and \(k\) new candidate test cases are randomly generated and added to \(C\). The nearest neighbor in set \(E\) for each \(c_i\) in \(C\) (\(1 \leq i \leq k\)) is determined by calculating the distance between \(c_i\) and all elements in \(E\). Finally, the best candidate test case (\(c_{best}\)) is selected as the candidate whose nearest neighbor is farthest away — following the min-max strategy of FSCS-ART. This process can be described mathematically as

---

1Using a uniform probability distribution.
follows (where $\delta$ is a similarity measure for test cases):

$$\forall c \in C, \min_{e \in E} \delta(c_{best}, c) \geq \min_{e \in E} \delta(c, e) \quad (1)$$

The Euclidean distance is typically used as $\delta$ for numeric programs \cite{28} \cite{27}: FSCS-ART chooses the test case from $C$ that is most distant from previously executed, non-failure-causing test cases.

A core part of the FSCS-ART algorithm is finding the nearest neighbors of candidate test cases. Once the nearest neighbor is found, $c_{best}$ can be determined in constant time. If a candidate test case ($c_i \in C$) is considered a query point, and the executed test case set ($E$) is the dataset, then the whole process becomes an instance of the NNS problem. The NNS problem has been extensively studied in computer science, including in areas such as geographic information systems, artificial intelligence, pattern recognition, clustering, and outlier detection \cite{54}.

**Definition 1.** The NNS problem can be formally defined as follows: Given a $d$-dimensional input domain $D$ (also called vector space or input space), and a distance function $\delta : D \times D \rightarrow \mathbb{R}$, for a finite set $X = \{x_1, x_2, x_3, \ldots, x_n\}$, where $X \subseteq D$, an effective probability search method is needed to find the $x_i \in X$ which is closest to $q \in D$ (according to $\delta$). Each $x_i \in X$ and $q \in D$ are $d$-dimensional vectors.

$$\text{NNS}(q) = \arg \min_{x \in X} \delta(q, x) \quad (2)$$

For FSCS-ART, $X$ is a set of executed test cases ($E$), $x_i$ is one executed test case (also called test input), and $q$ is a candidate test case. An effective probability search method is not guaranteed to identify the exact nearest neighbor for a given candidate. Although the original FSCS-ART uses exact NNS, it has been found that an ANNS can also be employed that maintains the FSCS-ART failure-detection effectiveness \cite{46}.

FSCS-ART uses a brute-force NNS \cite{55} for each element $c \in C$, with the distances between $c$ and each element of $E$ calculated to find its nearest neighbor. The complexity of the brute-force NNS is $O(d \cdot n)$ \cite{42}, and because there are $k$ elements in $C$, one iteration of FSCS-ART has a complexity of $O(k \cdot d \cdot n)$. As the algorithm iterates $n$ times, the total time complexity becomes $O(n \cdot k \cdot d \cdot n) = O(k \cdot d \cdot n^2)$. This quadratic time complexity can take a prohibitive amount of time when testing programs with high dimensionality and low failure rates.

Due to its simplicity, failure-detection effectiveness, and popularity for testing numeric, non-numeric, and object-oriented programs (especially after the various distance metrics proposed in these domains by ART researchers), most studies of the application of ART in testing real-life software packages have used FSCS-ART. As noted by Huang et al. \cite{28}, of 15 studies employing ART to test software packages from different application domains, 14 used FSCS-ART. In spite of this, however, the extent of research into improving FSCS-ART is less than that for partition-based ART strategies, which are less often used in real-life testing scenarios \cite{29}.

### 2.2. State-of-the-art: KDFC-ART

A state-of-the-art FSCS-ART overhead reduction strategy called KDFC-ART \cite{46} stores previously executed, non-failure-causing test cases in a tree-based data structure to perform efficient NNS. LimBal-KDFC — the most efficient of the three KDFC-ART variants — incorporates limited backtracking and a semi-balancing strategy to perform ANNS, and appears to effectively address high-dimensionality computational challenges. Its worst-case time complexity is $O(k \cdot d^2 \cdot n \log n)$ — where $k$ is the candidate set size; $n$ is the number of generated test cases; and $d$ is the input domain’s dimensionality).

Previous studies that have shown that tree-based approaches can perform NNS in low dimensional ($d \leq 5$) input spaces with $O(\log n)$ complexity. However, in worst-case situations, this complexity can become $O(d \cdot n^{1-1/d})$ \cite{56}. LimBal-KDFC, a tree-based search method, is therefore expected also to suffer from the impact of this phenomenon.

#### 2.3. Hierarchical Navigable Small World Graphs

Graph-based approaches map vectors of a dataset into a graph data structure, and perform greedy traversals to find the nearest neighbor of a query point \cite{53}. These approaches have been shown to out-perform both tree-based and hashing-based techniques \cite{57, 55, 58, 59, 60, 61, 62, 63}. However, these techniques face power-law scaling of the number of steps with the size of the dataset, and may potentially get stuck in local minima \cite{64, 55}.

To solve this problem, researchers have studied the construction of small world graphs (SWGs) instead of regular connected graphs. The small world phenomenon is related to the Milgram Experiment \cite{64}, which showed that most social entities are linked through a small number of connections (average of 6). Watts & Strogatz \cite{67} showed that, due to their high clustering and small path lengths, some real-life networks, called small-world networks, can lie between regular and connected networks. These networks use a few long-range links as well as regular short-range links. Short-range links provide local connectivity by joining nodes with their neighbors. Long-range links are responsible for global connectivity, joining more distant nodes \cite{68}. Kleinberg \cite{69, 70} showed that if long-range links are introduced with a probability $r^n$ — where $r$ is the distance between two distant nodes, and $\alpha$ is a fixed clustering coefficient — then the number of steps needed to reach the target node by a greedy search scales down to poly-logarithmic order. The value of $\alpha$ can be set to the dimensionality of the vector space. Based on this idea, many NNS and ANNS algorithms have been developed \cite{71, 72, 73, 74} that have reduced the greedy routing complexity from power-law to poly-logarithmic scaling. Small world properties can be incorporated into a graph during its construction \cite{75} — this has been used by NNS and ANNS, showing small world properties \cite{76, 77}.

Hierarchical Navigable Small World graphs (HNSWGs) \cite{53} aim to further reduce the complexity of SWGs. HNSWGs are constructed by separating links into different layers based on their length: This means that only a fixed number of the connections for each element are evaluated (independently of the graph size), which allows for logarithmic scaling. Each element is assigned a layer level $l$, which denotes the highest layer
it can belong to. The NNS is initiated from the top layer (which has the longest links), and continues until a local minimum is reached at that layer. The search then goes to the next lower layer, proceeding from the local minimum found in the upper layer. This process continues until the bottom layer.

Because there is a fixed number of connections at each layer, if the layer level \( l \) is set with exponentially decaying probability, then the overall NNS complexity scales down to logarithmic order. The HNSWG structure is similar to probabilistic skip-lists [78], with proximity graphs replacing linked-lists.

### 2.3.1. Example

Fig. 2a presents a sample navigable small world graph (NSWG) where each node is connected to its neighboring nodes, and there are also some long-range links to more distant nodes. For example, Node 1 has bidirectional short-range links with its neighboring nodes (Nodes 2 & 3), and long-range links with Nodes 4, 7, and 8. This NSWG is converted to an HNSWG by grouping links into three categories: Long-, medium-, and short-range — which are represented in Fig. 2b by dotted, dashed, and solid lines, respectively. The long- and medium-range links — where a node is connected to nodes other than its neighbors — are responsible for the small world properties in the graph. The short-range links connect nodes to some of their neighbors, making an approximate Delaunay graph [76][77]. As shown in Fig. 3, links in the HNSWG are separated into three virtual layers (hierarchies) according to their length, with long-, medium-, and short- links categorized into the top, middle, and bottom layers, respectively.

### 2.3.2. NNS in HNSWG

An NNS for query point \( q \) (highlighted with a double circle in Figs. 2 & 3) starts from the top layer by selecting the node with the most links (the “maximum degree node”) as an entry point (Node 1). The entry point is updated each time an element is inserted into the graph. The nearest neighbor of \( q \) in the top layer is determined (Node 8), and the search proceeds to the middle layer, restarting from the local minimum found in the top layer. The nearest neighbor is revised, with Node 5 now identified as the best possible solution. Finally, the search proceeds to the final (bottom) layer and again attempts to refine the nearest neighbors, resulting in Node 6 now being identified as the final nearest neighbor for \( q \). According to this process, the nearest neighbor of \( q \) is found in three steps, compared with the eight distance calculations that would have had to be performed in a brute-force (exhaustive) search.

### 3. Method

This section introduces our proposed method, SWFC-ART (a Small-World-graph-based approach for Fixed-size-Candidate-set Adaptive Random Testing), which uses an HNSWG to store \( E \), and to efficiently find nearest neighbors for each \( c_i \in C \).

#### 3.1. Framework

The SWFC-ART method can be divided into seven major steps, as shown in Fig. 4. In the first step, an HNSWG \( G \), which will map all executed test cases to its nodes, is initialized. The initialization phase requires a number of parameters (discussed in Section 3.3), including: the graph size, the number of nearest neighbors to be searched for in each layer, and the number of nearest neighbors to be connected for each inserted node. Once the graph is initialized, the first test case is randomly generated, inserted into \( G \) (Step 2), and used to test the software under test (SUT). If the method has not terminated, Step 3 involves randomly generating \( k \) candidate test cases. In Step 4, the multilayered \( G \) is traversed to find the nearest neighbor for each candidate. Step 5 determines the best candidate (the one whose nearest neighbor is most distant). In Step 6, the best candidate is inserted into \( G \), and used as the next test case for the SUT. This process repeats until a termination criterion is reached. Possible termination criteria include: finding a failure; executing a specific number of test cases; running the algorithm for a specific time limit; or any other specified criterion. If a termination criterion is satisfied, the algorithm terminates and returns \( G \) with all executed test cases as its nodes (Step 7).
3.2. SWFC-ART

SWFC-ART is a modified form of the FSCS-ART algorithm [21], storing previously executed, non-failure-causing test cases in an HNSWG [53], instead of the arrays and trees used by FSCS-ART and LimBal-KDFC, respectively.

3.2.1. Algorithm

SWFC-ART takes eight inputs: 1) \( k \) (the size of the candidate test set); 2) \( D \) (the SUT’s input domain); 3) \( \delta \) (the distance function); 4) \( ef \) (the size of the dynamic list for the number of nearest neighbors to be searched for in each layer); 5) \( M \) (the number of connections for an inserted test case in each layer of the HNSWG); 6) \( efConst \) (the size of the dynamic list for enhancing the accuracy of returned nearest neighbors — although this parameter is the same as \( ef \), a different value is used during HNSW construction, and therefore we call it \( efConst \) (efConstruction); 7) \( m_l \) (a non-zero integer to control the number of layers with exponentially decaying probability); and 8) \( b \) (the initial base size of the graph, representing the number of nodes that it can accommodate). The parameters are discussed further in Section 3.3. The algorithm returns an HNSWG \( G \) whose nodes are the executed test cases, the number of which corresponds to the F-measure (Section 4.2).

The algorithm begins by calculating the dimensionality \( d \) of the input domain \( D \) (line 1). The entry point \( ep \) (line 2) is stored globally, and updated each time an element is inserted into \( G \) — this differentiates HNSWGs from NSWGs, where the entry point is randomly chosen on each search iteration. On line 3, \( G \) has been initialized by specifying the parameter values. In the next phase, a randomly-generated test case from the SUT’s input domain is executed, and inserted into \( G \) (line 4). If no termination criterion has been satisfied, then \( k \) test cases are randomly generated, and put into \( C \) (line 7). The nearest neighbor of each candidate \( c \in C \) is determined by calling the NNS procedure (Section 3.2.3), and the candidate with the maximum distance from its nearest neighbor \( \delta_{best} \) is selected as the next test case (line 11). This selected test case is inserted into \( G \) by calling the Insert procedure (Section 3.2.2). The if block (Lines 13–19) maintains the dynamic size of \( G \), which is doubled if the number of stored test cases reaches the limit \( b \) (causing \( efConst \) to be re-calculated).

The NNS and Insert procedures called by SWFC-ART require the Searcher procedure to identify the nearest neighbors on each layer of the HNSWG. Because these procedures have been comprehensively explained by Malkov & Yashunin [53], the following is only a general overview.

3.2.2. Insert procedure

The Insert procedure takes a test case \( t \), entry point \( ep \), and three integer value parameters \( (efConst, M \text{ and } m_l) \), and
returns an updated $G$ reflecting the insertion of $t$.

For each $t$, a maximum layer $l$ is randomly selected with an exponentially decaying probability distribution (normalized by $m_0$) (line 1). $L$ represents the layer of entry point node $ep$, which is the top layer of $G$. $W$, which is initially empty, stores the nearest neighbors of $t$ in each layer (line 3). The NNS for $t$ consists of two phases: In Phase I (lines 4-6), the search moves from the top layer $L$, to $t$’s layer $l$, identifying exactly one nearest neighbor in each layer. In Phase II (lines 7-11), each layer below $l$ is searched for $efCon$ nearest neighbors, with a goal of increasing the accuracy of the greedy search at lower layers (line 8). The best $M$ nodes from $W$ are linked to $t$. If the current layer is the ground layer ($l_0$), then $t$ is linked to $M_0$ neighboring nodes (Section 3.3.5). The maximum number of connections for an element is kept to within a fixed limit, thus maintaining logarithmic complexity (line 10). The entry point and maximum layer level are updated (lines 12-15), and the updated $G$ is returned (line 16).

3.2.3. NNS procedure

The NNS procedure is similar to the Insert procedure, with the exception that Phase I spans from the top layer to the second last layer. Similar to Insert, exactly one nearest neighbor is identified for $t$ in Phase I (line 3-5). In Phase II, only the bottom layer ($l_0$) is searched for $ef$ nearest neighbors (line 6). Finally, $W$ is sorted according to $\delta(W[i], t) < \delta(W[i+1], t)$, and the first element is returned as the nearest neighbor of $t$ (line 8).

3.3. Parameter Optimization

SWFC-ART is controlled by a number of parameters: $k, ef, efCon, M, b$, and $\delta$. If all the parameter values are set to the minimum possible, then the HNSWG is not used, and the algorithm’s effectiveness can become similar to that of RT. Using the optimal parameter values, as explained in the following, is therefore critical to the success of SWFC-ART.

3.3.1. Number of candidate test cases ($k$)

In most ART studies, the size of the candidate test set (the number of test cases randomly generated in each iteration), $k$, is usually set to $10$ [27].

3.3.2. Graph size ($b$)

The size of the HNSWG needs to be given in advance, with larger graphs incurring more construction time (lowering efficiency). However, while this parameter has no apparent impact on the failure-detection effectiveness, it can affect efficiency. The actual number of nodes (executed test cases) in the final graph corresponds to the F-measure (the number of test cases executed before finding the first failure), which can depend on the failure rate of the SUT (which is unknown in advance). In
ART, test cases are usually generated incrementally until a termination criterion is reached. One approach to deal with this would be to assign the maximum available size (as supported by the hardware and software platform) to the HNSWG, but this can incur a very heavy construction cost, especially for software with high failure rates. Because our analysis of varying $b$ between $10^2$ and $2 \times 10^2$ showed that the graph construction time for $10^2$ to $10^3$ remained relatively stable, but then increased significantly for larger sizes, we initially set $b$ to $10^2$, and double this any time additional nodes are needed. In practice, testers may set $b$ according to their own specific needs.

3.3.3. Distance function ($\delta$)

Because the Euclidean distance has been used in many FSCS-ART studies \[27\] \[28\], especially for numeric programs, we adopted it in our simulations and experiments.

3.3.4. Size of dynamic list (ef)

The size of the dynamic list (ef) controls the number of a candidate’s closest neighborhoods that are searched for in layers higher than its own layer. Because SWFC-ART employs ANNS, the identified nearest neighbor may not be the actual nearest neighbor. There is a tension between the efficiency and effectiveness for the ef value: Increasing ef incurs an additional time cost, but also increases the chances of finding actual nearest neighbors. It should be at least equal to the number of desired nearest neighbors for a candidate, and, since ART seeks only one nearest neighbor for each candidate, the minimum value of ef can be 1. With ef = 1, our analysis showed NNS accuracy of 90% in all dimensions and failure rates under study. Increasing ef to 2 incurred a little additional time cost, but also raised the accuracy to 98%. Because the scope of our study was to increase efficiency while keeping effectiveness at a comparable level to the state-of-the-art, and ef = 2 shows effectiveness similar to that of FSCS-ART and LimBal-KDFC (Section 3), we did not increase ef beyond 2. Testers may choose to increase ef if they are interested in further enhancing the effectiveness.

3.3.5. Number of links (M)

This parameter controls the number of connections made to an inserted element: More connections increase the failure-detection effectiveness, but compromise the efficiency. Following Malkov et al. \[76\], who recommended that a newly-inserted element should be connected to at least its $M = 3 \cdot d$ closest neighbors (where $d$ is the dimensionality of dataset), we set $M = 3 \cdot d$. On the ground layer ($l_0$), a separate parameter $M_0$ has been used. Setting $M_0 = M$ reduces the NNS accuracy. $M_0 = 2 \cdot M$ is the recommended choice, because higher values can lead to performance degradation and excessive memory usage \[53\].

3.3.6. Construction parameter (efConst)

The construction parameter (efConst) specifies the number of nearest neighbor candidates used during graph construction. As only $M$ closest candidates are connected to the inserted element, $efConst \geq M$. In the Insert procedure, a candidate has to be searched for only one nearest neighbor in layers above its own layer, but this is increased to efConst for lower layers to improve the NNS accuracy. The value of efConst is logarithmic to the size of the dataset and is very similar to the $w$ parameter described by Malkov et al. \[77\]: $A \cdot \log(N)$ (where $N$ is the size of the dataset, and $A$ can be any natural number).

3.4. Illustration

Fig. 3 demonstrates an example of inserting two new nodes into an HNSWG. Without loss of generality, the parameter values in this example were set as follows: $ef = 1; M = 3; M_0 = 2 \cdot M = 6; \text{ and } efConst = 3$. (The value of $m_i$ is not important for demonstration purposes.) The initial HNSWG is shown in Fig. 5a with long-range links in the top layer (Layer 2), and short-range links in the ground layer (Layer 0). Node 4 is the entry point to the graph.

Fig 5b shows the process of inserting Node 7 into the HNSWG. Suppose that Node 7 is inserted into Layer 1, which means that it will be inserted into this, and all lower layers. The search starts from the top layer (Layer 2), with Node 4 as the entry point. (As a reminder: For layers above the insertion layer, the search identifies the ef closest elements; and for the insertion and lower layers, the search identifies the efConst closest elements.) In Layer 2, all neighbors of Node 4 are examined, and the one (ef = 1) closest to the inserted node is identified — in this case, Node 4. Node 4 is then used as the entry point for Layer 1, where its neighbors (Nodes 2 and 5) are examined, and then their neighbors are examined. This continues until all the neighborhood has been examined. In this example, because efConst = 3, Nodes 2, 4, and 5, are identified as the closest elements, and are connected directly to Node 7. They will then be used as entry points to Layer 0. At this stage, because Node 4 now has four connections, which exceeds the limit ($M = 3$), its closest $M$ neighbors are identified and any remaining connections are discarded: The connection between Nodes 4 and 6 is therefore removed (represented by the dotted blue line in Layer 1 of Fig. 5b). Finally, in Layer 0, the neighbors of the entry points (Nodes 2, 4, and 5) are examined, and the efConst = 3 closest elements are identified and connected to Node 7: Nodes 1, 2, and 4.

Fig. 5c shows the insertion of Node 8. Suppose that Layer 0 is the insertion layer for Node 8. The search again begins from the top layer (Layer 2), from the entry point Node 4. In Layer 2, all neighbors of Node 4 are examined, and the one (ef = 1) closest to the inserted node is identified — Node 6. Node 6 is then used as the entry point for Layer 1, where examination of the various connected neighbors results in Node 5 being identified as the one closest node to Node 8, and thus being used as the entry point to Layer 0. In Layer 0, the neighbors of Node 5 are examined, and the three (efConst = 3) closest elements are identified and connected to Node 8: Nodes 3, 5, and 6.

Fig. 5d shows the updated HNSWG after insertion of both Nodes 7 and 8. The NNS Procedure is similar to the Insert Procedure, with the slight differences that ef = 1 nearest neighbors are searched for in all layers except the ground layer ($l_0$), where efConst = 3 nearest neighbors are identified (as ex-
explained in Section 3.2.3; and that the node is not inserted into the HNSWG (bidirectional connecting does not take place).

3.5. Complexity Analysis

The time complexity of SWFC-ART can be considered in two parts: the NNS; and the HNSWG construction complexity. For each candidate test case, the algorithm searches for \( e_f \) or \( e_f \text{Const} \) nearest neighbors on each layer, of which there is a maximum of \( m_l \) in the graph). Because \( e_f \), \( e_f \text{Const} \), and \( m_l \) are constant values (and thus do not depend on the size of the dataset), the overall NNS complexity scales down to \( O(\log n) \) for one candidate test case, and \( O(k \cdot \log n) \) for \( k \) candidates. The HNSWG is constructed through sequential insertion of test cases, for each of which \( M \) nearest neighbors are connected in each layer. The complexity of inserting one test case into the HNSWG therefore becomes equal to the search complexity \( O(\log n) \). The total graph construction complexity for the sequential insertion of \( n \) test cases scales to \( O(n \cdot \log n) \). For \( k \) candidates and a \( d \)-dimensional input domain, the overall complexity becomes log-linear (also called linearithmic or quasilinear): \( O(k \cdot d \cdot n \cdot \log n) \). The storage complexity of SWFC-ART depends on the number of links (both long- and short-range): For four billion elements (nodes or test cases), four-byte unsigned integers can be used to store the HNSWG connections. The typical memory requirement for one HNSWG object is about 60-450 bytes, which has been confirmed by simulation analysis [53].

4. Experimental Studies

Our study aimed at solving the double-tier efficiency problem of FSCS-ART, an ART version known for its failure-detection effectiveness and application in real-life programs. In addition to FSCS-ART, LimBal-KDPC (Section 2.2) was also selected as a baseline for comparison.

4.1. Research Questions

The double-tier efficiency problem conceptualizes two efficiency issues of the FSCS-ART algorithm. The first issue relates to the growing executed test set size when failure has not yet been revealed: This is a scalability issue. The second issue relates to the computational load associated with dimensionality increases for any size of test set: This is a consistency issue. In addition to examining the effect of these issues, we also wanted to investigate the impact (similarities and differences) of the ANNS strategies of LimBal-KDPC and SWFC-ART on the failure-detection effectiveness of FSCS-ART. Therefore, the following research questions were designed to guide our experiments:

**RQ1:** Does SWFC-ART successfully solve the double-tier efficiency problem? (Efficiency)

**RQ2:** How effective is SWFC-ART at revealing failures? (Effectiveness)

**RQ3:** How evenly does SWFC-ART distribute test cases? (Test case distribution)

4.2. Evaluation Metrics

4.2.1. Efficiency metrics

Because a goal of this study was to reduce the computational cost associated with FSCS-ART generating test cases, the test case generation time (\( T_G \)) was adopted an efficiency metric. The test case execution time (\( T_E \)) was also recorded. \( T_G \) includes the time taken to generate a fixed number of test cases, with lower times indicating better efficiency; while \( T_E \) is the total time taken by a program to execute the generated test cases.

4.2.2. Failure-detection effectiveness metrics

The F-measure is defined as the expected number of test case executions required by a method to find the first failure [27], with lower F-measure values (fewer test cases to find a failure) corresponding to better effectiveness. The F-measure was used as the failure-detection effectiveness metric in our study. If the failure rate, \( \theta \), of an SUT is defined as the ratio of the failure-causing inputs to the total size of the SUT input domain, then the theoretical F-measure of \( (F_{RT}) \) (with replacement) is \( 1/\theta \). Because ART aims to improve on the failure-detection effectiveness of RT, a measure of the extent of this improvement, known as the F-ratio \( (F_{ART}/F_{RT}) \), is also used in this paper.

4.2.3. Test case distribution metrics

**Discrepancy** refers to the differences of point densities in different sub-domains of the software input domain \( (D) \) — larger
sub-domains should have more test cases than smaller ones. In an ideal situation, discrepancy values should be zero, indicating that the test cases \( E \) are evenly distributed. The input domain can have an infinite number of sub-domains \([29]\); its Monte Carlo approximation can be obtained by \([80]\):

\[
\text{Discrepancy} = \max_{i=1\ldots m} \left| \frac{|E_i|}{|D|} - \frac{|D_i|}{|D|} \right|
\]

where \( D_1, D_2, D_3, \ldots, D_m \) are hyper-rectangular sub-domains of \( D \) whose size and location are randomly defined with uniform probability \([81]\); \( E_1, E_2, E_3, \ldots, E_m \) are the subsets of \( E \) falling in each sub-domain, respectively; and \( m \) is the number of randomly defined sub-domains. A value of \( m \) that is too low causes unreliable approximation, but a value that is too high incurs significant overheads for discrepancy calculation \([82]\) (1000 is a commonly-used value \([82, 83, 80]\)).

### 4.3. Simulations and Subject Programs

To answer RQ1, the \( T_G \) values of FSCS-ART, LimBal-KDFC, and SWFC-ART were recorded for test suites of sizes 500, 1000, 2000, 5000, 10,000, 15,000 and 20,000, in 2-, 3-, 4-, 5-, 10-, and 15-dimensional input domains. The \( T_G \) and \( T_F \) for the real-life programs (discussed below) were also recorded.

The failure-detection effectiveness of ART methods depends on several factors, including the shape of the failure region, the failure rate \( \theta \), and the dimensionality \( d \) of the input domain \( \theta \). It is common practice in ART studies investigating failure-finding effectiveness according to the \( F \)-measure \( (F_{\text{ART}}) \) to use both simulations and empirical studies. We have followed this tradition in our study to answer RQ2.

Generally speaking, the failure-causing inputs of a software tend to cluster into block, strip or point failure patterns \([24]\). In our simulations, the block patterns were created by randomly generating a hyper-cube in \( D \) whose hyper-volume and length of each side equaled \( \theta \) and \( \sqrt{d} \), respectively. The strip patterns were simulated by randomly selecting points on adjacent borders of \( D \), joining them, and expanding the strip magnitude until the hyper-volume became equal to \( \theta \). Strips generated in the corners of the input domain were discarded due to their unrealistic thickness. The point failure pattern was simulated by randomly generating 25 small, non-overlapping, block failure patterns, with the total hyper-volume of all the blocks being appropriate for the given \( \theta \). Simulations were performed for all three failure pattern types, with \( d = \{2, 3, 4, 5, 10\} \) and \( \theta = \{0.01, 0.005, 0.002, 0.001, 0.0005, 0.0002, 0.0001\} \).

To answer RQ3, 100, 1000, and 10,000 test cases were generated in 2-, 3-, 4-, 5-, 10-, and 15-dimensional hyper-cube input domains using FSCS-ART, LimBal-KDFC, and SWFC-ART. Each dimension of the hyper-cubes was continuous, ranging from \(-5000\) to \(5000\).

We also used 28 programs, of different sizes and dimensions, in our empirical studies. Faults were seeded into the programs using the following mutation operators \([84]\): constant replacement (CR); arithmetic operator replacement (AOR); return statement replacement (RSR); scalar variable replacement (SVR); statement deletion (SDL); and relational operator replacement (RO). Table 1 summarizes details about their \( d, D, \) size (in terms of lines of code), fault types, number of seeded faults, and \( \theta \). The “NA” for \( \theta \) in some cases represents situations where the failure rate was not calculated. The first 12 subject programs have been commonly used in ART research, and are from Numerical Recipes \([85]\) and ACM Collected Algorithms \([87]\). The programs calDay, complex and line are from Ferrer et al. \([89]\). The programs pntLinePos, pntTrianglePos, twoLinesPos and triangle were written as exercises from the textbook Introduction to Java Programming and Data Structures \([89]\). The nearestDistance program takes five points in 2-dimensional space and returns the two points that are nearest to each other \([46]\). The callGCD program takes 10 integers and returns their greatest common divisor. The select program \([90]\) returns the \( k \)-th largest element from an unordered array. The itcs program is an aircraft collision avoidance system, from Siemens \([91]\). The asinh, binomial, and period programs are from Walkinshaw & Fraser \([92]\). The program matrixProcessor \([93]\) manipulates matrices according to specified matrix operations, and was written as an exercise from JetBrains Academy \([93]\). The java.util.Arrays \([94, 95]\) is an array manipulation library in the Java API that contains various array helper functions (such as for sorting and searching).

### 4.4. Data Collection and Statistical Analysis

The simulations were conducted by continuously generating test cases, using one of the testing strategies under study, until a test case fell inside the failure region. In the experiments with real programs, failure-revealing test inputs were identified when the output of the fault-seeded program differed from the output of the original. The number of test cases generated and executed before a failure was found (the \( F \)-measure) was recorded.

All trials were run \( S \) times to ensure that mean values had a 95% confidence level and 5% accuracy range, according to the central limit theorem \([96, 27]\). In the simulations, \( S \) was set to 10,000 for calculating the \( F \)-measure, and set to 1000 for \( T_G \). In the empirical studies, \( S \) was also set to 10,000 trials. The sample sizes were confirmed to be large enough to obtain results with the desired confidence level and accuracy.

We used the unpaired two-tailed Wilcoxon rank-sum test \([97]\) (reciprocal of Mann-Whitney U test \([98]\)) to analyze the significance of differences between the SWFC-ART and FSCS-ART data, and between the SWFC-ART and LimBal-KDFC data. For two random samples, the Wilcoxon rank-sum test returns a \( z \)-statistic which is then converted into a \( p \)-value (probability value). For a 95% confidence interval (or 5% significance level), a \( z \)-statistic \( \geq 1.96 \), or a \( p \)-value \( \leq 0.01 \), means that there is sufficient evidence to reject the null hypothesis \( (H_0) \) \([82]\). The \( H_0 \) states that there is no significant difference between the observed values of the two samples \([97]\). The effect size \([99]\) is used to calculate the impact of the results of the experiment on

\[\text{Effect Size} = \frac{\text{Mean 1} - \text{Mean 2}}{\text{SD Pooled}}\]
Table 1: Details of the subject programs

| Program         | $d$ | Input Domain ($D$) | Size (LOC) | Fault Types | Total Faults | $\theta$ |
|-----------------|-----|--------------------|------------|-------------|--------------|----------|
| bessj0          | 1   | -300000 to 3000000 | 28         | AOR, ROR, SVR, CR | 5            | 0.001373 |
| airy            | 1   | -5000 to 5000      | 43         | CR          | 1            | 0.000716 |
| asinh           | 1   | -10000 to 10000    | 360        | AOR, ROR    | 2            | 0.0001001 |
| erfcc           | 1   | -30000 to 30000    | 14         | AOR, ROR, SVR, CR | 4            | 0.000574 |
| probks          | 1   | -50000 to 50000    | 22         | AOR, ROR, SVR, CR | 4            | 0.000387 |
| tanh            | 1   | -500 to 500        | 18         | AOR, ROR, SVR, CR | 4            | 0.001817 |
| bessj           | 2   | (2, -1000) to (300, 15000) | 99     | AOR, ROR, CR | 4            | 0.001298 |
| gammq           | 2   | (0, 0) to (1700, 40) | 106        | ROR, CR     | 4            | 0.000830 |
| scndnd          | 2   | (-5000, -5000) to (5000, 5000) | 64     | SVR, CR     | 5            | 0.001623 |
| binomial        | 2   | (0, 0) to (128, 128) | 501        | CR          | 1            | 0.0001341 |
| plgndr          | 3   | (10, 0, 0) to (500, 11, 1) | 36     | AOR, ROR, CR | 5            | 0.000368 |
| golden          | 3   | (-100, -100, -100) to (60, 60, 60) | 80     | ROR, SVR, CR | 5            | 0.000550 |
| cel             | 4   | (0.001, 0.001, 0.001, 0.001) to (1, 300, 10000, 10000) | 49     | AOR, ROR, CR | 3            | 0.000332 |
| el2             | 4   | (0, 0, 0, 0) to (250, 250, 250, 250) | 78     | AOR, ROR, SVR, CR | 9            | 0.000690 |
| period          | 4   | (-10000, -10000, -10000, -10000) to (10000, 10000, 10000, 10000) | 1128   | CR          | 1            | NA       |
| calDay          | 5   | (1, 1, 1, 1, 1800) to (12, 31, 12, 31, 2020) | 37     | SDL         | 1            | 0.000632 |
| complex         | 6   | (-20, -20, -20, -20, -20, -20) to (20, 20, 20, 20, 20, 20) | 68     | SVR         | 1            | 0.000901 |
| pntLinePos      | 6   | (-25, -25, -25, -25, -25, -25) to (25, 25, 25, 25, 25, 25) | 23     | CR          | 1            | 0.000728 |
| triangle        | 6   | (-25, -25, -25, -25, -25, -25) to (25, 25, 25, 25, 25, 25) | 21     | CR          | 1            | 0.000713 |
| line            | 8   | (-10, -10, -10, -10, -10, -10, -10, -10) to (10, 10, 10, 10, 10, 10, 10, 10) | 86     | ROR         | 1            | 0.000303 |
| pnTrianglePos   | 8   | (-10, -10, -10, -10, -10, -10, -10, -10) to (10, 10, 10, 10, 10, 10, 10, 10) | 68     | CR          | 1            | 0.000141 |
| twoLinesPos     | 8   | (-15, -15, -15, -15, -15, -15, -15, -15) to (15, 15, 15, 15, 15, 15, 15, 15) | 28     | CR          | 1            | 0.000133 |
| nearestDistance | 10  | (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) to (15, 15, 15, 15, 15, 15, 15, 15, 15) | 26     | CR          | 1            | 0.000256 |
| calGCD          | 10  | (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) to (1000, 1000, 1000, 1000, 1000, 1000, 1000, 1000, 1000, 1000) | 24     | AOR         | 1            | NA       |
| select          | 11  | (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) to (100, 100, 100, 100, 100, 100, 100, 100, 100, 100) | 117    | RSR, CR     | 2            | NA       |
| tcas            | 12  | (0, 0, 0, 0, 0, 0, 0, 0, 0, 0) to (1000, 1, 1, 50000, 1000, 50000, 3, 1000, 1000, 2, 2, 1) | 182    | CR          | 1            | NA       |
| matrixProcessor | 12  | (-10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4) to (10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4) | 462    | CR          | 1            | NA       |
| java.util.Arrays | 15 | (-10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4, -10^4) to (10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4, 10^4) | 1357   | CR          | 1            | NA       |
an evaluation metric. The effect size for the Wilcoxon rank-sum test was calculated as \( r = \frac{|z|}{\sqrt{n_1 + n_2}} \) (4)

where \( z \) is the \( z \)-statistic returned by the rank-sum test and \( n_1 \) and \( n_2 \) are the sample sizes. Cohen(101) identified effect sizes as large for \( r = 0.5 \); medium for \( r = 0.3 \); and low for \( r = 0.1 \).

4.5. Experimental Environment

Java 1.8.0.221 was the programming language used to develop and run the simulations and experiments.4 Two machines were used to conduct the study, both of which ran under the Microsoft Windows 10 Pro 64-bit operating system.

- Machine 1: Acer Aspire V3-572G, Intel® Core™ i5-5200U CPU @ 2.2GHz, 2 Cores, 4 Logical Processors, 12GB RAM.
- Machine 2: Dell OptiPlex 7050, Intel® Core™ i7-7700 CPU @ 3.60GHz, 4 Cores, 8 Logical Processors, 16GB RAM.

The simulations and most of the studies with the subject programs were conducted on Machine 1. However, due to the huge size and prohibitive time required, java.util.Arrays and period were tested on Machine 2. The experimental parameters were set as described in Section 3.3.

5. Experimental Results

5.1. Simulations

5.1.1. Computational Efficiency

Table 2 presents the efficiency results, with \( d \) and \( n \) denoting the dimensionality of the SUT input domain and the number of test cases generated, respectively. All \( p \)-values are less than 0.05, and all effect sizes are greater than 0.5, which means that the SWFC-ART test case generation times are significantly different from those of FSCS-ART and LimBal-KDFC, with large effect sizes. These results are next discussed from the perspective of the double-tier efficiency problem:

Efficiency Tier-1 (\( T_G \) trends when changing “\( n \)” within a fixed “\( d \)”): The overall trend for generating \( n \) test cases, as shown in Fig. 6, is that the FSCS-ART time complexity grows in quadratic order while the complexities of SWFC-ART and LimBal-KDFC grow in log-linear order, \( O(n \cdot \log n) \).

For a 2-dimensional (2-\( d \) ) input domain (Fig. 6a), FSCS-ART outperforms SWFC-ART when only a few test cases are generated — when \( n \leq 500 \), for example, FSCS-ART performs 7% faster than SWFC-ART. However, the advantage of SWFC-ART starts becoming apparent when larger numbers of tests are generated — when \( n = 20,000 \), for example, SWFC-ART shows a 93% improvement over FCSC-ART. Although both LimBal-KDFC and SWFC-ART have log-linear growth, LimBal-KDFC has a flatter slope, making it the most efficient method in 2-\( d \) input domains.

A similar trend to the 2-\( d \) observations continues until \( d = 5 \) (Fig. 6f), where, when \( n > 500 \), SWFC-ART is considerably more efficient than FSCS-ART, and LimBal-KDFC remains the most efficient method. A close look at Figs. 6a, 6b, 6c, and 6d however shows that the \( T_G \) of LimBal-KDFC starts to rise, and the gap between SWFC-ART and LimBal-KDFC decreases with the increasing dimensionality of the input domain — when generating 20,000 test cases, for example, the performance difference between SWFC-ART and LimBal-KDFC decreases from 78% to 15%, from 2-\( d \) to 5-\( d \) input domains. When \( d = 5 \), LimBal-KDFC and SWFC-ART appear to have the same performance — when \( d > 5 \) (Figs. 6e and 6f), LimBal-KDFC, which had the best efficiency in low dimensions, is now outperformed by SWFC-ART.

Interestingly, when \( d = 10 \) and \( n \leq 1000 \), FSCS-ART (with quadratic complexity) performs better than LimBal-KDFC. However, SWFC-ART maintains its scalability and efficiency, and outperforms the other methods — at \( d = 10 \), for example, when generating 20,000 test cases, SWFC-ART performs 92% and 67% faster than FSCS-ART and LimBal-KDFC, respectively. When \( d = 15 \), the LimBal-KDFC performance is worse than FSCS-ART until \( n = 5000 \), but the SWFC-ART performance remains consistent — when generating 20,000 test cases, SWFC-ART performs 91% and 80% faster than FSCS-ART and LimBal-KDFC, respectively.

In summary, the performance improvement of SWFC-ART over FSCS-ART is always consistent (greater than 90% for \( n=20,000 \), irrespective of the input domain dimensionality). LimBal-KDFC, however, shows inconsistency, including that the ratio of improvement of SWFC-ART over LimBal-KDFC when \( d > 5 \) is greater than that of LimBal-KDFC over SWFC-ART when \( d \leq 5 \).

Efficiency Tier-2 (\( T_G \) trends when changing “\( d \)” for fixed “\( n \)”): Fig. 7 shows the time taken to generate \( n \) test cases in 2-, 3-, 4-, 5-, 10- and 15-dimensional input domains. SWFC-ART is the worst performer when generating 500 test cases in a 2-\( d \) input domain (Fig. 7a). As the dimensionality increases, the LimBal-KDFC’s \( T_G \) increases at a higher rate than the other two methods. When generating 20,000 test cases (Fig. 7g), although FSCS-ART has the highest \( T_G \), its rate of increase, as the dimensionality increases, is lower than that of LimBal-KDFC. Overall, although SWFC-ART has poor relative performance when generating a small number of test cases in low dimensional input spaces, it gradually becomes faster and more consistent when the number of test cases and input domain dimensionality increase.

In general, the time taken to generate \( n \) test cases while moving from \( d = 2 \) to \( d = 4 \), by FSCS-ART, LimBal-KDFC, and SWFC-ART, increases 1.37, 2.5 and 1.32 times, respectively; when moving from \( d = 5 \) to \( d = 10 \), they increase 1.68, 5.68 and 1.83 times, respectively. The time taken by LimBal-KDFC to generate \( n \) test cases rises at the fastest rate of all three methods. Fig. 7h summarizes the \( T_G \) trends for \( n = 20,000 \) for the three methods: When \( d \leq 5 \), all methods show monotonous
growth, but when \( d > 5 \), they all appear to encounter the curse of dimensionality \([102, 103, 104]\), with \( T_d \) values increasing sharply for FSCS-ART and LimBal-KDFC, but SWFC-ART remaining consistent.

## 5.1.2. Failure-detection effectiveness

The simulation results for the block failure pattern are reported in Table 3. For the 2-\( d \) input domain, all \( p \)-values are much greater than 0.05 and all effect sizes are less than 0.1, meaning that no significant difference exists between the F-ratios of FSCS-ART, LimBal-KDFC, and SWFC-ART. A similar trend can be seen for the 3- and 4-\( d \) input domains. The
trend is also present in the 5-d input domain, except when $\theta = 0.002$, for which the $p$-value for FSCS-ART and SWFC-ART is 0.0038 — although the effect size is still less than 0.5 (0.0205) — which means that there is insufficient evidence to conclude whether or not the F-ratios are different. In the 10-d input domain, the $p$-values are less than 0.05, meaning that the F-ratios are significantly different, with SWFC-ART outperforming FSCS-ART. However, the effect sizes are still far less than 0.05, which means that even if the samples are different, there is still only a negligible effect on the F-ratios. In summary, there was insufficient evidence to reject $H_0$ and thus we conclude that the F-ratio results for all three methods are similar for the block failure pattern.

Table 4 shows the strip failure pattern simulation results. For all dimensions, the $p$-values are greater than 0.05 and the effect sizes are less than 0.1, which again means that there is insufficient evidence to reject the null hypothesis.

The point failure pattern simulation results, shown in Table 5, present similar trends to those seen in the block pattern results. In low dimensional input domains ($d \leq 5$), the $p$-values and effect sizes show that the F-ratios of all three methods are similar. In the 10-d input domain, the $p$-values show a significant difference, especially between SWFC-ART and FSCS-ART. The mean SWFC-ART F-ratios are better than those of FSCS-ART, and significantly better than LimBal-KDPC when $\theta=0.01$, 0.005 and 0.001; LimBal-KDPC outperforms SWFC-ART when $\theta=0.0002$ and 0.0001. However, the effect size values are not large enough to allow strong conclusions to be drawn.

In summary, we can conclude that the F-ratios of all three methods are similar, for all the failure rates, failure patterns, and input dimensions under study. Furthermore, the ANNS
strategies (LimBal-KDFC and SWFC-ART) performed better than the exact NNS of FSCS-ART in high dimensional input spaces. The ANNS strategies employed by LimBal-KDFC and SWFC-ART were also significantly different from each other in high dimensions, while showing similar failure-detection effectiveness.

Figure 7: Time taken to generate a fixed number of test cases, in various dimensions.
Table 3: F-ratios, Wilcoxon Rank-Sum Tests, and Effect Size Analyses for FSCS-ART, LimBal-KDFC and SWFC-ART for Block Failure Patterns

| d | θ   | F-ratio (%) | FSCS-ART | LimBal-KDFC | SWFC-ART | p-value  | effect size | p-value  | effect size |
|---|------|-------------|----------|-------------|----------|----------|------------|----------|-------------|
| 2 | 0.0100 | 69.68  | 67.34  | 68.66 | 0.2724 | 0.0078 | 0.0236 | 0.0160 |
|   | 0.0050 | 66.08  | 66.15  | 66.86 | 0.3867 | 0.0061 | 0.5118 | 0.0046 |
|   | 0.0020 | 64.08  | 65.21  | 64.51 | 0.7632 | 0.0021 | 0.2016 | 0.0090 |
|   | 0.0010 | 63.80  | 63.85  | 64.29 | 0.5442 | 0.0043 | 0.4965 | 0.0048 |
|   | 0.0005 | 64.07  | 64.75  | 63.21 | 0.2354 | 0.0118 | 0.0444 | 0.0200 |
|   | 0.0002 | 64.16  | 62.79  | 63.10 | 0.1556 | 0.0141 | 0.8199 | 0.0022 |
|   | 0.0001 | 61.53  | 62.55  | 62.98 | 0.2057 | 0.0126 | 0.8351 | 0.0020 |
| 3 | 0.0100 | 85.75  | 83.65  | 85.54 | 0.6644 | 0.0031 | 0.0517 | 0.0138 |
|   | 0.0050 | 80.99  | 80.18  | 81.82 | 0.5225 | 0.0045 | 0.0816 | 0.0123 |
|   | 0.0020 | 76.97  | 77.65  | 77.49 | 0.7567 | 0.0022 | 0.3305 | 0.0069 |
|   | 0.0010 | 75.46  | 74.79  | 75.88 | 0.2838 | 0.0076 | 0.0858 | 0.0121 |
|   | 0.0005 | 73.73  | 73.53  | 73.88 | 0.4099 | 0.0058 | 0.8224 | 0.0016 |
|   | 0.0002 | 72.72  | 71.45  | 72.27 | 0.9138 | 0.0008 | 0.2490 | 0.0082 |
|   | 0.0001 | 71.36  | 73.24  | 71.88 | 0.8894 | 0.0014 | 0.2246 | 0.0121 |
| 4 | 0.0100 | 106.86 | 105.25 | 106.30 | 0.2040 | 0.0090 | 0.8604 | 0.0012 |
|   | 0.0050 | 100.79 | 98.86  | 100.37 | 0.7294 | 0.0024 | 0.2443 | 0.0082 |
|   | 0.0020 | 94.19  | 91.87  | 93.66 | 0.3998 | 0.0060 | 0.1958 | 0.0091 |
|   | 0.0010 | 90.99  | 88.82  | 90.13 | 0.8465 | 0.0014 | 0.1374 | 0.0105 |
|   | 0.0005 | 86.77  | 86.55  | 87.78 | 0.6803 | 0.0029 | 0.4614 | 0.0052 |
|   | 0.0002 | 84.01  | 82.83  | 84.11 | 0.1276 | 0.0196 | 0.6135 | 0.0051 |
|   | 0.0001 | 80.34  | 82.00  | 83.44 | 0.0482 | 0.0255 | 0.1773 | 0.0135 |
| 5 | 0.0100 | 133.93 | 127.96 | 129.21 | 0.0261 | 0.0157 | 0.8760 | 0.0011 |
|   | 0.0050 | 125.75 | 118.50 | 122.12 | 0.0550 | 0.0136 | 0.0916 | 0.0119 |
|   | 0.0020 | 116.38 | 109.38 | 111.52 | 0.0038 | 0.0205 | 0.0816 | 0.0123 |
|   | 0.0010 | 107.97 | 105.29 | 105.82 | 0.1404 | 0.0104 | 0.6252 | 0.0035 |
|   | 0.0005 | 105.38 | 98.58  | 102.45 | 0.0187 | 0.0166 | 0.0124 | 0.0177 |
|   | 0.0002 | 100.55 | 96.54  | 97.79 | 0.0146 | 0.0173 | 0.5037 | 0.0047 |
|   | 0.0001 | 96.49  | 92.39  | 94.21 | 0.0886 | 0.0120 | 0.2567 | 0.0080 |
| 10 | 0.0100 | 405.86 | 392.27 | 350.56 | 0.0000 | 0.0738 | 0.0000 | 0.0582 |
|    | 0.0050 | 365.57 | 339.91 | 305.96 | 0.0000 | 0.0841 | 0.0000 | 0.0659 |
|    | 0.0020 | 313.77 | 268.07 | 259.12 | 0.0000 | 0.0989 | 0.0011 | 0.0324 |
|    | 0.0010 | 290.71 | 236.69 | 227.99 | 0.0000 | 0.1105 | 0.0000 | 0.0430 |
|    | 0.0005 | 266.85 | 203.16 | 213.68 | 0.0000 | 0.0980 | 0.1833 | 0.0133 |
|    | 0.0002 | 242.48 | 180.95 | 195.57 | 0.0000 | 0.0933 | 0.0032 | 0.0295 |
|    | 0.0001 | 220.75 | 169.04 | 180.67 | 0.0030 | 0.1381 | 0.0064 | 0.0273 |

5.1.3. Test Case Distribution

Table [6] shows the discrepancy values for 100, 1000 and 10,000 test cases, for all three methods. Three important trends can be observed:

1. When generating a specific number of test cases in a particular dimension, there is no significant difference in the discrepancy values for all three methods. When there is a difference, the ANNS methods (SWFC-ART and LimBal-KDFC) are usually better than the exact NNS method (FSCS-ART), with FSCS-ART only having better discrepancy values three out of 63 times. Hence, it can be concluded that the test case distribution of methods employing ANNS is at least equal to the exact NNS methods.

2. All test case generation strategies appear to display degradation in distribution with increasing dimensionality of the input domain: The SWFC-ART discrepancy values, for example, increase from 0.0562 to 0.2759 from 1-d to 15-d, for 100 test cases. However, SWFC-ART appears least affected by the curse of dimensionality [102] [103] [104].

To generate 100 test cases, SWFC-ART shows better discrepancy values in 1, 4, 10, and 15 dimensions; for 1000 test cases, SWFC-ART has better discrepancy in 3, 4, 5, and 10 dimensions; and for 10,000 test cases, SWFC-ART has better discrepancy in 3, 4, 10, and 15 dimensions.

3. All methods showed better discrepancy values as the num-
| $d$ | $\theta$ | F-ratio (%) | FSCS-ART vs SWFC-ART | p-value | effect size | LimBal-KDPC vs SWFC-ART | p-value | effect size |
|-----|----------|-------------|----------------------|---------|-------------|-------------------------|---------|-------------|
| 2   | 0.0100   | 93.29       | 101.59               | 0.1827  | 0.0094      | 0.6709                 | 0.0030  |
|     | 0.0050   | 94.48       | 96.14                | 0.4042  | 0.0059      | 0.7006                 | 0.0027  |
|     | 0.0020   | 97.85       | 97.76                | 0.6088  | 0.0036      | 0.0933                 | 0.0119  |
|     | 0.0010   | 98.25       | 96.85                | 0.4100  | 0.0058      | 0.2926                 | 0.0154  |
|     | 0.0005   | 98.86       | 95.36                | 0.1472  | 0.0144      | 0.5097                 | 0.0065  |
|     | 0.0002   | 97.62       | 95.91                | 0.4311  | 0.0078      | 0.2896                 | 0.0105  |
|     | 0.0001   | 100.38      | 101.53               | 0.4917  | 0.0068      | 0.1760                 | 0.0135  |
| 3   | 0.0100   | 97.01       | 96.53                | 0.5924  | 0.0038      | 0.7784                 | 0.0020  |
|     | 0.0050   | 98.09       | 98.96                | 0.6399  | 0.0033      | 0.7847                 | 0.0019  |
|     | 0.0020   | 99.63       | 98.83                | 0.9175  | 0.0007      | 0.8003                 | 0.0018  |
|     | 0.0010   | 99.94       | 98.92                | 0.5357  | 0.0044      | 0.5505                 | 0.0042  |
|     | 0.0005   | 98.99       | 99.92                | 0.5154  | 0.0046      | 0.4547                 | 0.0053  |
|     | 0.0002   | 99.23       | 100.86               | 0.6649  | 0.0031      | 0.0176                 | 0.0168  |
|     | 0.0001   | 101.24      | 101.16               | 0.8487  | 0.0019      | 0.5195                 | 0.0064  |
| 4   | 0.0100   | 99.74       | 101.09               | 0.1633  | 0.0099      | 0.2333                 | 0.0160  |
|     | 0.0050   | 99.62       | 99.86                | 0.9521  | 0.0004      | 0.2178                 | 0.0087  |
|     | 0.0020   | 98.82       | 99.78                | 0.0752  | 0.0126      | 0.3637                 | 0.0064  |
|     | 0.0010   | 98.40       | 99.99                | 0.7849  | 0.0019      | 0.8062                 | 0.0017  |
|     | 0.0005   | 99.87       | 100.22               | 0.4659  | 0.0052      | 0.6741                 | 0.0030  |
|     | 0.0002   | 98.68       | 99.92                | 0.4159  | 0.0105      | 0.0936                 | 0.0168  |
|     | 0.0001   | 101.15      | 99.39                | 0.1709  | 0.0176      | 0.0658                 | 0.0184  |
| 5   | 0.0100   | 100.48      | 101.88               | 0.2224  | 0.0086      | 0.0512                 | 0.0138  |
|     | 0.0050   | 99.68       | 99.77                | 0.8492  | 0.0013      | 0.4507                 | 0.0053  |
|     | 0.0020   | 99.41       | 99.36                | 0.4515  | 0.0053      | 0.0414                 | 0.0144  |
|     | 0.0010   | 98.66       | 100.55               | 0.3531  | 0.0066      | 0.9837                 | 0.0001  |
|     | 0.0005   | 100.96      | 99.71                | 0.2659  | 0.0079      | 0.7164                 | 0.0026  |
|     | 0.0002   | 100.02      | 99.17                | 0.3432  | 0.0067      | 0.9036                 | 0.0009  |
|     | 0.0001   | 99.26       | 98.57                | 0.8683  | 0.0017      | 0.3254                 | 0.0098  |
| 10  | 0.0100   | 99.26       | 103.13               | 0.2442  | 0.0116      | 0.0966                 | 0.0166  |
|     | 0.0050   | 102.04      | 101.12               | 0.9038  | 0.0012      | 0.1216                 | 0.0154  |
|     | 0.0020   | 99.38       | 97.64                | 0.6301  | 0.0048      | 0.3151                 | 0.0100  |
|     | 0.0010   | 94.90       | 96.10                | 0.2681  | 0.0143      | 0.0621                 | 0.0187  |
|     | 0.0005   | 100.31      | 101.25               | 0.7399  | 0.0033      | 0.3629                 | 0.0090  |
|     | 0.0002   | 100.52      | 100.60               | 0.2239  | 0.0157      | 0.9277                 | 0.0009  |
|     | 0.0001   | 101.70      | 99.68                | 0.6137  | 0.0331      | 0.6475                 | 0.0046  |
### Table 5: F-ratios, Wilcoxon Rank-Sum Tests, and Effect Size Analyses for FSCS-ART, LimBal-KDFC and SWFC-ART for Point Failure Patterns

| d  | θ   | F-ratio (%) | p-value | effect size | p-value | effect size |
|----|-----|-------------|---------|-------------|---------|-------------|
|    |     | FSCS-ART    | LimBal-KDFC | SWFC-ART  | FSCS-ART | LimBal-KDFC | SWFC-ART |
| 2  | 0.0100 | 99.18  | 99.62   | 103.04 | 0.0054 | 0.0197 | 0.0280 | 0.0155 |
|    | 0.0050 | 100.10 | 99.44   | 99.19  | 0.5853 | 0.0039 | 0.8042 | 0.0017 |
|    | 0.0020 | 96.31  | 98.37   | 97.68  | 0.3614 | 0.0065 | 0.8473 | 0.0013 |
|    | 0.0010 | 97.79  | 98.38   | 97.75  | 0.4763 | 0.0050 | 0.5360 | 0.0043 |
|    | 0.0005 | 98.31  | 96.50   | 96.46  | 0.6352 | 0.0047 | 0.7385 | 0.0033 |
|    | 0.0002 | 94.88  | 95.60   | 94.41  | 0.7026 | 0.0038 | 0.4861 | 0.0069 |
|    | 0.0001 | 95.67  | 97.01   | 96.10  | 0.9466 | 0.0006 | 0.4030 | 0.0083 |
| 3  | 0.0100 | 112.00 | 112.25  | 111.65 | 0.6711 | 0.0030 | 0.5859 | 0.0039 |
|    | 0.0050 | 106.91 | 107.81  | 108.71 | 0.4195 | 0.0057 | 0.9024 | 0.0009 |
|    | 0.0020 | 105.68 | 104.67  | 104.63 | 0.3997 | 0.0060 | 0.8001 | 0.0018 |
|    | 0.0010 | 102.32 | 102.37  | 102.19 | 0.6468 | 0.0032 | 0.8468 | 0.0014 |
|    | 0.0005 | 101.63 | 101.58  | 100.29 | 0.3700 | 0.0063 | 0.5001 | 0.0048 |
|    | 0.0002 | 99.26  | 101.21  | 99.65  | 0.6180 | 0.0035 | 0.4311 | 0.0056 |
|    | 0.0001 | 98.36  | 97.88   | 99.24  | 0.6133 | 0.0065 | 0.6882 | 0.0040 |
| 4  | 0.0100 | 129.63 | 127.25  | 128.92 | 0.5684 | 0.0040 | 0.1229 | 0.0109 |
|    | 0.0050 | 125.38 | 124.26  | 123.47 | 0.8625 | 0.0012 | 0.8929 | 0.0010 |
|    | 0.0020 | 117.24 | 116.33  | 116.41 | 0.5400 | 0.0043 | 0.9631 | 0.0003 |
|    | 0.0010 | 114.61 | 113.50  | 113.83 | 0.8201 | 0.0016 | 0.5857 | 0.0039 |
|    | 0.0005 | 107.00 | 108.62  | 110.34 | 0.4013 | 0.0108 | 0.6633 | 0.0044 |
|    | 0.0002 | 107.79 | 105.65  | 105.60 | 0.4362 | 0.0096 | 0.6999 | 0.0039 |
|    | 0.0001 | 105.59 | 106.37  | 106.20 | 0.6547 | 0.0057 | 0.7695 | 0.0029 |
| 5  | 0.0100 | 153.57 | 150.38  | 149.39 | 0.0383 | 0.0146 | 0.2678 | 0.0078 |
|    | 0.0050 | 145.70 | 141.07  | 140.73 | 0.0062 | 0.0193 | 0.8661 | 0.0012 |
|    | 0.0020 | 134.72 | 130.30  | 130.71 | 0.0444 | 0.0142 | 0.7011 | 0.0027 |
|    | 0.0010 | 129.35 | 126.02  | 125.73 | 0.1885 | 0.0093 | 0.5049 | 0.0047 |
|    | 0.0005 | 124.58 | 121.15  | 122.53 | 0.0752 | 0.0126 | 0.5975 | 0.0037 |
|    | 0.0002 | 119.99 | 114.77  | 119.38 | 0.2236 | 0.0086 | 0.0620 | 0.0132 |
|    | 0.0001 | 115.45 | 111.16  | 114.53 | 0.6723 | 0.0054 | 0.0952 | 0.0167 |
| 10 | 0.0100 | 252.49 | 247.17  | 237.79 | 0.7246 | 0.0045 | 0.3984 | 0.0084 |
|    | 0.0050 | 278.97 | 271.20  | 261.12 | 0.0000 | 0.0586 | 0.0000 | 0.0494 |
|    | 0.0020 | 292.82 | 265.93  | 240.21 | 0.0000 | 0.0852 | 0.0000 | 0.0641 |
|    | 0.0010 | 291.09 | 244.76  | 256.16 | 0.0000 | 0.0974 | 0.0038 | 0.0289 |
|    | 0.0005 | 272.80 | 233.53  | 227.46 | 0.0000 | 0.0840 | 0.0441 | 0.0201 |
|    | 0.0002 | 242.80 | 206.08  | 209.57 | 0.0000 | 0.1109 | 0.6922 | 0.0040 |
|    | 0.0001 | 236.35 | 191.35  | 192.74 | 0.0000 | 0.0194 | 0.5468 | 0.0060 |

### Table 6: Discrepancy in Various Dimensions

| Test Cases | Method    | Discrepancy |
|------------|-----------|-------------|
|            | 1-d       | 2-d         |
| 100        | FSCS-ART  | 0.0750      |
|            |           | 0.1393      |
|            | LimBal-KDFC | 0.2159      |
|            | SWFC-ART  | 0.2697      |
|            | 3-d       | 4-d         | 5-d       |
| 100        | FSCS-ART  | 0.0628      |
|            | LimBal-KDFC | 0.1295      |
|            | SWFC-ART  | 0.2562      |
|            | 6-d       | 7-d         | 8-d       |
| 100        | FSCS-ART  | 0.0163      |
|            | LimBal-KDFC | 0.0347      |
|            | SWFC-ART  | 0.0930      |
|            | 9-d       | 10-d        | 11-d      |
| 10,000     | FSCS-ART  | 0.0084      |
|            | LimBal-KDFC | 0.0133      |
|            | SWFC-ART  | 0.0525      |
SWFC-ART performs a little worse than LimBal-KDFC in (programs with) low dimensions, with five or less input parameters, but has better performance in the high dimensional programs. For example, SWFC-ART outperforms LimBal-KDFC by 73%, 68%, 59%, 57%, 49%, 48%, and 46%, respectively. SWFC-ART has the better performance. However, the effect size analyses — all except for twoLinesPos — are very similar for both approaches; for 13 programs (airy, probks, gammq, binomial, golden, el2, calDay, triangle, line, nearestDistance, tcas, matrixProcessor, and java.util.Arrays), FSCS-ART and SWFC-ART F-measure results are all greater than 0.05 for all subject programs, though the p-value for twoLinesPos is 0.0199, the effect size is much less than 0.1. Moreover, for twoLinesPos, the mean F-measure of SWFC-ART is 7613.96 while that for FSCS-ART is 8177.49. The F-measure results for sncdn are very similar for both approaches; for 13 programs (airy, probks, gammq, binomial, golden, el2, calDay, triangle, line, nearestDistance, tcas, matrixProcessor, and java.util.Arrays), FSCS-ART has better results than SWFC-ART; and for the remaining 15 programs (bessj0, asinh, erfcc, tanh, bessj, plgndr, cel, period, complex, pntLinePos, pntTrianglePos, twoLinesPos, calGCD and select), SWFC-ART has the better performance. However, the p-value and effect size analyses are such that it is not statistically clear that either method does actually perform better than the other.

Comparing FSCS-ART and SWFC-ART: The Wilcoxon rank-sum tests for the FSCS-ART and SWFC-ART F-measure data have p-values greater than 0.05 for all subject programs, except twoLinesPos, with extremely low effect sizes — although the p-value for twoLinesPos is 0.0199, the effect size is much less than 0.1. Moreover, for twoLinesPos, the mean F-measure of SWFC-ART is 7613.96 while that for FSCS-ART is 8177.49. The F-measure results for sncdn are very similar for both approaches; for 13 programs (airy, probks, gammq, binomial, golden, el2, calDay, triangle, line, nearestDistance, tcas, matrixProcessor, and java.util.Arrays), FSCS-ART has better results than SWFC-ART; and for the remaining 15 programs (bessj0, asinh, erfcc, tanh, bessj, plgndr, cel, period, complex, pntLinePos, pntTrianglePos, twoLinesPos, calGCD and select), SWFC-ART has the better performance. However, the p-value and effect size analyses are such that it is not statistically clear that either method does actually perform better than the other.

### Table 7: Test Case Generation Time and Execution Time for Detecting Failures in the 23 Subject Programs

| Program          | $d$ | $T_G$ (ms) | $T_E$ (ms) |
|------------------|-----|------------|------------|
|                  |     | FSCS-ART   | LimBal-KDFC| SWFC-ART   | FSCS-ART   | LimBal-KDFC| SWFC-ART   |
| bessj0           | 1   | 22.14      | 4.16       | 20.33      | 1.47       | 1.36       | 1.45       |
| airy             | 1   | 86.78      | 10.01      | 2.23       | 2.32       | 1.96       | 2.23       |
| asinh            | 1   | 3.8e+9     | 9.5e+7     | 4.6e+8     | 3e+6       | 2e+6       | 2e+6       |
| erfcc            | 1   | 129.65     | 12.08      | 57.40      | 4.69       | 3.99       | 4.43       |
| probks           | 1   | 270.41     | 19.87      | 90.66      | 78.41      | 76.93      | 78.64      |
| tanh             | 1   | 13.59      | 3.61       | 18.22      | 1.44       | 1.33       | 1.67       |
| bessj            | 2   | 34.61      | 5.56       | 24.24      | 3.70       | 3.60       | 3.76       |
| gammq            | 2   | 229.95     | 16.60      | 71.80      | 5.26       | 4.21       | 4.72       |
| Sncndn           | 2   | 87.48      | 10.11      | 42.29      | 2.86       | 2.28       | 2.63       |
| binomial         | 2   | 4.1e+9     | 1.3e+8     | 4.9e+8     | 1.4e+7     | 1.4e+7     | 1.4e+7     |
| plgndr           | 3   | 651.81     | 31.86      | 136.44     | 21.34      | 18.11      | 19.14      |
| golden           | 3   | 784.13     | 51.98      | 160.40     | 25.43      | 23.47      | 24.27      |
| cel              | 4   | 702.66     | 39.14      | 139.56     | 9.63       | 7.41       | 8.09       |
| el2              | 4   | 157.08     | 29.26      | 66.21      | 4.48       | 3.91       | 4.28       |
| period           | 4   | 3.9e+9     | 1.3e+8     | 4.5e+8     | 1.0e+7     | 1.0e+7     | 1.0e+7     |
| calDay           | 5   | 496.08     | 51.18      | 120.65     | 10.55      | 10.24      | 10.68      |
| complex          | 6   | 597.86     | 150.12     | 155.63     | 0.75       | 0.61       | 0.62       |
| pntLinePos       | 6   | 968.20     | 206.68     | 209.48     | 0.40       | 0.24       | 0.27       |
| triangle         | 6   | 774.64     | 179.19     | 191.10     | 0.86       | 0.52       | 0.52       |
| line             | 8   | 5097.56    | 1311.34    | 656.25     | 0.75       | 0.52       | 0.48       |
| pntTrianglePos   | 8   | 15699.36   | 2449.96    | 1311.27    | 6.94       | 4.16       | 3.82       |
| twoLinesPos      | 8   | 42078.38   | 4656.06    | 2403.85    | 8.24       | 4.31       | 4.08       |
| nearestDistance  | 10  | 668.51     | 552.93     | 232.98     | 0.66       | 0.61       | 0.56       |
| calGCD           | 10  | 522.59     | 440.67     | 179.26     | 3.29       | 3.33       | 3.31       |
| select           | 11  | 4508.39    | 2333.18    | 744.19     | 6.25       | 5.75       | 5.01       |
| tcas             | 12  | 2310.45    | 92.20      | 348.51     | 1.46       | 0.95       | 0.90       |
| matrixProcessor  | 12  | 1.5e+10    | 7.0e+9     | 1.8e+9     | 8.0e+7     | 8.0e+7     | 7.0e+7     |
| java.util.Arrays| 15  | 1.9e+10    | 7.6e+9     | 2.4e+9     | 2.0e+8     | 2.0e+8     | 2.0e+8     |

5.2.2. Failure-detection effectiveness

Table 8 presents the F-measure effectiveness results, showing that, for the 28 programs, FSCS-ART, LimBal-KDFC, and SWFC-ART have the best results in 8, 12, and 8 programs, respectively.
through a theoretical analysis of the complexities of the algorithms: The FSCS-ART time complexity is in quadratic relation with $n$, but both LimBal-KDFC and SWFC-ART are in a logarithmic relation. Because real-life software can typically have very low failure rates [20], it may be necessary to generate and execute many test cases before finding a first failure — LimBal-KDFC and SWFC-ART, therefore, would perform much faster than FSCS-ART in such situations.

**Efficiency Tier-2 (Consistency):** Our studies have also shown that all three methods take increasing amounts of time to generate a fixed number of test cases in increasing dimensional input spaces. When there were more than five SUT input parameters, the curse of dimensionality [102, 103, 104] started to impact on the performance of LimBal-KDFC and FSCS-ART, but SWFC-ART retained consistency (LimBal-KDFC was the least consistent). Again, this can be understood from the theoretical complexity analysis, where LimBal-KDFC has quadratic, while FSCS-ART and SWFC-ART have a linear dimensional dependence on their time complexities. As real-life programs typically have high-dimensional input domains (many program input parameters) [41], SWFC-ART would perform much faster than 0.1. This means that the failure-detection effectiveness of both methods is similar. For `twoLinesPos` and `java.util.Arrays`, although the $p$-value is significant, the effect size is not large enough for any conclusion to be drawn.

In summary, the results from the studies with real-life programs again align with those of the simulations: There was insufficient evidence to reject the null hypothesis, and thus we conclude that there are no significant differences among the observed F-measures of all the methods — the failure-finding effectiveness of all methods is similar.

### 5.3. Discussion

In this section, we summarize our results by giving answers to the research questions. We also discuss the asymptotic complexities of the methods.

#### 5.3.1. RQ1

**Efficiency Tier-1 (Scalability):** Our studies have shown that, as the number of executed tests increases, FSCS-ART incurs considerable time overheads, but LimBal-KDFC and SWFC-ART perform significantly better. This can also be understood through a theoretical analysis of the complexities of the algorithms: The FSCS-ART time complexity is in quadratic relation with $n$, but both LimBal-KDFC and SWFC-ART are in a logarithmic relation. Because real-life software can typically have very low failure rates [20], it may be necessary to generate and execute many test cases before finding a first failure — LimBal-KDFC and SWFC-ART, therefore, would perform much faster than FSCS-ART in such situations.

### Table 8: Wilcoxon Rank-Sum Test and Effect Size Analyses of F-measure of FSCS-ART, LimBal-KDFC, and SWFC-ART for Subject Programs

| Program            | d | F-measure |            |            |            |            |            |
|--------------------|---|-----------|------------|------------|------------|------------|------------|
|                    |   | FSCS-ART  | LimBal-KDFC| SWFC-ART   |            |            |            |
|                    |   |           |            |            |            | p-value    | effect size|            | p-value    | effect size|            |
| bessj0             | 1 | 444.46    | 448.53     | **440.48** | 0.5161     | 0.0065     | 0.2342     | 0.0119     |            |            |            |
| airy               | 1 | **789.54**| 806.50     | 807.18     | 0.1045     | 0.0162     | 0.6903     | 0.0040     |            |            |
| asinh              | 1 | 5689      | 5612       | **5583**   | 0.0773     | 0.0177     | 0.5439     | 0.0061     |            |            |
| erfcc              | 1 | 1037.81   | **1024.31**| 1032.24    | 0.3863     | 0.0087     | 0.8743     | 0.0016     |            |            |
| probks             | 1 | **1453.62**| 1460.71    | 1456.30    | 0.9354     | 0.0008     | 0.7251     | 0.0035     |            |            |
| tanh               | 1 | 313.05    | 311.31     | **310.70** | 0.5812     | 0.0055     | 0.7955     | 0.0026     |            |            |
| bessj              | 2 | 454.54    | **440.02** | 442.08     | 0.1974     | 0.0129     | 0.3242     | 0.0099     |            |            |
| gammq              | 2 | 1086.95   | **1045.17**| 1097.29    | 0.9064     | 0.0012     | 0.1866     | 0.0132     |            |            |
| sncondn            | 2 | 631.45    | 631.47     | **631.23** | 0.4489     | 0.0076     | 0.8246     | 0.0022     |            |            |
| binomial           | 2 | **5089**  | 5243       | 5166       | 0.6713     | 0.0042     | 0.5927     | 0.0053     |            |            |
| plgndr             | 3 | 1618.00   | **1606.05**| 1608.47    | 0.7092     | 0.0037     | 0.8469     | 0.0019     |            |            |
| golden             | 3 | **1802.60**| 1808.43    | 1804.03    | 0.8994     | 0.0013     | 0.8369     | 0.0021     |            |            |
| cel                | 4 | 1547.32   | 1571.71    | **1542.93**| 0.6888     | 0.0040     | 0.1664     | 0.0138     |            |            |
| el2                | 4 | **721.55**| 724.94     | 728.06     | 0.8781     | 0.0015     | 0.3901     | 0.0086     |            |            |
| period             | 4 | 29794     | 30307      | **29765**  | 0.5266     | 0.0091     | 0.0321     | 0.0309     |            |            |
| calDay             | 5 | **1259.38**| 1314.12    | 1280.12    | 0.8884     | 0.0014     | 0.0768     | 0.0177     |            |            |
| complex            | 6 | 1223.95   | 1214.50    | **1195.77**| 0.2619     | 0.0112     | 0.2391     | 0.0118     |            |            |
| pntLinePos         | 6 | 1503.62   | **1462.88**| 1477.83    | 0.9587     | 0.0005     | 0.3696     | 0.0090     |            |            |
| triangle           | 6 | **1350.33**| 1389.29    | 1379.52    | 0.0783     | 0.0176     | 0.6655     | 0.0043     |            |            |
| line               | 8 | 3370.27   | **3326.32**| 3385.39    | 0.3786     | 0.0088     | 0.3627     | 0.0091     |            |            |
| pntTrianglePos     | 8 | 4713.73   | **4238.11**| 4657.62    | 0.4050     | 0.0107     | 0.0593     | 0.0242     |            |            |
| twoLinesPos        | 8 | 8177.49   | **7009.96**| 7613.29    | 0.0199     | 0.0301     | 0.0298     | 0.0280     |            |            |
| nearestDistance    | 10| 1934.32   | 2015.68    | 2065.56    | 0.0716     | 0.0233     | 0.3113     | 0.0131     |            |            |
| calGCD             | 10| 1035.47   | 1023.50    | **1003.32**| 0.4538     | 0.0097     | 0.6892     | 0.0052     |            |            |
| select             | 11| 5583.22   | **5174.07**| 5432.77    | 0.7461     | 0.0042     | 0.0506     | 0.0252     |            |            |
| tcas               | 12| 1681.02   | **1642.95**| 1736.33    | 0.3609     | 0.0118     | 0.1526     | 0.0185     |            |            |
| matrixProcessor    | 12| 5003      | **4978**   | 5152       | 0.2663     | 0.0111     | 0.4101     | 0.0082     |            |            |
| java.util.Arrays   | 15| 10108     | **9866**   | 10313      | 0.0994     | 0.0164     | 0.0198     | 0.0233     |            |            |
than the other two methods in such situations.

Answer to RQ1: FSCS-ART has a quadratic time complexity relation with the number of executed tests (n), and LimBal-KDFC has a quadratic time complexity relation with the dimensionality (d) of the SUT. Because real-life programs may often have low failure rates and high dimensional input spaces, neither FSCS-ART nor LimBal-KDFC solve the double-tier efficiency problem. In contrast, SWFC-ART’s consistency and scalability, regardless of n and d, make it the preferred method.

5.3.2. RQ2

The results show that the failure-detection effectiveness of SWFC-ART is similar to that of FSCS-ART and LimBal-KDFC. No significant deterioration in the failure-detection effectiveness was observed — the null hypothesis (H₀) could not be rejected.

We also found that the introduction of ANNS strategies delivered similar failure-detection effectiveness to NNS, while significantly reducing the computational overhead. Although LimBal-KDFC implements the ANNS through a limited backtracking strategy and SWFC-ART maintains a Delaunay graph at its bottom layer, both ANNS strategies have similar failure-detection effectiveness.

Answer to RQ2: SWFC-ART employs a unique ANNS strategy and its failure-detection effectiveness is comparable to that of the state-of-the-art method, KDFC-ART.

5.3.3. RQ3

The discrepancy values for SWFC-ART in the experiments were usually better than those for FSCS-ART and LimBal-KDFC, with no observed significant deterioration in even-spreading. We can therefore conclude that, although SWFC-ART incorporates an ANNS, its test case distribution remains comparable to that of the state-of-the-art method, KDFC-ART.

Answer to RQ3: SWFC-ART distributes test cases as evenly as the state-of-the-art method, KDFC-ART, even though it employs an ANNS strategy.

6. Threats to Validity

This section discusses some potential limitations and threats to the validity of our work.

6.1. Construct Validity

Construct validity refers to how well the evaluation measures support the investigation of the research questions. We used Tₓ and Tᵧ to evaluate the efficiency of the methods (RQ1). Although F-time (the sum of the generation, execution, and evaluation times for a test case) has also been used in some ART studies, reporting the component times separately appears to be the preferred option when evaluating FSCS-ART computational overhead reduction strategies — this removes ambiguity in scenarios where a method may have less Tₓ but more Tᵧ.

We measured the failure-detection effectiveness (RQ2) using the F-measure (or F-ratio). Alternative metrics do exist, including the P-measure (the probability of detecting at least one failure) and E-measure (the expected number of failures detected) [27, 109, 82]. However, both P-measure and E-measure assume that the size of the test set is known in advance. The research in this paper involves the incremental generation of test cases by ART, and so the F-measure (or F-ratio) is the preferred measure for such comparisons. Nevertheless, we look forward to exploring alternative evaluation metrics in our future work.

In addition to discrepancy, the dispersion and edge-to-center ratio have also been used to measure test case distribution (RQ3). However, the edge-to-center ratio metric is rarely used, and low discrepancy corresponds to lower dispersion (and vice versa). Given its simplicity and ease of implementation, we are confident in our choice of discrepancy as the test case distribution metric in our studies.

6.2. External Validity

External validity refers to how generalizable the experimental results are for other scenarios. We used FSCS-ART and LimBal-KDFC as the baseline comparison methods — FSCS-ART was selected due to its failure-detection effectiveness, and LimBal-KDFC was selected as the state-of-the-art enhancement of FSCS-ART for both low and high dimensional programs. Although other overhead reduction strategies exist for FSCS-ART that claim to have “linear-order” time complexity, most of them have dimension-related exponential time complexity (as discussed in Section 7). Our efficiency comparisons were performed in up to 15-dimensional input spaces, with up to 20,000 test cases generated in each. We also used 28 real-life programs of various sizes and dimensions, more than most other comparable studies.

The study reported on in this paper only examined numeric programs, and only used the Euclidean distance to measure the similarity between test cases. SWFC-ART supports a wide variety of distance metrics, and so we look forward to exploring its performance with non-numeric programs and other distance metrics in our future work. Furthermore, because the scope of this study was to increase the efficiency of the FSCS-ART method by employing a graph-based approach, the effectiveness could be increased by integrating SWFC-ART with existing methods that aim to enhance the effectiveness of FSCS-ART [111, 112, 113, 114, 115, 116, 117]. In particular, given their demonstrated potential for increasing the failure-detection effectiveness without impacting the efficiency, we look forward to experimenting using the Manhattan distance metric and Inverted FSCS-ART in our future work.

6.3. Internal Validity

Internal validity refers to confidence in the findings of the study. We have double-checked and cross-validated the implemented algorithms to ensure that there is no mistake in the experimental setup. The methods were rigorously evaluated under different settings — dimensions, failure patterns, number of
generated test cases, real-life programs — and statistical tests were performed on the results. The number of trials (sample sizes) in the simulations and experiments were significant enough to achieve the desired confidence level. Overall, we have confidence in the correctness of our evaluation setup.

7. Related Work

This section highlights some related work in ART computational overhead reduction. Each method discussed is described according to its approach, time complexity, failure-detection effectiveness, and the effect of dimensionality on the method’s efficiency.

7.1. FSCS-ART overhead reduction methods

7.1.1. C.G. FSCS-ART

One of the earliest attempts to reduce FSCS-ART computational overheads involved a Center-of-Gravity (C.G.) constraint [119]. This method reduces FSCS-ART distance computations by selecting a test case from the candidate set such that the resulting C.G. is as close as possible to the input domain’s C.G. Although this method was reported to reduce time overheads by 74% in a small experimental study with a real-life program, it still faces quadratic time complexity. Moreover, the method is unable to maintain the failure-finding effectiveness of the original FSCS-ART, with drops of up to 11% reported in its F-measure values.

7.1.2. D-FSCS-ART

Descending distance FSCS-ART (D-FSCS-ART) [120] aimed to reduce the number of distance computations of FSCS-ART by sorting the elements of E according to their x-coordinates, and recording Lastmin (the last maximum value of the shortest distance). For each new candidate test case, only the x-distance (the difference in x-coordinates) is calculated. To calculate the maximum value of the shortest distances, E is split in half and the direction of distance calculation is determined by the x-distance. In this way, the number of distance calculations is reduced — in 4-d when \( \theta = 0.001 \), for example, D-FSCS-ART achieved an 18% reduction in distance calculations. However, the efficiency improvement was not discussed in terms of F-time or \( T_{GI} \) (Section 4.2), and it was not clear whether or not the reduction in distance calculations would impact the overall efficiency. Furthermore, it was also not clear whether or not the reduction in distance calculations preserved the failure-detection effectiveness of the original FSCS-ART.

7.1.3. FSCS-ART by Temporal Forgetting

FSCS-ART by temporal forgetting has three types: complete restart, random forgetting, and consecutive retention [121]. Complete restart simply resets the algorithm after a certain number of test case executions, determined by \( k \), the “memory parameter”. Random forgetting maintains a fixed-sized (\( k \)) executed test case set by randomly filtering out \( n-k \) executed tests. Consecutive retention limits distance computations to only the \( k \) most-recently-executed test cases. While temporal forgetting may have “linear-order” complexity regardless of the SUT dimensionality, it can suffer from severe degradation in failure-detection effectiveness. As reported, larger values for the memory parameter provide better effectiveness, but lower efficiency. Selection of an appropriate value for the memory parameter, therefore, remains challenging.

7.1.4. FSCS-ART by Distance-aware Forgetting

The original forgetting strategy may not make much use of information about forgotten test cases, which led to the development of Distance-aware Forgetting FSCS-ART (DF-FSCS-ART) [108], which uses executed test case spatial information. DF-FSCS-ART uses grid partitioning, with test cases located within the neighboring partition of a cell considered to be “in-sight”, and those outside the partition considered “out-of-sight”, and thus forgotten.

DF-FSCS-ART claims to preserve the FSCS-ART failure-detection ability, but it has a complexity of \( O(\tau \cdot 3^d \cdot k \cdot n) \) — where \( \tau, d, k, n \) are pre-set constants for the dynamic partitioning, the input domain dimensionality, the candidate set size, and the executed set size, respectively. Although DF-FSCS-ART can generate test cases in linear-order, it still has exponential complexity in terms of dimensionality. As we saw in our experimental studies (Section 7), even though LimBal-KDFC had a quadratic complexity relation with the SUT dimension (in the worst-case), the performance was severely impacted by the dimensionality. As most real-life software can have high dimensionality, methods that have exponential complexity with respect to the SUT dimensionality may not be practical.

7.1.5. KDFC-ART

There are three variants of the recently proposed KD-tree approach to FSCS-ART [46]: Naïve-KDFC; SemiBal-KDFC; and LimBal-KDFC. LimBal-KDFC is an efficient ART algorithm that attempts to resolve the dimensionality-related FSCS-ART overhead problem while maintaining comparable failure-detection effectiveness. Although LimBal-KDFC has a logarithmic time complexity with respect to the number of generated test cases — which is a little worse than linear-order algorithms — it only has an \( O(d^2) \) relation with the SUT dimensionality in its worst-case, which is far better than the \( O(3^d) \) for DF-FSCS-ART (Section 7.1.4). LimBal-KDFC also supports incremental generation of test cases, an advantage over RBCVT-Fast (Section 7.2.1). Both LimBal-KDFC and SWFC-ART use sophisticated data structures to store the previously executed, non-failure-causing test cases, but the actual structures are very different: While LimBal-KDFC uses a KD-tree, which is efficient and straightforward, but delivers inconsistent performance in high dimensional input spaces [56], SWFC-ART uses a graph-based data structure that is explicitly designed for high dimensional input domains. As discussed in Section 5, LimBal-KDFC appeared to become inconsistent when the input domain dimensionality went above five, but SWFC-ART continued to perform consistently regardless of the number of dimensions.
7.2. Other efficient ART methods

7.2.1. RBCVT-Fast

RBCVT-Fast [122] combines a search-based algorithm with Voronoi region centroids to reduce ART overheads. Although the method has linear-order time complexity and comparable failure-detection effectiveness, the size of the executed test set (|E|) must be specified in advance, which is usually impossible (because |E| depends on the SUT failure rate, which is unknown before testing). Furthermore, RBCVT-Fast faces a potential risk for high dimensional programs: Because it makes use of a parameter (α) to control the probability of test cases generated within the “random border” — an imaginary border outside the real input domain borders — if an appropriate value for the parameter is not chosen, the effectiveness may suffer [46, 108].

7.2.2. ART by Partitioning

Although ART by Bisection and Random Partition [123] report complexities of \( O(n) \) and \( O(n \log n) \), respectively, they fail to preserve the failure-detection effectiveness of the original FSCS-ART [124]. Chow et al. [81] proposed a divide-and-conquer approach by partitioning the input domain into sub-domains and using FSCS-ART to generate a fixed number of test cases in each sub-domain. When the number of test cases in a partition reaches a certain threshold, then the algorithm further partitions the sub-domains. However, determining the threshold value is a potential limitation of the method.

ARTsum [125] is another linear-order algorithm, based on category-choice partitioning [126]. However, ARTsum is mainly used for non-numeric programs, whereas our work is primarily focused on numeric programs.

7.2.3. MART

Mirror Adaptive Random Testing (MART) [127] is an ART overhead reduction strategy that leverages the relative computational cheapness of mapping functions (compared to test case generation). One SUT input domain partition is selected as the source domain, where the ART method is implemented. Test cases generated in the source domain are then systematically mapped into the remaining partitions (mirror domains). Dynamic MART (D-MART) [107] incorporated a “divide-and-conquer” approach, but suffered from mirroring deficiency because only one mirror test case was generated at a time. E-MART [128] added flexibility to the mirror generation option of D-MART using a smart mirror allocation scheme.

Although mirror-based ART techniques are efficient, their complexities depend on the adopted ART algorithm (in the source domain), which may be quadratic — MART combined with FSCS-ART, for example, has a quadratic complexity of \( O(n^2/m^2) \). Possibly because the “edge-effect” [129] in the source domain will be inherited in all mirror domains, MART failure-detection has been found to be inferior to FSCS-ART. Furthermore, preparing the initial MART testing setup, including selection of the partitioning scheme, remains an open issue. Finally, even the most recent MART enhancements (E-MART and D-MART, for example) still have an exponential time complexity relationship with the dimensions of the SUT. SWFC-ART differs from MART and other partition-based approaches: Instead of partitioning the SUT input domain, it partitions the executed test cases into a unique graph-based data structure for efficient NNS queries.

8. Conclusion and Future Work

FSCS-ART is a well-known ART method that has been widely researched and applied to test real-life programs of varying input types. Unfortunately, it faces severe computational issues relating to the growth in number of executed test cases and the dimensionality of the SUT’s input domain: These issues have been referred to as the double-tier efficiency problem. Some existing FSCS-ART efficiency enhancement methods may only solve one-tier of the problem, by reducing time complexity related to the number of test cases generated. However, these methods can have quadratic (Section 7.1.5) or exponential (Section 7.1.4) time complexity with respect to the dimensions of the SUT. Although a method may perform well in low dimensional input domains, it may experience severe performance degradation in higher dimensions. Because real-life programs often have both many dimensions, and very low failure rates, addressing only the complexity related to the number of test cases can only solve one aspect of the efficiency problem.

Our method, SWFC-ART, comprehensively solves the FSCS-ART efficiency problems by using a hierarchical navigable small world graph (HNSWG) to store the executed, non-failure-causing test cases, thus improving the nearest neighbor search (NNS) efficiency. SWFC-ART reduces the FSCS-ART complexity from \( O(n^2) \) to \( O(n \cdot \log n) \), with a negligible computational impact when increasing the dimensionality. SWFC-ART preserves the original FSCS-ART failure-detection effectiveness, and delivers efficient incremental test case generation.

As this work addresses the FSCS-ART double-tier efficiency problem, there is great potential for many other interesting and promising research directions.

The primary requirement for the application of any ART method to non-numeric programs is the capability to support a suitable similarity measure [28]. The underlying HNSWG structure of SWFC-ART fully supports a wide variety of numeric and non-numeric distance (similarity) metrics including: Bray-Curtis dissimilarity; Canberra distance; correlation distance; cosine distance; Euclidean distance; inner product; and Manhattan distance [130]. Non-numeric programs, including object-oriented (OO) software, can also be tested: Our proposed method can be combined with ART methods designed explicitly for OO programs, such as ARTTOO [40]. However, further research will be necessary to enable correct formulating of the framework. Empirical studies will also be needed to analyze the proposed method’s performance against other non-numeric ART methods. Even for numeric programs, we will examine employing alternatives to the Euclidean distance in SWFC-ART: Such alternatives may result in better effectiveness while maintaining similar efficiency [118].

---

5 https://github.com/jelmer/hnswlib
Although SWFC-ART shows similar failure-detection effectiveness to FSCS-ART, it will be interesting to examine combining it with other failure-detection enhancement methods for FSCS-ART. Similarly, using SWFC-ART in source domains of MART may further boost its efficiency. The use of HNSWGs in ART strategies other than FSCS-ART is also worth exploring, and will also form part of our future work.

Finally, other ANNS approaches that have proven their efficiency in similarity search applications, including vector quantization and hashing techniques, will also be examined for applicability to ART. Furthermore, boosting ANNS by exploiting the capabilities of modern hardware, such as using SIMD and GPUs, will also be explored in our future work.
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