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Abstract. We report the results of characterization of red blood cell (RBC) structure and its dynamics with nanometric sensitivity using transport of intensity equation microscopy (TIEM). Conventional transport of intensity technique requires three intensity images and hence is not suitable for studying real-time dynamics of live biological samples. However, assuming the sample to be homogeneous, phase retrieval using transport of intensity equation has been demonstrated with single defocused measurement with x-rays. We adopt this technique for quantitative phase light microscopy of homogenous cells like RBCs. The main merits of this technique are its simplicity, cost-effectiveness, and ease of implementation on a conventional microscope. The phase information can be easily merged with regular bright-field and fluorescence images to provide multidimensional (three-dimensional spatial and temporal) information without any extra complexity in the setup. The phase measurement from the TIEM has been characterized using polymeric microbeads and the noise stability of the system has been analyzed. We explore the structure and real-time dynamics of RBCs and the subdomain membrane fluctuations using this technique. © 2017 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.22.10.106001]
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1 Introduction

Most of the biological microscopy specimens, in particular live cells, are transparent and the absorbed or scattered visible light from the cell is low. In live cell imaging, it is hard to create an image of a cell that is transparent with a very small refractive index change with respect to the surrounding media. A number of techniques like Zernike phase contrast microscopy and Nomarski differential interference contrast microscopy, developed in the past for imaging transparent biological specimens without staining, play an important role in modern biology, medicine, and optical metrology.

In spite of their enormous value as in vitro imaging tools, they lack subcellular specificity and are inherently qualitative. Fluorescence microscopy, using intrinsic or extrinsic contrast agents is yet another popular technique that offers molecular specificity and high spatial resolution. However, the addition of extrinsic contrast agents or use of transgenics modify the cellular or molecular structures of the cell and are, therefore, not ideal for characterization of live cells in their native physiological state. Quantifying the optical phase shifts associated with biological structures provides important information because it allows determination of the optical thickness profile of transparent objects with subwavelength accuracy. Measurement of phase distribution can deliver the internal structure and dynamics of the structures within the cells in three-dimensions (3-D). Therefore, measuring the phase of the cells in real time, quantitatively and nondestructively, has a unique meaning and value in microscopy. Significant progress has been achieved in quantitative phase microscopy in the past two decades to overcome the limitations of traditional phase imaging through development of new techniques such as Fourier phase microscopy, Hilbert phase microscopy, diffraction phase microscopy, digital holographic microscopy, in-line holography, tomographic phase microscopy, spatial light interference microscopy, wide-field digital interferometry, and spatial phase-shifting methods. In all these methods, the refractive index profile is reconstructed for a single wavelength of illumination. There have been quite a few successful attempts to measure the refractive index of human red blood cells (RBCs) at multiple wavelengths using spectroscopic phase microscopy, spectroscopic diffraction phase microscopy, quantitative dispersion microscopy, quantitative phase spectroscopy, and dynamic spectroscopic phase microscopy. In some of these methods, a white-light source with red, green, and blue color filters or a diffraction grating has been used to filter the spectral components. Lasers with multiple wavelengths have been used as light sources and complex experimental setups using Mach–Zehnder interferometric systems have been employed. All of the above techniques require complex computational efforts and a sensitive experimental setup.

Transport of intensity equations microscopy (TIEM), on the other hand, has a relatively simple experimental setup, is easily implementable with white light illumination, and is cost-effective. In general, transport of intensity equation (TIE) requires one in-focus and two defocused images to be registered along the optical axis for reconstruction of phase images. However, when the phase of an object becomes a time-dependent signal, or when we need to observe dynamic events, we need to record the three images instantaneously. A number of techniques have been proposed for simultaneous recording of
collimated plane beam of light of unit magnification is illuminating the sample.

Knowing the absorption coefficient $\mu$ of the sample for a particular wavelength (550 nm) band of illumination, the thickness of the sample $t$ can be derived directly from the Lambert–Beer’s law

$$I(r_\perp, z = 0) = I^0 e^{-\mu t(r_\perp, z)},$$

where $t(r_\perp)$ is the projected thickness of the homogeneous object onto the plane over which the image is taken, and $I^0$ is the uniform intensity of the incident light.

If the object is sufficiently thin, the phase $\phi(r_\perp, z = 0)$ of the illuminating beam at the exit surface of the homogeneous object is proportional to the projected thickness given by

$$\phi(r_\perp, z = 0) = -\frac{2\pi}{\lambda} \Delta n t(r_\perp, z),$$

where $\Delta n$ is the difference between an object’s refractive index and its surrounding media.

The intensity evolution of a paraxial monochromatic scalar electromagnetic wave on propagation along the axial direction can be described by the transport of intensity equation as follows:

$$\nabla_\perp [I(r_\perp, z) \nabla_\perp \phi(r_\perp, z)] = -\frac{2\pi}{\lambda} \frac{\partial I(r_\perp, z)}{\partial z},$$

where $I(r_\perp, z)$ and $\phi(r_\perp, z)$ are the intensity and phase of the beam, respectively, $\lambda$ is the wavelength of light, $r_\perp, z$ denotes the position vector $(x, y)$, which lies in the plane perpendicular to the optical axis $z$, and $\nabla_\perp$ is the gradient operator in the plane containing the position vector.

Substituting Eqs. (1) and (2) into Eq. (3), the resulting equation is nonlinear in $t(r_\perp, z)$ and may be rewritten as an equation linear in $e^{-\mu t(r_\perp, z)}$ by using the identity in Eq. (5), the proof of which is added in the Appendix for interested readers

$$\frac{\Delta n}{\mu} I^0 \nabla_\perp e^{-\mu t(r_\perp, z)} = \frac{\partial I(r_\perp, z)}{\partial z},$$

$$\Delta n \nabla_\perp [e^{-\mu t(r_\perp, z)} \nabla_\perp I(r_\perp, z)] = -\frac{\Delta n}{\mu} \nabla_\perp^2 e^{-\mu t(r_\perp, z)}.$$  

Estimating the right-hand side of Eq. (4) using intensity measurements over two sufficiently closely spaced planes separated by a distance $R_2$

$$\frac{\partial I(r_\perp, z)}{\partial z} \approx \frac{I(r_\perp, z = R_2) - e^{-\mu t(r_\perp, z)} I^0}{R_2},$$

Substituting Eq. (6) into Eq. (4) and rearranging, we get

$$\left( -\frac{R_2 \Delta n}{\mu} \nabla_\perp^2 + 1 \right) e^{-\mu t(r_\perp, z)} = \frac{I(r_\perp, z = R_2)}{I^0}.$$  

Fourier transforming Eq. (7) gives

$$\hat{I}[e^{-\mu t(r_\perp, z)}] = \mu \frac{3 [I(r_\perp, z = R_2)] \hat{I}^0}{R_2 \Delta n [k_\perp^2 + \mu]}.$$  

2 Principle

Phase objects can be rendered visible by slightly defocusing an optical microscope with white light illumination. It is known that the image contrast from a defocused image is proportional to the two-dimensional (2-D) Laplacian of the phase difference introduced by the phase object. Through defocused imaging, we study the wavefront curvature resulting from the surface modulations of the cell using the TIE principle. A detailed theory of phase retrieval from a single defocused image has been described by Paganin et al. In this paper, we apply this technique based on a single defocused image to bright-field microscopy for studying the structure and dynamics of RBCs. The principle is outlined below [Eqs. (1)–(9)]. We assume that a different defocused images in the past. One of the approaches utilizes chromatic dispersion of a lens with white light illumination to get dispersion and uses this lens aberration to record three images at a time using a color camera. This technique is interesting, however, it has been reported that the pixel misregistration among the RGB components could create phase artifacts. Also, the defocus distance from these chromatic dispersions is limited within the visible spectra affecting the accuracy of phase for thicker biological samples like RBCs. Another interesting way of collecting focal image stacks was reported using fluidics, wherein the transport of cells in a microfluidic device through the focal plane of a microscope has been exploited. Along the same lines, with minimal changes in bright-field microscope hardware, a single-shot TIE setup has been reported, which utilizes a multiplexed volume hologram to laterally separate the images from different focal planes. The crosstalk between the multiplexed gratings might result in noise artifacts in the reconstructed images. Other techniques to instantaneously record multiple images in TIE were reported using a beam splitter, an electrical tunable lens, and by displaying a set of lenses with different focal powers on a spatial light modulator.

Paganin et al. demonstrated the principle of TIE for simultaneous phase and amplitude extraction from a single defocused image with homogeneity assumption on latex beads using x-rays. In this paper, we adopt the above single-shot TIE algorithm to visible light for imaging of homogeneous samples like RBCs since the principle behind the TIE equations are quite general and can be applied to any linear shift invariant system. Earlier reports in this field have generalized the use of TIE in matter and radiational fields like Lorentz electron microscopy, diffraction enhanced imaging, neutron phase contrast imaging, and Nomarski microscopy with visible light. This technique requires only a partially coherent light source and is devoid of any speckles that are otherwise present in interferometric measurements. Biological cells, such as RBCs that are typically nucleated, can be considered to be homogeneous. The assumption of homogeneity with an average refractive index of the cell makes the image reconstruction process simple and it can be operated in real time. We report high throughput and real-time analysis of RBC dynamics with the TIE technique through the recording of single defocused images of RBCs using a commercial bright-field microscope. We expect that it is possible to carry out fast screening of nucleated cells like RBCs in a very cost-effective manner under a regular bright-field microscope. In particular, this technique would be ideal for quantifying nanoscale structures and fluctuations of optically homogeneous cells like RBCs.
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where \( k_\perp \) represents the spatial frequency coordinates, \( R_2 \) is the defocus distance, and \( I^m \) is the initial intensity that is considered to be uniform.

Taking the inverse Fourier transform of Eq. (8) and solving for thickness, we get

\[
t(r_\perp, z) = -\frac{1}{\mu} \log_e \left( 3^{-1} \left\{ \mu \frac{2}{R_2 \Delta n} \left| k_\perp \right|^2 + \mu \right\} \right).
\] (9)

Equation (9) gives the projected thickness \( t(r_\perp) \) of a homogeneous sample by solving TIE. The numerical implementation of Eq. (9) is realized by making use of fast Fourier transforms\(^3^9\) and can yield rapid deterministic phase information from a single defocused image of the homogeneous object under study. Equation (9) is valid for a collimated plane beam illumination.

3 Experiments

Bright-field imaging is carried out on a regular inverted bright-field microscope (Carl Zeiss Axio-observer\(^TM\)), represented in the schematic diagram (Fig. 1). We have used homogeneous melamine resin 1-\( \mu \)m-sized microbeads (Sigma-Aldrich) with a known refractive index of 1.68, which were suspended in distilled water (\( n_{\text{med}} = 1.33 \)) with a linear attenuation coefficient of 0.843 \( \text{mm}^{-1} \) for phase characterization of the system. Then RBCs are imaged using a tungsten halogen light source for bright-field imaging at a defocus distance of 15 \( \mu \)m using a CCD camera (1040 \times 1388 pixels, pixel size: 6.45 \( \mu \)m). An aberration-corrected microscope objective (500x, 0.55 NA) is used for imaging the RBC dynamics in bright-field mode. A single defocused bright-field image is recorded and the thickness of the RBC samples is computed on a MATLAB\(^TM\) platform with the help of Fourier transforms using Eq. (9). RBCs were prepared for imaging according to standard protocols.\(^4^8\) The cells were suspended in isotonic phosphate buffer solution with a refractive index of 1.334. Ten \( \mu l \) of RBCs were pipetted on to the glass slide and covered with a cover slip. We assume a linear attenuation coefficient (\( \mu \)) of 0.2 \( \mu \text{m}^{-1} \) for the RBC at a wavelength of 550 nm (Ref. 49) and a refractive index of \( \approx 1.41 \) in the visible wavelength region.\(^5^0\)

4 Results and Discussions

We chose to first characterize the system using polymeric microbeads of known size to test the retrieved phase and for further validations. The defocused intensity recording [Fig. 2(a)] of polymeric microbeads was used to retrieve the 3-D phase using the TIE principle. Figure 2(b) shows the reconstructed 3-D phase image of the microbeads. A zoom-in depth view of the region marked in Fig. 2(b) (white square marked) is shown in Fig. 2(c). Figure 2(d) shows the retrieved profile of the thickness information. The microbeads are found to have an average size of \( 1 \pm 0.1 \) \( \mu \)m, which is in agreement with the known microbead size.

We also characterize the spatial and temporal noise of the system by analyzing the phase noise.

In order to measure the phase noise of our system, we have used the following protocol that was previously reported.\(^1^2^-^1^4,^2^1\)

We recorded a video of defocused images for 600 s with a defocus distance of 1 \( \mu \)m and an exposure time of 19.6 ms using 50x magnification (0.55 NA). Then we considered a spatial area of 50 \times 50 pixels in the reconstructed image where there are no cells [red square marked in Fig. 2(b)]. After extracting each image frame from the video and reconstructing the phase images, the mean temporal standard deviation (SD) of thickness from frame to frame was found to be 0.02 nm [Fig. 2(e)] and the histogram of mean SD of the background spatial thickness was found to be 0.2 nm [Fig. 2(f)]. The above results show that the system shows a high phase sensitivity that is comparable to the previously demonstrated systems.\(^1^2^-^1^4\)

We have carried out experiments with RBCs after characterizing the system. The defocused intensity recordings [Fig. 3(a)] are used to retrieve the 3-D phase of RBCs using the TIE principle. Figure 3(b) shows the reconstructed 3-D phase image of the RBCs. A zoom-in depth view of the region marked in Fig. 3(b) is shown in Fig. 3(c). Figure 3(d) shows the retrieved volume of the sample in 3-D from the thickness information in Fig. 3(b). We have taken measurements from 15 RBCs for calculating the average height, volume, and diameter. The studies from our samples are found to have an average diameter of 6 to 8 \( \mu \)m, which is comparable to the reported literature.\(^5^1^-^5^3\) The calculated average volumes of the RBCs were 65 \( \mu \text{m}^3 \), as shown in Fig. 3(d). All these parameters are comparable and within the known ranges reported in the literature.\(^5^1^-^5^3\) The quantitative phase of the RBC rendered across the cell along the line marked on Fig. 4(a) is depicted in Fig. 4(b). The results from this technique accurately show the characteristic thickness profile of an RBC. We also investigate the temporal dynamics of an RBC membrane in real time. Temporal fluctuations associated with the selected points A, B, and C, respectively, on the RBC, central region of the RBC, and background region outside the RBC are plotted in Figs. 4(c) and 4(e). The corresponding SDs (\( \sigma \)) of fluctuations are computed as \( \sigma_A = 67.8 \) nm, \( \sigma_B = 39.4 \) nm, and...
σc = 9.6 nm, respectively. A video depicting the dynamics of RBC membrane fluctuations is illustrated in the file (Video 1, MPEG, 6.44 MB).

From our first observations, the results accurately render the 3-D structure and morphology of RBCs as reported in the literature. There is a strong contrast outlining the outer surface boundaries in all images (commonly called halos).\textsuperscript{53} This is because, in the near-field regime and at intermediate distances between the sample and detector, self-interference patterns resulting in “Fresnel fringes” are formed under partially coherent illumination. In contrast to coherent interferometry, the recorded intensity patterns are not proportional to the phase itself, but to the second derivative (the Laplacian) of the phase of the wave front. Therefore, the reconstruction method is most sensitive to abrupt changes in the decrement of the refractive index. This leads to strong halos surrounding the boundaries of the images. This approach also suffers from amplified noise for low spatial frequencies, thus slowly varying components may not be accurately recovered.\textsuperscript{53} These effects or drawbacks are well known for systems using partially coherent light. The noise stability is another factor that affects the background thickness with respect to focal drift.\textsuperscript{54,55}

Fig. 2 Reconstructed 3-D images using single defocused TIE imaging. (a) Recorded bright-field defocused image with a defocus distance of 1 μm, (b) reconstructed phase image, (c) 3-D view of the microbeads from the shown white color marked region in (b), and (d) profile of the microbeads showing its thickness. (e) Mean SD of temporal spatial noise for the point A in (b) is measured to be 0.02 nm. (f) Mean spatial noise SD for the 50×50 pixel region shown in red color (b) is 0.2 nm.
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This technique is identical to the conventional TIE principle except for one condition, i.e., only one defocused bright-field image is needed for quantitative phase reconstruction instead of three axially defocused bright-field images as the algorithm assumes the object to be homogenous with a known linear attenuation coefficient. This condition makes the experiment analogous to an inline holography setup, where the defocused image can be treated as a self-interferogram. The main advantage of this technique is that we can directly calculate the thickness with the help of a single defocused image. Lambert–Beer’s law \( I = I_0 \exp[-\mu t(z)] \) has been substituted in place of the in-focus image intensity. Hence, from Eq. (9), the final thickness would depend on \( \mu \), the attenuation coefficient (absorption in liquid samples). Equation (9) was originally derived based on the assumption that (a) the incident beam is a monochromatic plane beam (or with mild curvature) with near-field conditions and (b) the object is single monomorphous (homogenous material). However, previous reports using polychromatic, low-coherence x-rays have explicitly mentioned that the theory and the equation are applicable over a wide parameter range and

![Fig. 3](image-url) Reconstructed 3-D images using single defocused TIE imaging. (a) Recorded bright-field defocused image with a defocus distance of 15 μm, (b) reconstructed phase image, (c) 3-D view of the RBCs from the marked region in (b), and (d) average volume of RBCs.

![Fig. 4](image-url) Real-time dynamics of RBC membrane from 3-D images: (a) 3-D reconstructed image and (b) line profile depicting the accurate characteristic structure of RBC across the line shown in (a). (c)–(e) Nanometric membrane fluctuations on points A, B, and C, respectively. SDs of the fluctuations are \( \sigma_A = 67.8 \text{ nm} \) (at point A on RBC membrane), \( \sigma_B = 39.4 \text{ nm} \) (middle region of the RBC), and \( \sigma_C = 9.6 \text{ nm} \) (background outside RBC). Real-time video of membrane fluctuations of the RBC (Video 1, MPEG, 6.44 MB [URL: http://dx.doi.org/10.1117/1.JBO.22.10.106001.1]).
in particular for polychromatic beams, on objects with low-density variations, and for objects with very weak absorption coefficients. Considering the denominator term in Eq. (9) \( R_{\lambda} \Delta n |k_{\perp}|^2 + \mu \), the first additive term corresponds to phase contrast, and the second term corresponds to absorption contrast. It is easy to verify that the phase contrast term is dominant at all nonzero spatial frequencies, as absorption has been assumed to be weak. From the above denominator term in Eq. (9), it is true that this technique will work for weakly absorbing biological samples.

Concerning the spectral dependence of the absorption coefficient, especially in the case of RBCs reported here, the absorption coefficient changes from 0.1 to 0.3 \( \mu \text{m}^{-1} \) in the spectral range that we are considering (450 to 600 nm). Assuming a weak absorption coefficient, our logic of using the absorption coefficient of the central wavelength can be justified for simplicity reasons.

Another way to arrive at an effective absorption coefficient has been proposed by Arhatari et al.\(^{57,58} \) for polychromatic x-rays based on the equation given below.

The effective absorption coefficient for a polychromatic beam can be obtained as

\[
\mu_{\text{eff}} = \frac{\int \mu_{\ell} I^0_\ell(r) D(\lambda) d\lambda}{\int I^0_\ell(r) D(\lambda) d\lambda},
\]

where \( I^0_\ell(r) \) is the intensity entering the sample, \( \mu_{\ell} \) the monochromatic values for \( \mu \), and \( D(\lambda) \) is the combined detector response and optical path length. The denominator is the polychromatic incident intensity \( I^0_{\text{poly}}(r) \). In fact, there has been an independent effort from Zysk et al.\(^{59} \) to treat TIE as the transport of spectra intensities and accurately calculate phase for each coherent mode. This would need multiple spectral measurements to arrive at the phases of each coherent mode. Phase retrieval from a single defocused image using the TIE technique can essentially be considered as a combination of common-path geometry with single-shot capability, allowing fast and stable quantitative phase imaging. In summary, the results reported in this paper show the high potential of TIEM as a fast screening tool for real-time 3-D volumetric imaging and quantification of nucleated biological cells such as RBCs.

5 Conclusions

We have demonstrated quantitative phase reconstruction of live RBCs using the TIE principle from a single defocused image. The main assumption in this experiment is that the sample is homogenous. Hence, this technique will be highly accurate for homogenous cells like RBCs. We believe that the technique will serve as a powerful tool for noncontact characterization of RBCs in studying their structural morphology and RBC membrane fluctuations. The main advantage of this technique is that no sophisticated experimental setups are needed in realizing this reconstruction since a conventional bright-field microscope can deliver defocused images of the sample. This technique will facilitate high throughput screening and analysis of structural and morphological properties of RBCs, which will be highly useful in screening for diseases such as sickle cell anemia and malarial infections.

Appendix

The identity [Eq. (5)] is

\[
\Delta n \nabla_\perp [e^{-\mu_{\ell} t(r_\perp, z)} \nabla_\perp t(r_\perp, z)] = \frac{-\Delta n}{\mu} \nabla^2_\perp e^{-\mu_{\ell} t(r_\perp, z)}.
\]

We take right-hand side and derive left-hand side (LHS) to prove the above identity

\[
-\frac{\Delta n}{\mu} \nabla^2_\perp e^{-\mu_{\ell} t(r_\perp, z)}.
\]

Using the Laplacian identity \( \nabla^2 f = \nabla \cdot \nabla f = \text{div grad } f \)

\[
-\frac{\Delta n}{\mu} \nabla_\perp \left[ \nabla_\perp e^{-\mu_{\ell} t(r_\perp, z)} \right],
\]

\[
-\frac{\Delta n}{\mu} \nabla_\perp \left\{ -\mu_{\ell} e^{-\mu_{\ell} t(r_\perp, z)} \nabla_\perp t(r_\perp, z) \right\},
\]

\[
\Delta n \nabla_\perp \left[ e^{-\mu_{\ell} t(r_\perp, z)} \nabla_\perp t(r_\perp, z) \right],
\]

which is equal to LHS.
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