Energy-Performance Modeling of Speculative Checkpointing for Exascale Systems

Muhammad ALFIAN AMRIZAL††, Atsuya UNO†††, Nonmembers, Yukinori SATO††††, Hiroyuki TAKIZAWA††††, a) and Hiroaki KOBAYASHI†††††, Members

SUMMARY Coordinated checkpointing is a widely-used checkpoint/restart protocol for fault-tolerance in large-scale HPC systems. However, this protocol will involve massive amounts of I/O concentration, resulting in considerably high checkpoint overhead and high energy consumption. This paper focuses on speculative checkpointing, a CPR mechanism that allows for temporal distribution of checkpoings to avoid I/O concentration. We propose execution time and energy models for speculative checkpointing, and investigate energy-performance characteristics when speculative checkpointing is adopted in exascale systems. Using these models, we study the benefit of speculative checkpointing over coordinated checkpointing under various realistic scenarios for exascale HPC systems. We show that, compared to coordinated checkpointing, speculative checkpointing can achieve up to a 11% energy reduction at the cost of a relatively-small increase in the execution time. In addition, a significant energy-performance trade-off is expected when the system scale exceeds 1.2 million nodes.
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1. Introduction

High-performance computing (HPC) systems are now rapidly heading toward exascale for enabling finer-grained scientific simulations. However, the growth in size and complexity of these exascale HPC systems will also bring new challenges. Two main challenges are reliability and energy efficiency.

Future exascale HPC systems will be hit by errors/ faults much more frequently than petascale systems [1]. The MTBF (mean time between failures) of future systems is projected to shrink to tens of minutes [2]. Thus, fault-tolerance has become more important than ever for future exascale HPC systems.

The de-facto standard fault-tolerance technique in HPC systems is checkpoint/restart (CPR). CPR periodically writes the state of all the parallel processes of an HPC application to checkpoint files, which obviously requires extra storage space, power consumption, and time. The linking of space, power and time suggests that there will be some interplays between energy and performance.

Although many protocols exist for CPR, a coordinated checkpointing protocol [3] is usually chosen due to its relative simplicity in implementation [4]. Several optimization techniques have been proposed to increase the effectiveness of coordinated checkpointing [5–7]. In particular, we are interested in one optimization technique called speculative checkpointing [6], a technique that allows for temporal distribution of checkpoings to avoid I/O concentration and hence potentially reduce the checkpoint overhead of coordinated checkpointing.

In this paper, we create energy-performance models to investigate the execution time and the energy consumption characteristics of speculative checkpointing. Our evaluation results show that speculative checkpointing can achieve a considerably large reduction in execution time and energy consumption for exascale systems. In addition, significant energy-performance trade-offs can be observed in speculative checkpointing under certain scenarios of next-generation HPC systems.

The contributions of this paper are as follows:

• We develop mathematical models for computing the execution time and the energy consumption of an application when speculative checkpointing is adopted.

• We derive the optimal checkpoint period that optimize execution time and the optimal checkpoint period that optimize energy consumption.

• We perform energy consumption measurements on the K computer, which is the 7th world’s fastest supercomputer system at the time this paper is submitted [8], to obtain several important system-level parameters.

• We analyze the behaviors of speculative checkpointing and discuss its energy-performance trade-off by exploring the model with a set of expected parameters of future exascale HPC systems.

The rest of this paper is organized as follows. Section 2 briefly introduces the concept of speculative checkpointing. Section 3 describes speculative checkpointing models and their optimizations in terms of time and energy. Section 4 shows evaluation results and discusses the energy-performance trade-off. Section 5 reviews some related work. Finally, the conclusion of this paper is stated in Sect. 6.
2. Speculative Checkpointing

Over the past decades, CPR has been used to periodically save the state of a long-running HPC application that runs from few hours to few months. The application is checkpointed to a stable storage in order to avoid having to restart from the beginning in the case of a failure. Coordinated checkpointing is a traditional CPR protocol that has been widely-used in HPC systems. In Coordinated checkpointing, the application needs to be suspended before the checkpoint data is written to a shared stable storage such as a parallel file system (PFS). As the scale of the HPC system grows, the memory usage of the application also grows, and hence the amount of data needed to be checkpointed usually increases proportionally. Simultaneously writing this huge amount of checkpoint data will degrade PFS performance due to contention[9]–[11], leading to a longer checkpointing time of the application and a large energy consumption of the system. To make matters worse, the power dissipated to execute I/O transfer, such as checkpointing, is predicted to dramatically increase in exascale systems[12], making coordinated checkpointing less feasible for future HPC systems.

One popular optimization technique to reduce a huge amount of checkpoint data in coordinated checkpointing is by performing incremental checkpointing[5]. In incremental checkpointing, only the updated data are checkpointed whenever a checkpoint is taken. However, current incremental methods cannot achieve a significant decrease in checkpoint file size due to their reliance on a page protection mechanism[3]. Speculative checkpointing[6] has been proposed for an iterative class of HPC applications (loop-centric scientific programs) to further reduce I/O contention during coordinated checkpointing. The idea of speculative checkpointing is that, during the interval of two consecutive coordinated checkpointings, the user or the system will predict whether a write to a particular data/memory page will be the last write prior to the next coordinated checkpointing timing and thus this memory page can be speculatively checkpointed earlier, overlapping it with application execution.

The effectiveness of speculative checkpointing substantially depends on how accurately we can predict the last write for a particular memory page. Several tools/algorithms have been developed for this purpose. Agarwal et al. proposed AIC: a tool that can dynamically predict changes in memory pages with a high accuracy based on past memory access patterns[13]. Nicolae et al. proposed an algorithm for predicting the order of memory page modifications and used the prediction results to save memory pages in an asynchronous fashion, i.e., overlapping memory page writes with computation[14]. Their experiments show more than 40% overhead reduction during coordinated checkpointing timing. In addition, last writes can also be predicted if we assume the application can be profiled in advance. For example, Exana[15] is one of the profiling tools that can record every memory access of an application. Therefore, the user or the system can build a last write prediction function by using such a profiling tool, and hence last writes are predictable with a certain accuracy.

The last write prediction can be either correct or incorrect. Figure 1 shows the case when the predictions are correct, hence successfully spreading out the checkpointing I/O. When a prediction to a particular memory page is incorrect, i.e., the memory page is written again after it had been speculatively checkpointed earlier, such a miss-prediction must be detected and the memory page must be re-checkpointed during coordinated checkpointing. Altogether, with a good last write predictor, we may achieve a large reduction in the checkpoint overhead.

3. Execution Time and Energy Models

In this section, we propose mathematical models of speculative checkpointing. First, we introduce all the model parameters. We divide the parameters into two categories: checkpointing model parameters (resilience-related parameters) and energy model parameters (power-related parameters). Using these parameters, we show how to compute the execution time and energy consumption along with the optimal periods that minimize them.

3.1 Checkpointing Model Parameters

We first consider a parallel application executed on a cluster with a shared stable checkpoint storage. The application performs coordinated checkpointing at a fixed interval after some amount of computation has been performed. This corresponds to a full application run partitioned into execution periods of duration \( T_C \). Every execution period consists of a checkpoint phase of duration \( C \) and a computation phase of duration \( (T_C - C) \) as shown in Fig. 2 (a).

Next, we consider the case where coordinated checkpointing is combined with speculative checkpointing as in Fig. 2 (b). We assume that, between any two consecutive coordinated checkpointings, the application actively performs speculative checkpointing on each memory page subjected to checkpoint based on its predicted last write timing. For simplicity, we assume that the speculative checkpointing is evenly distributed throughout the computation phase. Let \( f_p \)
be a ratio of memory pages whose last writes are predicted incorrectly (false prediction). During coordinated checkpointing timing, all we have to do is to re-checkpoint these miss-predicted memory pages. Hence, the duration of the checkpoint phase reduces to \( f_p C \), where \( 0 \leq f_p \leq 1 \). We also call \( f_p \) a speed-up factor of coordinated checkpointing.

Agarwal et al. [13] observed that, for most typical HPC applications, changing the length of an execution period will not have a significant impact on a reduction in the time of each checkpoint phase (speed-up factor \( f_p \)). This is because such applications are iterative in nature and hence a sufficiently good predictor, such as the one found in [14], can be easily developed. Based on these facts, we assume that \( f_p \) remains constant throughout the application run.

Unlike coordinated checkpointing, speculative checkpointing is performed asynchronously, i.e., the checkpoint data are saved to the stable storage on the fly, overlapped with the computation phase. Such an asynchronous event may cause a background jitter that interferes the application run and degrades its performance [16], especially when the application is run on a large-scale cluster [17], [18]. Considering this fact, we create a model where the application is in the condition of either normal run (no jitter) or a slow-down run (due to jitter). To model this situation, we introduce a slow-down factor \( \phi \), where \( \phi \geq 1 \). When computation and checkpoint are overlapped, the execution normally taking \( t \) seconds will run slower and require \( \phi t \) seconds. In Fig. 2 (b), this slow-down run is represented by the red line, while the normal run is represented by the black line. Due to these slow-down runs, the computation phase of the application becomes longer. We call the increased time of computation phase slow-down overhead. Since we assumed that the speculative checkpointing is performed on all memory pages subjected to checkpoint, the checkpoint time with the total length of \( C \) must be overlapped with the computation phase. Hence, the slow-down overhead is \( (\phi - 1)C \). Altogether, the speeded-up checkpoint phase and the slowed-down computation phase will alter the duration of the execution period. Such an execution period with speculative checkpointing is denoted by \( T_S \).

Next, we have to consider failures. First, we assume that the application runs on a system whose MTBF (Mean Time Between Failures) is \( M \). Note that, when we assume that failure intervals follow exponential distribution, if the system consists of \( N \) identical compute nodes, and MTBF of each node is \( M \), then \( M = \frac{M}{N} \). When a failure occurs, the application can only be restarted from the last coordinated checkpointing. This is because the correctness of the checkpoint file can only be guaranteed at coordinated checkpointing as last write miss-prediction may occur during speculative checkpointing. Let \( R \) be a restart time, i.e., the time to read this last stored checkpoint file.

### Table 1: Summary of model parameters

| notation | description |
|----------|-------------|
| \( T_S \) | Execution period with speculative checkpointing |
| \( C \) | Checkpoint time of coordinated checkpointing |
| \( f_p \) | Speed-up factor of coordinated checkpointing |
| \( \phi \) | Slow-down factor due to jitter |
| \( R \) | Restart time |
| \( M \) | Mean time between failures |
| \( M_t \) | Mean time between failures of individual compute node |
| \( N \) | Number of compute nodes |
| \( P_{\text{sta}} \) | Static power |
| \( P_{\text{CPU}} \) | Power to perform computation using CPU |
| \( P_{\text{I/O}} \) | Power to perform checkpoint or restart |
| \( E_{\text{tot}} \) | Total energy consumption |
| \( T_{\text{tot}} \) | Total execution time (with checkpointing and failures) |
| \( T_{\text{ori}} \) | Original execution time (no checkpointing and no failure) |
| \( T_{\text{CPU}} \) | Total CPU usage time |
| \( T_{\text{I/O}} \) | Total I/O system usage time |
| \( T_{\text{opt-Time}} \) | Execution period for minimal execution time |
| \( T_{\text{opt-Energy}} \) | Execution period for minimal energy consumption |

### 3.2 Energy Model Parameters

Throughout its execution, the application will perform these three operations: computing, checkpointing (either coordinated or speculative), or restarting. Each of these operations consumes a different amount of power. To compute the total energy consumption, we need to consider the power consumption of these operations. To this end, we define:

- **\( P_{\text{sta}} \):** this is a static power consumption when the system is turned on.
- **\( P_{\text{CPU}} \):** this is a power consumption when the system performs computation.
- **\( P_{\text{I/O}} \):** this is a power consumption when the system performs any type of I/O transfer operation such as checkpointing or restarting from a failure.

The basic model parameters under the time and power consideration are summarized in Table 1.

### 3.3 A Model of Execution Time

We denote the original execution time of a parallel application by \( T_{\text{ori}} \) and we assume that, in general, an application user can estimate with a certain high accuracy his/her own application original execution time based on experimental analysis [19]. Note that \( T_{\text{ori}} \) does not include any other fault-tolerance-related costs such as a checkpoint overhead and time lost due to failures. Our objective is to compute the expected total execution time \( T_{\text{tot}} \) (accounting both for...
checkpointing and for failures) and to find the value of $T_S$ that minimizes $T_{tot}$.

The total execution time $T_{tot}$ of an application depends on the number of coordinated checkpoints and the execution period $T_S$. There are two overheads for every $T_S$, a slowdown overhead and a coordinated checkpoint overhead. The total of these two overheads is $(\phi + 1 + f_p)C$. Hence, the number of coordinated checkpoints is 

$$T_{no-fail} = \frac{T_{tot}}{T_S - (\phi + 1 + f_p)C}.$$  

Calculating the fault-free execution time $T_{no-fail}$. The derivation of $T_{no-fail}$ is simple. $T_{no-fail}$ is the product of the number of coordinated checkpoints and the execution period $T_S$. Hence, the time lost due to failures can be expressed as follows,

$$T_{fault} = \frac{T_{tot}}{M} \left( R + \frac{T_S}{2} \right).$$

Finally, by substituting Eqs. (2) and (3) into Eq. (1), we can express the total execution time:

$$T_{tot} = \frac{T_{ori}}{(T_S - (\phi + 1 + f_p)C) \left( 1 - \frac{R + TS/2}{M} \right)}.$$  

This equation is minimal when

$$T_S = \sqrt{2(M + R) (\phi + 1 + f_p)C}.$$  

We can call this optimal period $T_{opt-Time}$. When $\phi = 1$, i.e., no slowdown due to background jitters, we obtain a period that is close to Young’s [20] and Daly’s [21] formulas.

3.4 Model of Energy Consumption

Suppose that the total energy consumption of an application is $E_{tot}$. We divide $E_{tot}$ into the following three parts:

$$E_{tot} = E_{sta} + E_{CPU} + E_{I/O}.$$  

Here $E_{sta}$, $E_{CPU}$, and $E_{I/O}$ represent static energy consumption, energy consumption of the CPU, and energy consumption of the I/O system, respectively. In order to compute $E_{sta}$, $E_{CPU}$, and $E_{I/O}$, we must first identify how much time is spent for every operation, i.e., pure-computation; speculative checkpointing; coordinated checkpointing; and restarting. These times are then multiplied accordingly with their power parameters introduced in Sect. 3.2.

**Static energy consumption $E_{sta}$.** The application execution consumes $P_{sta}$ throughout the entire application run. Hence, the corresponding energy cost for $E_{sta}$ is $T_{tot} P_{sta}$.

**Energy consumption of the CPU $E_{CPU}$.** Let $T_{CPU}$ be the total CPU usage time. When the CPU is used, a power overhead of $P_{CPU}$ is induced. $T_{CPU}$ consists of time for coordinated checkpointing, speculative checkpointing, and restarting from failures.

The number of coordinated checkpointing that are performed in a fault-free execution is the same as the number of execution periods, $\frac{T_{tot}}{T_{ori}}$. The I/O time overhead taken by coordinated checkpointing is therefore 

$$\frac{T_{tot} f_p C}{(T_S - (\phi + 1 + f_p)C).}$$

For each failure, the system needs to be restarted. Let assume that the restart process requires R seconds. Then, there will be additional I/O overheads that may differ depending in which phase the failure occurs. With a probability $\frac{T_C - f_p C}{T_S}$, a failure occurs during the computation phase, and the additional I/O overhead is, on average, $\frac{\phi C}{2}$. With probability $\frac{T ثن}{T_S}$, the failure occurs during the checkpoint phase, and the additional I/O overhead is, on average, $\phi C + \frac{f_p C}{2}$. These additional overheads show the average time of checkpointing I/O that must be re-executed. Altogether, we obtain

$$T_{I/O} = \frac{T_{ori} f_p C}{T_S - (\phi + 1 + f_p)C} + \frac{T_{tot}}{M} \left( R + \frac{T_S - f_p C}{T_S} \left( \frac{\phi C}{2} + \frac{f_p C}{T_S} \left( \phi C + \frac{f_p C}{2} \right) \right) \right).$$

Hence, the corresponding energy cost for $E_{I/O}$ is $T_{I/O} P_{I/O}$.

The final expression of the total energy consumption can be obtained by substituting all the above equations into Eq. (6). Hence, we obtain

$$E_{tot} = T_{tot} P_{sta} + \left( T_{ori} + \frac{T_{tot}}{M} \left( \frac{T_S}{2} \right) \right) P_{CPU}.$$
Before we describe how to minimize the energy consumption, it is important to understand that due to the checkpoint-computation overlapping in speculative checkpointing, $T_{tot} \neq T_{CPU} + T_{I/O}$. Hence, minimizing execution time is not equivalent to minimizing energy consumption.

We introduce two new notations to ease the derivation of the optimal period $T_S$ that minimizes $E_{tot}$. The two notations are $\gamma$ and $\delta$ such that $P_{CPU} = \gamma P_{sta}$ and $P_{I/O} = \delta P_{sta}$. Also, let $\alpha = (\phi - 1 + f_p)C$, $\beta = (1 - \frac{R}{M})$, $T'_{tot} = \frac{\delta E_{tot}}{\delta T_S}$, and $E_{tot} = \frac{\delta E_{tot}}{\delta T_S}$. Taking the first derivative from Eq. (4), we obtain:

$$\frac{T'_{tot}}{T_{ori}} = \frac{-\alpha \beta + \frac{T_S^2}{2}}{(T_S - \alpha)^2 (\beta - \frac{T_S}{2M})^2}. \hspace{1cm} (10)$$

Similarly, taking the first derivative from Eq. (9), we obtain:

$$\frac{E'_{tot}}{P_{sta}} = \frac{T_{tot}}{M} \left( \frac{\gamma \phi C}{2} + \frac{\delta}{2T_S} \right) + \frac{\delta (\phi + f_p) f_p C^2}{2T_S} + \frac{\delta}{M} \left( \frac{\delta (\phi + f_p) f_p C^2}{T_S}^2 \right) - \frac{\delta \tau_{ori} f_p C}{(T_S - \alpha)^2}. \hspace{1cm} (11)$$

Then, by using

$$K = \frac{(T_S - \alpha)^2 (\beta - \frac{T_S}{2M})^2}{P_{sta} T_{ori}},$$

we have

$$KE'_{tot} = T_S^2 \left( \frac{\delta R}{2M^2} + \frac{\beta \gamma}{2M} + \frac{\alpha \gamma + \delta (\phi - f_p) C}{4M^2} + \frac{1}{2M} \right) + TS \left( \frac{\delta (\phi + f_p) f_p C^2}{M} + \frac{\delta (\phi + f_p) f_p C^2}{2M^2} \right) - \frac{\alpha \beta (\delta \phi C + 2 \delta R + 2M)}{2M} - \beta^2 \delta f_p C - \left( \frac{\beta}{2M} + \frac{\alpha}{4M^2} \right) \delta (\phi + f_p) f_p C^2. \hspace{1cm} (12)$$

By substituting $E'_{tot} = 0$ into Eq. (12), we will obtain a quadratic polynomial equation in the form of

$$AT_S^2 + BT_S + C = 0,$$

where $A$, $B$, and $C$ are the corresponding coefficients of the polynomial terms in Eq. (12). The value of $T_S$ that minimizes $E_{tot}$ is the positive root of this quadratic polynomial equation. We call this optimal period $T_{opt}$-Energy. In the next section, we use these optimized periods and other parameters from Table 1 to analyze the behavior of execution time and energy consumption of speculative checkpointing.

4. Evaluation

The following evaluation consists of three parts. First, we perform energy consumption measurement on a current large-scale HPC system to obtain some important system-level parameters for our energy model. Then, we use these measurement results to verify the accuracy of our model using a simulation-based approach. Finally, we use our model to explore the energy-performance behavior of speculative checkpointing under various conditions in exascale systems.

4.1 Energy Measurement of a Large-Scale HPC System

To obtain some important system-level parameters, such as $P_{sta}$, $P_{CPU}$, and $P_{I/O}$, we perform energy consumption measurement on the K computer. The system itself consists of 82,944 SPARC64 VIIIIfx oct-core processors running at the clock speed of 2.0 GHz with 1.3 PB of memory. We measure the system’s rack energy consumption for one hour under three different kinds of activities: when it is idle, when it runs HPL (High Performance Linpack) benchmark [22], and when it performs I/O transfer (checkpointing).

The energy consumption measurement results are shown in Table 2. When computation is performed, we observed that the rack energy consumption increases around 4.6 KWh from its idle state energy consumption. Since each rack of K computer consists of 96 compute nodes, hence approximately 48 W of power is dissipated from every compute node during computation. Next, we observed that the rack energy consumptions during idle state and checkpointing are roughly the same, i.e., around 10.2 KWh or approximately 106 W per compute node. This is because each rack of K computer is equipped with I/O nodes that need to be constantly on and hence consumes energy even if the application does not execute I/O transfers. In other words, in the case of K computer, no additional power is required to perform checkpointing. Altogether, we obtained $P_{sta} = 106 W$, $P_{CPU} = 48 W$, and $P_{I/O} = 0 W$.

4.2 Model Verification

To verify the accuracy of our mathematical model, we use an event-driven simulator similar to [23]. While our models are governed by more strict assumptions, the event-driven simulator is closer to a real-case scenario. For example, in the simulator, failures can occur at any moment throughout the entire application run, even during a restart process from

| Table 2 K computer’s rack energy consumptions |
|---------------------------------------------|
| type of activity   | energy consumption |
|-------------------|--------------------|
| Idle              | 10.2 KWh           |
| Computation       | 48.0 KWh           |
| Checkpointing     | 10.2 KWh           |
a failure. In addition, the simulator considers a down-time, which is a time span between the occurrence of failure that stops the system from running, until the system can actually start reading the checkpoint file from the storage.

Figure 3 shows the verification scheme. The simulator takes two inputs: application and failure events. The application is described in terms of its original execution time $T_{ori}$, coordinated checkpointing time $C$, restart time $R$, speed-up factor $f_p$, and slow-down factor $\phi$. The failure events are created using a failure generator that randomly selects time stamps for failure occurrence.

We set the original execution time of the application to one day (24 hours). The application performs coordinated checkpointing once every 200 minutes and performs speculative checkpointing five times in between two coordinated checkpoints. The coordinated checkpointing time and recovery time were set to 10 minutes. The accuracy of the last write predictor for speculative checkpointing was set to 50% ($f_p = 0.5$) and the slow-down factor due to jitter was set to 1.

Before the application is executed, the failure generator randomly selects three different time stamps for the failure events. Upon a failure, the application rolls back to the most recent coordinated checkpoint. When the execution is completed, the simulator returns a measured value. The measured value is the sum of times for pure-computation, speculative checkpointing (computation and background checkpointing), coordinated checkpointing, and restarting. The total energy consumptions is then measured by multiplying these time values with the corresponding power consumption of K Computer from Sect. 4.1.

We compare our model’s prediction of execution time and energy consumption with the simulation results in Table 3. The prediction error in Table 3 indicates how accurate our model is in predicting the last writes of memory pages. The smaller the value of $f_p$, the shorter the checkpoint phase becomes. The $y$-axes in Figs. 4(a) and 4(b) correspond to the maximum reduction in execution time and the maximum reduction in energy consumption, respectively. These maximum reduction values in execution time and energy consumption are obtained by initiating the models with $T_{opt}$, $E_{opt}$, $T_{opt}$-Time, and $T_{opt}$-Energy, respectively. The positive values on the $y$-axis

### Table 3: Comparison of model prediction and simulator measurement

| Predicted Value (Our Models) | Measured Value (Simulator) | Prediction Error |
|-----------------------------|----------------------------|-----------------|
| $T_{tot}$                   | 1832 min                   | 1889 min       | 3.02%           |
| $E_{tot}$                   | 4579 KWh                   | 4729 KWh       | 3.17%           |

4.3 Model Exploration Under Various Speed-Up Factors $f_p$

We now use the models to explore speculative checkpointing in a more general context. For this purpose, we choose realistic values for all of the model parameters from current projections for exascale platforms [24]-[26]. These include all energy model parameters ($P_{sta}$, $P_{cpu}$, and $P_{I/O}$), all checkpointing model parameters ($C$, $f_p$, $\phi$, and $R$), and system’s MTBF $M$.

Due to the extremely high power requirements, DoE has limited the power budget of exascale systems to 20 MW. With 1 million compute nodes, this represents an average peak power of 20 W per node. In an idle state, generally, compute nodes still draw at least 60% of their peak power [29]. Hence, it is reasonable to assume that 60% of this peak power is used for operating the platform, i.e., $P_{sta} = 12$ W, and the other 40% is for computing, i.e., $P_{cpu} = 8$ W. Since power requirement for I/O operations, i.e., for reading and writing checkpoint data, is expected to be more and more expensive [12], we set $P_{I/O}$ to an order of magnitude bigger than $P_{cpu}$.

K computer, with $N = 82,944$ processors, is reported to have a processors monthly failure rate of $1.2 \times 10^{-4}$ [30]. This is equivalent to approximately one fault per three days, which leads to a MTBF of individual processor $M_i$ approximately equal to $\frac{365 \times 10^3}{1.2 \times 10^{-4}} \approx 868$ years. With 1 million processors, the MTBF will go down to approximately $M = 400$ min. As future systems will become larger and larger, we vary the number of processors from $N = 1$ million to $N = 10$ million. Hence, the MTBF $M$ varies from $M = 400$ min down to $M = 40$ min.

Oyama et al. observed 26.5% slow-down due to jitter on HPC applications that frequently performing disk I/O [16]. Hence, it is reasonable to set $\phi = 1.25$. As for the checkpoint and restart overheads ($C$, $R$), we set both to 10 min.

Using these parameter settings, first, we compare two kinds of CPR mechanisms, a coordinated checkpointing only mechanism (Coor-Only) and a coordinated checkpointing combined with a speculative checkpointing mechanism (Coor-Spec). More specifically, we discuss which of the two mechanisms leads to a better execution time and/or less energy consumption for exascale systems.

Figure 4 shows the performance and energy improvement of Coor-Spec in comparison with those of Coor-Only under different parameter settings. The $x$-axis corresponds to the speed-up factor $f_p$. Here, $f_p$ indicates how accurate we can predict the last writes of memory pages. The smaller the value of $f_p$, the shorter the checkpoint phase becomes. The $y$-axes in Figs. 4(a) and 4(b) correspond to the maximum reduction in execution time and the maximum reduction in energy consumption, respectively. These maximum reduction values in execution time and in energy consumption are obtained by initiating the models with $T_{opt}$ and $E_{opt}$, respectively. The positive values on the $y$-axis
Figures 4 (a) and 4 (b) indicate that, with a good last write predictor (smaller $f_p$), a considerably large reduction in execution time and energy consumption can be obtained by Coor-Spec. Especially when the value of $f_p = 0$, up to 45% reduction in execution time and 60% reduction in energy consumption are observed under a high-failure rate environment ($M = 40$ min). However, it is practically impossible to obtain the value of $f_p$ as small as 0. In the original work of speculative checkpointing [6], with a perfect last write predictor, the authors observed that the coordinated checkpointing overhead is reduced to approximately 60% ($f_p = 0.6$) of its original overhead on the NAS Parallel Benchmark (NPB) [31]. This is equivalent to up to a 10% reduction in execution time (Fig. 4 (a)) or up to a 15% reduction in energy consumption (Fig. 4 (b)), depending whether we choose to optimize execution time or energy consumption. The threshold for execution time can be observed from Fig. 4 (a). This figure shows that Coor-Spec has a shorter execution time than Coor-Only when $f_p < 0.75$. When $f_p = 0.75$, the benefit obtained from the speed-up of the checkpoint phase is cancelled out by the slow-down of the computation phase due to jitter. Strictly speaking, in terms of execution time, speculative checkpointing can be beneficial as long as $\phi + f_p < 2$. When $\phi + f_p = 2$, the length of the execution period of Coor-Spec will be the same as that of Coor-Only, and hence the reduction in execution time becomes 0% with no relation to the value of $M$.

Unlike the execution time, the threshold for energy consumption is harder to quantify since it depends on the value of $M$. In general, this threshold is slightly bigger than its execution time counterpart, as shown in Fig. 4 (b). When $M$ is small, the reduction in energy consumption becomes 0% when $f_p \approx 0.8$ or $\phi + f_p \approx 2.05$, and for bigger $M$ it becomes 0% when $f_p \approx 0.9$ or $\phi + f_p \approx 2.15$.

Next, we show how this threshold fits in real implementations. To this end, we analyze the experimental results using two real HPC applications presented by Nicolae et al. in [14]. The two applications used in their experiments are CM1 [32] and MILC [33]. 42 compute nodes of Grid’5000 system were used as the experimental testbed. 32 nodes were used to run the applications while the other 10 nodes were configured to act as a PFS. For each application, two experiments were performed. The first one is with the Coor-Only mechanism and the second one is with the Coor-Spec mechanism.

The summary of the experimental results with application CM1 are shown in Fig. 5. The original simulation time of CM1, i.e., the execution time with checkpointing deactivated, was fixed to 180 seconds and a total of three coordinated checkpoints were taken throughout the application’s execution both in Coor-Only and Coor-Spec. In Coor-Spec, a simple heuristic was used to predict the order of memory pages modification: in the first interval of 50 seconds, the memory access pattern was recorded. Then, based on the recorded data, the memory pages are speculatively and asynchronously saved to a storage during the computation phases of the next intervals. The computation phases of Coor-Spec are $\phi$ times longer (on average) than those of Coor-Only due to the background jitter (denoted by the red
Therefore, in the case of CM1, we define the values of a short-period trial test with some checkpoints and investigate long-running HPC applications. For example, users can run whether to use speculative checkpointing or not with their thresholds from our models can guide users on deciding accurate enough to describe the behavior of speculative Coor-Only in MILC (see Fig. 5 in [14]).

The total time of Coor-Only (286.8 seconds). Similar results are also obtained in the case of MILC. For MILC, \(\phi\) and \(f_p\) are 1.016 and 0.641, respectively, which also lead to \(\phi + f_p < 2\). Again, our theoretical conditional threshold matches well with the experimental results. The total time of Coor-Spec is approximately 200 seconds shorter than that of Coor-Only in MILC (see Fig. 5 in [14]).

These results further emphasize that our models are accurate enough to describe the behavior of speculative checkpointing in real HPC applications. The conditional thresholds from our models can guide users on deciding whether to use speculative checkpointing or not with their long-running HPC applications. For example, users can run a short-period trial test with some checkpoints and investigate the values of \(\phi\) and \(f_p\) before fully running their applications.

4.4 Model Exploration Under Various Power Settings

Next, we explore our models to study the energy-performance trade-off of Coor-Spec under various power consumption configurations. A key metric for the model exploration is a ratio of I/O power to computation power, \(r\). We define \(r\) as

\[
r = \frac{P_{\text{sta}} + P_{1/\text{O}}}{P_{\text{sta}} + P_{\text{CPU}}} = \frac{1 + \delta}{1 + \gamma}.
\]

This metric indicates the power gap between I/O and computation. For example, when \(P_{\text{sta}} = 12\) W, \(P_{\text{CPU}} = 8\) W, and \(P_{1/\text{O}} = 80\) W, we would get \(r = 4.6\). The bigger the value of \(r\), the more expensive the checkpointing power cost will be in comparison to the computation power cost.

Finally, we evaluate the impact of the ratio \(r\) on the energy-performance trade-off based on the time-cost, \(T\), and the energy-saving, \(E\), defined as follows,

\[
T = \frac{T_{\text{tot}} - E_{\text{tot}}}{T_{\text{tot}} - T_{\text{opt}} - E_{\text{opt}}} = \frac{T_{\text{tot}} - E_{\text{tot}}}{T_{\text{tot}} - T_{\text{opt}} - E_{\text{opt}}} - 1.
\]

\[
E = \frac{E_{\text{tot}} - E_{\text{opt}}}{E_{\text{tot}} - E_{\text{opt}}} = \frac{E_{\text{tot}} - E_{\text{opt}}}{E_{\text{tot}} - E_{\text{opt}}} - 1.
\]

Here, \(T_{\text{tot}} - T_{\text{opt}}\) and \(E_{\text{tot}} - E_{\text{opt}}\) represent the total execution time and the total energy consumption, respectively, when \(T_{\text{opt}}\) is chosen as the execution period. While \(T_{\text{tot}} - E_{\text{opt}}\) and \(E_{\text{tot}} - E_{\text{opt}}\) represent the total execution time and the total energy consumption when \(E_{\text{opt}}\) is chosen as the execution period. The time-cost indicates the percentage of performance degradation from the optimal execution time, and the energy-saving indicates the percentage of energy saved at the cost of its corresponding performance degradation.

Figure 6 shows the effect of \(r\) on performance and energy in speculative checkpointing under different parameter settings. The x-axis corresponds to the ratio \(r\). The y-axes in Fig. 6(a) and 6(b) correspond to the time-cost and energy-saving, respectively. We increase \(r\) by increasing \(P_{\text{CPU}}\) and keeping \(P_{\text{sta}}\) and \(P_{\text{CPU}}\) constant. We evaluate the time-cost and energy-saving under various values of \(M\).
Figure 6 clearly shows that, when $r$ increases, the energy-saving increases faster than the time-cost. When $r$ is large enough, we can observe a significant trade-off in performance and energy. The energy-saving reaches more than 10% with only an increase in execution time for less than 5%. This indicates that, as the power gap between I/O and computation becomes bigger, choosing $T_{opt-Energy}$ as an execution period may lead to a significant gain in energy at the cost of a relatively small increase in execution time. However, when $r$ is small, no significant trade-off is observed. For example, when $r$ is less than 2, the time-cost and energy-saving are both close to 0%. This is because, although extra I/O power overheads are dissipated by the miss predictions of speculative checkpoints, their values are not big enough to cause a significant change in the total power consumption of the entire execution. Hence, minimizing execution time will also lead to a suboptimal energy consumption, and vice versa. When $M$ is small (60 min), the coordinated checkpointing must be taken frequently so as to make sure that the application can finish its execution, hence limiting the energy-saving to a value that is almost proportional to the time-cost.

Finally, we study the energy-performance trade-off of Coor-Spec when each node is equipped with a local storage, and hence allowing it to have a high I/O bandwidth capability to create a scalable CPR mechanism [7]. We set the durations of $C$ and $R$ to 1 minute, without relation to the number of compute nodes. This is reasonable provided that each compute node is equipped with a fast local storage such as RAM disk. We vary the number of nodes from $N = 100,000$ to $N = 15$ million. The MTBF of 1 million nodes is set to 1 hour, this value is inversely proportional to the number of nodes $N$, where a larger system has a shorter MTBF and vice versa. We set the maximum of $N$ to 15 million nodes because beyond this scale, the system’s MTBF will become too short so that the system will spend most of its time for checkpointing rather than performing useful computation. Such a case is unlikely to happen in practical HPC systems. We set other parameters to be the same as the previous ones.

Figures 7 (a) and 7 (b) show the time-cost and energy-saving, both as a function of $N$. From these two figures, we can see that there exists a maximum energy-saving when the scale of the system exceeds 1 million nodes. The system scale, in which this maximum energy-saving is obtained, is different depending on the value of $r$. When we vary $r$ from 5 to 10, $N$ varies from 2.5 million to 1.25 million nodes. At maximum, an energy-saving of up to 11% can be obtained for a time overhead of only 6%. If we keep increasing $N$ beyond this maximum value, we can observe that the energy-saving and time-cost start to decrease and converge into one value. It will eventually converge to approximately 2% when the system scale is 15 million nodes. This shows that, there is no significant trade-off when the scale of the system becomes too large. At extreme-scale, the high-occurrence of failures forces the system to perform coordinated checkpointing more frequently. This will limit the option range of the checkpoint period, and hence, limiting the energy-performance trade-off to such an insignificant value.

5. Related Work

Many CPR models exist to compute the optimal checkpoint period that minimizes the total execution time [20, 21, 34, 35]. However, only few models focus on minimizing energy consumption and discuss its trade-off with execution time. Diouri et al. [27] proposed an energy estimation framework when several CPR protocols, such as coordinated, uncoordinated, and hierarchical checkpointing protocols, are available. Their framework will select which protocol is the most energy-efficient one under a certain parameter configuration. Meneses et al. [28] developed performance and energy models for global recovery, message logging, and parallel recovery protocols. Their models revealed that parallel recovery is the most energy-efficient one because it significantly reduces the recomputation time. Our work differs from Diouri’s and Meneses’s ones. Our focus is only on the coordinated checkpointing protocol and its optimization technique, i.e., speculative checkpointing, because coordinated checkpointing is the most widely-used CPR protocol in practice.

Balaprakash et al. [36] developed an energy model for a multi-level checkpointing system [7] that less frequently uses PFS as a checkpoint storage by combining different
storage levels, each with its own checkpoint interval, checkpoint overhead and failure rate. Multi-level checkpointing is orthogonal to speculative checkpointing, and they can be used together. For example, speculative checkpointing can be performed during the interval of two consecutive checkpoints of the same checkpoint level. Currently, our model does not assume a multi-level checkpointing scenario. This could be an interesting topic to explore in our future work.

Aupy et al. [37] developed performance and energy models, and derived an optimal formula for energy consumption in coordinated checkpointing. Our work is different from theirs because we not only assume coordinated checkpointing, but also its optimization technique, i.e. speculative checkpointing. The addition of speculative checkpointing will further complicate the problem. For example, our model shows that it is not always beneficial to add speculative checkpointing to the scenario if we do not have a good enough predictor to predict the memory access pattern of the running application. Furthermore, our model is the more general one compare to theirs because we can also build a coordinated checkpointing-only case from our model by setting \( \phi = f_p = 0 \).

6. Conclusions

In this paper, we have provided a detailed analysis to compute the optimal checkpointing period, when the coordinated checkpointing is combined with speculative checkpointing, a checkpointing strategy where the file I/O transfer is overlapped with computations and distributed throughout application execution. We have considered two different optimization targets: the first one is to minimize the total execution time and the second one is to minimize the total energy consumption. Since the power overhead of computation and I/O are different, we obtain different optimal periods for each optimization target.

We have explored our models with real parameters of current HPC systems and expected parameters of future exascale systems. From the models exploration, we clarified the conditional thresholds, in which speculative checkpointing can be beneficial compared to merely performing coordinated checkpointing. We found out that these thresholds are different, depending whether we choose to optimize execution time or to optimize energy consumption. For execution time optimization, the conditional threshold only depends on the last write predictor accuracy and slow-down overhead due to jitter, while for energy consumption optimization, it also depends on system’s MTBF. Hence, in general, HPC users have to consider these three important factors when deciding whether or not to use speculative checkpointing.

Also, we have studied the impact of the ratio of I/O power to computation power on the interplays between energy consumption and execution time. With current systems’ parameters, we show that speculative checkpointing can save more than 10% of energy with an increase of less than 5% in execution time. The maximum energy savings are expected when the number of nodes in a system is from 1.25 million to 2.5 million (up to 11% energy savings).

Our future work includes analyzing energy and performance characteristics of other fault tolerance protocols, such as replication and message logging, to examine under what scenario these protocols could be beneficial in comparison to the traditional coordinated checkpointing.
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