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Floquet systems are governed by periodic, time-dependent, Hamiltonians. Prima facie they should absorb energy from the external drives involved in modulating their couplings and heat up to infinite temperature. However this unhappy state of affairs can be avoided in many ways. Instead, as has become clear from much recent work, they can exhibit a variety of nontrivial behavior—some of it impossible in undriven systems. In this review we describe the main ideas and themes of this work: novel Floquet drives which exhibit nontrivial topology in single-particle systems, the existence and classification of exotic Floquet drives in interacting systems, and the attendant notion of many-body Floquet phases and arguments for their stability to heating.

I. INTRODUCTION

Fundamentally, quantum mechanics in experimental settings is concerned with the time evolution of a system coupled with its environment including the measuring apparatus. As such, it is the unitary time-evolution operator that should play a central role in their analysis. However, for a very large class of systems, including the field theories of particle physics outside of cosmological settings, one can reduce the core of the problem to understanding the behavior of a static system with a time-independent Hamiltonian. So while it remains true that the unitary time-evolution operator is the object of ultimate interest, in practice the Hamiltonian \( H \) is the star of the show. We learn vast amounts by finding its eigensystem: specifically, the eigenstates give rise to special, stationary, solutions of the Schrödinger equation that form a basis for general time evolution. For sufficiently ergodic many-body systems the Hamiltonian obeys the eigenstate thermalization hypothesis (ETH) and, consequently, late-time states obtained from fairly general starting states are effectively described by the Gibbs state \( \rho_G \propto e^{-\beta H} \) determined by \( H \).

Recently much interest and energy has been focused on a class of quantum systems where this simplification is not possible. These are periodically driven or Floquet systems, which are governed by time-dependent Hamiltonians \( H(t) \) which repeat with a fixed period \( T \): \( H(t) \equiv H(t+T) \). As the Hamiltonian is now time dependent, it is now necessary to work with the unitary operator, which brings an unfamiliar set of challenges. However, thanks to the periodicity there is still some structure in the time domain that allows for mathematical simplification and, more importantly, for physical complexity that would not be possible in its absence. This complexity encompasses nontrivial topology in single-particle Floquet physics, the phenomenon of many body Floquet localization, and the existence of localized interacting phases based either on broken symmetries or on nontrivial topology which have no analog in undriven systems. In this brief review we present the highlights of this body of work in this order.

Of course, the study of periodically driven systems has a long and varied history, and in this review we do not claim to give a comprehensive record. The interested reader may also wish to consult some of the existing pedagogical works in the Floquet literature, notably reviews which discuss Floquet topological insulators [1], band structure stabilization and engineering [2, 3], periodically driven optical lattices [4, 5], as well as some earlier approaches to the study of driven systems [6–10].

Before proceeding we should offer one clarification. The most general setting beyond closed systems with time-independent Hamiltonians is that of open quantum systems (see Ref. [11] for a review). While their most general description is in terms of a unitary acting on the system and its environment, much effort has gone into developing descriptions in which the environment is integrated out in favor of a more complex, non-Hamiltonian, description of the system itself. Floquet systems are a special subclass in which there is still a Hamiltonian for the system and the effect of the environment (the “drive”) is encompassed entirely in a periodic modulation of various couplings present in it. The system exchanges energy with the environment but does not get entangled with it.

II. BASIC FORMALISM

For a Floquet system we need to solve the the time-dependent Schrödinger equation \( (\hbar = 1) \)

\[
\frac{d}{dt} U(t, t_0) = H(t) U(t, t_0),
\]

(1)

where \( U(t, t_0) \) is the unitary time-evolution operator that relates states at time \( t_0 \) to states at time \( t \). A given Floquet “drive” is specified by a periodic operator-valued...
function of time, $H(t + T) \equiv H(t)$. Thanks to the periodicity of the Hamiltonian, the task of solving \[1\] reduces to computing the family of single-period time-evolution operators

$$U(t_0 + T, t_0) = \mathcal{T} e^{-i \int_{t_0}^{t_0+T} dt' H(t')},$$

where $0 \leq t_0 < T$. The various members of this family are unitarily equivalent: $U(t_0 + T, t_0) = U(t_0, t_0)U(T, 0)U(0, t_0)$.

The eigenstates of $U(T) = U(T, 0)$,

$$U(T)|\phi_\alpha\rangle = e^{-i \varepsilon_\alpha T}|\phi_\alpha\rangle,$$

define special solutions of Eq. (1): the Floquet eigenstates

$$|\psi_\alpha(t)\rangle = U(t, 0)|\phi_\alpha\rangle,$$

which satisfy $|\psi_\alpha(t + T)\rangle = e^{-i \varepsilon_\alpha T}|\psi_\alpha(t)\rangle$. Here the parameter $\varepsilon_\alpha$ is called the quasienergy. The Floquet eigenstates explicitly exhibit the temporal periodicity of the Hamiltonian and form a basis for general time evolution \[6\] \[7\]. The choice of quasienergy $\varepsilon_\alpha$ is not unique as $\varepsilon_\alpha = \varepsilon_\alpha + n_\alpha(2\pi/T)$, where $n_\alpha$ can be any integer. This multivaluedness is related to the freedom in choosing the operator logarithm in $U(T) = e^{-i H_F T}$, to obtain what is called the Floquet Hamiltonian, $H_F$, (which is a Hermitian operator, but may not otherwise look much like a Hamiltonian.) Indeed, an alternative formulation of the above is Floquet’s theorem \[12\] which asserts that the evolution operator of a periodically driven system can be decomposed in the form

$$U(t) = \Phi(t)e^{-i H_F t}, \quad \Phi(t) = \Phi(t + T),$$

where $\Phi(t)$ is periodic with the same period as the drive, $T$. The boundary condition $U(0) = 1$ implies that $\Phi(0) = 1$.

The Floquet effective Hamiltonian $H_F$ captures the “stroboscopic” dynamics of the system: given a state at time $nT$, where $n$ is an integer, the state at time $(n + 1)T$ can be obtained either by 1) evolving the system with the full time-dependent Hamiltonian $H(t)$ for $nT \leq t < (n + 1)T$, or 2) evolving the system with the time-independent effective Hamiltonian $H_F$ for duration $T$. The reader is warned, though, not to assume that $H_F$ will always look like a standard Hamiltonian—it will not!

Before embarking on the technical discussions of the next few sections, we remark that care must be taken to distinguish between Floquet eigenstates, and the physical states realized in a given physical system. The Floquet eigenstates form a complete basis for the single-particle Hilbert space; any evolution can therefore be expressed in this basis. Due to the inherently out-of-equilibrium nature of periodically driven systems, there is in general no guarantee that the state of a given system will have a simple description in terms of these eigenstates. Hence we will need to ask in each Floquet system: What initial states can be prepared? What late time states do they lead to? What signatures do they exhibit? How do we relate these signatures to properties of the Floquet eigenstates or of the drives as a whole? In some cases complete answers are known but in others these are still partially open questions.

III. TOPOLOGY OF SINGLE-PARTICLE FLOQUET SYSTEMS

In this section we focus on the topological properties of periodically driven single-particle quantum systems. In the presence of a crystal lattice, and with a uniform drive such that the system has discrete translation symmetry, crystal momentum remains a good quantum number. The single-particle Floquet spectrum of a system with discrete translation symmetry is therefore organized into Floquet-Bloch bands analogous to those of electrons in crystalline solids. We note that since the single-particle properties that we discuss in this section are essentially features of a linear wave equation, many of the concepts can be extended to other physical settings such as electromagnetic waves \[13\] \[17\] and mechanical systems \[18\] described by such equations.

A. Topology in Space and Time

After the discovery of topological insulators and the associated single-particle theory \[19\], it was natural to seek an understanding of the role of band topology in Floquet systems. Early approaches to the topological characterization of single-particle Floquet systems focused on classifying the Floquet-Bloch band structure associated with the effective Hamiltonian, $H_F$ [see, for example, the discussion in Ref. \[3\]]. In this way, the vast body of results on the topological characteristics of Bloch bands in nondriven systems \[19\] \[20\] could be directly imported to the Floquet setting. We will refer to such drives—wherein closely analogous physics is also present in undriven systems—as Type I. While Type I drives do not lead to qualitatively new physics, they can certainly lead to striking effects wherein $H_F$ can be “engineered” to exhibit different physics than the undriven $H$ \[21\] \[23\]. An example is the realization of nontrivial Chern bands in cold atomic experiments \[24\] \[26\]. There is by now a large body of literature on such Type-I Floquet topological systems, which we do not attempt to review in full here; this subject has been reviewed elsewhere, e.g., in Refs. \[1\] \[3\]. Here, our focus is primarily on what we will call Type II Floquet drives, whose physical manifestations can only appear in the driven setting. (In the previous literature, Type II drives have been variously described as “anomalous,” “inherently dynamical,” or “nontrivial.”) Somewhat later we will see that in the many-body localized setting these drives lead to entirely new phases of matter but for now we remain in the single-particle setting and describe the basics of this new physics.
One of the most striking consequences of nontrivial band topology is the existence of robust, topologically protected surface modes at interfaces between regions hosting bands with different topological indices. Notable examples include the chiral edge modes of two-dimensional integer quantum Hall systems [27] and the “Majorana zero modes” at the ends of one-dimensional topological superconductors [28]. Formally, in each case the appearance of such modes is captured by a “bulk-edge correspondence.”

Like their equilibrium counterparts, Floquet systems may also support topologically protected edge modes. Interestingly, the topological characteristics of the system’s effective Hamiltonian $H_F$ do not uniquely determine its topological edge properties. To illustrate why this is so, consider a two-dimensional periodically driven system, whose Floquet bands are characterized by a set of Chern numbers. According to spectral-flow arguments [29, 30], the Chern number of a given band is equal to the difference between the net chirality of edge modes traversing the gaps above and below the band (when the system is defined in a geometry with an edge connected to the vacuum). In equilibrium, the spectrum is bounded from below and there cannot be any chiral edge states below the bottom of the lowest band. Therefore, knowing the Chern number of each band is sufficient to uniquely determine the net chirality of edge modes in every gap in the spectrum. In a Floquet system, however, the spectrum is \textit{periodic} in quasienergy: there is no notion of the ‘lowest’ band, and therefore no zero from which to start the counting the chirality of edge modes. Crucially, this implies that the Chern numbers of the Floquet bands do not provide sufficient information to predict the absolute chirality of the edge modes expected within each gap of the Floquet spectrum. In fact, as we show explicitly by example in the next subsection, this information is not contained in $H_F$ at all—to resolve the ambiguity, we must go beyond the stroboscopic picture and examine the continuous evolution over all times within the driving period.

### B. The RLBL Model

The inadequacy of an effective Hamiltonian-based topological characterization of Floquet systems can be simply illustrated through the exactly solvable RLBL model [29]. Consider a two-dimensional square lattice with periodically modulated nearest-neighbor hopping amplitudes as shown in Fig. 1. We identify two sublattices, $A$ and $B$, indicated by open and filled circles, respectively. The hopping amplitudes are modulated through a piecewise constant, four-step driving protocol. During each step $i = \{1, \ldots, 4\}$, of duration $T/4$ (such that $T$ is the driving period), a time-independent Hamiltonian $H_i$ is applied to the system. We distinguish four different types of bonds, as indicated by the colors in Fig. 1. In each step, as labeled by the numbers 1 to 4, the hopping amplitudes on the highlighted bonds are set to a value $J$, while all other hopping amplitudes are set to zero. The value of $J$ is picked such that $JT/4 = \pi/2$, so that a particle initialized on a given site will be transferred to the neighboring site along the highlighted bond with unit probability over one step.

Consider a particle initialized on any site in the bulk of the system at the beginning of a driving period. As shown in Fig. 1a, over one driving cycle the particle hops around a plaquette, returning precisely to its initial state at the end of the driving cycle. For a system with periodic boundary conditions, this perfect return after each cycle is realized for any initial state of the particle. Thus the Floquet operator describing the stroboscopic evolution of the system is identity: $U(T) = \mathbb{1}$. From the stroboscopic point of view, it appears that the system does not
Now consider a particle initialized on one of the $A$ sites (indicated by an open circle) on the upper edge of a system with open boundary conditions as depicted in Fig. 1. Over one complete driving cycle, the particle hops two sites (one unit cell) to the left. Over subsequent cycles, the particle will continue to hop one unit cell to the left over each driving period. A particle initialized on one of the sites indicated by a filled circle on the upper edge simply traverses a closed loop (similar to the behavior in the bulk). Thus we see that the upper edge of the system hosts a left-moving chiral edge state with support on the $A$ sublattice. Similar considerations show that the lower edge hosts a right-moving chiral edge state with support on the $B$ sublattice.

The Floquet spectrum for this system in a strip geometry is shown in Fig. 1. The bulk states that return to themselves after each period comprise a doubly degenerate flat band at quasi-energy zero (indicated in blue). The right- and left-moving chiral modes are indicated in red and green, respectively. Due to the fact that the edge modes span a wide gap in the quasi-energy spectrum, their existence is robust against small perturbations that destroy the flat-band condition in the bulk (without closing the quasi-energy gap). Thus, although we arrived at this situation by considering a fine-tuned exactly solvable model, we can conclude that there is a stable “phase” in which the system hosts topologically-protected chiral edge states, despite the fact that its effective Hamiltonian appears to be completely trivial.

The failure of the effective Hamiltonian to correctly capture the topological nature of the system is rooted in the fact that the stroboscopic picture ignores the micromotion, i.e., the continuous evolution that takes place within each driving period. In the four-step drive example described above, $\Phi(t)$ stores the information about the chirality of the drive (i.e., whether particles circle around the plaquettes clockwise or counterclockwise), which in turn ultimately determines the chirality of the edge states on each edge. The micromotion is captured by the unitary operator $\Phi(t)$ in Eq. (4). Due to the boundary conditions $\Phi(0) = \Phi(T) = 1$, $\Phi(t)$ is an example of a “unitary loop”: a unitary evolution operator that starts and ends at the identity. Note that $\Phi(t)$ is $T$-periodic for any Floquet system, not just for the special model described above.

For a two-dimensional (2D) translation-invariant lattice system with periodic boundary conditions, $\Phi(t)$ is block-diagonal in crystal momentum, $\mathbf{k} = (k_x, k_y)$. Labeling the block within the crystal momentum $\mathbf{k}$ sector $\Phi(k_x, k_y, t)$, we note that $\Phi(k_x, k_y, t)$ is a unitary operator that is periodic in all three of its arguments. As pointed out in Ref. 29, the micromotion operators of two-dimensional Floquet systems can thus be characterized by the topological winding number:

$$W[\Phi] = \frac{1}{8\pi^2} \oint \, dtdk_x dk_y \, \operatorname{Tr} \left( \Phi^\dagger \partial_k \Phi \right).$$

(5)

Indeed, a bulk-edge correspondence for 2D Floquet systems can be formulated in terms of the winding number index $W$, see Ref. 29 for details. We will return to the experimental observability of this single-particle physics below. Immediately we will describe generalizations of the physics discussed here that systematically take account of symmetry and dimensionality.

C. Floquet Topological Insulators: Symmetries and Classification

The results above demonstrate that both the effective Hamiltonian $H_F$ and the micromotion operator $\Phi(t)$ play crucial roles in determining the topological characteristics of single-particle Floquet systems. The winding number in Eq. (5) distinguishes different “micromotion phases.” Importantly, the winding number must vanish for any nondriven system. Therefore any evolution characterized by a nonzero value of $W$ is topologically distinct from the evolution of any system with a static Hamiltonian.

The RLBL model is our first example of a Type II Floquet Topological Insulator (FTI). The designation “topological insulator” is inherited from the static case and includes systems that are better thought of as topological superconductors. Since the generating Hamiltonian of the RLBL model did not require any symmetries (other than translational symmetry in the space and time dimensions), the system belongs to class A of the Altland-Zirnbauer (AZ) symmetry classification [33,34]. In the static case, systems in this class may be associated with an integer topological invariant, corresponding to the to-
tal Chern number of the filled bands. We see from Eq. (5), however, that Floquet systems in this class can be associated with an additional integer invariant corresponding to a winding number.

In this way, the well-known 'periodic table' of topological insulators and superconductors, which catalogues the topological phases of static free-particle systems according to their symmetry class, must be extended in the periodically driven case. For static systems, the relevant discrete symmetries that define the symmetry classes are time reversal (T), particle-hole conjugation (C) and chiral (or sublattice) symmetry (S). For a time-dependent system, these can be taken to act on the instantaneous Hamiltonian and time-evolution operator as

\[
T H(k, t) T^{-1} = H(-k, T - t) \quad \rightarrow \quad T U(k, t) T^{-1} = U(-k, T - t) U^\dagger (-k, T)
\]

\[
C H(k, t) C^{-1} = -H(-k, t) \quad \rightarrow \quad C U(k, t) C^{-1} = U(-k, t)
\]

\[
S H(k, t) S^{-1} = -H(k, T - t) \quad \rightarrow \quad S U(k, t) S^{-1} = U(k, T - t) U^\dagger (k, T),
\]

where T and C are antiunitary operators and S is unitary. We note that other generalizations of the symmetry operator actions to the Floquet case can be used instead, but that the conclusions remain unchanged. The presence or absence of these symmetries, and whether the antiunitary symmetries square to ±1, define the 10 AZ symmetry classes (see Table I for precise definitions).

In a series of pioneering early works, models for Type II FTI phases were obtained for 1D chains with emergent Majorana fermions, in 2D systems with time-reversal symmetry, in 1D systems with chiral symmetry, and in complex symmetry classes in all dimensions, in addition to the RLBL model introduced above. Several other works also considered topological phases of driven systems in the context of quantum walks and adiabatic cycles, which may be interpreted as FTI phases.

A universal classification of FTI phases, analogous to the static periodic table, requires a detailed study of the different sets of micromotion operators \( \Phi(t) \) that are possible within each symmetry class. This question has been addressed from two complementary perspectives, which we now discuss.

### D. Phase Bands

Insight into the nature of quantum evolution in Floquet systems, and how it may differ from evolution in nondriven systems, can be gained by examining the “phase bands” of the system. In a system with \( N \) bands, the phase bands \( \phi_n(k, t) \) are defined via the spectral representation of the Fourier space evolution operator \( U(k, t) \):

\[
U(k, t) = \sum_{n=1}^{N} P_n(k, t) e^{-i \phi_n(k, t)},
\]

where \( P_n(k, t) \) is the projector onto the \( n \)-th eigenstate of \( U(k, t) \) at time \( t \). As shown in Fig. 2, the phase bands provide a visualization of how the evolution builds up from the identity at \( t = 0 \) to the Floquet operator at \( t = T \).
for studying dynamical topological evolutions from any of the 10 AZ symmetry classes. In general, the expression for the unitary operator in terms of phase bands [Eq. (7)] will satisfy additional symmetry constraints according to the symmetry operators defined in Eq. (6). However, the role of topological singularities formed at the phase Brillouin zone boundaries remains the same: By studying the structure of these singularities in the presence of symmetry, a classification of the corresponding Floquet phases can be obtained. Notably, Ref. [53] applies this approach to 1D Floquet systems with particle-hole symmetry (in class D), which are described by two parity indices, while 2D and 3D systems with time-reversal symmetry (in class AII) are shown to be described by $N$ $Z_2$ indices, where $N$ is again the number of bands in $H_F$. In each of these cases, this adds one additional topological index to the classification of the corresponding static phases. The method of classifying singularities using the phase band paradigm may be generally extended to any dimension and symmetry class.

E. Unitary Loops and the Periodic Table for Floquet Topological Insulators

A complementary approach to the classification of FTI phases [54] uses methods from K-theory [55, 56], a branch of mathematics that was used previously to obtain the periodic table of static topological insulators and superconductors (TIs) [37]. The static periodic table gives the number of equivalence classes of gapped Hamiltonians that are related to each other homotopically, for each dimension and symmetry class. Specifically, two gapped Hamiltonians are connected by (stable) homotopy if one can be continuously deformed into the other without breaking any protecting symmetries, without closing the spectral gap (assumed to be at zero energy), and with the allowed addition of any number of trivial bands. The result is that for each dimension and symmetry class, the set of equivalence classes is in one-to-one correspondence with one of the Abelian groups \( \mathbb{Z} \times \mathbb{Z}_2 \). Topologically nontrivial phases then correspond to equivalence classes with a nonzero (integer or $\mathbb{Z}_2$-valued) topological invariant.

In seeking a similar, homotopic classification of Floquet phases, we are faced with the problem that every unitary operator is connected to every other. Specifically, if we think of a unitary evolution $U(t)$ as tracing out a path in the space of all unitary operators, this can always be ‘wound back’ to the identity, which is a manifestly trivial unitary operator. To add some distinction between different unitary evolutions, we will demand that a unitary evolution for a system without a boundary has gaps in the quasienergy spectrum at its endpoint. Without loss of generality [54], we will specifically assume that there are gaps at $\varepsilon = 0$ and at $\varepsilon = \pi/T$. Note that this implies that a Floquet Hamiltonian $H_F$ may be defined that has all its energies satisfying $0 < |E| < \pi/T$. We make this restriction for the system without a boundary because a system with an edge may host boundary modes that lie in these quasienergy gaps [57]. Two unitary evolutions are then homotopically connected if one can be deformed into the other without closing the quasienergy gaps and without breaking any protecting symmetries, if present.

This notion of homotopy leads to two distinct types of equivalence, illustrated schematically in Fig. 3(a). In the first case, two unitary evolutions may be distinct because they correspond to distinct end point regions (or equivalently, distinct classes of Floquet Hamiltonians). For example, in Fig. 3(a), regions $W_1$ and $W_2$ might correspond to two sets of Floquet Hamiltonians with different Chern numbers. $U_1$ cannot be deformed into $U_{2A}$ without crossing the boundary between these regions, which would close the quasienergy gap at $\varepsilon = 0$. This partition of endpoint regions captures the different equivalence classes of gapped Floquet Hamiltonians. However, since $H_F$ is a static quantity, it cannot describe the Type II FTI phases that can only arise in driven systems.

The second type of equivalence describes different kinds of micromotion, as introduced in Sec. II, which may be different even for two unitary evolutions with the same Floquet Hamiltonian. In Fig. 3(a), this is demonstrated by unitary evolutions $U_{2A}$ and $U_{2B}$, which correspond to

\footnote{The gap requirement is natural for systems with translational symmetry (which we consider here), but can be generalized to a mobility gap in systems with disorder (see discussions in Refs. [54, 55]).}
the same $H_F$ but which cannot be continuously deformed into one another because of the obstruction in the space of unitaries (represented by the black disk). Crossing this obstruction would close the quasienergy gap at $\varepsilon = \pi/T$.

To classify this latter type of obstruction, it is useful to deform a general (gapped) unitary evolution into a sequence of two components: a unitary loop $L$, which is an evolution satisfying $L(0) = L(T) = 1$, followed by an evolution $C$ with constant Hamiltonian $H_F$. We write this deformation as $U \rightarrow L \ast C$, where $\ast$ indicates a temporally sequential composition of unitary evolutions (see schematic illustration in Fig. 3(b)). In Ref. 54, it is proved that any gapped unitary evolution can be uniquely decomposed in this manner (preserving any symmetries if required).

A classification of Type II FTI phases amounts to a classification of unitary loops $L(t)$. Although loop evolutions may seem somewhat fine-tuned, they should be interpreted as the loop component of a more general (and physically realistic) evolution, following the deformation $U \rightarrow L \ast C$. To classify equivalence classes of loops, we use the mapping

$$L(k, t) \rightarrow H_L = \begin{pmatrix} 0 & L(k, t) \\ L^\dagger(k, t) & 0 \end{pmatrix},$$

which takes the unitary loop to a gapped Hermitian operator. This Hermitian operator can be interpreted as a static ‘Hamiltonian’ in $(d + 1)$ dimensions, generally with additional symmetries due to the doubled system size. By applying a sequence of K-theory identities, the K-group that classifies the equivalence classes of such operators can be obtained. The end result is that unitary loop evolutions have the same Abelian classification as static TIs from the same symmetry class (with the original number of spatial dimensions).

Since a general unitary evolution can be deformed into a loop evolution followed by an evolution with a (constant) Floquet Hamiltonian, the complete classification is a combination of each of these pieces. In symmetry classes without particle-hole or chiral symmetry, a system whose Floquet Hamiltonian has $N$ bands is classified by $N$ factors of the corresponding static classification: $N - 1$ of these correspond to properties of $H_F$ (e.g. Chern numbers), while the final factor corresponds to the loop component. In systems with particle-hole or chiral symmetry, the classification is given by two factors of the corresponding static classification: in these cases, only the quasienergy gaps at $\varepsilon = 0$ and $\varepsilon = \pi/T$ are physically meaningful, and so these are the only gaps that permit edge modes. These results are summarised in Table II. This table was applied to topological defects, and a complete set of topological invariants for each entry obtained, in Ref. 59.

IV. MANY-BODY SYSTEMS: GENERALITIES

Thus far we have discussed the behavior of strictly single-particle systems; now we must face up to the reality that the particles involved must interact, at least weakly. In this section we will review two sets of necessary general ideas—the first have to do with the challenge of heating and the second have to do with the techniques needed to get an understanding of the topology of Floquet drives in many body systems.

A. Heating, Localization and Eigenstate Order

Naively, a closed, interacting Floquet system should heat to infinite temperature. One way to see this is to note that with energy conservation gone, the entropy maximizing state is the infinite temperature state, with all local operator expectation values time independent at long times irrespective of the starting state. A second is to recall that linear response theory generically predicts absorption at any non-zero frequency short of infinite temperature; in an interacting system this energy absorbed should get redistributed over all degrees of freedom. If this were the full story the work on non-interacting drives we reviewed above would be of limited experimental interest, as any weak interaction would lead to all the interesting topology being buried under the noise of heating. Fortunately, this trivial outcome is not the only one possible. There are three known possibilities for evading it: many-body localization (MBL), prethermalization regimes, and cooling.

Of these, Floquet many-body localization provides the most complete realization of the idea of Floquet phases protected from heating. For these localized systems, disorder in the couplings leads to the emergence of $O(N)$ spatially localized, mutually commuting, ‘l-bit’ operators $\tau^+_i$ (which depend on details of the drive) such that $[U(T), \tau^+_i] = 0$. Intuitively, the system breaks up into local Rabi oscillators which do not transfer energy to each other but which do influence each other’s phase; the individual oscillators simply absorb and transfer energy back to the driving system over each period. This behavior is stable at high frequencies (small $T$) but gives way to heating at low frequencies (large $T$). A combination of computational studies, along with more detailed qualitative and analytic arguments, as well as very recent experimental work, support the existence of the Floquet-MBL regime. We note that Floquet-MBL systems avoid heating generically—weak perturbations of Floquet-MBL drives that leave the period unchanged are also Floquet-MBL.

---

2 Note that this deformation appears similar to the decomposition involving the micromotion operator described above, but in this case the loop evolution $L$ occurs sequentially in time before the constant evolution $C$; thus here we truly deform the evolution, while the decomposition in Eq. 4 is simply an exact rewriting of the original evolution.
The lack of heating shows up as a breakdown of the Floquet analog of ETH—which states that individual Floquet eigenstates all yield trivial infinite temperature correlations. This breakdown now allows a sharp definition of ordering via the notion of eigenstate order wherein we examine individual Floquet eigenstates for signatures of order. For example we can consider two-point correlation functions in a given Floquet eigenstate, \(\langle \phi_\alpha | O(x_1, t_1) O(x_2, t_2) | \phi_\alpha \rangle\) where the Heisenberg picture operators are evolved by means of the exact unitary time-evolution operators \(U(t_{1,2}, 0)\) from a chosen reference time we set WLOG to zero. Finally, Floquet-MBL systems, like Hamiltonian MBL systems, exhibit a degree of initial state independence at late times. A general initial state \(|\chi(0)\rangle = \sum_\alpha c_\alpha |\psi_\alpha(0)\rangle\) gives rise to the stroboscopic expectation values

\[
\langle \chi(t + nT) | O | \chi(t + nT) \rangle = \sum_\alpha \sum_\beta c_\alpha^* c_\beta e^{-i(\epsilon_\alpha - \epsilon_\beta)nT} \langle \psi_\beta(t) | O | \psi_\alpha(t) \rangle ,
\]

which at late times \(n \gg 1\) reduce to their values in the quasi-diagonal ensemble:

\[
\langle \chi(t + nT) | O | \chi(t + nT) \rangle \sim \sum_\alpha \sum_\beta(\epsilon_\alpha - \epsilon_\beta(\alpha)) c_\alpha^* c_\beta(\alpha) \langle \psi_\alpha(t) | O | \psi_\beta(\alpha)(t) \rangle ,
\]

where \(\beta(\alpha)\) are members of special, ordering related multiplets that contain \(\alpha\) which we will discuss below. Thus at late times, roughly half the parameters present in the specification of the initial state (the phases) no longer influence local measurements. This allows eigenstate order to be detected dynamically—we simply start with a small class of initial easily prepared states and evolve them to long times, which is just as well as the preparation of eigenstates is not a feasible task for a many-body system. We refer the reader to Ref.\(^7\) for a more expanded introduction to Floquet-MBL systems where the possibility of fine tuned integrable drives is also discussed.

The second counter to the heating problem is a “prethermal” regime where heating simply takes a parametrically long time of \(O(e^{J/T})\) in some characteristic local energy scale \(J\). The intuition behind this is that it takes a very high order “multi-photon” process for absorption for sufficiently high driving frequencies. It was shown subsequently that the prethermal regime is capable of supporting symmetry-breaking and symmetry-protected Type II Floquet phases in addition to Type I phases where the original arguments sufficed. It is important to emphasize though that in many such cases only a vanishing fraction of the Floquet eigenstates exhibit ordering and so it is in general challenging to prepare initial states capable of detecting the order.

Finally we note that this review is focused, by design, on an idealized setting of an isolated many-body system, which is unaffected by coupling to its environment. In an experimental setting, such coupling will inevitably be present and may significantly alter the long-time trajec-

---

**TABLE I.** Periodic table for gapped FTI phases, arranged by symmetry class. The left four columns give the definition of each AZ class in terms of the presence/absence of symmetry operators and their square. The right eight columns give the topological classification for spatial dimension \(d\), where \(N\) is the number of bands in the Floquet Hamiltonian. The table repeats for \(d \geq 8\) (Bott periodicity).
tory of the system. While cold atom systems may be approximately described as being decoupled from their environments for significant lengths of time, the open system dynamics of Floquet systems is particularly relevant for experiments in solid state systems. In particular, in the presence of a bath, a driven many-body system will generically come to a steady state at long times that need not be the completely trivial infinite temperature state described above for thermalizing, closed, driven systems. The question for our current purposes is whether it can still reflect the physics discussed in this review.

Determining the nature of the steady state of a Floquet system in the presence of dissipative coupling to a bath is a complex problem: unlike in equilibrium, where the steady state of a system is determined by just a handful of macroscopic parameters (temperature, chemical potential, etc.), out of equilibrium there is no detailed balance and the nature of the steady state becomes sensitive to microscopic details of the bath and the system-bath coupling [76, 77]. Nonetheless, under appropriate conditions, it has been shown that Floquet topological insulator-like states may be stabilized by the action of a phonon bath on the driven system [78, 82]. The more general fate of intrinsically dynamical and strongly correlated Floquet phases in the presence of coupling to a bath remains an interesting and important direction for future research.

B. Many-body Unitary Loops and Edge Unitaries

As in the single-particle case, we can think of a many-body unitary evolution $U(t)$ (with periodic boundary conditions) as tracing out a path in the space of unitary operators (possibly with some symmetry requirement), as in Fig. 3. Such a path will be continuous (or can be brought into a continuous form), but will not necessarily be smooth. To add some distinction between different unitary evolutions, we again place restrictions on their allowed endpoint regions, $W_j$. There are many meaningful choices for $W_j$ in the many-body case [83], but in this review we consider the physically relevant case where $W_j$ describe Floquet Hamiltonians that are many-body localized. In this case, two unitary evolutions are equivalent if they can be continuously deformed into one another without the Floquet Hamiltonian undergoing a delocalization transition. We note that this choice means that any symmetries, if present, must be compatible with many-body localization [84, 85]. Different choices of endpoint region which lift this restriction are discussed in Ref. [83].

As before, an arbitrary many-body unitary evolution can be homotopically deformed into a loop evolution followed by an evolution $C$, which we now refer to as a canonical path. For example, a canonical path might be a constant evolution with the Floquet Hamiltonian (although see Ref. [83] for a discussion of the some of the subtleties involved in this definition). We write this deformation as $U \to L * C$, which is again represented schematically in Fig. 3 now reinterpreted in a many-body context.

This decomposition splits the classification of many-body unitary evolutions into two components. The first is a classification of different endpoint regions $W_j$, which correspond to different sets of (MBL) Floquet Hamiltonians. For example, in the presence of symmetry there may be endpoint regions corresponding to different types of symmetry-protected topological (SPT) order, separated by delocalization transitions. This component is equivalent to a classification of static MBL systems, which have been well-studied elsewhere [67, 68, 81, 83, 90].

The second, inherently dynamical component of the classification arises from obstructions in the space $S$, which again correspond to a classification of unitary loop evolutions. For this reason, we will devote much of the rest of this section to studying and classifying many-body unitary loop drives. Although they may seem somewhat fine-tuned, they should be interpreted as the loop component of a more general (and physically realistic) evolution which, for example, may be stabilized by including strong disorder. This deconstruction allows us to separate questions about the stability of a drive from questions about its topology.

Complementary to the description in terms of the bulk, a nontrivial Floquet evolution can be also identified by its edge action, i.e., the behaviour of the drive at the boundary of a system with one or more edges. In many cases, it is useful to study this edge behaviour directly by defining an ‘edge unitary operator’ $\hat{Y}$ that acts only in the vicinity of the boundary. For a loop evolution, the edge unitary may be extracted straightforwardly by evolving with the system Hamiltonian in the presence of open boundary conditions (OBC). Explicitly, the evolution decomposes at its endpoint into $U_{OBC}(T) = I_{\text{bulk}} \otimes \hat{Y}$, where $\hat{Y}$ is the component of $U_{OBC}(T)$ that differs from the identity. As shown in Ref. [91], $\hat{Y}$ is limited in size by the Lieb-Robinson velocity [92] of the generating Hamiltonian, and can be isolated straightforwardly from the identity contribution in the bulk. For evolutions which are not loops, the edge unitary $\hat{Y}$ is more difficult to extract, but can be obtained following the method in Ref. [93] if the endpoint exhibits MBL.

V. MANY-BODY SYSTEMS: SYMMETRY BREAKING AND TOPOLOGY

As we begin our concrete discussion of many-body Floquet systems we introduce a second simple model—literally and figuratively the Ising model of the phenomena we are exploring. It will exhibit the physics of topology and of symmetry breaking.

This model [94, 95] consists of a binary drive:

$$U(t) = \begin{cases} e^{-iH_0t} & 0 \leq t < t_0 \\ e^{-iH_1(t-t_0)}e^{-iH_0t_0} & t_0 \leq t < t_0 + t_1, \end{cases} \quad (11)$$
The first of these to be discovered was named the exhibit Ising symmetry breaking but with a surprising details [103].

We first consider phases based on symmetry breaking. The parameters \( h_s \), \( J_s \) are made random to obtain localization, but for the purposes of obtaining simple phase boundaries will be taken to be (almost) spatially uniform. Both Hamiltonians commute with a \( Z_2 \) global Ising symmetry operator \( P = \prod_s X_s \). This family of drives leads to the phase diagram shown in Fig. 4. Of the phases shown there, two are Type I Floquet continuations of static phases: the undriven paramagnet with Ising symmetric eigenstates, and the undriven spin glass with Ising symmetry-breaking eigenstates. The remaining two Type II phases are new. The first is a Floquet symmetry-breaking (SB) phase and the other is a Floquet symmetry-protected topological (FSPT) phase, which we now discuss in order. [This is a good place to alert the reader to the literature on interacting Type I Floquet drives and Floquet engineering, e.g. [96–99], to which we will not do justice here.]

A. Broken Symmetry Phases aka Time Crystals

We first consider phases based on symmetry breaking. The first of these to be discovered was named the \( \pi \)-spin glass [94] on account of this symmetry breaking, but as these phases also break time translation symmetry, they have generally come to be known as Floquet time crystals [100] or discrete time crystals [101, 102]. As this connection has a life of its own which would require a considerable digression, we will only touch upon it here; we direct readers to a review involving one of us for more details [103].

Returning to Fig. 4 let us focus on the region labelled \( \pi \)-spin glass/time crystal. In this phase, all eigenstates exhibit Ising symmetry breaking but with a surprising twist. To see this let us work along the line \( t_0 = \pi/2 \) and \( 0 < t_1 < \frac{\pi}{2} \) where

\[
U(T) = e^{-i t_1 H_1} \prod_s X_s \propto e^{-i t_1 H_1} P .
\]

Thus, \( U(T) \) has the form of an evolution with \( H_1 \) combined with a global spin flip in the \( z \) basis. Readers can readily check that the Floquet eigenstates have the form of Ising symmetry breaking “cat” states

\[
|\pm\rangle = \frac{1}{\sqrt{2}} (|z_1, z_2, \ldots, z_n\rangle \pm |-z_1, -z_2, \ldots, -z_n\rangle),
\]

with eigenvalues \( \pm e^{i \sum_s J_s Z_s Z_{s+1}} \). So unlike in the case of static symmetry breaking, there is now spectral pairing between states split by quasienergy \( \pi/T \)—whence the term \( \pi \)-spin glass. The term “time crystal” is intuitively justified by noting that a given starting state \( |z_1, z_2, \ldots, z_n\rangle \) will only repeat after two periods. Really, there is order in both space and time and hence the phenomenon is properly described as spatio-temporal order [69]. Now this may seem non-generic to the reader on account of the special choice of starting state, but this is not the case—once interactions and randomness are fully taken into account, the late time states for generic initial conditions also exhibit this period doubling. Even better, the starting microscopic Ising symmetry turns out to be unnecessary. The phase is absolutely stable in that any weak perturbation that preserves the period leaves the basic physics in place [69]. This stability can be attributed in part to the \( \pi/T \) spectral gap between the paired eigenstates [100]. The system generates an emergent Ising symmetry and a corresponding spatio-temporal order. Indeed, this makes the phase particularly easy to observe as it does not require fine tuning of either the drive or the initial state!

The analysis above has been extended to MBL Floquet drives with a completely broken on-site finite unitary symmetry group \( G \). In this case the distinct Floquet drives are in correspondence with the elements \( Z(G) \) of the center of the group; we direct the reader to [104] for details. Finally we note that time crystalline period doubling also shows up in the clean, driven \( O(N) \) model at infinite \( N \) [105] which has a very different, locally unbounded, Hilbert space although the model will heat once \( N < \infty \).

B. Floquet Symmetry-Protected Topological Phases

We now turn to Floquet topological phases that are protected by symmetry, known as FSPTs. Like their equilibrium counterparts (SPTs), FSPTs exhibit topological properties which are only robust if we demand that the system retain a protecting symmetry. If perturbations are allowed that break this symmetry, then the system can be brought into a trivial phase. FSPTs may
be thought of as interacting generalisations of FTIs, in the same way that SPTs may be thought of as interacting generalisations of TIs. However, FSPTs exhibit a far richer phase structure than FTIs, and the full extent of this space is still being explored.

In static systems, SPT order was initially considered a property of a gapped ground state (see Ref. [106] for a review). However, in the presence of MBL, the ordering properties of a given SPT phase may be shared by all (or a large fraction) of the eigenstates of the Hamiltonian [84, 87, 88, 90]. The resulting eigenstate order inherits a robustness due to the stability of MBL, and cannot be removed without the system undergoing a delocalization transition. In Floquet systems, the lack of a well-defined ground state means that eigenstate order in the presence of MBL is the only physically meaningful notion of FSPT order. In particular, we will find that FSPT evolutions ‘pump’ SPT phases to the boundary of an open system, which then exhibit eigenstate order in the presence of MBL.

Following standard notation, a Hamiltonian is protected by a unitary symmetry group \( G \) if it satisfies
\[
V(g)H(t)V(g)^{-1} = H(t)
\]
for all \( t \) and for all \( g \in G \), where \( V(g) \) is the global representation of the group element \( g \). If \( G \) contains antiunitary elements (corresponding to a time-reversal symmetry), then the Hamiltonian satisfies
\[
V(g)H(t)V(g)^{-1} = H(T-t)
\]
for those elements instead.

A topological classification of gapped ground state SPTs has been obtained using a range of techniques, in particular group cohomology, which we shall see also plays a key role in the classification of FSPT phases. Two Hamiltonians with the same symmetries are said to be in distinct SPT phases if one cannot adiabatically transform one Hamiltonian to the other while maintaining a gap and keeping the Hamiltonian at intermediate points in the same symmetry class. Equivalently, the ground state of an SPT phase cannot be obtained by applying a local finite-depth symmetry-preserving unitary transformation on a trivial ground state. In a system with a boundary, a 1d SPT phase has a degenerate ground state multiplet which provides a nontrivial (projective) representation of the group at the edges. In this case of 1d FSPT phases [105, 107, 109], one finds that there arises a set of anomalous modes at the two edges. These correspond to sets of eigenstates which are identical in the bulk, but which differ at the edges, and whose quasienergies differ from each other in some quantized multiples. We will study a simple example of a 1d FSPT phase with \( Z_2 \) symmetry below.

Consider again the binary Floquet model described by Eq. (11), but now with the specific parameter choice
\[
t_1 = \pi/2 \quad \text{and} \quad J_s = 1 \quad \text{for all} \ s \quad (J_s \text{ can be chosen to be random, but the present choice allows the physics to be demonstrated most clearly). This corresponds to the top boundary of the phase diagram in Fig. 4. As before, the model has a global Ising \( Z_2 \) symmetry \( \hat{P} = \prod_i X_i \), and the \( h_s \) are random variables. At the end of a cycle (i.e., at \( t = \pi/2 \), for a system without a boundary, the unitary evolution operator is \( e^{-iH_0 t} \). Thus \( H_0 \), which is truly localized, is the Floquet Hamiltonian and there is an absence of heating even when the Floquet cycle is repeated a very large number of times.

For a chain with open boundary conditions, however, with end points labeled 1 and \( N \), the unitary at the end of the cycle is \( Z_i Z_{N} e^{-iH_0 t} \). The edge unitary \( Y \) at the left end is thus \( Z_1 \). The action of this unitary on a simple product state \( \otimes_s |x_s\rangle \) where \( |x_s\rangle \) is an eigenstate of \( X_s \) with eigenvalue \( x_s = \pm 1 \) is, apart from an overall phase factor, to transform \( x_1, x_N \) to \( -x_1, -x_N \). The action at the edges may be viewed as a pump which changes the group representation of the edge spin states. The edge unitary cannot be realized in any zero-dimensional system which preserves the symmetry since \( Z \) does not commute with \( X \). The eigenstates of the open-boundary system thus come in quartets of two pairs whose quasienergies differ by \( \pi/T \) [94, 104, 107, 109].

In higher dimensions, it is also possible to construct such Floquet evolutions which change the representations of the group on disconnected boundaries. A more nontrivial kind of action is also possible. A \( d \)-dimensional SPT phase is characterized by the property that its ground state can be obtained from a trivial ground state by the action of a symmetry-preserving local unitary, which nevertheless cannot be locally generated at any finite depth. Remarkably, one finds that in all dimensions \( d \), Floquet evolutions can be constructed which behave as the identity in the bulk, and whose edge unitary is a \((d-1)\)-dimensional pump which on successive application pumps a trivial product edge state through the set of topological SPT ground states [83, 110]. This provides (at a partial) classification of Floquet SPT phases in \( d \)-dimensions, which is the same as the classification of static SPT phases in \( d-1 \) dimensions.

Classifications of these drives have been obtained in two different ways. Firstly, it has been conjectured that the classification of FSPT phases in \( d \) dimensions with symmetry \( G \) is given by the cohomology group
\[
\mathcal{H}^{d+1} \left[ \hat{G}, U(1) \right]
\]
where \( \hat{G} = \mathbb{Z} \rtimes G \), if \( G \) is unitary, and \( \hat{G} = \mathbb{Z} \times G \) if \( G \) is antiunitary [107, 108]. Second, an enumeration of FSPT states by direct construction has been obtained using a set of cohomology models for arbitrary \( d \) and unitary \( G \) in Ref. [83] which agrees with this classification (though in the same work, FSPT phases which lie outside the classification were also found). In the unitary case, the cohomology group separates into two factors,
\[
\mathcal{H}^{d+1} \left[ \mathbb{Z} \times G, U(1) \right] = \mathcal{H}^{d+1} \left[ G, U(1) \right] \times \mathcal{H}^d \left[ G, U(1) \right],
\]
which may be associated with the Floquet Hamiltonian and loop component of the drive, respectively [83]. Since the edge unitaries behave like SPT pumps, the order in these drives can be detected by time-dependent operators localized at the edges in much the same way as for time crystals [69].
C. Many-body Chiral Floquet Phases

Finally, we discuss a set of many-body Floquet phases that do not require any symmetry (other than time translation symmetry). In Sec. [111] we described a 2D single-particle Floquet model which exhibits protected chiral edge modes at the boundary of an open system even if the Floquet bands are topologically trivial [24]. Somewhat remarkably, the RLBL model is robust to the addition of interactions [91, 111]. Moreover, many-body extensions to the RLBL model can be defined which exhibit chiral transport of information at a boundary (as opposed to charge) [91, 93]. In this section, we introduce the prototypical ‘SWAP’ (or ‘exchange’) model, and show how this model defines a set of many-body 2D Floquet topological phases without symmetry that may be classified by their boundary behaviour.

To define the model [91, 93], we retain the bipartite square lattice of the RLBL model, but now assume that each site hosts a finite-dimensional local Hilbert space of dimension \( p \). Instead of particle hops, the fundamental unit of the model is the SWAP operator \( \hat{\chi}_{r,r'} \), which interchanges the local states on sites \( r \) and \( r' \) and can be generated by a local Hamiltonian (see Refs. [91, 93] for explicit expressions). We will first assume that each site contains a single spin-1/2 degree of freedom (or equivalently, that the system consists of hardcore bosons), so that \( p = 2 \). The drive then consists of four steps, \( \hat{U} = \hat{U}_4\hat{U}_3\hat{U}_2\hat{U}_1 \), with each step a product of SWAP operations over disjoint pairs of sites, \( \hat{U}_r = \prod \hat{\chi}_{r_{p+1},r_{p+1}} \). The relevant pairs of sites in each step are exactly the same as for the RLBL model. In this way, Fig. 4 may be reinterpreted as describing the action of the SWAP model, if the highlighted bonds in each step now refer to SWAP operations instead of particle hops.

To understand the overall behaviour of the SWAP model, we consider how it acts on an initial many-body state, the complete action of the drive decouples into the a boundary are translated chirally by one site around a finite time [51, 91, 93]; its eigenvalues are also nonlocal, and cannot be localised by any strength of disorder at the boundary. This property means that the translation is robust to perturbations that are generated by local 1D Hamiltonians acting only near the boundary. In turn, this motivates a classification of 2D Floquet drives based on their boundary behaviour: If we can classify all distinct classes of edge unitaries, equivalent up to 1D perturbations, then we can infer a corresponding classification of the bulk evolutions.

The SWAP model above resulted in the translation of each dimension \( p = 2 \) Hilbert space by one site around the boundary. However, we could define similar drives for any finite on-site Hilbert space dimension \( p \). More generally, we could run SWAP drives multiple times, or construct tensor products of drives with different values of \( p \). A complete classification should determine which of these combinations have equivalent edge behaviours. It may be verified that translating a \( p = 2 \) Hilbert space twice to the right is equivalent to translating a \( p = 4 \) space once to the right. Furthermore, if one has a stack of two \( p = 2 \) drives, one moving to the left and one to the right by one site, the net drive is trivial and can be generated by a local 1D Hamiltonian. From considerations of this type, one can deduce that distinct drives are characterized by two coprime integers, \( p \) and \( q \) [91]. These characterize the effective sizes of the Hilbert spaces moving to the left and to the right, illustrated schematically in Fig. 5.

An explicit index which can enumerate these different classes, and which confirms the intuitive picture described above, is the chiral unitary index \( \nu'(Y) \) (see Refs. [51, 93] for a complete definition of \( \nu'(Y) \), and methods for calculating it). Heuristically, the index calculates the degree to which local Hilbert spaces are transported chirally across an imaginary cut in the boundary by the action of \( Y \). Importantly, it can be shown that \( \nu'(Y) \) is robust to locally generated unitary perturbations and always takes the discrete form \( \nu = \log(p/q) \), where \( p/q \) is a rational number [51, 93], and therefore provides a well-defined topological invariant for the edge unitary of a 2D Floquet drive. Ref. [93] interprets the index as quantifying the von Neumann entropy pumped along the boundary per Floquet cycle, discussed further in Ref. [112].

In this way, 2D unitary loop evolutions are partitioned into equivalence classes based on the information flow at their boundaries. As motivated in Sec. [IVB] an arbitrary many-body evolution often has a characteristic ‘loop component’, and so these equivalence classes also provide a classification of 2D many-body Floquet evolutions more generally. In particular, if an evolution exhibits MBL at its end point, then the value of \( \log(p/q) \) can be calculated directly [93]. It remains an open question whether a bulk topological invariant for such an evolution can be found (analogous to Eq. (5)). A related open question is the identification of a bulk quantity that can detect order in individual eigenstates. For the weakly interacting RLBL model, with its additional conserved quantity, orbital magnetization density may play such a role [see Refs. [113, 114]].

VI. EXPERIMENTAL MANIFESTATIONS

Periodic driving has been used to investigate topological phenomena in a variety of experimental settings. For example, topologically nontrivial Floquet bands have
been created for photonic [13,17] and phononic [18] systems, and for cold atoms in modulated optical lattices [25,26,115]. Moreover, Floquet-MBL has been observed for cold atoms [66]. In solid state, topological Floquet gap opening on a topological insulator surface [116] and signatures of a light-induced quantized Hall effect in graphene have been observed [21,117,119].

The above mentioned experiments demonstrate that many of the key ingredients for experimentally investigating the more exotic intrinsically dynamical (type II) many-body phases have been achieved. In general we expect such systems to exhibit robust signatures of their nontrivial topology both through their bulk and edge properties. For example, in the presence of disorder that localizes all bulk states, the RLBL system in a two-terminal transport setup hosts a quantized current at large source-drain bias [120]; in a geometry without edges, the nontrivial topology of the system is manifested in a quantized average magnetization density for random many-body states [111]. Similarly, the many-body swap model is predicted to host a quantized information flow on its edge [53]; a corresponding readily measurable quantity remains to be identified, though “in principle” experiments have been proposed [112].

The most striking experimental progress directly germane to this review has come for broken symmetry phases/time crystals in a pair of twinned papers by the groups of Monroe [121] and Lukin [122]. The first experiment realized a variant of our model binary Ising drive wherein the bonds are non-random and instead disorder is introduced via a random longitudinal field. While the resulting model does not have a time crystal phase in the infinite system limit [113], the relatively small ion trap system that was studied exhibited a striking enhancement of period doubled oscillations starting from a fully polarized state. The second experiment studied a much bigger system of NV centers which realizes another effective binary Ising drive but this time with random exchange interactions with a dipolar decay in space. The experiment again observed systematically enhanced period-doubled oscillations starting from a polarized state. This system again does not truly realize the ideal time crystal as MBL is not stable for interactions of this range. In subsequent work [123] it was argued that this system exhibits a critical time crystal, in which correlations have an algebraic decay in time. We note that FSPTs, at least in $d = 1$ can potentially be detected by a similar period doubling for edge observables [69].

VII. RECENT PROGRESS

Finally, we provide a brief description of some of the other topics under active investigation in this field. In the single-particle case, a number of works have derived explicit bulk-edge correspondences (and real-space topological invariants) for FTI phases in the presence of disorder [57,58,124]. Bulk-edge correspondences for 1D systems have also been obtained in the context of quantum walks [125] and more generally using K-theory [126]. Beyond this, a Wannier representation of FTI states was introduced in Ref. [77] while the possibility of realizing so-called higher-order FTI phases was studied in Refs. [128-130]. In a similar direction, several groups have also studied the possibility of Floquet topological phases protected by nonsymmorphic ‘space-time crystalline’ symmetries [131-133].

In the many-body case, the SWAP model described in Sec. V C and the associated 2D Floquet chiral phases, have inspired several other exotic many-body phases. An extension of the SWAP drive to 3D was studied in Ref. [134] while in a pair of papers [135,136], the SWAP model was extended to 2D fermionic systems, which it was shown may host radical chiral phases with a dynamical $Z_2$ index. In Ref. [136] Radical Floquet phases were also shown to arise in a driven version of Kitaev’s honeycomb model [137] with evolutions in this class argued to exhibit ‘Floquet Enriched Topological’ order. This has natural extensions to other Abelian and non-Abelian groups, studied in detail in Ref. [110].

Floquet chiral phases also arise in the construction of FSPT phases which lie beyond the cohomology construction. In Ref. [83] it was demonstrated that chiral Floquet order may coexist with FSPT order. The same reference also showed that counterpropagating chiral drives corresponding to two factors of an internal symmetry
group, $G = G_1 \times G_2$, which have no net transfer of information at the boundary, are not necessarily equivalent to a trivial drive in the presence of symmetry. A set of beyond-cohomology FSPT phases protected by time-reversal symmetry, dubbed Floquet topological paramagnets, was also introduced in Ref. [138]. The nature of the transition between different many-body Floquet phases in general remains an open question. However, significant progress towards understanding the transitions in the model of Eq. (11), and the associated notion of Floquet quantum criticality, was made in Ref. [139]. Work in this area is ongoing.

VIII. OUTLOOK

Periodically driven systems offer a fascinating arena in which to study physics that is qualitatively different from that of static systems. Lying at the confluence of several distinct fields, a full appreciation of their properties requires concepts from topology, symmetry-breaking, quantum information, and localization physics. Perhaps most excitingly, technical advances in the area of cold atoms suggest that many of these exotic phases could well lie within experimental reach. In this review, we have tried to give a taste of the key concepts and types of phases that may arise in Floquet systems, as well as arguments for how they may be stabilized by disorder and realized experimentally. We close by discussing some of the outstanding challenges that remain in this rapidly advancing field.

At this point the full set of theoretical ideas is in advance of experimental realizations and so the most desirable progress would consist of finding and studying such realizations. Synergistically, it would be good to have simpler theoretical proposals for the detection of two of our three sets of many-body phases, the FSPTs and the chiral phases. While we primarily have cold atomic systems in mind, the study of solid state systems is more complex but necessary and potentially quite rewarding. More theoretically, gaining an understanding of the bulk invariants associated with various topological Floquet phases is an open problem and also points to the project of obtaining a complete classification of such phases. Finally, MBL is very likely not truly stable in $d > 1$, and a detailed understanding of its limitations in the Floquet setting and of various pre-thermal regimes will help us understand to what extent the higher dimensional phases suggested by the first round of theory are “good enough for government work”. We invite the reader to make progress on any and all of these questions!

ACKNOWLEDGMENTS

We thank C. von Keyserlingk, V. Khemani, A. Lazarides and W. Ho for useful comments on the manuscript. We also gratefully acknowledge support from the NSF under CAREER DMR-1455368 (F.H. and R.R.); the European Research Council (ERC) under the European Union Horizon 2020 Research and Innovation Programme (Grant Agreement No. 678862), and the Villum Foundation (M.S.R.); and the US Department of Energy grant No. DE-SC0016244 (S.L.S.). This research was also developed with funding from the Defense Advanced Research Projects Agency (DARPA) via the DRINQS program. The views, opinions and/or findings expressed are those of the authors and should not be interpreted as representing the official views or policies of the Department of Defense or the U.S. Government.

[1] J. Cayssol, B. Dóra, F. Simon, and R. Moessner, Physica Status Solidi (RRL): Rapid Research Letters 7, 101 (2013).
[2] M. Bukov, L. D’Alessio, and A. Polkovnikov, Advances in Physics 64, 139 (2015).
[3] T. Oka and S. Kitamura, Annual Review of Condensed Matter Physics 10, 387 (2019).
[4] M. Holthaus, Journal of Physics B: Atomic, Molecular and Optical Physics 49, 013001 (2015).
[5] A. Eckardt, Rev. Mod. Phys. 89, 011004 (2017).
[6] J. H. Shirley, Phys. Rev. 138, B979 (1965).
[7] H. Sambe, Phys. Rev. A 7, 2203 (1973).
[8] T. Dittrich, Quantum transport and dissipation (Wiley-VCH, 1998).
[9] M. Holthaus and D. W. Hone, Philosophical Magazine B 74, 105 (1996).
[10] S. Kohler, J. Lehmann, and P. Hanggi, Physics Reports 406, 379 (2005).
[11] H. Breuer and F. Petruccione, The Theory of Open Quantum Systems (OUP Oxford, 2007).
[12] G. Floquet, Annales de l’Ecole Normale Superieure 12, 47 (1883).
[13] M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer, D. Podolsky, F. Dreisow, S. Nolte, M. Segev, and A. Szameit, Nature 496, 196 (2013).
[14] W. Hu, J. C. Pillay, K. Wu, M. Pasek, P. P. Shum, and Y. D. Chong, Phys. Rev. X 5, 011012 (2015).
[15] S. Mukherjee, A. Spracklen, M. Valiente, E. Andersson, P. Öhberg, N. Goldman, and R. R. Thomson, Nature Communications 8, 13918 (2017).
[16] L. J. Maczewsky, J. M. Zeuner, S. Nolte, and A. Szameit, Nature Communications 8, 13756 (2017).
[17] S. Mukherjee, H. K. Chandrasekharan, P. Öhberg, N. Goldman, and R. R. Thomson, Nature Communications 9, 4209 (2018).
[18] Y.-G. Peng, C.-Z. Qin, D.-G. Zhao, Y.-X. Shen, X.-Y. Xu, M. Bao, H. Jia, and X.-F. Zhu, Nature Communications 7, 13368 (2016).
[19] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[20] D. Xiao, M.-C. Chang, and Q. Niu, Rev. Mod. Phys. 82, 1959 (2010).
| References                                                                 |
|---------------------------------------------------------------------------|
| [87] A. Chandran, V. Khemani, C. R. Laumann, and S. L. Sondhi, Phys. Rev. B | 93, 144201 (2014) |
| [88] K. Slagle, Z. Bi, Y.-Z. You, and C. Xu, arXiv:1505.05147 (2015)      |
| [89] Y. Bahri, R. Vosk, E. Altman, and A. Vishwanath, Nature Communications 6, 7341 EP (2015) article. |
| [90] S. A. Parameswaran and R. Vasseur, Reports on Progress in Physics 81, 085201 (2018) |
| [91] F. Harper and R. Roy, Phys. Rev. Lett. 118, 115301 (2017) |
| [92] E. H. Lieb and D. W. Robinson, Comm. Math. Phys. 28, 251 (1972)       |
| [93] H. C. Po, L. Fidkowski, T. Morimoto, A. C. Potter, and A. Vishwanath, Phys. Rev. X 6, 041070 (2016) |
| [94] V. Khemani, A. Lazarides, R. Moessner, and S. L. Sondhi, Phys. Rev. Lett. 116, 250401 (2016) |
| [95] C. W. von Keyserlingk and S. L. Sondhi, Phys. Rev. B 93, 245146 (2016) |
| [96] A. G. Grushin, A. Gómez-León, and T. Neupert, Phys. Rev. Lett. 112, 156801 (2014) |
| [97] T. Iadecola, L. H. Santos, and C. Chamon, Phys. Rev. B 92, 125107 (2015) |
| [98] J. Klinovaja, P. Stano, and D. Loss, Phys. Rev. Lett. 116, 176401 (2016) |
| [99] C. H. Lee, W. W. Ho, B. Yang, J. Gong, and Z. Papič, Phys. Rev. Lett. 121, 237401 (2018) |
| [100] D. V. Else, B. Bauer, and C. Nayak, Phys. Rev. Lett. 117, 090402 (2016) |
| [101] N. Y. Yao, A. C. Potter, I.-D. Potirniche, and A. Vishwanath, Phys. Rev. Lett. 118, 030401 (2017) |
| [102] N. Y. Yao, A. C. Potter, I.-D. Potirniche, and A. Vishwanath, Phys. Rev. Lett. 118, 260401 (2017) |
| [103] V. Khemani, R. Moessner, and S. L. Sondhi, Physics Reports, to appear |
| [104] C. W. von Keyserlingk and S. L. Sondhi, Phys. Rev. B 93, 245145 (2016) |
| [105] A. Chandran and S. L. Sondhi, Phys. Rev. B 93, 174305 (2020)          |
| [106] T. Senthil, Annual Review of Condensed Matter Physics 6, 299 (2015)    |
| [107] D. V. Else and C. Nayak, Phys. Rev. B 93, 201103 (2016)              |
| [108] A. C. Potter, T. Morimoto, and A. Vishwanath, Phys. Rev. X 6, 041001 (2016) |
| [109] R. Roy and F. Harper, Phys. Rev. B 94, 125105 (2016)                 |
| [110] A. C. Potter and T. Morimoto, Phys. Rev. B 95, 155126 (2017)          |
| [111] F. Nathan, D. Abanin, E. Berg, N. H. Lindner, and M. S. Rudner, arXiv:1712.07289 (2017) |
| [112] B. R. Duschatko, P. T. Dumitrescu, and A. C. Potter, Phys. Rev. B 98, 054309 (2018) |
| [113] F. Nathan, M. S. Rudner, N. H. Lindner, E. Berg, and G. Refael, Phys. Rev. Lett. 119, 186801 (2017) |
| [114] F. Nathan, D. Abanin, E. Berg, N. H. Lindner, and M. S. Rudner, To appear (2019) |
| [115] M. Aidselburger, M. Lochse, C. Schweizer, M. Atala, J. T. Barreiro, S. Nasimbene, N. Cooper, I. Bloch, and N. Goldman, Nature Physics 11, 162 (2015) |
| [116] Y. Wang, H. Steinberg, P. Jarillo-Herrero, and N. Gedik, Science 342, 453 (2013) |
| [117] Z. Gu, H. A. Fertig, D. P. Arovas, and A. Auerbach, Phys. Rev. Lett. 107, 216601 (2011) |
| [118] L. E. F. Foa Torres, P. M. Perez-Piskunow, C. A. Bal-sceiro, and G. Usaj, Phys. Rev. Lett. 113, 266801 (2014) |
| [119] J. W. McIver, B. Schulte, F.-U. Stein, T. Matsuyama, G. Jotzu, M. Meier, and A. Cavalleri, arXiv:1811.03522 (2018) |
| [120] A. Kundu, M. S. Rudner, E. Berg, and N. H. Lindner, arXiv:1708.05023 (2017) |
| [121] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee, J. Smith, G. Pagano, I.-D. Potirniche, A. C. Potter, A. Vishwanath, N. Y. Yao, and C. Monroe, Nature 543, 217 (2017) |
| [122] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya, F. Jelezko, S. Onoda, H. Sumiya, V. Khemani, C. von Keyserlingk, N. Y. Yao, E. Demler, and M. D. Lukin, Nature 543, 221 (2017) |
| [123] W. W. Ho, S. Choi, M. D. Lukin, and D. A. Abanin, Phys. Rev. Lett. 119, 040602 (2017) |
| [124] J. K. Asbóth and H. Obuse, Phys. Rev. B 88, 121406 (2013) |
| [125] C. Czuchrz, F. A. Grünbaum, C. Stahl, L. Velázquez, A. H. Werner, and R. F. Werner, Journal of Physics A: Mathematical and Theoretical 49, 21LT01 (2016) |
| [126] C. Sadel and H. Schulz-Baldes, Mathematical Physics, Analysis and Geometry 20, 22 (2017) |
| [127] M. Nakagawa, R.-J. Slager, S. Higashikawa, and T. Oka, arXiv:1903.12197 (2019) |
| [128] B. Huang and W. V. Liu, arXiv:1811.00555 (2018) |
| [129] R. W. Bomantara, L. Zhou, J. Pan, and J. Gong, Phys. Rev. B 99, 045441 (2019) |
| [130] M. Rodriguez-Vega, A. Kumar, and B. Seradjeh, arXiv:1811.04808 (2018) |
| [131] T. Morimoto, H. C. Po, and A. Vishwanath, Phys. Rev. B 95, 195155 (2017) |
| [132] S. Xu and C. Wu, Phys. Rev. Lett. 120, 096401 (2018) |
| [133] Y. Peng and G. Refael, arXiv:1811.11752 (2018) |
| [134] D. Reiss, F. Harper, and R. Roy, Phys. Rev. B 98, 045127 (2018) |
| [135] L. Fidkowski, H. C. Po, A. C. Potter, and A. Vishwanath, Phys. Rev. B 99, 085115 (2019) |
| [136] H. C. Po, L. Fidkowski, A. Vishwanath, and A. C. Potter, Phys. Rev. B 96, 245116 (2017) |
| [137] A. Kitaeve, Annals of Physics 321, 2 (2006) January Special Issue. |
| [138] A. C. Potter, A. Vishwanath, and L. Fidkowski, Phys. Rev. B 97, 245106 (2018) |
| [139] W. Berdanier, M. Kolodrubetz, S. A. Parameswaran, and R. Vasseur, Proceedings of the National Academy of Sciences 115, 9491 (2018) |