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ABSTRACT

In this paper, equilibrium analysis for network models is addressed and applied in particular to a network model of multilevel organisational learning. The equilibrium analysis addresses properties of aggregation characteristics and connectivity characteristics of a network. For aggregation characteristics, it is shown how certain classes of nonlinear functions enable equilibrium analysis of the emerging dynamics within the network like linear functions do. For connectivity characteristics, by using a form of stratification for the network's strongly connected components, it is shown how equilibrium analysis results can be obtained relating equilibrium values in any component to equilibrium values in (independent) components without incoming connections. In addition, concerning aggregation characteristics, two specific types of nonlinear functions for aggregation in networks (weighted euclidean functions and weighted geometric functions) are analysed. It is illustrated in detail how by using certain function transformations also methods for equilibrium analysis based on a symbolic linear equation solver, can be applied to make predictions about equilibrium values for them. All these results are applied to a network model for organisational learning. Finally, it is analysed in some depth how the function transformations applied can be described by the more general notion of function conjugate relation, also often used for coordinate transformations.

1. Introduction

Dynamics in network models described by node states that change over time (for example, for individuals’ opinions, intentions, emotions, beliefs, …) depend on network characteristics for the connectivity between nodes, the aggregation of impacts from different nodes on a given node, and the timing of the node updates; e.g. (Treur,
As pictures of networks usually only show connectivity characteristics, the roles of the aggregation and timing characteristics are sometimes neglected. The aggregation and timing characteristics also play an important role in the dynamics within a network; for example, whether or not within a well-connected group in the end a common opinion, intention, emotion or belief is reached (a common value for all node states) also, or even mainly depends on them. Often, the tradition is that silent assumptions are made about the aggregation and timing characteristics. For timing characteristics, often it is silently assumed that the nodes are updated in a synchronous manner, although in application domains this assumption is usually not fulfilled. For aggregation, in social network models usually linear forms are applied; this fixed choice makes that it is not investigated how a variation of this choice of aggregation would affect the dynamics in the network. Only for the fixed linear aggregation type some theorems exist specifying connectivity conditions under which all node states converge to the same value, in particular when the network is strongly connected: from every node there is a path to every other node. In contrast, for (artificial) neural network models traditionally often some type of logistic sum format (also often not varied) is applied for aggregation.

In this paper, a more diverse landscape is explored which is not limited by the fixed conditions on connectivity, aggregation or timing as are so often imposed either silently or explicitly. For connectivity, both acyclic and cyclic networks are considered here, and for cyclic networks both strongly connected networks and networks that are not strongly connected. For aggregation, both networks with linear and nonlinear aggregation are considered and for networks with nonlinear aggregation, networks with logistic aggregation are addressed but also networks with other forms of nonlinear aggregation that can be analysed similarly to how networks with linear aggregation can be analysed. Finally, for timing both synchronous and asynchronous timing are covered.

The often occurring use of linear functions for aggregation for social network models may be based on a more general belief that dynamical system models can be analysed better for linear functions than for nonlinear functions. Although there may be some truth in this if specifically logistic nonlinear functions are compared to linear functions, in the current paper it is shown that such a belief is not correct in general. It is shown that also classes of nonlinear functions exist that enable good analysis possibilities when it comes to the emerging dynamics within a network model. Such classes and the dynamics they enable are analysed here in some depth, thereby among others not using any conditions on the connectivity but instead exploiting for any network its structure of strongly connected components (Bloem et al., 2006; Fleischer et al., 2000; Harary et al., 1965; Łacki, 2013; Wijs et al., 2016).

As an example, following (Treur, 2020a) in the current paper a theorem is discussed specifying conditions under which all node states converge to the same value (e.g. achieving a common decision or belief within a group). This theorem does not impose any conditions on connectivity and for aggregation applies to some class of nonlinear functions as well as it applies to linear functions. Moreover, for some (but not all) of this class of ‘well-behaving’ nonlinear functions it is found out that they can be (indirectly) related to linear functions by some form of function transformation, which then enables application of linear analysis methods such as symbolically solving sets of linear equations including parameters.

In this paper, as application domain in particular, the domain of multilevel organizational learning is addressed (Crossan et al., 1999; Kim, 1993; Wiewiora et al., 2019,
It is shown how the equilibrium analysis methods addressed in the current paper can be applied to adaptive self-modeling network models for multilevel organizational learning (Canbaloglu, Treur, & Roelofsma, 2022a, 2022b; Canbaloglu, Treur, & Wiewiora, 2022c). Predictions are obtained on the eventually achieved learning results in terms of the mental models learnt.

In this paper, in Section 2 the basics of the modeling and analysis approach used from (Treur, 2020b) are briefly introduced. In Sections 3–6 a number of mathematically proven results are presented on equilibrium analysis of network models. These results cover many variations concerning connectivity, aggregation and timing. In particular, these results address both linear and nonlinear types of aggregation. Section 3 addresses equilibrium analysis for a specific condition on connectivity (and no condition on aggregation or timing), namely the case of acyclic networks. It does so by introducing a form of stratification for acyclic networks, thus obtaining Theorem 1 and Corollary 1, which indeed do not require any condition on the functions used for aggregation or on the timing. In Section 4, equilibrium analysis is addressed for some specific conditions on aggregation (on no conditions on connectivity and timing). Some (comparative equilibrium analysis) results are obtained for cases of monotonicity of functions used for aggregation and comparison relations between a number of often considered specific types of such functions (scaled sum, Euclidean, geometric, logistic, minimum and maximum functions); here in addition to a number of propositions for different cases, Theorem 2 and Corollaries 2 and 3 are obtained. Section 5 addresses another condition on aggregation (and again no condition on connectivity or timing); it in addition focuses on the role of being scalar-free for the functions used for aggregation, leading to results for the more general class of monotonic and scalar-free functions formulated as Theorem 3.

In Section 6, again only conditions on aggregation are considered and no conditions on connectivity or timing. Following (Treur, 2020a) the general connectivity structure is analysed in some more depth by taking into account the strongly connected components of a network with their mutual connections and the condensation graph based on them, which is always acyclic; e.g. (Harary et al., 1965). By introducing a stratification of this condensation graph similar to the stratification that is introduced in Section 3 for acyclic networks, results are obtained that are to a certain extent similar to the results for acyclic networks: Theorem 4 and Corollaries 4 and 5. In contrast to Section 3, these results do assume some conditions on the aggregation: the functions for aggregation have to be strictly monotonic, scalar-free and normalized.

The main results presented in Section 3–6, are applied in Section 7 to obtain equilibrium analysis results for network models of multilevel organizational learning processes. Moreover, in Section 8 two other examples are discussed showing how equilibrium analysis based on some types of nonlinear functions can be done in practice by function transformations to linear functions and subsequently using a (symbolic) solver for linear equations. This function transformation has some similarity to the notion of coordinate transformation and can be described by conjugate relations between functions. This type of transformation is investigated in some more depth in Section 9, where a number of further results are obtained, described by Theorems 5 and 6 addressing further steps in the characterization of scalar-free functions that can be used for aggregation and Theorems 7 and 8 addressing conjugate relations between scalar-free functions and linear functions. Finally, Section 10 is a discussion and Section 11 is an Appendix with proofs of the presented results.
2. Modeling and analysis of dynamics and adaptation for networks

In this section, the underlying network-oriented modelling approach used is briefly discussed and in relation to this the basic concepts used for equilibrium analysis.

2.1. Modeling by dynamic and adaptive networks

Following (Treur, 2020b), a temporal-causal network model is specified by the following types of network characteristics (here $X$ and $Y$ denote nodes of the network, also called states, which have state values $X(t)$ and $Y(t)$ over time $t$):

- **Connectivity characteristics.**
  Connections from a state $X$ to a state $Y$ and weights $\omega_{X,Y}$

- **Aggregation characteristics.**
  For any state $Y$, some combination function $c_Y(V_1, \ldots, V_k)$ defines the aggregation that is applied to the single impacts $V_i = \omega_{X_i,Y}X_i(t)$ on $Y$ from its incoming connections from states $X_1, \ldots, X_k$.

- **Timing characteristics.**
  Each state $Y$ has a speed factor $\eta_Y$ defining how fast it changes.

The following canonical difference equation used for simulation and analysis purposes incorporates these network characteristics $\omega_{X,Y}$, $c_Y$, $\eta_Y$ in a numerical format:

$$Y(t + \Delta t) = Y(t) + \eta_Y[\text{aggimpact}_Y(t) - Y(t)]\Delta t$$  \hspace{1cm} (1)

where $\text{aggimpact}_Y(t) = c_Y(\omega_{X_1,Y}X_1(t), \ldots, \omega_{X_k,Y}X_k(t))$ for any state $Y$ and $X_1$ to $X_k$ are the states from which $Y$ gets its incoming connections. A combination function is called normalised if this aggregated impact is 1 if all state values in it are 1. This expresses the general principle that network dynamics is implied (or entailed) by the network’s structure characteristics.

The timing characteristics specified by speed factors $\eta_Y$ enable to model more realistic processes for which not all states change in a synchronous manner. Network models that do not possess this option are less flexible as they silently impose synchronous processing as an artefact. The aggregation characteristics specified by the choice of combination functions $c_Y$ and their parameters provide another form of flexibility to fit better to specific realistic applications. Also in this case, network models that do not possess such an option are less flexible and also silently impose artefacts that may make them fit less to specific applications. For example, for aggregation in social networks often only linear functions are used for aggregation.

The above concepts enable to design network models and their dynamics in a declarative manner, based on mathematically defined functions and relations. Realistic network models are usually adaptive: often some of their network characteristics change over time. By using self-modeling networks (or network reification), a similar network-oriented conceptualization can also be applied to adaptive networks to obtain a declarative description using mathematically defined functions and relations for them as well; see (Treur, 2020b). This works through the addition of new states to the network (called self-model states or reification states) which represent network characteristics by
network states. If such self-model states are dynamic, they describe adaptive network characteristics. In a graphical 3D-format (e.g. see Secion 7), such self-model states are depicted at a next level (self-model level or reification level), where the original network is at a base level. As an example, the weight $\omega_{X,Y}$ of a connection from state $X$ to state $Y$ can be represented (at a next reification level) by a self-model state named $W_{X,Y}$. During processing based on the canonical difference equation (1), the value of this state $W_{X,Y}$ is used as the connection weight $\omega_{X,Y}$ it represents. Similarly, all other network characteristics from $\omega_{X,Y}$, $c_Y$(..), $\eta_Y$ can be made adaptive by including self-model states for them. As a self-modeling network model is also a temporal-causal network model itself, as has been shown in (Treur, 2020b), Ch 10, this self-modeling construction can easily be applied iteratively to obtain multiple self-model levels.

This self-modeling network construction can provide higher-order adaptive network models, and has turned out quite useful to model, for example, plasticity and metaplasticity in the form of a second-order adaptive mental network with three levels, one base level and a first-order self-model level for adaptation of connections and a second-order self-model level for control over such adaptation; e.g. (Abraham & Bear, 1996) and (Treur, 2020b), Ch 4. Recently, a three-level self-modeling network architecture has also been adopted to successfully model adaptation of internal mental models and its control (Treur & Van Ments, 2022; Van Ments & Treur, 2021) and to model organizational learning and its control (Canbaloğlu, Treur, & Roelofsma, 2022a, 2022b; Canbaloğlu, Treur, & Wieiwiora, 2022a, 2022b). For the latter, see also Section 7.

2.2. Basic concepts for equilibrium analysis of dynamic and adaptive networks

The following types of properties are often considered for equilibrium analysis of dynamical systems in general.

**Definition (stationary point, increasing, decreasing, equilibrium)**

Let $Y$ be a network state.

- $Y$ has a stationary point at $t$ if $dY(t)/dt = 0$
- $Y$ is increasing at $t$ if $dY(t)/dt > 0$
- $Y$ is decreasing at $t$ if $dY(t)/dt < 0$
- The network model is in equilibrium at $t$ if every state $Y$ of the model has a stationary point at $t$.

For network models, the following criteria in terms of the network characteristics $\omega_{X,Y}$, $c_Y$, $\eta_Y$ can be derived from the generic difference equation (1); see also (Treur, 2016, 2018):

**Criteria for network model dynamics**

Let $Y$ be a state and $X_1, \ldots, X_k$ the states connected toward $Y$. For nonzero speed factors $\eta_Y$ the following criteria in terms of network characteristics for connectivity and aggregation apply; here $aggimpact_Y(t) = c_Y(\omega_{X_1,Y}X_1(t), \ldots, \omega_{X_k,Y}X_k(t))$:

- $Y$ has a stationary point at $t$ \iff $aggimpact_Y(t) = Y(t)$
- $Y$ is increasing at $t$ \iff $aggimpact_Y(t) > Y(t)$
• $Y$ is decreasing at $t$ $\iff$ $aggimpact_{Y}(t) < Y(t)$
• The network model is in equilibrium at $t$ $\iff$ $aggimpact_{Y}(t) = Y(t)$ for every state $Y$

The above criteria for a network being in an equilibrium (assuming nonzero speed factors) depend both on the connections weights $\omega_{X,Y}$ used for connectivity and on the combination function $c_{Y}$ used for aggregation. Note that in a self-modeling network, these criteria can be applied not only to base states but also to self-model states. In the latter case they can be used for equilibrium analysis of learning processes, as will be illustrated for organizational learning in Section 7.

In subsequent sections the equilibrium analysis is addressed not at the level of specific network structures and implied dynamics but at a more abstract level of properties of network structures and properties of dynamics implied by them. More specifically, in the remainder of this paper, it will be analysed how the criteria relate to certain properties of the connectivity characteristics and aggregation characteristics:

• For connectivity characteristics:
  how the criteria relate to properties of paths based on connections, such as
  o whether the network is acyclic or cyclic
  o for cyclic networks, the way in which the network is composed of its strongly connected components (the condensation graph of the network)
• For aggregation characteristics:
  how the criteria relate to properties of the combination functions defining the network’s aggregation, such as
  o monotonicity
  o being scalar-free
  o comparison relations between combination functions

These properties will not only apply to linear functions but also to a wider class of functions extending the class of linear functions beyond the border with the class of nonlinear functions. Exploring nonlinear functions in this class and how some of them still may relate to linear functions is one of the main aims of the current paper.

3. Equilibrium analysis under connectivity conditions: acyclic networks

In the current section a relatively simple case will be addressed where a condition on the connectivity in the network (but no conditions on aggregation in the network) is considered: the case of acyclic networks.

3.1. Stratification for acyclic graphs or networks

A relatively simple but still very useful structure that can be added to any acyclic graph or network is the following form of stratification.

Definition (stratification for an acyclic graph or network)
For an acyclic graph or network, stratification levels $0, 1, ..$ are (inductively) assigned to the nodes such that the following hold:
• For a node $Y$ without incoming connections from other nodes: $\text{level}(Y) = 0$
• For a node $Y$ with incoming connections from nodes $X_1, \ldots, X_k$: $\text{level}(Y) = 1 + \max_i(\text{level}(X_i))$

A simple example of an acyclic network with 7 states is shown in Figure 1. Based on their connectivity, the four indicated stratification levels are obtained. Note that for each state $Y$, the longest path from any level 0 state to $Y$ determines its stratification level. For example, in Figure 1 state $X_6$ has level 2 since its longest path from any level 0 state is from $X_2$ via $X_5$, and $X_7$ has level 3 since its longest path from a level 0 state is from $X_2$ via $X_5$ and $X_6$.

3.2. Using stratification for equilibrium analysis of acyclic networks

Stratification is a useful instrument to analyse equilibria of acyclic networks; the following theorem can easily be obtained. It shows how for acyclic networks equilibrium values of states (with nonzero speed factor) for all levels $i > 0$ depend on equilibrium values of states at a lower level $< i$. This dependency across levels can directly be expressed by a mathematical function expression using the network characteristics for connectivity (the connection weights $\omega_{X,Y}$) and aggregation (the combination functions $c_Y(\ldots)$); see Section 11 for proofs of all results in this paper.

**Theorem 1 (relating equilibrium values for an acyclic network from different stratification levels)**

Suppose a network is acyclic and all states with incoming connections from other states have nonzero speed factors. Then the following hold.

a) In any equilibrium for each state $Y$ of any stratification level $i > 0$, its equilibrium value $Y$ depends by some mathematical function on the equilibrium values $X$ of states $X$ of level $< i$.

---

**Figure 1.** Example acyclic network with connectivity that induces the indicated stratification levels.
b) More specifically, in any equilibrium for any state $Y$ of stratification level $i > 0$, its equilibrium value $Y$ can be determined from equilibrium values $X_j$ of states $X_j$ at lower levels $< i$ by:

$$Y = c_Y(\omega_{X_i,Y} X_1, \ldots, \omega_{X_k,Y} X_k)$$

By iterating the dependency relations across stratification levels described in Theorem 1, the equilibrium values of all states from all levels can be related to equilibrium values of states at level 0. This dependency can be described again by a mathematical function expression using the network characteristics for connectivity (the connection weights $\omega_{X,Y}$) and aggregation (the combination functions $c_Y(\ldots)$). This is expressed in Corollary 1.

**Corollary 1 (relating all equilibrium values for an acyclic network to those of the level 0 states)**

Suppose a network is acyclic and all states with incoming connections from other states have nonzero speed factors. Then the following hold.

a) By applying Theorem 1b) iteratively according to the stratification levels, in a straightforward manner for each state $Y$ of the network, a mathematical expression can be obtained showing how its equilibrium value depends on the equilibrium values of states of level 0.

b) The mathematical expression in a) defines a mathematical function for $Y$ in terms of the equilibrium values $X$ of some states $X$ of level 0 with as parameters connectivity and aggregation characteristics $\omega_{Z1,Z2}$ and $c_Y(\ldots)$ of the network relating to states $Z$, $Z_1$, $Z_2$ on the paths from the involved level 0 states $X$ to state $Y$. This mathematical function essentially is based on an iterated composition of combination functions of the states on the paths to $Y$ in the network, nested according to the (inverse) branching structure of these paths to $Y$.

Note that although the mathematical functions to describe the dependencies for equilibrium values still can be expressed directly based on the connectivity and aggregation characteristics $\omega_{X,Y}$ and $c_Y(\ldots)$ of the network, in Corollary 1 they get a more complex, nested structure. First, for the example acyclic network of Figure 1 (assuming the combination function **allogistic**; for a definition of this function, see Section 4.2), by Theorem 1 the following relations between the equilibrium values of states at stratification levels 0–3 are obtained (here the $X_i$ are the equilibrium values of states $X_i$):

Level 3 equilibrium value $X_7$: dependence on Level 1 and 2 equilibrium values $X_5$ and $X_6$

$$X_7 = \text{allogistic}_{\sigma, \tau}(X_5, X_6)$$

Level 2 equilibrium value $X_6$: dependence on Level 0 and Level 1 equilibrium values $X_3$, $X_4$, and $X_5$

$$X_6 = \text{allogistic}_{\sigma, \tau}(X_3, X_4, X_5)$$

Level 1 equilibrium value $X_5$: dependence on Level 0 equilibrium values
\[ X_5 = \text{allogistic}_{\sigma, \tau}(X_1, X_2) \]

Next, applying the iteration indicated in Corollary 1, this leads to the following functions for how the equilibrium values for the level 2 and 3 states \( X_6 \) and \( X_7 \) depend on the ones of the level 0 states:

\[ X_6 = \text{allogistic}_{\sigma, \tau}(X_3, X_4, X_5) \]
\[ = \text{allogistic}_{\sigma, \tau}(X_3, X_4, \text{allogistic}_{\sigma, \tau}(X_1, X_2)) \]
\[ X_7 = \text{allogistic}_{\sigma, \tau}(X_5, X_6) \]
\[ = \text{allogistic}_{\sigma, \tau}(\text{allogistic}_{\sigma, \tau}(X_1, X_2), \text{allogistic}_{\sigma, \tau}(X_3, X_4, X_5)) \]
\[ = \text{allogistic}_{\sigma, \tau}(\text{allogistic}_{\sigma, \tau}(X_1, X_2), \text{allogistic}_{\sigma, \tau}(X_3, X_4, \text{allogistic}_{\sigma, \tau}(X_1, X_2))) \]

Note that these are indeed nested combination functions according to the paths in the network to \( X_6 \) and \( X_7 \). This illustrates how in an acyclic network, the equilibrium values of all states of the entire network are determined by the equilibrium values of the level 0 states. In Section 7, other examples of expressions of nested combination functions as indicated in Corollary 1 will be shown for the application to a network model for organizational learning.

Note also that for realistic domains, networks are often not acyclic: usually they include at least some cycles or even many of them. Then the above Theorem 1 and Corollary 1 are not applicable to the network as a whole. However, even for such cyclic networks, sometimes it can be useful to consider subnetworks that still are acyclic and apply the above Theorem 1 and Corollary 1 to them. As an example, this will be illustrated for the application to organizational learning addressed in Section 7.

Moreover, following (Treur, 2020a) in Section 6 it will be shown how the approach based on stratification applied for Theorem 1 and Corollary 1 to the nodes of the (acyclic) network can also be applied not to the nodes but to (the condensation graph of) the strongly connected components of any network. In that section, some further results are obtained for networks with any type of (possibly cyclic) connectivity. The results there also show relations between equilibrium values of states from different stratification levels (and with the states at level 0) and in that sense are to a certain extent similar to those of Theorem 1 and Corollary 1 but much more general.

### 4. Equilibrium analysis under aggregation conditions: monotonicity and comparison for combination functions

In this section, some conditions on the aggregation in the network (but no conditions on the connectivity in the network) are considered. More specifically, it is explored how specific properties of the type of aggregation used in a network model enable to derive some further results for equilibrium analysis. As aggregation characteristics of a network model are defined by combination functions, this means that certain properties of these functions are considered here. In particular, it is discussed how monotonicity of combination functions and comparison (order) relations between them can be used to obtain specific (comparative) equilibrium analysis results. As the obtained results do not assume any conditions on the connectivity of the network, they apply both to acyclic and cyclic networks.
4.1. Equilibrium analysis using monotonicity and comparison relations for aggregation

The following monotonicity and comparison relations for the functions used for aggregation are considered.

**Definition (monotonicity and comparison of functions)**

Let a subset \( R \subseteq \mathbb{R} \) be given.

a) A function \( f: R^k \to \mathbb{R} \) is called *(monotonically) increasing* if for all \( U_1, \ldots, U_k \in R \) such that \( U_i \leq V_i \) for all \( i \) it holds \( f(U_1, \ldots, U_k) \leq f(V_1, \ldots, V_k) \).

b) A function \( f: R^k \to \mathbb{R} \) is called *(strictly (monotonically) increasing)* if for all \( U_1, \ldots, U_k \in R \) such that \( U_i \leq V_i \) for all \( i \) and there exists at least one \( j \) such that \( U_j < V_j \) it holds \( f(U_1, \ldots, U_k) < f(V_1, \ldots, V_k) \).

c) For two functions \( f, g: R^k \to \mathbb{R} \), by \( f \leq g \) the *function comparison relation* is denoted that for all \( V_1, \ldots, V_k \in R \) it holds \( f(V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \).

When these general properties of mathematical functions are applied in particular to the combination functions defining the aggregation characteristics of a network model, for any network model with any type of connectivity characteristics, the following theorem on equilibria can be derived.

**Theorem 2** (preservation of comparison relations over time and for equilibria)

Suppose \( X_i \) are the states of a network model (with only positive connection weights and at least some nonzero speed factors) and all are using monotonically increasing combination functions \( c_i \). Assume \( 0 < \Delta t \leq 1/\max_y(\eta_y) \); e.g. assume \( \eta_y \leq 1 \) for all \( Y \) and \( 0 < \Delta t \leq 1 \). Then the following hold.

a) Suppose two simulation traces \( X_i(t) \) and \( X_i'(t) \) are given with initial values \( X_i(0) \leq X_i'(0) \). Then it holds \( X_i(t) \leq X_i'(t) \) for all \( t \) and \( i \) and for any achieved equilibrium, for the equilibrium values \( X_i \) and \( X_i' \) it holds \( X_i \leq X_i' \) for all \( i \).

b) Moreover, suppose \( X_i' \) are again the states of the same network model but this time using monotonically increasing combination functions \( c_i' \). Then the following hold:

   i) If \( c_i \leq c_i' \) for all \( i \) and for the initial values it holds \( X_i(0) \leq X_i'(0) \) for all \( i \), then it holds \( X_i(t) \leq X_i'(t) \) for all \( t \) and \( i \).

   ii) If \( c_i \leq c_i' \) for all \( i \) and for the initial values it holds \( X_i(0) \leq X_i'(0) \) for all \( i \), then for any achieved equilibrium for all \( i \) the equilibrium values \( X_i \) and \( X_i' \) it holds \( X_i \leq X_i' \).

4.2. Equilibrium analysis based on monotonicity and comparison for specific functions

Next, for a number of often used types of combination functions, which all are monotonically increasing, their comparison (order) relations are identified, so that it becomes clear how Theorem 2 can be applied to them for equilibrium analysis.
Definition (weighted euclidean functions, weighted geometric functions, logistic functions, and max and min functions)

a) A function \( g \) is a weighted euclidean function of order \( n \) if
\[
g(V_1, \ldots, V_k) = \sqrt{w_1 V_1^n + \ldots + w_k V_k^n}
\]
for some weights \( w_1, \ldots, w_k \). If the sum of its weights is 1, it is called a weighted euclidean average function. A weighted euclidean function of order \( n = 1 \) is called a linear function.

b) A function \( g \) is a weighted geometric function if
\[
g(V_1, \ldots, V_k) = V_1^{w_1} \ldots V_k^{w_k}
\]
for some weights \( w_1, \ldots, w_k \). If the sum of its weights is 1, it is called a weighted geometric mean function.

c) The scaled euclidean function \( \text{eucl}_{n,\lambda} \) of order \( n \) is defined by
\[
\text{eucl}_{n,\lambda}(V_1, \ldots, V_k) = \sqrt{\frac{V_1^n + \ldots + V_k^n}{\lambda}}
\]
and the scaled geometric mean function \( \text{sgeomean}_\lambda \) is defined by
\[
\text{sgeomean}_\lambda(V_1, \ldots, V_k) = \sqrt{\frac{V_1 \ast \ldots \ast V_k}{\lambda}}
\]
Moreover, the scaled sum function is defined as
\[
\text{ssum}_\lambda(V_1, \ldots, V_k) = \text{eucl}_{1,\lambda}(V_1, \ldots, V_k)
\]
When \( \lambda = 1 \), the latter two are also denoted by \( \text{geomean} \) and \( \text{sum} \).

d) The simple and advanced logistic functions \( \text{slogistic}_{\sigma,\tau} \) and \( \text{alogistic}_{\sigma,\tau} \) are defined by
\[
\text{slogistic}_{\sigma,\tau}(V_1, \ldots, V_k) = \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k - \tau)}}
\]
\[
\text{alogistic}_{\sigma,\tau}(V_1, \ldots, V_k) = \left[ \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k - \tau)}} - 1 \right] \left( 1 + e^{-\sigma\tau} \right)
\]
e) The scaled minimum and maximum functions \( \text{smin} \) and \( \text{smax} \) are defined by
\[
\text{smin}_\lambda(V_1, \ldots, V_k) = \frac{\min(V_1, \ldots, V_k)}{\lambda}
\]
\[
\text{smax}_\lambda(V_1, \ldots, V_k) = \frac{\max(V_1, \ldots, V_k)}{\lambda}
\]
When $\lambda = 1$, they are also denoted by \textbf{min} and \textbf{max}.

All above-defined functions are monotonically increasing in $V_1, \ldots, V_k$, as they are built in a suitable way as compositions of basic monotonic functions such as sum, product and division functions, power functions and exponential functions. Note that as $\text{allogistic}_{\alpha, \tau}(0, \ldots, 0) = 0$, from this it follows in particular that $\text{allogistic}_{\alpha, \tau}(V_1, \ldots, V_k) \geq 0$ for all $V_1, \ldots, V_k \geq 0$.

Next, in subsequent propositions some comparison relations between these functions are identified, first for the logistic functions.

**Proposition 1** (comparison for logistic functions)

\begin{enumerate}
\item Suppose $\tau' < \tau$ and $\sigma > 0$. Then for any $V_1, \ldots, V_k \geq 0$ it holds
  \begin{align*}
  0 \leq \text{allogistic}_{\alpha, \tau}(V_1, \ldots, V_k) &< \text{slogistic}_{\alpha, \tau}(V_1, \ldots, V_k) \\
  &< \text{slogistic}_{\alpha, \tau'}(V_1, \ldots, V_k) < 1
  \end{align*}

\item Moreover, for any $\sigma > 0$, and $V_1, \ldots, V_k \geq 0$ it holds
  \begin{align*}
  \lim_{\tau \to \infty} \text{allogistic}_{\alpha, \tau}(V_1, \ldots, V_k) &= \lim_{\tau \to \infty} \text{slogistic}_{\alpha, \tau}(V_1, \ldots, V_k) = 0 \\
  \lim_{\tau \to -\infty} \text{slogistic}_{\alpha, \tau}(V_1, \ldots, V_k) &= 1
  \end{align*}
\end{enumerate}

Next comparison relations between Euclidean functions and minimum and maximum functions are identified.

**Proposition 2** (comparison between euclidean and min and max functions)

\begin{enumerate}
\item Suppose the scaling factor is set at $\lambda = k$, then for any $V_1, \ldots, V_k \geq 0$ it holds
  \begin{align*}
  \text{min}(V_1, \ldots, V_k) \leq \text{eucl}_{n, k}(V_1, \ldots, V_k) &\leq \text{max}(V_1, \ldots, V_k)
  \end{align*}

  and
  \begin{align*}
  \lim_{n \to \infty} \text{eucl}_{n, k}(V_1, \ldots, V_k) &= \text{max}(V_1, \ldots, V_k)
  \end{align*}

\item More in general, for any $\lambda > 0$ it holds
  \begin{align*}
  \text{min}(V_1, \ldots, V_k) \sqrt[k]{\frac{1}{\lambda}} \leq \text{eucl}_{n, \lambda}(V_1, \ldots, V_k) &\leq \text{max}(V_1, \ldots, V_k) \sqrt[k]{\frac{1}{\lambda}}
  \end{align*}

  and
  \begin{align*}
  \lim_{n \to \infty} \text{eucl}_{n, \lambda}(V_1, \ldots, V_k) &= \text{max}(V_1, \ldots, V_k)
  \end{align*}
\end{enumerate}

Similarly, comparison relations between geometric functions and minimum and maximum functions are identified.
Proposition 3  (comparison between geometric mean and min and max functions)

a) Suppose the scaling factor is set at $\lambda = 1$, then for any $V_1, \ldots, V_k \geq 0$ it holds

$$\min(V_1, \ldots, V_k) \leq \text{sgeomean}_\lambda(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k)$$

b) More in general, for any $\lambda > 0$ and any $V_1, \ldots, V_k \geq 0$ it holds

$$\min(V_1, \ldots, V_k) \sqrt[\lambda]{1} \leq \text{sgeomean}_\lambda(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k) \sqrt[\lambda]{1}$$

Based on the comparison relations for combination functions identified in the three above propositions, Theorem 2 can be applied. As an example, in this way the following two corollaries of Theorem 2 are obtained on comparative equilibrium analysis: they compare equilibrium values obtained for various types of functions.

Corollary 2  (comparison relations for equilibrium values: logistic and sum functions)

Assume only positive connection weights and at least some nonzero speed factors and $\Delta t \leq 1/\max_Y(\eta_Y)$ (e.g. assume $\eta_Y \leq 1$ for all $Y$ and $\Delta t \leq 1$).

a) Suppose $X_i$ are the states for a network model using advanced logistic combination functions $c_i = \text{alogistic}$ and $X'_i$, for the same network model using simple logistic combination functions $c'_i = \text{slogistic}$ with the same parameters $\sigma_i$ and $\tau_i$ for each state $X_i$. Moreover, suppose two simulation traces $X(t)$ and $X'(t)$ are given with initial values $X_i(0) \leq X'_i(0)$ for all $i$, then for any achieved equilibrium with equilibrium values $X_i$ and $X'_i$, it holds $X_i \leq X'_i$ for all $i$.

b) Suppose $X_i$ are the states for a network model using simple logistic combination functions $c_i = \text{slogistic}$ with parameters $\sigma_i$ and $\tau_i$ and $X'_i$ for the same network model using simple logistic combination functions $c'_i = \text{slogistic}$ with the parameters $\sigma_i$ and $\tau'_i$ for each state $X_i$ such that $\tau'_i \leq \tau_i$. Moreover, suppose two simulation traces $X(t)$ and $X'(t)$ are given with initial values $X'_i(0) \leq X_i(0)$ for all $i$, then for any achieved equilibrium with equilibrium values $X_i$ and $X'_i$, it holds $X_i \leq X'_i$ for all $i$.

c) Suppose $X_i$ are the states for a network model using advanced logistic combination functions $c_i = \text{alogistic}$ with parameters $\sigma_i$ and $\tau_i$ and $X'_i$ for the same network model using scaled sum combination functions $c'_i = \text{ssum}$ with the parameters $\lambda'_i$ for each state $X_i$. Moreover, suppose two simulation traces $X(t)$ and $X'(t)$ are given with initial values $X'_i(0) \leq X_i(0)$ for all $i$. If $0 \leq \lambda'_i \leq \tau_i$ or $\lambda'_i \leq 2 \min(\sigma_i, \tau_i)$, and an equilibrium is achieved with equilibrium values $X_i$ and $X'_i$, then it holds $X_i \leq X'_i$ for all $i$.

Corollary 3  (comparison relations for equilibrium values: Euclidean, geometric, minimum and maximum functions)

Assume only positive connection weights and at least some nonzero speed factors and $\Delta t \leq 1/\max_Y(\eta_Y)$ (e.g. assume $\eta_Y \leq 1$ for all $Y$ and $\Delta t \leq 1$).

a) Suppose $X_i$ are the states for a network model using as combination functions $c_i$, Euclidean combination functions $\text{eucl}_{\lambda,k}(V_1, \ldots, V_k)$ with scaling factor $\lambda = k$ or geometric mean combination functions $\text{sgeomean}_\lambda(V_1, \ldots, V_k)$ with scaling factor $\lambda = 1$ and
X′i for the same model using maximum combination functions c′i. If for the initial values it holds Xi(0) ≤ X′i(0) for all i, then for any achieved equilibrium with equilibrium values X and X′ it holds X_i ≤ X′_i for all i.

b) Suppose X_i are the states for a network model using as combination functions c_i Euclidean combination functions eucl_nk(V_1, ..., V_k) with scaling factor λ = k or geometric mean combination functions sgeomean_k(V_1, ..., V_k) with scaling factor λ = 1 and X′_i for the same model using combination functions minimum functions c′_i. Moreover, suppose two simulation traces X_i(t) and X′_i(t) are given with initial values X′_i(0) ≤ X_i(0) for all i. If an equilibrium is achieved with equilibrium values X and X′, then it holds X′_i ≤ X_i for all i.

5. Equilibrium analysis under aggregation conditions: scalar-freeness

In this section, equilibrium analysis is addressed for networks satisfying another aggregation condition: the combination functions are assumed scalar-free.

5.1. Functions for aggregation that are scalar-free

It is sometimes believed that for dynamical models the borderline between linear and nonlinear functions is also the borderline between well-analyzable behavior and less well-analyzable behavior. In contrast to this, it has been found that this borderline between well-analyzable behavior and less well-analyzable behavior lies somewhere within the domain of nonlinear functions: between one class (called monotonic scalar-free functions) covering both linear and nonlinear functions and another subclass of the class of nonlinear functions not satisfying these.

More specifically, whether or not combination functions are scalar-free is an important factor determining whether or not by social contagion all members of a well-connected social network converge to the same level of emotion, opinion, information, belief, intention, or any other mental or physical state; e.g. (Treur, 2020a) and (Treur, 2020b), Ch 11 and 12. The class of scalar-free functions includes all linear functions but also includes a number of types of nonlinear functions, such as the weighted euclidean functions and weighted geometric functions. In this section some further analysis is made of scalar-free functions, thereby also using a weakened variant of them called weakly scalar-free functions. The definitions are as follows.

Definition (weakly scalar-free and scalar-free functions)

Consider functions f: R^k → R and θ: R → R for some subset R ⊆ R which is R or R_{>0}.

a) A function f: R^k → R is called weakly scalar-free for function θ if for all V_1, ..., V_k ∈ R and all α ∈ R it holds f(α V_1, ..., α V_k) = θ(α) f(V_1, ..., V_k)

b) A function f: R^k → R is called scalar-free if for all V_1, ..., V_k ∈ R and all α ∈ R it holds f(α V_1, ..., α V_k) = α f(V_1, ..., V_k)

Examples (weakly scalar-free functions)

There are many examples of weakly scalar-free functions. For example, the following functions f(V) = V^k and f(V_1, ..., V_k) = V_1^* ... * V_k on proper domains are weakly scalar-free with
function $\theta(a) = a^k$. The example $f(V_1, V_2, V_3) = w_1 V_1 V_2 + w_2 V_2 V_3 + w_3 V_3 V_1$ is weakly scalar-free with function $\theta(a) = a^2$.

5.2. Properties and comparative equilibrium analysis for scalar-free functions

The following basic properties can easily be verified (see Section 11 for proofs).

Proposition 4 (scalar-free and increasing functions)

a) Suppose $f$ is increasing and weakly scalar-free for function $\theta$. Then for all $V_1, \ldots, V_k \in \mathbb{R}$ it holds

$$f(1, \ldots, 1) \theta(\min(V_1, \ldots, V_k)) \leq f(V_1, \ldots, V_k) \leq f(1, \ldots, 1) \theta(\max(V_1, \ldots, V_k))$$

When moreover $f$ is scalar-free, then

$$f(1, \ldots, 1) \min(V_1, \ldots, V_k) \leq f(V_1, \ldots, V_k) \leq f(1, \ldots, 1) \max(V_1, \ldots, V_k)$$

b) Any weighted Euclidean or geometric function with positive weights $w_i$ is monotonically increasing and scalar-free.

c) If

$$g(V_1, \ldots, V_k) = \sqrt[w_1]{V_1^n} + \ldots + w_k V_k^n$$

is a weighted Euclidean function with positive weights $w_i$, then $g$ is scalar-free and increasing; moreover, it holds

$$\sqrt[w_1]{V_1} + \ldots + w_k \min(V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \leq \sqrt[w_1]{V_1} + \ldots + w_k \max(V_1, \ldots, V_k)$$

If $g$ is a weighted Euclidean average function (i.e. the sum of the weights $w_i$ is 1), then

$$\min(V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k)$$

d) If

$$g(V_1, \ldots, V_k) = V_1^{w_1} \ldots V_k^{w_k}$$

is a weighted geometric function with positive weights $w_i$, then $g$ is scalar-free and increasing; moreover, it holds.

$$\min(V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k)$$

Note that Proposition 4 places some of the specific types of functions considered in Section 4 (weighted Euclidean and weighted geometric functions) in the wider perspective of scalar-free functions.

Proposition 5 (scalar-free and strictly increasing functions)

a) Any function composition of scalar-free functions is scalar-free
b) Any function composition of strictly increasing functions is strictly increasing
c) All linear functions with positive coefficients are scalar-free and strictly increasing
d) Any scalar-free function $f$ is weakly scalar-free for $\theta = \text{id}$, the identity function.
Theorem 3 (comparison for any scalar-free function to min and max)

Suppose \( X_i \) are the states for a network model (with only positive connection weights and at least some nonzero speed factors) using monotonically increasing combination functions \( c_i \) and \( X'_i \) for the same model using monotonically increasing combination functions \( c'_i \). Assume \( 0 < \Delta t \leq 1/\max_{Y}(\eta_Y) \); e.g. assume \( \eta_Y \leq 1 \) for all \( Y \) and \( 0 < \Delta t \leq 1 \).

a) If for the initial values it holds \( X_i(0) \leq X'_i(0) \), the \( c_i \) are monotonically increasing and scalar-free with \( c_i(1, \ldots, 1) = 1 \), and \( c'_i \) is the maximum function \( c'_i = \max \) then for any achieved equilibrium with equilibrium values \( X_i \) and \( X'_i \), it holds \( X_i \leq X'_i \) for all \( i \).

b) If for the initial values it holds \( X'_i(0) \leq X_i(0) \), the \( c_i \) are monotonically increasing and scalar-free with \( c_i(1, \ldots, 1) = 1 \), and each \( c'_i \) is the minimum function \( c'_i = \min \) then for any achieved equilibrium with equilibrium values \( X_i \) and \( X'_i \) it holds \( X'_i \leq X_i \) for all \( i \).

Note that Theorem 3 generalizes to the class of scalar-free functions, the comparative equilibrium analysis that was found in Section 4 for specific examples of scalar-free functions: weighted Euclidean and weighted geometric functions.

6. Equilibrium analysis under aggregation conditions: using the strongly connected components

In this section an equilibrium analysis approach is discussed that takes into account how the network is composed of its strongly connected components.

6.1. Introducing stratification for the strongly connected components of a network

As an illustration, consider the example of a mental network model with connectivity depicted in Figure 2. This is a mental network model for how a person is sensing (sensor state \( ss_s \)) a stimulus \( s \) in the world (word state \( ws_s \)), represents this (representation state \( srs_e \)), and is triggered to prepare (preparation state \( ps_a \)) and perform (execution state \( es_a \)) an action \( a \), after evaluation of the predicted (predicted effect representation state \( srs_e \)) effect \( e \) of this action. In simulations it can be seen that as a result of a constant value \( a \) of stimulus \( ws_s \) all state values are increasing until they reach an equilibrium value \( a \) as well. The question then is whether these observations based on one or more simulation
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experiments are in agreement with a mathematical equilibrium analysis. This will be addressed in two ways.

In the current section a general perspective is followed and theorems are discussed that have been found based on the network’s strongly connected components described in (Treur, 2020a). The perspective is based on the notion of (strongly connected) component of a network; this is a maximal subnetwork $C$ such that every node within $C$ can be reached from every other node via a path following the direction of the connections; e.g. (Bloem et al., 2006; Fleischer et al., 2000; Harary et al., 1965; Łacki, 2013; Wijs et al., 2016). From this literature, it is known that these components partition the set of nodes in disjoint subsets and the connections between them induce a so-called condensation graph with the components as nodes which is always acyclic. In Figure 3 these components are shown for the example network: $C_1$ to $C_5$.

In (Treur, 2020a) the notion of stratification was introduced for the condensation graph based on this a partition of a network so that each component gets a level (or stratum) assigned; see Section 3 for a more precise definition of this notion of stratification of an acyclic network or graph in general. In this case the levels are 0–4 as indicated in Figure 3.

**6.2. Using the stratification to relate equilibrium values for different components**

Based on the levels defined by this notion of stratification, a number of general theorems and corollaries have been found and proven and presented in (Treur, 2020a); see also (Treur, 2020b), Ch 12 and 15. For aggregation these are not limited to linear functions and for connectivity no condition at all is demanded; some of these results are the following.

**Theorem 4** (relating equilibrium values of states in components at different levels)

If the following aggregation conditions are fulfilled

- The combination functions are normalized, scalar-free and strictly increasing

then in an achieved equilibrium the following hold:

a) In any level 0 component $C$

- All states in $C$ have the same equilibrium value $V$
• This $V$ is between the highest and lowest initial value of the states within $C$

b) If for any level $i > 0$ component $C$ the components $C_1, \ldots, C_k$ are the strongly connected components from which $C$ gets an incoming connection, then

• The equilibrium values of the states in $C$ are between the highest and lowest equilibrium values of the states in $C_1, \ldots, C_k$

• If all states in $C_1, \ldots, C_k$ have the same equilibrium value $V$, then also all states in $C$ have this same equilibrium value $V$

**Corollary 4**  (dependence of all equilibrium values on the values in level 0 components)

If the following aggregation conditions are fulfilled

• The combination functions are normalized, scalar-free and strictly increasing

then in an achieved equilibrium:

a) The equilibrium values of all states in the network

• are between the highest and lowest equilibrium values of the states in the level 0 components

• are between the highest and lowest initial values of the states in the level 0 components

b) If all states in all level 0 components $C$ have the same equilibrium value $V$, then all states of the whole network have that same equilibrium value $V$

For the special case of a strongly connected network (consisting of one component), this implies:

**Corollary 5**  (strongly connected networks)

If the following connectivity and aggregation conditions are fulfilled

• The network is strongly connected

• The combination functions are normalized, scalar-free and strictly increasing

then in an achieved equilibrium:

• All states have the same equilibrium value $V$

• This equilibrium value $V$ is between the highest and lowest initial values of the states

Given that in the example network model there is only one level 0 component with constant value $a$, by Theorem 4 or Corollary 4 above it can be concluded that all states will have equilibrium value $a$, as long as the aggregation conditions are fulfilled.

Note that in an acyclic network, each state forms a (singleton) strongly connected component. Applying Theorem 4 and its corollaries to this special case will again provide Theorem 1 and Corollary 1 from Section 3. That shows that the above results generalize the results from Section 3.

### 7. Application for equilibrium analysis of multilevel organisational learning

In this section a number of the results from the previous sections will be applied to equilibrium analysis for the domain of multilevel organizational learning (Crossan et al., 1999; Kim, 1993; Wiewiora et al., 2019, 2020). In particular, this will be addressed for the type of
adaptive computational network models for multilevel organizational learning based on self-modeling networks (Treur, 2020a, 2020b) as addressed in (Canbaloglu, Treur, & Roelofsma, 2022a, 2022b; Canbaloglu, Treur, and Wiewiora, 2022a, 2022b); see also (Canbaloglu, Treur, & Wiewiora, 2022c). The relations for equilibrium values found are confirmed by the simulations that were performed.

7.1 Computational modeling of multilevel organisational learning

In recent work (Canbaloglu & Treur, 2021a, 2021b; Canbaloglu, Treur, & Roelofsma, 2022a, 2022b; Canbaloglu, Treur, & Wiewiora, 2022a, 2022b), it has been found out how multilevel organizational learning processes can be modeled in a systematic and conceptually transparent manner by self-modeling networks. To illustrate how the equilibrium analysis methods from the previous sections can be applied, the model described in (Canbaloglu, Treur, & Roelofsma, 2022b) is considered in particular. A picture of the overall connectivity of this second-order adaptive network model is shown in Figure 4. Here, mental models (Craik, 1943; Treur & Van Ments, 2022) are used to represent what is learnt. They are relational structures describing (by nodes and connections) blueprints of processes in the world that may occur or that are suggested to be followed in certain circumstances; for example, they can be used to specify medical protocols or workflow. Within an overall model for mental or social processes, mental models are modeled according to different levels, in relation to what is done with them:

- at the base level, the use of mental models by internal simulation
- at the first-order self-model level, the learning or adaptation (e.g. revision or forgetting) of them
- at the second-order self-model level, the control of the adaptation.

The focus is here on the learning by the first-order self-model level in the middle plane. This level includes 21 W-states representing the connection weights for seven mental models (each with three connections: a→b, b→c, c→d). From these seven mental models, four are from individuals A, B, C, D (left-hand side), two of them are shared mental models from teams T1 and T2 (middle), and one is the shared mental model from the organization O (right-hand side).

In the literature on multilevel organizational learning such as (Crossan et al., 1999; Kim, 1993; Wiewiora et al., 2019, 2020), feed forward learning indicates how shared team mental models can be learned from individual mental models and how shared mental models of the organization can be learned from shared team mental models (or in some cases also directly from individual mental models, in particular when there are no teams). This is modeled by the connections from left to right in the middle plane in Figure 4. In addition, in such literature, feedback learning indicates how teams can learn their mental models from a shared organization mental model and how individuals can learn their mental models from shared team mental models (or in some cases also directly from a shared organization mental model, in particular when there are no teams). This is modeled by the connections from right to left in the middle plane in Figure 4.
Such learning processes depend on some forms of control, for example, involving (among others) managers to initiate or approve certain steps or proposed steps; e.g. (Canbaloğlu, Treur, & Wiewiora, 2022b). For the equilibrium analysis addressed here, for the sake of presentation it is assumed that all required control actions are positive: they indicate green lights for all considered learning processes. Next, in subsequent sections it is shown how the equilibrium analysis results presented in the previous Sections 3–6 can be illustrated for this type of organizational learning model.

7.2. Applying equilibrium analysis under connectivity conditions to a network model for multilevel organisational learning

In this section, the equilibrium analysis approach discussed in Section 3 is applied to the example network model for multilevel organizational learning with connectivity depicted in Figure 4. In particular, this means application of Theorem 1 and Corollary 1. However, a similar analysis can also be obtained by applying Theorem 4 and Corollary 4 from Section 6 as they generalise Theorem 1 and Corollary 1 as noted at the end of Section 6. Subsequently, feed forward learning, feedback learning, and a sequential combination of them are addressed.

Feed forward learning

For equilibrium analysis of feed forward learning, the subnetwork depicted in Figure 5 is considered. Here it is assumed that due to the control that is applied the backward connections (from right to left) have weights 0. As this provides an acyclic network, Theorem 1 and Corollary 1 apply. Therefore, the following can be concluded for an equilibrium:

- Expressing equilibrium values of shared team mental models in terms of those of individual mental models
Figure 5. Only feed forward learning. The $W$-states of the four persons A to D form stratification level 0, the $W$-states of the two teams T1 and T2 form level 1, and the $W$-states of O form level 2.

- The equilibrium value of state $W_{a,T1,b,T1}$ for team T1’s shared team mental model is a function (the combination function of $W_{a,T1,b,T1}$) of the equilibrium values of states $W_{a,A,b,A}$ and $W_{a,B,b,B}$ for the individual mental models of A and B; for the case of connection weights 1 this is:

$$W_{a,T1,b,T1} = c_{W_{a,T1,b,T1}}(W_{a,A,b,A}, W_{a,B,b,B})$$

Here, $c_{W_{a,T1,b,T1}}(.)$ is the combination function used for aggregation for state $W_{a,T1,b,T1}$. Similarly, this can be done for $W_{b,T1,c,T1}$ and $W_{c,T1,d,T1}$, and for T2 instead of T1.

- Expressing equilibrium values of a shared organization mental model in terms of those of shared team mental models

  - The equilibrium value of state $W_{a,O,b,O}$ for the organization O’s shared mental model is a function (the combination function of $W_{a,O,b,O}$ composed with those of $W_{a,T1,b,T1}$ and $W_{a,T2,b,T2}$) of the equilibrium values of states $W_{a,A,b,A}$, $W_{a,B,b,B}$, $W_{a,C,b,C}$, and $W_{a,D,b,D}$ for the individual mental models of A, B, C, and D; for the case of connection weights 1 this is:

$$W_{a,O,b,O} = c_{W_{a,O,b,O}}(W_{a,A,b,A}, W_{a,B,b,B})$$

Here, $c_{W_{a,O,b,O}}(.)$ is the combination function used for aggregation for state $W_{a,O,b,O}$. Similarly, this can be done for $W_{b,O,c,O}$ and $W_{c,O,d,O}$.

- Expressing equilibrium values of a shared organization mental model in terms of those of individual mental models

  - The equilibrium value of state $W_{a,O,b,O}$ for the organization O’s shared mental model is a function (the combination function of $W_{a,O,b,O}$ composed with those of $W_{a,T1,b,T1}$ and $W_{a,T2,b,T2}$) of the equilibrium values of states $W_{a,A,b,A}$, $W_{a,B,b,B}$, $W_{a,C,b,C}$, and $W_{a,D,b,D}$ for the individual mental models of A, B, C, and D; for the case of connection weights 1 this is:

$$W_{a,O,b,O} = c_{W_{a,O,b,O}}(W_{a,A,b,A}, W_{a,B,b,B})$$

Here, $c_{W_{a,O,b,O}}(.)$ is the combination function used for aggregation for state $W_{a,O,b,O}$ and $c_{W_{a,T1,b,T1}}(.)$ and $c_{W_{a,T2,b,T2}}(.)$ are those for $W_{a,T1,b,T1}$ and $W_{a,T2,b,T2}$. Similarly, this can be done for $W_{b,O,c,O}$ and $W_{c,O,d,O}$. 
For example, if the $\text{max}$ function is used as combination function for all states and the connections in Figure 5 all have weight 1, then following the network connectivity the equilibrium value $W_{a,O,b,O}$ for state $W_{a,O,b,O}$ can be expressed in terms of the equilibrium values $W_{a,T1,b,T1}$, $W_{a,T2,b,T2}$, $W_{a,A,b,A}$, $W_{a,B,b,B}$, … for the teams and individuals as follows:

$$W_{a,O,b,O} = \text{max}(W_{a,T1,b,T1}, W_{a,T2,b,T2})$$

$$= \text{max}(\text{max}(W_{a,A,b,A}, W_{a,B,b,B}), \text{max}(W_{a,C,b,C}, W_{a,D,b,D}))$$

$$= \text{max}(W_{a,A,b,A}, W_{a,B,b,B}, W_{a,C,b,C}, W_{a,D,b,D})$$

In this way, it is predicted that the model will form a shared organization mental model by maximally incorporating the knowledge of each of the individuals.

**Feedback learning**

For equilibrium analysis of feedback learning, the subnetwork depicted in Figure 6 can be considered. Here it is assumed that due to the control that is applied the forward connections (from left to right) have weights 0. Again, as this provides an acyclic network, Theorem 1 and Corollary 1 apply. Therefore the following can be concluded for any equilibrium:

- Expressing equilibrium values of shared team mental models in terms of those of a shared organization mental model
  - The equilibrium value of state $W_{a,T1,b,T1}$ for team T1’s shared team mental model is a function (the combination function of $W_{a,T1,b,T1}$) of the equilibrium value of state $W_{a,O,b,O}$ for the organization O’s shared mental model; for the case of connection weights 1 this is:
    $$W_{a,T1,b,T1} = c_{W_{a,T1,b,T1}}(W_{a,O,b,O})$$
    Here, $c_{W_{a,T1,b,T1}}(\ldots)$ is the combination function used for aggregation for state $W_{a,T1,b,T1}$. Similarly, this can be done for $W_{b,T1,c,T1}$ and $W_{c,T1,d,T1}$, and for T2.

- Expressing equilibrium values of individual mental models in terms of those of shared team mental models
  - The equilibrium value of state $W_{a,A,b,A}$ for the individual mental model of A is a function (the combination function of $W_{a,A,b,A}$) of the equilibrium value of state

![Figure 6. Only feedback learning. Each $W$-state is by itself a strongly connected component as singleton. The $W$-states of O form stratification level 0, the $W$-states of the two teams T1 and T2 form level 1, and the $W$-states of the four persons A to D form level 2.](image-url)
for team T1’s shared team mental model; for the case of connection weights 1 this is:

\[ W_{a,T1,b,T1} = c_{W_{a,A,b,A}}(W_{a,T1,b,T1}) \]

Here, \( c_{W_{a,A,b,A}}(\cdot) \) is the combination function used for aggregation for state \( W_{a,A,b,A} \). Similarly, this can be done for \( W_{b,A,c,A} \) and \( W_{c,A,d,A} \) and for persons B, C, and D instead of A.

- Expressing equilibrium values of individual mental models in terms of those of a shared organization mental model
  - The equilibrium value of state \( W_{a,A,b,A} \) for the individual mental model of A is a function (the combination function of \( W_{a,A,b,A} \) composed with the one of \( W_{a,T1,b,T1} \)) of the equilibrium value of state \( W_{a,O,b,O} \) for the organization O’s shared mental model; for the case of connection weights 1 this is:
    \[ W_{a,A,b,A} = c_{W_{a,A,b,A}}(W_{a,T1,b,T1}) = c_{W_{a,A,b,A}}(c_{W_{a,T1,b,T1}}(W_{a,O,b,O})) \]

Here, \( c_{W_{a,A,b,A}}(\cdot) \) is the combination function used for aggregation for state \( W_{a,A,b,A} \) and \( c_{W_{a,T1,b,T1}}(\cdot) \) is the combination function used for aggregation for state \( W_{a,T1,b,T1} \). Similarly, this can be done for for \( W_{b,A,c,A} \) and \( W_{c,A,d,A} \) and for persons B, C, and D instead of A.

As a more specific example, if the \( \text{max} \) function is used as combination function for all states as was done in (Canbaloğlu, Treur, & Roelofsma, 2022b) and the connections in Figure 6 all have weight 1, then the equilibrium value \( W_{a,A,b,A} \) for state \( W_{a,A,b,A} \) can be expressed in terms of the equilibrium values \( W_{a,T1,b,T1} \) and \( W_{a,O,b,O} \) for the teams and individuals as follows:

\[ W_{a,A,b,A} = \text{max}(W_{a,T1,b,T1}) = \text{max}(\text{max}(W_{a,O,b,O})) = W_{a,O,b,O} \]

This shows how each person gets a perfect individual mental model based on perfect knowledge transfer from the shared mental model of the organization. This perfection depends on the connection weights 1. If (some of) these connection weights are < 1, less perfect learning can be modeled.

**Feedforward learning until equilibrium followed by feedback learning until equilibrium:**

Next a scenario is considered where by applying control in a first phase feed forward learning takes place (forward connections weight 1, backward connections weight 0) until an equilibrium is reached and subsequently in a second phase feedback learning (forward connections weight 0, backward connections weight 1) until again an equilibrium is reached. In this case, we can combine the two equilibrium analyses above in a sequential manner. Then nesting of combination functions of 4 levels deep takes place as follows.

\[ W_{a,A,b,A} = c_{W_{a,A,b,A}}(W_{a,T1,b,T1}) = c_{W_{a,A,b,A}}(c_{W_{a,T1,b,T1}}(W_{a,O,b,O})) \]
For example, specifically assuming the \textit{max} function for all combination functions:

\[
W_{a, A, b_A} = \max(W_{a, T1, b_{T1}})
\]

\[
= \max(\max(W_{a, O, b_O}))
\]

\[
= \max(\max(\max(W_{a, T1, b_{T1}}, W_{a, T2, b_{T2}})))
\]

\[
= \max(\max(\max(\max(W_{a, A, b_A}, W_{a, B, b_B}), \max(W_{a, C, b_C}, W_{a, D, b_D}))))
\]

This predicts that using this type of aggregation, every individual gets a mental model representing equal knowledge, based on the maximal knowledge available among individuals A, B, C, and D.

7.3. Application of equilibrium analysis for comparison relations

Next, it is illustrated how equilibrium analysis based on comparison relations as presented in Sections 4 and 5 can be applied to the considered network model for multilevel organizational learning. In particular, this involves application of Theorem 2 and 3 and Corollaries 2 and 3. For example:

- Theorem 2a) indicates that higher initial values will lead to higher equilibrium values. For example, applied to feed forward learning as considered in Section 7.2, this makes that for monotonically increasing combination functions used for aggregation, higher initial values for all \(W\)-states will lead to higher equilibrium values for all \(W\)-states.

- As another example, Corollary 2a) expresses that when \textit{slogistic} is used, then a higher threshold value will lead to lower equilibrium values. Applied to feed forward learning as considered in Section 7.2, this provides the following:

\[
W_{a, O, b_O} \leq W'_{a, O, b_O}
\]

when \(W'_{a, O, b_O}\) is achieved using a lower threshold value

- Theorem 3 expresses, for example, that all normalised monotonically increasing scalar-free functions lead to equilibrium values \(W_{a, O, b_O}\) between the equilibrium values \(W''_{a, O, b_O}\) and \(W'_{a, O, b_O}\) obtained when \textit{min} or \textit{max} functions are used:

\[
W''_{a, O, b_O} \leq W_{a, O, b_O} \leq W'_{a, O, b_O}
\]

7.4. Application of equilibrium analysis based on strongly connected components

Finally, it is discussed how Theorem 4 and Corollary 4 from Section 6 can be applied. As these can be considered generalisations of the results for acyclic networks in Section 3, they can also be used to obtain what is discussed in Section 7.2 (noticing that in these cases each state of the network forms a strongly connected component). However, here they are applied to the case that feed forward and feedback learning take place in a fully integrated manner. Then the picture with both left-to-right and right-to-left
arrows shown in Figure 7 applies. Now not each state forms a strongly connected component but there are only three larger strongly connected components (each consisting of 7 W-states), indicated in Figure 7 by different colours:

\[ C_1 = \{ W_{a,Z,b,Z} | Z \in \{A, B, C, D, T1, T2, O\} \} \] (highlighted purple in Figure 7)

\[ C_2 = \{ W_{b,z,c,Z} | Z \in \{A, B, C, D, T1, T2, O\} \} \] (highlighted green in Figure 7).

\[ C_3 = \{ W_{c,Z,d,Z} | Z \in \{A, B, C, D, T1, T2, O\} \} \] (highlighted yellow in Figure 7)

It can be noted that there are no mutual connections between these three components; therefore all three have stratification level 0. By Theorem 4a) it follows that in an equilibrium, for each of the three components \( C_i \), all states in it will have the same equilibrium value:

\[ C_1: W_{a,Z,b,Z} = W_{a,Z',b,Z'} \text{ for all } Z, Z' \in \{A, B, C, D, T1, T2, O\} \]

\[ C_2: W_{b,Z,c,Z} = W_{b,Z',c,Z'} \text{ for all } Z, Z' \in \{A, B, C, D, T1, T2, O\} \]

\[ C_3: W_{c,Z,d,Z} = W_{c,Z',d,Z'} \text{ for all } Z, Z' \in \{A, B, C, D, T1, T2, O\} \]

But note that these common equilibrium values within each of the three components may differ for different components due to the lack of mutual connections between the components.

8. Equilibrium analysis for nonlinear aggregation: two examples

In this section, it is discussed how some specific nonlinear scalar-free functions introduced for aggregation can somehow be transformed by a kind of coordinate transformation into linear functions and how based on that their equilibrium equations can be solved analytically by applying a symbolic linear solver to the transformed equations. These transformations apply instances of the underlying mathematical concept of conjugate relation between functions, a concept that will be analysed in more depth in Section 9.

8.1. Symbolic Solving of nonlinear equilibrium equations for Euclidean functions

It was found that two specific types of scalar-free functions can be related to linear functions by a so-called function conjugate relation. This is not only a theoretical result (which

![Figure 7](image-url)
will be addressed in more depth in Section 9) but can also be used in practice to solve equilibrium equations for them. The idea is to transform the equilibrium equations of non-linear functions into linear equations, solve these linear equations by a symbolic solver and transform the found solutions back. This will be illustrated for two examples, for a euclidean function $\text{euc}_{n,\lambda}$ in the current Section 8.1 and for a geometric function in Section 8.2. The euclidean combination function is defined by:

$$\text{euc}_{n,\lambda}(V_1, \ldots, V_k) = \sqrt[n]{\frac{V_1^n + \ldots + V_k^n}{\lambda}}$$

As analysed further in Section 9, this function can be written as a conjugate relation.

$$\text{euc}_{n,\lambda} = \theta^{-1} \circ f \circ \theta \quad \text{where} \quad \theta(X) = X^n \quad \text{and} \quad f(V_1, \ldots, V_k) = (V_1 + \ldots + V_k)/\lambda$$

$$\text{and} \quad \theta(V_1, \ldots, V_k) = (\theta(V_1), \ldots, \theta(V_k)).$$

An equilibrium equation involving this combination function for a state $Y = X_j$ typically is of the form

$$X_j = \sqrt[n]{\frac{V_1^n + \ldots + V_k^n}{\lambda}}$$

where $V_i = \omega_{X_i, X_j} X_i(t)$ are single impacts of $X_i$ on $X_j$.

This can be rewritten into

$$X_j^n = (\omega_{X_1, X_j} X_1^n + \ldots + \omega_{X_k, X_j} X_k^n) / \lambda$$

Now take $Y_i = \theta(X_i) = X_i^n$ (with inverse relation $X_i = \theta^{-1}(Y_i) = \sqrt[n]{Y_i}$) and rewrite the above equation into a linear equation in $Y_i$, this obtains

$$Y_j = (\omega_{X_1, X_j} Y_1 + \ldots + \omega_{X_k, X_j} Y_k) / \lambda$$

$$\lambda Y_j = \omega_{X_1, X_j} Y_1 + \ldots + \omega_{X_k, X_j} Y_k$$

According to the criterion in Section 2, for the linear case of a sum function, for the example shown in Figure 3 the equation expressing that state $p_{s_4}$ is stationary at time $t$ is.

$$\omega_{\text{responding}} X_3(t) + \omega_{\text{amplifying}} X_5(t) = X_4(t)$$

which in a simplified notation is the following equation for the state values $X_3, X_4, X_5$ for the three states:

$$\omega_{\text{responding}} X_3 + \omega_{\text{amplifying}} X_5 = X_4$$

Now, consider that for $p_{s_4}$ (which is $X_4$) and the other states a weighted Euclidean combination function $\text{euc}_{2,\lambda}(V_1, V_2)$ of order 2 is used. Remember from the above analysis that:

$$\text{euc}_{2,\lambda} = \theta^{-1} \circ f \circ \theta \quad \text{where} \quad \theta(X) = X^2 \quad \text{and} \quad f(V_1, V_2) = (V_1 + V_2)/\lambda.$$  

Note that

$$V_1 = \omega_{\text{responding}} X_3$$

$$V_2 = \omega_{\text{amplifying}} X_5$$
According to this, putting \( Y_i = \theta(V_i) = V_i^2 \), the above equation for \( X_4 \) becomes

\[
\sqrt{((\omega_{\text{responding}} X_3)^2 + (\omega_{\text{amplifying}} X_5)^2)/\lambda} = X_4
\]

\[
((\omega_{\text{responding}} X_3)^2 + (\omega_{\text{amplifying}} X_5)^2)/\lambda = X_4^2
\]

\[
(\omega_{\text{responding}} Y_3 + \omega_{\text{amplifying}} Y_5)/\lambda = Y_4
\]

Using \( Y_i = \theta(V_i) = V_i^2 \), all equations become

\[
Y_1 = \omega_{sensing}^2 Y_1 = Y_1
\]

\[
Y_2 = \omega_{sensing}^2 Y_2 = Y_2
\]

\[
Y_3 = \omega_{representing}^2 Y_3 = Y_3
\]

\[
Y_4 = \omega_{representing}^2 Y_3 + \omega_{amplifying}^2 Y_5 = \lambda Y_4
\]

\[
Y_5 = \omega_{predicting}^2 Y_4 = Y_5
\]

\[
Y_6 = \omega_{executing}^2 Y_5 = Y_6
\]

This transforms the quadratic equations in the \( X_i \) into linear equations in \( Y_i \). These linear equations can be solved symbolically in an automated manner by a Linear Solver, such as the WIMS solver available online at URL [https://wims.univ-cotedazur.fr/wims/en_tool~linear~linsolver.en.html](https://wims.univ-cotedazur.fr/wims/en_tool~linear~linsolver.en.html).

In Figure 8 it is shown how this set of equations was entered in this Linear Solver and (in the shaded lower area) what solutions are found. These solutions are (note that \( a \) is used as a parameter for an assumed stimulus level represented by \( X_1 \)) translated back from the \( Y_i \) to the solutions in terms of the \( X_i \) as follows:

\[
X_1^2 = a^2
\]

\[
X_2 = \omega_{sensing}^2 a^2
\]

\[
X_3 = \omega_{representing}^2 \omega_{sensing}^2 a^2
\]

\[
X_4 = \omega_{responding}^2 \omega_{representing}^2 \omega_{sensing}^2 a^2 / (\lambda - \omega_{amplifying}^2 \omega_{predicting}^2)
\]

\[
X_5 = \omega_{predicting}^2 \omega_{responding}^2 \omega_{representing}^2 \omega_{sensing}^2 a^2 / (\lambda - \omega_{amplifying}^2 \omega_{predicting}^2)
\]

\[
X_6 = \omega_{executing}^2 \omega_{predicting}^2 \omega_{responding}^2 \omega_{representing}^2 \omega_{sensing}^2 a^2 / (\lambda - \omega_{amplifying}^2 \omega_{predicting}^2)
\]

Figure 8. Using the WIMS Linear Solver to solve the nonlinear equilibrium equations for weighted Euclidean functions used for aggregation within the example network.
Therefore, the solutions are (assuming all are nonnegative):

\[ X_1 = \alpha \]
\[ X_2 = \omega_{\text{sensing}} \alpha \]
\[ X_3 = \omega_{\text{representing}} \omega_{\text{sensing}} \alpha \]
\[ X_4 = \omega_{\text{representing}} \omega_{\text{amplifying}} \alpha / \sqrt{\lambda - \omega_{\text{amplifying}}^2 \omega_{\text{predicting}}^2} \]
\[ X_5 = \omega_{\text{representing}} \omega_{\text{amplifying}} \alpha / \sqrt{\lambda - \omega_{\text{amplifying}}^2 \omega_{\text{predicting}}^2} \]
\[ X_6 = \omega_{\text{representing}} \omega_{\text{amplifying}} \alpha / \sqrt{\lambda - \omega_{\text{amplifying}}^2 \omega_{\text{predicting}}^2} \]

This provides explicit predictions for the equilibrium values that are reached. In particular, for all connection weights except \( \omega_{\text{representing}} \) and \( \omega_{\text{amplifying}} \) which are 0.5 and \( \lambda = 0.5 \) (which guarantees normalisation), the predicted values are \( X_i = \alpha \) for all \( i \), which is confirmed from a practical perspective by example simulations performed.

### 8.2. Solving nonlinear equations for geometric functions

In this section the scaled geometric mean combination function \( \text{sgeomean}_\lambda \) is addressed. For this, the following conjugate relation holds:

\[ \text{sgeomean}_\lambda = c \theta^{-1} \text{ of } \alpha \theta \text{ where } c = 1/\sqrt{\lambda} \text{ holds for } \theta = \log \]

\[ f(V_1, \ldots, V_k) = (V_1 + \ldots + V_k)/k \text{ and } \theta(V_1, \ldots, V_k) = (\theta(V_1), \ldots, \theta(V_k)). \]

An equilibrium equation involving this combination function for state \( Y = X_j \) typically is of the form

\[ X_j = \omega_{X_j, \lambda} X_1 \ldots \omega_{X_j, \lambda} X_k \]

An equilibrium equation involving this combination function for state \( Y = X_j \) typically is of the form

\[ X_j = \sqrt[\lambda]{V_1 \ldots V_k} \text{ where } V_i = \omega_{X_j, \lambda} X_j(t) \text{ are single impacts} \]

This can be rewritten into the following set of equilibrium equations (assuming all arguments positive):

\[ X_j^k = (\omega_{X_j, \lambda} X_1 \ldots \omega_{X_j, \lambda} X_k)/\lambda \]

\[ \lambda X_j^k = \omega_{X_j, \lambda} X_1 \ldots \omega_{X_j, \lambda} X_k \]

\[ \log (\lambda X_j^k) = \log (\omega_{X_j, \lambda} X_1 \ldots \omega_{X_j, \lambda} X_k) \]

\[ \log (\lambda) + k \log (X_j) = \log (\omega_{X_j, \lambda} X_1) + \log (X_1) + \ldots + \log (\omega_{X_j, \lambda} X_k) + \log (X_k) \]

Take \( Y_j = \log(X_j) \) (with inverse relation \( X_j = \exp(Y_j) \)) and rewrite into a linear equation in variables \( Y_j \):

\[ \log(\lambda) + k Y_j = \log(\omega_{X_j, \lambda} X_1) + Y_1 + \ldots + \log(\omega_{X_j, \lambda} X_k) + Y_k \]

\[ Y_1 + \ldots + Y_k - k Y_j = \log(\lambda) - (\log(\omega_{X_j, \lambda} X_1) + \ldots + \log(\omega_{X_j, \lambda} X_k)) \]

\[ Y_1 + \ldots + Y_k - k Y_j = \log(\lambda/(\omega_{X_j, \lambda} X_1 \ldots \omega_{X_j, \lambda} X_k)) \]

As an illustration, assume in the example of Figure 3 for \( \text{ps}_a \) (which is \( X_4 \)) the combination function \( \text{sgeomean}_\lambda \) is used, with \( k = 2 \) and \( \lambda = 0.5 \) and for the other states \( X_2, X_3, X_5, X_6 \) the
function \( \text{sgeomean}_\lambda(V_1) \) is used, with \( \lambda = 1 \), which is the identity function. Then the equation for \( X_4 \) becomes:

\[
Y_3 + Y_5 - 2Y_4 = \log \left( \frac{\lambda}{\omega_{\text{responding}} \omega_{\text{amplifying}}} \right)
\]

Using \( Y_i = \log(X_i) \) for all states all equations are transformed into the following set of linear equations in the variables \( Y_i \):

\[
\begin{align*}
Y_1 \quad & \text{ws} \quad Y_1 = Y_1 \\
Y_2 \quad & \text{ss} \quad \log(\omega_{\text{sensing}}) + Y_1 = Y_2 \\
Y_3 \quad & \text{srs} \quad \log(\omega_{\text{representing}}) + Y_2 = Y_3 \\
Y_4 \quad & \text{ps} \quad Y_3 + Y_5 - 2Y_4 = \log \left( \frac{\lambda}{\omega_{\text{responding}} \omega_{\text{amplifying}}} \right) \\
Y_5 \quad & \text{srs} \quad \log(\omega_{\text{predicting}}) + Y_4 = Y_5 \\
Y_6 \quad & \text{es} \quad \log(\omega_{\text{executing}}) + Y_5 = Y_6
\end{align*}
\]

Again applying the Linear Solver to them, as shown in Figure 9, provides the following solutions (See the lower, shaded part of Figure 9):

\[
\begin{align*}
b &= \log \left( \frac{\lambda}{\omega_{\text{responding}} \omega_{\text{amplifying}}} \right) \\
\log(X_1) &= \log(a) \\
\log(X_2) &= \log(\omega_{\text{sensing}}) + \log(a) \\
\log(X_3) &= \log(\omega_{\text{representing}}) + \log(\omega_{\text{sensing}}) + \log(a) \\
\log(X_4) &= \log(\omega_{\text{responding}}) + \log(\omega_{\text{representing}}) + \log(\omega_{\text{sensing}}) + \log(a) - b \\
\log(X_5) &= 2 \log(\omega_{\text{predicting}}) + \log(\omega_{\text{representing}}) + \log(\omega_{\text{sensing}}) + \log(a) - b \\
\log(X_6) &= \log(\omega_{\text{executing}}) + 2 \log(\omega_{\text{predicting}}) + \log(\omega_{\text{representing}}) + \log(\omega_{\text{sensing}}) + \log(a) - b
\end{align*}
\]

Therefore, the solutions are:

**Figure 9.** Using the WIMS Linear Solver to solve the nonlinear equilibrium equations for weighted geometric functions used for aggregation within the example network.
Substituting 0.5 for \( \omega_{\text{responding}} \), \( \omega_{\text{amplifying}} \), and \( \lambda \) and 1 for the other connection weights, again provides \( X_i = a \) for all \( i \), which again is confirmed from a practical perspective by example simulations.

9. On conjugate relations used for function transformation

In Section 8 it was found how some specific types of nonlinear functions (weighted Euclidean and geometric functions) used for aggregation can be transformed by some kind of coordinate transformation into linear functions and how that can be used to obtain equilibrium analysis for those nonlinear functions. In the setting of linear algebra, coordinate transformations are often formulated as

\[
B = \theta^{-1} A \theta,
\]

where \( A \) is the matrix of some linear map under the original coordinate system, \( B \) the one for a new coordinate system and \( \theta \) (which in this setting is also a matrix) defines the transformation from the original to the new coordinate system; e.g. (Anton, 1987; Nering, 1970).

In a more general setting of algebra within mathematics, such a relation \( B = \theta^{-1} A \theta \) between \( A \) and \( B \) is often called a conjugate relation; e.g. (Dummit & Foote, 2004). In Section 8, it was found that in a different setting of (k-ary) functions on the real numbers such conjugate relations also occur in a useful manner in the ways in which some types of nonlinear functions can be related to linear functions. So, this concept of conjugate relation at least for some cases appears to provide a bridge to cross the border between linear and nonlinear functions for aggregation. Therefore it deserves investigation in some more depth in the current section.

9.1. Additive, multiplicative, log-like, and exp-like functions and their characterisation

In this section a few basic types of functions (additive, multiplicative, log-like, exp-like) that are relevant for what has been found in previous sections are discussed in more detail. They are the types of functions \( \theta \) that can be useful in particular to define conjugate relations between functions used for aggregation in networks. Again, proofs can be found in the Appendix section.

Below, the subset \( \mathbb{R} \subseteq \mathbb{R} \) used as domain for the considered functions \( \theta \) in principle will be \( \mathbb{R} \) or an interval within \( \mathbb{R} \) of the form \( \mathbb{R}_{>0} = (0, \infty) \), although in some cases also other intervals may be considered. Note that the symbol \( \circ \) is used to denote function composition (\( g \circ f \) is read for functions \( f \) and \( g \) as ‘\( g \) over \( f \)’ or ‘\( g \) on \( f \)’). Sometimes it is left out: \( gf \).
means \( g \circ f \). The domain of a function \( f \) is denoted by \( \text{Dom}(f) \) and the range \( f(\text{Dom}(f)) \) by \( \text{Range}(f) \).

**Definition (additive, multiplicative, log-like, exp-like)**

a) A function \( \theta : \mathbb{R} \to \mathbb{R} \) is called **additive** if \( \theta(\alpha + \beta) = \theta(\alpha) + \theta(\beta) \) for all \( \alpha, \beta \in \mathbb{R} \).

b) A function \( \theta : \mathbb{R} \to \mathbb{R} \) is called **multiplicative** if \( \theta(\alpha \beta) = \theta(\alpha) \theta(\beta) \) for all \( \alpha, \beta \in \mathbb{R} \).

c) A function \( \theta : \mathbb{R} \to \mathbb{R} \) is called **log-like** if \( \theta(\alpha \beta) = \theta(\alpha) + \theta(\beta) \) for all \( \alpha, \beta \in \mathbb{R} \).

d) A function \( \theta : \mathbb{R} \to \mathbb{R} \) is called **exp-like** if \( \theta(\alpha + \beta) = \theta(\alpha) \theta(\beta) \) for all \( \alpha, \beta \in \mathbb{R} \).

e) The standard (natural, based on the number \( e \)) exponential and logarithmic functions will be denoted by \( \exp \) and \( \log \), respectively.

Note that multiplicative and log-like functions are typically used for domains \( \mathbb{R} \) that are closed under multiplication and division such as \( \mathbb{R}_{>0} \), whereas additive and exp-like functions are typically used for domains \( \mathbb{R} \) that are closed under addition and subtraction such as \( \mathbb{R} = \mathbb{R} \). The following proposition shows some properties for these functions.

**Proposition 6** (relating additive, multiplicative, log-like, and exp-like functions)

Let \( \theta : \mathbb{R} \to \mathbb{S} \) be any function for a finite or infinite interval \( \mathbb{R} \) in \( \mathbb{R} \), then it holds:

a) If \( \theta \) is multiplicative and \( \mathbb{S} \subseteq \mathbb{R}_{>0} \), then \( \log \circ \theta \) is log-like.

b) If \( \mathbb{R} \subseteq \mathbb{R}_{>0} \) and \( \theta \) is log-like, then \( \theta \circ \exp \) is additive.

c) If \( \theta \) is exp-like, then \( \log \circ \theta \) is additive.

d) If \( \theta \) is multiplicative and \( \mathbb{S} \subseteq \mathbb{R}_{>0} \), then \( \log \circ \theta \circ \exp \) is additive.

e) For any multiplicative function such that \( \theta(\alpha) = 0 \) for some \( \alpha \neq 0 \), it holds that \( \theta(\alpha) = 0 \) for all \( \alpha \). For any nonzero multiplicative function \( \theta \) it holds \( \theta(1) = 1 \) and \( \theta(\alpha^{-1}) = \theta(\alpha)^{-1} \) for all \( \alpha \).

f) If a multiplicative \( \theta \) is injective on \( \text{Dom}(\theta) \), then it has an inverse \( \theta^{-1} \) with \( \text{Dom}(\theta^{-1}) = \text{Range}(\theta) \) and \( \text{Range}(\theta^{-1}) = \text{Dom}(\theta) \); this inverse \( \theta^{-1} \) is also multiplicative.

The following theorem provides characterisations of these different types of functions.

**Theorem 5** (characterisation of additive, multiplicative, log-like and exp-like)

Let \( \nu : \mathbb{R} \to \mathbb{R} \) be continuous. Then the following hold.

a) Assume \( \mathbb{R} \subseteq \mathbb{R} \) is closed under addition and subtraction with \( 1 \in \mathbb{R} \), then it holds \( \theta \) is additive \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = c \times X \).

b) Assume \( \mathbb{R} \subseteq \mathbb{R}_{>0} \) is closed under multiplication and division with \( e \in \mathbb{R} \), then it holds \( \theta \) is multiplicative \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = X^c \).

c) Assume \( \mathbb{R} \subseteq \mathbb{R}_{>0} \) is closed under multiplication and division with \( e \in \mathbb{R} \), then it holds \( \theta \) is log-like \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = \log(X) \).

d) Assume \( \mathbb{R} = \mathbb{R} \) is closed under addition and subtraction with \( 1 \in \mathbb{R} \), then it holds \( \theta \) is exp-like \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = \exp(cX) \).
9.2. Relating weakly scalar-free functions and scalar-free functions

In this section, it is explored in some depth how weakly scalar-free functions and scalar-free functions can be related to each other.

Definition (cartesian product function)
For functions $\theta_1, \ldots, \theta_k: \mathbb{R} \to \mathbb{R}$ their cartesian product function $X = \prod_{i=1}^k \theta_i: \mathbb{R}^k \to \mathbb{R}^k$ is defined by $X(V_1, \ldots, V_k) = (\theta_1(V_1), \ldots, \theta_k(V_k))$

When all $\theta_i$ are equal to one $\theta$, this cartesian product function $X = \prod_{i=1}^k \theta_i$ is also denoted by $X^k\theta$, and then is also called a cartesian power function of $\theta$; moreover, in that case $X = \prod_{i=1}^k \theta_i$ is often denoted simply by $\theta$, by considering the function $\theta$ as being extended to multiple variables by $\theta(V_1, \ldots, V_k) = (\theta(V_1), \ldots, \theta(V_k))$.

The following theorem describes some properties of scalar-free and weakly scalar-free functions. Again, proofs can be found in the Appendix section.

Theorem 6 (relating weakly scalar-free and scalar-free functions)
Consider functions $f: \mathbb{R}^k \to \mathbb{R}$ and $\theta: \mathbb{R} \to \mathbb{R}$ for some subset $\mathbb{R} \subseteq \mathbb{R}$ which is $\mathbb{R}$ or $\mathbb{R}_{>0}$.

a) If a nonzero function $f$ is weakly scalar-free for function $\theta$, then $\theta$ is multiplicative.

If, moreover, $f$ is (strictly) monotonically increasing and has at least one positive value, then $\theta$ is also (strictly) monotonically increasing. Therefore for the strict monotonically increasing case, $\theta$ is injective and has an inverse $\theta^{-1}$ on $\text{Range}(\theta)$, which is also multiplicative.

b) Any nonzero multiplicative function $\theta$ is weakly scalar-free for itself.

c) For any weakly scalar-free function $f$ for $\theta$ the following are equivalent:

(i) $\text{Range}(f) \subseteq \text{Range}(\theta)$

(ii) For all $V_1, \ldots, V_k$ an $a \in \mathbb{R}$ exists such that $f(aV_1, \ldots, aV_k) = 1$

d) For each weakly scalar-free function $f: \mathbb{R}^k \to \mathbb{R}$ for any injective $\theta$, the function $g$: $\text{Range}(\theta)^k \to \mathbb{R}$ defined by $g = f \circ \theta^{-1}$ is scalar-free. If, moreover, $\text{Range}(f) \subseteq \text{Range}(\theta)$, then also the function $h: \mathbb{R}^k \to \mathbb{R}$ defined by $h = \theta^{-1}f$ is scalar-free. For strictly increasing $f$ and $\theta$, these functions $g, h$ are strictly increasing too.

e) For each set of strictly increasing and weakly scalar-free functions $f_i: \mathbb{R}^k \to \mathbb{R}_{>0}$ for the same strictly increasing $\theta$, for any linear combination $f$ of the $f_i$ with positive coefficients, the function $g: \mathbb{R}^k \to \mathbb{R}$ defined by $g = f \circ \theta^{-1}$ is strictly increasing and scalar-free. If, moreover, $\text{Range}(f) \subseteq \text{Range}(\theta)$, then also the function $h: \mathbb{R}^k \to \mathbb{R}$ defined by $h = \theta^{-1}f$ is strictly increasing and scalar-free.

f) If $f: \mathbb{R}^k \to \mathbb{R}$ is scalar-free, $\theta: \mathbb{R} \to \mathbb{R}$ is multiplicative and $g = f \circ \theta: \mathbb{R}^k \to \mathbb{R}$, then $g$ is weakly scalar-free for $\theta$. This holds in particular if $f$ is linear.

Examples (from weakly scalar-free to scalar-free functions)
From Theorem 6d) it follows that the function.

$$g(V_1, V_2, V_3) = \theta^{-1}f(V_1, V_2, V_3) = \sqrt{(w_1 V_1 + w_2 V_2 + w_3 V_3) V_4}$$

is scalar-free. Also, by Theorem 6e)

$$h(V_1, V_2, V_3) = \sqrt{(w_1 V_1 + w_2 V_2 + w_3 V_3) V_4} / \lambda$$

is scalar-free.
9.3. **Using conjugate relations to obtain and analyse scalar-free functions**

Next, it is analysed how from given scalar-free functions other scalar-free functions can be obtained by applying some transformation. The type of transformation applied can be interpreted as a form of scale transformation or coordinate transformation. It is done by generating conjugates of scalar-free functions defined as follows.

**Definition (function conjugates)**

Let subsets $R, S \subseteq \mathbb{R}$ be given. The function $g: S^k \rightarrow S$ is a (function) conjugate of $f: R^k \rightarrow R$ by $\theta$ if $\theta: S \rightarrow R$ is a bijective function and $g = \theta^{-1} \circ f \circ \theta$.

**Proposition 7** (function conjugate operator)

Let subsets $R, S \subseteq \mathbb{R}$ be given, and functions $g: S^k \rightarrow S, f: R^k \rightarrow R$, and bijective $\theta: S \rightarrow R$.

Then the following hold:

a) Then the following are equivalent:
   - (i) $g$ is a function conjugate of $f$ by $\theta$
   - (ii) The following commutation rules hold: $\theta \ g = f \ \theta$ and $\theta^{-1} f = g \ \theta^{-1}$

b) If a) (i) and (ii) hold, then for any $g$ such an $f$ is unique and can be denoted by $f = S_\theta(g)$ for a function conjugate operator $S_\theta$, similarly, $g = S_{\theta^{-1}}(f)$ for function conjugate operator $S_{\theta^{-1}}$, so it holds: $\theta \ g = S_\theta(g) \ \theta$ and $\theta^{-1} f = S_{\theta^{-1}}(f) \ \theta^{-1}$

These operators $S_\theta$ and $S_{\theta^{-1}}$ are each other’s inverse and they preserve function addition and composition: for all $f, g, f_1, f_2, g_1$ and $g_2$ of proper types it holds:

$$
S_{\theta^{-1}}S_\theta(g) = g
$$

$$
S_\theta S_{\theta^{-1}}(f) = f
$$

$$
S_\theta(g_1 + g_2) = S_\theta(g_1) + S_\theta(g_2)
$$

$$
S_\theta(g_1 \circ g_2) = S_\theta(g_1) \circ S_\theta(g_2)
$$

$$
S_{\theta^{-1}}(f_1 + f_2) = S_{\theta^{-1}}(f_1) + S_{\theta^{-1}}(f_2)
$$

$$
S_{\theta^{-1}}(f_1 \circ f_2) = S_{\theta^{-1}}(f_1) \circ S_{\theta^{-1}}(f_2)
$$

Moreover, when conjugate operators $S_{\theta_1}$ and $S_{\theta_2}$ for $\theta_1$ and $\theta_2$ are applied in turn, it holds

$$
S_{\theta_1}S_{\theta_2}(g) = S_{\theta_1\theta_2}(g) \text{ for all } g
$$

In this section, it is established that specific nonlinear functions are scalar-free. First, in a more general setting in Theorem 7 this will be addressed for weighted euclidean functions. Moreover, it is analysed how weighted euclidean functions can be related to linear functions: it turns out that they can be interpreted as conjugates of linear functions via some multiplicative function $\theta$. This is explained by the following:

**Theorem 7** (from scalar-free functions to scalar-free conjugates by multiplicative $\theta$)

a. For any scalar-free function $f: R^k \rightarrow R$ with $R = \mathbb{R}_{\geq 0}$, all of its conjugates $\theta^{-1} \circ f \circ \theta$ by a multiplicative $\theta: R \rightarrow R$ are also scalar-free.
b. More specifically, for any scalar-free function $f$, for any positive real number $n$ the function $g$ defined by
\[ g(V_1, \ldots, V_k) = \sqrt[n]{f(V_1^n, \ldots, V_k^n)} \]
is a conjugate $\theta^{-1} \circ \theta$ of $f$ by the multiplicative function $\theta : X \to X^0$ and therefore is also scalar-free.

c. All weighted Euclidean functions are conjugates of linear functions by a multiplicative function $\theta$ and therefore are scalar-free. In particular, this holds for all functions $\text{eucl}_{n, \lambda}$.

Next, in a more general setting in Theorem 8 it is established that weighted geometric functions are scalar-free and how they can be related to linear functions. Again, it turns out that they can be considered conjugates of linear functions, this time not via a multiplicative function but via a log-like function $\theta$. This is explained by the following:

**Theorem 8** (from linear to scalar-free conjugates by log-like $\theta$)

a) For any normalised linear function all of its conjugates $\theta^{-1} \circ \theta$ by a log-like $\theta$ are scalar-free.
b) More specifically, for any normalised linear function $f$, the function $g$ defined by
\[ g(V_1, \ldots, V_k) = \exp(f(\log(V_1), \ldots, \log(V_k))) \]
is a conjugate $\theta^{-1} \circ \theta$ of a linear function by the standard log-like function $\theta = \log$ and therefore is scalar-free.
c) All weighted geometric functions are conjugates of a normalised linear function by a log-like function $\theta$ and therefore are scalar-free. In particular, this also holds for all functions $\text{sgeomean}_{\lambda}$.

Note that in Theorem 8c) the scaled geometric mean function $\text{sgeomean}_1$ is scalar-free as it is a special case of a weighted geometric function with all weights 1 and therefore $\text{sgeomean}_1 = \theta^{-1} \circ \theta$ with $f$ linear and normalised, whereas $\text{sgeomean}_\lambda$ for $\lambda \neq 1$ is not a weighted geometric function and conjugate itself but it is a constant factor $c = 1/\sqrt[\lambda]{\lambda}$ times the weighted geometric function, so $\text{sgeomean}_\lambda = c \theta^{-1} \circ \theta$; therefore it follows that $\text{sgeomean}_\lambda$ is scalar-free too (which also can be verified from the formula for $\text{sgeomean}_\lambda$).

10. Discussion

In this paper, equilibrium analysis was addressed for network models. A main application focus was on organizational learning (Crossan et al., 1999; Kim, 1993; Wiewiora et al., 2019; Wiewiora et al., 2020) and in particular computational network models for it (Canbaloglu, Treur, & Roelofsma, 2022a; Canbaloglu, Treur, & Wiewiora, 2022a, 2022b, 2022c).

In the paper, it was shown how, in contrast to often held beliefs, certain classes of non-linear functions used for aggregation in network models enable analysis of the emerging dynamics like linear functions do. One of the methods used is the one from (Treur, 2020a), describing equilibrium analysis based on stratification for a network’s strongly connected
components (Bloem et al., 2006; Fleischer et al., 2000; Harary et al., 1965; Łacki, 2013; Wijs et al., 2016). The presented work adopts elements from (Treur, 2020a), but also includes a number of new concepts and methods introduced here especially for this type of network analysis, such as weakly scalar-free functions, conjugate relations for transformations of functions and the use of a linear solver to solve nonlinear equations via function transformation. These new concepts and methods enable to get more insight in some of the types of nonlinear functions for which analysis is well-feasible.

Nevertheless, still more work is needed, as no complete classification of all possible types of nonlinear functions that are scalar-free has been obtained yet; this still stands as a remaining challenge. Note that from scalar-free functions in a combinatorial manner new scalar-free functions can be generated easily, using (1) linear combinations of them, (2) function compositions of them, and (3) conjugates of them. By iteratively combining these three methods, scalar-free functions can be built of arbitrarily high complexity. This shows that there is a very large space of such nonlinear functions, which all still are well-suitable for analysis.

Note that the focus of this paper was on behaviour of adaptive network models where equilibria occur. This is applicable, for example, in situations where some forms of organization or structuring take place such as in well-organised organizational learning. Of course, also other situations exist where, for example, influential context factors change all the time in a random manner and their influences are not well-organised. This will in general lead to types of (chaotic) behaviour where equilibria do not occur. The disclaimer here is that the current paper was not meant to address such situations involving chaotic behaviour.

11. Appendix: Proofs

In this section the proofs for all theorems, propositions and corollaries from Sections 3–6 and Section 9 are pointed out.

**Theorem 1** (dependency of equilibrium values for acyclic networks)

Suppose a network is acyclic and all states with incoming connections from other states have nonzero speed factors. Then the following hold.

a) In any equilibrium for each state $Y$ of any stratification level, the equilibrium value $Y$ depends by some mathematical function on the equilibrium values $X$ of states $X$ of level 0.

b) More specifically, in any equilibrium for any state $Y$ of stratification level $i > 0$, its equilibrium value $Y$ can be determined from equilibrium values $X_j$ of states $X_j$ at lower levels $< i$ by:

$$Y = c_Y(\omega_{X_1,Y}X_1, \ldots, \omega_{X_k,Y}X_k)$$

**Proof**

b) For a given state $Y$, let $X_1$ to $X_k$ be the states from which $Y$ gets incoming connections in the network. Due to the definition of stratification, the $X_1$ to $X_k$ will have levels $< i$. 
Then b) follows from the formulated stationary point and equilibrium criteria for network models based on the canonical difference equation (1).

a) This follows from b) by induction over the stratification levels. By applying Theorem 1b) iteratively according to the stratification levels, in a straightforward manner for each state $Y$ of the network, a mathematical expression can be obtained showing exactly how its equilibrium value depends on the equilibrium values of states of level 0.

**Corollary 1** Suppose a network is acyclic and all states with incoming connections from other states have nonzero speed factors. Then the mathematical expression in Theorem 1a) defines a mathematical function for $Y$ in terms of the equilibrium values $X$ of some states $X$ of level 0 with as parameters connectivity and aggregation characteristics $\omega_{Z,Z_1}$ and $c_2(\cdot)$ of the network relating to states $Z, Z_1, Z_2$ on the paths from the involved level 0 states $X$ to state $Y$. This mathematical function essentially is based on an iterated composition of combination functions of the states on the paths to $Y$ in the network, nested according to the (inverse) branching structure of these paths to $Y$.

**Proof**

This follows from a more detailed inspection of the proof of Theorem 1a). This is illustrated in Section 3 for the example depicted in Figure 1 and in Section 7 for the examples depicted in Figure 5 and Figure 6.

**Theorem 2** (preservation of comparison relations over time and for equilibria)

Suppose $X_i$ are the states of a network model (with only positive connection weights and at least some nonzero speed factors) and all are using monotonically increasing combination functions $c_i$. Assume $0 < \Delta t \leq 1/\max_Y(\eta_Y)$; e.g. assume $\eta_Y \leq 1$ for all $Y$ and $0 < \Delta t \leq 1$. Then the following hold.

a) Suppose two simulation traces $X_i(t)$ and $X'_i(t)$ are given with initial values $X_i(0) \leq X'_i(0)$.
   Then it holds $X_i(t) \leq X'_i(t)$ for all $t$ and $i$ and for any achieved equilibrium, for the equilibrium values $X_i$ and $X'_i$ of $X_i$ and $X'_i$ it holds $X_i \leq X'_i$ for all $i$.

b) Moreover, suppose $X'_i$ are again the states of the same network model but this time using monotonically increasing combination functions $c'_i$. Then the following hold:
   (i) If $c_i \leq c'_i$, for all $i$ and for the initial values it holds $X_i(0) \leq X'_i(0)$ for all $i$, then it holds $X_i(t) \leq X'_i(t)$ for all $t$ and $i$.
   (ii) If $c_i \leq c'_i$, for all $i$ and for the initial values it holds $X_i(0) \leq X'_i(0)$ for all $i$, then for any achieved equilibrium for all $i$ for the equilibrium values $X_i$ and $X'_i$ of $X_i$ and $X'_i$ it holds $X_i \leq X'_i$.

**Proof**

a) This follows from b) and c) when $c'_i = c_i$ is chosen.

b) Note that from $\Delta t \leq 1/\max_Y(\eta_Y)$ it follows $(1 - \eta_Y \Delta t) \geq 0$ for all $Y$. 
The proof goes by induction over the $\Delta t$-steps for $\Delta t \leq 1/\max\tau(\eta_\tau)$ using (1), where $X_1$ to $X_k$ are the states from which $Y$ gets its incoming connections:

$$Y(t + \Delta t) = Y(t) + \eta_Y[c_Y(\omega_{X_1,Y}X_1(t), \ldots, \omega_{X_k,Y}X_k(t))] = Y(t)\Delta t$$

$$= Y(t) - \eta_Y Y(t)\Delta t + \eta_Y c_Y(\omega_{X_1,Y}X_1(t), \ldots, \omega_{X_k,Y}X_k(t))\Delta t$$

$$= (1 - \eta_Y\Delta t)Y(t) + \eta_Y c_Y(\omega_{X_1,Y}X_1(t), \ldots, \omega_{X_k,Y}X_k(t))\Delta t$$

$$\leq (1 - \eta_Y\Delta t)Y'(t) + \eta_Y c_Y(\omega_{X_1,Y}X'_1(t), \ldots, \omega_{X_k,Y}X'_k(t))\Delta t$$

$$\leq (1 - \eta_Y\Delta t)Y'(t) + \eta_Y c_Y(\omega_{X_1,Y}X'_1(t), \ldots, \omega_{X_k,Y}X'_k(t))\Delta t$$

$$= Y'(t) - \eta_Y Y'(t)\Delta t + \eta_Y c_Y(\omega_{X_1,Y}X'_1(t), \ldots, \omega_{X_k,Y}X'_k(t))\Delta t$$

$$= Y'(t) + \eta_Y[c_Y(\omega_{X_1,Y}X'_1(t), \ldots, \omega_{X_k,Y}X'_k(t))] = Y'(t)\Delta t$$

$$= Y'(t + \Delta t)$$

c) This follows from a) by

$$X_i = \lim_{n \to \infty} X_i(n\Delta t) \leq \lim_{n \to \infty} X'_i(n\Delta t) = X'_i$$

**Proposition 1** (comparison for logistic functions)

a) Suppose $\tau' < \tau$ and $\sigma > 0$. Then for any $V_1, \ldots, V_k \geq 0$ it holds

$$0 \leq \text{alogistic}_{\sigma, \tau}(V_1, \ldots, V_k) < \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k)$$

$$< \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k) < 1$$

b) Moreover, for any $\sigma > 0$, and $V_1, \ldots, V_k \geq 0$ it holds

$$\lim_{\tau \to -\infty} \text{alogistic}_{\sigma, \tau}(V_1, \ldots, V_k) = \lim_{\tau \to -\infty} \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k) = 0$$

$$\lim_{\tau \to \infty} \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k) = 1$$

**Proof**

a) First, consider $\text{slogistic}$. Then for its (partial) derivative to $\tau$ it holds

$$\frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} \frac{1}{\partial \tau} = -\frac{1}{[1 + e^{-\sigma(V_1 + \ldots + V_k)}]^2} \partial(1 + e^{-\sigma(V_1 + \ldots + V_k)})/\partial t$$
\[
\frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} \partial e^{-\sigma(V_1 + \ldots + V_k)} / \partial \tau
\]

\[
= \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} \partial e^{-\sigma(V_1 + \ldots + V_k)} / \partial \tau
\]

\[
= \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} \partial e^{-\sigma(V_1 + \ldots + V_k)} / \partial \tau
\]

\[
= \frac{e^{-\sigma(V_1 + \ldots + V_k)}}{[1 + e^{-\sigma(V_1 + \ldots + V_k)}]^2} < 0
\]

This proves that for \( \tau' < \tau \) it holds

\[
\text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k) < \text{slogistic}_{\sigma, \tau'}(V_1, \ldots, V_k)
\]

Finally, for the same values of \( \sigma \) and \( \tau \), the functions \( \text{slogistic} \) and \( \text{alostistic} \) can be compared as follows:

\[
\frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} < 1
\]

\[
\frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} < \frac{e^{\sigma \tau}}{1 + e^{\sigma \tau}} + \frac{1}{1 + e^{\sigma \tau}}
\]

\[
\frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} - \frac{1}{1 + e^{\sigma \tau}} < \frac{e^{\sigma \tau}}{1 + e^{\sigma \tau}}
\]

\[
e^{-\sigma \tau} \left[ \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} - \frac{1}{1 + e^{\sigma \tau}} \right] < \frac{1}{1 + e^{\sigma \tau}}
\]

\[
e^{-\sigma \tau} \left[ \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} - \frac{1}{1 + e^{\sigma \tau}} \right] - \frac{1}{1 + e^{\sigma \tau}} < 0
\]

\[
\left[ \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} - \frac{1}{1 + e^{\sigma \tau}} \right] + e^{-\sigma \tau} \left[ \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} - \frac{1}{1 + e^{\sigma \tau}} \right]
\]

\[
< \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}}
\]

\[
\left[ \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}} - \frac{1}{1 + e^{\sigma \tau}} \right] (1 + e^{-\sigma \tau}) < \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}}
\]

Therefore, it holds

\[
\text{alostistic}_{\sigma, \tau}(V_1, \ldots, V_k) < \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k)
\]
b) The first part follows from:
\[
0 < \lim_{\tau \to \infty} \text{allogistic}_{\sigma, \tau}(V_1, \ldots, V_k)
\]
\[
\leq \lim_{\tau \to \infty} \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k)
\]
\[
= \lim_{\tau \to \infty} \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}}
\]
\[
= \lim_{\tau \to \infty} \frac{1}{1 + e^{\sigma \tau} e^{-\sigma(V_1 + \ldots + V_k)}}
\]
\[
= 0
\]

The second part follows from
\[
\lim_{\tau \to -\infty} \text{slogistic}_{\sigma, \tau}(V_1, \ldots, V_k) = \lim_{\tau \to -\infty} \frac{1}{1 + e^{-\sigma(V_1 + \ldots + V_k)}}
\]
\[
= \lim_{\tau \to -\infty} \frac{1}{1 + e^{\sigma \tau} e^{-\sigma(V_1 + \ldots + V_k)}}
\]
\[
= 1
\]

**Proposition 2** (comparison between euclidean and min and max functions)

a) Suppose the scaling factor is set at \(\lambda = k\), then for any \(V_1, \ldots, V_k \geq 0\) it holds
\[
\min(V_1, \ldots, V_k) \leq \text{eucl}_{n,k}(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k)
\]

and
\[
\lim_{n \to \infty} \text{eucl}_{n,k}(V_1, \ldots, V_k) = \max(V_1, \ldots, V_k)
\]

b) More in general, for any \(\lambda > 0\) it holds
\[
\min(V_1, \ldots, V_k) \sqrt{\frac{k}{\lambda}} \leq \text{eucl}_{n}(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k) \sqrt{\frac{k}{\lambda}}
\]

and
\[
\lim_{n \to \infty} \text{eucl}_{n,\lambda}(V_1, \ldots, V_k) = \max(V_1, \ldots, V_k)
\]

**Proof:**
\[
\text{eucl}_{n,\lambda}(V_1, \ldots, V_k) \geq \text{eucl}_{n,\lambda}(\max(V_1, \ldots, V_k), \ldots, \max(V_1, \ldots, V_k))
\]
\[
= \max(V_1, \ldots, V_k) \sqrt{\frac{k}{\lambda}}
\]
\[
\text{eucl}_{n,\lambda}(V_1, \ldots, V_k) \geq \text{eucl}_{n,\lambda}(\min(V_1, \ldots, V_k), \ldots, \min(V_1, \ldots, V_k))
\]
\[
= \min(V_1, \ldots, V_k) \sqrt{\frac{k}{\lambda}}
\]
For

\[ \lim_{n \to \infty} \text{eucl}_n(V_1, \ldots, V_k) = \max(V_1, \ldots, V_k) \]

see (Treur, 2020b), Ch 11, Section 11.6.2 and Ch 15, Section 15.6.

**Proposition 3** (comparison between geometric mean and min and max functions)

a) Suppose the scaling factor is set at $\lambda = 1$, then for any $V_1, \ldots, V_k \geq 0$ it holds

\[ \min(V_1, \ldots, V_k) \leq \text{sgeomean}_\lambda(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k) \]

b) More in general, for any $\lambda > 0$ and any $V_1, \ldots, V_k \geq 0$ it holds

\[ \min(V_1, \ldots, V_k) \sqrt[\lambda]{1} \leq \text{sgeomean}_\lambda(V_1, \ldots, V_k) \leq \max(V_1, \ldots, V_k) \sqrt[\lambda]{1} \]

**Proof:**

\[ \text{sgeomean}_\lambda(V_1, \ldots, V_k) \leq \text{sgeomean}_\lambda(\max(V_1, \ldots, V_k), \ldots, \max(V_1, \ldots, V_k)) \]

\[ = \max(V_1, \ldots, V_k) \sqrt[\lambda]{1} \]

\[ \text{sgeomean}_\lambda(V_1, \ldots, V_k) \geq \text{sgeomean}_\lambda(\min(V_1, \ldots, V_k), \ldots, \min(V_1, \ldots, V_k)) \]

\[ = \min(V_1, \ldots, V_k) \sqrt[\lambda]{1} \]

**Corollary 2** (comparison relations for equilibrium values: logistic and sum functions)

Assume only positive connection weights and at least some nonzero speed factors and $\Delta t \leq 1/\max(\eta_Y)$ (e.g. assume $\eta_Y \leq 1$ for all $Y$ and $\Delta t \leq 1$).

a. Suppose $X_i$ are the states for a network model using advanced logistic combination functions $c_i = \text{alogistic}$ and $X_i'$ for the same network model using simple logistic combination functions $c_i' = \text{slogistic}$ with the same parameters $\sigma_i$ and $\tau_i$ for each state $X_i$. Moreover, suppose two simulation traces $X_i(t)$ and $X_i'(t)$ are given with initial values $X_i(0) \leq X_i'(0)$ for all $i$, then for any achieved equilibrium with equilibrium values $X_i$ and $X_i'$, it holds $X_i \leq X_i'$ for all $i$.

b. Suppose $X_i$ are the states for a network model using simple logistic combination functions $c_i = \text{slogistic}$ with parameters $\sigma_i$ and $\tau_i$ and $X_i'$ for the same network model using simple logistic combination functions $c_i' = \text{slogistic}$ with the parameters $\sigma_i$ and $\tau_i'$ for each state $X_i$ such that $\tau_i' \leq \tau_i$. Moreover, suppose two simulation traces $X_i(t)$ and $X_i'(t)$ are given with initial values $X_i'(0) \leq X_i(0)$ for all $i$, then for any achieved equilibrium with equilibrium values $X_i$ and $X_i'$, it holds $X_i \leq X_i'$ for all $i$.

c. Suppose $X_i$ are the states for a network model using advanced logistic combination functions $c_i = \text{alogistic}$ with parameters $\sigma_i$ and $\tau_i$ and $X_i'$ for the same network model using scaled sum combination functions $c_i' = \text{ssum}$ with the parameters $\lambda_i'$ for each state $X_i$. Moreover, suppose two simulation traces $X_i(t)$ and $X_i'(t)$ are given with initial values $X_i'(0) \leq X_i(0)$ for all $i$.\n
If $0 \leq \lambda_i' \leq \tau_i$ or $\lambda_i' \leq 2 \min(\sigma_i, \tau_i)$, and an equilibrium is achieved with equilibrium values $X_i$ and $X_i'$, then it holds $X_i \leq X_i'$ for all $i$.

Proof
This follows from Theorem 2 and Proposition 1a).

Corollary 3 (comparison relations for equilibrium values: Euclidean, geometric, minimum and maximum functions)
Assume only positive connection weights and at least some nonzero speed factors and $\Delta t \leq 1/\max_i(\eta_i)$ (e.g. assume $\eta_i \leq 1$ for all $i$ and $\Delta t \leq 1$).

a) Suppose $X_i$ are the states for a network model using as combination functions $c_i$ Euclidean combination functions $\text{eucl}_{n,k}(V_1, \ldots, V_k)$ with scaling factor $\lambda = k$ or geometric mean combination functions $\text{sgeomean}(V_1, \ldots, V_k)$ with scaling factor $\lambda = 1$ and $X_i'$ for the same model using $\text{maximum}$ combination functions $c'_i$. If for the initial values it holds $X_i(0) \leq X_i'(0)$ for all $i$, then for any achieved equilibrium with equilibrium values $X_i$ and $X_i'$ it holds $X_i \leq X_i'$ for all $i$.

b) Suppose $X_i$ are the states for a network model using as combination functions $c_i$ Euclidean combination functions $\text{eucl}_{n,k}(V_1, \ldots, V_k)$ with scaling factor $\lambda = k$ or geometric mean combination functions $\text{sgeomean}(V_1, \ldots, V_k)$ with scaling factor $\lambda = 1$ and $X_i'$ for the same model using $\text{minimum}$ functions $c'_i$. Moreover, suppose two simulation traces $X_i(t)$ and $X_i'(t)$ are given with initial values $X_i'(0) \leq X_i(0)$ for all $i$. If an equilibrium is achieved with equilibrium values $X_i$ and $X_i'$, then it holds $X_i' \leq X_i$ for all $i$.

Proof
This follows from Theorem 2 and Propositions 2a) and 3a)

Proposition 4 (weakly scalar-free and increasing functions)

a) Suppose $f$ is increasing and weakly scalar-free for function $\theta$. Then for all $V_1, \ldots, V_k \in \mathbb{R}$ it holds

$$f(1, \ldots, 1) \theta(\min(V_1, \ldots, V_k)) \leq f(V_1, \ldots, V_k) \leq f(1, \ldots, 1) \theta(\max(V_1, \ldots, V_k))$$

When moreover $f$ is scalar-free, then

$$f(1, \ldots, 1) \min(V_1, \ldots, V_k) \leq f(V_1, \ldots, V_k) \leq f(1, \ldots, 1) \max(V_1, \ldots, V_k)$$

b) Any weighted Euclidean or geometric function with positive weights $w_i$ is monotonically increasing and scalar-free.

c) If

$$g(V_1, \ldots, V_k) = \sqrt[\lambda]{w_1 V_1^n + \ldots + w_k V_k^n}$$

is a weighted Euclidean function with positive weights $w_i$, then $g$ is scalar-free and increasing; moreover, it holds.

$$\sqrt[\lambda]{w_1 + \ldots + w_k} \min(V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \leq \sqrt[\lambda]{w_1 + \ldots + w_k} \max(V_1, \ldots, V_k)$$
If \( g \) is a weighted Euclidean average function (i.e. the sum of the weights \( w_i \) is 1), then
\[
\min (V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \leq \max (V_1, \ldots, V_k)
\]
d) If
\[
g(V_1, \ldots, V_k) = V_1^{w_1} \cdots V_k^{w_k}
\]
is a weighted geometric function with positive weights \( w_i \), then \( g \) is scalar-free and increasing; moreover, it holds.
\[
\min (V_1, \ldots, V_k) \leq g(V_1, \ldots, V_k) \leq \max (V_1, \ldots, V_k)
\]

Proof

a) Since for each \( i \) it holds
\[
\min(V_1, \ldots, V_k) \leq V_i \leq \max(V_1, \ldots, V_k)
\]
by monotonic increasing and weakly scalar-free, respectively, it follows.
\[
f(V_1, \ldots, V_k) \leq f(\max(V_1, \ldots, V_k), \ldots, \max(V_1, \ldots, V_k))
\]
\[
= \theta(\max(V_1, \ldots, V_k)) f(1, \ldots, 1)
\]
\[
f(V_1, \ldots, V_k) \geq f(\min(V_1, \ldots, V_k), \ldots, \min(V_1, \ldots, V_k))
\]
\[
= \theta(\min(V_1, \ldots, V_k)) f(1, \ldots, 1)
\]
b) is easy to verify
c) and d) follow from a) and b)

Proposition 5  (scalar-free and strictly increasing functions)

a) Any function composition of scalar-free functions is scalar-free
b) Any function composition of strictly increasing functions is strictly increasing
c) All linear functions with positive coefficients are scalar-free and strictly increasing
d) Any scalar-free function \( f \) is weakly scalar-free for \( \theta = \text{id} \), the identity function.

Theorem 3  (comparison for any scalar-free function to min and max)

Suppose \( X_i \) are the states for a network model (with only positive connection weights and at least some nonzero speed factors) using monotonically increasing combination functions \( c_i \) and \( X'_i \) for the same model using monotonically increasing combination functions \( c'_i \). Assume \( 0 < \Delta t \leq 1/\max(Y(\eta_Y)) \); e.g. assume \( \eta_Y \leq 1 \) for all \( Y \) and \( 0 < \Delta t \leq 1 \).

a) If for the initial values it holds \( X_i(0) \leq X'_i(0) \), the \( c_i \) are monotonically increasing and scalar-free with \( c_i(1, \ldots, 1) = 1 \), and \( c'_i = \max \) then for any achieved equilibrium with equilibrium values \( X_i \) and \( X'_i \), it holds \( X_i \leq X'_i \) for all \( i \).
b) If for the initial values it holds \( X'_i(0) \leq X_i(0) \), the \( c_i \) are monotonically increasing and scalar-free with \( c_i(1, \ldots, 1) = 1 \), and each \( c'_i = \min \) then for any achieved equilibrium with equilibrium values \( X_i \) and \( X'_i \) it holds \( X'_i \leq X_i \) for all \( i \).
Proof

This follows from Theorem 2b) and Proposition 4a).

Theorem 4  (relating equilibrium values of states in components at different levels)
If the following aggregation conditions are fulfilled.
• The combination functions are normalised, scalar-free and strictly increasing then in an achieved equilibrium:
a) In any level 0 component $C$
   • All states in $C$ have the same equilibrium value $V$
   • This $V$ is between the highest and lowest initial value of the states within $C$
b) If for any level $i > 0$ component $C$ the components $C_1, \ldots, C_k$ are the strongly connected components from which $C$ gets an incoming connection, then
   • The equilibrium values of the states in $C$ are between the highest and lowest equilibrium values of the states in $C_1, \ldots, C_k$
   • If all states in $C_1, \ldots, C_k$ have the same equilibrium value $V$, then also all states in $C$ have this same equilibrium value $V$

Corollary 4  (dependence of all equilibrium values on the values in level 0 components)
If the following aggregation conditions are fulfilled.
• The combination functions are normalised, scalar-free and strictly increasing then in an achieved equilibrium:
c) The equilibrium values of all states in the network
   • are between the highest and lowest equilibrium values of the states in the level 0 components
   • are between the highest and lowest initial values of the states in the level 0 components
d) If all states in all level 0 components $C$ have the same equilibrium value $V$, then all states of the whole network have that same equilibrium value $V$

For the special case of a strongly connected network (consisting of one component), this implies:

Corollary 5  (strongly connected networks)
If the following connectivity and aggregation conditions are fulfilled.
• The network is strongly connected
• The combination functions are normalised, scalar-free and strictly increasing then in an achieved equilibrium:
• All states have the same equilibrium value $V$
• This equilibrium value $V$ is between the highest and lowest initial values of the states

Proposition 6  (relating additive, multiplicative, log-like, and exp-like functions)
Let $\theta: \mathbb{R} \to \mathbb{R}$ be any function for a finite or infinite interval $\mathcal{R}$ in $\mathbb{R}$, then the following hold:
Theorem 5 (characterisation of additive, multiplicative, log-like and exp-like functions)

Let \( \theta : R \to \mathbb{R} \) be continuous. Then the following hold.

a) Assume \( R \subseteq \mathbb{R} \) is closed under addition and subtraction with \( 1 \in R \), then it holds
\( \theta \) is additive \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = cX \).

b) Assume \( R \subseteq \mathbb{R}_{>0} \) is closed under multiplication and division with \( e \in R \), then it holds
\( \theta \) is multiplicative \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = X^c \).

c) Assume \( R \subseteq \mathbb{R}_{>0} \) is closed under multiplication and division with \( e \in R \), then it holds
\( \theta \) is log-like \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = c \log(X) \).

d) Assume \( R = \mathbb{R} \) is closed under addition and subtraction with \( 1 \in R \), then it holds
\( \theta \) is exp-like \( \iff \) for some \( c \in \mathbb{R} \) for all \( X \) it holds \( \theta(X) = \exp(cX) \).

Proof

\[ \log(\theta(a\beta)) = \log(\theta(a)\theta(\beta)) = \log(\theta(a)) + \log(\theta(\beta)) \]

\[ \theta(\exp(a+b)) = \theta(\exp(a)\exp(b)) = \theta(\exp(a)) + \theta(\exp(b)) \]

\[ \log(\theta(a+b)) = \log(\theta(a)\theta(b)) = \log(\theta(a)) + \log(\theta(b)) \]

\[ \theta(1) = 1 \text{ and } \theta(a^{-1}) = \theta(a)^{-1} \]

\[ \theta^{-1}(\alpha \beta) = \theta^{-1}(\theta(\alpha)\theta(\beta)) = \theta^{-1}(\theta(\alpha))\theta^{-1}(\theta(\beta)) \]

Next, for any nonzero \( \theta \) it holds \( \theta(1) = \theta(1^2) = \theta(1)^2 \); as it cannot be 0 from this it follows
that \( \theta(1) = 1 \). The last part follows from \( \theta(1) = \theta(a\ a^{-1}) = \theta(1) = 1 \).

\[ \theta^{-1}(\alpha \beta) = \theta^{-1}(\theta(\alpha)\theta(\beta)) = \theta^{-1}(\theta(\alpha))\theta^{-1}(\theta(\beta)) = \alpha \beta = \theta^{-1}(\theta^{-1}(\alpha \beta)) \]

Choose any \( \alpha', \beta' \in \text{Range}(\theta) \), then \( \alpha' = \theta(\alpha) \) and \( \beta' = \theta(\beta) \) for some \( \alpha, \beta \in \text{Dom}(\theta) \)

Then this follows from
\[ \theta^{-1}(\alpha \beta) = \theta^{-1}(\theta(\alpha)\theta(\beta)) = \theta^{-1}(\theta(\alpha))\theta^{-1}(\theta(\beta)) = \alpha \beta = \theta^{-1}(\theta^{-1}(\alpha \beta)) \]

\[ \theta(1) = 1 \text{ and } \theta(a^{-1}) = \theta(a)^{-1} \]

If a multiplicative \( \theta \) is injective on \( \text{Dom}(\theta) \), then it has an inverse \( \theta^{-1} \) with \( \text{Dom}(\theta^{-1}) = \text{Range}(\theta) \) and \( \text{Range}(\theta^{-1}) = \text{Dom}(\theta) \); this inverse \( \theta^{-1} \) is also multiplicative.
Proof

Note that all implications from right to left are easy to verify. The opposite implications can be found as follows.

a) Note that $0 = 1 - 1 \in \mathbb{R}$ and $\theta(0) = 0$ as from additivity it follows
\[ \theta(0) = \theta(0 + 0) = 2\theta(0) \]

Therefore for any $c \in \mathbb{R}$ it holds $\theta(X) = cX$ for $X = 0$. Now, first for positive rational numbers $X = p/q \in \mathbb{R}$ with $p, q \in \mathbb{N}$ with $p, q > 0$, from additivity it follows
\[ q\theta(X) = \theta(qp/q) = \theta(p) = \theta(1) \]
and therefore
\[ \theta(X) = cX \]
where $c = \theta(1)$. Moreover, for any negative rational number $X = -p/q \in \mathbb{R}$ with $p, q > 0$ it holds
\[ \theta(-p/q) + \theta(p/q) = \theta(0) = 0 \]
and therefore
\[ \theta(X) = \theta(-p/q) = -\theta(p/q) = -cp/q = c -p/q = c X \]
This proves that $\theta(X) = cX$ for all rational numbers $X$.

Next, as any real number $X$ is the limit of a sequence $r_n$, $n \in \mathbb{N}$ of rational numbers and both $\theta$ and the function $X \to cX$ are continuous it holds.
\[ \theta(X) = \theta(\lim_{n \to \infty} r_n) = \lim_{n \to \infty} \theta(r_n) = \lim_{n \to \infty} c r_n = c \lim_{n \to \infty} r_n = cX \]

b) Note that $R' = \log(R)$ is closed under addition and subtraction and $1 = \log(e) \in R'$. By Proposition 1d) the function $\log \circ \theta \circ \exp$ on $R'$ is additive. Therefore, by a) it follows that there is a $c \in \mathbb{R}$ such that for any $X \in R$ for $Y = \log(X)$ it holds
\[ \log \circ \theta \circ \exp(Y) = cY \]
From this it follows
\[ \exp(\log \circ \theta \circ \exp(Y)) = \exp(cY) \]
\[ \theta \circ \exp(Y) = \exp(cY) \]
\[ \theta \circ \exp(Y) = \exp(Y)^c \]
\[ \theta (X) = X^c \]

c) Note that $R' = \log(R)$ is closed under addition and subtraction and $1 = \log(e) \in R'$. By Proposition 1b) the function $\theta \circ \exp$ is additive on $R'$. Therefore, by a) it follows that there is a $c \in \mathbb{R}$ such that for any $X \in R$ for $Y = \log(X)$ it holds
\[ \theta \circ \exp(Y) = cY \]
\[ \theta \circ \exp(\log(X)) = c \log(X) \]
\[ \theta (X) = c \log(X) \]
Theorem 6  (relating weakly scalar-free and scalar-free functions)

Consider functions $f: \mathbb{R}^k \to \mathbb{R}$ and $\theta: \mathbb{R} \to \mathbb{R}$ for some subset $\mathbb{R} \subseteq \mathbb{R}$ which is $\mathbb{R}$ or $\mathbb{R}_{>0}$.

a) If a nonzero function $f$ is weakly scalar-free for function $\theta$, then $\theta$ is multiplicative.

b) If, moreover, $f$ is (strictly) monotonically increasing and has at least one positive value, then $\theta$ is also (strictly) monotonically increasing. Therefore for the strict monotonically increasing case, $\theta$ is injective and has an inverse $\theta^{-1}$ on $\text{Range}(\theta)$, which is also multiplicative.

c) Any nonzero multiplicative function $\theta$ is weakly scalar-free for itself.

d) (i) For any weakly scalar-free function $f$ for $\theta$ the following are equivalent:

(i) $\text{Range}(f) \subseteq \text{Range}(\theta)$

(iii) For all $V_1, \ldots, V_k$ an $\alpha$ exists such that $f(\alpha V_1, \ldots, \alpha V_k) = 1$

e) For each weakly scalar-free function $f: \mathbb{R}^k \to \mathbb{R}$ for any injective $\theta$, the function $g: \text{Range}(\theta)^k \to \mathbb{R}$ defined by $g = f \theta^{-1}$ is scalar-free. If, moreover, $\text{Range}(f) \subseteq \text{Range}(\theta)$, then also the function $h: \mathbb{R}^k \to \mathbb{R}$ defined by $h = \theta^{-1}f$ is scalar-free. For strictly increasing $f$ and $\theta$, these functions $g,h$ are strictly increasing too.

f) For each set of strictly increasing and weakly scalar-free functions $f_i: \mathbb{R}^k \to \mathbb{R}_{\geq 0}$ for the same strictly increasing $\theta$, for any linear combination $f$ of the $f_i$ with positive coefficients, the function $g: \mathbb{R}^k \to \mathbb{R}$ defined by $g = f \theta^{-1}$ is strictly increasing and scalar-free. If, moreover, $\text{Range}(f) \subseteq \text{Range}(\theta)$, then also the function $h: \mathbb{R}^k \to \mathbb{R}$ defined by $h = \theta^{-1}f$ is strictly increasing and scalar-free.

g) If $f: \mathbb{R}^k \to \mathbb{R}$ is scalar-free, $\theta: \mathbb{R} \to \mathbb{R}$ is multiplicative and $g = f \circ \theta: \mathbb{R}^k \to \mathbb{R}$, then $g$ is weakly scalar-free for $\theta$. This holds in particular if $f$ is linear.

Proof

a) Suppose $f(V_1, \ldots, V_k) \neq 0$, then from

$$\theta(\alpha \beta) (f(V_1, \ldots, V_k) = f(\alpha V_1, \ldots, \alpha V_k) = \theta(\alpha) f(\beta V_1, \ldots, \beta V_k) = \theta(\alpha) \theta(\beta) f(V_1, \ldots, V_k)$$

it follows that $\theta$ is multiplicative.

Suppose, moreover, $f$ is (strictly) monotonically increasing and positive for at least one point $f(V_1, \ldots, V_k) > 0$ and $\alpha \leq \beta$ then from

$$\theta(\alpha) f(V_1, \ldots, V_k) = f(\alpha V_1, \ldots, \alpha V_k) \leq f(\beta V_1, \ldots, \beta V_k) = \theta(\beta) f(V_1, \ldots, V_k)$$

and follows that $\theta(\alpha) \leq \theta(\beta)$; it works similarly for the strict condition.

b) This follows from $\theta(\alpha \beta) = \theta(\alpha) \theta(\beta)$

c) (i) $\Rightarrow$ (ii) suppose $\text{Range}(f) \subseteq \text{Range}(\theta)$, then for any $V_1, \ldots, V_k$ it holds

$$f(V_1, \ldots, V_k) \in \text{Range}(\theta)$$

$$f(V_1, \ldots, V_k) = \theta(\beta)$$ for some $\beta \in \text{Dom}(\theta)$
Then
\[ \theta(\beta)^{-1} f(V_1, \ldots, V_k) = 1 \]

Now pick \( \alpha = \beta^{-1} \), then it follows
\[ f(\alpha V_1, \ldots, \alpha V_k) = \frac{1}{\theta(\alpha)} f(V_1, \ldots, V_k) = \theta(\beta^{-1}) f(V_1, \ldots, V_k) = \theta(\beta^{-1}) f(V_1, \ldots, V_k) = 1 \]

(ii) \( \Rightarrow \) (i) Suppose for any given \( V_1, \ldots, V_k \) an \( \alpha \) exists such that \( f(\alpha V_1, \ldots, \alpha V_k) = 1 \), then:
\[ f(\alpha V_1, \ldots, \alpha V_k) = f(\alpha^{-1} V_1, \ldots, \alpha^{-1} V_k) = \theta(\alpha^{-1}) f(V_1, \ldots, V_k) = \theta(\beta^{-1}) \in \text{Range}(f) \]

(iii) If \( g \) the first part follows from
\[ g(\alpha V_1, \ldots, \alpha V_k) = f(\theta^{-1}(\alpha V_1), \ldots, \theta^{-1}(\alpha V_k)) = \theta \theta^{-1}(\alpha V_1) f(V_1, \ldots, V_k) = \alpha g(V_1, \ldots, V_k) \]
and for \( h \) from
\[ h(\alpha V_1, \ldots, \alpha V_k) = \theta^{-1}(f(\alpha V_1, \ldots, \alpha V_k)) = \theta^{-1}(\theta(\alpha) f(V_1, \ldots, V_k)) = \alpha h(V_1, \ldots, V_k) \]

The second part follows from (a).

Proposition 7 (function conjugate operator)
Let subsets \( R, S \subseteq \mathbb{R} \) be given, and functions \( g: S^k \rightarrow S, f: R^k \rightarrow R, \) and bijective \( \theta: S \rightarrow R \).
Then the following hold:

a) Then the following are equivalent:
   (i) \( g \) is a function conjugate of \( f \) by \( \theta \)
   (ii) The following commutation rules for \( \theta, f \) and \( g \) hold: \( \theta g = f \theta \theta^{-1} f = g \theta^{-1} \).

b) If a)(i) and (ii) hold, then for any \( g \) such an \( f \) is unique and can be denoted by \( f = S_\theta(g) \) for a function conjugate operator \( S_\theta \); similarly, \( g = S_{\theta^{-1}}(f) \) for function conjugate operator \( S_{\theta^{-1}} \), so it holds: \( \theta g = S_\theta(g) \theta \theta^{-1} f = S_{\theta^{-1}}(f) \theta^{-1} \).
These operators $S_{\theta}$ and $S_{\theta^{-1}}$ are each other’s inverse and they preserve function addition and composition: for all $f, g, f_1, f_2, g_1$ and $g_2$ it holds.

\[
S_{\theta^{-1}}S_{\theta}(g) = g.
\]

\[
S_{\theta}S_{\theta^{-1}}(f) = f.
\]

\[
S_{\theta}(g_1 + g_2) = S_{\theta}(g_1) + S_{\theta}(g_2)
\]

\[
S_{\theta}(g_1 \circ g_2) = S_{\theta}(g_1) \circ S_{\theta}(g_2)
\]

\[
S_{\theta^{-1}}(f_1 + f_2) = S_{\theta^{-1}}(f_1) + S_{\theta^{-1}}(f_2)
\]

\[
S_{\theta^{-1}}(f_1 \circ f_2) = S_{\theta^{-1}}(f_1) \circ S_{\theta^{-1}}(f_2)
\]

Moreover, when conjugate operators $S_{\theta_1}$ and $S_{\theta_2}$ for $\theta_1$ and $\theta_2$ are applied in turn, it holds.

\[
S_{\theta_1 \theta_2}(g) = S_{\theta_1}(S_{\theta_2}(g)) S_{\theta_1}(\theta_2) \theta_1^{-1} \theta_2^{-1} \theta_1^{-1}
\]

for all $g$.

If in addition, $\theta_1 \theta_2 = \theta_2 \theta_1$ then $S_{\theta_1}S_{\theta_2} = S_{\theta_2}S_{\theta_1}$.

\[
S_{\theta_1 \theta_2}(g) = S_{\theta_2 \theta_1}(g)
\]

for all $g$.

**Proof**

a) (i) $\Rightarrow$ (ii) This follows from

\[
\theta g = \theta \theta^{-1} o f o \theta = f o \theta
\]

and

\[
\theta^{-1} f = \theta^{-1} f \theta \theta^{-1} = g \theta^{-1}.
\]

(ii) $\Rightarrow$ (i) This follows from

\[
g = \theta^{-1} \theta g = \theta^{-1} o f o \theta
\]

b) First, suppose $\theta g = f_1 \theta = f_2 \theta$, then from $\theta$ bijective it follows $f_1 = f_2$. Then an operator $S_{\theta}$ exists and it holds

\[
\theta g = S_{\theta}(g) \theta
\]

\[
\theta^{-1} f = S_{\theta^{-1}}(f) \theta^{-1}
\]

Furthermore, consider.

\[
\theta (g_1 + g_2) = S_{\theta}(g_1 + g_2) \theta
\]

\[
\theta (g_1 + g_2) = \theta g_1 + \theta g_2 = S_{\theta}(g_1) \theta + S_{\theta}(g_2) \theta = (S_{\theta}(g_1) + S_{\theta}(g_2)) \theta
\]

Then,

\[
S_{\theta}(g_1 + g_2) \theta = (S_{\theta}(g_1) + S_{\theta}(g_2)) \theta
\]

\[
S_{\theta}(g_1 + g_2) = S_{\theta}(g_1) + S_{\theta}(g_2)
\]

Also,

\[
\theta (g_1 \circ g_2) = S_{\theta}(g_1 \circ g_2) \theta
\]
Here $k_1k_2 = k$; therefore,
\[ S_\theta(g_1 \circ g_2) = S_\theta(g_1) \circ S_\theta(g_2) \]
And the same applies to $\theta^{-1}$.
When conjugate operators $S_{\theta_1}$ and $S_{\theta_2}$ for $\theta_1$ and $\theta_2$ are applied in turn, it holds
\[ \theta_1\theta_2 \circ g = S_{\theta_1\theta_2}(g) \theta_1\theta_2 = S_{\theta_1}(S_{\theta_2}(g)) \theta_1\theta_2 \]
Therefore
\[ S_{\theta_1\theta_2}(g) = S_{\theta_1}S_{\theta_2}(g) \]
By applying this to $\theta_1 = \theta$ and $\theta_2 = \theta^{-1}$ it follows that
\[ S_{\theta^{-1}}S_{\theta}(g) = S_{\theta^{-1}}(g) = S_{\theta}(g) \]
\[ S_{\theta^{-1}}S_{\theta}(f) = S_{\theta^{-1}}(f) = S_{\theta}(f) = f \]

**Theorem 7** (from scalar-free functions to scalar-free conjugates by multiplicative $\theta$)

a) For any scalar-free function $f: \mathbb{R}^k \rightarrow \mathbb{R}$ with $\mathbb{R} = \mathbb{R}_{\geq 0}$, all of its conjugates by a multiplicative $\theta: \mathbb{R} \rightarrow \mathbb{R}$ are also scalar-free.
b) More specifically, for any scalar-free function $f$, for any positive real number $n$ the function $g$ defined by
\[ g(V_1, \ldots, V_k) = \sqrt[n]{f(V_1^n, \ldots, V_k^n)} \]
is a conjugate of $f$ by the multiplicative function $\nu \rightarrow \nu^n$ and therefore is also scalar-free.

a) All weighted euclidean functions are conjugates of linear functions by a multiplicative function $\theta$ and therefore are scalar-free. In particular, this holds for all functions $\text{eucl}_{n,\lambda}(\ldots)$.

**Proof**

a) If $f(V_1, \ldots, V_k)$ scalar-free and $\theta$ multiplicative and $g = \theta^{-1}f \circ \theta$, i.e.
\[ g(V_1, \ldots, V_k) = \theta^{-1}(f(\theta(V_1), \ldots, \theta(V_k))) \]
then:
\[ g(\alpha V_1, \ldots, \alpha V_k) = \theta^{-1}(f(\theta(\alpha V_1), \ldots, \theta(\alpha V_k))) \]
\[ = \theta^{-1}(f(\theta(\alpha)\theta(V_1), \ldots, \theta(\alpha)\theta(V_k))) \]
\[ = \theta^{-1}(\theta(\alpha)f(\theta(V_1), \ldots, \theta(V_k))) \]
\[ = \theta^{-1}(\theta(\alpha))\theta^{-1}(f(\theta(V_1), \ldots, \theta(V_k))) \]
\[ = \alpha g(V_1, \ldots, V_k) \]

Therefore $g$ is scalar-free.
b) Substitute $\theta(X) = X^\alpha$ and $\theta^{-1}(X) = X^{(1/\alpha)}$, then

$$g(V_1, \ldots, V_k) = \theta^{-1}(f(\theta(V_1), \ldots, \theta(V_k))) = \sqrt[\alpha]{f(V_1^\alpha, \ldots, V_k^\alpha)}$$

Then by a) this function is scalar-free.

c) When starting with a linear function in b), you get a weighted Euclidean function.

**Theorem 8** (from linear to scalar-free conjugates by log-like $\theta$)

a) For any normalised linear function all of its conjugates by a log-like $\theta$ are scalar-free

b) More specifically, for any normalised linear function $f$, the function $g$ defined by

$$g(V_1, \ldots, V_k) = \exp(f(\log(V_1), \ldots, \log(V_k)))$$

is a conjugate of a linear function by the standard log-like function $\theta = \log$ and therefore is scalar-free.

c) All weighted geometric mean functions are conjugates of a normalised linear function by a log-like function $\theta$ and therefore are scalar-free. In particular, this also holds for all functions $\text{sgeomean}_\lambda(\ldots)$.

**Proof**

a) If $f(V_1, \ldots, V_k)$ linear and normalised and $\theta$ log-like and $g = \theta^{-1} \circ f \circ \theta$, i.e.

$$g(V_1, \ldots, V_k) = \theta^{-1}(f(\theta(V_1), \ldots, \theta(V_k)))$$

then $g$ is scalar-free:

$$g(\alpha V_1, \ldots, \alpha V_k) = \theta^{-1}(f(\theta(\alpha V_1), \ldots, \theta(\alpha V_k)))
= \theta^{-1}(f(\theta(\alpha) + \theta(V_1), \ldots, \theta(\alpha) + \theta(V_k)))
= \theta^{-1}(f(\theta(\alpha), \ldots, \theta(\alpha)) + f(\theta(V_1), \ldots, \theta(V_k)))
= \theta^{-1}(f(\theta(\alpha), \ldots, \theta(\alpha))) * \theta^{-1}(f(\theta(V_1), \ldots, \theta(V_k)))
= \theta^{-1}(\theta(\alpha)) * g(V_1, \ldots, V_k)
= \alpha g(V_1, \ldots, V_k)$$

b) If

$$f(V_1, \ldots, V_k) = w_1 V_1 + \ldots + w_k V_k$$

then

$$g(V_1, \ldots, V_k) = \exp(w_1 \log(V_1) + \ldots + w_k \log(V_k))
= V_1^{w_1} \ldots V_k^{w_k}$$

c) This immediately follows from b). As $\text{sgeomean}_\lambda(\ldots)$ is the weighted geometric function $\text{sgeomean}_1(\ldots)$ times a constant factor, it is also scalar-free.
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