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Abstract
A vast array of transformative technologies developed over the past decade has enabled measurement and perturbation at ever increasing scale, yet our understanding of many systems remains limited by experimental capacity. Overcoming this limitation is not simply a matter of reducing costs with existing approaches; for complex biological systems it will likely never be possible to comprehensively measure and perturb every combination of variables of interest. There is, however, a growing body of work – much of it foundational and precedent setting – that extracts a surprising amount of information from highly under sampled data. For a wide array of biological questions, especially the study of genetic interactions, approaches like these will be crucial to obtain a comprehensive understanding. Yet, there is no coherent framework that unifies these methods, provides a rigorous mathematical foundation to understand their limitations and capabilities, allows us to understand through a common lens their surprising successes, and suggests how we might crystalize the key concepts to transform experimental biology. Here, we review prior work on this topic – both the biology and the mathematical foundations of randomization and low dimensional inference – and propose a general framework to make data collection in a wide array of studies vastly more efficient using random experiments and composite experiments.
Molecular biology is breathtaking in its seemingly unbounded potential for intricacy and complexity. Genomes contain as many as billions of DNA bases, encoding tens of thousands of genes, expressed in diverse spatio-temporal patterns, and acting within thousands of different cell types. In principle, the space of potential patterns, from genomes, to expression programs (regulons), stable cell types, or histological patterns, while not infinite, is enormous, although only a miniscule fraction of it is realized. A major effort in molecular biology is to discover those systems, and to decipher how their organization leads to biological function: how regulatory sequences and molecular signal encode expression patterns; how expressed genes support cellular functions; how cells partner to maintain tissue homeostasis and so on.

Many of these foundational questions are addressed by conceptually similar types of experiments – perturbing and measuring a system – in order to comprehensively chart the system’s components and architecture and understand its response in different environments. In each case, we seek to establish two types of relationships: (1) correlative relationships that teach us which variables are similarly regulated or have similar effects, and (2) causative relationships that link intervention in some variables to the response of others. This is true from molecular to macroscopic scales, whether we are trying to understand how cells respond to different combinations of ligands and receptors, the set of cell-cell interactions that shape tissue structure and function, how cells and tissues respond to treatment with small molecules, the impact of and interactions between the millions of genetic variants in each of our genomes on phenotypes in health and disease, or the influence of environmental exposures on individuals and population structure.
The dramatic enhancements in our ability to perform both observations and interventions over the past decades have offered the hope that it should be possible to tackle these challenges systematically. ‘Omics’ in particular offered a new scale for observation, with genomics, transcriptomics, proteomics, metabolomics, etc. each collecting high-dimensional data on many molecular variables simultaneously\(^1\). In parallel, new perturbation methods, especially genetic perturbations, now make it possible to scale up tests of causal relationships\(^2\). Combining these two advances allows us in principle, and increasingly in practice, to discern, simultaneously, how each of many observed variables relates to condition, or how each of many perturbed variables relates to outcome\(^3,4\).

There remains, however, a large gap – in some cases astronomical – between the scales of truly comprehensive experiments, and those that can be achieved in practice. This is most obvious when considering interactions, defined as non-additive effects of multiple interventions. As one example, consider signaling networks, which are commonly stimulated through combinatorial interactions. A recent, large-scale study examined pairwise interactions between 20 homodimeric ligands of the Bone Morphogenetic Protein (BMP) pathway\(^5\). Studying heterodimeric ligands and higher order mixtures is also of great interest in this system, especially since as many as six distinct ligands are already known to operate together in certain contexts\(^6\). However, doing so requires exponentially more work. If we sought to know how even one specific combination of signaling receptors would respond to any combination of 6 out of 20 BMP ligands, we would need to perform 204 times more assays than needed to survey pairwise interactions \((\binom{20}{2} = 190\) while \((\binom{20}{6} = 38,760)\). This gap is even more pronounced when considering genetic interactions. Each human individual, for example, carries millions of common genetic variants. Genetic association studies
alone are likely to be underpowered to detect even pairwise interactions\textsuperscript{7}, and impossibly underpowered in detecting higher order interactions involving more than two loci (there simply aren’t enough humans on the planet). Even if we limit ourselves to mutations previously associated with a particular disease (\textit{e.g.}, the ~400 risk loci already associated at genome-wide significance with type 2 diabetes\textsuperscript{8}), and assay combinations of genetic perturbations at a limited order in the lab (\textit{e.g.}, 6\textsuperscript{th} order, as above for BMP), comprehensive testing is inconceivable ($\binom{400}{6} \approx 5.5$ trillion). If higher-order interactions each have \textit{unique} effects, the problem indeed appears intractable.

Here, we ask: how do we choose which observations and perturbations to make, and how many of each are truly necessary to address some of these fundamental questions? A naïve view may be that each query requires a separate assay: for example, to determine the outcome of perturbing a gene, we must perform this perturbation and measure its outcome. Instead, we propose that other, far more efficient strategies may be used that jointly leverage biological knowledge and foundational mathematical principles.

In particular, we suggest that frameworks that formalize how we can leverage hidden (latent) structure in biological systems to collect data more efficiently – sometimes with exponentially greater efficiency – should be able to learn the same (or more) information. We argue that it is not necessary to measure and perturb every individual biological variable to obtain an exhaustive characterization of a system; random experiments and composite experiments often provide sufficient information, and algorithms can make accurate predictions even in non-linear systems (Box 1).
### Box 1: Definition of key terms

**Structure**: Covariation, sparsity, low-dimensionality, or other characteristic patterns, typically found in high-dimensional data. Often driven by underlying biological processes.

**Latent structure**: Structure that may not be apparent in the observed representation, but is revealed by appropriate analysis.

**Latent modular representation**: A way of describing high-dimensional data through different combinations of latent structural elements (or patterns). Latent patterns might be reused across contexts (or samples) in different combinations.

**Random experiment**: Measuring or perturbing random subsets of variables or random compositions of variables.

**Composite experiment**: Measuring or perturbing entire compositions of variables (e.g., a linear combination of variables).

**Group testing**: A form of composite experiment in which multiple candidates are simultaneously assayed, typically for a binary result, together in a single group, or pool. Multiple groups can be assayed, and groups can either be disjoint, or partially overlapping.
As context, we first review several precedent-setting studies in biology that demonstrate different ways we can learn much from seemingly under-sampled experiments. In each of the three case studies we present, under-sampling was a necessity, due to limited technological capabilities at the time of the experiment. We then present examples of increasingly higher-throughput approaches to making comprehensive observations and perturbations, and the discovery and utility of latent patterns that followed from these. Ultimately, we argue for an alternative strategy, where these high-throughput approaches can be used to collect data more efficiently. We will review the foundations of randomization and low-dimensional inference, and build towards a synthesis, showing that latent modular representations (Box 1) can be efficiently learned from random, low-dimensional experiments. Finally, we describe how these mathematical ideas can be manifested to great effect in the laboratory through random composite experiments.

**Systems biology in the pre-genomics era: under-sampling by necessity**

To systematically understand complex processes in living cells and organisms, it may seem necessary to observe ‘exhaustive’ examples, or at least many well-chosen ones. For instance, to optimize genotype for a desirable phenotype (e.g., the catalytic capability of a particular enzyme), we might think we would need to perform saturation mutagenesis, or at least choose our perturbations by intimate knowledge of structure and function. To decipher the genetic regulatory code of gene expression in a developing organism, we might think we would need to test every sequence variant in the promoter of every gene throughout developmental time and space. To understand evolutionary relationships, we might think we would need (well-chosen) phenotypic characterizations or (exhaustive) whole genomes from many species.
Three instructive case studies demonstrate, however, that it is not, in fact, always the case that we need to observe either exhaustive or well-chosen examples (Fig. 1). In reviewing these results, we introduce three foundational concepts for the systematic study of biology, concerning (i) the ability to encode the similarity between complex, high-dimensional objects in relatively low dimensions; (ii) the unintuitive power and efficiency of random experiments; and (iii) the modularity found throughout biological systems at different levels of organization.

**Part I: A low-dimensional encoding.** Phylogenetics aims to describe a set of hierarchical evolutionary relationships between living organisms. Carl Woese, who ultimately made some of the most remarkable discoveries in the field, came to study this problem in the late 1970s. Influenced by pioneering work on molecular evolution\(^9,10\), Woese appreciated that “[a]n organism’s genome seems to be the ultimate record of its evolutionary history”\(^11\). However, at the time, obtaining the sequence of a complete genome of an organism was not possible, and there weren’t even many sequences of specific loci. Although many phenotypic characteristics – morphology, physiology, biochemical capacity – were readily observable, it proved difficult to reconcile evolutionary relatedness inferred from phenotypes with the few DNA-based phylogenies that had been constructed at that point\(^12\).

The insight needed to solve this problem was that one doesn’t need access to entire genome sequences or even large regions of homologous genomic sequence, or to know any of the phenotypic details of each species. Evolutionary relatedness could be encoded in a short stretch of nucleotides (\textit{i.e.}, in low-dimension) (Fig. 1, left), for instance in a single gene, provided the gene
had a slow-evolving, relatively universal region that aligns across all species with (primarily neutral) mutations accumulating at a constant rate and serving as a molecular clock. Woese correctly hypothesized that ribosomal RNAs (rRNAs) have these basic properties. By comparing sequences in 16S rRNA in prokaryotes (18S in eukaryotes), Woese quickly discovered 11 new microbial phyla, and, most profoundly, an entirely new domain of life: Archaea.

Woese’s work formed the foundation for the next 40 years of microbial systematics and ecology. In a broader sense, the fundamental insight – that global relatedness between a large number of apparently complex entities can be encoded in a relatively low-dimensional signal – would be applied time and again in systems biology.

Part II: Random experiments. In the mid 1990s, Willem P.C. Stemmer and colleagues sought to determine if naturally occurring enzymes that confer antibiotic resistance (in particular, those that are found in bacteria and are active against classic β-lactams such as penicillin) could be evolved to also confer resistance to new drugs (e.g., cefotaxime, which came into commercial use in the 1980s). Testing for resistance was straightforward: a library of bacteria each carrying one mutant copy of a gene were grown in a pool in the presence of drug, the drug selected for the most resistant colonies, those were recovered, and the mutations of specific selected clones were sequenced. The critical question was, how does one choose the candidate mutations to test? Testing every conceivable mutant sequence was clearly impossible (since the number of unique sequences explodes combinatorically, exceeding the number of bacteria that could be assayed), and selecting a ‘rational’ panel of mutations required (i) hard-earned knowledge of structure and function, and
(ii) the ability to generate sequences with defined mutations, which was not readily possible at scale at that time.

Stemmer instead developed DNA shuffling (Fig. 1, middle), a method to easily generate large libraries consisting of random mutations in the starting gene. DNA shuffling\textsuperscript{13,14} would ultimately play a key part in a coming revolution in bioengineering and the development of directed evolution\textsuperscript{15}. In its original formulation, DNA shuffling was used to generate a library of tens of thousands of mutated copies of a gene, by random fragmentation and PCR-based recombination\textsuperscript{13}. Stemmer and colleagues went on to develop a more powerful DNA shuffling approach, in which the initial pool of genes included orthologous copies from multiple species\textsuperscript{14}, and candidates combined point mutations and random chimeric fragments from the different species. Iterative rounds of mutation and selection were then used to evolve the gene \textit{in vitro}. After just a few rounds of selection, clones evolved that were thousands of times more resistant than the original. Interestingly, different selected clones had shared subsets of mutations, while also each containing an excess of mutations that were shown to be unnecessary by backcrossing with wild-type genes.

How do we explain the remarkable success of these random experiments, especially as no knowledge of the structure or function of the enzyme was needed in order to improve that enzyme? First, opting for random mutants made it very easy to generate a large candidate library covering highly diverse sequences, and the pooled screening format meant that each of these could be tested in a single assay. Second, and especially with multi-gene shuffling, the candidates consisted of mutations in an existing protein or new combinations of functional gene fragments, such that more of the library likely produced functional protein (compared with completely arbitrary sequence).
In addition, each candidate consisted of many more mutations than likely contributed to the optimized functionality. This, somewhat unintuitively, increased the efficiency of the method. For instance, in the first screen, the best clone had 9 mutations, but at most 5 of these were necessary (about 1 in 3 random mutations are expected to be silent). By generating mutations at a higher order per candidate (e.g., 9), each candidate in effect simultaneously tested many lower order combinations. Thus, in addition to being efficient in terms of execution and producing functional proteins, these random experiments achieved efficiency by simultaneous group testing (Box 1) of many perturbations.

**Part III: Inherent modularity.** Around the same time, developmental biologists were pursuing foundational systematic studies of the *cis*-regulatory circuitry of gene expression. Their goal was to determine how DNA sequences, and the transcription factor binding sites they encode, direct organismal development through control of gene expression. As a primary tool, they used gene transfer experiments, in which regulatory sequences cloned together with a reporter gene were injected into a fertilized egg or developing embryo, followed by an *in situ* assay along development to determine the spatial expression patterns driven by the regulatory sequences. The most extensive such experiments were conducted at the time in sea urchin\(^{16,17}\), with similar early efforts in fly and mouse\(^{18-20}\) (as reviewed in\(^{21}\)).

In principle, perturbation to each DNA sequence element could have had a unique effect in every genomic, temporal, and spatial context. However, it became clear early on that the developmental systems studied were characterized by multiple layers of latent modularity (**Fig. 1, right**). At the sequence level, the regulatory regions upstream of developmentally important genes were
comprised of modular elements, each consisting of specific, separable sequences of DNA with distinct regulatory functions\textsuperscript{22}. At the gene level, there were co-regulated modules, or regulons, with shared modular sequences in their \textit{cis}-regulatory regions. Finally, at the level of the embryo, there were spatial modules of (co-) expression patterns that could be readily connected to canonical structures of the developing organism. In a dramatic demonstration of modularity, two sequence elements driving distinct spatial expression patterns could be combined together in a single regulatory region, resulting in a pattern identical to the sum of the individual patterns\textsuperscript{23,24}.

Ultimately, the largest scale coordinated efforts in these early studies culminated in the description of a regulatory network of 40 genes directing the development of the sea urchin embryo\textsuperscript{17}. Soon, and as envisioned at the time\textsuperscript{25}, genome scale technologies made systematic studies and the discovery of latent patterns possible at far greater scales. This would happen with both the completion of whole genome sequencing efforts, which, among other things, provided a “parts list” of the fundamental constituent elements in any system, as well as with the development of multiple modes of perturbation and genome-scale measurements (such as transcriptomics and proteomics), which would facilitate the large-scale elucidation of gene modules, and enable studies of \textit{trans} regulation.

**Latent modular patterns recovered from comprehensive genomic observations**

The catalog of genes identified for each species from whole genome sequences\textsuperscript{26–28} was not only a critical stepping stone to systematic measurements, but the vast amounts of generated data allowed the new field of computational genomics to search for and find recurrent latent sequence
patterns: unknown upfront, but recovered by algorithms from the data. Their discovery relied on commonalities but also allowed to assess unexpected deviations at multiple levels, either between individuals of the same species, or across the “reference” genomes for multiple species. For example, while protein coding genes could be identified partly based on known patterns derived from existing biological knowledge (e.g., start and stop codons), cis-regulatory motifs were typically discovered de novo, by finding latent patterns through their recurrence across many examples. This was facilitated by grouping orthologous regions in different species or across regulatory regions adjacent to genes known or expected to be co-regulated, co-expressed or functionally related.

Co-regulated modules of genes whose expression levels co-vary across samples or conditions, and often are controlled by shared cis-regulatory motifs and TFs, were one of the most predominant patterns that emerged from the growing catalogs of genome-scale expression profiles (Fig. 2). Even in the earliest results, co-regulated gene modules were observed in many contexts: expression profiles in cycling cells revealed oscillating modules in the different phases of the cell cycle; modules associated with different metabolic processes in cells grown in different conditions; modules in various (sub)types of cancer that reflected differences in the functional demands of each tissue and dysregulation in tumors; and developmental programs revealed as transcriptional ‘waves’ during differentiation. These co-regulatory modules could be organized into loose hierarchies, reflecting more global and specialized cellular processes, and were congruent with modules defined from latent patterns on other biological data, such as physical interaction between proteins or co-occurrence across genomes in evolution. The core principles of these analyses – in particular, the kinds of inferences we can make about biological processes
from coordinated expression across contexts – remain relevant today, with single cell genomics leading to the discovery and characterization of ever finer cellular programs\textsuperscript{41}.

\textbf{Systems biology through perturbation at scale}

Observational approaches to infer gene regulation were complemented by perturbational approaches, targeting individual genes and gene pairs, which directly enable causal inference and discovery of some aspect of the co-regulatory mechanism. The most extensive genetic perturbations studies to date have been conducted in yeast, due to the facility of genetic manipulation, crossing, and pooled screens\textsuperscript{42–44}. Just as \textbf{measuring} many genes across growth conditions revealed \textbf{co-regulated} modules, testing the impact of \textbf{perturbation} (deletion in this case) of many genes across multiple conditions revealed \textbf{co-functional} modules that were, for example, required for galactose utilization\textsuperscript{45}, or regulation of the response to high osmolarity, among others\textsuperscript{44} (\textbf{Fig. 2}). Over time, technological developments, in particular RNAi\textsuperscript{46} and CRISPR/Cas9 genome editing\textsuperscript{47–49}, enabled genome-wide screens for essentiality\textsuperscript{50,51} or marker gene expression\textsuperscript{52} in multiple organisms, including mammals. These approaches have since been adapted to study genes critical to diverse biological processes; for example, those dispensable for cell growth, but required for HIV cell entry\textsuperscript{53}.

Analysis of genetic interactions – the extent to which joint perturbation of multiple genes (typically two) causes a different phenotype than that expected by the additive impact of their individual perturbations – allowed discovering co-functional modules of genes in new ways, based on the similarity in their genetic interaction profiles (\textit{i.e.}, the vector of interactions of one gene with all
other genes). A series of studies\textsuperscript{54,55,56} queried interactions at a near genome-wide scale in yeast, with all possible pairwise deletions of \textasciitilde6,000 genes. From the \textasciitilde23 million pairs tested to date, around 1 million significant interactions were found. Hence, 2-way gene interactions are both relatively sparse (\textasciitilde4.3\%), and highly prevalent in absolute terms. The same pattern was found for 3-way gene interactions\textsuperscript{57}, which are estimated to be \textasciitilde100-fold more prevalent in absolute terms while being \textasciitilde3-fold sparser in relative terms. Genes that were previously known to function in the same pathways had similar interaction profiles, forming co-functional modules, with the most similar profiles clustered into specific complexes and pathways, which further clustered into distinct biological processes (such as DNA repair), and finally into different cellular compartments\textsuperscript{57}. This organization remarkably mirrors that obtained from module-level analysis of gene co-expression patterns, suggesting that co-functional and co-regulated modules were often coherent. Notably, many genes had pleiotropic functions – they interacted with a functionally diverse set of genes – and, based on co-functional modularity, it was possible to infer new functions for genes with no prior annotations\textsuperscript{56}.

Most of these genetic screens have relied on simple readouts, such as essentiality or a gene marker, but because these are one-dimensional and integrate effects from multiple processes, it remains to be determined exactly what each perturbation actually does to the cell. To understand that, without \textit{a priori} knowledge, requires a high-content measurement. Studies in yeast did so by combining systematic perturbations with global measurements of gene expression profiles. These experiments perturbed components of either a specific known system (such as the galactose utilization\textsuperscript{45} or the response to osmotic shock\textsuperscript{58}) or spanning a broad range of yeast genes (as in the Rosetta Compendium\textsuperscript{59}), and found that measured genes can be grouped into co-regulated modules, and
perturbed genes could be similarly grouped to reveal co-functional modules. With advances in RNAi (and later, CRISPR/Cas9) based perturbation, combining perturbation with profiling was extended to mammalian cells, for example with readout based on high-content imaging\textsuperscript{60}, or using expression to dissect transcriptional networks that mediate innate immune response to a diverse set of pathogenic stimuli\textsuperscript{52,61} or differentiation of adaptive immune cells\textsuperscript{62}.

In contrast to genome-wide screens of viability or an expression marker, studies with a transcriptional or imaging readout were historically limited by scale – because each perturbation had to be assayed separately. With the advent of single cell genomics, methods like Perturb-Seq recently paired pooled CRISPR perturbations with single-cell RNA-seq to substantially increase the throughput of such experiments, as well as to enable characterization of heterogenous response to individual perturbations\textsuperscript{4,63,64}. The subset of combinatorial perturbations that have been analyzed in this way highlight the value of a high-content readout by showing that the same combinatorial perturbation can have different effects on different genes\textsuperscript{4,65}. More recently, CRISPR perturbations have been paired with a high-content optical readout\textsuperscript{66,67}, enabling even larger scale studies\textsuperscript{67}.

Thus, from both observational and interventional studies, there is extensive modularity both in terms of co-regulated and co-functional genes. The most recent technological advances have begun to chart the way to have both larger numbers of perturbations and a high dimensional measurement; these should be especially valuable for understanding the impact of combinations of perturbations.

**The mathematics of learning high-dimensional parameters from low-dimensional data**
Technology will no doubt continue to progress, and there is much we will learn by continuing with the current paradigm (including, for example, refining our notion of what exactly a gene module is). However, as we noted at the outset, the number of hypothetical possibilities, especially for genetic combinations, remains astronomical. Thus, it is worth asking: given that the number of modules we tend to discover is so much smaller than the global scale of measured or perturbed variables, could we somehow collect less data, and yet learn the same (or more) information? To this end, we review the mathematical foundations of this problem, developed independently of biology, towards a synthesis of how modular patterns can be efficiently learned from random, low-dimensional experiments.

Recall the three seminal experiments that introduced three foundational concepts for systematic studies in biology (Fig. 1): (i) the ability to encode the similarity between complex, high-dimensional objects in relatively low dimensions (Carl Woese and the study of orthologous genes to build the tree of life); (ii) the power and efficiency of random experiments (DNA shuffling and random mutagenesis in directed evolution); and (iii) the modularity that seems inherent at multiple biological scales (modular sequences, genetic controls, expression programs, and spatial patterning in the embryo). In fact, such experiments are successful because of specific mathematical principles.

The mathematical foundations of modern experimental design trace back to George Box and R.A. Fisher\textsuperscript{68,69}. Fisher, in particular, evangelized for randomization in experimental design as a way to mitigate systematic error. Consider, for example, an experiment designed to test for differences in crop yields between two treatments. Suppose we place all of Treatment 1 on plots at the east end
of a field, and all of Treatment 2 on plots at the west end (or vice versa). If there is a confounding
correlation between east-west placement and crop yield, then the inferred difference between
treatments will either be far too low (Fig. 3a), or far too high (Fig. 3b). Thus, one should randomize
the placements of each treatment across the field.

In our case, we are interested not just in systematic bias, but also in efficiency. Abstractly, we can
think about efficiency in terms of dimensionality: computing in low dimension is more efficient
than in high dimension, just as collecting low-dimensional data may be less work, faster, or less
costly than collecting high-dimensional data. Thus, we ask a more generalized question: suppose
we have data that could be drawn from a mixture of two distributions (as in Fig. 3c); in general,
can we embed these data in low-dimension, while maintaining separation between the
distributions?

The answer to this question derives from a seminal result of Johnson and Lindenstrauss\(^70\) that states
that any set of \(n\) points in Euclidean space can be embedded into \(O\left(\frac{\log(n)}{\epsilon^2}\right)\) dimensions, while
preserving all pairwise distances up to a factor of \(1 \pm \epsilon\). (We will discuss a specific example below,
with more biological applications in the next section.) In particular, this result does not depend on
the original dimensionality of the points, because we only need enough dimensions to encode the
similarity of the points, and nothing about what those points actually represent. This property
underlies the success of Woese’s approach: a single set of orthologous genes has enough
nucleotides to encode a large number of phylogenetic distances.
Clearly, we cannot hope for distances to be preserved in any embedding. So how do we choose a good embedding? Interestingly, standard data-driven dimensionality reduction techniques, such as principal components analysis (PCA), are not guaranteed to work. For instance, if we project data drawn from the distributions in Fig. 3c onto the first PC, the two distributions will collapse into one. Conversely, and somewhat surprisingly, random linear projections preserve the geometry of points with high probability\textsuperscript{71,72}.

There are many examples and extensions of the idea that random projections can provide a good embedding. Most relevant to this example, data drawn from $k$ high-dimensional Gaussians can be randomly embedded into $O(\log(k))$ dimensions, while maintaining separation between the clusters. On the other hand, if the Gaussians are highly eccentric, like our 2-dimensional example above, PCA with $\log(k)$ components might collapse some of these distributions together\textsuperscript{73}. Random linear projections can even preserve nonlinear geometry. For instance, distances (and geodesic distances) on a $k$-dimensional, well-conditioned submanifold in $n$ dimensions are preserved by approximately $O(k \log(n))$ random projections\textsuperscript{74}.

We now connect this back to randomization in experimental design and R.A. Fisher’s crops. Suppose that the high-dimensional data consist of the output of each individual plant, each of which has received one of $k$ treatments. The goal is to determine if there is a significant difference in output between the treatments. To gather the high dimensional data, Fisher (or his associates) would have had to march through the field and measure the output of every plant, one-by-one, and then conduct all calculations by hand. Hence, they were quite motivated to work in low dimensions, by looking at the net (or average) output of entire plots, each containing, say, hundreds
of plants with a single treatment. We can think of these measurements as linear projections of the high-dimensional data, \( y = Ax \), with \( x \in \mathbb{R}^P \) the output of every plant, \( y \in \mathbb{R}^I \) the output of every plot, and \( A \in \mathbb{R}^{I \times P} \) defining which plants are in which plots. In a typical layout, plants in a plot would be contiguous, and \( A \) would have a blocky design. Moreover, in the original (pathologically bad) configuration, the plots for each treatment were also contiguous, and, thus, could either collapse or amplify differences (as in Fig. 3a,b). Conversely, if each plot were randomly defined, there is a very low probability of realizing the pathologically bad configuration, and, with high probability, \( O(\log(k)) \) plots would suffice to maintain separation between \( k \) treatments. (This raises issues of practicality for the farmer, but will suffice to illustrate the point.)

Going further, it is possible to build efficient machine learning algorithms, for example, for classification or regression, using randomly-defined features. That is, in many cases we can build models that use as input a small number of randomly defined features rather than native high-dimensional, engineered, or learned features, and expect similar performance. Random features can be used in kernel machines, or in a more generalized way in random ‘kitchen sinks’, and convolutional networks with random filters can perform surprisingly well.

The most celebrated example of learning from random projections is compressed sensing that recovers high-dimensional values from a set of low-dimensional observations, i.e., in \( y = Ax \), given observed low-dimensional data \( y \) (e.g., several composite measures of abundance, intensity, etc.) and compositions \( A \), solve for the unobserved high-dimensional values of interest \( x \). Without constraints, it is impossible to identify a unique solution to this problem, since \( A \) is not invertible. The insight of compressed sensing is that the problem becomes tractable if \( x \) has few degrees of
freedom (e.g., \( x \) is \( k \)-sparse, with only \( k \) nonzero values), and \( A \) satisfies certain conditions, formalized by the restricted isometry property (RIP)\(^{80}\). Critically for our applications, \( x \) can be naively dense, so long as it has a sparse representation in some basis. For instance, if \( x \) can be represented by a sparse combination of \( k \) features in a dictionary (i.e., \( x = Dw \) with \( D \in \mathbb{R}^{m \times n} \) and \( w \) being \( k \)-sparse), then only \( O(k \log(n)) \) random projections are needed to recover \( w \) and, hence, \( x \) (assuming \( AD \) has nice RIP constants).

The central idea of compressed sensing – using the knowledge that a certain category of structure exists to recover high-dimensional parameters from low-dimensional observations – has been extended to several related problems. In matrix completion, for example, one observes a small fraction of randomly-selected entries from a matrix, and then tries to recover the unobserved values. With prior knowledge that the matrix is rank \( r \), it can be shown that only \( O(n^{1.2} r \log(n)) \) observations are needed to recover all \( n \times n \) values\(^{81}\). Similar results apply to recovering higher-order tensors\(^{82}\). Interestingly, compressed sensing and related under-sampling problems exhibit phase transitions in successful recovery of high-dimensional parameters: recovery is highly likely to succeed anywhere above a boundary on the number of observations, while being highly likely to fail anywhere below the boundary\(^{83}\).

In summary, we draw a thread from Fisher to Johnson and Lindenstrauss to help us think about randomization and low-dimensional experiments. Then, compressed sensing teaches us that we can recover the latent patterns of a high-dimensional signal from random, low-dimensional data. We can now turn back to how we can leverage what we can assume about structure in biology to
design new experiments in lower dimension and recover more information to solve challenging biological problems.

A framework for random compressed experiments in biology

These mathematical concepts offer new ways to tackle studies of genetics, molecular biology and gene regulation at the necessary scale in an experimentally tractable manner. Moreover, the variety of studies we discussed above illustrates the broader diversity of biological problems that may also be tackled using these methods.

We reviewed above biological and mathematical precedents for three central aspects of our framework (Fig. 4):

(1) *Learning in low dimension*. Low-dimensional embeddings can efficiently encode the geometry of high-dimensional data. This means, for example, that the number of clusters of co-expressed genes or samples we can resolve scales almost exponentially with the embedding dimensionality. Thus, for certain learning tasks that don’t explicitly depend on high-dimensional details (e.g., clustering, estimating similarity, or classification based on expression profiles), we only need to collect low-dimensional data, as opposed to collecting high-dimensional data, then projecting into low dimension for computational efficiency or robustness.

(2) *Random embeddings*. While it is possible in some cases to construct efficient data-dependent embeddings, random low-dimensional embeddings preserve geometry in a general fashion.
Moreover, for certain experiments, random embeddings can be far easier to implement in the lab than pre-determined designs.

(3) **Recovery of modular patterns.** For high-dimensional data that are known to have a sparse, modular representation, such as co-regulatory modules or co-functional modules, we can recover the modular activity (and estimate the high-dimensional signal) from random, low-dimensional data. In some cases, prior knowledge of sparse modularity is sufficient for this recovery, even in the absence of any training data.

Implementing these ideas is especially compelling in the context of learning regulatory networks, where we wish to find not only how genes respond but also which other genes control their responses, and where combinatorial explosion in the number of possible genetic interactions between regulators makes it impossible to conduct exhaustive experiments. We thus describe how we can solve this problem by applying the ideas above to efficiently study co-regulated and co-functional modules of genes. To this end, we will assume that there are $g$ gene expression levels to measure, $p$ perturbations to make (targeting either individual targets or multiple targets in combination; we discuss nonlinear interactions in more detail below), $c_r$ co-regulated modules, and $c_f$ co-functional modules.

Experimentally, there are two ways to collect low-dimensional data: by sampling, or by composition (Fig. 4b). With sampling, subsets of elements are profiled (e.g., measuring $g$ expression levels for only a sampled subset of $p$ perturbations). With compositions, multiple elements are profiled simultaneously (e.g., by measuring linear combinations of the $g$ genes in
each of $p$ perturbations). A composite measurement reflects a weighted abundance, and a composite perturbation produces a weighted outcome. Samples can be chosen at random, and compositions can be randomly-defined. For compositions, there are multiple random distributions that can be used in low-dimensional embeddings, including Gaussian, Bernoulli, Rademacher, and sparse variations thereof\textsuperscript{71,73,84}.

The key power of pursuing random compositions or random samples becomes apparent when we consider how the number of measurements or perturbations approximately needs to grow relative to the size of the inference task (Box 2): the necessary number of experiments often scales logarithmically in the total number of latent patterns (e.g., as $\log c_r$ or $\log c_f$), and linearly in the size of the modular representation (i.e., the number of co-regulated or co-functional modules needed to describe a single high-dimensional signal) (Fig. 5).

**Box 2: Approximate scaling of random compositions or random samples for several common tasks**

We first note that we can learn about the modular architecture of a biological process from data collected in an unknown random low-dimensional embedding. For instance, if we measure $g$ genes in $O(\log c_r)$ random perturbations of unknown composition, we can still correctly infer co-regulated clusters. This formalizes the notion that we can extract meaningful clusters of genes from a panel of samples without knowing what was specifically different about each sample. Similarly, we can measure $O(\log c_f)$ random and unknown compositions of genes in $p$ perturbations, and still infer clusters of co-functional genes. That is, we can make random measurements of unknown composition of the outcome of perturbations, yet still accurately infer perturbation clusters. This
would be similar to observing a (possibly high-dimensional) cell biology phenotype whose molecular nature is unknown, and characterizing the perturbed genes by their impact on this phenotype$^{85}$.

However, for biological understanding, we ultimately do want to decompress the low-dimensional data, recover modular activities, and estimate the unobserved high-dimensional values. Suppose first that we assume the response of each gene to a panel of each of the $p$ perturbations can be described by a $k_f$-sparse combination of responses to the $c_f$ co-functional modules – in other words, we assume that even if any given gene is affected by many perturbations, it is ultimately regulated by relatively few co-functional modules. We can also assume we have previously learned these modules, for example using the approach with random projections outlined in the previous paragraph; the goal now is to learn which co-functional modules regulate each gene.

If the modular assumptions are true, then we can approximately recover the response of each gene to every perturbation from $O(k_f \log c_f)$ random composite perturbations, the outcome of each corresponding to a random linear combination of outcomes to individual perturbations. While we discuss experimental implementations in the next section, in essence, we would measure the sum (bulk) outcome of multiple perturbation experiments.

Similarly, suppose that the outcome of each perturbation in terms of the response of $g$ genes can be described by a $k_r$-sparse combination of the $c_r$ co-regulated modules. If this is true, then we can approximately recover the outcome of each perturbation from $O(k_r \log c_r)$ random composite measurements (as discussed below, here we will measure the net abundance on multiple genes).
In either case, the composite approach is nearly exponentially more efficient than performing each perturbation or measurement individually (Fig. 5).

In other cases, we might prefer to collect low-dimensional data by random sampling. This might be most natural when studying combinatorial perturbations. For instance, if the outcomes to all $O(p^3)$ three-way perturbations of $p$ targets is rank $c_f$, then we can estimate all effects by measuring the outcome of $O(p^{1.5} c_f)$ randomly-sampled three-way perturbations\textsuperscript{86}. Compared with the scaling above ($O(k_f \log c_f)$ composite perturbations), random sampling might therefore be far less efficient, but might nonetheless be more appropriate, or at the very least complimentary, in certain contexts. We address these in the next section, in which we discuss experimental implementations of random compressed experiments.

**Experimental implementations of compressed experiments**

The three seminal experiments that we reviewed from the pre-genomics era established experimental precedents for under-sampling that have since been advanced in many ways. To highlight a few examples: compressed microarrays have been used to test for differential expression\textsuperscript{87}; random DNA probes have been used for microbial diagnostics\textsuperscript{88}; composite metagenomic sequencing can be decompressed into individual genomes\textsuperscript{89,90}; de novo energy potentials have been derived using methods of compressed sensing to predict protein-DNA specificity\textsuperscript{91}; pooled sequencing designs were used to reduce genotyping costs\textsuperscript{92}; random sequences have been used to train *cis*-regulatory models at massive scale\textsuperscript{93,94}; single-cell regulatory states can be deconvolved from bulk RNA samples\textsuperscript{95}; shallow single cell RNA-Seq is used to make
inferences about cell type, cell state and cellular programs\textsuperscript{96-99}; fluorescent images can be super-resolved to nanometer scale using randomness and sparsity in fluorophore emitters\textsuperscript{100}; and computation can be scaled by computing directly on compressed data\textsuperscript{101}. We posit that it is now possible to progress to new compressed experimental designs, for both measurement and perturbation, that follow directly from the framework we presented.

There are several ways to implement composite measurements of gene expression. We have previously showed\textsuperscript{102} that qPCR can be used to generate composite data by measuring the net signal produced from simultaneous amplification of multiple genes. Although this method is not likely to be easily scaled, it served as a proof of concept. Sequencing could be used to generate composite data in higher throughput by attaching barcodes during PCR to cDNA from different genes included in a composition. The ‘abundance’ of each composite measurement could be determined by counting reads for each composite barcode, although, because sequencing is a digital assay, the primary benefit would be to enable sequencing of shorter reads (rather than needing reads long enough to uniquely map to each gene, reads would only need to be long enough to map each barcode). As the primary effect is to make multiplexing more efficient, composite measurements might have the most value in multiplex-limited settings, like flow cytometry or fluorescent \textit{in situ} hybridization (FISH). In these cases, genes in a composition could first be targeted by oligonucleotide probes containing target hybridization sequences in addition to a barcode, followed by hybridization of fluorescent probes to the barcode, with the net fluorescent signal for a barcode corresponding to the composite measurement. We have recently implemented such a method, showing that composite measures of RNA abundance can make methods of imaging transcriptomics at least two orders of magnitude more efficient\textsuperscript{103}.
As multiplexing and tissue volumes increase, ultimately aiming for entire organs, we expect gains in efficiency to improve by several additional orders of magnitude, facilitated by the same mathematical principles and composite measurement framework applied to different experimental aspects. For example, imaging ~140 genes (the size of a standard MERFISH\textsuperscript{104} experiment) throughout an entire mouse brain (size 400 mm\textsuperscript{3}) with standard multiplexed FISH at 60X magnification, would require ~67 million fields of view, corresponding to ~1 billion images across 16 rounds of imaging, generating 12 petabytes of data and taking ~10 years of imaging time on one instrument. (For those not yet dismayed, note that a human brain is ~1,000 times larger.) In contrast, with a composite approach we can tackle multiple points of inefficiency: reducing the rounds of imaging by probing for linear combinations of gene abundance (as described above); reducing scanning time by imaging at low resolution and applying principles of super resolution (with each low resolution pixel representing a composition of high resolution pixels defined by a point spread function); and, reducing the number of colors that must be separately imaged by exciting the sample with a composition of wavelengths.

Composite measurements can also be made using alternative high-throughput technologies. Of immediate interest will be composite \textit{in situ} proteomics, for which there are multiple, recently-developed \textit{in situ} profiling methods, including MIBI\textsuperscript{105}, CODEX\textsuperscript{106}, and Immuno-SABER\textsuperscript{107}. We can also imagine composite ChIP-Seq or composite ATAC-Seq to study chromatin, composite measures of metabolites for cheap, yet informative, diagnostics, or composite methods of live-cell imaging, using, for example, Raman scattering\textsuperscript{108}. 
Unanticipated nonlinear effects within composite measurements are a primary concern with any such method. In situ proteomics, for example, spans a very large potential range of abundances, and imaging at an intensity that is appropriate for low-abundance signal might result in saturated (nonlinear) high-abundance signal. There are both molecular and computational ways to mitigate such problems. We can molecularly normalize anticipated highly-abundant signals, using ‘cold’ competing probes in proportion to prior estimates of abundance, or normalize with differential signal amplification (e.g., using SABER\textsuperscript{109} or Immuno-SABER\textsuperscript{107}). Computationally, methods of 1-bit compressed sensing\textsuperscript{110,111} can robustly recover sparse modular patterns (up to a scaling factor) from highly-quantized, even binary (presence / absence), data.

Like composite measurements, there are multiple conceivable ways to implement composite perturbations. Many of these are positioned to leverage ‘natural’ manifestations of random distributions in high throughput experiments. It is possible, for example, to randomly introduce many perturbations per cell – for instance, by infecting with an sgRNA library at high MOI\textsuperscript{112} such that each cell receives a random combination, or using vectors with multiple perturbations per construct\textsuperscript{113} – while aiming to learn lower-order nonlinear effects; each cell would thus represent a group test of many lower-order perturbations. (With CRISPR perturbations this might necessitate inhibition rather than knock-out, as cells will only tolerate so many double-stranded breaks.) We can also randomly ‘overload’ cells, each with different perturbations but the same barcode, in droplet\textsuperscript{114} or split-pool\textsuperscript{115} library preparations.

Beyond composite genetic perturbations, composite experiments could be similarly applied across a wide array of biological problems for which we currently lack a fundamental, comprehensive
understanding of the nature of interactions. For instance, in microbial ecology we might wish to test combinations of bacterial strains for total biomass production, selection for a particular strain, or net production of a metabolite. It will be impossible to test every complex (higher order) community of interest, but we can use composite experiments to first construct random higher order combinations of strains – for example, by merging random subsets of barcoded droplets, each containing a single strain\textsuperscript{116} – then measure the outcome of each composition, and finally infer the outcomes of experiments with less complex communities. Or, we could perform composite drug screens to identify interesting candidates for combination therapy. This might be accomplished through barcoded droplets, or perhaps barcoded drug-containing beads, in an \textit{in vitro} setting, though controlling (or measuring) dose may pose a challenge. Relatedly, lower-order combinations of extracellular ligands that lead to desired outcomes (e.g., in cellular differentiation or organoid development) could be identified through higher-order composite experiments.

With higher-order perturbations and the goal of learning lower-order outcomes, unanticipated nonlinear effects are a concern. Specifically, if we perturb at order $n$ while aiming to learn nested effects at order $m < n$, any nonlinear effects of perturbations at orders higher than $m$ will potentially confound our results. Studies of genetic perturbations in yeast suggest that higher-order effects are increasingly rare (though prevalent in absolute terms)\textsuperscript{57}, though the true density for most biological systems remains to be determined.

We can additionally take a complimentary approach using random sampling. Random samples of combinatorial perturbations can be used to infer the effects of unobserved combinatorial perturbations of the same order. For instance, using the outcomes to a random sample of pairwise
genetic knockouts, matrix completion can be used to infer the effect of every pairwise knockout in a panel of targeted genes. The same idea applies more broadly to “combinatorial conditions” where each member of a given class is assayed in combination with members of another class, and the full matrix of outcomes is assumed to be low-rank. If we wish to determine the neutralizing capacity of a panel of antibodies against a panel of pathogens, for example, we could randomly sample pairs of antibodies and pathogens, and use these assay results to infer the full matrix of effects. In each case – for combinatorial perturbations and conditions – the ideas can be generalized to higher-order (i.e., multiple perturbations or multiple classes) using tensor completion. Finally, the success of random, sparse sampling in “under sequenced” single-cell RNA-Seq in inferring salient low-rank structure can be extended to emerging single-cell epigenetic profiling techniques with inherent limitations on low copy-number per cell.

**Random compositions as natural elements of biological systems**

Just as experimentalists can use the principles of random compositions to efficiently study a system, natural systems might employ random compositions to efficiently perform a given function. For instance, many neural systems are characterized by converging projections through successive hierarchies (e.g., the projections into higher brain regions from glomeruli representing different odorant receptors). It is possible that these converging projections are exquisitely arranged to represent specific combinations, but as we discussed above this is not necessary, at least for certain computational tasks. In order to form a faithful neural representation of similarity and dissimilarity of environments at the point of converging neurons, random projections from lower brain regions may suffice (just as the random composite measurements above are sufficient to cluster samples by similarity). More generally, any biological computation that relies only on
the geometry of inputs might utilize a physical manifestation of random low-dimensional embeddings.

These principles might also appear in more ‘passive’ roles. In population genetics, for example, many variants causally associated with complex, polygenic disease reside in regulatory regions, suggesting that they act through regulatory networks\textsuperscript{118,119}, and recent studies reveal modular patterns in GWAS signals that are linked with cellular physiology\textsuperscript{120,121}. Our framework for random composite experiments can inform the study of these variants. In particular, we can consider each genome as a random composite perturbation (each individual has millions of common variants\textsuperscript{122}), and attempt to infer how modules of genetic variants affect phenotype. This could be done either allowing for nonlinear interactions, or accounting only for linear effects. Since we might be underpowered to learn the modular organization of variants from human genetics alone, especially for nonlinear interactions, we can use prior knowledge of co-functional modularity gained from cellular studies to complement human genetic approaches. In doing so, we might gain greater mechanistic insight into the genetics of polygenic disease, and we might make GWAS more statistically powered by testing for association at the level of dozens or hundreds of modules, rather than millions of individual variants.

A natural extension to the random composite, modular view of human genetics, is to view evolution as a dynamic series of random composite experiments. In each generation, each individual realizes a random composition of mutations. These individuals are then subjected to a composition of selective forces, just as the environment is modified by a composition of species. While evolutionary dynamics certainly differ from the non-adaptive experiments above, exploring
the principles of low-dimensionality, randomness, and modularity may nonetheless lead to new insights about rates and points of convergence, and the unexpected efficiency of a randomly-evolving system.

**Outlook**

Over the past several decades there has been increasing use of algorithms as *applied tools* in the biological sciences. The success of these approaches has paved the way for a new paradigm, in which we view biology through an algorithmic *lens*. Using an algorithmic lens we can ask, what are the limits of biological computation, and what are the limits of what we can learn about biological processes? Answers to these questions can inspire new modes of experimentation and discovery, just as the new data and hypotheses we generate can inspire new directions in algorithmic research. Our hope is that the framework presented above becomes part of a larger, global paradigm shift towards the algorithmic lens on the study of life.
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Figure 1. Low-dimensionality, randomness, and modularity in biological experiments and analysis

High-dimensional biological systems can be efficiently studied through seemingly under-sampled experiments. In phylogenetic analysis (left), though genomes of many species are large and the organisms themselves complex, relatively small genomic regions can encode the evolutionary relatedness of a large number of species. In DNA shuffling (middle), large libraries of candidate genes to be screened for a desired phenotype can be quickly constructed through a random cloning process that generates both chimeric sequences and point mutations. The study of gene regulatory networks (right) is dramatically simplified by inherent modularity in cis-regulatory elements (top), co-regulated sets of genes (middle), and coherent spatial patterns (bottom).
Figure 2. Co-regulated and co-functional modules

Multi-dimensional phenotypes (columns of matrix) can often be organized into co-regulated modules; for example, levels (blue/brown) of gene expression or morphological features (columns) that co-vary across samples (rows). Different perturbations or conditions (rows) can be grouped into co-functional modules; for example, sets of knock-outs or small molecules that produce similar phenotypes (columns).
Technical or confounding factors can manifest in directions of significant variation in data. Experimental sampling (A and B) or computational analysis (C) that is aligned with these directions can result in skewed results. (A and B) Crop yield can be affected by both East-West location of samples (triangles and circles) in a field (a confounder), and by treatment. Ellipses depict hypothetical yield distributions (y axis) for each treatment (green, yellow), as a function of location (x axis). If all samples for each treatment are grouped at opposite ends of the field, then the observed differences in yield will either be suppressed (A) or amplified (B). (C) Two populations have substantial differences in dimension j (vertical axis). When the data are projected onto the first principal component (red line; grey arrows depict projection onto the line), the difference in the distributions is nearly eliminated.
Figure 4: Conceptual framework for random and composite experiments

(A) Learning in low dimensions. The similarity of samples in a high-dimensional space (rows in matrix, left) can be preserved in a low-dimensional embedding (dots, right). (B) Random embedding. Low-dimensional embeddings can be defined by random features, corresponding, for
instance, to random samples (top) or random linear combinations of high-dimensional features (bottom). (C) Recovery of modular patterns. In compressed sensing, relatively few random features in each sample (left) are used to infer sparse, latent parameters (middle; e.g., sparse gene module activities), from which high-dimensional features can be recovered (right; e.g., individual gene expression levels).
Figure 5: Approximate scaling of compressed experiments

When high-dimensional vectors can be accurately represented by a combination of few (up to \( n \)) latent patterns, compressed experiments can be nearly exponentially more efficient. The number of compressed experiments (y axis) scales linearly with \( n \), and logarithmically with the total number of patterns that could have been combined (x axis). If biological structure is ignored, variables must be tested individually, for example by measuring or perturbing each gene separately (horizontal line, y=20,000).