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ABSTRACT

End-to-end models, particularly Tacotron-based ones, are currently a popular solution for text-to-speech synthesis. They allow the production of high-quality synthesized speech with little to no text preprocessing. Phoneme inputs are usually preferred over graphemes in order to limit the amount of pronunciation errors. In this work we show that, in the case of a well-curated French dataset, graphemes can be used as input without increasing the amount of pronunciation errors. Furthermore, we perform an analysis of the representation learned by the Tacotron model and show that the contextual grapheme embeddings encode phoneme information, and that they can be used for grapheme-to-phoneme conversion and phoneme control of synthetic speech.
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1. INTRODUCTION

The resurgence of neural networks has significantly changed the traditional pipeline used for text-to-speech (TTS) synthesis. At first, they were integrated in the signal generation process by replacing the statistical model of statistical parametric systems [1] or to define the target cost for unit selection [2]. Then, each module of the pipeline was replaced by neural solutions [3]. The aim of end-to-end TTS systems is to ultimately replace the whole pipeline by a single neural network predicting the audio signal corresponding to the reading of a given text. Meanwhile, current end-to-end systems use a neural network to predict an acoustic representation of speech from text, then convert the acoustic sequence into actual speech by using a neural vocoder. Such end-to-end systems include Tacotron [4], which has been shown to outperform traditional approaches when paired with a high-quality vocoder [5].

While the original Tacotron model took graphemes as input, most following works used phonemes instead. The advantage is three-fold. (1) It allows the avoidance of potential pronunciation errors induced by the model mis-learning how to pronounce certain words [6] and makes neural network training easier. (2) It also allows training of the model on languages like Chinese and Japanese [7], where learning pronunciation from graphemes is complicated since their orthographies contain ideograms. (3) The phoneme input allows users to phonetically control synthesized speech. This is useful when the users want to create and use personalized pronunciation dictionaries for certain words. The performance of grapheme-based and phoneme-based sequence-to-sequence models has been compared with conflicting results for the English language. In [8], the grapheme-based model performs significantly worse than the phoneme-based one for naturalness. On the contrary, [9] found that both type of inputs led to similar results if the model contained a CBHG module. In this work, we compare both inputs in terms of the quality and pronunciation of synthesized speech and show that, in the case of a well-curated French dataset, both types of inputs lead to equivalent performance.

Using this well-trained Tacotron model with French grapheme input, this paper further conducts analysis of embedded representations of Tacotron’s encoder. When a Tacotron model is trained on grapheme inputs, the learning process for word pronunciation is done without the supervision of any phonemic knowledge. There is currently little to no knowledge on the kind of representations learned by Tacotron models from grapheme inputs. Can the network automatically learn a linguistically motivated representation of text, such as phoneme? Alternatively, are those representations completely different from phonemes but still suitable for acoustic feature generation? If the embedded representations are well correlated with phonemes, it may be possible to phonetically control synthesized speech even if we use graphemes as inputs. In order to answer this question, we visualize Tacotron’s embedded representations, analyze phoneme prediction performances from the embeddings, and conduct a proof-of-concept experiment to control pronunciations of the grapheme-based Tacotron.

2. TACOTRON-BASED MODEL ARCHITECTURE

The TTS system under study is composed of a Tacotron-based model to predict mel-spectrograms from textual data, and a
WaveRNN [10] model to convert the mel-spectrograms into speech waveforms. The diagram of the system is shown in Figure 1. A minor difference between the original Tacotron and our model is the addition of a self-attention block [11] in the encoder and decoder. This block is added after the CBHG module, and the outputs of both are used as the encoder prediction. The decoder treats each with a different type of attention. The output of the encoder CBHG module is attended over with forward attention, while the output of the encoder’s self-attention module is attended over with additive attention. Finally, self-attention is also added in the decoder after the decoder recurrent layer. These modifications follow those in [7] and allow the capturing of long term information while speeding up the alignment process.

We use the SIWIS [12] dataset to train our models. It contains high-quality speech recordings of a French female professional voice actress reading mainly sentences from parliamentary sessions and French books. The parliamentary sentences were selected according to phoneme coverage and the book sentences were selected to cover the 10,000 most frequent words in the French language. The text was cleaned to expand common abbreviations and to spell out numerals. Phoneme transcriptions of the texts are extracted using the phonetizer of the Espeak\(^1\) synthesizer, which is dictionary based, with hand-crafted rules to deal with unknown words. The audio is downsampled to 24kHz, and 80 dimensional mel-spectrograms are extracted after beginning and trailing silences were automatically trimmed. In total, around 9 hours of speech and 8,000 sentences are preprocessed. The data are split into train/dev/test sets by leaving out 200 and 400 sentences for the test and dev set respectively. Two models are trained with either one-hot encoded text or phoneme sequences as input. A WaveRNN model is also trained on the.

![Architecture of the neural network. The output of the highlighted CBH-LSTM module is used to extract the embeddings analysed in Section 4.](image)

### 3. EXPERIMENTS

We first conducted experiments to verify that both phoneme and grapheme inputs can lead to equivalent performance before we investigate Tacotron’s embedded representations.

#### 3.1. Listening Test

Out of the 200 test sentences, 50 are randomly chosen to be synthesized by both the grapheme and phoneme models; analysis by synthesis using the WaveRNN neural vocoder is also done. We ran a listening test to compare both models on quality and pronunciation.\(^2\)

In a MUSHRA-like manner, 4 samples (natural, analysis-synthesis, grapheme model, phoneme model) are randomly presented on a single page. Listeners are asked to evaluate the overall quality of the samples with an opinion score between 0 and 100, where the scale is annotated from “Bad (0-20)” to “Excellent (80-100)”. As a proxy for a full intelligibility test, the listeners are also asked to note the level of pronunciation errors compared to a reference text with a score between 1 and 5, each point being annotated with: “1: Does not match the text; 2: Annoying; 3: Slightly annoying; 4: Perceptible but not annoying; 5: Imperceptible.” In total, 12 French native speakers took part in the listening test.

The results of the listening test are shown in Table 1. For the overall quality, samples synthesized with analysis by synthesis are rated with an averaged MUSHRA score of 83, which indicates that the WaveRNN was trained successfully but suffers from a big dip in quality compared to natural samples. The grapheme and phoneme based models are respectively rated with a score of slightly over 70, which corresponds to a “good” quality according to our MUSHRA scale. The difference between the two values is not statistically significant according to a Wilcoxon signed-rank test, which suggests that using graphemes directly instead of phonemes does not lower the overall quality of synthesized speech.

For the pronunciation scores, both the natural and vocoded samples were rated with MOS close to 5. Since the SIWIS dataset corresponds to the recording of a professional voice

---

\(^1\)http://espeak.sourceforge.net/

\(^2\)Our Tacotron and WaveRNN models are available at https://www.dropbox.com/sh/v4cs1g7z9yp73tp/AABUnndXSwJkCqvjoQAgqGa?d=0.

\(^3\)Audio samples are available at https://aperquin.github.io/conferences/ICASSP-2021/sample-page.html.
actor, the natural samples do not contain pronunciation errors, and the vocoding process does not create any. Both the grapheme and phoneme models were rated with MOS slightly higher than 4, which indicates that most of the pronunciation errors that occur are not annoying to listeners. We found that most pronunciation errors were not mispronounced words but missed or superfluous liaison. Again, the difference between the two models is not statistically significant. This suggests that using graphemes instead of phonemes does not impact the amount of pronunciation errors, either.

Overall, training the model on graphemes or phonemes leads to similar quality and pronunciation errors. As such, the grapheme model is suitable to use for performing an analysis of the underlying embeddings and how they relate to phonemes. This study will be the subject of Section 4.

3.2. Objective Evaluation of Pronunciation Errors

To further investigate the difference in pronunciation errors between the grapheme and phoneme models, we evaluated them objectively using Automatic Speech Recognition (ASR) on their synthesized outputs. We used the IBM Watson ASR service to obtain transcripts of our audio samples. To limit the impact of errors due to the language model, we extracted phoneme sequences for both the transcripts and reference sentences using Espeak. The phoneme sequences were then compared by Levenshtein distance. The Phoneme Error Rate is computed as the number of insertions, deletions and substitutions needed to transform the predicted transcript into the reference sequence, divided by the number of phonemes in the reference sequence. We performed the experiment on two datasets: the 50 sentences used in the listening test, and a compilation of 228 French tongue twisters (with no audio reference).

The results are presented in Table 2. Interestingly, the difference between the samples synthesized from the grapheme and phoneme models is not statistically significant for both the types of texts. This is consistent with the results of the listening test: using graphemes instead of phonemes does not seem to increase the amount of pronunciation errors in synthesized speech. For tongue-twister sentences, the PER increases to slightly more than 20%, which is not surprising since those sentences are harder to synthesize and to comprehend.

Table 2. Phoneme Error Rate [%] of all models after automatic speech recognition and phonetization of the transcripts.

|          | Natural | Grapheme | Phoneme | Vocoder |
|----------|---------|----------|---------|---------|
| SIWIS sentences | 6.10* | 7.82* | 10.98* | 8.90* |
| Tongue twister | / | 23.37! | 24.00! | / |

4For example, the “s” is pronounced /z/ in “les enfants” due to liaison
5https://www.ibm.com/cloud/watson-speech-to-text
6https://www.lawlessfrench.com/pronunciation/tongue-twisters/

Fig. 2. Visualization of the Tacotron’s embeddings at the encoder. Top-left: every embedding with a color per character. Top-right: highlights “n” characters. Bottom-left: highlights “u” character. Bottom-right: punctuation.

4. ANALYSIS OF TACOTRON’S EMBEDDINGS

As seen in Section 3, a Tacotron model can be successfully trained on textual data in the form of characters instead of phonemes, without losing any quality or increasing pronunciation errors. This suggests that the model learns to read from characters. The aim of this section is to explore what sort of representations are learned for that task.

4.1. Visual Observation

We focus on the embeddings at the output of the LSTM layer at the end of the CBHG module in the encoder (highlighted on Figure 1). All sentences of the test set are fed to the grapheme model to extract the corresponding embeddings. They are then visualized using t-SNE [13] to obtain Figure 2. For visualization purposes, the number of points was restricted to 3,000 embeddings chosen randomly.

Every character is represented by a different color. Since there was no alignment between characters and phonemes, we relied on the words a given character appeared in to manually deduce the corresponding phoneme for this analysis. From the t-SNE, groups distinguish themselves by their position, some containing only one type of character, others mixing them. This suggests that the Tacotron model does not rely solely on individual character labels to deduce pronunciation.

The second picture highlights the position of “n” characters in the embedding space. By their distribution, multiple
clusters of the “n” embeddings can be found. After analysis, each cluster can be associated to a different phoneme, such as /n/ or /ə/. Interestingly, the clusters do not contain embeddings corresponding to character sequences such as “ans”, “anc”, or “ent”. More surprisingly, some “m” characters appear in the /ə/ cluster. They correspond to sequences such as “emb” which also corresponds to the /ə/ phoneme. Finally, some character embeddings for “n” do not belong to any cluster, as indicated by the dashed arrows.

The same observations can be made for vowel characters such as “u”. Groups of embeddings can be found which actually correspond to a single phoneme, and some other characters forming the same phoneme can be found in those clusters. The fourth picture highlights punctuation characters such as “?”, “.”, “?” or “,”. All of the corresponding embeddings are found grouped together. Some “s” characters that appear in sequences of characters where the “s” is muted can be found in the same cluster as the punctuation characters. This suggests that all punctuation characters are seen as similar by the model, and correspond to a silent pronunciation.

Overall, this visual observation gives interesting insights into the structure of the representation learned by the Tacotron model. First, this machine learned representation can be interpreted. Second, Tacotron’s embeddings at the encoder are not distributed solely according to the corresponding character, but take its context into account. Third, sequences of different characters corresponding to the same phoneme are grouped together. This suggests the model learned to rely on the same distinctive unit suggested by linguistics: the phoneme.

4.2. Tacotron as Grapheme-to-Phoneme Conversion

We found that Tacotron models are able to extract representations akin to phonemes from character texts. This is not surprising, considering the CBHG module contains a filter-bank. It allows the consideration of character sequences of different lengths, similar to N-grams. It is then able to learn statistically which phoneme is most probable for each sequence of characters, similar to statistics-based grapheme-to-phoneme (G2P) converter. This suggests Tacotron’s embedded representations might be used for G2P conversion.

To assert this hypothesis, we build a simple shallow model to perform phoneme prediction from Tacotron embedded representations using the ESPnet toolkit [14]. The model is composed of a single LSTM layer with 64 units, using CTC [15] as a loss. The CTC loss allows the model to make labeled predictions from unaligned data. In our case, this allows us to train the model without having aligned phoneme and character sequences. The model is trained for 20 epochs on either grapheme-based Tacotron’s embeddings or one-hot encoded raw characters. The training data come either from the training set or validation set defined in Section 2. The precision of the models is measured on the test set using PER as in Section 3.2. The results are reported in Table 3.

When trained on a large amount of data (train set), the G2P model trained on Tacotron’s embeddings gets a mean PER value of 13%. The precision of this model is better than the one trained directly on characters, and the difference is statistically significant. This suggests that Tacotron models extract an embedded representation that is closer to phonemes than characters. When trained on a much smaller amount of data (the dev set contains only 400 sentences), the model trained on Tacotron’s embeddings suffers a slight loss in precision. This suggests that the model could benefit from more training data for optimal results. This could also mean that embeddings extracted from data unseen during the training of the Tacotron model are slightly less related to phonemes. In the case of the model trained on raw characters, the PER increases substantially. The high gap in precision between the two models trained on the dev set leads to an interesting use case: Tacotron’s embedded representations might be used to train G2P models for low-resource languages. We will investigate this in our future work.

4.3. Phoneme Control in Grapheme based Tacotron

Contextual character embeddings encode phoneme information, so they should be usable to control the pronunciation of synthesized speech. As a proof of concept, we extracted the contextual character embedding sequences of two sentences and switched the embedding of a “b” character in the first sentence by that of an “m” character in the second sentence before resuming synthesis. When the context of the “m” and “b” characters are similar, the synthesized phoneme is recognized as /m/ instead of /b/. When the contexts are largely dissimilar, listeners are unsure about the synthesized phoneme. Further works need to be done to investigate the use of character embeddings for phonemic control. Synthesized samples are available on the listening page.

5. CONCLUSIONS

We trained a Tacotron model directly on characters rather than phonemes and showed that in the case of a well-curated French dataset, the system performs similarly to a system trained on phonemes. Such a system embeds characters in a way that encodes phoneme information. Thus, Tacotron’s embedded character representations might be used for a wide variety of applications such as grapheme-to-phoneme or control of the synthesized pronunciation.

Our future work includes more detailed investigations of phoneme control in grapheme based Tacotron.

| Table 3. Phoneme Error Rate [%] of G2P models learned from Tacotron’s embedded representations or raw characters. |
|-------------------------------------------------|
| Train set | Raw characters | Tacotron embeddings |
|----------|----------------|---------------------|
| Dev set  | 19.3           | 12.8                |
|          | 30.2           | 16.4                |
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