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Abstract
Most methods for automated full-bore rock core image analysis (description, colour, properties distribution, etc.) are based on separate core column analyses. The core is usually imaged in a box because of the significant amount of time taken to get an image for each core column. The work presents an innovative method and algorithm for core columns extraction from core boxes. The conditions for core boxes’ imaging may differ tremendously. Such differences are disastrous for machine learning algorithms which need a large dataset describing all possible data variations. Still, such images have some standard features – a box and core. Thus, we can emulate different environments with a unique augmentation described in this work. It is called template-like augmentation (TLA). The method is described and tested on various environments, and results are compared on an algorithm trained on both ”traditional” data and a mix of traditional and TLA data. The algorithm trained with TLA data provides better metrics and can detect core on most new images, unlike the algorithm trained on data without TLA. The algorithm for core column extraction implemented in an automated core description system speeds up the core box processing by a factor of 20.
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1. Introduction

Various approaches have been developed to study full-bore core images by a computer due to rapid quantity and quality data increase. The images may be used for automated rock typing (Baraboshkin et al., 2020; Lepistö, 2005; Patel et al., 2017; Thomas et al., 2011), (Alzubaidi et al., 2021) and different properties distribution analysis (Egorov, 2019; Khasanov et al., 2016; Prince and Chitale, 2008; Wieling, 2013). Most of them are based on an analysis of a separated core column, usually stored in a box. Some are based on a statistical analysis of a separate core column image, and others are based on machine learning and deep learning algorithms. As core column images are usually stored in a box, these columns should be extracted from the full-bore core box image first (figure 1) to proceed with image-based rock typing. A special algorithm should be developed to perform this extraction. There is no available research on the core column extraction from an image.

This work presents a method and approach to extract a core column from a core box image and discuss challenges and solutions which may appear during algorithm development.
Figure 1. Different data types received from national and international data repositories: NOPIMS (National Offshore Petroleum Information Management System (B), IODP (Integrated Ocean Drilling Program) (C), RosGeolfond (Russian federal geological fund) (A).

Images in figure 1 show that each sample image was taken in various conditions (lightning, camera position, different tools inside the frame area etc.). Different approaches can be applied to extract information from the core box. An untrained person can, in most cases, separate the core and the box on the image manually, but the computer vision algorithms are not that consistent. The significant issues of computer vision are the following. Traditional computer vision methods will work with specific data types only and should be tuned to each new dataset (or even an image within the dataset) separately. If a researcher wants to implement a universal algorithm, he/she can develop a complicated decision-making system based on computer vision or train a machine learning algorithm. One can also use a deep learning algorithm. Deep learning methods (which can be used in the computer vision system) will not work from time to time due
to domain adaptation problems. It is hard to create such an algorithm that will work the same way on different data types due to a great variety of such data, especially with insufficient training data.

One of the commonly used ways to interpret an image in computer vision is semantic segmentation with supervised deep learning. Many examples of labelled data are required for such an approach as one needs to describe data variety sufficiently. This is an elusive target for a specific task with great diversity, even if one creates own dataset. Thus, the domain adaptation problem related to the unrepresented data appears. This issue is commonly resolved by complex algorithms that demand much time and computational resources (like generative adversarial networks). (Gong et al., 2018; Shorten and Khoshgoftaar, 2019).

Current work presents a method and a practical implementation of domain adaptation problem elimination with a lightweight solution. We assume that our approach can be applied in machine vision systems with template-like data, where parts of the image are similar (like surveillance systems, flaw detection, store shelves packing check). This will help solve the domain adaptation problem in research and production model development. The method is driven by deep augmentation of an image with easy-to-implement ways based on initial labels.

During the development of the method, it was proven to be effective on core box image segmentation tasks with low accessibility of training examples and a great variety of data. The primary purpose was to get stable results and decrease false-positive responses on a wide range of data that may not be presented in the initial dataset.
2. Materials and Methods

This research implemented a template-like data augmentation (TLA), described in section 2.3 below, to enhance the algorithm performance.

Code was written in Python (version 3.7) (Van Rossum and Drake, 2011). Different Python libraries were used:

- OpenCV (4.1.1 (Bradski, 2000))
- Numpy (1.18.1 (Travis, 2006))
- Augmentation library Albumentation (0.4.1 (Buslaev et al., 2018)).
- The Segmentation Models library (1.0.0 (Yakubovskiy, 2019)) was used to test a hypothesis based on the use of convolutional neural networks (CNN) applied for segmentation.
- Keras library was used to build CNN’s architecture (2.3.1 (Chollet et al., 2015)) with Tensorflow backend (1.15) (Martín Abadi, Ashish Agarwal, Paul Barham et al., 2015) and Pytorch (1.3 (Ketkar, 2017)) with the use of one Nvidia 1080TI GPU instance.
- Matplotlib (3.1.1 (Hunter, 2007)) was used for plotting the results. Scikit-Learn (0.22, (Pedregosa et al., 2011)) used for model tests.

2.1. Data description

The database included different types of core boxes (figure 2). A core is a sample of rock extracted from the Earth by drilling and stored in separate containers (or boxes). The length of a core was from 0.5 to 1 meter. The diameter was about 0.1 m. As a part of the description, the core boxes are shot with a high-
resolution camera (figure 1) (the image size is up to 4000x6000px) under daylight (100%) and, sometimes, under ultraviolet light (43%).

The following characteristics are typical for core boxes:

1) a core may destruct during extraction and reallocation and has a different shape.

2) separate core parts may be removed from the box for experiments.

3) the initial size of the image may vary on a large scale.

This work aims to separate core columns from the background part of the image like core box, colour pallet and foreign objects – the best suitable algorithm for such a task (bearing in mind the characteristics above) is the image segmentation algorithm. A dataset should be prepared to train a segmentation algorithm consisting of pixel-accuracy labelled images. Such a dataset was created.

The dataset included 1010 manually labeled images of different resolution (minimal size 2860x860px ~ 100 dpi recalculated to core diameter equal to 10 cm, maximum size – 6000x4000px ~ 300 dpi). It was separated into training (734 images) and test (276) sets to test the algorithm.

The labels were manually added to an image mask in the Gimp (GNU Image Manipulation Program) application. The mask was stored in a grayscale format, which has 255 values of grey (a regular uint-8 image). We used 0 for the background and 255 for the core (figure 2). This information about key (the core) and value is stored in JSON-format file (Bray, 2014) and looks like that: {"core_column": 255} ...

The image and mask are stored in different folders.
2.2. Algorithm selection

A fully convolutional artificial network was used for core detection as the core can have different shapes and appearances.

2.2.1. Network architecture

To have ease in deployment and enough model generalization, we chose U-Net. One of the most popular deep learning models for a semantic segmentation task is U-Net (Ronneberger et al., 2015), with ResNet-50 backbone available in the segmentation_models library above. The architecture can generalize data well, even within a small dataset (30-50 is sufficient for generalization of binary segmentation task in an invariant dataset). Compared with other models (such as PSPNet (Zhao et al., 2017), DeeplabV3 (Chen et al., 2017)), ResNet-50 shows the same metric values (discussed in the Results section).
2.3. Template-like augmentation

Augmentation is a standard tool to improve generalization by machine learning algorithms (DeVries and Taylor, 2017). The augmentation increases the dataset's size by adding different noises or changing a part of it. Various augmentations are available for images that can be applied in various scenarios. For example, the image can be distorted to simulate multiple shapes of an object or randomly cut-out to extract some features from an image. With the application of different augmentation techniques, a researcher can enhance algorithms performance (Shorten and Khoshgoftaar, 2019).

Unfortunately, due to large application areas, known libraries lack flexibility and are not suited for small datasets for a specific task. They are tuned to be applied during training and test periods (training time augmentation or TTA) to interchange an image with an augmented one. When an image is passed to the network, it could be randomly changed to an augmented one. It is not possible to fix the augmentation state for each training epoch. TTA is done to save disk space and provide large data variety. These augmentations can be saved, and these will be data permutations only, not new data. This work aims to use augmentations and create new data based on a researcher’s data. We used known augmentation libraries to permute the data and developed a separate library to create new data based on the dataset we had already had.

A Python library was developed for template-like data augmentation (TLA). The library allows to interchange of segmented objects in an image to other objects of the same shape and semantic meaning from a collection of samples flexibly. The algorithm can change both: background and foreground parts of an image to increase the semantic segmentation algorithm performance on a new image. Various backgrounds can be used to cover the target object. An algorithm should ignore these backgrounds. A
researcher can perform an adversarial attack using different objects. Thus, if there are several typical templates for the dataset (e.g., several store shelves, street views, etc.), it is possible to enlarge the dataset to an almost infinite number of images.

Background images were chosen from surrounding objects and made of images from a database by replacing the core with space from the background (figure 3). Some of these images were taken by a phone camera in different seasons and places to simulate situations where the core box lay on the ground. The size of the images was comparable to core box images (1908x4032 px).
2.3.1. Template-like augmentation (TLA) process

The augmentation algorithm uses simple image transformation techniques guided by an initial mask. There are several folders with identical to segmented labels names. An example of a folder structure is in figure 4:

![Folder structure diagram](image)

Figure 4. An example of the folder structure for the TLA augmentation process.

The initial mask and image are taken from a folder during augmentation (figure 5).
Figure 5. A scheme of the TLA augmentation process. The scheme is implemented in the TLA-augmentation algorithm available in GitHub.

A JSON file is loaded to match the class and mask with specific colour values (from 0 to 255 in greyscale). Depending on the probabilities set, different augmentations may be applied. Different parts of an image are chosen according to the mask, and specific segments (e.g., core or some other “foregrounds”) are randomly picked from a “foreground” folder corresponding to the name matched with a mask in a JSON file. The segments are cropped to the size of the chosen part and replaced. A background may be randomly picked from the “background” folder that can be placed either on the top of an image or the bottom layer of an image in compliance with the settings set. The result of foreground augmentation is demonstrated in figure 6 and figure 7.
Figure 6. The results of foreground augmentation. A - original image, B - the image after augmentation, C - augmented mask.

Also, augmentations can be applied to masks and images by the Albumentations library to improve the efficiency of an algorithm. The obtained image sometimes may be confused with the initial image (figure 7).

Figure 7. Comparison of the initial image (A) and augmented images (B, C). Some core in the core box changed (B); parts are cut-out (B) and mixed-up (C).
2.4. Data preprocessing

Firstly, we divided all images into a train set (734 images) and a test set (276). Secondly, we provided augmentation. Then we added extra 800 unlabeled images to the dataset from different data sources to compare the network’s performance on a new set of data (with an application of template-like augmentation and without it). Each image was resized to a size of 320x480px to train a CNN. Images were normalized into 0 to 1 intervals using the min-max normalization before passing to the CNN.

2.5. Experiment setup

Three groups of data conditions were analyzed during experiments: a dataset without TLA augmentation (first setup, which included an augmentation from the Albumentation library), a composed dataset with TLA and non-augmented images (second setup), and a dataset with TLA only (third setup).

As the initial setup for neural network training, the hyperparameters were set to the following values: initial learning rate - 3e-4, batch size - 16, number of epochs - 15. The ReduceLROnPlateau was used as a scheduler to adjust the plateau's learning rate. The Early Stopping procedure was used to control the overfitting of the model. The complex loss function was used to train the model – binary cross-entropy and Jaccard loss with equal contribution to the optimization process.

Convolutional neural network training common practice includes data augmentation, which may be done with the Albumentations library. Following augmentations were used with each dataset group: resize, image flipping, image rotating, Gaussian noise and colour jitter.

The results were evaluated on a testing set with various metrics (Fawcett, 2006; Metz, 1978) and by a visual screening of new unlabeled images to apply an algorithm in the real world. A part of the visual screened
results was also labelled to evaluate metrics performance. Pixel accuracy was not used in the semantic segmentation problems because it is not recommended (Rahman and Wang, 2016).

The metrics used are:

- \[ \text{precision} = \frac{TP}{TP + FP} \] (Fawcett, 2006; Metz, 1978) (1)
- \[ \text{recall} = \frac{TP}{p} \] (Fawcett, 2006; Metz, 1978) (2)
- \[ f\text{-score } F_\beta = \frac{(1+\beta^2)\cdot \text{precision} \cdot \text{recall}}{(\beta^2 \cdot \text{precision}) + \text{recall}} \] (Sasaki and Fellow, 2007) (3)
- \[ \text{intersection over union } IOU = \frac{TP}{(FP + TP + FN)} \] (Rahman and Wang, 2016) (4)

where TP – true positive, TN – true negative predictions, FP – false positive, FN – false negative labels to predict (the number of examples).

Precision (1) describes an amount of data predicted correctly out of all predicted values. Recall (2) describes the amount of data that is detected out of all data. The f1 score (3) means an equal contribution of precision and recall (\(\beta=1\)), f2 (3) means the inclination to recall (\(\beta=2\)). IOU(4) describes the prediction and target mask intersection. To illustrate the calculation, a demo-example was created (figure 8).
Figure 8. Examples of metrics calculation unrelated to core box segmentation problem. The ground truth is marked as green, the intersection with the mask is light green, the mask is light blue. The calculated metrics for different types of intersections are below the squares.

Convergence of the training loss and metrics values showed no overfitting or underfitting (figure 9) as train and validation curves are repeating each other behaviour. In the case of overfitting, the validation curve would go up for the loss, and the training curve would go down and vice-versa for IOU.
Figure 9. Loss and IOU curves for different data setups. First setup – the initial dataset separated by training and validation dataset, second setup – the training dataset expanded with TLA data.

3. Results and discussion

In the series of experiments, we discovered that the CNNs segment the images differently. The first setup training tended to segment most new images as a target value. The second setup training provided the best results during visual screening on any data, whether similar to the training set images or new images. The third setup worked only on a few images; thus, we compare here just two first settings (figure 10).

The prediction results were visually screened, and positive and negative cases were found. Better segmentation results determine positive cases with the second setup over the first setup.
Results received from new images predicted with both CNN’s trained with and without TLA data were determined as positive and negative cases after the visual screening. Positive case - is the situation when the second setup CNN prediction results under visual control were more specific than the first setup CNN. The negative case – is an opposite situation when the results of the first setup CNN prediction under visual control were more specific than the second setup CNN.
Figure 10. The comparison of an algorithm trained with two data setups. The rows contain different types of core boxes. 1,3- taken by hand with a camera, 2,4 - taken with a camera placed on a core-imaging stand.

The masks generated by the algorithm were manually edited to get the metrics. Here is the comparison table of different metrics calculated on both results in table 1.

Table 1. Metrics gained upon evaluation of both algorithms.

|                  | Regular Training | Training with TLA |
|------------------|------------------|-------------------|
|                  | iou   | f1    | f2    | precision | recall | iou   | f1    | f2    | precision | recall |
| mean             | 0.826 | 0.900 | 0.890 | 0.925     | 0.886  | 0.801 | 0.883 | 0.890 | 0.886     | 0.897  |
| median           | 0.838 | 0.912 | 0.913 | 0.956     | 0.916  | 0.815 | 0.898 | 0.913 | 0.916     | 0.919  |
| max              | 0.999 | 1.000 | 1.000 | 0.999     | 1.000  | 0.984 | 0.992 | 0.995 | 1.000     | 0.999  |
| min              | 0.371 | 0.541 | 0.425 | 0.504     | 0.372  | 0.256 | 0.407 | 0.523 | 0.298     | 0.612  |

First setup CNN slightly outperforms the second setup CNN (the delta is around 0.01-0.02), as seen on a table except for the recall parameter (the recall is slightly higher). The results mean that the TLA-based approach detects core 1.2% better but 4% less accurate. The minimum recall of the TLA-based approach is 1.6 higher than that of an algorithm trained with regular data (delta is 0.24). The TLA-based approach improved recall parameters. If a user uploads a new image, the overall performance will be measured by visual inspection of a result. The better the recall parameter, the better visual inspection results. Thus, our results improve the user experience.

3.1. Positive cases

As shown in figure 10, examples 3 and 4, the overall network performance accuracy increased on new data types. Specifically, the areas counted as "core" reduced in figure 10, images 1 and 3 and expanded in figure
10, 2 and 4. In the second setup, CNN started to mislabel some parts of the second image in figure 10, but the whole segmentation quality has grown to 1.4 by recall and IOU parameters.

The proposed method of template-like augmentation can help the algorithm determine which part of an image belongs to the core and which one is not (figure 11). In the initial dataset, any part of the core covered by sample label marks (e.g., a piece of paper with a number) was counted as "core" (covered with the same white mask as core). After training with template-like augmentation, the network distinguished such cases (figure 11).

![Figure 11. Comparison of results for regular training (A) and training using template-like augmentation (B).](image)

### 3.2. Negative cases

Several types of negative cases were found (figure 12):

1) empty boxes were labelled as core (1% of cases).

2) areas around the core box were labelled as a core (3% of cases).
3.3. Image understanding

A statistical approach was designed to filter out the "negative" and "positive" examples during images postprocessing to improve the algorithm's effectiveness. The bounding box approach implemented in the OpenCV library was used to extract the core from the box. It produced bounding boxes in the following way: the starting coordinates of a box – x and y and the bounding box's width and height. There are several characteristics of bounding boxes to look at. Firstly, the number of boxes in images varies from 1 to 6. This information was used to roughly evaluate the performance of an algorithm with simple bounding box counting. Secondly, the core can be found at the upper part of an image, so we can use this information to filter some boxes by the y coordinate. In combination with bounding box width and height, we can have several easy-to-estimate statistics that can increase the core extraction results for the user and further increase the recall (figure 13, figure 14).
Based on statistical analysis, different cleaning-up approaches were developed:

1) based on a median width and height of a core.

After mask generation, the bounding boxes detected with the OpenCV library and their respective median height and width are calculated. After that, the median can be used to calculate boundary conditions for filtering.

\[
xt_{\text{up}} = x \times n; \quad xt_{\text{bot}} = y/n,
\]

where \( n \) – a manually set coefficient (varies from 1.2 to 1.5), \( x \) – median width, \( y \) - median height, \( xt_{\text{up}} \) - the threshold for the upper boundary of a core mask width, \( xt_{\text{bot}} \) – the bottom boundary of width.

The same algorithm can be applied for height.

As a demonstration, there are 10 bounding boxes on an image that were detected. The calculated median width was 430, so after filtering, 5 core columns left as the width of the others were either
lower or higher than the threshold set (from 358 (xt_bot) to 516 (xt_up), since coefficient n was equal to 1.2).

2) based on an image width threshold ratio (the core width cannot be less than this ratio).

\[ gt = \frac{xi}{m}, \]

where \( gt \) – global image width ratio, \( xi \) – the image width, \( m \) – manual set coefficient (varies from 50 to 200).

For example, the image width is 4000, the \( m \) coefficient is 100, so the minimum core width is 400.

Followed by the previous demonstration, the same columns can be filtered out and received 6 bounding boxes as they coincide with the minimum core width threshold \( (gt) \).

Both methods were used after experiments to increase the results for prediction and inform a user about the current segmentation status.

The recall was increased with the application of median size filters (Table 2).
Table 2. The metrics gained after postprocessing of results.

|                | Regular Training | Training with TLA |
|----------------|------------------|-------------------|
|                | iou   | f1    | f2    | precision | recall | iou   | f1    | f2    | precision | recall |
| mean           | 0.813 | 0.892 | 0.893 | 0.900     | 0.896  | 0.777 | 0.868 | 0.887 | 0.846     | 0.904  |
| median         | 0.827 | 0.906 | 0.916 | 0.930     | 0.923  | 0.797 | 0.887 | 0.907 | 0.889     | 0.929  |
| max            | 0.976 | 0.988 | 0.995 | 0.989     | 1.000  | 0.970 | 0.985 | 0.991 | 0.981     | 1.000  |
| min            | 0.382 | 0.553 | 0.438 | 0.490     | 0.385  | 0.239 | 0.386 | 0.511 | 0.274     | 0.610  |

3.4. Algorithm application and development

The developed algorithm can be applied widely to process core boxes images. The algorithm was used to extract separate columns out of a core-box image for further image processing. After extraction, the individual images can be used for automated rock typing or core quality analysis.

The developed algorithm can be set into a core description system as a web app for fast and easy core column extraction (figure 15). As mentioned, the calculated statistics may inform a user if some mistakes may appear on a mask. For example, if some samples marked as "core" are sufficiently larger or smaller than the median – the user can be informed to pay attention to such an image.
Figure 15. The algorithm implementation for production purposes. The algorithm produced the green mask, and a user can edit it.

The algorithm allowed to speed up the process of core extraction. With additional information (e.g., the depth and core layout direction, which can be provided by file name or user), core depth referencing can be auto-generated. After depth estimation user can interactively change the depth, correct the finite mask, and get extracted columns with depth referencing (figure 16).
A user can get a significant speedup of core extraction. Manual core column extraction can take up to 20 minutes, depending on the number of core columns and depth referencing an image. Automated core column extraction takes only one minute. It is independent of depth referencing and the number of columns—the application of the developed algorithm speedups core extraction to 20x for a user. Days of manual core extraction turn out to be several minutes with the application of the algorithm.

4. Conclusions

The work firstly presented a method to extract core columns from a full-bore core image.

The new data augmentation method helps create new data when samples quantity is low for generating datasets with GANs. In this research, the method was applied to core box images segmentation.
Several setups were used to compare the performance of U-Net-like convolutional neural networks (CNN) training approaches. The first setup included traditionally prepared data, and the second had the same data with the addition of TLA-generated data. All setups were tested on a new bunch of data used neither on training nor on validation steps.

Comparing the performance of the convolutional neural network (CNN), several conclusions were made. Firstly, the network trained with the TLA method increased recall. Secondly, TLA-generated data improved the segmentation results on new data not presented to the segmentation algorithm and sufficiently distinct from examples provided during the training and validation period. Thirdly, the CNN trained with TLA-data started to distinguish the areas mislabeled as target label "core" on the training dataset.

The results of statistical analysis of masks generated by the algorithm allow one to post-process the mask, clean up final results, and inform a user about mistakes presented in images.

The trained algorithm was set into the system for automated core description to generate the automatic description or export images to external software programs with a speedup of a single image processing time to 20x. A user can use the previously spent time for core image extraction for much more exciting tasks.

The trained algorithm can analyze provided information about the depth of a core box and include this information in its description.
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