Robust optimization is a method for optimization under uncertainties in engineering systems and designs for applications ranging from aeronautics to nuclear. In a robust design process, parameter variability (or uncertainty) is incorporated into the engineering systems’ optimization process to assure the systems’ quality and reliability. This chapter focuses on a robust optimization approach for developing robust and reliable advanced systems and explains the framework for using uncertainty quantification and optimization techniques. For the uncertainty analysis, a polynomial chaos-based approach is combined with the optimization algorithms MOSA (Multi-Objective Simulated Annealing), and the process is discussed with a simplified test function. For the optimization process, gradient-free genetic algorithms are considered as the optimizer scans the whole design space, and the optimal values are not always dependent on the initial values.
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1 Introduction

These days, mathematical modeling and simulations are used for designing engineering equipment in almost all industries. Numerical optimization algorithms are incorporated into the modeling and simulation process to design optimal performance engineering equipment. The main goal of the design process is to ensure all product specifications consider variability and uncertainty in the design response [Taylor, 1997; Ghanem et al., 2017]. A class of uncertainties originating from system variability, such as boundary conditions used in the mathematical modeling, input parameters (temperature, load, fluid, and material densities), etc, are called aleatory uncertainties. Variability, uncertainty, and tolerance must be incorporated into the system design process to assure the quality and reliability of the design. Therefore, optimal product parameters where the system behavior is robust despite unavoidable variability must be evaluated. In the early design process of a product, a robust optimization process is a new, cost-effective and innovative
approach that allows to include uncertainties in the optimization process. From the modeling perspective, it is also necessary to understand the engine performance near or around the optimal point in the design process. For example, in designing a jet engine with maximum engine efficiency, one needs to include variations in operating conditions, geometry roughness/tolerances, and uncertainties in the material properties as the engine will not operate strictly at the optimal points but at nearby points also. Hence, the goal is to maximize efficiency while ensuring the engine doesn’t fail the emission requirements, and this process ensures that engine efficiency is also acceptable for the known uncertainties.

The classical method for optimization process or deterministic optimization doesn’t provide an accurate picture of the optimization process of the system under consideration for the input parameters not known properly or are uncertain. In practice, the optimized solution without considering environmental changes or manufacturing uncertainties may provide very catastrophic results. Several stochastic methods have been developed in the last few decades to tackle uncertainties in system parameters or design variables. In mechanical engineering, the aim of structural optimization is to design a very high-performance, robust, and reliable system. Nondeterministic or robust optimization approaches are usually divided into reliability-based design optimization (RBDO) and robust design optimization (RDO). In RBDO, one seeks an optimal design with a given probability of failure. In RDO, the main aim is to find an optimal design with reduced uncertainties of the system objectives. Hence, the optimization problem can be a multi-objective optimization. The combined technique can be called reliability-based robust design optimization (RRBO) for a robust and reliable design. In RRBO, both RDO and RBDO algorithms are employed to find a robust optimal point by adding some constraints to the probability of system responses Kumar et al. [2022, 2019a, 2020a].

Several RRDO methods Sandgren and Cameron [2002], Kumar et al. [2019a, 2019b], Ben-Tal and Nemirovski [2002], Kumar et al. [2020c] have been reported in recent years. Stochastic design optimization using Monte Carlo (MC) based uncertainty quantification is the most simplified method. It can estimate the probability of failure and the objectives’ moments of the system directly, but a large number of simulation points are needed for accurate stochastic responses. It makes the Monte Carlo use in the stochastic design process very time-consuming. Many simulation samples are needed to ensure accuracy, making MC-based robust optimization very time-consuming for implementation when numerical simulations for real-life engineering test cases are involved. Alternatively, a more recent uncertainty quantification methods based on polynomial chaos Najm [2009], Xiu and Karniadakis [2002] is used by numerous researchers. For optimization, two kinds of algorithms are usually used: gradient-based and gradient-free genetic algorithms. In polynomial chaos-based robust optimization, the polynomial chaos method is used to estimate the mean and standard deviations of the objective functions at each iteration point of the design process.

2 Optimization Under Uncertainty

Robust optimization is a process of considering uncertain parameters with their variabilities. Instead of finding the optimal point for constant inputs, extracting the uncertain input parameters and their variability, and then finding the optimal point that is robust to those parameters’ variabilities. It becomes challenging to have a stable optimal point in a design process that doesn’t result in instability or failure, significantly when the optimal response varies due to system uncertainties.

A robust design is considered less sensitive or insensitive to input parameters’ uncertainties. The robust optimization process aims to enhance a system’s quality by optimizing its performance where input uncertainties are not ignored in the design process. For robust optimization analysis, there is no universal formulation. The designer can set robust design conditions, parameters, and constraints depending on the customers’ requirements. A robust problem usually contains the objective function’s mean and standard deviations where the objective function’s standard deviation or uncertainty is minimized. Depending on the situation, constraints are also added for reliability analysis.

Consider a robust optimization problem as:

$$\text{minimize : } V(x) = [\mu_V(x), \sigma_V(x)],$$

subject to : $U_i(x) > 0$ \hspace{1cm} (1)

where $\mu_V(x)$ and $\sigma_V(x)$ are the mean and standard deviation of the objective function. The robust optimization problem is defined as a multi-objective problem in the above formulation. A multi-objective problem usually has multiple solutions. These solution points are called points on the Pareto front where based on the customers’ demand and criteria, the designer can choose the best design. Figure 1 depicts a typical flowchart for optimization under uncertainties.

A very long computation time and computational resources are the main challenges in robust optimization. Hence, it’s only possible to conduct a robust optimization process on small components of engineering designs due to technical
feasibility. Therefore, it is necessary to use efficient optimization algorithms and uncertainty quantification within the process. Alternatively, it is also advisable to use surrogate models to speed up the process.

3 Test Case and Analysis

In this section, we consider a two peaks function (shown in Fig. 2) as described below for the optimization under uncertainties analysis.

$$f(x, y) = k_1 e^{-\frac{(x-x_1)^2+(y-y_1)^2}{2\sigma_1^2}} + k_2 e^{-\frac{(x-x_2)^2+(y-y_2)^2}{2\sigma_2^2}}$$ (2)

The above function is a weighted sum of two Gaussian functions. The function have two peaks at two different locations \((x_1 = 2, y_1 = 2)\) and \((x_2 = -2, y_2 = -2)\). For the given coefficients \((k_1 = 11, \sigma_1 = 0.5)\) and \((k_2 = 10, \sigma_2 = 2)\), the height of the peak at location \((x_1 = 2, y_1 = 2)\) is equal to 11 and for \((x_1 = 2, y_1 = 2)\), the peak at location \((x_2 = -2, y_2 = -2)\), the height is 10. Hence, it is very clear that the maximum of this function is equal to 11 at the location point \((x_2 = 2, y_2 = 2)\). In this section, we will see how the impact of uncertainties finds a maximum point that is robust with respect to uncertainties.

In robust optimization problems, stochastic input variables are required. Based on this concept, \(x\) and \(y\) must be set. In this study, we impose a normal distribution with a standard deviation of 0.1 for the variables. It means that extra investigating points following the distribution are generated around each robust design. Latin hypercube sampling (LHS) is selected as the sampling method and it generates 50 points around the robust design. In order to find a stable
solution, we set the following objectives for the function: (1) maximizing the mean value and (2) obtaining the lowest standard deviation (less than 0.1). The optimization process is implemented using multi-objective simulated annealing (MOSA) [Ulungu et al. 1999], [Metropolis et al. 1953], [Kirkpatrick et al. 1983] and 600 evaluations are performed.

Fig. 3 shows all the computed designs with the 3D scatter plot. The feasible designs are expressed as green markers and the unfeasible designs as orange. In addition, Fig. 4 represents the 2D scatter plot of the computed design parameters. From Fig. 3 and Fig. 4 it is revealed that the local maxima \( x = 2 \) \( y = 2 \) does not appears in the robust optimization.

From the nature of the test case, it can be easily predicted that for the optimization case under uncertainties in the design parameters \( x, y \), the maxima of the mean function will correspond to the peak at the location \( x_2 = -2, y_2 = -2 \). This peak is not global maxima but under uncertainties when the optimization algorithm looks for a peak that is the most stable with respect to uncertainties. That means, in the nearby points, the function doesn’t drop a lot and hence it is robust to the input uncertainties. Hence, the numerical results verify the predicted results.

4 Conclusions

In this chapter, first, a brief introduction to the optimization under uncertainty process is described. Further, a test function is considered to explain the process. A simplified test case containing two peaks is considered. One sharp peak, where the maxima of the function take place is the global maxima. The other peak is a bit smaller and is relatively less sharp. The smaller peak is robust with respect to uncertainties. Hence, it corresponds to the maxima for robust optimization. Multi-objective simulated annealing (MOSA) is considered here for the optimization analysis. For uncertainty quantification, the polynomial chaos approach is used. The results from robust optimization are logically discussed with the optimization results with no uncertainties.
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