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Abstract

Dense retrieval has shown great success in passage ranking in English. However, its effectiveness in document retrieval for non-English languages remains unexplored due to the limitation in training resources. In this work, we explore different transfer techniques for document ranking from English annotations to multiple non-English languages. Our experiments on the test collections in six languages (Chinese, Arabic, French, Hindi, Bengali, Spanish) from diverse language families reveal that zero-shot model-based transfer using mBERT improves the search quality in non-English mono-lingual retrieval. Also, we find that weakly-supervised target language transfer yields competitive performances against the generation-based target language transfer that requires external translators and query generators.

1 Introduction

Dense retrieval uses dense vector representations for semantic encoding and matching. It has shown its effectiveness in open-domain question answering and passage ranking (Nogueira and Cho, 2019; Yang et al., 2019; Karpukhin et al., 2020). However, most of the existing work focus on high-resource languages such as English, where large-scale annotations are readily accessible. Widely available large-scale datasets such as Natural Questions (NQ) (Kwiatkowski et al., 2019) and MS MARCO (Nguyen et al., 2016) are used for training dense retrieval encoder to achieve state-of-the-art performances in English. Such data is especially hard to obtain for low-resource languages, considering that large amounts of annotations are required for training dense retrieval encoders.

More recently, Shi et al. (2020) proposed several cross-lingual transfer techniques for bridging the language gaps between high-resource languages and low-resource languages for document reranking. However, unlike dense retrieval, document reranking affects the efficiency of the document retrieval because reranking is the second stage inference based on the results of first-stage term-matching based retrieval.

In this work, we focus on improving the traditional term-matching based retrieval without losing the efficiency of the retriever. Our model combines term-matching scores and dense retrieval similarity in a single step, overcoming the efficiency issue of two-stage document reranking and exploiting the representation ability of neural models at the same time. More specifically, we explore techniques for leveraging the relevance judgments in a source language, usually a high-resource language such as English, to train dense retrievers for mono-lingual document retrieval in multiple target (non-English) languages. Note that this setting is different from cross-lingual information retrieval (CLIR), where queries and documents are in different languages (Shi and Lin, 2019; Yu and Allan, 2020; Jiang et al., 2020; Litschko et al., 2021; Yu et al., 2021; Chen et al., 2021). Following the idea of cross-lingual training (Shi et al., 2020), we examine low-resource techniques including zero-shot model-based transfer and weakly-supervised target language transfer; we also explored the technique by leveraging public translators, such as Google Translate, to improve the language transfer of the dense retriever.

We train our retrieval models using Natural Questions and MS MARCO in English, and we evaluate our transfer approaches on diverse text collections for document retrieval in six target languages including NTCIR 8 in Chinese (Mitamura et al., 2008), TREC 2002 in Arabic (Oard and Gey, 2002), CLEF 2006 in French (Di Nunzio et al., 2006), FIRE 2012 in Hindi, FIRE 2012 in Bengali (Yadav and Robins Yadav), TREC 3 in Spanish (Harman, 1995). Our experimental results show that while the dense retriever itself cannot obtain performances as competitive as traditional exact term matching...
methods such as BM25 or BM25+RM3 query expansion, combining them can obtain effectiveness improvements without losing the efficiency. Especially, the weakly-supervised target language transfer yields competitive performances compared with the generation-based target language transfer that requires external translators.

2 Related Work

Dense retrieval showed its superiority over the traditional term matching based methods such as BM25 or BM25+RM3 query expansion on passage retrieval task (Dai and Callan, 2019b,a; Karpukhin et al., 2020; Zhang et al., 2019; Chang et al., 2020; MacAvaney et al., 2020). A bi-encoder architecture is used for the dense retrievers, where the queries and documents are mapped into hidden vectors independently without any interaction between them. Compared with term-based sparse retrieval using TF-IDF or BM25, it can capture synonyms or paraphrases by incorporating contexts and provide additional flexibility to learn task-specific representations (Lin et al., 2020).

Document reranking is another topic in document retrieval. With pretrained language models, the reranking effectiveness has been improved significantly (Nogueira and Cho, 2019; Yilmaz et al., 2019). A cross-encoder architecture is often used for document reranking, where the tokens of query and the document can have full interactions in the encoder and the matching signals can be easily captured by the models.

The multilingual BERT (Devlin et al., 2018) has shown its language transfer abilities over different tasks (Wu and Dredze, 2019). Shi et al. (2020) were the one of the first to build IR re-rankers based on the mBERT for non-English corpus by leveraging the relevance judgments in English.

3 Preliminaries

We explore different strategies for the cross-lingual transfer of dense passage retriever (DPR) to improve traditional retrieval methods such as BM25 or BM25+RM3. DPR uses a dense encoder $E_P(\cdot)$ that encodes passages to a $d$-dimension vectors and builds an index for document collections that are used for retrieval. For the query, a different encoder $E_Q(\cdot)$ is used for mapping the query into $d$-dimension vector. Based on the query vector, the closest top $k$ passages are retrieved from the pre-built index based on the pre-defined distance function. Following Karpukhin et al. (2020), we define the distance function as $\text{sim}(q, p) = E_Q(q)^\top E_P(p)$. We use pretrained mBERT as the start point and the hidden state of $[CLS]$ token is regarded as the representation of the encoded text. During inference, we apply both bag-of-words exact term matching such as BM25 or BM25+RM3 and dense retrieval. The relevance score of each document combines the term-matching scores with dense retrieval similarity $S_{doc} = \alpha \cdot S_{term} + (1 - \alpha) \cdot S_{dense}$ where $\alpha$ is tuned via cross-validation. All candidate documents are sorted by the above score $S_{doc}$ to produce the final output.

4 Cross-Lingual Relevance Transfer

To perform cross-lingual transfer of DPR from a high-resource source language to low-resource target languages, we investigate two groups of strategies. The first strategy, model-based transfer, directly applies the retrieving model trained on the source language to other target languages in a zero-shot manner. The second strategy explores two data augmentation techniques to build the training data on target languages for finetuning.

4.1 Model-based Transfer

By exploiting the zero-shot cross-lingual transfer ability of pre-trained transformers such as mBERT (Devlin et al., 2018) and XLM-Roberta (Conneau et al., 2019), we train the dense retriever encoder in the source language and apply inference directly on target languages. These pre-trained transformers only require raw text in different languages, e.g. Wikipedia, and are trained in a self-supervised manner, so we characterize this approach as “low resource”.

4.2 Target Language Transfer

To bridge the language gap between the training and the inference, a direct solution is target language data augmentation. In this work, we explore two techniques for creating a target language transfer set, including generation-based query synthesis and weakly supervised query synthesis.

Generation-based Query Synthesis. The goal of the generation-based query synthesis is to leverage powerful generation models to predict reasonable queries given documents in the target language. We choose the multilingual version of BART (mBART) (Liu et al., 2020), a pretrained sequence-to-sequence transformers, as our query
Table 1: Dataset statistics for test collections.

| Doc Language | Source     | # Topics | # Docs   |
|--------------|------------|----------|----------|
| Chinese      | NTCIR 8    | 73       | 308,832  |
| Arabic       | TREC 2002  | 50       | 383,872  |
| French       | CLEF 2006  | 49       | 171,109  |
| Hindi        | FIRE 2012  | 50       | 331,599  |
| Bengali      | FIRE 2012  | 50       | 500,122  |
| Spanish      | TREC 3     | 25       | 57,868   |

generation model. The input of the model is the passage and its learning target is the corresponding query. We use the translate-train technique to obtain the generation models. More specifically, we leverage Google Translate to translate the query-document pairs in English to target languages. In the inference stage, we use the passages in the target language collections as the input and generate corresponding queries in the same language. In our preliminary experiments, we also tried zero-shot transfer that model is trained on English query-document pairs and directly applied to target languages for query inference. However, the generated queries are of low quality, and this observation is also confirmed by Chi et al. (2020).

**Weakly-supervised Query Synthesis.** Wikipedia has documents in various languages, and it is a good transfer set in the cross-lingual training. We can automatically build the target language transfer set without manual annotation effort, by treating the titles of Wikipedia articles as queries and the corresponding documents as positive candidates. We also retrieve top 1000 documents with BM25 for each query, and the documents except the positive candidate are labeled as negative candidates. Queries whose positive document is not in the retrieved set are removed. In this way, we can obtain query-document pairs in target languages.

**Two-stage Training.** We apply two-stage training to train the dense retriever encoders. The dense retriever encoders are firstly trained on source language annotated data which are available in a large scale; then the models are finetuned on the synthesized query-document pairs in the target language.

5 Experimental Setup

**Evaluation.** We conduct experiments on six test collections in diverse languages (Chinese, Arabic, French, Hindi, Bengali, Spanish). Data statistics are shown in Table 1. For the evaluation metrics, we adopt the average precision (AP) up to rank 1000, precision at rank 20 (P@20) and nDCG at rank 20 (nDCG), computed with the trec_eval toolkit. The query was used to retrieve the top 1000 hits from the corpus using BM25 or BM25+RM3 query expansion; the default Anserini (Yang et al., 2017) settings were used. For the dense retrieval, the top 100 hits are retrieved from the index and the similarity scores are combined with the term-matching scores. For the documents that are not in the retrieved set, either from term-matching methods or dense retrieval, 0 score is assigned. Fisher’s two-sided, paired randomization test (Smucker et al., 2007) at $p < 0.05$ was applied to test for statistical significance.

**Training.** For the model-based transfer, we explore two training datasets in the source language, English in our case, including the Natural Question and MS MARCO. Note that Natural Question is an open-domain question answering dataset, where the queries are usually long questions instead of a bag of keywords in the document ranking datasets. This introduces a new gap in query style besides language in the transfer process. For training the query generator in target languages, we obtain the training data by sampling 2000 query-passage pairs from MS MARCO and translate them into target languages same as target benchmarks. For two-stage training, we first train the dense encoders on the MS MARCO dataset and then further tune them on the transfer set.

**Inference.** For dense retrieval, documents are often too long to fit into BERT models for encoding. A common approach to address this issue is to split the long document into segments within fixed length (e.g. 512 tokens), and build an index based on the segments. In this work, we segmented the documents using a sliding window of 5 sentences and a stride of 1 sentence. For each query, the score of document $S_{dense}$ is obtained by averaging the top-3 scores of the retrieved segments. We applied five-fold cross-validation on all datasets, choosing parameter $\alpha$ that yielded the highest AP.

6 Results and Discussions

Our results are shown in Table 2. Models (0) and Models (1) show the effectiveness of BM25 and BM25 with RM3 query expansion. For each language, we select the higher P@20 of the two models as the term-based matching baselines. That is,
We investigate the effectiveness of three transfer techniques for document ranking from English training data to low-resource target languages. Our experiments in six languages demonstrate that zero-shot transfer of mBERT-based dense retrieval models improves traditional term-based matching method, and finetuning on augmented data in target languages can further benefit certain collections.

### 7 Conclusion

For the French, Bengali and Spanish collections, we use the BM25+RM3 as the term-based matching baseline and for others, we use the BM25.

**Finding #1: Zero-shot model-based transfer improves term-based matching.** The results of zero-shot model-based transfer are shown in Models (2) and Models (3). Comparing with the corresponding baselines, we observe that the model-based transfer, either NQ zero-shot or MS zero-shot, can improve the retrieval effectiveness on P@20 for all collections, except the NQ zero-shot on TREC3-es dataset. We do not observe a clear winner between NQ and MS, though. For example, Models (2) perform better on Chinese and French collections; while Models (3) yield better retrieval effectiveness on Arabic and Spanish collections. Since mBERT is widely available, mono-lingual retrieval improvements can be obtained “for free” with annotated data in English. These results indicate that mBERT-based DPR effectively transfers relevance matching across languages.

**Finding #2: Target language transfer benefits certain collections, and Wiki query synthesis is better than query generation.** Target language transfer results are shown in Models (4) and Models (5). MS → QGen and MS → Wiki denote two-stage training strategy with different transfer sets, where QGen denotes generation-based query synthesis and Wiki denotes weakly supervised query synthesis from Wikipedia. By comparing the Models (4) with Models (3), we observe the second stage training with generation-based query-document pairs can improve the effectiveness of P@20 over the zero-shot model-based transfer on Chinese, French, Hindi, Bengali and Spanish collections. However, there is no difference over AP for all collections. By comparing the Models (5) with Models (3), we find that the second stage training with weakly-supervised training data can improve the P@20 over the zero-shot baselines on French, Hindi, Bengali and Spanish collections.

Furthermore, by comparing these two transfer sets, we observe that, except for the Chinese collection, the Wiki obtains better retrieval effectiveness than QGen, which requires external translators and training query generators on different languages.
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