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Abstract

We investigate the heterogeneity of dynamics, the breakdown of the Stokes-Einstein relation and fragility in a model glass forming liquid, a binary mixture of soft spheres with a harmonic interaction potential, for spatial dimensions from 3 to 8. Dynamical heterogeneity is quantified through the dynamical susceptibility $\chi_4$, and the non-Gaussian parameter $\alpha_2$. We find that the fragility, the degree of breakdown of the Stokes-Einstein relation, as well as heterogeneity of dynamics, decrease with increasing
spatial dimensionality. We briefly describe the dependence of fragility on density, and use it to resolve an apparent inconsistency with previous results.

**Introduction**

When a glass-forming liquid is cooled to low temperatures, its dynamics becomes heterogeneous; spatially correlated clusters of particles move faster or slower than the average. The growth of dynamic heterogeneity (DH) and its associated dynamic length scales with the lowering of temperature have been considered a hallmark of relaxation dynamics in glass forming liquids.\(^1\)–\(^8\) The role of such heterogeneities in the complex relaxation dynamics in glass forming liquids, and growing length scales governing these relaxation processes have been widely investigated.\(^9\)–\(^10\) An extensively studied phenomenon, which has been analysed in the context of dynamical heterogeneity is the breakdown of the Stokes-Einstein relation (SER) \(\frac{D\eta}{T} = \text{constant}\) (or equivalently, \(D\tau_\alpha = \text{constant}\)) where \(D\) is the diffusion coefficient, \(\eta\) is the shear viscosity, \(T\) is the temperature, and \(\tau_\alpha\) is the structural relaxation time.\(^11\)–\(^29\) Although the origin of such a breakdown in hopping dynamics have also been investigated,\(^23,28,29\) significant evidence links the breakdown of the Stokes-Einstein relation with length scales over which dynamics is heterogeneous.\(^23,29,30\) It has also been suggested that fragility, which quantifies the degree of non-Arrhenius increase of relaxation times upon lowering temperature, is also related to heterogeneous dynamics. Böhmer *et al.*\(^31\) investigated the correlation between the fragility and heterogeneity of dynamics, by compiling data for a large number of glass formers. Fragility was quantified by the fragility index \(m\) which measures the steepness of rise of relaxation times at the glass transition, in an Angell plot,\(^32\) wherein the logarithm of the relaxation time is plotted against inverse temperature scaled to the glass transition temperature \((T_g/T)\). The KWW exponent, \(\beta\), which characterises stretched exponential relaxation of density fluctuations, was considered as a measure of the heterogeneity of dynamics. Large values of fragility index were found to correspond to small
values of $\beta$. Such a correlation between heterogeneity and fragility have been probed in several works (and also contested), typically through consideration of the relationship between configurational entropy, fragility and cooperative length scales of dynamics. Some of the issues involved have been addressed within the framework of the random first order transition (RFOT) theory, extensions of mode coupling theory, recent exact results in the limit of infinite spatial dimensions and corresponding investigations of dynamics in variable dimensions. In particular, analyses of static and dynamic behaviour that may be expected in finite dimensions have led to identification of an upper critical dimension of $d_u = 8$ above which mean-field theories provide the correct description. Within the framework of the generalised entropy theory as well, $d = 8$ arises as a special dimension, above which an entropy vanishing transition does not exist at finite temperature. In this context, it is of interest to understand how aspects of heterogeneous dynamics, the breakdown of the SER, and fragility depend on spatial dimensionality. Indeed, some studies have addressed such dependence. In particular, Charbonneau et al. considered hard sphere fluids up to 10 dimensions and showed evidence that the exponent $\omega$ in the relation $D \sim \tau_\alpha^{-1+\omega}$ that quantifies the break down of the SER vanishes within numerical uncertainty above spatial dimension $d = 8$. However, this remains the only study that has explored the dimension dependence above $d = 4$. A similar study, for a model system with an interaction potential other than hard core interaction, which permits the study of both temperature and density dependent behaviour, is therefore desirable. We undertake such a study in the present work. We investigate a model glass forming liquid consisting of a binary mixture of spheres interacting with a harmonic potential, in $3-8$ spatial dimensions. In the zero-temperature limit, this model has the limiting behaviour of the hard sphere model whose behaviour is controlled by density alone, while it exhibits behaviour of dense glass formers at high densities, at finite temperature. We perform computer simulations and investigate various measures of dynamical heterogeneity (DH) such as the non-Gaussian parameter, $\alpha_2(t)$, the dynamical susceptibility, $\chi_4$ as a function of time for a wide range of temperatures. We compute the
fragilities from the temperature dependence of the relaxation times, and further investigate the breakdown of the SER from a comparison of diffusion coefficients and relaxation times. We find a consistent variation of behaviour as the spatial dimension increases, wherein the fragility, extent of heterogeneity, and the degree of breakdown of the SER decrease with increasing spatial dimensionality, consistent with the approach to mean-field behaviour at $d = 8$. We briefly discuss the dependence on density of fragility and resolve an apparent inconsistency with previously published results which suggested an increase of fragility with increasing dimension while the degree of heterogeneity decreased.

The rest of the paper is organized as follows: In section II, we describe the model and methods related to this study. In section III, we present our main results, and in section IV, we briefly discuss the density dependence of fragility and make a comparison with earlier work. Finally, we present a summary of results and conclusions in section V.

Simulations details

We investigate a $50:50$ binary mixture of particles that interact with a harmonic potential given by:\textsuperscript{48,49}

$$V_{\alpha\beta}(r) = \frac{\epsilon_{\alpha\beta}}{2} \left(1 - \frac{r}{\sigma_{\alpha\beta}}\right)^2, \quad r_{\alpha\beta} \leq \sigma_{\alpha\beta}$$

$$= 0, \quad r_{\alpha\beta} > \sigma_{\alpha\beta}$$

(1)

where $\alpha, \beta \in (A,B)$, indicates the type of particle. The two types of particle differ in their size, with $\sigma_{BB} = 1.4\sigma_{AA}$ (and the diameters are additive), with the interaction strengths being the same for all pairs. We present results for $3d - 8d$ fixing the density at $1.3\phi_J$, where $\phi_J$ is the jamming density. We have used $\phi_J = 0.645(3d), 0.467(4d), 0.319(5d), 0.209(6d), 0.133(7d), 0.0821(8d)$, using estimates by Charbonneau \textit{et al.}\textsuperscript{50} In an accompanying study, we report our estimates of $\phi_J$, as well as a dynamical cross over density $\phi_0$. Our estimates of
\( \phi \) are close to the values used here to a high degree of accuracy. Thus, the volume fraction we use in our simulations are as follows: 0.8384 (3d), 0.6071 (4d), 0.4147 (5d), 0.2717 (6d), 0.1729 (7d), 0.1067 (8d). The number density, \( \rho \) is related to the volume fraction \( \phi \) for the binary mixture in the following way

\[
\phi = \rho 2^{-d} \frac{\pi^{d/2}}{\Gamma(1 + \frac{d}{2})} \left( (c_A \sigma_{AA}^d + c_B \sigma_{BB}^d) \right)
\]

where \( \rho = N/V \), with \( N \) being the number of particles, and \( V \) the volume, and the fractions \( c_A = c_B = 1/2 \). The corresponding number densities are following: 0.8556 (3d), 0.8132 (4d), 0.7904 (5d), 0.7891 (6d), 0.8114 (7d), 0.8554 (8d).

The system size is fixed at 5000 particles, which is large enough that the linear dimension \( L \) is \( > 2\sigma_{BB} \) in all dimensions. Molecular dynamics (MD) simulations are performed in a cubic box with periodic boundary conditions in the constant number, volume, and temperature (NVT) ensemble. The integration time step was fixed at \( dt = 0.01 \). Temperatures are kept constant using the Brown and Clarke\(^{51} \) algorithm. The data, presented here, have run lengths of around \( 100 \tau \) (where \( \tau \) is the relaxation time, defined below). We present results that are averaged over five independent samples. For results over a range of densities which we discuss in section IV, results are from 1-2 independent samples at densities other than those mentioned above. We use reduced units with the small particle diameter, \( \sigma_{AA} \), as the unit of length, \( \epsilon_{AA} \) as the energy unit, and \( \sqrt{\frac{\sigma_{AA}^2 m_{AA}}{\epsilon_{AA}}} \) as time unit, where \( m_{AA} \) is the mass which is set to unity.
Results

Fragility in different dimensions

We quantify the microscopic dynamics by computing the overlap function, which is defined (for the $B$ particles) by:

$$q(t) = \frac{1}{N_B} \sum_i w(|r_i(t_0) - r_i(t + t_0)|)$$

where $w(x) = \begin{cases} 1.0 & \text{if } x \leq a \\ 0 & \text{otherwise.} \end{cases}$

Here $a$ is the cut-off within which particle positions are treated as indistinguishable. We choose the parameter $a$ in such a way that $a^2$ is close to the plateau value of the mean squared displacement (MSD). The choice of $a$ is further refined by considering the behaviour of $\chi_4$ (defined below), to identify the value of $a$ for which the peak value of $\chi_4$ is maximum with the choice of $a$. Fig. 1 illustrates the choice for three dimensions (3d), and the $a$ value for other dimensions is chosen by a similar procedure. We choose the parameter values $a = 0.48$, $0.50$, $0.55$, $0.60$, and $0.75$ for 3d, 4d, 5d, 6d, and 8d, respectively.

![Figure 1](image-url)

Figure 1: Choice of the cut-off parameter $a$ for calculating the overlap function, illustrated for 3d, with $T = 0.0038$ as the representative temperature. Left: We show the mean squared displacement (MSD) as a function of time. The horizontal red line corresponds to $a^2 = 0.2304$. Right: $\chi_4(t)$ is shown as a function of time for different $a$ values. The choice $a = 0.48$ leads to the maximum peak value of $\chi_4$. 
Figure 2: Relaxation time as a function of temperature for various dimensions. Left: Points (dot) represent simulation data along with fits (lines) to the VFT form. Right: Angell plot, of logarithm of the relaxation times, plotted against $T/\tau_g$ where the glass transition temperature $T_g$ is chosen to be the temperature at which the relaxation time reaches the value $10^6$. The fragility is highest for $3d$, with the fragility decreasing with increasing spatial dimensionality.

We calculate the relaxation times by considering the overlap function for the $B$ particles. The relaxation time, $\tau_\alpha$ is computed as the time at which $\langle q(t) \rangle = 1/e$, where $\langle \cdots \rangle$ refers to an ensemble average (we average over initial times and over samples). We compute the relaxation times for a wide range of temperatures in each dimension. The relaxation times exhibit super-Arrhenius temperature dependence, the strength of which is quantified by the kinetic fragility. Here, we estimate the kinetic fragility from Vogel-Fulcher-Tammann (VFT) fits to the temperature dependence of the $\alpha$ relaxation times:

$$\tau_\alpha = \tau_0 \exp \left[ \frac{1}{K_{VFT} \left( \frac{T}{T_{VFT}} - 1 \right)} \right],$$

where $K_{VFT}$ is the kinetic fragility of the system and $T_{VFT}$ is the temperature at which the relaxation time diverges by extrapolation. In Fig. 2 we show relaxation time as a function of temperature in a semi-log plot for each dimension, against temperature, as well as against scaled inverse temperature $T_g/T$, in an Angell plot. The glass transition temperature $T_g$ is
Figure 3: Left: Kinetic fragility is plotted as a function of spatial dimensionality at fixed density $\phi = 1.3\phi_J$, which decreases with increasing dimensionality. Right: The divergence temperature $T_{VFT}$ is plotted as a function of spatial dimensionality at fixed density $\phi = 1.3\phi_J$ which also decreases with increasing dimensionality.

defined as the temperature where relaxation time becomes $10^6$. The pre-factor in Eq. 3, $\tau_0 \approx 10$ in all dimensions, and thus its inclusion or otherwise in defining $T_g$ does not alter the observed behavior. From the Angell plot, it is apparent that the liquid becomes more fragile as the spatial dimension increases. The kinetic fragility $K_{VFT}$ and the divergence temperature $T_{VFT}$ are plotted as a function of dimension in Fig. 3 which shows that both $K_{VFT}$ and $T_{VFT}$ are decreasing functions of spatial dimensionality.

**Heterogeneity in dynamics**

We next investigate the heterogeneity in dynamics by two different measures of heterogeneity:

1. The dynamical susceptibility, $\chi_4$, and 2. The non-Gaussian parameter, $\alpha_2$.

**Dynamical susceptibility, $\chi_4$**

Dynamical susceptibility, $\chi_4$, which measures the fluctuations in the overlap function $q(t)$, is defined by:

$$\chi_4(t) = N_B \left[ \langle q(t)^2 \rangle - \langle q(t) \rangle^2 \right]$$ (4)
Figure 4: The dynamical susceptibility $\chi_4(t)$ is plotted as a function of time for different temperatures for spatial dimensions $3 - 8$.

where the average is over initial configurations and the independent samples.

As it has been demonstrated extensively, the time dependence of $\chi_4(t)$ is non-monotonic, and exhibits a peak value, $\chi_4^{\text{peak}}$, at a time that is proportional to the alpha relaxation time. In Fig. 4, we show $\chi_4(t)$ against time for different temperatures in each dimension. The peak value of $\chi_4^{\text{peak}}$ as well as the time at which it occurs, $t_4^{\text{max}}$, increase strongly upon a decrease in temperature, indicating that the heterogeneity of dynamics increases with a decrease in temperature, and is maximum at a time scale that increases in proportion to $\tau_\alpha$.

To compare the degree of heterogeneity for different spatial dimensions, we show, in Fig. 5 (Left panel), $\chi_4^{\text{peak}}$ as a function of $\tau_\alpha$ for each dimension. For a given $\tau_\alpha$, $\chi_4^{\text{peak}}$ decreases with increasing spatial dimension implying that heterogeneity decreases with increasing spatial dimensionality. We also observe that $\chi_4^{\text{peak}}$ shows a power law dependence on $\tau_\alpha$ at higher temperatures as $\chi_4^{\text{peak}} \sim \tau_\alpha^z$, with $z$ being the power-law exponent. Deviations from power law behaviour is mostly observed at lower temperatures. This behaviour is consistent with
Figure 5: Left: The peak value of $\chi_4(t)$, $\chi_{4 \text{peak}}$, is shown as a function of relaxation time, $\tau_\alpha$. Inset: By scaling $\chi_{4 \text{peak}}$ values, the data for different dimensions are collapsed onto a master curve. A power law fit (red line) provides a reasonable description for most of the temperature ($\tau_\alpha$) range, with exponent 0.47. Right: The time at which $\chi_4(t)$ is maximum, $t_{\chi_4}^{\text{max}}$, is plotted as a function of $\tau_\alpha$ for different dimensions. The data for different dimensions overlap, and demonstrate that $t_{\chi_4}^{\text{max}} \sim \tau_\alpha$.

previous observations in three dimensions \cite{8,52-54} including polymeric glass formers \cite{55} and exponent $z$ is found to be close to 0.62 for binary hard sphere fluids \cite{8,54} whereas $z = 0.51$ has recently been found for a model liquid that aims to tune the degree of mean field character \cite{56}. Our estimate is on the lower side of these values, but close to that reported in \cite{56}. Since the power law regime is limited in extent, there is room for error in the exact determination of the exponent. Remarkably, however, we find that the exponent of the power law, $z$, is the same in all dimensions for our studied model, as evidenced by the data collapse, regardless of the precise value. The expectation of a power law dependence arises, for example, from inhomogeneous mode coupling theory \cite{41} and the deviations from the power law are understood to be a consequence of the role played by activated processes at low temperatures. Thus, the observation of a common exponent describing the power law dependence of $\chi_{4 \text{peak}}$ on $\tau_\alpha$ should perhaps be seen as mean-field behaviour that does not depend on spatial dimensions and thus not surprising. Nevertheless, to our knowledge, such a universal behaviour has not previously been reported across the range of spatial dimensions.
Next, we investigate another measure of heterogeneity, the non-Gaussian parameter, $\alpha_2(t)$, for different dimensions. As previously discussed in detail,$^{36,55,57}$ $\alpha_2(t)$ and $\chi_4$ correspond to distinct aspects of heterogeneity, associated with correlated clusters of mobile, and immobile, particles respectively. The non-Gaussian parameter, $\alpha_2(t)$ measures the deviation of the van Hove distribution of displacements of the particle in time $t$ from Gaussian form, expected for spatially homogeneous dynamics, and is given by

$$\alpha_2(t) = C_d \frac{\langle r^4(t) \rangle}{\langle r^2(t) \rangle^2} - 1$$

(5)

$$\langle r^{2n} \rangle = \frac{1}{N} \langle (\vec{r}_i(t) - \vec{r}_i(0))^2 \rangle^{2n}$$

(6)
Figure 7: Left: The peak value of $\alpha_2(t)$, $\alpha_2^{peak}$, is shown as a function of relaxation time, $\tau_\alpha$ for different dimensions. Inset: By scaling $\alpha_2^{peak}$ values, the data for different dimensions are collapsed onto a master curve. A power law fit (red line) provides a reasonable description for most of the temperature ($\tau_\alpha$) range, with exponent 0.43. Right: The time at which $\alpha_2(t)$ is maximum, $t^*$ is plotted as a function of $(D/T)^{-1}$ for different dimensions. The data for different dimensions overlap, and demonstrate that $t^* \sim (D/T)^{-1}$, albeit with small deviations apparent at low temperatures.

where $C_d$ is a spatial dimension dependent coefficient to ensure that $\alpha_2(t) = 0$ when the distribution of displacements is a Gaussian. Similar to $\chi_4$, $\alpha_2$ also shows non-monotonic behaviour with respect to time. However, the characteristic time $t^*$ at which $\alpha_2(t)$ is maximum is smaller than $\tau_\alpha$, and has been demonstrated to be proportional to a time scale determined by the diffusion coefficient, $(D/T)^{-1}$. In Fig. 6, we show $\alpha_2(t)$ against time for different temperatures and spatial dimensions $3 - 8$. We see that $\alpha_2^{peak}$ increases with a decrease in temperature for all spatial dimensions. Similarly to $\chi_4$, we report $\alpha_2^{peak}$ against $\tau_\alpha$ for spatial dimension $3 - 8$ in Fig. 7 (Left panel). We see that for a given $\tau_\alpha$, $\alpha_2^{peak}$ also decreases with increasing dimensionality. This again implies that heterogeneity decreases with increasing spatial dimensionality. Similar to $\chi_4^{peak}$, $\alpha_2^{peak}$ also displays a power law dependence on $\tau_\alpha$ at higher dimensions, with deviations at lower temperatures. The inset of Fig. 7 (Left panel) demonstrates that for $\alpha_2^{peak}$, the exponent of the power law is 0.43 and is a good description of the data for all dimensions. In the behaviour of $\alpha_2^{peak}$ vs. $\tau_\alpha$ was fitted to two power laws, with exponents 0.8 (high temperatures) and 0.3 (low temperatures). While we find
the exponent to be 0.43 convincingly over two decades of (high to moderate temperature) relaxation times, we do find that an exponent of 0.3 is a good description of low temperature data. In Fig. 7 (Right panel), we show the time $t^*$ against $(D/T)^{-1}$, where $D$ is diffusivity, for different spatial dimensions, confirming the validity of the relation $t^* \sim (D/T)^{-1}$ beyond three dimensions. The observed relationship between $t^*$ and $D/T$ has been found to be valid in many different glass formers as well as other materials, and our results show that it is valid in different dimensions as well. We note, however, that an exponent other than $-1$ has been reported recently for a metallic glass former.

The Breakdown of the Stokes-Einstein Relation

A much studied phenomenon associated with glassy behaviour is the violation or breakdown of the Stokes-Einstein relation (SER), which relates the translational diffusion coefficient ($D$) of a Brownian particle to the shear viscosity ($\eta$) of the surrounding liquid at a temperature $T$: $D = m k_B T / c \pi R \eta$, where $m$ is the mass and $R$ is the radius of the particle, $T$ is the temperature of the liquid, and the factor $c$ is a constant which depends on the boundary condition at the surface of the Brownian particle. It is been observed in several investigations that the SER is also satisfied when one considers the self-diffusion of particles in a liquid at relatively high temperatures (The caveats and the extent to which such a statement is valid have also been discussed, e.g. (27)). However, as temperature is decreased towards the glass transition, the SER is observed to break down. As mentioned in the introduction, violations of the SER, which can be expressed as $\frac{D}{\eta} = constant$, have been investigated considering $\tau_\alpha$ in place of $\frac{\eta}{T}$, expressing the SER as $D \tau_\alpha = constant$. This equivalence has been validated by computing the viscosity $\eta$ and comparing with $\tau_\alpha$, at the wave vector corresponding to the peak of the structure factor. Further, several works have considered relaxation behaviour as a function of the wave vector $k$, either through the $k$ dependent viscosity or relaxation times computed as a function of $k$. In, it was shown that for a given $k$, violation of the SER arise when $k^{-1}$ falls below a length scale characterising dynamical heterogeneity.
ity. In the present work, we do not investigate the $k$ dependence of the violation of SER, but consider only the $\tau_\alpha$ defined above, which empirically is equivalent to considering the SER between diffusion coefficients and viscosity, as mentioned above. The enhancement of the diffusion coefficient was obtained by Kim and Keyes\textsuperscript{20} through a mode coupling expression for the diffusion coefficient as an integral over the inverse of the $k$ dependent viscosity $\eta(k)$. Thus, the reduction of $\eta(k)$ with respect to the hydrodynamic value is offered as a compelling explanation of the violation of the SER. Indeed, intuitively, the observations employing relaxation times obtained as a function of wave-vector\textsuperscript{25,27,29} are consistent with such an explanation. An investigation of the relationship between these different approaches has not, however, been systematically carried out, and would be interesting to perform. The breakdown of SER is characterized by an exponent $\omega$ that describes a scaling $D \sim \tau_\alpha^{-1+\omega}$. As mentioned above, a limited number of previous studies\textsuperscript{25,27,47} have considered SER and the breakdown thereof as a function of spatial dimension. Charbonneau \textit{et al.}\textsuperscript{27} have performed a hydrodynamic analysis of SER for varying spatial dimension, as well as numerical investigations up to $d = 10$ for hard sphere liquids. Here, we examine validity or breakdown of the SER employing the self diffusion coefficients $D$ and the $\tau_\alpha$ described above, as a function of spatial dimensionality.

In Fig. 8 we show the diffusivity, $D$ multiplied by the relaxation time, $\tau_\alpha$, against $\tau_\alpha$ in log-log plot. We observe that $D\tau_\alpha$ is roughly constant for small $\tau_\alpha$ (high temperature), at least for $3d, 4d$ and $5d$, but display power law behaviour with a finite $\omega$ for large $\tau_\alpha$. We obtain the exponent $\omega$ by power-law fits of the form $D\tau_\alpha \sim \tau_\alpha^\omega$ for the data in the low temperature regime. In Fig. 9 (Left panel), we show $\omega$ as a function of spatial dimension. We find that $\omega$ is large for $3d$, and decreases with increasing spatial dimensionality following a relation, $\omega \sim (d - d_c)$. We see $\omega$ becomes zero by extrapolation of the linear form at $d= 8$, consistently with the idea that the upper critical dimension $d_u = 8$, and consistently with results for the hard sphere fluid.\textsuperscript{62} The numerical values of $\omega$ show a deviation from the linear fit for $d = 7, 8$ and do not vanish for $d = 8$, as also seen in.\textsuperscript{62} With the results
Figure 8: $D\tau_\alpha$ is plotted against $\tau_\alpha$ in a log-log plot. The low temperature data is fitted with the form: $D\tau_\alpha \sim \tau_\alpha^{\omega}$. From the fit, we obtain $\omega$ for each spatial dimension.

available, we cannot further probe this issue. Improved numerical results and performing simulations at higher dimensions than 8 will permit more precise statements in this regard. In Fig. 9 (Right panel), we show the breakdown temperature for SER relation, $T_{SEB}$, as a function of spatial dimension. $T_{SEB}$ is defined as the temperature below which $D\tau_\alpha$ exceeds the high temperature value by 7.5%.

Density Dependence and Comparison with Previous Results

We next briefly consider the dependence of the fragility on the density at which the liquids are studied, and address an apparent inconsistency with previous results. Further details of density dependence are discussed in detail in an accompanying paper. In Fig. 10, we show the kinetic fragility $K_{VFT}$ and the divergence temperature $T_{VFT}$ against density, scaled with $\phi_J$. We note that the kinetic agility $K_{VFT}$ decreases and nearly vanishes as the density is decreased towards $\phi_J$ (Indeed, for higher spatial dimensions, such vanishing appears to occur for densities higher than $\phi_J$, whose significance is discussed elsewhere), while at any fixed density, the fragility is a decreasing function of spatial dimensionality, consistently
Figure 9: Left panel: The exponent $\omega$ is plotted against the spatial dimensions. The exponent $\omega$ decreases with increasing spatial dimensionality. Right panel: $T_{SEB}$, the temperature where SER breaks down is plotted against spatial dimension. $T_{SEB}$ also decreases with increasing spatial dimensionality.

with the results discussed already for $\phi = 1.3\phi_J$. Similarly to $K_{VFT}$, $T_{VFT}$ also decreases as the density is lowered, while being smaller for higher dimensions at fixed density. Thus, in comparing behaviour as a function of dimensionality, care must be exercised to compare results at the same scaled densities.

The observed dependence on density and spatial dimensionality helps explain an apparent inconsistency with results discussed by Sengupta et al.\textsuperscript{25} In\textsuperscript{25} simulation results were shown

Figure 10: Left panel: The kinetic fragility $K_{VFT}$ is shown as a function of scaled density $\phi/\phi_J$ for spatial dimensions $3 - 8$. Right panel: $T_{VFT}$ is shown as a function of scaled density $\phi/\phi_J$ for spatial dimensions $3 - 8$. 

The observed dependence on density and spatial dimensionality helps explain an apparent inconsistency with results discussed by Sengupta et al.\textsuperscript{25} In\textsuperscript{25} simulation results were shown
for the Kob-Andersen (KA) binary Lennard-Jones mixture, and it was observed that liquids in 4d were less heterogeneous than in 3d (consistently with results here), but had larger fragility than in 3d, which is not consistent with the present observations that the fragility too decreases with increasing spatial dimensionality.

As noted above, the fragility as well as the heterogeneity depends upon the density for a given spatial dimension, and thus, to compare results in different dimensions, one must consider appropriate densities. For the KA system, we do not have a jamming density to provide an appropriate scale, and instead, we use the zero temperature limit of the spinodal density for reference. The spinodal density for the KA system is \( \sim 1.1 \) for 3d whereas it is \( \sim 1.4 \) for 4d. The simulations in were performed at higher densities, 1.2 for 3d which is 1.09 times the spinodal density whereas for 4d the density of 1.6 was employed, which is 1.14 times the spinodal density. Thus, the scaled density in 4d is higher than the scaled density in 3d, which leads to a higher fragility in the higher dimension. To illustrate this possibility, we consider for the soft sphere system a lower density of 1.14\( \phi_J \) in 3d, in addition to 1.3\( \phi_J \), and compare with results in 4d at 1.3\( \phi_J \).
In Fig. 11 (Left panel), we show an Angell plot for three different cases: $1.14\phi_J$ and $1.30\phi_J$ at 3d and $1.30\phi_J$ at 4d. We note that the 3d system at $1.14\phi_J$ has a lower fragility (as confirmed by calculating $K_{VFT}$) than the 4d system at $1.3\phi_J$. Plotting $\chi_4^{\text{peak}}$ against $\tau_\alpha$ for the same three cases (Right panel, Fig. 11), we see that the 4d system has the lowest heterogeneity. Thus, comparing the 3d system at $1.14\phi_J$ with the 4d system at $1.3\phi_J$ would lead to the conclusion that the heterogeneity in 3d is higher than in 4d while the fragility is higher in 4d, whereas comparison at the same scaled density would lead to the conclusion that both the fragility and heterogeneity would decrease with increasing spatial dimensionality. We therefore conclude that the results in [25] can be understood consistently with our present results by noting the choice of densities in [25].

Summary and Conclusions

In conclusion, we have investigated the relationship between fragility, heterogeneity and the breakdown of the Stokes-Einstein relation in different spatial dimensions. Our results show that at fixed density, the fragility, the degree of heterogeneity and the degree of violation of the Stokes-Einstein relation decrease with increasing spatial dimensionality. The heterogeneity measures $\chi_4^{\text{peak}}$ and $\alpha_2^{\text{peak}}$ depend on the relaxation time $\tau_\alpha$ at high and moderate temperatures in a power law fashion, with power law exponents that do not depend on spatial dimensionality. The exponent $\omega$ that characterises the breakdown of the Stokes-Einstein relationship displays a nearly linear relationship with spatial dimensions that corresponds to a vanishing of $\omega$ at $d = 8$, consistently with the idea that $d = 8$ represents the upper critical dimension. The $\omega$ values in $d = 7, 8$ display small deviations from such linear behaviour with $d$, which requires further investigation including studies in dimensions above 8. We show that fragilities decrease with density at all spatial dimensions, approaching Arrhenius behaviour close to the jamming density. The observed density dependence helps rationalise earlier results that suggested that fragility and heterogeneity may vary in opposite ways as
a function of spatial dimensionality.
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