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Abstract

The sizes in a population of genetically identical \textit{Escherichia coli} cells is known to vary, independent of growth stage. Multiple genes and proteins involved in cell division and DNA segregation are involved in regulating cell size. At the same time, physical factors such as temperature, growth rate and population size also appear to affect cell sizes. How these physical factors interact with the genetically encoded ones to produce such effects is however not clearly understood. Here, we have developed a multi-scale model of bacterial DNA replication coupled to cell division in the context of a logistically growing population. DNA replication is modeled as the stochastic dynamics of replication forks (RFs) which transition probabilistically between two states, stalled and recovered. In the model stalled RFs or incomplete DNA replication results in aberrant cell division. Simulating this model, we demonstrate that the cell-size variability of cultures depends strongly on population size and the growth phase. Our model also predicts the variability in cell sizes is independent of growth temperature between 22\(^\circ\) and 42\(^\circ\)C. To test the model, we perform experiments
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with *E. coli* strains mutant for recA, sulA and slmA, factors known to affect replication fork dynamics and coupling to cell division. Our validated model of RF stalling based cell division, can reproduce the variability in cell size distribution seen in these mutant strains, and provides a predictive tool to further examine stochastic effects in bacterial cell size regulation.
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1 Introduction

Size and shape cells are characteristic for a given cell type and is a complex phenotype, depending on multiple genetic and non-genetic factors. Understanding the non-genetic variability of cell size in a population, could provide an indication of the mechanisms regulating it. However to do this, it is essential for a quantitative theoretical framework to be developed. Cells of the model bacterium *Escherichia coli* have described as spherocylinders with a length of 2 $\mu$m and width of 1 $\mu$m at birth. A single newborn *E. coli* cell during growth elongates to twice its length and divides symmetrically into two daughter cells. Cells sampled at the same growth stage (e.g. birth) are variable primarily in cell length (L), while the width appears to be constant as seen in measurements made in light- and electron-microscopy [1, 2, 3]. The frequency distribution of cell lengths typically shows a positive skew due to the presence of long cells which have been defined in literature as having $L > 8 \mu$m. Environmental factors such as low bacterial density [4] or a shift to richer media [5] have been shown to increase the proportion of long-cells. The average cell mass and DNA content is independent of temperature (25°C and 37°C), but a change in the growth medium can result in change in mass and DNA content as seen in *Salmonella typhimurium* [6] and *E. coli* [7]. On the other hand, a study on the effect of temperature on *E. coli* sizes showed cells at 22°C are shorter than at 37°C [8]. At the same time, growth rate alone has been shown to correlate with increased cell size and multiple nucleoids in *Salmonella* [6]. These observations with respect to the effect of temperature and nutrients on cell size imply gaps in both measurement and our theoretical understanding. Recent improvements in light microscopy now allow visualizing sub-cellular processes and their dynamics even in cells as small as *E. coli* [9]. Coupled with computational image-analysis methods
a systematic quantification could result in a disambiguation of these results.

The molecular mechanisms by which nutrient availability determines bacterial cell size has recently been shown to be mediated in *E. coli* by phosphoglucone mutase (pgm) [11] and glucosyltransferase OpgH [12] and in *Bacillus subtilis* by the protein UgtP [13]. While these factors are known to affect the central tendency of cell size, they do not explain effects that change the spread of the distributions. Additionally most pathways regulating *E. coli* cell size, including nutrient sensors, converge on FtsZ as the primary molecular determinant of newborn cell size [14, 15, 16]. The regulation of division in *E. coli* by oscillations of MinCDE proteins [17, 18] and nucleoid occlusion by the SlmA-DNA complex [19, 20] is well established. Additionally an indirect effect has been observed based on SulA inhibition of FtsZ, triggered by RecA dependent SOS response [21]. While elongated cells (length > 8 µm) in wild-type populations have been reported, recent quantification of the cell-division septum has estimated a deviation from the mid-cell by 10% of cell length [22]. Theoretical modeling could serve to reconcile the relative importance of these mechanisms and lead to a deeper understanding of the regulation of a complex phenotype such as cell size.

Mathematical models of bacterial cell length distributions in growing populations based on single cell growth rates were proposed by Collins and Richmond to result in stable cell length distributions in *Bacillus cereus* [23]. Variability in cell lengths was modeled by assuming either asymmetric cell division [1] or stochastic partitioning of molecular components during cell division [24]. Recent developments in microfluidics have allowed the measurement of single-cell bacterial growth kinetics [25], making it possible to distinguish between the “timer” and “sizer” mechanisms that had been previously proposed to govern bacterial cell sizes [26]. Recently, an analytical model which invoked volume change as a governing criterion for cell size determination, and referred to as an “incremental model”, has been consistent with all the data available on cell size and its dynamics [27, 28]. This model is however phenomenological, lacking in a molecular mechanism for the source of stochasticity in a population of genetically identical cells.

Here, we have developed a model of *E. coli* cell size in a growing population of simulated cells. The model spans the scales of sub-cellular replication fork dynamics, whole cell scale birth, growth and division dynamics and population growth of cells in a limited nutrient pool. Experimental measurements of cell size distributions of *E. coli* mutants of the SOS response
pathway, are used to test the model predictions.

2 Theory: Multi-scale model of bacterial population growth

A multi-scale model of a population of individual cells or ‘agents’ growing in length and dividing has been developed. The instantaneous growth rate (doubling time) is modeled as a variable, based on the logistic model, which depends on the size of the population scaled by the available nutrients. This reproduces the growth phases of a population growing in the presence of limited nutrients seen in typical batch cultures—lag, log and stationary. A modified birth, chromosome-replication and division (BCD) model of the bacterial cell cycle has been developed, in which chromosome-replication has been explicitly modeled by the discrete, stochastic dynamics of replication forks (RFs). RF dynamics is coupled to cell division through a model of cell division inhibition, based on the role of RecA-SulA inhibition of FtsZ. Model parameters are taken from literature where available, and the remaining are optimized (Table 1).

2.1 Stochastic multi-fork replication

DNA replication in \textit{E. coli} is modeled by a two-state dynamics of an individual RF. An RF is either in a stalled or replicating state (Figure 1(a)). In the replicating state, DNA is replicated by the RF with a genome replication speed \( v_r \). The value of \( v_r \) is taken from the \textit{E. coli} DNA PolIII holoenzyme replication speed \([29, 30]\). The frequency of stalling \( f_s \) determines the transition of an RF from replicating to stalled state and the frequency of recovery \( f_r \) determines the transition back from a stalled to a replicating state. The values of \( f_s \) and \( f_r \) were optimized to qualitatively reproduce experimental cell length ranges in wild-type cells. These frequencies are compared at each iteration step to a random number drawn from \( U[0, 1] \) to determine the state of the RF.

During rapid growth, \textit{E. coli} is known to initiate more than one pair of RFs (Figure 1(b)). The number of RFs \( n_{RF} \) at any given time in a cell is modeled by modifying Cooper and Helmißtetter’s model of multi-fork replication \([31]\) as:
Figure 1: (a) DNA replication can proceed if the replication fork (RF) is in the recovered state (green) but not if it is in the stalled (red) state. The transition frequency of forks to a stalled state is determined by $f_s$, the frequency of stalling, and the transition to recovered state by $f_r$, the frequency of recovery. (b) Replication proceeds at a speed given by $v_r$ bidirectionally on the genome. (c) Cell growth is governed by the growth rate ($g_L$) and ftsZ assembly leads to cell division. The cell can only divide if all RFs are in recovered (green) state. (d) The population size ($N$) as a function of time ($t$) follows the logistic model due to a variable doubling time ($t_d(t)$) based on Equation 4 in this schematic plot. The growth curve enters the ‘stationary phase’ when $t_d(t)$ exceeds $t_d^e$ due to the population size ($N(t)$).

$$n_{RF} = \begin{cases} \frac{2}{2 \cdot (1 + (C + D)/t_d(t))} & \text{if } t_d(t) \geq C + D \\ 2 & \text{if } t_d(t) < C + D \end{cases}$$  \hspace{1cm} (1)
where C and D is the time taken for chromosome replication and cell division respectively and \(t_d(t)\) is the instantaneous doubling time. The C- and D-periods are assumed to be uniform based on previous measurements in fast growing cultures [32].

### 2.2 Cell elongation model

The growth rate of a single cell \(g_L(t)\) is modeled to depend on the instantaneous doubling time \(t_d(t)\) and the birth length \(L_b\) of the cell as:

\[
g_L(t) = \frac{L_b}{t_d(t)}
\]  

(2)

This constant growth rate results in a single linear rate of cell length increase (Figure 1(c)). This linear assumption averages the recently demonstrated bi- and tri-linear fits from single cell growth experiments [33]. Here we model cell elongation rate to change with the growth phase of the population. At time \(t\), with a given doubling time \(t_d(t)\), the value of \(g_L(t)\) is constant for all cells in the population, consistent with the “incremental model” of bacterial cell growth [27].

### 2.3 Cell division model

The simulated cell can divide \((\Gamma = 1)\) depending on the cell age \(t_{cell}\), the length of the genomic DNA in the cell \(DNA_{cell}\) and the state of the \(n^{th}\) replication fork \((RF_n = 0 \text{ or } 1)\), as given by:

\[
\Gamma = \begin{cases} 
1 & \text{if } \begin{cases} 
t_{cell}(t) \geq t_d(t) \\
DNA_{cell}(t) = 2 \cdot DNA_{Ecoli} \\
RF_{n_{RF}} = 1
\end{cases} \\
0 & \end{cases}
\]  

(3)

where \(t_d(t)\) is the the instantaneous doubling time of cells, \(DNA_{Ecoli}\) is the complete genome length of \(E. coli\) and \(n_{RF}\) refers to the identity of the replication forks (2 to \(n_{RF}\)). The cell age criterion accounts for the BCD cell cycle, the genome elongation for nucleoid occlusion and the RF state models the inhibition of division by the SOS-pathway. In the model, when \(\Gamma = 1\) cell division proceeds instantaneously, since we assume rapid kinetics of FtsZ polymerization (Figure 1(c)). In this way, our cell division model couples the stochastic DNA replication with the deterministic parts of the model. In the
model, cell length variation beyond the expected range (2 to 4 µm) arises from a failure of cells to divide. Such an elongated cell may divide at the next round of replication if the conditions are satisfied. The model does not impose a ‘sizer’ or ‘timer’ mechanism, instead a cell size ‘emerges’ from the cell cycle model.

2.4 Population dynamics model

The growth of a population of discrete cells with finite resource is modeled by a variable doubling time ($t_d(t)$) (Figure 1(d)). Based on the logistic growth model, the doubling time for the whole population at each time point $t$ is calculated as:

$$t_d(t) = \frac{t_e^c}{1 - N(t)/K}$$

The value of the exponential doubling time ($t_e^c$) in the model is constant for a specific environmental condition- temperature or nutrient medium. We have experimentally measured $t_e^c$ of E. coli in LB grown at 22º, 30º, 37º and 42ºC (Table 2). The carrying capacity ($K$) is fixed for all calculations (Table 1). As a result the population undergoes the expected logistic growth (Figure 2(a)).

3 Materials and methods

3.1 Bacterial growth

Single colonies of E. coli MG1655 cells (CGSC, Yale) were picked and grown overnight in LB medium (Difco Labs, Mumbai, India) at 37ºC with constant shaking at 170 rpm (Forma, ThermoScientific, USA) and inoculated at 1% in a 100 ml culture for growth at 22º, 30º, 37º and 42ºC. Growth curves were measured by monitoring O.D. at 600 nm (Biophotometer, Eppendorf, Germany) and the log$_{10}$(cell density) as a function of time was determined (1 O.D. 600 nm = 8 · 10^8 cells/ml). The growth rate ($r$) and doubling times ($t_d$) were determined for each temperature (Table 2), from the log$_{10}$(cell density) plot with time. The slope of the linear region between time points $t_1$ and $t_2$ was used to determine the growth rate ($r$) in cells/ml · min by $r = [\log_{10} N(t_1) - \log_{10} N(t_2)]/[\Delta t \cdot \log_{10} 2]$, where $\Delta t = t_2 - t_1$. The exponential phase doubling time is related to growth rate by $t_e^c = 1/r$ [34].
3.2 Microscopy and image analysis

Growth experiments were performed with *E. coli* MG1655, Δ*recA*, Δ*sma* and Δ*sulA* strains (CGSC, Yale) in LB at 37°C as described in Section 3.1. Cell sizes were measured as described previously [35] and is briefly summarized here. Cells from the growth experiment were sampled at multiple time-points, fixed in paraformaldehyde, mounted on glass-slides with coverslips, imaged in differential interference contrast microscopy using 40x, Zeiss AxioImager Z1 (Carl Zeiss, Germany) and cell lengths measured using a routine developed in-house in MATLAB (Mathworks Inc., Natick, MA, USA). Cell length variability was estimated using the fano factor (FF) and coefficient of variation (CV) of cell lengths, where $FF = \sigma^2/\mu$, and $CV = \sigma/\mu$, where $\sigma^2$ is the variance, $\sigma$ is the standard deviation and $\mu$ the mean of the distribution. Percentage long cells are estimated by finding the proportion of cells exceeding 8 $\mu$m length.

3.3 Simulations

The simulation was written in MATLAB (Mathworks Inc., Natick, MA, USA) and run on a machine with two 2.93 GHz Quad-Code Intel Xeon processors with 16GB RAM. A single run with $N(t = 0) = 10$ and $K = 1000$ cells respectively and time step $\delta t = 1$ second required 6 hrs to run on an average.

4 Results

4.1 Population dynamics and multi-fork replication

We initially simulated the effect of temperature on the cell size variability in a growing population, by using experimentally measured values of $t_d^*$ to modulate population growth kinetics. The populations with the smallest doubling time (42°C, $t_d^* = 18$ min) grew the fastest, followed by slower growth rates for lower temperatures (Figure 2(a)). The discrete model shows occasional jumps in cell numbers, due to the discrete nature of the population model, but follows the shape of the logistic curve. While only the fastest growing population at 42°C reaches saturation in the 4 hours of simulation, our results depend primarily on the log phase of growth. The single cell elongation rate ($g_L$) reduces linearly with increasing population size (Figure 2(b)), as
Table 1: Simulation parameters

| Symbol | Parameter description       | Value            | Reference |
|--------|----------------------------|------------------|-----------|
| K      | Carrying capacity          | $10^3$ cells     | this study|
| $N_i$  | Initial population size    | 10 cells         | this study|
| $t_d$  | Maximal doubling time      | 18, 25, 30, 60 min | Table 2 |
| $f_s$  | Frequency of RF stalling   | 0.005 s$^{-1}$   | this study|
| $f_r$  | Frequency of RF recovery   | 0.09 s$^{-1}$    | this study|
| $L_g$  | Genome length              | $4 \cdot 10^6$ bps | [36]    |
| $v_r$  | Genome replication speed   | $10^3$ bps/s     | [29, 30] |

expected from the $g_L \propto 1/t_d$ dependence (Equation 2), and in turn the dependence of $t_d \propto 1/N(t)$ (Equation 4). In the representative snapshots from growth at 37°C ($t_d = 25$ min) taken every 0.8 hours, in the early phase of rapid growth, each cell has 8 RFs (upto 1.6 hours) (Figure 2(c)). As the population growth slows due to saturation effects, a shift in the distribution of RFs per cell ($n_{RF} = 6$ to 8) is seen in 2.4 to 3 h, and near at 4 hours, the majority of cells have $n_{RF} = 2$ when growth has reached saturation. Cell sizes of such a population at the start of the simulation are initialized to 2 μm. As the population grows, the cell lengths begin to be more broadly distributed (Figure 2(d)). The cell length distributions were fit by a lognormal function, in which the variance increases with time and appears to saturate. The lognormal variance is maximal at 3.2 hours ($\sigma^2 = 2.37 \mu m^2$) and minimal at 0.8 hours from the snapshots. The multi-scale model thus reproduces the expected population behavior of cell numbers with time at different temperatures. The observed changes in replication fork and cell length distributions suggest a growth phase dependence, which we have analyzed through the growth of the population.

4.2 Temperature and growth phase dependence of cell size variability

The simulated population cell length distributions appear most variable in the mid-log phase, as seen from the spread in the length frequency distribution snapshots (Figure 2(d)). On estimating the percentage of elongated cells (cells with length $> 8 \mu m$) throughout the entire time-course of of the simulation, we find an initial increase, which saturates as a function of time
Table 2: Experimental measures of doubling time as a function of temperature at which *E. coli* was grown.

| Temperature | Doubling time (min) |
|-------------|---------------------|
| 22°C        | 65.3 ± 0.8          |
| 30°C        | 29.2 ± 0.4          |
| 37°C        | 25.7 ± 0.1          |
| 42°C        | 17.9 ± 0.2          |

(Figure 3(a)). The mean %age long cells of the 42°C scenario reaches saturation earlier than 37°C and followed by 30°C. The %age long cells of the slowest growing population at 22°C, does not saturate at all. When the data was plotted as a function of increasing population size, the plots from multiple temperatures appear more comparable to each other, as compared to the time-dependent plots. Similarly, estimating cell length variability by the fano factor, FF (Figure 3(b)) and the coefficient of variation, CV (Figure 3(c)) as a function of time, shows an increasing trend. The time-dependent graphs of both measures are offset, such that the CV and FF are lower, with decreasing temperature. Plotting FF and CV as a function population size however collapses all the curves onto the same profile. This suggests the cell length variability in simulations for the different temperatures is dominated by the population size. The difference seen in the time dependent profiles can be understood in terms of the logistic growth model where temperature determines the maximal doubling time ($t_d^e$), while instantaneous population size ($N(t)$) determines the corresponding instantaneous doubling time ($t_d(t)$), which in our model determines $n_{RF}$. As a result, cell length variability, when scaled by population size, follows the same trend across the temperatures. Hence in our model of growth rate and replication stochasticity driven cell size variability, cell size variability is similar for all the growth temperatures modeled (22°C to 42°C), but depends on population size. We proceed to test our proposed model mechanism by perturbation of replication dynamics and compare the outcome with experimental measurements.
4.3 Replication fork stochasticity and cell size variability

In the two-state model of RFs, the stalling frequency ($f_s$) and recovery frequency ($f_r$) determine the average state of each RF and result in a chromosomal replication time. The RF stalling frequency was assumed to be $0.005 \text{ s}^{-1}$, almost an order of magnitude smaller than the in vitro measurement of *E. coli* Pol-III holoenzyme $f_s = 0.02 \text{ s}^{-1}$ [37]. The value of $f_s$ was optimized for qualitative agreement of simulated cell lengths with the experimental measures from *E. coli* wild-type cells grown at $37^\circ C$ in LB. To simulate the effect of a mutant with reduced ability of stalled RFs to inhibit cell division, we reduced $f_s$ to $0.001 \text{ s}^{-1}$, based on the assumption such cells sense RF stalling at a lower frequency as compared to wild-type (Figure 4(a)). As expected, the simulated cell length variability (FF) is lower than the ‘wild-type’ throughout the growth period (Figure 4(a)). To simulate a genetic mutation in the SOS response pathway such as a recA deletion, we decreased the frequency of replication fork recovery ($f_r$) by two-fold in simulation, since in the absence of recA we expect replication fork recovery to be less frequent. The cell length variability measures expectedly increased through all stages of the growth curve. The FF as a function of time and population size ($N$) from these simulations showed the same trend, with ‘mutant’ scenarios appearing distinct from the ‘wild type’ (Figure 4(b)). To test these model predictions, growth experiments were performed and microscopic images of cells in wild-type (*E. coli* MG1655), $\Delta recA$ (lower $f_r$), $\Delta sulA$ (lower $f_s$) and $\Delta slmA$ (lower $f_s$) were acquired (Figure 4(c)). Using our previously developed routine for cell length analysis, the FF of population cell length distributions as a function of cell density were estimated (Figure 4(d)). The trends of $\Delta recA$ strains showing higher variability and $\Delta sulA$ and $\Delta slmA$ showing lower variability, qualitatively match those predicted by simulation. Thus our model predictions are validated of a RF stalling frequency and cell size variability model. It suggests the coupling of multi-fork replication and cell division, can drive cell size variability in genetically identical cells of *E. coli* as a function of cell density.
5 Discussion

We have developed a novel model of bacterial cell growth and division, which integrates sub-cellular processes with population dynamics. The agent-based multi-scale model integrates a stochastic, multi-fork chromosome replication model coupled to cell division, in the context of a growing population with a finite carrying capacity. Using this model, we examine the effect of growth phase and temperature on cell size variability, to disambiguate previous experimental findings. The only source of stochasticity in the model is the probabilistic transition of DNA RFs between stalled and recovered states. Cells become filamentous, i.e. long, when they either do not complete DNA replication within a bacterial cell cycle or contain one or more stalled RFs at the time of division. The cell length growth rate \( g_L(t) \) on the other is assumed to be uniform for all cells in the population for a specific time point \( t \). The model predicts cell length variability is highest in the exponential growth phase as compared to the lag and stationary phases. The time of onset of increase in cell length variability from the lag to log phases differs between cultures simulated at growth temperatures 22° to 42°C. However, when scaled by population size, the variability collapses onto the same curve across temperatures. The sensitivity of the model is tested to changes in the RF frequencies of stalling \( f_s \) and recovery \( f_r \). An increased time spent by RFs in the stalled state results in increased variability in cell sizes. A comparison with experimental measurements of growth phase dependent cell size variability of deletion mutants for proteins mediating the DNA RF recovery (SOS response factors) and nucleoid occlusion proteins validates our model.

Due to the small number of parameters (Table 1), this model is relatively tractable. Some parameters such as genome elongation rate, maximal doubling time at different temperatures (Table 2) are derived from experimental measurements in previously published work or measured in this study. Other parameters such as the frequencies of RF stalling and recovery are optimized to fit the extent of cell size distribution observed experimentally in wild-type cells. The \( f_s \) of the E. coli Pol-III holoenzyme has been estimated using \textit{in vitro} reconstitution to be 0.021/s \[37\]. However, when such a high value was used in our model, it resulted in a far higher frequency of elongated cells, as compared to experiments, and as a result was not used. The lower frequency of stalling \textit{in vivo} as compared to \textit{in vitro} could be the result of the fact that \textit{in vivo}, additional proteins such as RecA and RecBCD \[38\], helicases, single strand binding proteins and resolvas \[39\], which are all implicated in RF
recovery pathways. This could also explain why cells of the $\Delta recA$ mutant are only slightly more variable than wild type cells (Figure 4(d)). In future in vivo single-molecule measurements that have been developed to follow replication proteins [40], combined with systematic screening of mutants, could be used to quantify RF dynamics more precisely.

The multi-fork replication model implemented here is based on the Cooper and Helmstetter model [31], which predicts a change in $n_{RF}$ with changing growth rate. Our simulations demonstrate the early growth phase of cells contains multiple RFs (up to 8) and saturation phase cultures result in only a pair of RFs per cell. Importantly, the probability of replication stalling is modeled as an independent event, but cell division evaluates the total number of stalling events. As a result, cells experience a multiplicative effect of RF stochasticity on cell division. As a consequence, rapid growth results in higher cell size variability as compared to saturated growth. This clarifies the apparent contradictions in previous reports of temperature [8, 7] and nutrient dependence [41] of cell sizes, where it was unclear which factor primarily determined the distribution. We hypothesize that a simple explanation based on multiplicative probabilistic events, based on multi-fork replication underlie these effects. In future, experiments to count the RF numbers under these conditions could further test our hypothesis.

Single-cell quantitative studies of bacterial growth have begun to reveal subtle effects of asymmetric division and ageing in *E. coli* due to improvements in microscopy [9]. A theoretical model of “increment” based control of cell size of *E. coli* and *Caulobacter crescentus* has been described [27]. The variability of growth rates observed in single-cell continuous culture [25] was explained by variations in the cell elongation rate ($g_L$) and cell size added [28], further confirming the “increment” model. While this model is consistent with experimental data, it lacks a molecular mechanism, that could cause such variation. Additionally in the absence of collective effects, the behavior only addresses single cell variability. Here in our work we have used a multi-scale approach to address both the morphological measurements seen in older work, as well as propose molecular processes that drive it.

Discrete models of bacterial populations have been widely used in the past to examine spatial patterns [42], chemotaxis [43], synthetic biology [44], branching growth of colonies [45] and population effects in quorum sensing [46]. However this is the first report of a replication-division coupling model that results in cell shape distribution as a function of population size and growth rate.
Our model of replication stochasticity and the effect of multi-fork replication on cell size variability predicts population cell size variability, which is consistent with previous work. Our results also disambiguate some of the results obtained with respect to cell size and temperature, suggesting within a range (22 to $42^\circ C$) population cell size variability is more strongly determined by growth rate as compared to temperature. Additionally by performing simulated mutation experiments, we find a qualitative match between simulations and experiments performed on genetic mutants. In conclusion this study could form the basis to use cell size variability to better understand the interactions between regulatory factors governing a phenotype as complex as cell size.
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Figure 3: (a) Percentage long cells in the population, (b) fano factor and (c) coefficient of variation of cell lengths of the population are plotted for growth temperatures 22º (red), 30º (blue), 37º (black) and 42ºC (green). The time (left) and population size (right) dependence of the measures are averages with errorbars representing s.d. from 25 iterations.
Figure 4: (a)-(b) The fano factor of simulated populations with $t_d = 20$ min (corresponding to 37°C) plotted as the fano factor of cell length as a function of time and population size. Conditions similar to wild-type ($f_s = 0.05$ s$^{-1}$ and $f_r = 0.09$ s$^{-1}$, blue) are compared to a lower recovery frequency ($f_r = 0.05$, black) and lower stall frequency ($f_s = 0.001$, red). Representative microscopy images of wild-type (MG1655), ∆recA, ∆slmA and ∆sulA from the same mid-log growth phase of cultures are presented (scale-bar 10 µm). The experimentally measured fano factor of cell length from a growth experiment are plotted as a function of cell density (cells/ml) for wild-type and the mutant strains.