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Abstract
This paper wants to analyse the cyber-risk impact on economy in particular on the returns of the companies suffering information breaches. The problem has become very interesting in recent years in the literature for the large dependence of the business with cyber world. The analysis focuses on event study in which the impact of cyber-attacks on stock prices of selected companies is investigated. Cyber-risk phenomenon is processed considering a portfolio of targeted assets, in order to analyse their correlation. Risk measures, such as VaR, will be evaluated and backtested using different methods to monitor which one is able to better capture this type of riskiness.

Keywords
Cyber Risk, Return Correlation, Variance-Covariance Analysis, VaR, Backtest

1. Introduction
The current global context in which companies are involved is very different from the past both for opportunities and threats generated. The proliferation of information technology has affected all economic sectors and, although the internet has often improved the way business is carried out, it has increased the vulnerability of critical infrastructures to information security breaches. When a firm suffers from an information breach, there are immediate direct costs and many residual costs to be incurred. Stock market returns are able to capture implicit and explicit costs of security breaches inside the estimate present value of a firm considering its expected future cash flows. Comparing firm’s stock returns after a security breach to the returns prior to the breach, we are able to assess the
effect of it.

The first part of this paper wants to show the impact on share prices of cyber-attack announcements, in particular how informatics branches influence Cumulative Abnormal Return (CAR), and on the level of IT investments to face cyber-security in the period 1995-2018. This part is an empirical update of the previous literature which presents results up to 2015.

In the second part, we want to investigate if it is possible to manage cyber-risk by forecasting the daily portfolio volatility with daily return data according to the fact that the stock market seems to recognize the negative business impacts of a cyber-attack.

Starting from daily return volatility we focus on linear dependence of returns on different portfolio assets. We create a portfolio of assets composed by listed companies in the financial sector, targeted simultaneously by a cyber-attack, to investigate the reaction to these attacks, in terms of different correlation of returns. Correlations are useful to understand moreover which is the impact of cyber-security investment on investor behavior and to investigate if there is a higher or lower correlation among financial entities with different strategies, investments and reactions to past cyber-attacks. The empirical contribution of this paper is to bring out the best model for managing cyber-risk. Different models through which risk managers could evaluate risk measures for different portfolio allocations will be evaluated through an event study. We will diagnose individual models by testing for parameter significance and violations through backtesting procedures as Coverage test (Bernoulli test) and Independence test. Limitations consist in the fact that unfortunately there is no single answer to the problem.

Structure of the Paper
The article is organized as follows. At first, we will present the main literature review dealing with cyber risk and its impact on the returns of a company. After a case study on listed companies will be presented to highlight the impact of the phenomenon on returns considering different time windows compared to the announcement of the security breach. The core of the paper will focus and discuss on different models which risk managers could use to manage the impact of cyber-attack on companies returns. Final remarks will follow.

2. Literature Review
A large number of studies deal with information security breaches, but there is still a limited literature related to the financial sector. Some authors [1]-[14] examine the cyber risk at the national level. [15] and [16], consider the issue of sharing information on computer systems security. [17] and highlight the importance of IT investment. [18] and [19] focus on enterprise cyber risk management, risk mitigation and cyber risk insurance. The economic impact of cyber-attacks is hard to measure. An information security breach can have a negative economic impact, including lower sales revenues, higher expenses, lower
EBITDA, a decrease in future profits and dividends, worsening of reputation and reduction in the market value [20]. It is, therefore, possible that many information security breaches have an insignificant economic impact. [21] outlines that there is a lack of understanding of the different types of cyber-attacks, characteristics and possible results. Some types of cyber-attack are considered as a normal business cost for firms that use information technologies. Moreover, there is a reason to believe that breached firms respond to cyber-attacks by making a new investment in information security [22]. The allocate efficiency of capital markets depends on the extent to which capital asset prices fully reflect information that affects their value [23]. Consequently, the market value represents the confidence that investors have in a firm, and measuring it, we can calculate the impact of a cyber-attack. Moreover, [24] states that investor behavior depends on what they have observed in the past. Several studies [9] [22] [25] use event study methodology to estimate the consequences of cyber-attacks on the market value of breached firms. These studies also consider the type of breach. [22] states that the nature of the breach influences Cumulative Abnormal Return (CAR), while [25] and [9] find that the nature of the attack is not a determinant of CAR. In general, there is a consensus that the announcement of a security breach leads to negative CAR [26]. [27] show that data breaches have a negative and statistically significant impact on a company’s market value on the announcement day. [4] finds statistically significant reactions in around 10 days after the news. [28] conducts the analysis over two distinct sub-periods and find that the impact of information security breaches on stock market returns of firms is significant. Some studies [29] [30] [31] present a list of sets of attacks, defenses and effects. [32] states that sometimes cyber-attacks are politically motivated, for example, they are carried out by members of extremist groups who use cyberspace to spread propaganda or attack websites. But information breaches can also be non-politically motivated and in this case, generally, the reason of the attack is financial. Sometimes, cyber-attacks are motivated by socio-cultural issues. Motivations of the attach can be important because can have an impact on the level of attack intensity [33].

[34] highlights the importance of strategies to minimize cyber risk and suggest some techniques to optimize the level of investment in cyber security and insurance for critical infrastructure owners and operators. [35] considers the difficulties to insure cyber risk, especially due to a lack of data and modelling approaches, the risk of change and unpredictable accumulation risks.

[36] highlights the importance of cyber risk for financial and actuarial sector, especially for reputation [37] [38] [39] [40], given that today the banking industry has a significant online presence [41].

Considering CAR is useful even for the fact that we can use some particular properties on financial returns. Extensive research has demonstrated in fact that returns exhibit three statistical properties that are present in most, if not all, financial returns. These are often called the three stylized facts of financial returns
The first property, volatility clusters, relates to the observation that the magnitudes of the volatilities of financial returns tend to cluster together, so that we observe many days of high volatility, followed by many days of low volatility.

The second property, fat tails, points to the fact that financial returns occasionally have very large positive or negative returns, which are very unlikely to be observed, if returns were normally distributed.

Finally, nonlinear dependence (NLD) addresses how multivariate returns relate to each other. If returns are linearly dependent, the correlation coefficient describes how they move together. If they are nonlinearly dependent, the correlation between different returns depends on the magnitudes of outcomes.

Modeling correlation dynamics (DCC) is crucial to a risk manager [43] [44]. The idea is that the covariance matrix can be decomposed into conditional standard deviations and correlation matrix, designed to be time-varying.

Orthogonal Garch (OGARCH) transform the observed returns matrix into a set of portfolios with the key property that they are uncorrelated, implying we can forecast their volatilities separately [45].

Literature presented above give an interesting overview on the necessity of the companies to manage cyber-risk and this paper produces some updated results on CAR returns in the last years. In particular, the paper is different from the precedent ones in the second part of the study in which the focus is given to the application of well-known methods to a new type of riskiness and some comments are given about the choice of the best methodology to be used.

3. Analysis on the Dependence of Asset Returns in a Cyber-Breach Window

This research wants to model the nonlinear dependence between returns on different assets during a cyber-attack window.

We refer to cumulative abnormal return (CAR) to accommodate a multiple period event window.

3.1. The Case

We selected a sample from the LexisNexis database, searching for newspaper reports of global cyber-attacks 1995-2018 using different keywords: “information security breach”, “cyber-attack”, “computer break-in”, “computer attack”, “computer virus”, “computer system security”, “bank computer attack”, “internet security incident”, “denial of service attack”, “hacker”. We initially identified 321 information security breaches and we registered daily stock market prices adjusted for dividends and splits from the Thomson Reuters DataStream database. Being essential for the study to be available the daily stock prices of the firms, the case finally includes 277 cyber-attacks announcements affecting 149 firms, see Table 1.

Following previous studies [22] [27] [29], we run an event study to measure the impact of information security breaches on stock returns. An event study
is a method used to measure the effects of an economic event on the value of firms. The null hypothesis is that the event has no impact on the distribution of returns.

The event study methodology makes it possible to verify whether cybercriminals are involved in insider trading. This is important because of the price impact of such a trade [46] and the link between the size of an illegal insider's trade and the value of his private information the probability of detection and the expected penalty if detected [47]. Event study methodology has been widely used in banking and finance literature (see [27] and [48]).

The assumption that the financial markets respond to news affecting the value of a security means that stock market returns are able to capture the implicit and explicit costs of cyber-attacks [28] [49] [50]. In particular, if a firm suffers from an information security breach then it may incur financial losses, which should reflect in its stock price. Stock prices on the days surrounding the event can capture the impact of that event and measure the economic cost of the cyber-attack. Event study methodology is in fact based on a semi-strong version of the efficient market hypothesis [51]. Appraisal of the event’s impact requires a measure of the abnormal return (AR) that is the forecast error of a specific normal return-generating mode. Specifically, the AR is the actual ex-post return of the security over the event window minus the normal return of the firm over the event window. The normal return is defined as the expected return without conditioning on the event taking place. In other words, estimated ARs are defined as the company stock return obtained on a given day \( t \), \text{i.e.} when the cyber-attack is announced, minus the predicted “normal” stock return. We estimate daily AR using the Sharpe (1963) market model, which relates the return of any given security to the return of the market portfolio, assuming that daily common stock returns are described by the market model, which is based on the capital asset pricing model (CAPM). The market model is specified as follows:

\[
R_{it} = \alpha_i + \beta_i R_{mt} + \epsilon_{it},
\]

where:

- \( R_{it} \) = rate of return for firm \( i \) on day \( t \);
- \( R_{mt} \) = rate of return on the market portfolio on day \( t \);
- \( \alpha_i, \beta_i \) = are market model intercept and slope parameters for firm \( i \);
- \( \epsilon_{it} \) = disturbance term with the usual ordinary least square (OLS) properties.

Table 1. Sample in numbers.

| Period of analysis                      | 1995-2018 |
|-----------------------------------------|-----------|
| Number of cyber-attack registered in the period | 321       |
| Number of listed companies              | 149       |
| (Financial companies)                   | (47)      | 32% of the sample  |
| Number of cyber-attack to listed companies | 277       |
| (to financial companies)                | (96)      | 35% of the sample  |
the random error.

The $\alpha_i$ and $\beta_i$ coefficients were estimated for each company using an ordinary least square (OLS) regression of $R_{i,t}$ on $R_{m,t}$ for a 121-working-day estimation period (from the 21st to the 141st day before the cyber-attack announcement). This period is the most common choice used in event study (see [52]).

The event window is defined as the time window that takes into account $-\tau_1$ days before and $+\tau_2$ day after the date of the announcement. The date of the announcement is defined as day zero. Following a standard approach, we consider various event windows with different lengths, with the widest lasting from 20 days before the announcement day to 20 days after it. Because our sample includes a large set of firms, we select the following market indexes: The S & P 500 Composite, NASDAQ and the S & P 600 Small Cap. We use the market index total return as our proxy of $R_{m,t}$. Using the firm-specific parameters estimated for the market model over the estimated period [52], the $AR_{i,t}$, that is the excess return for the common stock of firm $i$ on event day $t$ is measured as follows:

$$AR_{i,t} = R_{i,t} - (\alpha_i + \beta_i R_{m,t})$$ \hfill (2)

The average ($\overline{AR_{i}}$) for $n$ firm shares on $t$ of the event window is measured as follows:

$$\overline{AR_{i}} = \frac{1}{n} \sum_{t=1}^{n} AR_{i,t}$$ \hfill (3)

The concept of Cumulative Abnormal Return is necessary to accommodate a multiple period event window. The CAR from $\tau_1$ to $\tau_2$ is the sum of the included abnormal returns:

$$CAR_i(\tau_1, \tau_2) = \sum_{t=\tau_1}^{\tau_2} AR_{i,t}$$ \hfill (4)

where the $(\tau_1, \tau_2)$ is the event window. The average CAR for the event period $[CAR(\tau_1, \tau_2)]$ is measured as follows:

$$CAR(\tau_1, \tau_2) = \frac{1}{n} \sum_{i=1}^{n} CAR_i(\tau_1, \tau_2)$$ \hfill (5)

where $n$ is the number of events.

The statistical significance of CARs using the test statistic $Z$ in [53] to capture the event-induced increase in return volatility as follows:

$$Z = \frac{SCAR(\tau_1, \tau_2)}{\sqrt{\frac{1}{n-1} \sum (SCAR(\tau_1, \tau_2) - SCAR(\tau_1, \tau_2))^2}} \approx T(0, g, g - 2)$$ \hfill (6)

where $n$ is the number of the stocks in the sample and $SCAR(\tau_1, \tau_2)$ is the standardized abnormal return on stocks $i$ at day $t$, obtained following [54] approaches as follows:

$$SCAR_{i,t} = \frac{CAR_i(\tau_1, \tau_2)}{\sigma_i \sqrt{T_i + \frac{T_i^2}{T} + \sum_{t=\tau_1}^{\tau_2} (R_{i,t} - T_i R_m) / \sum_{t=\tau_1}^{T} (R_{i,t} - R_m)}}$$ \hfill (7)
where $R_m$ is the average return on market index in the estimation period, $\sigma_i$ is the estimated standard deviation of AR on stock $i$, $T$ is the number of days in the estimation period, $T_s$ is the number of days in the event window and all other terms as previously defined. The Z test in Equation has a t-distribution with T−2 degrees of freedom and converges to a unit normal. Results on our sample are presented in Table 2.

Focusing on the sample of cyber-attacks, we found that the average CARs are negative in all event windows, showing that cyber-attack announcements always lead to negative market returns for a company (the market reacts negatively to the announcement of cyber-attack). The extent of negative market returns, while the statistical significance of mean CARs varies according to the event windows.

In particular, results in the symmetric event windows in relation to the announcement, thus windows: (−20, 20) and (−10, 10), show a high negative mean CAR, even greater than −2.7%. Considering these two-time windows, the statistical significance is very high. It means that we reject the null hypothesis of having a mean CAR equal to zero considering $\alpha = 10\%$ for the bigger symmetric window, while we reject the null for the smaller symmetric window considering $\alpha = 1\%$. This result shows that the statistical significance is very high and therefore there is a confidence level at least of 90% in the bigger symmetric window (−20, 20) and it arrives until 99% in the other symmetric window (−10, 10).

The event windows (−5; 5) and (−3; 3) show mean CARs of −0.959% and of −0.758% respectively. This means that significant negative market returns occur on the days prior to and after the announcement of information security breaches. Here again, considering these two-time windows, the statistical significance appears at high level, in fact we reject the null at $\alpha = 5\%$. The confidence level is of 95%, that is a good threshold result and the official announcement of a

### Table 2. CAR event study.

| Event Window | N. of observations | Mean CAR (%)  | Test Z   |
|--------------|--------------------|--------------|----------|
| EW (−20, 20) | 277                | −2.781       | −1.433*  |
| EW (−10, 10) | 277                | −2.812       | −2.637***|
| EW (−5, 5)   | 277                | −0.959       | −2.174** |
| EW (−3, 3)   | 277                | −0.758       | −1.887** |
| EW (−20, −1) | 277                | −0.682       | −0.429   |
| EW (−10, −1) | 277                | −0.551       | −2.401***|
| EW (−5, −1)  | 277                | −0.591       | −3.779***|
| EW (−3, −1)  | 277                | −0.478       | −3.196***|
| EW (0, 20)   | 277                | −0.703       | −0.436   |
| EW (0, 10)   | 277                | −1.332       | −0.528   |
| EW (0, 5)    | 277                | −0.758       | −0.366   |
| EW (0, 3)    | 277                | −0.434       | −0.340   |
| EW (0, 1)    | 277                | −0.226       | 0.351    |
cyber-attack is often partly anticipated by a few days: the asymmetric event windows \((-10; -1)\), \((-5; -1)\) and \((-3; -1)\) show mean CARs of \(-0.551\%\), \(-0.591\%\) and \(-0.478\%\) respectively. From a statistical point of view there are strong results, we reject the null hypothesis of having a mean CAR equal to zero considering \(a = 1\%). Therefore, the confidence level is of 99\%. These results imply that cybercriminals could be implicated in insider trading (as in [27]).

Insider threats (i.e. fraud, theft of confidential information and intellectual property, sabotage of computer systems), coming from people within the organization, represent the most prevalent types of cyber threats.

If someone knows in advance certain public information events it can lead to abnormal returns on securities and this situation is typical of insiders who generally have information before the public. A lot of studies have shown that abnormal returns are earned on the basis of the trading behavior of insiders (see [55]).

Furthermore, it must be said that, in the age of globalization, sometimes, it is hard to pinpoint the first release date of an information security breach. It could be interesting to investigate a bit more about insiders on cyber-attack from the moment that significant negative market returns occur on the days prior to the announcement of information security breaches.

Finally, negative market returns also occur on the days after the announcement: the \((0; 10)\) event window shows a mean CAR of \(-1.332\%\), but without statistical significance.

In synthesis, the stock market seems to recognize the negative business impacts of a cyber-attack. Effects of cyber-attacks on businesses can be financial, reputational and legal. Some costs are well-known, such as customer breach notifications, post-breach customer protection, regulatory compliance, attorney fees and litigation, cybersecurity improvements, technical investigations. Other costs are less visible, e.g., operational disruptions, loss of intellectual property, lost value of customer relationships, devaluation of trade name increased cost to raise debt, insurance premium increases.

### 3.2. Some Remarks on Cyber-Attack Effects

We find evidence of an overall negative stock market reaction to public announcements of information security breaches. In the financial sector, we find more negative market returns than other sectors in the event windows before the cyber risk announcements. Thus, could be possible that cybercriminals are involved in insider trading. Moreover, financial entities show greater negative effects on market returns than companies belonging to other economic sectors, hence they should make a bigger investment in IT improving their security. Most mean CARs in the financial sector are statistically significant and higher than in other sectors. This is not surprising given that, beyond protecting data, banks and other financial entities also have the challenge of safeguarding their systems and networks as well as the financial assets they hold, as the recent high biometric security investments implemented by UK banks.
Second, we found that cybercrime may be linked to insider trading. It follows that financial authorities need to strengthen cybersecurity measures. In particular, given the amount of resources currently being devoted by organizations to shore up information security, what is needed is a conceptual framework to help derive an optimal level of information security spending. An economics perspective naturally recognizes that while some investment in information security is good, more security is not always worth the cost. After an attack occurs, an effective cybersecurity incident response is necessary.

The attention is focused even on the social aspect, the reaction to cyber-attacks, in terms of investments by the affected firms, in our case especially banks. There is a reason to believe that breached firms respond to cyber-attacks by making a new investment in information security [22]. The market value represents the confidence that investors have in a firm, and measuring it is a way of calculating the impact of a cyber-attack.

The use of different models to estimate the correlation between the stock prices of companies affected by a cyber-attack will be compared to each other in order to understand, from the point of view of portfolio management and calculation of the VaR, which one performs best and therefore which one may represent the best choice.

3.3. Correlation between Portfolio Asset

We took note of the fact that there has been a cyber-attack of the Distributed Denial of Service (DDOS) type that has taken into consideration 7 English banks, of which 4 listed. We turned the analysis, concerning the correlation between the returns in case of cyber-attacks, in a portfolio management point of view, to verify how and to what extent the returns of these 4 banks are correlated with each other. We implemented a first empirical analysis of the correlations between UK banks like HSBC (HSBA.L), Barclays (BARC.L), Lloyds (LLOY.L) and RBS (RBS.L). We used R-Studio to run the analysis. First of all, we considered a time window from 2012/01/01 to 2018/01/01. Then we obtained the prices and returns of the individual assets. Then we created a matrix corresponding to each vector price of each bank. The object is the returns of each bank, so we made the logarithmic difference of each price vector and we obtain bank stock prices and returns connected to the reference window, as in Figure 1 and Figure 2.

Consequently, we calculated the empirical correlations of the returns of the reference stocks for the time window taken into consideration using the matrix created and then we took the time window of 2017/01/01-2018/01/01 into account and recalculated the correlation between asset returns.

Table 3 and Table 4, which represent the various correlations between the returns of the assets of the four banks taken into consideration, are the starting point and comparison basis of the correlation table calculated considering the month of November 2017, the month in which the cyber-attack took place.
### Table 3. 2012/01/01-2018/01/01 correlations.

|       | BARC.L | RBS.L | LLOY.L | HSBA.L |
|-------|--------|-------|--------|--------|
| BARC.L | 1.000000 | 0.716533 | 0.696589 | 0.595377 |
| RBS.L | 0.716533 | 1.000000 | 0.689429 | 0.499121 |
| LLOY.L | 0.696589 | 0.689429 | 1.000000 | 0.494083 |
| HSBA.L | 0.595377 | 0.499121 | 0.494083 | 1.000000 |

### Table 4. 2017/01/01-2018/01/01 correlations.

|       | BARC.L | RBS.L | LLOY.L | HSBA.L |
|-------|--------|-------|--------|--------|
| BARC.L | 1.000000 | 0.478679 | 0.465585 | 0.398640 |
| RBS.L | 0.478679 | 1.000000 | 0.564220 | 0.341559 |
| LLOY.L | 0.465585 | 0.564220 | 1.000000 | 0.307761 |
| HSBA.L | 0.398640 | 0.341559 | 0.307761 | 1.000000 |

**Figure 1.** Portfolio asset prices 2012-2018.
Figure 2. Portfolio asset returns.
Assuming that the market is efficient, the market should react promptly and therefore a negative reaction should be noted as regards both the stock prices of the stocks and thus a greater correlation of the stock returns. This hypothesis stems from the fact that extensive research on the properties of financial returns has demonstrated that returns exhibit three statistical properties. These are often called the three stylized facts of financial returns: volatility clusters; fat tails and nonlinear dependence. Therefore, it is plausible to think that in the time window of November 2017 there is greater volatility and therefore also a greater correlation between the returns of the assets. First of all, we set an annual time window in the code, then we always plotted the graphs of prices and returns for the considered time window.

From Figure 3 and Figure 4 can be seen that there is a very similar trend in November, at least for 3 of the 4 banks considered. Afterwards we will find out why the fourth bank, HSBC UK (HSBA.L), shows a different pattern. Therefore, it is necessary to study the correlations of the returns in order to confirm the hypothesis.

Comparing the correlations between the returns in Table 5 is quite clear the result found: in November 2017, a showcase for the cyber-attack of the DDOS type, three of the four English banks taken into consideration show a greater correlation with respect to the other time windows considered above. Whether a six-year time window (2012-2018) or an annual time window (2017-2018) is considered, the result is always the same. In November 2017 Barclays (BARC.L), Royal Bank of Scotland (RBS.L) and Lloyd (LLOY.L) are much more related. The result of HSBC (HSBA.L) may come as a surprise because it is counter-current. The values shown by the correlation of HSBC with other banks in November 2017 are much lower than the other two-time windows considered. The explanation for this lies in the fact that HSBC has been the protagonist of one of the largest operations of technological innovation to ensure greater protection of its customers, their profiles and their passwords. HSBC has taken a big step forward in terms of large-scale cyber security for its customers. The main weapon against cyber-attacks available to banks and their customers seems to be the biometrics of the subject himself. Sharing a series of personal information increasingly precise and unique by the customer seems to be the barrier of the future, the uniqueness of every human being can lead to greater security in terms of identification and then use of the banking service.

|       | BARC.L | RBS.L | LLOY.L | HSBA.L |
|-------|--------|-------|--------|--------|
| BARC.L| 1.000000 | 0.698607 | 0.741716 | 0.004370 |
| RBS.L | 0.698607 | 1.000000 | 0.779541 | 0.120150 |
| LLOY.L| 0.741716 | 0.779541 | 1.000000 | 0.013745 |
| HSBA.L| 0.004370 | 0.120150 | 0.013745 | 1.000000 |
Figure 3. Portfolio asset prices 2017.
Figure 4. Portfolio asset returns 2017.
HSBC rolled out voice recognition and touch ID services in the summer 2016 in a big step towards biometric banking in the UK. Other banks have also introduced biometric security, but HSBC, which recently suffered an online cyber-attack in January 2016, has been the first to roll it out to millions of retail customers.

3.4. Capacity of Multivariate Models to Estimate the Correlations between the Different Assets

We will consider now the four assets two by two. It is necessary at the beginning to remove their average from the series of returns. At first, we use a simple way to model time-varying covariance relying on plain rolling averages. Using rolling covariance between asset (or risk factor) $i$ and $j$, it’s necessary to estimate the rolling average covariance choosing $m$ days on which the calculus is based, where $m$ is the number of days used in the moving estimation window. This estimate is very easy to construct but it is not satisfactory due to the dependence on the choice of $m$ and the equal weighting put on past cross products of returns.

Once the covariance has been estimated, the correlations for the reference time window are estimated using the correlation formula. In order to analyze the correlations of the November 2017 time window, we moved the price series and returns in the period 2017/11/04 - 2017/12/18 so as to have thirty observations of the estimated correlation. If for example $m$ is equal to 4, we obtain the results shown in Figure 5 and Figure 6.

The difference between correlation asset is quite clear, during the estimation window the correlations between the composition of between Barclays, Royal bank of Scotland and Lloyd are higher than the correlations involving HSBC with the other assets as we can see from the graph in the bottom right.

Going ahead we use the EWMA for all the assets, considering them two by two. Firstly, we created a matrix with a number of rows equal to the number of lags ($L$) considered (i.e. 30 $L$), and two columns for the variances and one for the covariance. We extracted the initial variance-covariance matrix as historical one then we estimated their values using the EWMA model.

From Figure 7 and Figure 8 can be seen that in the time window the model also shows that there is a greater correlation between the assets of the reference banks, with the exception of HSBC. We notice that in the first ten days considered there is a downward trend, but if we note the correlation value on the y axis, these values are still much higher than the annual correlations 2017-2018 considered in the previous tables.

Concerning the Orthogonal Garch model we took the sequence of returns and combined by columns creating a matrix. We transformed the return matrix into uncorrelated portfolios. Then we run a univariate GARCH separately to obtain its conditional variance forecast, denoted by $D_t$. The final step has been the creation of correlation between various assets as reported in Figure 9 and Figure 10.

In this case, we obtain a similar result as using EWMA: a higher correlation for the time window.
Figure 5. BARC, RBS and LLOY rolling correlations.
Figure 6. RBS, LLOY and HSBA rolling correlations.
Figure 7. EWMA asset correlations RBS vs BARC and LLOYD.
Figure 8. EWMA asset correlations BARC vs LLOYD and HSBA.
Figure 9. RBS, BARC, LLOY-OGARCH asset correlations.
Figure 10. BARC, LLOY, HSBA-OGARCH asset correlations.
The last method considered is DCC. First of all, we estimated univariate GARCH models to get vectors and matrices of starting values. We run the model and we investigated the estimated parameters and the positivity conditions; we extracted the conditional variance estimated by the model, as well as the standardized residuals. We extract the correlation matrix between the two reference assets from the model and plot it in Figure 11 and Figure 12.

Looking at Figure 11 and Figure 12, it is possible to see that even this model, although having a wide volatility, still falls within a very wide percentage range compared to the correlations estimated for the two periods 2012-2018 and for the whole year 2017.

In the following Figures 13-16, we plotted two by two correlations between assets with all four different methods explained above. The window that we have chosen is the time length between 2017/06/01 and 2018/01/01. The attention has to be focused in the last part of the time series on the right where there is the correlation represented by November and December 2017.

There are methods like RollCor and EWMA model that over react to the market impulse while the other methods, like DCC and OGARCH, are smoother. Not surprisingly, both DCC and OGARCH models have more stable correlations, with the OGARCH having the lowest fluctuations. The large swings in EWMA correlations might be an overreaction, but significant compromises are the price paid for tractability by all three models, and all three correlation forecasts reflect these compromises. EWMA model is the easier to implement but is very limited in the type of volatility and correlation dynamics it can capture. The OGARCH and DCC methods are based on separating univariate estimation from correlation estimation. OGARCH is based on estimating a constant correlation while DCC model allows the correlation matrix to be dynamic and therefore is more general. One advantage of the OGARCH approach is that it is well suited to large-scale problems, such as obtaining the covariance matrix for an entire financial institution. What we can say is the fact that DCC and OGARCH, if possibly estimated are the best compromise between facility to be implemented and the response that they give. By the precedent graphs, using any method, is clear that in the last part of the year has been an increasing correlation between RBS, BARC and LLOY. The last figure concerning HSBA shows that the correlation decreased during the last part of the year for the big investment made by the company to protect itself by the security attack that seems to have a positive impact on customers and investors reliance. For this company, the IT investment has been repaid with the market trust. IT investments are able to protect the company by cyber-attack and improve the reputation of the company reducing reputational risk.

3.5. Different Method Comparison

Comparing now the portfolio asset composed by the four banks described above we will stress some results that come from EWMA OGARCH and DCC model. For each graph, we considered only the model correlation between various
Figure 11. BARC, RBS, LLOYD-DCC asset correlations.
Figure 12. BARC, LLOY, HSBA-DCC asset correlation.
couple of assets and not different model in the same graph for the same couple of assets. To do this we created a function to study the correlations between the various assets $i, j$ for the various time windows. Then we removed the missing values in each price series in order to get a complete list of values, with no missing.

We created a matrix of 4 columns and for each column we entered the historical series of prices taken into consideration. The object of the analysis are the returns and we made the logarithmic difference for each column in order to find them.

We estimated correlations with the same methods: EWMA, OGARCH and DCC.

Starting from EWMA we created a matrix of 16 columns, where each row is a day in the series of returns. This $4 \times 4$ matrix correspond to the variance-covariance matrix. So, for every day we made a $4 \times 4$ matrix composed by N $4 \times 4$ matrices.
With the same procedure, we created the matrix of squared returns for all considered days of window length. Then we ran EWMA method to find:

$$\sigma_{t,ij} = \lambda \sigma_{t-1,ij} + (1-\lambda) y_{t-1,i}y_{t-1,j}$$  \hspace{1cm} (8)$$

To study the correlations at all times $t$ between each asset, we had to estimate rho by creating $N$ matrices $4 \times 4$ repositioning the variance-covariance matrix previously estimated within each cell, since:

$$\rho = \frac{COV(i,j)}{\sqrt{VAR(i)VAR(j)}}$$  \hspace{1cm} (9)$$

in order to plot the various correlation graphs.

Figure 14 presents an increasing correlation for all the assets that are not considered with HSBA that is the fourth asset. EWMA correlations concerning HSBA with all the other asset remain quite stable although with some oscillation.
Using OGARCH we estimated the correlations between the various assets and plotted them to notice the differences between the various assets using this method, see Figure 18.

We can find a similar case respect to EWMA method. Using OGARCH method concerning November there are bigger oscillation than EWMA model, but Barclays, Royal Bank of Scotland and Lloyd have the bigger correlation between them respect to the combination regarding HSBA.

Following DCC method we estimated univariate GARCH (1, 1) models to get starting values. Then we created vectors and matrices of starting values choosing also parameters weights. We created a matrix with different correlation, each row corresponds to time lag while each column to each asset; so, in this matrix each column represents correlation between two assets. This matrix is the starting point to extrapolate each column of interest and plot them graphically. To keep going this method is necessary to take a bigger time lag, thus we considered...
more days using in this case the starting point as 2017/06/01 until 2018/01/01, instead of November 2017 only, see Figure 19. Then we plotted, in Figure 20 and Figure 21, also the other methods correlation (EWMA and OGARCH) to make a comparison of long run.

The typical characteristic concerning DCC and OGARCH method is to be smoother, as is possible to notice looking at the graphs above, while EWMA model overreact at market situations with many oscillations, thus is more peaked.

3.6. Implementing Risk Forecasting

There are two main methods for forecasting VaR: nonparametric and parametric. Non-parametric risk forecasting generally refers to historical simulation (HS), which uses the empirical distribution of data to compute risk forecasts. No
statistical models are assumed nor are any parameter estimates required for nonparametric methods. By contrast, parametric methods are based on estimating the underlying distribution of returns and then obtaining risk forecasts from the estimated distribution. For most applications, the first step in the process is forecasting the covariance matrix. The methods used for forecasting the covariance matrix typically include MA, EWMA or GARCH. They are frequently used with the normal distribution and occasionally with the Student-t, but other conditional distributions may also be used. The parametric approach is often referred to as the variance-covariance (VCV) method. Historical simulation (HS) is a simple method for forecasting risk and relies on the assumption that history repeats itself, where one of the observed past returns is expected to be the next period return. Each historical observation carries the same weight in HS forecasting. This can be a disadvantage, particularly when there is a structural break.
in volatility. However, in the absence of structural breaks, HS tends to perform better than alternative methods. It is less sensitive to the odd outlier and does not incorporate estimation error in the same way as parametric methods. The advantages of HS become especially clear when working with portfolios because it directly captures nonlinear dependence in a way that other methods cannot. We calculated the VaR and the ES for the first day of December 2017 through historical simulations taking as a reference three time windows, one 2012/01/01-2017/12/01 and two smaller time windows, namely 2017/01/01-2018/01/01 and also 2017/11/01-2017/12/01. The other two important things that we choose have been the portfolio size (1000) and the value to invest in each asset, that we put as 25% for each one. Moreover, it is important to keep in mind what the theory suggests about time windows, that is about their consistency and quality of result. In fact, concerning VaR bigger window sizes have both advantages and disadvantages. The

**Figure 18.** OGARCH method portfolio correlations.
advantage is that they are less sensitive to one-off extreme observations, while the disadvantage is that VaR forecasts take longer to adjust to structural changes in risk. Furthermore, very old data are unlikely to be representative of current market conditions. So, in this case as general rule, the minimum recommended sample size for HS is $3/p$, where we choose $p = 5\%$ and then the minimum window size should be around 60 observations. Concerning ES window length, a minimum of 10 observations are recommended to calculate ES with HS, which means to have 200 sample window observations. Once the time windows and the probability used were set, we created a vector of portfolio weights of the four assets, multiplied the returns by the assigned weights and sorted the returns in ascending order for all the windows, as shown in Figure 22.

For each asset, the first window length is about 1496 lags for the portfolio. Then multiplying the portfolio lags by the probability, we obtain 75 values that are bigger than portfolio VaR value. Using the estimation of one year we got 233

![Figure 19. DCC portfolio correlations from 2017/06/01 to 2018/01/01.](image)
lags and 12 portfolio observations greater than portfolio VaR. Using one-month window we got 22 lags, and 2 portfolio observations greater than portfolio VaR. We followed the same steps, assumptions and considerations also to calculate VaR and ES in case of normal and Student-t assumption of returns. We obtained the following results:

These values are the numerical result for VaR and ES risk measure concerning the day after the window, that is 2017/12/02, using different methods for different distribution returns’ assumptions. Looking at Table 6 and Table 7, we can notice very different values because of different returns’ distribution assumption. In particular Table 7 shows that VaR and ES calculated for a month window length are quite high compared to the other windows length. In order to make a decision as to the optimal window size and optimal method we would need to backtest the model.

Figure 20. OGARCH portfolio correlations from 2017/06/01 to 2018/01/01.
Finally, ES is the best known sub-additive risk measure and is both theoretically and intuitively preferable to VaR. However, severe practical deficiencies prevent its wide-spread use in real world applications. Not only it is estimated with more uncertainty than VaR, but, even more seriously, backtesting ES requires much larger data samples than backtesting VaR.

Figure 21. EWMA portfolio correlations from 2017/06/01 to 2018/01/01.

Table 6. HS VaR estimate.

| Time Period                 | VAR  | ES  |
|-----------------------------|------|-----|
| 2012/01/01-2017/12/01       | 23.63| 34.95|
| 2017/01/01-2017/12/01       | 14.59| 18  |
| 2017/11/01-2017/12/01       | 17.51| 17.51|

Table 7. Parametric VaR estimate.

| Time Period                 | VAR_n | ES_n | VAR_std |
|-----------------------------|-------|------|---------|
| 2012/01/01-2017/12/01       | 26.3  | 33   | 28.2    |
| 2017/01/01-2017/12/01       | 15.4  | 19.3 | 19.3    |
| 2017/11/01-2017/12/01       | 13.4  | 16.8 | 15.4    |
Figure 22. Sorted portfolio returns.
In nonparametric methods (usually, HS) no model is specified and no parameters estimated; however, we have to assume a window length for estimation. The advantage of HS is that it uses observed data directly, is not subject to estimation error and can directly capture nonlinear dependence. The disadvantage is that it is based on fixed weights on returns so that it reacts slowly to structural changes in asset risk. By contrast, parametric methods are based on estimating some distribution of the data, from which a VaR forecast is obtained. This inevitably means that estimation error and model risk become a serious concern, often making the choice of model difficult. There is no single correct choice about which is the best model to forecasting risk. We can diagnose individual models, perhaps by testing for parameter significance or analyzing residuals, but these methods often do not properly address the risk-forecasting property of the models under consideration.

### 3.7. VaR Backtest

Once we had estimated the VaR and ES for the next day using the various estimation methods, we thought was appropriate to investigate which model worked better than the others using a more or less extensive “WE” time window. Then we calculated the various violation ratios (VR) of each model used and also backtested them through Bernoulli Coverage test and Independence test.

We have firstly to choose the portfolio composition, then we created a matrix with a number of rows equal to the number of lags considered in the time window, while the number of columns considered is equal to 16, i.e. four columns for the variances and 12 columns for the covariance. We extracted the initial variance-covariance matrix and inserted the variances and covariance in the first matrix to replace all the 16 columns into matrix 4 × 4 to have a variance covariance matrix for all the periods considered. We estimated their values for all the rows and columns using the EWMA model. Once we estimated the portfolio variance-covariance for all the periods we evaluated the VaR assuming that the returns were distributed as a normal or as a Student-t.

The second parametric method used to estimate the VaR has been the moving average (MA) using the normal and Student-t returns distribution.

The third method we used to estimate the VaR is the historical simulation (HS), that is a non-parametric method.

Then we plotted all the VaR estimates assuming different estimation window size \( W_e = 60, W_e = 300 \) and \( W_e = 1000 \).

From Figures 23-25 we can notice how the different models works, in fact EWMA models are more reactive in changing values following better the returns path while MA models and HS react later to return changes, especially if we consider higher estimation window “WE”. Obviously in these graphs we considered the entire period \( W_e + W_t = 2012/01/01-2017/12/01 \).

Graphically we can see November 2017 in the last part of the plot in the right; looking accurately it seems that hasn’t been too many hits and shock, like
2007-2009 crisis, such that the models are not been able to capture the cyber risk shocks.

Going through backtest estimation, first of all we choose the first window length and so we estimate VaR using only past 60 observations for estimate EWMA, MA and HS models. We have to control the hits of November 2017, so in this case we chose an estimation window of 60 lags and a testing window of 30 observations, corresponding on November 2017.

Table 8 shows that HS model is useless because the violation ratio is two, while the other three models are acceptable because MA models and EWMA methods result inside the acceptable window. Considering MA and EWMA models is clear as Violation Ratio (VR) is the same for both methods but considering low VaR volatility the best is the normal one. This portfolio composition, belonging to the financial sector, seems to have a normal returns distribution, because normal VaR works better.
Figure 24. VaR estimates for $WE = 300$.

Table 8. VR Test for $WE = 60$ & $WT = $ November 2017.

| Method  | VR   | VaR volatility |
|---------|------|----------------|
| EWMA.N  | 1.333333 | 0.00177585     |
| EWMA.T  | 0.666667  | 0.00217553     |
| HS      | 2     | 0.00060324     |
| MA.N    | 0.666667  | 0.00074385     |
| MA.T    | 0.666667  | 0.00091127     |

These measures are different if we assume different portfolio weights composition. These values come from the equally weighted portfolio composition, so we suppose to invest 25% of the investment in each portfolio asset.

Figure 26 shows the entire window length $WE + WT$ and one considering only November 2017.

To test the robustness of these results we considered other time windows. The second case we considered is ever an estimation window $WE$ of 60 lags but a bigger testing window $WT$ of 50 lags that correspond to November and December 2017, as shown in Table 9. The series started from 2017/08/08 to 2018/01/01.
Considering this time window, violation ratio (observed number of violations/expected number of violations) of normal EWMA is the only good model, the other methods are all useless, they stay into the bad window size regarding violation ratio.

The following Figure 27 is provided for the entire window length WE + WT and the one considering only November and December 2017.

Maintaining WE = 60 we changed another time the testing window considering the period WT = 2017/10/15-2017/12/15.
Figure 26. Plotted VaR estimate for WE = 60 & WT = November 2017.
Figure 27. Plotted VaR estimate for WE = 60 & WT = Nov. & Dec. 2017.
Considering the result of this Table 10 we can make the same conclusion done above, EWMA normal seems to be the best method, while the other ones are useless because they belong to bad boundaries thresholds.

**Figure 28** provided for the entire window length WE + WT, with WT = 2017/10/15-2017/12/15.

The next estimation window “WE” considered is 2017/06/13-2017/12/01, so in this section we reproduce the same analysis of violation ratios as before but considering WE = 100. **Table 11** refers to the estimation window composed by November 2017.

**Table 11** shows that all the methods work very well, except HS because it is greater than 1.8. All the other violation ratios are into the best bounds measure, they are all near 1. Looking at the VaR volatility measure normal MA and EWMA methods are the best models because they have the lower value, as presented in **Figure 29**.

Ever considering We = 100 we focus the attention as before on WT = November and December 17, as reported in **Table 12**.

**Table 10.** VR Test for WE = 60 & WT = 2017/10/15-2017/12/15.

| Method   | VR   | VaR volatility |
|----------|------|----------------|
| EWMA.N   | 0.888889 | 0.00255671   |
| EWMA.T   | 0.444444 | 0.00313213   |
| HS       | 1.777778 | 0.00063331   |
| MA.N     | 0.444444 | 0.00081175   |
| MA.T     | 0.444444 | 0.00099444   |

**Table 11.** VR Test for WE = 100 & WT = November 2017.

| Method   | VR   | VaR volatility |
|----------|------|----------------|
| EWMA.N   | 0.909091 | 0.0016765    |
| EWMA.T   | 0.909091 | 0.0020539    |
| HS       | 1.818182 | 0.0004350    |
| MA.N     | 0.909091 | 0.0005287    |
| MA.T     | 0.909091 | 0.0006477    |

**Table 12.** VR Test for WE = 100 & WT = November and December 2017.

| Method   | VR | VaR volatility |
|----------|----|----------------|
| EWMA.N   | 0.5 | 0.0029269      |
| EWMA.T   | 0.5 | 0.0035857      |
| HS       | 1   | 0.0003389      |
| MA.N     | 0.5 | 0.0004216      |
| MA.T     | 0.5 | 0.0005165      |
Figure 28. Plotted VaR estimate for WE = 60 & WT = 2017/10/15-2017/12/15.
Figure 29. Plotted VaR estimate for WE = 100 & WT = November 2017.
Analyzing the results, in Figure 30, the best model for this estimation window is HS while the others are all acceptable and the best ones are the normal methods.

The last useful consideration is presented in Table 13 where WE = 100 (2017/05/24-2017/10/15) but WT is from 2017/10/15 to 2017/12/15.

The best model is normal EWMA while there is HS method that is acceptable while the others are useless.

Choosing bigger estimation windows becomes useless in order to investigate the impact of a cyber-attack to return series concerning VaR measure, see Figure 31. What seems to be most correct assumption is the fact that models which suppose normality of returns distribution are the measures that work better in terms of violation ratio.

We focus on two issues, the number of violations and clustering, tested by the unconditional coverage and independence tests, respectively.

The unconditional coverage property ensures that the theoretical confidence level “p” matches the empirical probability of violation.

The independence property is subtler, requiring any two observations in the hit sequence to be independent of each other. Intuitively, the fact that a violation has been observed today should not convey any information about the likelihood of observing a violation tomorrow. If VaR violations cluster, we can predict a violation today if there was one yesterday, and therefore the probability of a loss exceeding 5% VaR today is higher than 5%. In this case, a good VaR model would have increased the 5% VaR forecast following a violation.

Unconditional coverage does not impose the independence property and it is possible that a VaR model satisfying one of them would not satisfy the other.

We apply Bernoulli Coverage test and Independence test to the different windows.

3.8. Some Statistical and Financial Results

Concerning time windows considered, the following tables represent the statistic result regarding these two types of test.

Tables 14-16 take the same estimation and testing window used for violation ratio test. In Table 14, WE = 60, WT is November 2017, in Table 15 is November and December 2017, while in Table 16 is 2017/10/15-2017/12/15.

Table 13. VR Test for WE = 100 & WT = 2017/10/15-2017/12/15.

| Method | VR       | VaR volatility |
|--------|----------|----------------|
| EWMA.N | 0.888889 | 0.0025567      |
| EWMA.T | 0.444444 | 0.0031322      |
| HS     | 1.333333 | 0.0003562      |
| MA.N   | 0.444444 | 0.0004383      |
| MA.T   | 0.444444 | 0.0005369      |
Figure 30. Plotted VaR estimate for WE = 100 & WT = Nov. & Dec. 2017.
Figure 31. Plotted VaR estimate for WE = 100 & WT = 2017/10/15-2017/12/15.
Table 14. Coverage and independence test WE = 60 & WT = Nov. 2017.

| Method | Coverage test | Independent test |
|--------|--------------|------------------|
|        | Test statistic | p-value | Test statistic | p-value |
| EWMA.N | 0.159552 | 0.689569 | 0.145535 | 0.702839 |
| EWMA.T | 0.197791 | 0.656510 | 0 | 1 |
| HS     | 1.239253 | 0.265615 | 2.259065 | 0.132834 |
| MA.N   | 0.197791 | 0.656510 | 0 | 1 |
| MA.T   | 0.197791 | 0.656510 | 0 | 1 |

Table 15. Coverage and independence test WE = 60 & WT = Nov. & Dec. 2017.

| Method | Coverage test | Independent test |
|--------|--------------|------------------|
|        | Test statistic | p-value | Test statistic | p-value |
| EWMA.N | 0.074212 | 0.785299 | 0.177836 | 0.673239 |
| EWMA.T | 1.091612 | 0.296114 | 0.043482 | 0.834821 |
| HS     | 0.943414 | 0.331401 | 1.100449 | 0.294168 |
| MA.N   | 1.091612 | 0.296114 | 0.043482 | 0.834821 |
| MA.T   | 1.091612 | 0.296114 | 0.043482 | 0.834821 |

Table 16. Coverage and Independence test WE = 60 & WT = 2017/10/15-2017/12/15.

| Method | Coverage test | Independent test |
|--------|--------------|------------------|
|        | Test statistic | p-value | Test statistic | p-value |
| EWMA.N | 0.030327 | 0.861750 | 0.190548 | 0.662461 |
| EWMA.T | 0.914338 | 0.338966 | 0.046516 | 0.829241 |
| HS     | 1.175549 | 0.278264 | 0.998538 | 0.317664 |
| MA.N   | 0.914338 | 0.338966 | 0.046516 | 0.829241 |
| MA.T   | 0.914338 | 0.338966 | 0.046516 | 0.829241 |

Now we consider in Table 17 an estimation window of 100 lags and the same testing window as before: WT = November 2017, in Table 18 is November and December 2017 while in Table 19 is 2017/10/15-2017/12/15.

All the methods implemented have been able to capture the cyber security shocks impact on share returns.

Instead, looking at the violation ratios there are models that work better, especially the normal ones, but is possible to use also the other methods.

Cyber risk is a risk able to give losses to its targets, especially to financial sector firms; but in terms of VaR, managers are able to mitigate losses choosing an adequate VaR method for their portfolio and backtesting that one.
Table 17. Coverage and independence test WE = 100 & WT = Nov. 2017.

| Method | Coverage test | Independent test |
|--------|---------------|------------------|
|        | Test statistic | p-value | Test statistic | p-value |
| EWMA.N | 0.009857 | 0.920913 | 0 | 1 |
| EWMA.T | 0.009857 | 0.920913 | 0 | 1 |
| HS     | 0.630673 | 0.427109 | 5.268063 | 0.021720 |
| MA.N   | 0.009857 | 0.920913 | 0 | 1 |
| MA.T   | 0.009857 | 0.920913 | 0 | 1 |

Table 18. Coverage and independence test WE = 100 & WT = Nov. & Dec. 2017.

| Method | Coverage test | Independent test |
|--------|---------------|------------------|
|        | Test statistic | p-value | Test statistic | p-value |
| EWMA.N | 0.639794 | 0.423786 | 0.526377 | 0.818535 |
| EWMA.T | 0.639794 | 0.423786 | 0.526377 | 0.818535 |
| HS     | 0 | 1 | 3.810143 | 0.050943 |
| MA.N   | 0.639794 | 0.423786 | 0.526377 | 0.818535 |
| MA.T   | 0.639794 | 0.423786 | 0.526377 | 0.818535 |

Table 19. Coverage and independence test WE = 100 & WT = 2017/10/15-2017/12/15.

| Method | Coverage test | Independent test |
|--------|---------------|------------------|
|        | Test statistic | p-value | Test statistic | p-value |
| EWMA.N | 0.030327 | 0.861750 | 0.190548 | 0.662461 |
| EWMA.T | 0.914338 | 0.338966 | 0.046516 | 0.829241 |
| HS     | 0.239328 | 0.624692 | 2.102507 | 0.147058 |
| MA.N   | 0.914338 | 0.338966 | 0.046516 | 0.829241 |
| MA.T   | 0.914338 | 0.338966 | 0.046516 | 0.829241 |

4. Final Remarks

The research focuses on the cyber-attack impact on targeted firms, considering all economic sectors, in particular the financial one using event study methodology.

The impact on stocks returns measured by CARs has given very interesting results, able to highlight insider trading influences which could be interesting to investigate in more detail. Focusing on the sample of cyber-attacks presented above in fact, we find more negative market returns in the event windows before the cyber risk announcements. We found that the average CARs are negative in all event windows, showing that cyber-attack announcements always lead to negative market returns for a company (the market reacts negatively to the announcement of cyber-attack). The extent of negative market returns varies according to the event windows, as well as the statistical significance of mean
CARs, using "Z test". In particular, results show that the symmetric event windows in relation to the announcement, have a high negative mean CAR.

Reducing the range of the event windows, mean CARs show that the significant negative market returns occur on the days prior to and after the announcement of information security breaches. The official announcement of a cyber-attack is often partly anticipated by a few days: the asymmetric event windows give us results that seem to imply that cybercriminals could be implicated in insider trading.

The stock market recognizes the negative business impacts of a cyber-attack so we created a portfolio of assets composed by listed companies of the same financial sector, targeted simultaneously by a cyber-attack, to investigate the reaction to cyber-attacks, in terms of different correlation of returns. Correlations are useful to understand which is the impact of cyber-security investment on investor behavior and even to investigate if there is a higher or lower correlation between the financial entities that undertook different strategies against cyber-attacks. The results show bigger correlations between asset returns of involved banks that suffered cyber-attack in November 2017 respect to correlations that perform both during all months of 2017 and respect to time window 2012-2018. It means that cyber-attacks have been important and influenced market in particular in these last years. The notable very important result is the fact that one of these banks (HSBA) differently shows a lower correlation, during November 2017, with all the other stocks respect to 2012-2018 and all 2017-year time windows. This impressive result achieved by HSBA is due to an announced very big IT investment after many attacks incurred in the past years that have brought the bank to invest in cyber-security.

The importance of an effective risk management analysis is to ensure not only that investments in cybersecurity reflect the considerable and progressively increasing risk, but also to verify if managers’ tools are able to statistically capture cyber risk in terms of VaR. The last section of our research is focused on cyber-risk management tools in terms of VaR investigation. The aim has been to take ex-ante value at risk (VaR) forecast using different methods and compare them with ex-post realized returns. We use VaR Violation ratio, Coverage test (Bernoulli test) and Independence test.

Final test results show that we can choose whichever method we prefer because backtesting the model using statistical tools, namely coverage and independence test, is clear that all the methods have been able to predict losses. Thus, concerning these tests, the use of Historical Simulation rather than Moving Average or EWMA methods, although assuming Normal or Student-t distributed stock returns, seems not to have any important relevance because they work very well, both assuming an estimation window and a testing window of different length.

Instead, looking at the violation ratios, there are models that work better, especially those ones which assume normal stock returns, but is possible to use also the other methods.
Results in fact show that the most correct assumption is the fact that models which suppose normality of returns distribution are the most correct and are the measures that work better in terms of violation ratio, considering all different estimation and testing windows. However, violation ratio tests, likewise Coverage and Independence test, work very well because they give consistent results with a ratio’s value near one, showing the robustness of VaR measure during the testing window, which coincides with cyber-attacks days.
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