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Abstract

We present a Multi-Window Data Augmentation (MW-A-SER) approach for speech emotion recognition. MW-A-SER is a unimodal approach that focuses on two key concepts; designing the speech augmentation method and building the deep learning model to recognize the underlying emotion of an audio signal. Our proposed multi-window augmentation approach generates additional data samples from the speech signal by employing multiple window sizes in the audio feature extraction process. We show that our augmentation method, combined with a deep learning model, improves speech emotion recognition performance. We evaluate the performance of our approach on three benchmark datasets: IEMOCAP, SAVEE, and RAVDESS. We show that the multi-window model improves the speech performance and outperforms a single-window model. The notion of finding the best window size is an essential step in audio feature extraction. We perform extensive experimental evaluations to find the best window choice and explore the windowing effect for SER analysis.

Index Terms: IEMOCAP, Speech emotion recognition (SER), Speech augmentation, Windowing effect, RAVDESS, SAVEE

1. Introduction

In human-computer interactions, the emotion of humans plays a crucial role. It also plays a significant role in psychological and nano-physiological studies of human emotional expression, automatic tutoring systems, customer services, call center services, gaming, personal assistants \cite{1}. Thus, there is an increasing demand for automated methods to understand and recognize human emotions \cite{2, 3}. In real life, there are many ways to express human feelings. Speech is considered an easy and effective communication mechanism to convey human emotions \cite{4}. However, automatic speech emotion recognition (SER) is a challenging task \cite{5}, and machine learning models built for such analysis mainly depend on the features extracted from the speech signal. Most of the previous studies on SER obtain spectral and prosody-based features by selecting an appropriate window size \cite{6, 7, 8, 9, 10}. However, it is crucial to choose an optimal window size, and it depends purely on the type of input signal \cite{11, 12}. The features extracted from speech signals vary across humans because of speaking style, native language speaker status, speaking speed, language usage, context, location. Also, there are significant intercultural differences in understanding human emotions \cite{13}. Thus, it is hard to build speaker-independent models and quantify emotions for a given sentence.

In recent years, deep learning (DL) models have shown great success in recognizing the emotions from the manually obtained features or by directly extracting the speech characteristics from the raw waveform or spectrograms \cite{6, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24}. However, building such complex models requires large amounts of data to learn the millions of parameters. Also, overfitting is one of the challenges in building such models. In overcoming this issue, there are some techniques incorporated during training, such as making use of dropout layers, adding regularizers, normalizing each layer input by adding batch normalization, incorporating transfer learning techniques, and making use of pre-trained models \cite{25}. In contrast to these techniques, data augmentation is another approach that overcomes model overfitting by providing more generalized data during training. However, there are few methods explored, such as vocal tract length perturbations (VTLP), signal-based transformations like time stretch, pitch shift, and adding noise to the original utterance, Generative Adversarial Networks (GAN), and CycleGAN augmentation approaches for SER tasks \cite{26, 27, 28, 29, 30, 31}. The main disadvantage of signal-based transformations is that models tend to overfit due to similar samples in the training set, while random balance removes possibly valuable information. The downside with GAN and CycleGAN models is that the feature vectors generated from these models dependent on data used during training and may not generalize to other datasets. The other big concern with these models is that they are hard to train and optimize.

We propose a Multi-window Data Augmentation (MW-A-SER) approach to address one of the challenges (overfitting) in building the DL models for SER analysis. The proposed method generates more data samples from the speech signal by employing multiple window sizes in the audio feature extraction process. The advantage of our approach is twofold: by applying the multi-window approach, we can obtain features considering smaller and longer utterances, which play a vital role in emotion analysis, and 2) address the lack of data to build a complex deep learning model by generating additional data samples from the speech signal. To show the benefit of our proposed approach, we consider three benchmark datasets: IEMOCAP, SAVEE, and RAVDESS, and show that our proposed strategy improves the emotion recognition performance and outperforms the single-window model. When we work with a multi-window approach, finding the best window size is an essential step in audio feature extraction. We also extend our study to explore the windowing effect and to find the best window choice for speech emotion recognition analysis.

2. MWA-SER: Methodology

The proposed methodology consists of two stages: 1) a multi-window data augmentation and 2) a Convolutional Neural Network (CNN) model. The first stage generates additional data samples to augment the CNN model by employing multiple window sizes in the audio feature extraction process. In the second stage, the CNN model uses the extracted features for emotion analysis. As shown in Figure \ref{fig:methodology}, in the audio feature extraction process, a 25 ms window has densely placed filters, and a 200 ms window has filters that are farther apart. We can also see that windows are placed at different scales to extract features from smaller and longer utterances. A single-window...
model (with “T_s” number of training examples) extracts “T_s × Features” during training. On the other hand, a multi-window model (with three window sizes) extracts “3 × T_s × Features”, which indeed increases the number of examples used for training from “1 × T_s” to “3 × T_s”.

2.1. Stage 1: Multi-window Approach

In speech processing, features extracted using a windowed signal which is typically called a frame. In general, an audio signal is stationary for a short period, and the width of the windowing function has a direct impact on the feature values extracted from the speech signal [25]. For example, if the selected window length is too small, then we may not have enough data samples to get a reliable spectral estimate of the signal; if it is too large, then the signal changes too much throughout the frame. So, selecting the width of a windowing function is a crucial step, and it is hard to choose when no background information about the input signal is known [11, 12]. Studies have shown that an optimal window size selection increases the correlation between the acoustic representation and human perception of a speech signal [29, 30].

A window function is represented by three tuples: window width (milliseconds), window offset or overlap (milliseconds), and window shape. To extract part of a signal, we multiply the value of the signal at time “t”, signal[t], with the value of the window (hamming or rectangular) at time “t”, window[t] represented as:

\[ \text{windowed signal}[t] = \text{window}[t] \times \text{signal}[t]. \]  

(1)

Windowed signal (frame) is used to compute features for emotion analysis. For SER, a typical window of size 25 ms is used to extract features with an overlap of 10 ms window [6, 7, 8, 9]. On the other hand, other studies have shown that a bigger window size increases the emotion recognition performance [31, 32]. There are other studies in evaluating the importance of step size (overlap window size), but a single-window is used for SER analysis [7, 31]. Tarantino et al. demonstrated the effect of overlap window size for SER and showed that a small step size leads to a reduced test loss. Chernyk et al. experimented with different window sizes ranging from 30 ms to 200 ms and selected a single window of size 200 ms for SER analysis. To the best of our knowledge, our approach is the first method to generate additional data samples to augment the DL models by employing multiple window sizes in the audio feature extraction process along with a CNN model for SER analysis.

2.2. Stage 2: Convolutional Neural Network Model (CNN)

Motivated by the CNN model, which outperformed ML models for the SER task [13], we build a CNN model to recognize the underlying emotion of the speech signal. We use four convolutional layers in the CNN model with two fully-connected (FC) layers followed by a softmax layer. The number of kernels used in each of the four convolutional layers is 32, 64, 128, 256 followed by 128 and 32 hidden neurons at the FC layers. To mitigate the overfitting issue, we use dropout layers with p = 0.23. Furthermore, after each convolutional layer, we used batch normalization and max-pooling layers to subsample the feature dimensions. We use kernels of different sizes to learn the representative features to a larger context. The typical kernel sizes that we use are 7 × 7, 5 × 5, 3 × 3, and 1 × 1. During training, we augment the CNN model by generating additional samples using multiple windows. All the extracted features are fed to the CNN model to learn the most representative features for SER analysis. Finally, the softmax layer is applied, to the vector generated by the FC layer, to predict the emotion.

2.3. Features:

As detailed in [31, 32], before feature extraction, the speech signal is preprocessed with methods such as DC removal and then normalized with the maximum value of the signal. We extract 34-dimensional features: 26 spectral features: 13-dimensional Mel Frequency Cepstral Coefficients (MFCC), 13-dimensional Chroma-based features, and 8 time-domain features: zero-crossing rate, spectral flux, spectral centroid, spectral entropy, spectral rolloff, short-term energy, and short term entropy of energy. We extract speech features for the first 200 frames. Longer signals cut down to 200 frames, and shorter signals are padded with zeros.
3. Experiments

3.1. Datasets:

To evaluate and compare our proposed methodology with the baseline, we conduct the experiments on three benchmark datasets.

**IEMOCAP** [34]: Interactive emotional dyadic motion capture (IEMOCAP) dataset contains improvised and scripted multimodal dyadic conversations between actors of the opposite gender. It consists of 12 hours of speech data from 10 subjects. It includes nine categorical emotions and 3-dimensional labels.

We consider categorical emotions, where at least two experts agree in the annotation. We conduct two experiments: 1) Exp 1 uses four classes of emotions: “angry”, “happy”, “neutral”, “sad”, and 2) Exp 2 uses the same categories as in Exp 1, replacing the “happy” emotion with “excited”. The total number of examples used for Exp 1 is 4490, and the number of examples per category is 1103, 595, 1708, and 1084, respectively. The number of examples in the “excited” category is 1041, making the total number of examples used for Exp 2 4936.

**RAVDESS** [35]: The Ryerson Audio-Visual Data of Emotional Speech and Song (RAVDESS) is a standard scripted speech dataset containing eight categories of emotions. This dataset contains 60 spoken sentences and 40 sung sentences from 24 actors (12 male, 12 female). We consider only speech sentences from 24 actors for emotion analysis. We merged “neutral” and “calm” emotions into a single class called “neutral”. We consider six categories of emotions: “angry”, “happy”, “neutral”, “sad”, “fear”, and “disgust” for SER analysis.

**SAVEE** [36]: The Surrey Audio-Visual Expressed Emotion (SAVEE) dataset has 120 spoken sentences from 4 native English male actors. We consider six categories of emotions: “angry”, “happy”, “neutral”, “sad”, “fear”, and “disgust” for SER analysis.

3.2. Experimental Setup and Training Details:

We use the scipy library to extract speech-based features and the Keras deep learning framework with TensorFlow 2.0 as the backend to build the CNN model. We train the CNN model with an RMSprop optimizer to minimize the categorical cross-entropy loss with a 0.0004 learning rate. We ran the model for 1000 epochs with a batch size of 32. In our evaluations, we use 80% of the data for training and 20% of data for testing purposes because performing cross-validation on deep learning models with varying window sizes is not feasible in terms of time and computational requirements. We present our findings by reporting Unweighted Accuracy (UA), Weighted Average Precision (WAP), and Weighted Average F1 (WAF1) measures.

In the experiments, the window sizes that we considered to evaluate the performance of single-window and multi-window approaches are 25 ms, 50 ms, 100 ms, and 200 ms with a 50% overlap. In the multi-window approach, we train the DL model on the data samples generated by multiple-window sizes. For example, in a three-window model with 25 ms, 50 ms and 100 ms window sizes, we used all three windows to generate data for training, and while testing, we considered the window that gives the best accuracy against the test data.

Table 1: Performance comparison between a single-window model and a multi-window methods on the IEMOCAP, SAVEE, and RAVDESS datasets. The single-window model with 25 ms window size is a baseline. For the multi-window approach, we reported the best window model performances. Abbreviations: A-Angry, H- Happy, N-Neutral, E-Excited.

| Dataset   | Model         | UA (%) | WAP (%) | WAF1 (%) |
|-----------|---------------|--------|---------|----------|
| IEMOCAP: A, H, S, N (Exp 1) | Single-window MWA-SER | 66     | 68      | 66       |
| IEMOCAP: A, E, S, N (Exp 2) | Single-window MWA-SER | 64     | 61      | 67       |
| SAVEE     | Single-window MWA-SER | 56     | 67      | 59       |
| RAVDESS   | Single-window MWA-SER | 80     | 74      | 71       |

4. Experimental Results:

Table 1 shows an SER performance comparison of single-window and multi-window methods on the IEMOCAP, SAVEE, and RAVDESS datasets. For the IEMOCAP dataset (Exp 1), our proposed MWA-SER approach improved the emotion recognition accuracy with an improvement of 6% accuracy, 9% in WAP, and 7% in WAF1 measure. We also extended our analysis by replacing “happy” emotion with “excited” and showed that the proposed model outperformed a single-window model with an improvement of 6% accuracy, a 7% in WAP, and a 5% in WAF1, respectively. We also investigate the performance of our proposed augmentation approach on two other benchmark datasets: SAVEE and RAVDESS, and Table 1 compares the performance of single-window and multi-window models on these two datasets. For the SAVEE dataset, there is an improvement of 14% accuracy, 7% in WAP, and 12% in WAF1 score. For the RAVDESS dataset, there is an improvement of 2% accuracy, WAP, and WAF1 scores.

From experimental analysis, we observed that tuning CNN model parameters are hard to classify the “happy” class examples than the other three categories of emotions. The potential reason is some examples belonging to the “happy” category include overlapped speech. Further, the duration of the “happy” category examples is small compared to other emotional classes. It may not be accurate for all the examples of the “happy” emotion in the dataset.

To further analyze the misclassification error within and across emotional categories, we show the confusion matrices for the three benchmark datasets. Figure 2 (a) and (b) show the confusion matrices for IEMOCAP dataset (Exp 1 and 2). The “happy” and “excited” classes of emotions got confused with the “neutral” class of emotion and got the best accuracy for the other three categories of emotions. Similarly, for the SAVEE and RAVDESS datasets (Figure 2 (c) and (d)), “sad” and “neutral” emotions got confused and in fact these are the most fusible emotions across three datasets.

5. Windowing Effect:

To further study the importance of window size, we extended our analysis by varying the window size and increasing the data to augment the DL model for SER analysis. Table 2 shows the performance comparison of a single-window and multi-
Figure 2: Confusion matrix of the proposed MWA-SER approach evaluated for IEMOCAP (Exp 1 and 2), SAVEE, and RAVDESS datasets. Abbreviations: A-angry, H-happy, N-neutral, E-excited, F-Fear, D-Disgust.

Table 2: The performance comparison of a single-window and multi-window models by varying the window size and increasing the data to augment the DL models for SER analysis. The number of windows that we experimented with are 25 ms(w1), 50 ms(w2), 100 ms(w3) and 200 ms(w4). w12 indicates a two window model with window sizes 25 ms and 50 ms. This model generates 2 × T data examples. Similarly, w13, w123, and w1234 indicate two, three, and four windows used to generate additional examples to augment the DL model for SER analysis. The bold letters indicate the optimal window choice for the IEMOCAP, SAVEE, and RAVDESS datasets.

| Dataset   | Metric | Single window | Two window | Multi-window |
|-----------|--------|---------------|------------|--------------|
|           |        | 25(ms) | 50(ms) | 100(ms) | 200(ms) | w12 | w13 | w14 | w23 | w34 | w123 | w1234 |
| IEMOCAP (Exp 1) | Accuracy | 60 | 62 | 60 | 61 | 64 | 63 | 62 | 64 | 63 | 64 | 65 | 65 | 65 | 65 | 64 |
| IEMOCAP (Exp 2) | WAP | 65 | 67 | 66 | 72 | 70 | 67 | 67 | 71 | 72 | 70 | 72 | 68 | 71 | 73 | 70 |
| SAVEE     | WAPF1 | 61 | 64 | 62 | 66 | 66 | 64 | 64 | 66 | 66 | 65 | 67 | 66 | 67 | 68 | 66 |
| RAVDESS   | Accuracy | 56 | 62 | 67 | 61 | 64 | 65 | 69 | 65 | 69 | 70 | 64 | 68 | 65 | 67 | 70 |
|           | WAP | 67 | 68 | 69 | 66 | 69 | 72 | 71 | 73 | 72 | 74 | 72 | 71 | 72 | 68 | 73 |
|           | WAPF1 | 59 | 63 | 67 | 62 | 65 | 67 | 69 | 67 | 70 | 71 | 66 | 68 | 67 | 67 | 70 |
|           | Accuracy | 86 | 82 | 83 | 83 | 84 | 85 | 83 | 86 | 85 | 84 | 84 | 85 | 85 | 85 | 85 |
|           | WAP | 86 | 82 | 83 | 84 | 86 | 84 | 87 | 84 | 86 | 85 | 86 | 86 | 86 | 86 | 86 |
|           | WAPF1 | 86 | 82 | 83 | 83 | 84 | 85 | 83 | 86 | 85 | 85 | 85 | 85 | 85 | 85 | 85 |

window models. As shown in Table 2 for IEMOCAP dataset the three-window model with window sizes 50, 100, 200 ms for Exp 1 and 25, 50, 100 ms for Exp 2 performs better than single-window model. It indicates that extraction of audio features at multiple scales is useful for emotion analysis. However, the optimal window size that we use in our experimental study may vary depending on the dataset because our methodology purely depends on the features extracted from the speech signal. These extracted features vary widely across datasets based on the type of audio signal, duration of an audio signal, etc. For instance, we extended our experiments on two other benchmark datasets: SAVEE and RAVDESS. As shown in Table 2 the SAVEE dataset, the two-window model with 100 ms and 200 ms window sizes, and for the RAVDESS dataset, a four window model with 25 ms, 50 ms, 100 ms, and 200 ms window sizes improved the SER performance. The performance of the proposed model and the optimal window choice depends on: the type of dataset, type of features extracted, type of emotions considered for analysis, window size used to compute the speech-based features, and the model architecture used for the SER analysis. However, this general idea can be adapted to speech processing applications when limited data are available to train complex DL models.

6. Conclusions and Future Work

We presented a multi-window data augmentation approach to improving speech emotion recognition performance. We addressed the overfitting issue of the deep learning model by generating additional data samples during training. We evaluated the performance of the proposed approach on three benchmark datasets. We showed that our proposed method improved the emotion recognition performance and consistently outperformed the single-window model across datasets. We also showed that window size plays a crucial role in speech emotion recognition, and the best window choice varies across datasets. In the future, to further improve the emotion recognition performance, we plan to extend the multi-window approach with other augmentation techniques such as spectrogram and GAN-based methods.

Disclaimer: The views and conclusions presented in this paper are those of the authors and should not be interpreted as the official findings, either expressed or implied, of NIST or the U.S. Government.
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