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ABSTRACT

Unmanned aerial vehicle (UAV) positioning is one of the key techniques in the field of UAV navigation. Although the high positioning precision of UAVs can be achieved through global positioning system (GPS), the frequency of updating signal in GPS is low and the energy consumption of GPS module is huge, which does not satisfy the real-time demand of UAV positioning. In this study, a multi-sensor information fusion method based on GPS, inertial navigation system (INS), and visible light sensors is proposed for UAV positioning. The Kalman filter combining with simulated annealing algorithm is used to estimate the position error between GPS or INS and the visible light sensors, and then the motion trajectory is corrected according to this position error information. Therefore, the positioning accuracy of UAV can be improved in case of only INS being available. Experimental results demonstrate that the proposed method can remarkably improve the positioning accuracy and greatly reduce the energy consumption.

1. Introduction

In recent years, with the rapid development of the technology, unmanned aerial vehicle (UAV) have been widely used in many aspects of life, such as target recognition, target tracking, city monitoring, and so on. UAV has many advantages that can save a lot of manpower and material costs.

At present, improving UAV positioning accuracy is very popular at home and abroad. The positioning system of UAV is usually composed of global positioning system (GPS) module and inertial navigation system (INS) module. GPS module provides high precision positioning information, including positioning information, and velocity information, but GPS is vulnerable to external interference, so GPS signal is easy to lose. Moreover, the measuring frequency of GPS is low and cannot satisfy the real-time demand of UAV positioning system. INS module has strong anti-external interference capability, and the measuring frequency is also much higher than GPS. It can satisfy the real-time demand. But INS module accumulates measuring error that can lead to drifting for a long-time measurement. GPS and INS are characterized by complementary advantages. The positioning information of GPS can be used to correct the INS errors based on data fusion technology, which can improve the accuracy of INS measurement. However, most of the current research is based on GPS and INS. Error correction is not in real-time because of the large difference between the two measuring frequencies. Most of the methods involved are based on Kalman filter algorithm. Kalman filter algorithm is an algorithm that is based on recursive estimation theory and the mean square error theory. It estimates in the order of “prediction – measurement – correction”, the selection of the initial value is difficult. GPS module energy consumption is much larger than INS module, and it seriously affects UAV lifetime.

In recent years, scholars worldwide have done a lot of research for the positioning technology of GPS and INS integrated system. Kalman filter algorithm has excellent ability of information forecasting and processing. The basic theory of linear discrete Kalman filter is applied to the data estimation and flight control for UAV positioning. It helps to realize accurate positioning and trajectory tracking of UAV (Wang et al. 2016). By means of the extended Kalman filter method and the least squares method, it can enhance the acceptance of the airborne radio frequency (RF) positioning signal under the interference of colored noise (Yang et al. 2016). Fade in Kalman filter technology effectively prevents the filtering divergence of GPS and INS integrated navigation system, with a wider range of use (Yang et al. 2012). The “fuzzy logic” self-adaption algorithm can solve the problem of INS position error with time, the blocked GPS transmission signal and poor accuracy of GPS positioning (Wang, Jiang, and Yan 2016). The hybrid dynamic belief propagation algorithm that is used in Multi-UAV
co-positioning, can give a distributed online estimation of the positioning and velocity of each UAV, according to the output of other GPS, the relative distance between adjacent UAV and the output of accelerometer. (Klein 2004; Jiu, Bu, and Zhong 2016).

Foreign scholars have also made many fruitful works. Strong tracking filter has a strong tracking ability until the filter reaches steady state, so it can effectively improve the positioning accuracy of UAV (Yoo and Ahn 2003; George and Sukkarich 2005; Samadzadegan and Abdi 2012). Extended Kalman filter algorithm has the advantage that can be implemented simply (KhademSohi, Sharifian, and Faez 2017). Machine learning, machine vision processing, and so on have also been widely used in the fields of UAV navigation and posture assessment (Zhang, Wang, and Farooq 2010; Tang et al. 2015).

In this paper, we proposed a UAV positioning method, considering that GPS, INS, and the visible light sensors have different measuring frequencies (Gross, Gu, and Rhudy 2012). We use Kalman filter to estimate the position error based on GPS (or INS) and the visible light sensors, respectively. The trajectory of UAV is corrected according to the position error information, so UAV positioning accuracy is improved in case of only INS being available, and the UAV lifetime is prolonged.

2. Design of UAV integrated positioning system model

GPS signal is susceptible to interference, and its real-time performance is not excellent. INS information accuracy depends on the inertial measurement devices and position error accumulated over time, so both of them are not suitable as a reliable source of location information alone for a long time. GPS and INS integrated positioning system solves the problems that precision and real-time are not excellent to some degree. The difference between GPS measuring frequency and INS measuring frequency is large: GPS is usually 1–2 Hz and INS is 100 Hz. It inevitably affects the result of UAV positioning. In some fields of high positioning accuracy and real-time demand, fusing GPS and INS data is a common method to meet the demand. In order to improve the accuracy of UAV positioning, the advantages of GPS, INS, and the visible light sensors can be used.

The working frequency of the visible light sensors is usually 20 Hz as needed, and the positioning information and velocity information are obtained based on the image processing technology. In the case that the resolution of the visual information is high enough, the positioning accuracy of the visible light sensors is better than INS. Moreover, the accumulation of device error in the visible light sensors is far less than INS.

The proposed method uses Kalman filter to fuse GPS and the visible light sensors data when GPS is updating and uses the position error between them to update the visible light sensors. In the same way, the method uses Kalman filter to fuse INS and the visible light sensors data when GPS is not working and uses the position error between them to update the flight parameters of UAV. The initial value of Kalman filter is usually a set of random values in the solution domain. The simulated annealing algorithm is a generalized optimization algorithm with global optimization, which can obtain the optimal initial value of Kalman filter and improve the accuracy of the estimation. The overall algorithm flow is shown in Figure 1. Ultimately, the accuracy of UAV positioning is improved in case of only INS being available.

3. Estimation and correction of flight location information

3.1. Kalman filter

Kalman filter algorithm is a widely used real-time filtering method (Suchanek and Weikum 2014). It outputs the state or parameters (estimated value) of the system based on the system noise. The observation noise statistics and observation of the system are the filter input. It is an optimal estimation method.

In general, for nonlinear system, the linear approximation of Taylor’s expansion is analyzed. Kalman filter state equation and the measurement equation of the stochastic discrete system are given when the control function of the system determine input is not taken into account.

\[ X_t = \Phi_{t-1} X_{t-1} + W_{t-1} \quad \forall t \geq 0 \]  

\[ Z_t = H_t X_t + V_t \quad \forall t \geq 0 \]  

where \( X_t \) is the state of the system at time \( t \), \( \Phi_{t-1} \) is the state transition matrix of the system, \( W_{t-1} \) is the estimated process noise of the system, \( Z_t \) is the observation of the system at time \( t \), \( H_t \) is the observation matrix of the system at time \( t \), \( V_t \) is the observation noise of the system at time \( t \). The estimated process noise of the system and the observation noise are assumed to be the Gaussian white noise which is independent and normal distribution.

\[ W \sim N(0, Q) \]
\[ V \sim N(0, R) \]  

Kalman filter is used to estimate the current and future state of the system based on time updating equation and state updating equation (Thomas and Balakrishnan 2009). It is a recursive calculation method, and the minimum error variance is the estimation criterion.

State step prediction:

\[ \hat{X}_{i, t-1} = F_{i,t-1} \hat{X}_{i,t-1} \]  

One step prediction error variance matrix:

\[ P_{i,t-1} = F_{i,t-1} P_{i,t-1} F_{i,t-1}^T + \Gamma_{i,t-1} Q_{i,t-1} \Gamma_{i,t-1}^T \]  

Equations (5) and (6) are the time updating equations.

State Estimation:

\[ \hat{X}_i = \hat{X}_{i,t-1} + K_i \left( Z_i - H_i \hat{X}_{i,t-1} \right) \]  

Filtering gain matrix: 

\[ K_i = P_{i,t-1} H_i^T \left( H_i P_{i,t-1} H_i^T + R_i \right)^{-1} \]  

Estimated error variance matrix:

\[ P_i = \left( I - K_i H_i \right) P_{i,t-1} \left( I - K_i H_i \right)^T + K_i R_i K_i^T \]  

Equations (7–9) are the state updating equations.

### 3.2. System state model

The positioning information error between the sensors is taken as the state value of the system, and the value is estimated by a linear discrete Kalman filter (Attoh-Okine and Mensah 2009). Then, the positioning parameters of the visible light sensors and INS are corrected according to the value. The flight path of UAV is also corrected. In the geocentric coordinate system, the value of GPS pseudo range is calculated:

\[ \rho_i = \sqrt{(X_a - X)^2 + (Y_a - Y)^2 + (Z_a - Z)^2} + C \times \delta t + V_i \]  

where \( \rho_i \) is the pseudo range of the \( i \)-th satellite in the geocentric coordinate system; \( \delta t \) is the clock bias; \( V_i \) is the GPS noise.

The transformation between geocentric coordinate system and geodetic coordinate system:

\[
\begin{align*}
X &= (N + H) \cos \beta \cos L \\
Y &= (N + H) \cos \beta \sin L \\
Z &= N (1 - e^2) + H \sin \beta 
\end{align*}
\]  

where \( N \) is the radius of curvature of the point, \( e \) is the first eccentricity of the ellipsoid in the geodetic coordinate system.

In the geodetic coordinate system, the value of GPS position is calculated:

\[
\begin{bmatrix}
L_G \\
B_G \\
H_G
\end{bmatrix} =
\begin{bmatrix}
L_r + \delta L_G \\
B_r + \delta B_G \\
H_r + \delta H_G
\end{bmatrix}
\]

The inertial navigation measures the acceleration of the moving object and calculates the velocity and position by acceleration. In the body frame coordinate, \( \dot{u}, \dot{v}, \dot{w} \) and \( w \) are the true accelerations of UAV.

\[
\begin{bmatrix}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{bmatrix} =
\begin{bmatrix}
a_{bx} & g_{bx} & p \\
\dot{a}_{by} & g_{by} & q \\
\dot{a}_{bz} & g_{bz} & r
\end{bmatrix}
\times
\begin{bmatrix}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{bmatrix} + \delta e
\]

where \( a_{bx}, a_{by}, \) and \( a_{bz} \) are the components of centroid acceleration in the body frame coordinate system when UAV is flying in the curve. \( g_{bx}, g_{by}, \) and \( g_{bz} \) are the components of gravitational acceleration in the body frame coordinate system. \( p, q, \) and \( r \) are the instantaneous tri-axial angle vectors of UAV. \( \delta e \) is the measurement error of INS.

After two integral operations on \( \dot{u}, \dot{v}, \) and \( \dot{w}, \) the position of UAV in the body frame coordinate system can be obtained.

The transformation between body frame coordinate system and navigation coordinate system:

\[
C_{nb} =
\begin{bmatrix}
\cos \psi \cos \theta & -\sin \psi \cos \phi + \cos \psi \sin \theta \sin \phi & \sin \phi \sin \psi + \cos \psi \sin \theta \cos \phi \\
\sin \psi \cos \theta & \cos \psi \cos \phi + \cos \psi \sin \theta \sin \phi & -\cos \phi \sin \psi + \sin \psi \sin \theta \cos \phi \\
-\sin \theta & \cos \theta \sin \phi & \cos \phi \cos \theta
\end{bmatrix}
\]

where \( \phi, \theta, \) and \( \psi \) are, respectively, the roll angle, pitch angle, and yaw angle of UAV.
3.3. Estimation and correction

The error between GPS and the visible light sensors can be reduced using the data of GPS to update the visible light sensors when GPS is working. GPS and the visible light sensors compose the positioning system. According to Equation (2), the measurement equation of the system is shown as Equation (21). The position error between GPS and the visible light sensors is the state value of the system, $X_t = [\delta L_{GC}, \delta B_{GC}, \delta H_{GC}]$ is the measurement of GPS positioning information.

$$Z_t = Z_{G} = \begin{bmatrix} -N_N/R_M - \delta L_v \\ -N_E/R_N \cos \phi - \delta B_v \\ -N_U - \delta H_v \end{bmatrix} = H_t X_t + V_t \quad (21)$$

According to Equation (5), $\hat{X}_{t-1}$, is the state of the system at time $t-1$ and is used to estimate the state of the system at time $t$, $\hat{X}_{t,t-1}$. According to Equation (6), the error variance matrix of the system at time $t-1$, $P_{t-1}$ is used to update the error variance matrix of the system at time $t$, $P_{t,t-1}$.

After transformation, Equation (8) can be written in the following form:

$$K_t = P_t H_t^T R_t^{-1} \quad (22)$$

Equation (9) can be further written in the following form:

$$P_t = [I - K_t H_t] P_{t,t-1} \quad (23)$$

And:

$$P_t = E\left\{ [X_t - \hat{X}_t][X_t - \hat{X}_t]^T \right\} \quad (24)$$

According to the linear minimum variance estimation criterion, the estimated value of mean square error is minimal and the value of filter gain matrix $K_t$ can be calculated. Finally, the value $K_t$ is substituted into the Equation (7), and the estimated state value $\hat{X}_t$ of the system can be calculated. The value is the estimated positioning information error value between GPS and the visible light sensors at time $t$. Similarly, according to the recursive relationship, the estimated positioning information error value between GPS and the visible light sensors at time $t + 1, t + 2, \ldots$ can be calculated too.

According to the trend of the future estimated positioning information error value of the visible light sensors and GPS, the positioning parameters of the visible light sensors and the mapping information of positioning are corrected to improve the accuracy of the positioning information of the visible light sensors.

The error based on INS and the visible light sensors can be reduced using the data of the visible light sensors to update INS when GPS is not working. INS and the visible light sensors compose the positioning error of INS.
so the accuracy of UAV positioning can be improved in real time.

In the process of Kalman filter, GPS error, INS error and the visible light sensors error, the state transition matrix of the system $\Phi_{t,t-1}$ and the estimated process noise $W_{t}$ can be obtained by prior knowledge. In order to simplify the analysis process, it can be assumed that the observation matrix has a time invariant property, and the observation matrix $H$ and the measurement noise $V_{t}$ of the system can be obtained according to Equations (22) and (25). The entire filter data processing flow chart is shown in Figure 2.

When GPS is working, the error of positioning between GPS and the visible light sensors is the value to be estimated. The Kalman filter is used to fuse the data of GPS and the visible light sensors, then the relevant parameters of the visible light sensors are corrected to reduce the measurement error of positioning between the visible light sensors and GPS based on the forecasting trends. Similarly, when GPS is not working, the error of positioning between INS and the visible light sensors is the value to be estimated. The Kalman filter is used to fuse the data of INS and the visible light sensors, then the relevant parameters of INS are corrected to reduce the measurement error of positioning between the visible light sensors and INS based on the forecasting trends. The operating frequency of the visible light sensors is higher than that of GPS. So the accuracy and the real-time performance of UAV can be improved based on this way in case of only INS being available.

### 3.4. Selection of the initial value of Kalman filter

Simulated annealing algorithm is a general optimization algorithm, the algorithm has global optimization performance in theoretically. Kalman filter is sensitive to the initial value, inappropriate initial value may result in a larger Kalman filter error and a slower convergence rate, so it is necessary to determine a high quality initial value. The optimal solution obtained by the simulated

![Figure 2. Flow chart of filter data processing.](image)
The temperature updating function is:

\[ T_{k+1} = T_k - \alpha \Delta T_k \]

where \( T_k \) is the current temperature, \( \Delta T_k \) is the difference between the current and previous temperature, and \( \alpha = 0.8 \) is the cooling factor. Convergence criteria is: according to experience, if five consecutive solutions are not accepted as a new solution with probability \( 1 \), the number of iterations is \( T_{\text{max}} \), the search is stopped and the current solution is the global optimal solution. Otherwise, return to Step 3. The entire simulated annealing algorithm data processing flow chart is shown in Figure 3.

According to Equation (24) and \( E(X_0) \), the equation about the integration of GPS and the visible light sensors can be introduced:

\[ P_0 = E[X_0, X_0] = \text{diag} [\sigma_{\phi}^2, \sigma_{\psi}^2, \sigma_{\omega}^2, \delta L_x^2, \delta B_x^2, \delta H_x^2] \]

where \( \sigma_{\phi}^2, \sigma_{\psi}^2, \sigma_{\omega}^2 \) are the attitude misalignment errors of UAV body platform, \( \delta L_x^2, \delta B_x^2, \delta H_x^2 \) are the priori errors of the visible light sensors, and \( \delta L_x^2, \delta B_x^2, \delta H_x^2 \) are the priori errors of GPS. Similarly, the equation on the integration of INS and the visible light sensors can be introduced:

\[ P_0 = E[X_0, X_0] = \text{diag} [\sigma_{\phi}^2, \sigma_{\psi}^2, \sigma_{\omega}^2, \delta L_x^2, \delta B_x^2, \delta H_x^2] \]

where \( \delta L_x^2, \delta B_x^2, \delta H_x^2 \) are the priori errors of INS.

**4. Experiment and simulation analysis**

In order to verify the proposed positioning method, a test platform is developed. The platform is equipped with GPS, INS, and the digital camera. The real flight test has been carried out, and the simulation analysis by Matlab has also been carried out based on the collected data. In order to simplify the analysis, the positioning information of UAV is analyzed only on the \( E(X/N(Y)) \)-plane in the navigation coordinate system. High-precision positioning device to acquire the positioning information of UAV in real time is used. The dynamic and static positioning accuracy can reach meter level. The information can be used as a real positioning information reference. The data-set used in this paper is a series of measured data in Yichang city. In this data-set, a 2-km path was driven by an equipped vehicle in about 100 s. On this path, GPS, INS, and the visible light sensors data were stored as well. The working frequencies of the INS module and the visible light sensors are approximately 100 Hz and 20 Hz, separately. The sampling frequency of the GPS module is a common value of 1 Hz. When we consider the energy consumption of UAV, we set the sampling frequency of this GPS module is 2 Hz. The Matlab simulation result of the UAV flight path is shown in Figures 4 and 5.

The UAV has been controlled to fly along \( X = 200 \) m and \( Y = 200 \) m for 100 s, respectively. Record the true positioning data of the UAV, then calculate the flight trajectory estimated by the three-sensor combined positioning system and by the GPS/INS combined.
the three-sensor combination positioning system is less than the GPS/INS combined positioning system. The estimation error is the difference between the position information estimated by the positioning system and the true position information.

Compared with the traditional GPS and INS integrated positioning system, the GPS, INS, and the visible light sensors integrated positioning system, with the passage of time, effectively reduces the position error and significantly improves positioning accuracy.

In Figures 4 and 5, the flight trajectory estimated by the three-sensor combined positioning system is closer to the true position based on the comparison of the three data.

The position error between real path and estimated path of GPS/INS, and the position error between real path and estimated path of three sensors integration are shown in Figures 6 and 7. The UAV has been controlled to fly for 100 s along $X = 200$ m and $Y = 200$ m, respectively. As time goes on, the estimation error of the three-sensor combination positioning system is less than the GPS/INS combined positioning system. The estimation error is the difference between the position information estimated by the positioning system and the true position information.

Compared with the traditional GPS and INS integrated positioning system, the GPS, INS, and the visible light sensors integrated positioning system, with the passage of time, effectively reduces the position error and significantly improves positioning accuracy.
The energy consumption of the UAV integrated positioning system is monitored, and the energy consumption curves are shown in Figure 9. Energy consumption ratio per unit time means the percentage of GPS module in the total energy consumption in 1 s. The total energy consumption was measured with a constant 1-Hz working frequency of GPS module. The energy consumption of the UAV integrated positioning system increases significantly with the increasing frequency of GPS.

The performances of the non-simulated annealing Kalman filter and the simulated annealing Kalman filter are shown in Figure 8. With the increasing calculation times, the filter error increases. However, the growth error curve of simulated annealing Kalman filter is obviously better than the linear discrete Kalman filter. Therefore, the performance of the filter is improved after introducing the simulated annealing algorithm to optimize the initial value of Kalman filter.

Figure 7. Comparison of the position error of GPS/INS and the position error of three sensors integration in Y-axis.

Figure 8. Comparison of filter error between non-simulated annealing Kalman and simulated annealing Kalman.

Figure 9. Comparison of energy consumption at 1-Hz and 2-Hz GPS working frequency.
5. Conclusions

Using Kalman filter algorithm to fuse GPS, INS, and the visible light sensors data, not only the positioning information of UAV is estimated accurately, but also the error correction efficiency is improved. The accuracy and the real-time performance of positioning are further improved compared with GPS and INS integrated positioning system. At the same time, reducing GPS working time as much as possible can reduce the energy consumption of UAV battery and extend UAV lifetime. We propose a UAV positioning method, integrating the GPS, INS, and the visible light sensors. For the case that GPS is not available, the visible light sensors positioning information is used to assist INS to estimate position and correct error. Simulated annealing algorithm is also introduced to optimize the initial value of Kalman filter to improve the accuracy of Kalman filter and the accuracy of the entire positioning system. According to the experimental results, compared with Kalman filter with the random initial value, it can be seen that simulated annealing Kalman filter can improve the accuracy of the estimated value under the ideal condition. Compared with GPS and INS integrated positioning system, the method can effectively improve the accuracy of positioning information and UAV lifetime, so it has a strong research and practice significance. However, the proposed method requires the high resolution of visual information, for which the image processing involves a huge computing work (Garcia et al., 2008). Cloud computing, large throughput, and reliable wireless communication technology may be acted as the solutions in the future.

Notes on contributors

Wenjun Li is an engineer of the 710th Research Institute of China Shipbuilding Industry Corporation. His research focuses on signal and information processing and the control of UAV flight.

Zhaoyu Fu is an engineer of the 710th Research Institute of China Shipbuilding Industry Corporation. His research focuses on integrated circuit design of UAV flight.

References

Attoh-Okine, N., and S. A. Mensah. 2009. “Sensor Fusion and Civil Infrastructure Systems Monitoring: A Valuation Algebras Analysis of Output Data.” IEEE Sensors Journal 9 (11): 1518–1526.

Garcia, J. G., A. Robertsson, J. G. Ortega, and R. Johansson. 2008. “Sensor Fusion for Compliant Robot Motion Control.” IEEE Transactions on Robotics 24 (2): 430–441.

Georgi, M., and J. C. S. 2005. “Tightly Coupled INS/GPS with Bias Estimation for UAV Application.” Proceedings of the 2005 Australian Conference on Robotics and Automation 13 (4): 315–326.

Gross, J., Y. Gu, and M. Rhudy. 2012. “Flight Test Evaluation of Sensor Fusion Algorithms for Attitude Estimation.” IEEE Transactions on Aerospace and Electronic Systems 48 (3): 2128–2139.

Jiu, W., S. Bu, and L. Zhong. 2016. “Multi-UAV Cooperative Location Algorithm Based on Hybrid Dynamic Belief Propagation.” Journal of Beijing University of Aeronautics and Astronautics 42 (5): 934–944.

KhademSohi, H., S. Sharifian, and K. Faez. 2017. “Accuracy-energy Optimized Location Estimation Method for Mobile Smartphones by GPS/INS Data Fusion.” Paper presented at 2016 2nd International Conference of Signal Processing and Intelligent Systems (ICSPIS), Tehran, Iran, December 14–15, 1–5.

Klein, L. A. 2004. Sensor and Data Fusion Concepts and Applications. Beijing: Beijing Polytechnic University Press.

Samadzadegan, F., and G. Abdi. 2012. 20th Iranian Conference on Electrical Engineering: 868–873.

Suchanek, F. M., and G. Weikum. 2014. “Knowledge Bases in the Age of Big Data Analytics.” Proceedings of the VLDB Endowment 7 (13): 1713–1714.

Tang, S., T. Kojima, T. Namerikawa, C. F. Yeong, and E. L. M. Su. 2015. “Unscented Kalman Filter for Position Estimation of UAV by Using Image Information.” Paper presented at 54th Annual Conference of the Society of Instrument & Control Engineers of Japan, Hangzhou, China, July 28–30, 695–700.

Thomas, C., and N. Balakrishnan. 2009. “Improvement in Intrusion Detection with Advances in Sensor Fusion.” IEEE Transactions on Information Forensics and Security 4 (3): 542–551.

Wang, J., W. Jiang, and Z. Yan. 2016. “Design of UAV Positioning System Based on Fuzzy Logic.” Computer Measurement and Control 24 (9): 234–236.

Wang, Q., G. Wan, X. Cao, and L. Xie. 2016. “Design of UAV Position Controller Based on Data Fusion.” Journal of System Simulation 28 (10): 2593–2599.

Yang, R., C. Luo, Z. Zhang, and M. Li. 2016. “UAV Positioning Based on Extended Kalman Filter Algorithm.” Telecommunications Engineering 56 (1): 60–66.

Yang, L., Q. Xiao, Y. Niu, and S. Hu. 2012. “Design of Positioning System Based on Fading Kalman Filter.” Journal of Nanjing University of Aeronautics and Astronautics 44 (1): 134–138.

Yoo, C., and I. Ahn. 2003. “Low Cost GPS/INS Sensor Fusion System for UAV Navigation.” Digital Avionics Systems Conference 27 (10): 1–9.

Zhang, C., D. Wang, and M. Farooq. 2010. “Real-time Tracking for Fast Moving Object on Complex Background.” Transactions of Nanjing University of Aeronautics and Astronautics 27 (4): 321–325.