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SELECTION OF A HELE-SHAW BUBBLE VIA
EXPONENTIAL ASYMPTOTICS

CHRISTOPHER J. LUSTRI†, CHRISTOPHER C. GREEN† AND SCOTT W. MCCUE‡

Abstract. The well-studied selection problems involving Saffman-Taylor fingers or Taylor-Saffman bubbles in a Hele-Shaw channel are prototype examples of pattern selection. Exact solutions to the corresponding zero-surface-tension problems exist for an arbitrary finger or bubble speed, but the addition of surface tension leads to a discrete set of solution branches, all of which approach a single solution in the limit the surface tension vanishes. In this sense, the surface tension selects a single physically meaningful solution from the continuum of zero-surface-tension solutions. Recently, we provided numerical evidence to suggest the selection problem for a bubble propagating in an unbounded Hele-Shaw cell behaves in an analogous way to other finger and bubble problems in a Hele-Shaw channel; however, the selection of the ratio of bubble speeds to background velocity appears to follow a very different surface tension scaling to the channel cases. Here we apply techniques in exponential asymptotics to solve the selection problem analytically, confirming the numerical results, including the predicted surface tension scaling laws. Further, our analysis sheds light on the multiple tips in the shape of the bubbles along solution branches, which appear to be caused by switching on and off exponentially small wavelike contributions across Stokes lines in a conformally mapped plane. These results have ramifications for exotic-shaped Saffman-Taylor fingers as well as for the time-dependent evolution of bubbles propagating in Hele-Shaw cells.
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1. Introduction. Selection problems involving free boundaries in Hele-Shaw flow have received significant attention for more than 30 years since these problems are closely linked to the phenomena of viscous fingering in porous media and interfacial pattern formation for dendritic crystal growth [3, 6, 25, 27, 30]. Further, the research activity in this area has driven developments in the mathematical topic of exponential asymptotics, also referred to as asymptotics beyond all orders [39]. In this work, we continue this line of research by applying techniques in exponential asymptotics to a selection problem involving a bubble translating in a Hele-Shaw cell otherwise filled with viscous fluid. We present new analytical results which confirm previous analytical and numerical predictions, and use Stokes cancellation arguments to explain the origin of non-convex bubbles shapes observed previously in the literature.

Of all the selection mechanisms included in Hele-Shaw models, most attention has been devoted to the role of surface tension. In the classical Saffman-Taylor finger problem, the zero-surface-tension model has a continuum of solutions for a steadily propagating finger in a Hele-Shaw channel, where the ratio of the width of the finger to the channel (λ, say) or, equivalently, its speed relative to the background velocity (U, say) is left undetermined, while experiments show that λ ≈ 1/2 and U ≈ 2 [38]. By adding surface tension (B, say) to the mathematical model, both numerical studies and the application of exponential asymptotics demonstrate that for B > 0 there is a countably infinite family of solutions with different values of λ and U. In the limit B → 0, a single zero-surface-tension solution is selected from the continuum with λ = 1/2 and U = 2 [7, 13, 19, 24, 36, 40, 44, 52].
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In the present study, we are focussed on the selection problem for a single steadily moving bubble. When the bubble is propagating in a channel geometry, the analysis is analogous to the finger problem just mentioned. Again, the zero-surface-tension model has exact solutions with a continuum of velocities \( U \); however, the model with surface tension provides a countably infinite family of solutions, each with a different value of \( U \) for a fixed \( B > 0 \), and taking the limit \( B \rightarrow 0 \) selects a single zero-surface-tension solution with \( U = 2 \) \([12, 41, 42, 45]\). It is important for our work to note that for both the finger and bubble problem in a Hele-Shaw channel, the small-surface-tension scaling was found to be \( U \sim 2 - kB^{2/3} \), where \( k = 2^{-1} \pi^{1/3} (2m + \gamma)^{1/3} \), \( m \) is the branch number and \( \gamma \) is a geometry-dependent constant. This constant was determined exactly for a linear version of the analysis of the finger \([43]\) and bubble \([13]\) problems, although it was not computed for the corresponding fully nonlinear problems \([41, 43]\). The numerical study by Tanveer \([42]\) estimated values of \( \gamma \) by directly computing solutions on the lowest two branches, and plotting the asymptotic behaviour for small values of the surface tension parameter.

In these studies \([13, 41, 43]\), the asymptotic scaling \( U \sim 2 - kB^{2/3} \) was derived using a beyond-all-orders WKB (Wentzel-Kramers-Brillouin, also known as Green-Liouville) analysis. Asymptotic expressions for the bubble boundary were obtained using a WKB ansatz, and beyond-all-orders integral techniques were used to determine the form of the exponentially small contributions. For each problem, the condition that the boundary must be smooth at the tip was applied; this condition required cancelling the exponentially-small terms, which gave a discrete, infinite set of solutions for each problem with the surface-tension scaling given above.

Very recently, we revisited the selection problem for a bubble propagating steadily in a Hele-Shaw cell, except we concentrated on the case in which the geometry was unbounded \([20]\). By using a combination of conformal mapping and numerical methods, we provided evidence to suggest that the bubble selection problem in an unbounded Hele-Shaw cell behaves qualitatively like in the channel case, however the small-surface-tension scaling appears to be \( U \sim 2 - kB^2 \), where again \( k \) is a constant which is different for each solution branch. Since that publication, we have learned that in fact Hong & Family \([23]\) utilised a reduced framework for the problem in order to obtain this asymptotic scaling. These authors did not consider the solvability of the full bubble equation; instead, they disregard a number of terms from the equation that do not affect the overall scaling of the solvability result in the small surface tension limit (although the scaling constant changes due to the simplification). They then followed the method of Tanveer \([43]\), and obtained WKB solutions for the simplified system. By requiring the solution to be smooth at the bubble tip, and hence cancelling exponentially-small components of the WKB contributions, the correct small surface tension scaling for the solution set was obtained, although the scaling constant was not computed for the simplified model.

Here, we use exponential asymptotics to confirm Hong & Family's scaling analytically, and go further by showing that

\[
U \sim 2 - \frac{\pi^2}{2^{13}} \left( \frac{\Gamma(1/4)}{\Gamma(7/4)} \right)^4 (2m + 1)^4 B^2 \quad \text{as} \quad B \rightarrow 0, \tag{1.1}
\]

where the branch number \( m \) takes values \( m = 1, 2, \ldots \). This apparent contradiction when compared to the channel geometry (which has \( U \sim 2 - kB^{2/3} \)) is possible because, for the channel problem, the limit of increasing the channel width to infinity does not commute with the vanishing surface tension limit, thus it turns out the
channel geometry is not appropriate in the small bubble limit \[20, 23, 45\].

In order to derive (1.1), we employ a combination of three broad methodologies. First, we reformulate the problem using the same type of conformal mapping as Tanveer \[41, 44, 45\], for example (who applied it to both bubble and finger problems). This approach involves mapping from unit disc to the physical plane, with points on the unit circle mapping to the bubble boundary. Second, the techniques in exponential asymptotics that we apply are based on ideas set out by Chapman, King & Adams \[9\] for nonlinear ordinary differential equations, where the (divergent) asymptotic series is truncated optimally and the exponentially small remainder terms are observed to ‘switch on’ across Stokes lines. These Stokes lines emerge from singularities in the analytical continuation of the leading order term and typically intersect the part of the complex plane corresponding to the physical problem of interest (which is the real axis in many problems, but the unit circle in our problem). Note that this method has been successfully applied to a variety of problems in fluid mechanics, including two- and three-dimensional water waves \[10, 31, 32, 33, 34, 49, 50\]. Finally, the third key idea is that of selection. Our analysis will produce what appears to be exponentially larger contributions in certain regions of the unit circle (corresponding to the bubble boundary). In order to avoid this unphysical scenario, we force contributions from two singularities to cancel each other, thus deriving a solvability condition which effectively leads to (1.1). This idea of cancelling exponentially large terms in order to determine a solvability condition is similar in theme to that used by Chapman \[7\] and Chapman & King \[8\] for other selection problems involving Hele-Shaw fingers.

Apart from deriving the scaling law (1.1), the focus of the present study is to highlight the shape of the bubbles as surface tension increases along each solution branch. For small surface tension, these bubbles are all almost circular, but as the surface tension parameter \(B\) increases, the bubbles become non-convex with a number of tips or dimples, depending on the branch number \[20\]. This wakelike behaviour has also been noted by Tanveer \[42\] for a bubble in a channel geometry and is analogous to that observed at the front of a Saffman-Taylor finger \[19\]. By analysing the remainder term along the unit circle between the Stokes intersection points, we explain the birth of these oscillations, and demonstrate analytically that the solutions on the \(m\)th branch develop \(m + 1\) tips (as observed numerically in \[20\]).

The structure of our paper is as follows. In Section 2, we present the dimensionless problem, the conformal mapping and the exact solutions for zero surface tension. In Section 3 we write out a (divergent) power-series expansion in powers of \(B\) and determine analytical results for early and late-order terms. By truncating our series optimally, in Section 4 we study how exponentially small terms are switched on across Stokes lines, ultimately leading to a solvability condition for non-zero-surface-tension solutions, which we derive in Section 5. This solvability condition implies the scaling (1.1), which we compare favourably with the numerical results from \[20\]. Section 6 is devoted to our explanation for the exotic non-convex bubbles shapes for sufficient large surface tension. Finally, in Section 7 we summarise the interesting features of our study and discuss the important of the main results. In this section we highlight key challenges involved in applying exponential asymptotics to our selection problem. We comment on the significance of (1.1) and how it relates to the very different scalings appropriate for Hele-Shaw channels. Further, we discuss the connections between the (double-tipped) non-convex bubble shapes identified in our study and numerical/experimental findings from bubbles propagating in standard and non-standard Hele-Shaw cells.
2. Formulation and zero-surface-tension solution.

2.1. Governing equations in the physical plane. We first summarise the problem formulation presented in Green et al. [20] for a single bubble steadily translating with speed $U$ in an unbounded Hele-Shaw cell. Let $D$ be the unbounded two-dimensional region in the complex $z$-plane containing incompressible fluid exterior to the bubble, which is assumed to be vertically symmetric. The system of interest describes the velocity potential $\phi$ and the streamfunction $\psi$ in a reference frame co-travelling with the bubble. After the introduction of non-dimensional variables, this system is [20]

$$\nabla^2 \phi = 0, \quad z \in D, \quad (2.1)$$

$$\phi + Ux = B\kappa + \phi_0, \quad z \in \partial D, \quad (2.2)$$

$$\psi = 0, \quad z \in \partial D, \quad (2.3)$$

$$\phi \sim (1 - U)x, \quad |z| \to \infty. \quad (2.4)$$

Here, $B$ is a non-dimensional surface tension parameter, $\phi_0$ is a real constant (whose value is arbitrary), and $1 < U \leq 2$.

2.2. Conformal mapping. The complex potential function $w(z) = \phi + i\psi$, which is analytic and single-valued everywhere in $D$, is sought by considering the composition $W(\zeta) = w(z(\zeta))$, where $z(\zeta)$ is a conformal map which transplants the interior $D_\zeta$ of the unit circle in a complex $\zeta$-plane to the exterior of the bubble in the $z$-plane (see Figure 2.1).

Re-writing the boundary conditions (2.2)–(2.4) in terms of the complex variable $\zeta$ results in:

$$\text{Re}[W(\zeta) + Uz(\zeta)] = B\kappa + \text{constant}, \quad \text{on} \quad |\zeta| = 1, \quad (2.5)$$

$$\text{Im}[W(\zeta)] = 0, \quad \text{on} \quad |\zeta| = 1, \quad (2.6)$$

$$W(\zeta) \sim a(1 - U)/\zeta, \quad \zeta \to 0. \quad (2.7)$$

Here $\zeta = 0$ corresponds to the far field $z = \infty$. 

Fig. 2.1: Schematic of (a) the pre-image $\zeta$-plane being the interior of the unit circle, and (b) the target image domain in the physical $z$-plane, exterior to the bubble. This mapping permits us to study the problem in a fixed domain in the $\zeta$-plane, and use this to determine the location of the bubble boundary in the physical plane.
We introduce $W_0(\zeta)$ and $z_0(\zeta)$ as the complex potential and conformal map, respectively, for a zero-surface-tension bubble in this system. This pair of solutions is [14, 47]

$$W_0(\zeta) = a(1 - U) \left( \zeta + \frac{1}{\zeta} \right), \quad z_0(\zeta) = a \left( 1 - \frac{2}{U} \right) \zeta.$$ 

Here, $a$ is a real constant related to the bubble area. Fixing the area of the bubble to be $\pi$, without loss of generality, results in $a = U/2\sqrt{U - 1}$ when $B = 0$.

The family of non-zero-surface-tension solutions is given by

$$W(\zeta) \equiv W_0(\zeta), \quad z(\zeta) = z_0(\zeta) + f(\zeta).$$

Thus, for a fixed value of the surface tension parameter $B$, the problem is to solve for $f(\zeta)$ and the real numbers $U$ and $a$, constraining the bubble area to be $\pi$, and enforcing the boundary condition (2.5), which gives

$$U \text{Re}[f(\zeta)] = -B \frac{\left( 1 + \text{Re} \left[ \frac{\zeta(z''_0(\zeta) + f''(\zeta))}{z'_0(\zeta) + f'(\zeta)} \right] \right)}{|z'_0(\zeta) + f'(\zeta)|} \quad \text{on} \quad |\zeta| = 1. \quad (2.8)$$

Here, we have used a formula for the signed curvature $\kappa$ written in terms of the conformal map $z(\zeta)$.

For any $B \neq 0$, there exist a trivial solution,

$$f(\zeta) = \frac{1}{2}B, \quad U = 2, \quad a = 1,$$

corresponding to circular bubbles of unit radius. We call these solutions the $m = 0$ branch. For nontrivial solutions, a numerical scheme was developed in [20] which involved writing out $f$ as a Taylor series in $\zeta$, truncating after a finite of terms, and applying (2.8) at equally spaced points along the unit circle $|\zeta| = 1$. For a fixed $B > 0$, this numerical scheme computed a number of solutions along different branches. As mentioned in the Introduction, the numerical results in [20] included the predicted scaling of these solution branches $U \sim 2 - kB^2$ as $B \to 0$ as well as examples of exotic bubble shapes along each branch as $B$ increases.

3. Power series expansion. We are concerned with analysing (2.8) in the singular limit $B \to 0$. With this in mind, we begin with the power series expansion

$$f(\zeta) \sim \sum_{n=1}^{\infty} B^n f_n(\zeta) \quad \text{as} \quad B \to 0. \quad (3.1)$$

Recall that the shape of the bubble is given by the mapping function $z(\zeta) = z_0(\zeta) + f(\zeta)$, where $z_0$ is the zero-surface-tension solution. Therefore, the first terms in this series, $Bf_1, B^2f_2$, etc., provide correction terms to $z_0$ in the limit $B \ll 1$.

3.1. Series expansion. Applying (3.1) to (2.8), and matching to first order in the limit $B \to 0$, we obtain

$$\text{Re}[f_1(\zeta)] = \frac{4(U - 1)}{aU^3(1 + q^2\zeta^2)^{3/2}(1 + q^2\zeta^2)^{3/2}} \equiv h(\zeta) \quad \text{on} \quad |\zeta| = 1, \quad (3.2)$$

where $q^2 = 2/U - 1$. The choice of sign in $q$ is arbitrary, and we will select the positive branch of the square root in all subsequent analysis, so that $q = \sqrt{2/U - 1}$.
Applying the Schwarz integral formula to (3.2), we find that

\[ f_1(\zeta) = \frac{1}{2\pi i} \oint_{|\zeta| = 1} h(\zeta') \frac{\zeta' + \zeta}{\zeta' - \zeta} d\zeta' = I_1(\zeta), \quad |\zeta| < 1. \]

This integral is analytic everywhere on the unit disc, despite \( h(\zeta) \) being singular at \( \zeta = \pm iq \). Analytic continuation of \( f_1(\zeta) \) outside the unit circle gives

\[ f_1(\zeta) = I_1(\zeta) + 2h(\zeta), \quad |\zeta| > 1. \]

Consequently, \( f_1(\zeta) \) contains singularities at \( \zeta = \pm i/q \). From this expression, we find

\[ f_1(\zeta) \sim \frac{\sqrt{\pm iq} U}{4\sqrt{2a(U - 2)\sqrt{U - 1}(\zeta \mp i/q)^{3/2}}} \quad \text{as} \quad \zeta \to \pm i/q, \quad (3.3) \]

where the upper and lower signs correspond in each case.

In order to find a recursion relation for subsequent terms of the series, we analytically continue the governing equation (2.8) off the unit circle, obtaining

\[ \frac{U}{2} [f(\zeta) + \overline{f}(1/\zeta)] = -B \left( 1 + \frac{1}{2} \left[ \zeta f''_0(\zeta) + f''(\zeta) \right] \frac{\zeta f'_0(\zeta)}{\zeta f'_0(\zeta) + f'(\zeta)} \right) \frac{(z''_0(\zeta) + f''(\zeta))1/2(\zeta f''_0(1/\zeta) + f''(1/\zeta))^{1/2}}{(z'_0(\zeta) + f'(\zeta))1/2(\zeta f'_0(1/\zeta) + f'(1/\zeta))^{1/2}}, \quad (3.4) \]

where \( \overline{f}(\zeta) \) is shorthand for the analytic expression \( f(\overline{\zeta}) \), in which the bar represents complex conjugation. This expression, valid for all complex \( \zeta \), reduces to (2.8) on the unit circle \(|\zeta| = 1\).

Applying (3.1) gives a recursion relation for \( f_n \),

\[ \frac{U}{2} [f_n(\zeta) + \overline{f}_n(1/\zeta)] = -\frac{\zeta f''_{n-1}(\zeta)}{2(z'_0(\zeta))^{3/2}(\zeta f'_0(1/\zeta))^{1/2}} - \frac{f''_{n-1}(1/\zeta)}{2(z'_0(\zeta))^{1/2}(\zeta f'_0(1/\zeta))^{3/2}} \]

\[ + \left[ \frac{2\zeta z'_0(1/\zeta) z''_0(\zeta) + z''_0(1/\zeta) z'_0(\zeta) + 3\zeta^2 z''_0(1/\zeta) z'_0(\zeta)}{4\zeta(z'_0(\zeta))^{1/2}(\zeta f'_0(1/\zeta))^{3/2}} \right] f''_{n-1}(1/\zeta) \]

\[ + \left[ \frac{2\zeta z''_0(1/\zeta) z''_0(\zeta) + 3z''_0(1/\zeta) z'_0(\zeta) + \zeta^2 z''_0(1/\zeta) z'_0(\zeta)}{4\zeta(z'_0(\zeta))^{3/2}(\zeta f'_0(1/\zeta))^{1/2}} \right] \overline{f}_{n-1}(1/\zeta) + \ldots. \quad (3.5) \]

Given the solution for \( f_1 \), we can, in principle, apply (3.5) to determine \( f_2 \), then \( f_3 \), and so on. These calculations are algebraically complicated and, given these extra terms are not required in the subsequent analysis, we do not pursue them. We shall, however, use (3.5) to determine the form of the late-order terms \( n \gg 1 \) which are required for our exponential asymptotics. For this purpose it turns out that the omitted terms in (3.5) will be subdominant compared to those that have been retained in the limit \( n \to \infty \).

3.2. Late-order terms.

3.2.1. Factorial over power divergence. We see from (3.5) that calculating \( f_n \) requires taking two derivatives of \( f_{n-1} \). Consequently, we expect that any singularities in \( f_{n-1} \) of strength \( p \) will correspond to singularities in \( f_n \) with strength \( p + 2 \). As a consequence of this repeated differentiation, we expect that the terms in the series (3.1) will diverge in a factorial-over-power fashion, as discussed in Dingle [15]. We exploit this predictable behaviour in order to determine the asymptotic behaviour
of \( f_n(\zeta) \) in the limit that \( n \to \infty \), using a late-order term ansatz, as described in Chapman, King & Adams [9].

Recalling that we require two derivatives of \( f_{n-1} \) to obtain \( f_n \), we set the late-order terms to be a sum of terms with the form

\[
f_n(\zeta) \sim \frac{F(\zeta)\Gamma(2n + \gamma)}{\chi(\zeta)^{2n+\gamma}} \quad \text{as} \quad n \to \infty,
\]

where \( F, \gamma \) and \( \chi \) are independent of \( n \), and \( \chi(\zeta) = 0 \) at the early-order singularities of \( f_1 \), located at \( \zeta = \pm i/q \). The late-order terms also contain contributions from \( \tilde{f}_n(1/\zeta) \), which is singular at \( \zeta = \pm iq \). From [15] we know that these terms may be considered separately to the \( f_n \) terms. We will perform a detailed analysis for the \( f_n(\zeta) \) terms described by (3.6), and add the corresponding results for \( \tilde{f}_n(1/\zeta) \) upon completing the analysis.

### 3.2.2. Determining the singulant \( \chi \)

Applying the late-order ansatz (3.6) to the recursion relation (3.5) gives

\[
UF(\zeta)\Gamma(2n + \gamma) = -\frac{\zeta}{2(\zeta_0'(1/\zeta))^{3/2}((\zeta_0'(1/\zeta))^{3/2} - (\zeta_0'(1/\zeta))^{1/2})^{1/2}} \frac{(-\chi'(\zeta))^2 F(\zeta)\Gamma(2n + \gamma)}{\chi(\zeta)^{2n+\gamma}} + \ldots,
\]

where the omitted terms are \( o(f_n) \) as \( n \to \infty \). Matching to leading order in this limit gives

\[
U = -\zeta(\chi'(\zeta))^2/(\zeta_0'(1/\zeta))^{1/2}((\zeta_0'(1/\zeta))^{3/2} - (\zeta_0'(1/\zeta))^{1/2}),
\]

which implies that

\[
\chi'(\zeta) = \pm i\sqrt{U} \frac{(\zeta_0'(1/\zeta))^{3/4}((\zeta_0'(1/\zeta))^{1/4}}{\zeta^{1/2}}.
\]

The positive sign in (3.7) is chosen because a full exponential asymptotic analysis shows that only the positive choice of sign produces exponentially small contributions to the bubble shape. This is due to the eventual form of the exponential contributions, presented subsequently in (4.3), which contains an exponential term that is only small in regions satisfying \( \text{Re}[\chi] > 0 \). As noted in the Introduction, Stokes switching only occurs in exponentially small terms, and therefore we do not consider the negative sign in (3.7). We also note that while the exponential form (4.3) is derived explicitly in the present study using WKB analysis, it is a generic consequence of form of the late-order ansatz (3.6), and could be inferred at this stage of the analysis.

There are two singulants of interest, one of which vanishes at the singularity \( \zeta = i/q \) and the other which vanishes at \( \zeta = -i/q \). We refer to these as \( \chi_U \) and \( \chi_L \), respectively. By integrating (3.7), these singulants are given by

\[
\chi_U(\zeta) = \int_{i/q}^{\zeta} \chi'(s) \, ds, \quad \chi_L(\zeta) = \int_{-i/q}^{\zeta} \chi'(s) \, ds.
\]

As these integrals are too challenging to perform analytically, we evaluate the two singulants numerically using contour integration.

Clearly, since \( \chi_U = \chi_L \) (both given by (3.7)), the two singulants \( \chi_U \) and \( \chi_L \) differ by a constant only. We determine this constant via deforming the contour of integration for \( \chi_L \) so that it passes through \( \zeta = i/q \), as illustrated in Figure 3.1. As a result, we find

\[
\chi_L(\zeta) = \int_{-i/q}^{i/q} \chi'(s) \, ds + \chi_U(\zeta).
\]
Fig. 3.1: (a) Contours of integration for the singulant integrals in (3.8). Each contour begins at the associated singularity (the blue contour for $\chi_U$ begins at $\zeta = i/q$, while the red contour for $\chi_L$ begins at $\zeta = -i/q$) and terminates at a point $\zeta$ on the bubble boundary. (b) The contour for $\chi_L$ is deformed so that it passes through the upper singularity, leading to (3.9).

The relationship (3.9) turns out to be crucial for our subsequent analysis in Section 5, where we apply Stokes switching arguments to derive a discrete set of possible values for $\chi_L - \chi_U$. Combining that result with (3.9) will produce the solvability condition we aim to determine.

Due to the conjugate symmetry of $z_0(\zeta)$, the integrand $\chi'(\zeta)$ also has conjugate symmetry. Hence, the integral of $\chi'(\zeta)$ from $-i/q$ to $i/q$ must be real valued and, furthermore, from (3.9) we note that

$$\int_{-i/q}^{i/q} \chi'(s) \, ds = -2\chi_U(1) = 2\chi_L(1).$$  \tag{3.10}$$

This relationship will be used later in Section 6 to explain the multi-tipped nature of the bubble shapes along solution branches as $B$ increases.

3.2.3. Determining the prefactor $F$. By again applying the late-order ansatz (3.6) to the recursion relation (3.5), we can match at $O(f_{n-1})$ to obtain an equation for the prefactor $F(\zeta)$, given by

$$\frac{F'(\zeta)}{F(\zeta)} = \frac{1}{4} \left( \frac{2}{\zeta} - \frac{2\chi''(\zeta)}{\chi'(\zeta)} + \frac{z_0''(1/\zeta)}{\zeta^2 z_0'(1/\zeta)} + \frac{3z_0''(\zeta)}{z_0'(\zeta)} \right).$$

Note that $\chi'_U = \chi'_L$, and therefore the singulant derivatives in this expression are independent of the choice of singulant. Integrating both sides gives

$$\log(F(\zeta)) = \frac{1}{2} \log(\zeta) - \frac{1}{2} \log(2 - U + U\zeta^2) - \frac{1}{2} \log(\chi'(\zeta)) + \frac{3}{4} \log(z_0'(\zeta)) + c,$$

where $c$ is an arbitrary constant. This result can be rewritten as

$$F(\zeta) = \Lambda \left( \frac{U + 2\zeta^2 - U\zeta^2}{2 - U + U\zeta^2} \right)^{3/8}, \tag{3.11}$$
where $\Lambda = e^c$, and is therefore also an arbitrary constant.

We find by direct calculation that, as $\zeta \to i/q$,
$$
\begin{align*}
&z_0(\zeta) \sim -2iaq, \quad z_0'(\zeta) \sim 2iaq^{3/2}(\zeta - i/q), \quad z_0''(\zeta) \sim 2iaq^{3/2}, \\
&z_0'(1/\zeta) \sim 4a(U - 1)/(2(U - U)), \quad z_0''(1/\zeta) \sim -2iaq^{-3/2}.
\end{align*}
$$

(3.12)

We can use this information to determine the local behaviour of $\chi$ near the singular point at $\zeta = i/q$. We assume $\chi$ has the asymptotic behaviour $\chi \sim \alpha(\zeta - i/q)^\beta$ and apply (3.12) to (3.8) in the limit that $\zeta \to i/q$, to give
$$
\alpha = \pm \frac{\sqrt{2}}{\sqrt[4]{(U - 1)}} \left[2i(U - U)^{3/2}\right]^{1/4}, \quad \beta = \frac{7}{4}.
$$

Comparing this expression with $\chi_U$ shows that the positive choice of sign in $\alpha$ gives the appropriate local singulant behaviour.

Furthermore, it is straightforward to show from (3.11) that, as $\zeta \to i/q$,
$$
F(\zeta) \sim \Lambda C(\zeta - i/q)^{3/8} \quad C = \left(\frac{\sqrt{U(U - 2)^3/2}}{2(U - 1)}\right)^{3/8}.
$$

3.2.4. Determining the parameter $\gamma$. We now have sufficient information to determine $\gamma$ in (3.6). In the neighbourhood of the singularity $\zeta = i/q$, we find that the late-order terms behave like
$$
f_n(\zeta) \sim \frac{\Lambda C(\zeta - i/q)^{3/8}\Gamma(2n + \gamma)}{[\alpha(\zeta - i/q)^{7/4}]^{2n + \gamma}} \quad \text{as} \quad n \to \infty, \quad \zeta \to i/q.
$$

(3.13)

We recall that the local behaviour of $f_1(\zeta)$, given in (3.3), has a singularity at $\zeta = i/q$ of strength $3/2$. To ensure that this is consistent with the late-order ansatz, we require that $3/8 - 7(2 + \gamma)/4 = -3/2$, which gives $\gamma = -13/14$.

3.2.5. Determining the constant $\Lambda$. In order to determine $\Lambda$, we match the behaviour of the late-order terms with the behaviour of the solution in the neighbourhood of the singularity at $\zeta = i/q$, obtained numerically. The analysis is performed in Appendix A, with an example numerical value obtained for the case $U = 1.5$, giving $\Lambda \approx -0.079 + 0.347i$. The numerical process can easily be repeated in order to determine the value of $\Lambda$ for any choice of $U$.

4. Exponential asymptotics.

4.1. Optimal truncation. We truncate the divergent asymptotic series after $N - 1$ terms, to obtain
$$
f(\zeta) = \sum_{j=1}^{N-1} B_j f_j(\zeta) + R_N(\zeta),
$$
where $R_N(\zeta)$ is the remainder term. Berry [4] showed that if the truncation point is chosen optimally, this remainder will be exponentially small. Typically, the optimal truncation point may be found using a heuristic described in Boyd [5], in which the series (3.1) is truncated after the smallest term. Approximating series terms using the ansatz (3.6) and applying this strategy gives $N \sim |\chi|/2B^{1/2}$ in the limit that $B \to 0$.
and \( N \to \infty \). We therefore set \( N = |\chi|/2B^{1/2} + \omega \), where \( \omega \) is a constant in the range \( 0 \leq \omega < 1 \) chosen to ensure that \( N \) takes an integer value.

Substituting the truncated series (4.1) into the governing equation (3.4), and simplifying using the recursion relation (3.5) to eliminate terms, we eventually obtain

\[
UR_N - UB^N f_N = -\frac{B\zeta R''_N(\zeta)}{(z^*_0(\zeta))^{1/2}(z^*_0(1/\zeta))^{1/2}} + B \left[ \frac{2z^*_0(1/\zeta)z''^*_0(\zeta) + z''^*_0(1/\zeta)z^*_0(\zeta) + 3\zeta^2 z''^*_0(1/\zeta)z''^*_0(\zeta)}{2z^*_0(\zeta)^{1/2}(z^*_0(1/\zeta))^{3/2}} \right] R'(\zeta) + \ldots \tag{4.2}
\]

Away from the Stokes line, the inhomogeneous term in (4.2) will be smaller than the remaining terms in the limit that \( B \to 0 \). Consequently, we can determine the asymptotic behaviour of \( R_N(\zeta) \) away from the Stokes line by applying the WKB (or Green-Liouville) method.

### 4.2. Stokes switching

A straightforward WKB ansatz suggests that \( R_N \sim AF(\zeta)e^{-\chi(\zeta)/\sqrt{B}} \), where \( A \) is some constant. In order to capture the Stokes switching in the neighbourhood of the Stokes line, we write

\[
R_N \sim A(\zeta)F(\zeta)e^{-\chi(\zeta)/\sqrt{B}} \quad \text{as} \quad B \to 0, \tag{4.3}
\]

where \( A \) is now a Stokes multiplier that is essentially constant away from the Stokes line, but varies rapidly as the Stokes line is crossed.

Using the singulant equation (3.8) and the prefactor equation (3.11), we are able to cancel a number of terms, giving to leading order as \( B \to 0 \),

\[
A'(\zeta)F(\zeta)e^{-\chi(\zeta)/\sqrt{B}} \sim \chi'(\zeta)B^{-1/2}f_N.
\]

Recalling that \( N \) is large as \( B \to 0 \), we apply the late-order ansatz to obtain

\[
A' \sim \frac{\chi' B^{N-1/2} \Gamma(2N - 13/14)}{\chi^{2N-13/14}} e^{\chi/\sqrt{B}}. \tag{4.4}
\]

By applying the chain rule, we write the Stokes multiplier as a function of \( \chi \), and express the independent variable in terms of polar coordinates so that \( \chi = \rho e^{i\theta} \).

Taking the derivative in the radial direction, this transformation gives

\[
\frac{d}{d\zeta} = -\frac{i\chi'e^{-i\theta}}{\rho} \frac{d}{d\theta}, \tag{4.5}
\]

while the optimal truncation point becomes \( N = \rho/2\sqrt{B} + \omega \). Hence (4.4) becomes

\[
\frac{dA}{d\theta} \sim i\rho e^{i\theta} B^{\rho/2\sqrt{B} + \omega - 1/2} \exp \left( \frac{\rho e^{i\theta}}{\sqrt{B}} \right) \frac{\Gamma(\rho/\sqrt{B} + 2\omega - 13/14)}{(\rho e^{i\theta})^{\rho/\sqrt{B} + 2\omega - 13/14}}.
\]

in the \( B \to 0 \) limit. We can now apply Stirling’s formula [1] and simplify to obtain

\[
\frac{dA}{d\theta} \sim \frac{i\sqrt{2\pi \rho B^{13/28}}}{B^{1/4}} \exp \left( \frac{\rho}{\sqrt{B}}(e^{i\theta} - i\theta - 1) - i\theta(2\omega - 13/14 - 1) \right).
\]

The right-hand side of this expression is exponentially small in the limit that \( B \to 0 \), except on curves satisfying \( \theta = 0 \). These curves are the Stokes lines, across which \( A \)
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varies rapidly. We expand locally in the neighbourhood of the Stokes lines, setting $\theta = B^{1/4} \hat{\theta}$, which gives $dA/d\hat{\theta} \sim i\sqrt{2\pi B} e^{-\rho B^{1/8}/2}$. By integration, we obtain

$$A \sim i\sqrt{2\pi B} e^{-\rho B^{1/8}/2} \int_{-\infty}^{\hat{\theta}} e^{-t^2/2} dt + A_0,$$

(4.6)

where $A_0$ is a constant of integration.

In Section 5, we study the Stokes lines that follow $\theta = 0$, or $\text{Im}[\chi_U] = 0$ and $\text{Re}[\chi_U] > 0$. We will later establish that the physical solution requires that the remainder contribution is zero on the negative side of this Stokes line, which corresponds to choosing $A_0 = 0$. Consequently, as the Stokes line is crossed, the variation in the Stokes multiplier is found by evaluating this integral in the limit that $\hat{\theta} \to \infty$, giving

$$R_N \sim 2\pi B^{1/2} S(\zeta) F(\zeta) e^{-\chi(\zeta)/\sqrt{B}}$$

in the limit that $B \to 0$, where $S$ switches rapidly from zero to one as the Stokes line is crossed from $\theta < 0$ to $\theta > 0$. It is obtained by scaling $A$ from (4.6) to lie between zero and one.

4.3. Summary. If we repeat this analysis for the contribution associated with the singularity at $\zeta = -i/q$, we can determine the equivalent late-order terms and Stokes switching behaviour associated with $\chi_L$. In this case, we find that $F(\zeta)$ is also given by (3.11), and that the Stokes switching occurs across a different Stokes line, satisfying $\text{Im}[\chi_L] = 0$ with the condition that $\text{Re}[\chi_L] > 0$. This curve is also studied in more detail in Section 5, and it is found that the contribution is switched as the curve is crossed from the negative side to the positive side.

The combined remainder term is given by

$$R_N \sim 2\pi B^{1/2} F(\zeta) \left( S_U(\zeta) e^{-\chi_U(\zeta)/\sqrt{B}} + S_L(\zeta) e^{-\chi_L(\zeta)/\sqrt{B}} \right).$$

(4.7)

Repeating this analysis for the late-order terms of $\tilde{T}_n(1/\zeta)$ gives the complex conjugate expression. Consequently, the full exponentially small contribution $f_{\text{exp}}$, containing all four contributions by

$$f_{\text{exp}} \sim 2\pi B^{1/2} F(\zeta) \left( S_U(\zeta) e^{-\chi_U(\zeta)/\sqrt{B}} + S_L(\zeta) e^{-\chi_L(\zeta)/\sqrt{B}} \right) + R_N(1/\zeta)$$

(4.8)

as $B \to 0$.

5. Stokes structure.

5.1. Analysing regions of the complex plane. We recall that active Stokes lines satisfy $\text{Im}[\chi(\zeta)] = 0$ and $\text{Re}[\chi(\zeta)] > 0$. Inactive Stokes lines also satisfy $\text{Im}[\chi(\zeta)] = 0$, but have $\text{Re}[\chi(\zeta)] < 0$ instead, which results in an exponentially large asymptotic contribution that does not involve Stokes switching behaviour. We will also consider anti-Stokes lines, which satisfy $\text{Re}[\chi(\zeta)] = 0$; as anti-Stokes lines are crossed, the associated remainder contribution switches from exponentially small behaviour to exponentially large behaviour in the asymptotic limit.

We find that there are two singulants, given in (3.8), associated with singularities in the upper and lower half-planes, respectively. From these singulants, we apply the Stokes and anti-Stokes line criteria in order to determine the location of the corresponding Stokes lines and anti-Stokes lines. The results of this calculation are illustrated in Figure 5.1.
Re(\chi) < 0: e^{-\chi/\sqrt{B}} is exponentially large as B \to 0 \quad S = 0: R_N is inactive

Re(\chi) > 0: e^{-\chi/\sqrt{B}} is exponentially small as B \to 0 \quad S = 1: R_N is active

Fig. 5.1: The Stokes structure of \( f(\zeta) \). Singularities in the analytically-continued bubble boundary are denoted by solid black dots. Blue and green solid curves denote Stokes lines associated with the upper and lower singularities, respectively. Anti-Stokes lines are represented as red curves and inactive Stokes lines are denoted by dotted curves. Dashed lines represent branch cuts. The physical boundary of the bubble, shown as a black circle, is divided into five regions, numbered 1–5. The exponential contributions \( R_N \) associated with each singularity are present in regions where \( S = 1 \), and absent in regions where \( S = 0 \). If active, these terms are exponentially large if \( \text{Re}(\chi) < 0 \), and exponentially small if \( \text{Re}(\chi) > 0 \). The values of \( S \) and the sign of the real part of \( \chi \) are indicated for both contributions in each of the five regions. It is not possible for either \( S_U \) or \( S_L \) to be zero in both Region 1 and Region 5, where the exponential terms cause the solution to become large, and therefore non-physical. Consequently, solutions to the original problem can only exist if both exponential contributions cancel each other precisely.

In this figure, we see there are two relevant singularities, located at \( \pm i/q \). The physical boundary of the bubbles is denoted by a black circle that follows \( |\zeta| = 1 \). Distinct Stokes lines begin at the upper and lower singularities (shown as solid blue and green curves, respectively), while one set of anti-Stokes lines connects both of the singularities (shown as a red curve). Inactive Stokes lines (where the exponential is large, and therefore no switching occurs) are indicated by dotted blue and green lines. The exponential contribution associated with the upper and lower singularities switch
in behaviour across the corresponding Stokes line, while both contributions change
between being exponentially large and exponentially small as the anti-Stokes lines are
crossed.

We have specified five distinct regions of the bubble surface, denoted as Regions
1 to 5. In Region 1, both exponential contributions are large. The presence of an
exponentially large contribution would cause the asymptotic expansion to break down,
producing non-physical results. Hence, we conclude that the Stokes multipliers must
be zero in this region, leading to neither contribution being switched on. As we
continue around the bubble boundary into Region 2, we cross an anti-Stokes line, and
the contribution sizes change from being exponentially large to exponentially small.
If we then follow the boundary into Region 3, we cross a Stokes line that switches on
the exponentially small contribution associated with the upper singularity, which is
therefore present in this region.

Continuing into Region 4, we cross another Stokes line, which switches on the
exponentially small contribution associated with the lower singularity. Hence, both
singularities are present in this region. Finally, we cross an anti-Stokes line into
Region 5. This argument indicates that both contributions become exponentially
large in Region 5, and the asymptotic solution breaks down. We therefore arrive
at a contradiction, which appears to indicate that there cannot exist any solutions
to the system at all, as any asymptotic solution must necessarily break down as an
anti-Stokes line is crossed.

5.2. Solvability condition. Fortunately, we can resolve this apparent contra-
diction by observing that if the contributions associated with the upper and lower
singularities exactly cancel, then the sum of the two contributions is zero, and we can
continue the solution behaviour smoothly around the entire bubble boundary. Hence,
we see from (4.7) that for solutions to exist, we require
\[
e^{-\chi_U(\zeta)/\sqrt{\Psi}} + e^{-\chi_L(\zeta)/\sqrt{\Psi}} = 0. \tag{5.1}
\]
That is, we find that solutions can only exist if
\[
\frac{\chi_U}{\sqrt{B}} - (2m + 1)\pi i = \frac{\chi_L}{\sqrt{B}}, \tag{5.2}
\]
where \(m\) is any positive integer. The sign of the odd integer \(2m + 1\) is chosen here to
be negative, in order for the branches to match the labels used in [20].

We see from (5.2) that, in order for a physically realistic solution to exist, \(\chi_U\)
and \(\chi_L\) must differ by a discrete set of values that depend on the surface tension
parameter, \(B\). However, by performing a simple contour integral, we have already
derived the expression (3.9), which provides the difference between the singulants in
terms of \(U\). Therefore, combining (3.9) with (5.2) gives the condition we require for
solutions to exist (in the small \(B\) limit), namely
\[
\int_{i/q}^{i/q} \chi'(s) \, ds = -\sqrt{B}(2m + 1)\pi i, \tag{5.3}
\]
where \(\chi'(\zeta)\) is given by (3.7) (with the positive sign). Simplifying this integral, we
obtain
\[
i\sqrt{U} \int_{i/q}^{i/q} \frac{(2 - U) + Us^2)^{1/4}(U + (2 - U)s^2)^{3/4}}{2s^{1/2}\sqrt{U - 1}} \, ds = -\sqrt{B}(2m + 1)\pi i. \tag{5.4}
\]
This key equation provides the relationship between the surface tension $B$ and the bubble speed $U$ for each solution branch $m$. Evaluating the condition numerically shows that this condition produces solution branches for $m \geq 1$.

We compare the solvability condition (5.4) with our numerical results from [20] in Figure 5.2 for the first dozen solution branches. The comparison is remarkably good, showing that the asymptotic result provides accurate approximations to the solution branches, especially in the limit that $B \to 0$ (and hence $U \to 2^-$). Note the numerical scheme in [20] was not able to compute solutions for very small values of $B$; however, the asymptotic result (5.4) works, of course, for all $B > 0$.

5.3. Simple scaling law. To determine the asymptotic behaviour of the branches in Figure 5.2 in the limit $B \to 0$, we perform an asymptotic analysis of the integral (5.4) in the limit that $U \to 2^-$. In this limit, we see that $1/q \sim i \sqrt{2/(2 - U)}$. This scaling suggests defining a new quantity $s' = \sqrt{2 - Us}$, and studying the integral expressed in terms of $s'$. This will accurately capture the contributions to the integral in (5.4) from the end points, which dominate the behaviour in the limit $U \to 2^-$. The condition (5.4) becomes, in this limit,

$$\frac{i(2 - U)^{1/4}}{2^{1/4}} \int_{-i\sqrt{2}}^{i\sqrt{2}} \left[ \frac{(-1 - 2/s^2)^{3/4}(-s^2)^{1/4}}{\sqrt{s^2}} \right] \, ds' \sim -\sqrt{B}(2m + 1)\pi i, \quad (5.5)$$

where omitted terms on the left-hand side of (5.5) are $O((2 - U)^{5/4})$.

Evaluating this integral (5.5) using hypergeometric functions gives the condition

$$\frac{2^{13/4}\Gamma(7/4)}{\sqrt{\pi} \Gamma(1/4)} (2 - U)^{1/4} \sim (2m + 1)\sqrt{B} \quad \text{as} \quad U \to 2^-,$$

which is equivalent to (1.1). This scaling law for the solution branches in the small-surface-tension limit confirms the predictions from [20, 23] that $U \sim 2 - kB^2$, but goes further by calculating the value of $k$ explicitly in terms of $m$.

6. Solution in the physical plane.

6.1. Effect of remainder terms on bubble shape. Equation (4.8) provides an asymptotic expression for the remainder term $f_{\text{exp}}$ for our mapping function $z(\zeta) = z_0(\zeta) + f(\zeta)$, valid after truncating the expansion (3.1) optimally. While the remainder term in (4.8) is exponentially small in the limit $B \to 0$, and therefore formally smaller than each of the algebraic terms in (3.1), we argue that it is this term that is responsible for the non-convex exotic bubble shapes demonstrated numerically in [20]. Indeed, as $B$ increases, the wavelike nature of $f_{\text{exp}}$ plays an important role in the bubble shape, as we shall now explain.

We will define an approximate expression for the map $z(\zeta)$ by

$$z(\zeta) \approx z_{\text{app}}(\zeta) = z_0(\zeta) + f_{\text{exp}}(\zeta). \quad (6.1)$$

This approximation involves the zero-surface-tension map $z_0$ plus the exponentially small remainder term $f_{\text{exp}}$, but neglects all of the algebraic terms in $Bf_1, B^2f_2$, and so on. As such, it is important to emphasize that this approximation cannot be used to make reliable quantitative predictions, as we are omitting algebraic terms that are larger than $f_{\text{exp}}$ for $B \ll 1$.

Approximate bubble solutions computed using (6.1) are depicted in Figure 6.1 for a range of different surface tension values and solution branch numbers $m$. It is
apparent that the choice of \( m \) determines the number of oscillations that are present in the region between the Stokes lines, which translates to the number of convex ripples on the surface of the bubble. As \( m \) increases, the bubble becomes narrower, and contains more ripples on the surface. These results show strong qualitative agreement with the numerical results from [20].

In Figure 6.2, we illustrate the effect of following a particular branch of the solution; in the case, we choose \( m = 2 \). We see that as the surface tension decreases, the ripples become smaller and less visible. This is expected, as the amplitude of the oscillations is exponentially small as \( B \to 0 \). Again, these results are consistent with the numerical predictions from [20].

### 6.2. Number of tips appearing on nonconvex bubbles

We now perform an analysis to explain the number of tips that appear on bubble shapes along solution branches. We denote the point at which the Stokes line from \( \zeta = i/q \) intersects the unit circle by \( \zeta = \zeta_{S+} \). We make the important observation that the wavelike behaviour is caused by the form of the remainder term in Region 3 (see figure 5.1), which includes the oscillatory factor \( e^{-i \text{Im}[\chi_U]/\sqrt{B}} \). Here, \( \text{Im}[\chi_U] \) is a monotonically decreasing function along this part of the unit circle from \( \zeta = 1 \) to \( \zeta = \zeta_{S+} \), at which point it must vanish (since Stokes lines require that \( \text{Im}[\chi] = 0 \)). Therefore, for the top half of the bubble, we can count the number of wavelengths of this oscillatory factor as being

\[
\frac{1}{2\pi} \left( \frac{\text{Im}[\chi_U(1)]}{\sqrt{B}} - \frac{\text{Im}[\chi_U(\zeta_{S+})]}{\sqrt{B}} \right),
\]

and the number of wavelengths along the entire Region 3 as twice this value. However, from (3.10) and (5.3), we see that

\[
\chi_U(1) = 2\sqrt{B}(2m + 1)i.
\]

Therefore, we determine that the number of wavelengths of the oscillatory contribution as being

\[
\frac{1}{\pi\sqrt{B}} \text{Im}[\chi_U(1)] = m + \frac{1}{2}.
\]

In order to illustrate this behaviour, we illustrate a representative bubble for \( m = 3 \) and \( m = 4 \) in Figure 6.3 (a) and (d). The corresponding locations in the mapped plane are shown in Figure 6.3 (b) and (e).

On the bubble corresponding with branch \( m \), there are \( m + 1 \) tips (denoted by red circles) contained in the region between the Stokes intersection points (denoted by blue circles). The tips are each separated by one wavelength, giving \( m \) wavelengths between tips. There is a further quarter of a wavelength between the uppermost tip and the Stokes intersection point \( \zeta_{S+} \) where the oscillations are switched on, and between the lowermost tip and the Stokes intersection point \( \zeta_{S-} \), giving a total of \( m + 1 \) tips in a region containing \( m + 1/2 \) wavelengths. The bubble is vertically symmetric, hence if \( m \) is even there is a tip on the horizontal axis, while if \( m \) is odd the tips are located off the horizontal axis.

Figure 6.3 (c) and (f) show how the angular position of the tips and the Stokes intersection points in the mapped plane as the surface tension decreases for the \( m = 3 \) and \( m = 4 \) solution branches. We conclude from the form of \( f_{\exp} \) in (4.8) that the wavelength must decrease as \( B \to 0 \). These figures confirm that the region in which
Fig. 5.2: Comparison between numerically-calculated solution branches (blue) from [20] and asymptotically-calculated solution branches from (5.4) (green) for solution branches $m = 0, 1, 2, \ldots, 11$. For each branch we see that $U \to 2^-$ as $B \to 0$.

Fig. 6.1: Approximate bubble solutions drawn using (6.1), depicted as black curves containing shaded regions, for a range of solution branches. We see that the bubbles display qualitative agreement with the numerical predictions from [20], depicted as black curves without internal shading. In particular, the exponentially small contribution causes a series of ripples with $m$ non-convex peaks on the bubble surface. Values of $B$ were selected so that the ripples are visible and may be compared directly.
the contribution is present also decreases in size in this limit. This ensures that the total number of wavelengths in the active region, and therefore also the number of tips that form on the bubble, remains constant along each branch.

7. Discussion. We have been concerned with a model for steadily moving bubbles in an unbounded Hele-Shaw cell. For nonzero surface tension values $B > 0$, this model gives rise to a countable set of nonunique solutions that we have labelled $m = 1, 2, \ldots$, in addition to the trivial solution of a circular bubble travelling with speed $U = 2$, labelled $m = 0$. The nontrivial branches, $m = 1, 2, \ldots$, all have $U < 2$. We have applied techniques in exponential asymptotics to describe these solution branches in the limit $B \to 0$. In particular, our analysis leads to the solvability condition (5.4), which is a relationship that provides an estimate for $U$ in terms of $B$ and $m$. By comparing with numerical solutions, we have demonstrated that this estimate works very well for small to moderate values of surface tension.

The techniques in exponential asymptotics that we employ were developed by Chapman, King & Adams [9] and subsequently used in a variety of problems in applied mathematics. Broadly speaking, the strategy is to a) derive a form for the late-order terms in an asymptotic power series by proposing a factorial-over-power ansatz which includes a singulant function $\chi$ on the denominator and a prefactor function $F$ on the numerator; b) locate potential Stokes lines by setting $\text{Im}[\chi] = 0$, noting they emerge at singularities in the complex plane and intersect the boundary of the physical problem; and c) truncate the series optimally (at the least term) and determine how the exponentially small remainder switches on and off across Stokes lines. In our case, we have two key remainder terms that switch on and off in a way that suggest they both become exponentially large in a particular region.
Fig. 6.3: Position of tips (red circles) and Stokes intersection points (blue circles) in the physical plane and mapped plane are shown in (a)–(b) for the $m = 3$ branch, and (d)–(e) for the $m = 4$ branch. The location of the tips (red curves) and intersection points (blue curves) in the mapped plane as $B$ varies is depicted in (c) for the $m = 3$ branch, and (f) for the $m = 4$ branch. These branches are representative of the tip structure for odd and even branches respectively. In each case, the region between the Stokes intersection points contains $m + 1/2$ oscillation wavelengths, and the active region narrows as $B$ varies, ensuring that this number of wavelengths remains constant along the branch.
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of the domain; we derive our solvability condition (5.4) by arguing that a physically meaningful solution is only possible if both of these contributions cancel each other out. While exponential asymptotics has been used to study similar selection problems with bubbles and fingers in Hele-Shaw flow [12, 13, 24, 40, 41, 44, 45], we believe the use of this method provides a more transparent analysis, providing clarity about where and how the exponentially small remainder terms come into play.

An important result of our work is the scaling law (1.1), which comes from simplifying our solvability condition (5.4) for $B \ll 1$. This result confirms the $B^2$ scaling predicted by [20, 23], and (with some additional analysis) goes further by giving the prefactor that explicitly provides the dependence on the solution branch $m$. If we are not concerned with the prefactor, then we can easily predict the $B^2$ scaling, even in the absence of a detailed exponential asymptotic analysis. To see this, note that the form of the remainder term (4.3) is highly generic, and it is relatively straightforward to determine the singular equation for $\chi$, given here in (3.7). From these two observations, we can conclude that the combined remainder leads to the condition (5.1), and therefore that cancellation requires the integral expression from (5.3) to hold.

We may then proceed to (5.5) by noting the appropriate rescaling due to the position of the singularity. After rescaling, the integrand does not depend on any asymptotic parameters, and is bounded over a contour that connects the two singularities, say $|s'| = \sqrt{2}$. Consequently, we see that the integral is $O(1)$ as $B \to 0$, and therefore $(2 - U)^{1/4} = O(\sqrt{B})$ in this limit. This observation gives the appropriate $B^2$ scaling.

(Or, even more crudely, note that $\chi'(\zeta) = i\sqrt{2}\zeta^{-3/2}$ when $U = 2$, so each end-point contribution of the left-hand side of (5.3) is $O((2 - U)^{1/4})$, again giving the $B^2$ scaling.) From this straightforward argument, we see that the scaling law as $B \to 0$ is a direct consequence of the distance of the singularities at $\pm i/q$ to the axis, which motivated the integral substitution. It is likely that a similar argument could be applied to related problems in order to easily obtain the corresponding scaling laws.

The scaling law (1.1) is interesting since it is different to the analogous relationship for selection problems in a Hele-Shaw channel, namely $U \sim 2 - kB^{2/3}$, where $k$ is a function of $m$. It is worth repeating that this difference is possible because the limits that the bubble area vanishes and $B \to 0$ do not commute for the channel problem [20, 23, 45]. In order to better understand the connection between our problem in an unbounded domain and the channel problem, one would need to formulate the problem in the channel geometry and determine the distinguished limit for which the bubble area scales in a way related to $B$ in the dual limits that both the bubble area and $B$ vanish. There are extensive discussions about the small bubble limit in Combescot & Dombre [12] and Tanveer [41, 45], however the distinguished limit is not studied directly. We leave this question of how to resolve the channel case with an asymptotic analysis in the limit $B \to 0$ that is uniformly valid for all bubble areas as an open problem.

An interesting feature of our results is that the front of the bubble becomes nonconvex for sufficiently high surface tension values, with a certain number of dimples appearing, depending on the branch number. For $m = 1$ the bubbles have a double tip (first noted by Tanveer [41]). For $m = 2$ there are three tips. This pattern continues so that we have bubbles with $m + 1$ tips on the $m$th solution branch, with the right-most point of symmetry alternating between being locally convex ($m$ even) to locally concave ($m$ odd) as $m$ increases. We have been able to explain that the cause of this pattern is the oscillatory nature of the exponentially small remainder terms that arise after optimal truncation. As far as we are aware, our
analysis provides the first theoretical explanation for these exotic-shaped interfaces. A perfectly analogous pattern appears in numerical calculations of Saffman-Taylor fingers on increasing solution branches [19] and, while we expect the same type of explanation that we provide here to carry over to that well-studied problem, it would be interesting to work through the details. Another open problem is to clarify whether the selection problem for self-similar Hele-Shaw fingers in a wedge geometry [2, 11] also involves multi-tipped solutions and, if so, how these oscillatory interfaces evolve near the bifurcation points where pairs of solution branches merge.

It is worth commenting on the stability and time-dependent solutions. There are linear stability results for small bubbles in a finite-width channel [46] and rigorous results for a two-phase problem [53] which suggest the $m = 0$ branch of circular solutions is stable, while the other branches are unstable. On the other hand, time-dependent solutions may exhibit intermediate-time behaviour where, for example, the bubble boundary may evolve to a solution on the $m = 1$ branch before ultimately either tending to the $m = 0$ solution or breaking up into two separate bubbles. This type of behaviour can occur in the analogous Saffman-Taylor finger problem, where stability results are studied in [28, 43] and the intermediate-time behaviour is discussed in the supplementary material of [19]. While much is now known about the various classes of solutions for steadily moving bubbles or fingers in traditional Hele-Shaw models [37], the role of unstable solutions (on branches $m = 1, 2, \ldots$) in a fully time-dependent framework is still unclear (see [51] for a recent discussion in the context of radial Hele-Shaw flows).

More generally, double-tipped bubbles like those in the $m = 1$ branch have been observed numerically by Meiburg [35], for example, by explicitly incorporating additional (three-dimensional) effects that are not included in the standard Hele-Shaw models. Further, experimental results of Kopf-Sill & Homsy [29] demonstrate the existence of these double-tipped bubbles, although the quantitative agreement with the analytical predictions for the speed of the bubbles is not strong. Finally, similar double-tipped (or “dimpled”) bubbles have been observed very recently in an experimental Hele-Shaw cell with channel-depth perturbations by Franco-Gómez et al. [18] and simulated using a finite-element scheme by Keeler et al. [26]. Other multiple-tipped bubble shapes have be generated using this type of apparatus [16, 17, 22, 48]. In all of these cases, there are important three-dimensional effects, and these effects are not considered in our mathematical model. As suggested by Saffman [37], the solution for the shape of a bubble is likely to be very sensitive to how these three-dimensional effects are modelled or how more physically accurate boundary conditions at the front and rear of the propagating bubble are implemented. Regardless, we expect that our description of the emergence of multiple-tipped bubble shapes via exponential small wave-like contributions in the limit of small surface tension to carry over to the more complicated and, perhaps, more physical realistic scenarios.
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**Appendix A. Determining $\Lambda$.**

In order to determine the quantity $\Lambda$, we must match the outer expansion (3.6) with an inner expansion in the neighbourhood of $\zeta = i/q$. The appropriate inner scaling occurs where the asymptotic series (3.1) to break down, as successive terms
are no longer smaller than previous terms in the asymptotic limit. From (3.13), we see that the factorial-over-power ansatz breaks down near the singularity in a region of width \( \zeta - i/q = O(B^{2/7}) \) as \( B \to 0 \). We therefore consider the leading-order behaviour of a local expansion in the neighbourhood of the point \( \zeta = i/q \), and match this with the outer expansion. This matching process is discussed in detail in [9], and we will provide an outline of the calculations here.

We define the new inner variables \( \zeta = i/q + B^{2/7} \eta \) and \( g(\eta) = B^{3/2} f(\zeta) \). Simplifying the governing equation (3.4) and applying the inner expressions given in (3.12) gives the inner equation to leading order as \( B \to 0 \) as

\[
\frac{16a^2 a U(U - 1)}{(2 - U)} \left( \frac{2a U^{3/2}}{U^{3/2}} (2 - U)^{3/2} \eta + g' \right)^3 g'' + \left( \frac{2a U^{3/2}}{U^{3/2}} (2 - U)^{3/2} + g'' \right)^2 = 0. \quad (A.1)
\]

We expand \( g(\eta) \) as the local series

\[
g(\eta) = \sum_{n=0}^{\infty} g_n \eta^{3/2 + 7r/2} \quad (A.2)
\]

and substitute this expression into (A.1) to recursively obtain \( g_n \), for arbitrarily large values of \( n \).

Matching the outer limit of the inner expansion (A.2) with inner limit of the late-order outer expansion (3.13) gives

\[
\Lambda C = \lim_{n \to \infty} g_n \alpha^{2n - 13/14} \Gamma(2n - 13/14). \quad (A.3)
\]

While this limit cannot be evaluated analytically, we can compute \( g_n \) for large values of \( n \), and approximate \( \Lambda \) numerically by evaluating (A.3) for large finite values of \( n \). For example, using \( U = 1.5 \) and \( n = 50 \), we find that \( \Lambda \approx -0.079 + 0.347i \). Changing the value of \( U \) produces different values for \( \Lambda \), however the process for computing this quantity remains the same.
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