Dynamic Hamiltonian engineering of 2D rectangular lattices in a one-dimensional ion chain
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Controlling the interaction graph between spins or qubits in a quantum simulator allows user-controlled tailoring of native interactions to achieve a target Hamiltonian. The flexibility of engineering long-ranged phonon-mediated spin-spin interactions in a trapped ion quantum simulator offers such a possibility. Trapped ions, a leading candidate for simulating computationally hard quantum many-body dynamics, are most readily trapped in a linear 1D chain, limiting their utility for readily simulating higher dimensional spin models. In this work, we introduce a hybrid method of analog-digital simulation for simulating 2D spin models and dynamically changing interactions to achieve a new graph using a linear 1D chain. The method relies on time domain Hamiltonian engineering through a successive application of Stark shift gradient pulses, and wherein the pulse sequence can simply be obtained from a Fourier series decomposition of the target Hamiltonian over the space of lattice couplings. We focus on engineering 2D rectangular nearest-neighbor spin lattices, demonstrating that the required control parameters scale linearly with ion number. This hybrid approach offers compelling possibilities for the use of 1D chains in the study of Hamiltonian quenches, dynamical phase transitions, and quantum transport in 2D and 3D. We discuss a possible experimental implementation of this approach using real experimental parameters.

PACS numbers: 03.67.Ac, 03.67.Lx, 37.10.Ty

I. INTRODUCTION

Dynamical evolution of interacting quantum many-body systems are often intractable with classical computation. Controlled studies are best done in quantum simulators wherein the essential many-body dynamics is manifest but resides in an experimentally manageable configuration. Trapped ions are among the most versatile platforms for quantum simulation, especially for simulating quantum spin systems owing to their inherent long-range interactions even when the ions are situated in a 1D topology. Even amongst the gallery of other physical implementations of quantum simulation of spin models, including ultracold bosonic and fermionic atoms in optical lattices, \textsuperscript{2, 3, 4}, and superconducting circuits \textsuperscript{5, 6}, the trapped ion platform offers the versatile and advantageous ability to manipulate individual spin-spin interactions, in principle, arbitrarily \textsuperscript{10}.

Long range spin-spin interactions are exceedingly simple to generate in ion trap quantum simulators, and additionally, can be controlled in their range, magnitude, and sign \textsuperscript{11–13}. Leveraging phonon modes to build the inter-spin interactions makes a trapped ion system fully-connected and so inherently higher dimensional, allowing potentially the ability to probe a rich variety of physical phenomena, such as quantum transport and localization, topological insulators \textsuperscript{20}, the Haldane model \textsuperscript{21}, as well as in topological quantum computation following the Kitaev honeycomb model \textsuperscript{22, 23} and can be advantageous for quantum computing \textsuperscript{24}.

However, despite a few notable experiments and proposals \textsuperscript{15, 16, 25, 28}, most quantum simulations have been limited to one-dimensional (1D) chain of ions due to the constraints of radio-frequency ion traps \textsuperscript{29}. While experimental efforts to broaden the number of ion traps with higher dimensional ion arrays are underway, significant experimental simplification is offered by leveraging existing 1D ion chains, especially considering remarkable progress, where \textit{N} > 100 ions have been trapped in a linear geometry \textsuperscript{30, 31}, and prospects for still larger system sizes looking optimistic in the future. Additionally, existing simulators can be experimentally resource-intensive, operating on either analog \textsuperscript{13, 15, 20, 22, 23} or digital \textsuperscript{24, 25, 30} quantum simulation protocols. Whereas an analog approach requires fine tuning of several experimental parameters for careful frequency, amplitude and phase modulation of optical beams, leading to control parameters that often scale quadratically with ion number; a digital approach requires individual beams for each ion and consequently stringent control over optical beam paths of the same number as there are ions.

In this work, we propose a hybrid method of analog-digital quantum simulation that can allow the dynamic engineering of a fully-connected 1D ion chain to, prin-
principle, an arbitrary 2D lattices (see Figure I). When the target lattice contains certain symmetries, for instance in the case of engineering a 2D rectangular lattice, the quantum control required (\(\mathcal{O}(N)\)) scales exceedingly favorably compared to other methods. The method relies on a repeated and stroboscopic application of the full interaction Hamiltonians \(\hat{H}_{\text{int}}\) and \(-\hat{H}_{\text{int}}\), and laser driven Stark shift gradients, allowing the time-domain engineering of the interaction graph. In an analogy to holography, the exact Hamiltonian engineering is efficient in the Fourier domain of couplings in the interaction graph, allowing a powerful means to engineer the target Hamiltonian while exploiting its inherent symmetries. Indeed, as we shall demonstrate, the time-sequence of Hamiltonians to be applied, can be simply read-off from a Fourier series expansion of the target Hamiltonian graph in an appropriate encoding space. Most importantly, since the engineered Hamiltonians can be dynamically modified, this opens several possibilities for studying quantum transport, dynamical phase transitions under a Hamiltonian quench \([30, 37, 44, 45]\) and thermalization \([46]\) and many-body localization \([17, 51]\) and thermalization \([46]\) and many-body localization \([17, 51]\) in high dimensions.

Figure I shows a schematic of the Hamiltonian engineering scheme. It works by removing (decoupling) interactions (forthwith “class B”) interactions that are absent in the target Hamiltonian graph, while appropriately weighting (engineering) the other interactions (“class A”), all by the global manipulation of all spins in the linear ion chain. Thus, the experimental implementation is considerably simpler than a fully digital simulation model, which requires individual two qubit gates on the ion chain. Practically, the global spin-spin interactions \((\pm \hat{H}_{\text{int}})\) are realized by laser driven Mølmer-Sørensen couplings \([11]\) and the single qubit phase gates (by \(\hat{H}_{\text{ext}}\)) are realized by imprinting light shift (AC Stark shift) in the qubit frequency by an additional laser beam with an intensity gradient. The sign of the internal Hamiltonian \((\pm \hat{H}_{\text{int}})\) can be flipped by changing the frequencies of global laser beams \([19]\). The scheme can be extended to other 2D lattice geometries, 3D lattices, and can potentially be adapted to other systems with long-range interactions and control over individual spins. Our approach therefore offers both a simplification of control parameters and favorable scaling with ion number, and offers compelling possibilities for exploiting the remarkable versatility of long-range coupled linear chains of ions for the generation of exotic engineered Hamiltonians.

II. LONG RANGE SPIN-SPIN INTERACTIONS IN TRAPPED IONS

Internal electronic or hyperfine states of trapped ions act as pristine spin-1/2 objects, with coherences extending to many minutes \([52]\). These long coherence times are useful for implementation of control pulse sequences. In a typical radio-frequency Paul trap, multiple ions can be laser-cooled to a linear chain configuration in an anisotropic confinement potential. The Coulomb repulsion between ions results in collective phonon or vibrational normal modes. Off-resonant optical dipole forces exerted by laser beams or global microwave radiation with a strong spatial field gradient \([53, 54]\) can induce spin-phonon couplings, resulting in phonon-mediated spin-spin interactions \([11, 13, 55–58]\). For example, a long range flip-flop or XY Hamiltonian,\n
\[
\hat{H}_{\text{int}} = \sum_{i<j} J_{ij} \left( \hat{S}_i^+ \hat{S}_j^- + \hat{S}_i^- \hat{S}_j^+ \right) \tag{1}
\]

has been engineered in recent experiments \([17, 18]\), where \(\hat{S}_i^\pm = \hat{S}_x^\pm i \hat{S}_y\) are the raising and lowering spin operators. The interactions in Eq. (1) can be tuned according to a power law,

\[
J_{ij} \approx \frac{J_0}{|i-j|^\alpha}. \tag{2}
\]

Here, \(0 < \alpha < 3\) sets the range of interactions \([12, 58]\) and \(J_0\) is the nearest neighbor coupling strength. Without loss of generality, we assume \(J_0 > 0\). More generally, with full control over individual spin-phonon couplings, it has been shown that \(J_{ij}\) can be arbitrarily programmed \([10]\). However, controlling all the spin-phonon couplings is a challenging experimental task and may not be scalable with current technologies. As a special case of Eq. (2), the range of interactions can be quasi-infinite range, \(\alpha \approx 0\) when the field driving coherent spin-phonon coupling is tuned close to the center of mass (COM) phonon mode. Further, by changing frequency of laser beams, the sign of interactions \([15, 19]\) can be flipped (see Appendix A).

For a fully connected system of \(N\) spins, there are \(\binom{N}{2} = \frac{N(N-1)}{2}\) couplings. To engineer the target interaction graph, we categorize these couplings into two classes, which we name class A and class B (see Fig. I). The couplings in class A are present in the target graph, while those in class B need to be removed. Further, the couplings in class A may need additional scaling depending on the target interaction graph. For example, in Fig. I, the vertical nearest neighbor bonds \(J'_V\) in the target square lattice are obtained from the third neighbors \((J'_{i,i+3})\) in the original 1D chain, while the horizontal nearest neighbor bonds \(J'_H\) are obtained from the nearest neighbors \((J'_{i,i+1} \text{ except } J_{34})\) in the 1D chain. In a square lattice, we require \(J'_H = J'_V\) and hence our engineering protocol must reduce the strength of the nearest neighbor couplings \(J_{34}\) in the 1D chain to match the third neighbor couplings if \(\alpha > 0\) in Eq. (2). This is because we cannot enhance the strength of a coupling or engineer one that does not already exist in the original network. The protocol for Hamiltonian engineering is described in detail in section III.
The average Hamiltonian of the system, \( \hat{H} \), subjecting the system to periodic time evolutions alternating under \( \hat{H} \) is subjecting the system to periodic time evolutions alternating under \( \hat{H} \).

c) The Hamiltonian is instead switched alternately between \( \hat{H} \) and \( -\hat{H} \), returning to the initial state. In Fig. 2, we illustrate this for \( N = 2 \) spins. The spins, when initialized in the product state \( |\uparrow\downarrow\rangle \) will undergo coherent oscillation between \( |\uparrow\downarrow\rangle \) and \( |\downarrow\uparrow\rangle \) under the flip-flop Hamiltonian, Eq. (1). Here, \( |\uparrow\rangle \) and \( |\downarrow\rangle \) are the eigenstates of \( \hat{S}_z \). If the Hamiltonian is instead switched alternately between \( \hat{H} \) and \( -\hat{H} \), the spins go back to their initial state after each cycle of duration \( T_{cyc} \). Thus, when observed discretely at time \( t = nT_{cyc} \) \((n = 0, 1, 2, \cdots)\), the spins appear to be non-interacting. However, we must need additional ingredients in this protocol as we want to protect interactions in class A. Our protocol must distinguish between couplings that we want to cancel by reversing unitary time evolution and couplings that we want to rescale. This is done by imprinting separate ‘phase tags’ between these classes of couplings by a spatial field gradient applied simultaneously on all the spins [43]. The Hamiltonian from this external field is,

\[
\hat{H}_{ext} = \sum_{i=1}^{N} \omega_i \hat{S}_{z i},
\]  

where \( \{\omega_i\} \) depends on the nature of the field gradient. \( \hat{H}_{ext} \) can be engineered in experiments, e.g., by a laser beam with spatially inhomogeneous intensity pattern imprinting AC Stark shifts on the spins.

If the external Hamiltonian, Eq. (4), is applied for a duration \( \tau \), the Hamiltonian in Eq. (1) is transformed to \( \hat{H}_{ext} = e^{i\hat{H}_{ext}\tau} \hat{H} \hat{H} e^{-i\hat{H}_{ext}\tau} = \sum_{i<j} J_{ij} \hat{S}_i^z \hat{S}_j^z e^{i \omega_{ij} \tau} + h.c. \) in the rotating frame of the external field, where \( \omega_{ij} = \omega_i - \omega_j \). Thus the phase tags \( \hat{\phi}_{ij} = \omega_{ij} \tau \) appear in \( \hat{H}_{int} \).

We want to choose \( \{\omega_i\} \) in Eq. (3) such that couplings in class A accumulate a phase \( \hat{\phi}_{ij}^{(A)} = (2n - 1)\pi \) and couplings in class B accumulate a phase \( \hat{\phi}_{ij}^{(B)} = 2n\pi \), with \( n \) being an integer. Thus, the interactions in class A evolve under \( \hat{H}_{int} = e^{-i(2n-1)\pi} \hat{H} = -\hat{H} \), whereas interactions in class B evolve under \( \hat{H}_{int} = e^{-i2n\pi} \hat{H} = \hat{H} \). The external field gradient and switching between \( \hat{H}_{int} \) and \( -\hat{H}_{int} \) can be combined in the time evolution cycle to preserve interactions in class A while canceling interactions in class B. Fig. 2 demonstrates the basic principle for \( N = 2 \) spins. One cycle in the time evolution consists of two subsequent blocks of pulses. The first
block consists of $\hat{H}_{\text{ext}}$ for time $\tau$ followed by $\hat{H}_{\text{int}}$ for time $t$, and the second block consists of $\hat{H}_{\text{ext}}$ for time $\tau$ followed by $-\hat{H}_{\text{int}}$ for time $t$. Setting $\phi_{ij} = (2n - 1)\pi$ preserves the interaction between the $(i, j)$ pair of spins (class A), while $\phi_{ij} = 2n\pi$ cancels the interaction (class B).

B. Scaling of couplings by a multi-pulse sequence

To rescale the couplings $\{ J_{ij} \}$, the simple two pulse sequence can be replaced by a multi-pulse sequence acting as a filtering function, as schematically shown in Fig. 2. Each block now consists of alternate pulses of $\hat{H}_{\text{ext}}$ for time $\tau_i$ and $\pm \hat{H}_{\text{int}}$ for time $t_i$. The total phase accumulated by the $(i, j)$ spin-pair from $\hat{H}_{\text{ext}}$ must satisfy $\phi_{ij} = \omega_{ij}\tau_{tot} = (2n - 1)\pi$ for it to not cancel under the reversal of unitary evolution by $-\hat{H}_{\text{int}}$. Here, $\tau_{tot} = \sum_{k=1}^{l} \tau_k$, $l$ being the number of pulses of $\hat{H}_{\text{ext}}$ in each block. The unitary evolution of the system at $t = T$, the end of a multi-pulse block, is given by

$$\hat{U}(T) = e^{-i\hat{H}_s t_1} e^{-i\hat{H}_{\text{ext}} \tau_1} \cdots e^{-i\hat{H}_{\text{ext}} \tau_l} e^{-i\hat{H}_s t_1},$$

where $\hat{H}_s = \pm \hat{H}_{\text{int}}$. This equation can be rewritten in the following form

$$\hat{U}(T) = e^{-i\hat{H}_{\text{ext}} \tau_{tot}} e^{-i\hat{H}_s t_1} \cdots e^{-i\hat{H}_s t_l} e^{-i\hat{H}_{\text{ext}} \tau_l},$$

where $\hat{H}_s = e^{i\hat{H}_{\text{ext}} \sum_j \tau_j} e^{-i\hat{H}_{\text{ext}} \sum_j \tau_j} e^{-i\hat{H}_{\text{ext}} \sum_j \tau_j} \hat{H}_s e^{i\hat{H}_{\text{ext}} \sum_j \tau_j} e^{i\hat{H}_{\text{ext}} \sum_j \tau_j}$ is the internal Hamiltonian in the rotating frame defined by the external gradient field. Eq. 5 is derived using $\hat{I} = e^{-i\hat{H}_{\text{ext}} \tau_j} e^{i\hat{H}_{\text{ext}} \tau_j}$. Upon applying the average Hamiltonian theory \[5\] \[6\], an effective Hamiltonian for the full block can be defined as

$$\hat{H}_{\text{eff}}(T) \approx \hat{H}_{\text{avg}}^{(0)}(T)$$

$$= \frac{1}{T} \left[ \int_0^{\tau_1} \hat{H}_{s1}(t')dt' + \cdots + \int_{T-t_1}^{T} \hat{H}_{sl}(t')dt' \right]$$

$$= \frac{1}{T} \left[ t_1 \hat{H}_{s1} + t_2 \hat{H}_{s2} + \cdots + t_l \hat{H}_{sl} \right],$$

so that

$$\hat{U}(T) = e^{-i\hat{H}_{\text{ext}} \tau_{tot}} e^{-i\hat{H}_{\text{eff}} T}.$$  (6)

Eq. (6) can be written in a more explicit form for the coupling $J'_{ij}$ of $\hat{H}_{\text{eff}}$ in terms of the $J_{ij}$ of $\hat{H}_{\text{int}}$.

$$J'_{ij}(T) = \frac{J_{ij}}{T} \left[ \pm t_1 e^{i\phi_{ij} t_1} \pm 2 t e^{i(\phi_{ij} t_1 + \phi_{ij} t_2)} \pm \cdots \pm t e^{i(\phi_{ij} \sum_{k=1}^{l} \phi_{ijk})} \right]$$

$$\equiv \beta_{ij} J_{ij}\left(J_{ij} \right),$$

where $\phi_{ijk} = \omega_{ij} \tau_k$ and $\sum_{k=1}^{l} \phi_{ijk} = \phi_{ij\text{tot}}$, the total phase accumulated in the multi-pulse block. The real-valued scaling parameter $\beta_{ij}$ is explicitly given by,

$$\beta_{ij} = \frac{1}{T} \left[ \pm t_1 e^{i\phi_{ij} t_1} \pm 2 t e^{i(\phi_{ij} t_1 + \phi_{ij} t_2)} \pm \cdots \pm t e^{i(\phi_{ij} \sum_{k=1}^{l} \phi_{ijk})} \right].$$

(8)

and can be engineered by choosing $\{ t_k, \tau_k \}$ (for $k = 1, 2, \cdots, l$) for a chosen $\{ \omega_{ij} \}$. If the multi-pulse block is repeated while all $\pm \hat{H}_{\text{int}}$ are replaced with $\mp \hat{H}_{\text{int}}$, the effective interactions at the end of the cycle, $t = T_{\text{cyc}} = 2T$, becomes \[13\]

$$J'_{ij}(T_{\text{cyc}}) = \frac{J_{ij}}{T_{\text{cyc}}} \left[ \beta_{ij} (1 - e^{i\phi_{ij\text{tot}}}) \right].$$

Thus, if $\phi_{ij\text{tot}} = (2n - 1)\pi$, the effective interactions are rescaled.

$$J'_{ij}(T_{\text{cyc}}) = \beta_{ij} J_{ij},$$

and the couplings are rescaled. While, if $\phi_{ij\text{tot}} = 2n\pi$, the couplings vanish automatically regardless of $\beta_{ij},$

$$J'_{ij}(T_{\text{cyc}}) = 0.$$  (11)

Eqs. (9) - (11) indicate that we only need to consider those pairs with $\phi_{ij\text{tot}} = (2n-1)\pi$ in designing the scaling parameter $\beta_{ij}$. As we will show in Section \[11\] the pulse sequence to engineer the target scaling factors (Eq. (6)) can be constructed from a Fourier series expansion of the target Hamiltonian in the space of the interactions.

C. Labeling and field gradient scheme

To map the interactions $J_{ij}$ in the 1D spin-chain onto the target 2D rectangular lattice, we categorize them into classes $N_d$ according to the distance $d = |j - i|$ between the spins, with $N_1$ denoting the nearest neighbor couplings, $N_2$ denoting the next nearest-neighbor couplings and so on. Here, we ignore inhomogeneities due to the finite size effect, which we discuss in Section \[13\] As seen in Fig. 3, the $N_1$ and $N_m$ couplings form the horizontal and vertical bonds of an $m \times n$ rectangular lattice. That is class $A = \{ N_1, N_m \}$, with the exception of couplings $J_{km,km+1}$, $k = 1, \cdots, m' - 1$, that form a toroidal linkage between the edges of the rectangular lattice and must be excluded from class A. Thus, we need an external gradient field $\{ \omega_{ij} \}$ that assigns,
FIG. 2. Protocol for canceling and scaling interactions. a) Continuous time evolution of $N = 2$ spins under a flip-flop Hamiltonian, $\hat{H}_{\text{int}}$ (Eq. 1) is shown by the dashed red line (labeled as Evolution 1), where the spins are initialized in $|↑↓\rangle$. If the Hamiltonian is switched from $\hat{H}_{\text{int}}$ to $-\hat{H}_{\text{int}}$ halfway through a time cycle of duration $T_{\text{cyc}}$, the unitary time evolution (solid green line labeled as Evolution 2) is reversed and the spins return to the initial state at $t = nT_{\text{cyc}}$ ($n = 1, 2, \ldots$). Thus, the interactions are effectively canceled when the system is viewed at discrete time steps, $t = nT_{\text{cyc}}$. b) Evolution 1 and Evolution 2 are controllably reproduced by the same pulse sequence, if we introduce an external gradient field (Eq. 3). In this scheme, one cycle in the time evolution consists of two subsequent blocks. The first block consists of $\hat{H}_{\text{ext}}$ for time $\tau$ followed by $\hat{H}_{\text{int}}$ for time $t$ and the second block consists of $\hat{H}_{\text{ext}}$ for time $\tau$ followed by $-\hat{H}_{\text{int}}$ for time $t$. The $\hat{H}_{\text{ext}}$ pulse assigns a phase tag $\phi = \omega_0 \tau$ to the coupling between the ions, where $\omega_0 = \omega_2 - \omega_1$. If the assigned phase $\phi = (2n - 1)\pi$, $n$ being an integer number, Evolution 1 is reproduced and the interaction is retained. If $\phi = 2n\pi$, Evolution 2 is reproduced and the interaction is effectively canceled. c) To rescale the interactions, the two-pulse sequence is replaced by a multi-pulse sequence. Each block now consists of alternate blocks of $\hat{H}_{\text{ext}}$ and $\pm \hat{H}_{\text{int}}$ for different durations. The duration of the multi-pulse sequence cycle $T_{\text{cyc}}$ is $2T$, where $T$ is the duration of each block. In alternate blocks $\pm \hat{H}_{\text{int}}$ are switched with $\mp \hat{H}_{\text{int}}$.

1) $\phi_{ij,\text{tot}} = (2n - 1)\pi$ to all couplings in class $A = \{N_1, N_m\}$. The integer $n$ does not have to be the same for all of the couplings. However, the problem of designing the filtering function simplifies with a small number of different $n$’s.

2) distinct phase tags to $J_{km,km+1}$ from other couplings in class $A$,

3) $\phi_{ij,\text{tot}} = 2n\pi$ to as many couplings as possible in class $B$,

4) $\phi_{ij,\text{tot}} = (2n - 1)\pi$ to couplings in class $B$ for which it is not possible to assign $\phi_{ij,\text{tot}} = 2n\pi$ after satisfying the constraints for couplings in class $A$. These couplings have to be rescaled to zero ($\beta_{ij} = 0$) by the Fourier filtering function.

A semi-linear field gradient as shown in Fig. 3) satisfies the conditions above. We choose the external field profile to increase linearly with a constant slope $\omega_0$ with added jumps of $2\omega_0$ (for even $m$) or $3\omega_0$ (for odd $m$) between the $km^{\text{th}}$ and $(km + 1)^{\text{th}}$ spins to address the toroidal linkages $J_{km,km+1}$. Hence,

- $\omega_{i,i+1} = \omega_0$ for $N_1$ except $J_{km,km+1}$,
- $\omega_{i,i+m} = (m + 2)\omega_0$ for $N_m$ when $m$ is odd,
- $\omega_{i,i+m} = (m + 1)\omega_0$ for $N_m$ when $m$ is even.
FIG. 3. Labeling and field gradient scheme for $m' \times m$ rectangular lattices ($m' < m$). a) We employ a labeling scheme where $N_1$ (the nearest neighbor in the 1D chain) and $N_m$ (the $m$th neighbor in the 1D chain) form, respectively, the horizontal and vertical bonds of the target lattice. b) A semi-linear external field gradient ($\{\omega_i\}$ in Eq. (3)) provides the necessary conditions, described in the text, for efficiently canceling and scaling interactions to achieve the target graph. In this profile, $\omega_0$ increases linearly with a constant slope $\omega_0'$ with some added jumps of $+2\omega_0$ (for even $m$) and $+3\omega_0$ (for odd $m$). These jumps are designed between the $km$th and $(km + 1)$th ions, such that the torroidal couplings $J_{km,km+1}$ can be canceled ($k = 1, 2, \ldots, m' - 1$). See Fig. 4 in Appendix B for an example.

So, $\omega_0\tau_{\text{tot}} = \pi$ satisfies the conditions above for all couplings within class A and some of the couplings in class B.

D. Fourier filtering of interactions

The interactions that were not automatically be canceled by our chosen field gradient can be rescaled to their target value by designing a Fourier filter. The $N_1$ couplings in class A have to be rescaled to match the $N_m$ couplings for $\alpha \neq 0$ in Eq. (2). In addition, the couplings in class B for which $\phi_{ij,\text{tot}} = (2n-1)\pi$ have to be rescaled to zero. The scaling is performed through a Fourier filter function $F(\phi)$ that produces the desired scaling parameter $\beta_{ij}$.

The filter function $F(\phi)$ is defined as,

$$F(\phi) = a_0 + \sum_{i'=1}^{i} a_{i'} \cos(i'W\phi). \quad (12)$$

The filter function $F(\phi)$ should satisfy $F(\phi_{ij,\text{tot}}) = \beta_{ij}$ for all couplings with a phase $\phi_{ij,\text{tot}} = (2n-1)\pi$.

By comparing Eq. (8) with Eq. (12), we construct a multi-pulse sequence for implementing the Fourier filtering function $F(\phi)$, with the following features:

FIG. 4. Constructing the Fourier filtering function. For a $2 \times 3$ square lattice, the filtering function, $F(\phi)$ in Eq. (12) is fit to the Fourier series target scaling parameters, $\beta_{ij}$ in Eq. (10). The field gradient in Eq. (9) creates a phase of $\phi = \phi_{ij} = \omega_{ij}\tau_{\text{tot}}$ for all the couplings $J_{ij}$ that need to be rescaled by the same factor $\beta_{ij}$. For this target lattice and the field gradient of Fig. 3(b), there are four relevant phases, $\pi, 3\pi, 5\pi$, and $7\pi$ given the constraints set by Eq. (10) and Eq. (11). The points with negative phases are included to satisfy the symmetry condition of Eq. (12). All the nearest neighbors, $N_1$, except $J_{34}$, acquire a phase of $\phi = \pi$. They are scaled by a factor of $1/3$ with respect to $N_3$ to attain a square lattice geometry, if the interactions in the 1D chain is decaying with an exponent $\alpha = 0.2$ in Eq. (2). The torroidal coupling $\phi = \phi_{34} = 3\pi$ has to be rescaled to zero to be removed from the target graph. The Fourier coefficients directly give the duration of the pulses $\{t_j\}$ within a time cycle of the simulation.
TABLE I. Fourier fit parameters for a $2 \times 3$ and a $3 \times 3$ square lattice when $\alpha = 0.2$ (see Eq. (2)). From these coefficients, we find the duration of $\pm \hat{H}_{\text{int}}$ pulses as $t_i = t_{i-1} = T|a_i|/2$ for $i = 1,..,l - 1$ and $t_l = T|a_0|$. Here, $T = T_{\text{cyc}}/2$.

| $W$ | $a_0$ | $a_1$ | $a_2$ | $a_3$ | $a_4$ |
|-----|-------|-------|-------|-------|-------|
| 6 ion $\alpha = 0.2$ | 0.142 | 0.385 | 0.0436 | 0.114 | 0.457 |
| 9 ion $\alpha = 0.2$ | 0.099 | 0.241 | 0.204 | -0.094 | 0.126 | 0.334 |

IV. RESULTS AND DISCUSSION

A. Numerical simulations

Applying the tools described above, we successfully reproduce the spin-spin interaction graph of the target square lattice at evolution times $t = nT_{\text{cyc}}$, $n = 1, 2, \cdots$, starting with the initial long range couplings with an exponent $\alpha = 0.2$. Figs. 5a and 5b, illustrate the results for a $2 \times 3$ and a $3 \times 3$ square lattices, respectively. The engineered interaction matrix formed by the couplings $\{J_{ij}\}$ matches the target interaction matrix of the 2D square lattice with an RMS error of $\leq 0.1\%$. Here we define the RMS error as 

$$\sqrt{\sum_{ij}(J_{ij} - J_{ij}(\text{Target}))^2/\sum_{ij}|J_{ij}(\text{Target})|},$$

where $J_{ij}(\text{Target})$ denote the couplings in the ideal lattice. In Fig. 5 we also compare spin dynamics under the engineered lattice (red dots) with that of the ideal target (green curve), and find excellent agreement. Here the systems are initially prepared in $|\psi_0\rangle = |\uparrow_1 \downarrow_2 \downarrow_3 \downarrow_4 \downarrow_5 \downarrow_6 \rangle$ for $N = 6$ and $|\psi_0\rangle = |\uparrow_1 \downarrow_2 \downarrow_3 \downarrow_4 \downarrow_5 \downarrow_6 \downarrow_7 \downarrow_8 \downarrow_9 \rangle$ for $N = 9$ at $t = 0$, when the pulse sequence is turned on. The probability of the system being in $|\psi_0\rangle$ (Figs. 5(iii) and 6(iii)) follows the expected dynamics of the ideal 2D square lattice. These numerical simulations were performed using the time dependent master equation solver based on QUTIP python package [61, 62].

The near-perfect matching of the target and engineered spin dynamics in Fig. 5 indicates small intrinsic errors. These errors arise from the Fourier filter in Eq. (12) and numerical rounding error in the time interval values $(t_i, \tau_i)$. However, additional error may creep into an experimental realization due to imperfect single qubit gates. In our numerical simulation, we find that RMS error between the target and engineered interaction matrices scales linearly with single qubit phase error, with $1\%$ error in single qubit phase (in each pulse of $\hat{H}_{\text{ext}}$) contributing to approximately $1.2\%$ error in $J_{ij}$. A crucial feature of the protocol presented here is the ability to dynamically change the Hamiltonian within the same symmetry class, by changing the Fourier coefficients in Eq. (12). This enables simulation of many-body dynamics, such as quantum quench experiments that are hard to simulate numerically. As an example, we show a quench from two decoupled chains of 3 spins each into the $2 \times 3$ square lattice plaquette in Fig. 6. To simulate the decoupled chains, $N_3$ couplings are set to zero (see Fig. 4) in estimating the Fourier filtering function and hence the multi-pulse sequence. The spin-spin correlations between the previously uncoupled chains start to build up after the quench. We show the engineered dynamics (red dots) of the two point correlation functions $C_{12}(t)$ between spins 1 and 2 and $C_{14}(t)$ between spins 1.
FIG. 5. Benchmarking the dynamical Hamiltonian engineering against the target Hamiltonian for (a) a $2 \times 3$ square lattice and (b) a $3 \times 3$ square lattice. (i) The interaction graphs in the 1D ion chains with $\alpha = 0.2$ are shown, along with a 2D color plot of the couplings $J_{ij}$ vs $(i,j)$. The couplings are normalized to $J_0$ (ii) The engineered interaction graph closely resembles the target interaction graph of the square lattices with an RMS error (defined in the text) of $<0.1\%$. The engineered couplings $J''_{ij} = J_{ij} / \max\{J_{ij}\}$ are shown vs $(i,j)$ in the color plot. (iii) The evolution of the engineered lattice (red dots) is compared with the evolution of the target lattice (green curve). The system is initially prepared in (a) $|\psi_0\rangle = |\uparrow_1 \downarrow_2 \downarrow_3 \downarrow_4 \downarrow_5 \downarrow_6 \rangle$ and (b) $|\psi_0\rangle = |\uparrow_1 \downarrow_2 \downarrow_3 \downarrow_4 \downarrow_5 \downarrow_6 \downarrow_7 \downarrow_8 \downarrow_9 \rangle$ state. The probability of measuring the state of the system in its initial state is shown over time.

and 4. They follow closely to the ideal target dynamics (green line).

B. Proposal for experimental implementation

The experimental implementation of the multi-pulse scheme can be achieved in a trapped ion system such as $^{171}$Yb$^+$ trapped in a radio-frequency (Paul) trap. When the confining potential is sufficiently anisotropic, laser-cooled ions will form a linear chain [63]. The hyperfine states $|0\rangle = |S_{1/2}, F = 0, m_F = 0\rangle$ and $|1\rangle = |S_{1/2}, F = 1, m_F = 0\rangle$ form the qubit states for this ion [64].

The flip-flop Hamiltonian $\hat{H}_{\text{int}}$ in Eq. (1) can be simulated [17, 18] by global Raman laser beat-notes using the Mølmer-Sørensen scheme [11] for generating phonon-mediated spin-spin interactions. When the Mølmer-Sørensen detuning is tuned close to center of mass phonon mode, a long range interaction in the form of Eq. (2) can be obtained. The global sign of $\hat{H}_{\text{int}}$ can be flipped by changing the Mølmer-Sørensen detuning, with additional detunings improving the accuracy (see Appendix A for details).

The field gradient in $\hat{H}_{\text{ext}}$ can be implemented with laser beams imprinting AC Stark shifts, and by spatially modulating the laser intensity using a Spatial Light Modulator (SLM) or an Acousto Optic Deflector (AOD). Another potentially easier experimental implementation will be to combine a global tightly focused laser beam with additional relatively low power beams created by an AOD. The global beam propagating along the axis of the ion chain can be focused before hitting the ions, such that its intensity varies linearly on the ion chain. The jumps in the gradient field can be added by beams created by an SLM or AOD and shining on the ions from the transverse direction. A 100 mW laser beam propagating along the ion chain, detuned from the $^{171}$Yb$^+$ $^2S_{1/2} - ^2P_{1/2}$ resonance by $10^5$ natural line-widths, and...
focused to approx. 2 microns will create a two-photon differential AC Stark shift gradient \((\omega_0)\) of approximately 1 MHz. Thus, the total time \(\tau_{\text{tot}}\) that the Stark shifting beam is shining on the ions in a time cycle can be limited to a few microseconds, minimizing spontaneous emission errors.

### C. Discussions

The Hamiltonian engineering protocol presented here makes efficient use of Fourier filtering to achieve a desired spin-spin interaction topology. For an arbitrary target lattice, \(O(N^2)\) Fourier coefficients, hence number of pulses, will be needed. However, in presence of common symmetries between the target lattice and the external field gradient, the number of pulses are reduced drastically. For example, the rectangular lattices presented here need \(O(N)\) pulses (Fig. 2b), as our chosen field gradient (Fig. 3a) creates the same phase tag for the class \(N_d\), except a small number of \((O(\sqrt{N}))\) torroidal linkages. The number of Fourier coefficients are further reduced, approximately by a factor of 2, by using \(\pm \hat{H}_{\text{int}}\) instead of \(\hat{H}_{\text{int}}\) only. This is because all of the interactions for which \(\phi_{ij} = 2n\pi\) in a time cycle are canceled automatically (Eq. 11) and hence are not required to be included in estimating the Fourier filtering function.

The engineered interactions in the target 2D lattice will become weaker for a given \(J_0\) in the original 1D chain, as the system size increases. This is because of the following reasons. The average Hamiltonian theory employed here works when \(J_0 T_{\text{cyc}} \ll 1\). Due to the linear scaling of the number of pulses in a cycle with \(N\) (Fig. 7), \(T_{\text{cyc}}\) is expected to scale linearly, and hence the initial coupling \(J_0\) has to be reduced linearly with increasing \(N\). We may have to further scale some couplings down to match the target interaction graph, as the interactions are decaying with distance in the original 1D lattice. For example, the \(N_1\) couplings (except the toroidal linkages) have to be scaled down by a factor of \(1/m^\alpha\) compared to the \(N_m\) couplings for an \(m' \times m\) square lattice, as demonstrated in Fig. 3b and Fig. 4. For the results presented here with \(N = 6\) and \(N = 9\) ions, we have chosen \(\alpha = 0.2\), which is experimentally realizable in current systems, and provides sufficiently strong target interactions. However, for \(\alpha > 0\), the couplings will scale down with increasing \(N\), and hence longer simulation times are necessary as the system size increases. We estimate a target coupling of \(2\pi \times 300\) Hz in a \(2 \times 3\) square lattice. Since the separation between the vibrational normal modes in the ion chain will decrease with increasing \(N\), the coupling strength \(J_0\) will have to scale down accordingly in order to avoid direct excitation of phonons that limit the validity of a spin-only Hamiltonian. While trapped ion qubits have long single qubit coherence time [12], scaling the simulation to a large number of spins where classical computation of dynamics may be intractable will require isolating experimental noise sources, such as intensity fluctuations of the global Mølmer-Sørensen and Stark shifting laser beams, and drifts in the collective phonon mode frequencies.

In a small chain of ions, the couplings are inhomogeneous. The errors due to the inhomogeneity can be mitigated by using an anharmonic trapping potential for the ions [63] and spatially modulating the global Mølmer-Sørensen laser beams to increase the homogeneity of the couplings. The errors can also be reduced at the expense of increasing the number of pulses within a cycle and using a field gradient that breaks the symmetry between interactions belonging to a class \(N_d\).

As the number of ions \(N\) increases, the spacing between the vibrational modes decreases. This will make it harder to engineer \(-\hat{H}_{\text{int}}\) with a single global Mølmer-Sørensen beam that is detuned close to the center of mass mode. The accuracy of engineering \(-\hat{H}_{\text{int}}\) is enhanced by introducing additional global beams with Mølmer-Sørensen detuning near the neighboring phonon modes (see Appendix A). Engineering \(-\hat{H}_{\text{int}}\) for very large \(N\) will require either a large number of global Mølmer-Sørensen beams to cancel the effect of multiple modes, or reducing the overall intensity of laser beams resulting in a reduc-
tion in the strength of interactions \( J_0 \) in the 1D chain. Engineering all the interactions via Fourier filtering alone (by using \( H_{\text{int}} \) only instead of \( \pm H_{\text{int}} \)) may become experimentally preferable at the expense of a longer pulse sequence (and longer \( T_{\text{cyc}} \)).

V. CONCLUSIONS AND OUTLOOK

In this work, we proposed a hybrid analog-digital simulation protocol that leverages the long range spin-spin interactions in a linear chain of trapped ions to engineer a 2D lattice topology. This protocol efficiently engineers certain target interaction topology, such as 2D square lattices, that can be simulated efficiently. Our work opens up opportunities to identify classes of interaction graphs that can be simulated efficiently. The scheme needs only global beams creating spin-spin interactions and a single laser beam with intensity gradient. Unlike a full digital quantum simulator, this scheme does not require individual precise two qubit gates. An attractive feature of this protocol is the dynamical engineering of Hamiltonians, as we have demonstrated by a quench experiment. The dynamical engineering enables investigation of a range of many-body phenomena of active research interest, such as quantum quench and dynamical phase transitions. The protocol is feasible with a moderately large system of tens of spins in existing trapped ion experiments.
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Appendix A: SWITCHING BETWEEN \( H_{\text{int}} \) AND \( -H_{\text{int}} \)

The phonon-mediated spin-spin interactions in an ion chain can be generated using off-resonant optical forces \([11, 54–58]\). For instance, two pairs of counter-propagating laser beams with a wave vector component \( \Delta k \) perpendicular to the ion chain can induce transitions between the spin states and excite transverse vibrational phonon modes. When the optical beat-notes created by the lasers satisfy \( \omega = \omega_s \pm \mu \), with \( \omega_m \approx \mu \ll \omega_s \), effective Ising interactions are created \([11]\). Here, \( \omega_e \) is the frequency difference between the spin states and \( \omega_m \) are the frequency of collective vibrational modes \((m = 1, 2, \cdots, N)\). The Ising coupling strength \( J_{ij} \) between spins \( i \) and \( j \) is given by,

\[
J_{ij} = \Omega_i \Omega_j \sum_m \eta_{i,m} \eta_{j,m} \omega_m \Omega_i \Omega_j \eta_{i,m} \eta_{j,m} \omega_m, \quad (A1)
\]

where \( \Omega_i \) is the single ion Rabi frequency and \( \eta_{i,m} = b_{i,m} \Delta k \sqrt{\hbar/2M \omega_m} \) is the Lamb-Dicke parameter indicating the coupling between the ion \( i \) and phonon mode \( m \). The Lamb-Dicke parameter depends on the mass of the ion \( M \) and the eigenvector \( \{b_{i,m}\} \) of the \( m \)th normal mode. By applying an additional external field to the Ising Hamiltonian, the flip-flop or the XY Hamiltonian \((H_{\text{int}})\) is obtained \([17, 18]\).

To achieve long range interactions in \( H_{\text{int}} \) falling-off as Eq. \( 2 \) and \( \alpha \approx 0 \), the beat-notes are chosen such that \( \mu = \mu_1 = \omega_{\text{COM}} + \delta_1 \). Here, \( \omega_{\text{COM}} \) is the frequency of the center of mass (COM) mode, and the detuning \( \delta_1 > 0 \) is chosen such that the COM phonons are adiabatically eliminated. To switch between \( H_{\text{int}} \) and \( -H_{\text{int}} \), the sign of the detuning can be reversed, that is \( \mu = \omega_{\text{COM}} + \delta_1 \rightarrow \mu' = \omega_{\text{COM}} - \delta'_1 \) where \( \delta'_1 > 0 \) when \( \mu = \mu_1 \). The COM mode mainly contributes to \( J_{ij} \) with small contributions from other vibrational modes, mainly the tilt mode (the second vibrational mode):

\[
J_{ij} \propto \frac{(\eta_{\text{COM}} \Omega_1)^2}{\delta_1} + \frac{(\eta_{\text{tilt}} \Omega_1)^2}{\Delta - \delta'_1}, \quad (A2)
\]

where \( \Delta = \omega_{\text{COM}} - \omega_{\text{tilt}} \). When \( \mu = \mu_1 \),

\[
J_{ij} \propto \frac{(\eta_{\text{COM}} \Omega_1)^2}{\delta'_1} + \frac{(\eta_{\text{tilt}} \Omega_1)^2}{\Delta - \delta'_1}, \quad (A3)
\]

which can be rearranged into

\[
J_{ij} \propto -J_{ij} \propto \frac{(\eta_{\text{COM}} \Omega_1)^2}{\Delta + \delta'_1} + \frac{(\eta_{\text{tilt}} \Omega_1)^2}{\Delta - \delta'_1}, \quad (A4)
\]
assuming \( \delta_1 = \delta'_1 \). Eq. 3 shows \( J_{ij}[\delta_1] = -J_{ij}[\delta'_1] \) if the contribution from the second term \((\eta_{\text{tilt}} \Omega_2)^2 / (\Delta + \delta'_1) - (\eta_{\text{tilt}} \Omega_2)^2 / (\Delta - \delta'_1) \) is canceled. This can be accomplished by applying a second pair of Raman beams with \( \mu_2 = \omega_{\text{tilt}} - \delta_2 \), red-detuned from the tilt mode and chosen so that \( \delta_2 < \delta'_1 \). This brings in another contribution from the tilt mode that scales as \( -(\eta_{\text{tilt}} \Omega_2)^2 / \delta_2 \). One can optimize for the lasers parameters, i.e., Rabi frequencies and detunings, so that the coupling profiles for \( H_{\text{int}} \) and \( -H_{\text{int}} \) match as closely as possible. That is the difference between the corresponding coupling profiles defined by \( \Delta J_{ij} = |J_{ij}[\delta_1] - (-J_{ij}[\delta'_1, \delta_2])| \) is negligible (note \( J_{ij}[\delta'_1, \delta_2] < 0 \)).

In Fig. 8 we show a set of experimental parameters for a chain of 6 ions when \( \alpha = 0.2 \). To implement \( +H_{\text{int}} \), a Raman beat-note with a global sideband Rabi frequency \( \eta_{\text{COM}} \Omega_1 = 2\pi \times 18 \text{ kHz} \) and \( \delta_1 = 2\pi \times 55 \text{ kHz} \) is blue-detuned from the COM mode (Fig. 8a). This results in the coupling profile \( J_{ij}[\delta_1] \) with the nearest neighbor coupling constant \( J_0 \approx 2\pi \times 0.520 \text{ kHz} \). To implement \( -H_{\text{int}} \), two Raman beat-notes with \( \delta'_1 = 2\pi \times 45 \text{ kHz} \) and \( \delta_2 = 2\pi \times 12.3 \text{ kHz} \) are red-detuned from the COM and tilt modes (Fig. 8b). The sideband Rabi frequencies are taken to be \( \eta_{\text{COM}} \Omega'_1 = 2\pi \times 15 \text{ kHz} \) and \( \eta_{\text{tilt}} \Omega_2 = 2\pi \times 4.1 \text{ kHz} \), respectively, where \( \eta_{\text{COM}} \Omega'_1 \) is associated with \( \mu'_1 \). These parameters result in the coupling profile \( J_{ij}[\delta'_1, \delta_2] \). The bar chart corresponding to \( \Delta J_{ij} = |J_{ij}[\delta_1] - (-J_{ij}[\delta'_1, \delta_2])| \) is shown in Fig. 8c. This bar chart indicates up to 1.9% error when switching between \( H_{\text{int}} \) to \( -H_{\text{int}} \) during the experiment.

FIG. 8. A set of Mølmer-Sørensen parameters to reduce errors when switching between \( +H_{\text{int}} \) and \( -H_{\text{int}} \) for a chain of 6 ions when \( \alpha = 0.2 \). a) Transverse normal mode spectrum (black solid lines) for \( N = 6 \) ions with the trap axial frequency 1.7 MHz and the transverse COM frequency 5 MHz. The lasers frequencies and detunings required to implement \( +H_{\text{int}} \) and \( -H_{\text{int}} \) are shown. b) The bar chart showing \( \Delta J_{ij} = |J_{ij}[\delta_1] - (-J_{ij}[\delta'_1, \delta_2])| \), the difference between \( J_{ij}[\delta_1] \) and \( J_{ij}[\delta'_1, \delta_2] \) coupling profiles. The bar chart indicates up to 1.9% error when switching from \( H_{\text{int}} \) to \( -H_{\text{int}} \) during the experiment.

Appendix B: LABELING/FIELD GRADIENT SCHEME FOR 9 IONS

Fig. 9 illustrates the labeling scheme for engineering a \( 3 \times 3 \) square lattice from a 1D chain of 9 ions. The class A interactions in the ion chain network consists of \( N_1 \) and \( N_3 \) interactions. The \( \{J_{34}, J_{56} \in N_1 \} \) should be excluded as they form toroidal linkages at the horizontal edges of the square lattice and should be set to zero to engineer the target geometry. Fig. 9b illustrates the external field gradient scheme proposed for engineering a \( 3 \times 3 \) square lattice. The external field profile increases linearly across the ion chain with two jumps of \( +3\omega_{\text{tilt}} \) to assign a distinct tag to \( J_{34} \) and \( J_{56} \) interactions. Similar to the 6-ion chain, one can adjust \( \omega_0 \tau_{\text{tot}} = \pi \) so that \( \phi_{\text{tot}}^A = (2n - 1)\pi \) and \( \phi_{\text{tot}}^B = 2n\pi \) except for \( N_5, N_7 \in \text{class } B \).
FIG. 9. The labeling/field gradient scheme for engineering a 3×3 square lattice. a) The ions in the 1D chain can be labeled in a way so that only $N_1$ and $N_3$ couplings are required for engineering the square lattice. The $N_1$ couplings form the horizontal bonds of the square lattice while $N_3$ couplings form the vertical bonds. b) The proposed field gradient scheme for engineering a 3×3 square lattice from a 1D chain of 9 ions. The external field profile corresponding to $\omega_i$ increases linearly along the chain of ions with two jumps of $+3\omega_0$ to assign distinct phase tags to $J_{34}$ and $J_{56}$ forming the toroidal linkage between the edges of the lattice.

Appendix C: FOURIER FILTER FUNCTION FIT PARAMETERS

| $m\times m$ square lattice | 16 ions | 25 ions | 36 ions | 49 ions |
|----------------------------|---------|---------|---------|---------|
| $W$                        | 0.0833337 | 0.0499969 | 0.0384582 | 0.026316 |
| $a_0$                      | 0.204912  | 0.120175  | 0.0912132 | 0.062292 |
| $a_1$                      | 0.230988  | 0.162846  | 0.145688  | 0.104796 |
| $a_2$                      | -0.0486727 | 0.0136359 | 0.0598559 | 0.055799 |
| $a_3$                      | -0.039712  | -0.047381 | -0.0179331 | 0.003215 |
| $a_4$                      | 0.204859  | 0.0381538 | -0.0376196 | -0.025686 |
| $a_5$                      | 0.270857  | 0.169724  | 0.11602   | -0.016130 |
| $a_6$                      | -        | 0.191738  | 0.0940426 | 0.026047 |
| $a_7$                      | -        | 0.0673244 | 0.150076  | 0.077484 |
| $a_8$                      | -        | -0.0810888 | 0.137711 | 0.109961 |
| $a_9$                      | -        | -1.07924  | 0.0605449 | 0.105051 |
| $a_{10}$                   | -        | -        | -0.034126 | 0.063949 |
| $a_{11}$                   | -        | -        | -0.0884624 | 0.006843 |
| $a_{12}$                   | -        | -        | -0.0711247 | -0.037818 |
| $a_{13}$                   | -        | -        | -        | -0.048081 |
| $a_{14}$                   | -        | -        | -        | -0.020459 |
| $a_{15}$                   | -        | -        | -        | 0.028583 |
| $a_{16}$                   | -        | -        | -        | 0.070986 |
| $a_{17}$                   | -        | -        | -        | 0.082330 |
| $a_{18}$                   | -        | -        | -        | 0.054488 |

TABLE II. Fourier filter function fit parameters \{W, a_i\} for $m \times m$ square lattices when $m = 3, 4, 5, 6, 7$.
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