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Abstract—In this paper, we present a new approach to the detection of Loss-Of-Excitation (LOE), a typical failure of synchronous generators. Unlike most of the algorithms proposed in the literature, which only use the information available at the point of connection, we also take advantage of prior knowledge of the generator model. To track the field voltage and the other state variables, we have chosen the Constrained Unscented Kalman Filter (CUKF) as the core estimation technique, with phasor measurements as the input for this filtering algorithm. Detection of LOE is then performed by using the Faulty Modes Detection and Diagnosis (FMDD) algorithm, which combines the normal operation and a LOE-based model to decide in real-time whether an LOE has occurred or not. Results of simulations using a small two-area power system and the IEEE 39-bus system show that LOE detection times can be significantly reduced as compared to conventional and state-of-the-art approaches. Moreover, we observe that the new fault detection signal used to trip the generator can avoid short-term voltage stability problems.
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I. INTRODUCTION

The excitation system plays a fundamental role in synchronous generators since it provides the field voltage necessary to maintain the synchronism between the machine and the rest of the power system. Unfortunately, the excitation system is not fail-safe. Indeed, several types of faults can occur in the excitation system, such as field short circuits, field open circuits, accidental tripping of field breaker, loss of supply of the main exciter, poor brush contact in the exciter, field circuit breaker latch failure, voltage regulation system failures and slip ring flashovers [1]. When any of these faults take place, the generator starts to behave as an asynchronous generator and begins to absorb reactive power from the network while the speed of the rotor increases. This can lead to high stator winding currents, severe pulsating torque, stator end-core overheating and heavy thermal heating in the rotor body [2]. Usually, the rotor gets damaged in the process. Moreover, this behavior can trigger voltage stability problems in the power system leading to major system disturbances and blackouts.
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context of LOE detection. In particular, the authors in [20] used two different models for normal and faulty operation. The latter models the failure in the exciter rotator diode as a gain change, and the field voltage is considered an unknown input. For that reason, the mentioned methodology is more difficult to expand for the case of multiple faults, and to use it for fault classification.

In this paper, we present a novel approach to solve the LOE problem by using dynamic state estimation (DSE) of the internal states of a generator unit and applying the Faulty Modes Detection and Diagnosis (FMDD) algorithm [21]. In particular, the model for faulty operation nulls out the excitation voltage, allowing for general fault detection and classification schemes. Moreover, we incorporate the following key issues:

- A priori knowledge of the operation modes,
- A feedback loop for the state vectors,
- Constraints in some state variables.

It is important to mention that our proposal does not replace conventional protection mechanisms, such as the interlock between the field breaker and the power breaker. Indeed, the trip signal generated by this method can be used jointly with other protection mechanisms to combine the advantages of all of them. As our main contribution, we have shown that this methodology reduces even more the disconnection time without being noticeably modified by the initial conditions of the loss-of-excitation event or the oscillatory frequencies that different disturbances can generate. Besides, we have included an analysis of the possible false alarms due to external faults, bad data, frequency instability cases, and other different initial conditions for the LOE events that were not considered in previous works.

The rest of this paper is organized as follows: In Section II, we present the models to be used by the FMDD algorithm to dynamically estimate the synchronous generator in all the scenarios shown. After that, the methodology to be implemented is briefly described in Section III, for introducing the reader to the terminology. Following, all the numerical results are presented in Section IV. Simulations of different scenarios, which include loss of excitation phenomena, external faults, bad data, short term stability problems, and frequency instability swings are presented. Then, we discuss the relevance of our work and the limitations of our findings in Section V. Finally, we elaborate on the conclusions in Section VI.

II. SYNCHRONOUS GENERATOR MODELING

To introduce the subject, Fig. 1 shows the general structure of a power plant and its protection scheme. The system consists of a synchronous generator, a turbine governor (TG), an automatic voltage regulator (AVR), and a power system stabilizer (PSS). Here, measurements from a PMU at the point of connection will be used as inputs to the filtering algorithm. This type of technique is widely used and is known as event playback [22]. Additionally, the PMU provides phase information and better quality in the measurements.

To estimate the dynamics of these systems, the general form of a discrete-time state-space model for nonlinear systems is considered:

\[
x_k = f_s(x_{k-1}, u_{k-1}) + w_k,
\]

\[
z_k = h_s(x_k, u_k) + v_k,
\]

where \( f_s \) is the state transition function which models the generators dynamics, \( x \in \mathbb{R}^{n \times 1} \) is the state vector, \( z \in \mathbb{R}^{m \times 1} \) is the measurement vector, \( u \in \mathbb{R}^{l \times 1} \) is the input vector, \( h_s \) is the function which relates the measurements with the state vector, and \( w \in \mathbb{R}^{n \times 1} \) and \( v \in \mathbb{R}^{m \times 1} \) are noise vectors introduced to account for modeling errors.

The transient model is the simplest model that allows to add control loops into the mechanical power and field voltage. Because of that, it is widely used [23]–[25]. However, to correctly represent some external and internal faults, as the LOE event, the sub-transient effects should be considered. So, all the effects modeled by the conventional round rotor model (GENROU) will be taken into account [26]. Equations (2a) to (4a) define the behavior of this type of generator.

Synchronous generator GENROU model:

\[
\frac{d \delta}{dt} = \omega_s (\omega - \omega_0),
\]

\[
\frac{d \omega}{dt} = \frac{\omega_0}{2H} \left[ T_{in} - D (\omega - \omega_0) - T_e \right],
\]

\[
\frac{d \Psi''_q}{dt} = -\Psi''_q + K_1 I_q + E'_d,
\]

\[
\frac{d \Psi''_d}{dt} = -\Psi''_d - K_2 I_d + E'_q,
\]

\[
\frac{d E'_q}{dt} = \frac{E_f - \left[ E'_q + K_3 \left( I_d + K_4 \frac{d \Psi''_q}{dt} T''_d \right) + S_q \right]}{T'_q},
\]

\[
\frac{d E'_d}{dt} = \frac{-E'_d + K_5 \left( I_q - K_6 \frac{d \Psi''_d}{dt} T'_q + S_d \right)}{T'_q},
\]

Automatic voltage regulator model:

\[
\frac{d V_{TR}}{dt} = \frac{1}{T_{R}} (V - V_{TR}),
\]

\[
\frac{d E_{fd}}{dt} = \frac{1}{T_A} \left[ -E_{fd} + K_A (pso + V_{REF} - V_{TR}) \right],
\]

Turbo governor model:

\[
\frac{d T_m}{dt} = \frac{1}{T_{ef}} \left[ -T_m (\omega_0 - \omega) \frac{1}{r} + T_{m0} \right].
\]
To complete the system, additional algebraic equations and constants are given in Appendix A. A full description of the notation is given in Appendix B. The model presented above can be found in [27] and will be used by the filtering algorithm to obtain the results of Section IV. The saturation functions present in (2e) and (2f) will not be incorporated. To simplify the exposition, the model for the PSS has not been implemented. Alternatively, its output could be included in (3b) as $pso$. Therefore, the state vector is defined as:

$$\mathbf{x} = [\delta \omega \mathbf{\Psi}_q^m \mathbf{E}_q^m \mathbf{E}_d^m \mathbf{V}_{TR} \mathbf{E}_{fd} \mathbf{T}_m]^T. \quad (5)$$

Using the same criterion as in [28], the measurement vector is composed of the real and imaginary parts of the voltage phasor at the point of connection:

$$\mathbf{z} = [\mathbf{V}_{re} \mathbf{V}_{im}]^T. \quad (6)$$

Under this criterion, $\mathbf{z}_k$ will contain an associated noise whose distribution corresponds to the distribution of the error in the voltage phasor measurement. To relate these measurements to the state vector, and assuming that $x^{\prime\prime}_d \approx x^\prime_d$, the electrical interface shown in Fig. 2 is used. After some algebraic manipulations, the measurements equations result:

$$V_{re} = [-E_q^m \sin(\delta) + E_d^m \cos(\delta)] \omega - I_{re} r_A + I_{im} x^{\prime\prime}_d, \quad (7a)$$

$$V_{im} = [E_q^m \cos(\delta) + E_d^m \sin(\delta)] \omega - I_{im} r_A - I_{re} x^\prime_d. \quad (7b)$$

At last, the control vector necessary to complete the model of the generator is composed by the current signals:

$$\mathbf{u} = [I_{re} I_{im}]^T. \quad (8)$$

These signals are obtained from the current channel of the PMU device.

III. METHODOLOGY

To detect the LOE problem, we propose to use an interacting multiple-model estimation algorithm for fault detection and diagnosis (FMDD). The FMDD algorithm is presented in [21] and it was initially used for fault detection in aircraft and satellites. Such an algorithm is based on an interacting multiple-model estimation method. The basic idea is to use several Kalman filters simultaneously and to combine the estimation of each of them to create a valid update of the state vector. In turn, the algorithm is one of the most cost-effective estimation techniques for systems involving structural as well as parametric changes [21].

Given its simplicity, its reduced computational cost, and its good performance for non-linear systems, we have adopted the Constrained Unscented Kalman Filter (CUKF) as the Kalman filter to be used. Indeed, as it was shown in [23], the Unscented Kalman Filter (UKF) is a feasible real-time solution. As compared with the extended Kalman filter, it should be noted that the UKF involves a more accurate higher-order approximation for the nonlinear functions $f_s$ and $h_s$. Besides, it does not require the computation of the Jacobian of these functions. This algorithm defines the unscented transformation to approximate the mean $\mathbf{x}_k$ and covariance $\mathbf{P}_k$ of the state vector. For this purpose, the concept of sigma points is introduced. These sigma points are propagated through the nonlinear functions and then they are constrained by the projection operator $\mathcal{P}$ to restrict them to the feasible region of the state-space. In this case, the operator is defined as a saturation based on the generator model parameters. For example, the $E_{fd}$ and $T_m$ variables will be constrained to the intervals $[V_{fd min}, V_{fd max}]$ and $[T_{m min}, T_{m max}]$, respectively, when the computation of the sigma points is made. Then, the mean and the covariance for $\mathbf{x}_k$ and $\mathbf{z}_k$ are approximated using a weighted sample mean and covariance of the posterior sigma points. The procedure can be divided into two stages: prediction and correction. For an in-depth discussion of the CUKF algorithm, the reader is referred to [29].

Under the FMDD approach, the user defines an a priori transition probability matrix which sets up the probabilities to switch from the actual mode of operation to the others. After that, the a posteriori probability is computed using the value of the innovations of each filter. The key quantities here are the innovations $y_k$. If a match between the measurements and the simulated model occurs, after convergence of the Kalman filter, the innovations are expected to be concentrated around zero with a covariance matrix given by $\mathbf{S}_k$. In contrast, if a different model is used (e.g., normal operation model while LOE has occurred), this will no longer be valid. In other words, the innovations should be a good indicator of the likelihood that a particular model is a correct representation of the phenomenon being observed. Hence, this approach is used when the faulty models are accurate enough to represent the system faults.

FMDD Algorithm

The main goal of the FMDD algorithm is to identify which one of the operation modes $m^j$ is the one which represents the system dynamics at each instantaneous discrete time $k$. Indeed, each operation mode of the system (normal or faulty) is linked to a mathematical model defined by a set of transition functions $\mathcal{M} = \{f_{s1}, f_{s2}, \ldots, f_{SN}\}$, and it evolves according to an a priori transition probability matrix

$$\mathbf{\Pi} \in \mathbb{R}^{N \times N},$$

where each element is defined by (9) below. The proper choice of this matrix is based on the expected sojourn time of each mode [21]. The principal assumption of this approach is that the nonlinear model system dynamics (1) can be accurately approximated by a first-order “Markov hybrid nonlinear system” [21]. The complete algorithm is shown in Fig. 3. As it can be observed, it consists of several stages which are described below.

$$\mathbf{\Pi}_{ij} = P \left( m^j_{k+1} | m^i_k \right), \quad i,j = 1, \ldots, N. \quad (9)$$
Stage 1 - Interaction (Mixing): Computes the input state vector and covariance matrix of each Kalman filter. The main goal of this stage is to ensure the Kalman filter convergence for all the estimator modes of operation. Hence, a linear combination of all the state vectors \( \hat{x}_k \) is implemented. In other words, the input of each Kalman filter at \( k-1 \) is modified by pondering each one of the state vectors and covariances output using the \textit{a posteriori} probabilities \( p_{ij}^k = P(m_j^k | y_k^i, S_k^i) \) of the operation mode \( m_j \). These probabilities and the \textit{a posteriori} transition probabilities \( M_{ij}^k = P(m_j^k | m_{ij}^k-1, y_k^i, S_k^i) \) are computed as follows:

\[
p_{ij}^k = \sum_{i=1}^{N} \Pi_{ij} p_{ij}^{k-1} \quad j = 1, \ldots, N, \tag{10}
\]

\[
M_{ij}^k = \frac{\Pi_{ij} p_{ij}^{k-1}}{p_{ij}^{k-1}} \quad i, j = 1, \ldots, N. \tag{11}
\]

Here, the innovation vectors of each mode \( y_k^i \) and the innovation covariances \( S_k^i \) are taken as observations in the FMDD algorithm feedback. Then, the input state vector \( \hat{x}_k^{j0} \) and its respective covariance matrix \( P_k^{j0} \) is computed for each one of the filters as a linear combination of its outputs as:

\[
\hat{x}_k^{j0} = \sum_{i=1}^{N} \hat{x}_k^{i-1} \cdot M_{ij}^k \quad j = 1, \ldots, N, \tag{12}
\]

\[
P_k^{j0} = \sum_{i=1}^{N} \left[ P_k^{i-1} \left( \hat{x}_k^{j0} - \hat{x}_k^{i-1} \right) \right] \cdot M_{ij}^k. \tag{13}
\]

Stage 2 - Estimates update: Each of the state estimates of the models included in the set \( M \) is updated one time step (from \( k-1 \) to \( k \)), using the Kalman filtering technique.

Stage 3 - Compute the \textit{a posteriori} probabilities: This stage is performed using the Bayes formula:

\[
p_{ij}^k = \frac{L_{ij}^k \cdot p_{ij}^{k-1}}{\sum_{i=1}^{N} L_{ij}^k \cdot p_{ij}^{k-1}}, \quad j = 1, \ldots, N, \tag{14}
\]

where \( L_{ij}^k = P(y_k^i | m_j^k, S_k^j) \) represents the likelihood function. As it is assumed that the innovations are a Gaussian distribution with zero mean and covariance matrix \( S_k^j, j = 1, \ldots, N \), the likelihood function can be computed as:

\[
L_{ij}^k = \left[ 2\pi S_k^j \right]^{-1/2} \exp \left( -\frac{1}{2} y_k^i^T S_k^j^{-1} y_k^j \right). \tag{15}
\]

Stage 4 - Fault detection: The fault detection criterion is defined by the comparison between the maximum value of all the probabilities of the failure operation modes \( p_{FMDDmax} = \max\{p_{ij}^k\}, j = 2, \ldots, N \) (\( j = 1 \) is assigned to the normal operation mode) and a predefined threshold:

\[
\text{If } p_{FMDDmax} > P_{Thr} \Rightarrow \text{Fault detected.} \tag{16}
\]

Besides, in general, the origin of the fault can be identified using the \( j \) index. Henceforward, we consider that the only failure modeled is the LOE fault. Notice that the two models considered here can be defined changing the equations of the transition functions as follows:

\[
f_{s1} \rightarrow \text{Eqs. (2a) - (4a)}, \tag{17}
\]

\[
f_{s2} \rightarrow \text{Eqs. (2a) - (2f), (4a), (E_{fd} = 0)}. \tag{18}
\]

Nevertheless, other types of failures can be easily incorporated using this methodology and extend its use for other applications, as long as they can be modeled using a state-space representation. For example, field circuit conditions during various LOE failures, as modeled in [30], could be included.

IV. NUMERICAL RESULTS

The simulated measurements of the PMU are generated using both, Power System Toolbox (PST) [31] and PSS/E. Different scenarios are simulated. The PST software is used for a two-area power system, while the PSS/E is used to simulate an IEEE 39 bus system. The simulated measurements for each scenario include the voltage and current phasors, and they are generated considering a reporting rate of \( f_r = 60 \text{ fps} \) and additive white Gaussian noise (AWGN). The time between samples is set to \( T_s = 1/(f_r \cdot n_{cycle}) \), where \( n_{cycle} = 12 \) is the number of samples per cycle. Here, we are considering that the PMU can transmit the phasor measurement data almost at its sample rate. This is not a far-fetched assumption since it is assumed that the PMU has a point to point link with the relay. In this context, the average computing time for each PMU frame of the FMDD algorithm is 6.8 ms. All the tests were performed on a PC with Intel® Core™ i7-3770 CPU @ 3.40GHz × 8, 16GB DDR3 RAM: 1333 MT/s. We can conclude that the proposed method have computing times lower than the actual PMU report rate, which is 16.7 ms for 60 fps. Thus, the algorithm is suitable for real-time applications.

The variance of the noise is adjusted based on the following criterion for the total vector error (TVE) standard metric: \( \text{TVE} = 1\% \). Concretely, the voltage noise is modeled as...
a complex and circularly-symmetric random variable, i.e.,
\[ \sigma_{\text{VR}} = \sigma_{\text{VR}'}, |V|^{2} / (3\sqrt{2}), \] and assuming \( |V| \approx 1 \) p.u.

The results presented below were obtained by proposing an arbitrary initial condition including a 10% deviation from the true state variables. As the initial condition modifies the convergence time of the initialization process, we have chosen a reasonable value that does not increase too much the simulation time needed for all the tests. Besides, the parameters for the CUKF were selected using the same criteria as in [32]. The following a priori transition probability matrix for all the scenarios is assumed:

\[ \Pi = \begin{bmatrix} 10^{-8} & 1 - 10^{-8} \\ 1 - 10^{-10} & 10^{-10} \end{bmatrix}. \quad (18) \]

The results shown in this paper are compared against [7] and [17]. In [7], the equivalent impedance of the network \( Z_{\text{eq}} = R_{\text{eq}} + jX_{\text{eq}} \), i.e., \( Z_{\text{eq}} = (V_{\text{eq}} + jV_{\text{im}}) / (I_{\text{eq}} + jI_{\text{im}}) \) is used to establish the disconnection criteria. This methodology proposes to define two regions of action in the complex impedance plane, called Zone 1 and Zone 2 respectively. The Zone 1 is a circle of diameter 1 p.u and centered at the point \(-j(x_{d} + 1)/2 \) [6]. If the equivalent impedance calculated by the relay \( Z_{\text{eq}} \) reaches Zone 1, the disconnection of the generator units should be done instantly. Also, the relay will then be activated if the equivalent impedance computed by the relay enters into Zone 2 and remains inside for more than 0.3 s [7]. On the other hand, in [17] the sign of the rate of change of resistance \( dR_{\text{eq}}/dt \) is used to define a setting-free approach. To distinguish an LOE event from the slowest power swings, the method defines that \( dR_{\text{eq}}/dt \) must remain negative for more than 1.7 s.

First, we consider the classical two-area and four machine system shown in Fig. 5. The PST is used to perform the simulations. The parameters for the lines and buses can be found in the example file d2asbeg.m. Here, the apparent power base is set to \( S_{\text{base}} = 100 \) MVA. A sub-transient generator model for all generators is assumed with a ESAC4A [26] as the excitation system and a turbine governor as shown in Fig. 4. Besides, all the loads are modeled as conventional PQ buses. The parameters of the sub-transient generator model, as well as the AVR and TG systems, can be found in Tables IV and V in Appendix C. Note that the base for all the generators is set to 900 MVA and saturation effects of the core are considered.

For this power system, all the tested scenarios are listed below. The scenarios fall into three categories: (A) LOE events, (B) external fault events, and (C) bad data. On the one hand, we prove that for the proposed methodology all the cases arising after an LOE event are detected. On the other hand, we verify that external faults do not produce false alarms. For all the scenarios, the system remains in a stationary state for 2 seconds and then a fault is applied.

### A. Two-area power system: Loss of excitation.

**A1:** Heavily loaded generator with lagging power factor \( PF = 0.9746 \). The initial active and reactive power of the generator G1 is set to \( (p_{G1} = 7.00 \) p.u and \( q_{G1} = 1.61 \) p.u.) respectively.

**A2:** Lightly loaded generator with lagging PF = 0.9277 \( (p_{G1} = 4.00 \) p.u and \( q_{G1} = 1.61 \) p.u.).

**A3:** Average loaded generator with lagging PF = 0.9519 \( (p_{G1} = 5.00 \) p.u and \( q_{G1} = 1.61 \) p.u.).

**A4:** Heavily loaded generator with partial LOE. Identical to Scenario A1 with the exception that the field voltage is reduced 50%.

To understand the differences between these scenarios, Fig. 6 shows the equivalent impedance \( Z_{\text{eq}} \) seen from the relay terminals. Here, the LOE fault generates a change in the field voltage of the generator G1 to zero except for the scenario A4. As it can be seen, A1 and A4 are very similar. The difference between them is the time in which the equivalent impedance reaches the relay action zones. For Scenario A2, it can be distinguished that the relay gets triggered because the time in Zone 2 was exceeded. Fig. 7 shows the results of applying the FMDD algorithm for all the cases. As can be observed, the probability of the failure mode \( p_{F} \) exceeds the threshold \( p_{TH} \) after less than one second from the moment that the fault takes place for all cases. In spite of the mismatch between the failure model and the real simulation, the scenario A4 has shown a good performance, thus showing that the proposed method is robust. Also, a Monte-Carlo analysis has been made to guarantee that the noise of the measurements does not affect the quality of the detections. The results are shown in Table I, where we have also included the results using the Berdy criterion and the method proposed in [17] for comparison purposes. Note that the disconnection times are highly reduced in the four different scenarios.
**B. Two-area power system: External faults.**

B1: Three-phase to ground short circuit. The fault is applied in bus number 3. It remains for 133 ms and then it is cleared.

B2: Single line to ground short circuit. The fault is applied in bus number 3. It remains for 200 ms and then it is cleared.

B3: Loss of line with no fault. One of the line between the nodes 101 and 13 is lost and can not be reconnected.

B4: Loss of load at bus 4. The load in bus number 4 is disconnected.

For these scenarios, the probabilities of normal and failure operation are shown in Fig. 8. The results show that the probability of malfunction does not exceed the threshold for any of the simulated scenarios. The disconnection of the generator does not occur even when performing a Monte Carlo analysis, in any of the scenarios and trials made. Analyzing the results, it can be concluded that false alarms could be generated after severe and prolonged faults such as a three-phase to ground. Nevertheless, in such cases, other external protections are more likely to act before the LOE protection.

Finally, it can be concluded that there is a trade-off between the disconnection time and the probability of false alarm depending on the threshold $p_{Thr}$. For this reason, a receiver operation characteristic was obtained after 1000 Monte Carlo trials were performed, considering the scenario A4 as the positive condition and B1 as the negative condition. The results can be seen in Fig. 9, and it can be concluded that values higher than $p_{Thr} > 0.18$ provide a negligible false positive rate under these scenarios. To ensure that false alarms do not occur with a certain safety margin, and to avoid prolonged trip times, we have chosen to set the threshold to $p_{Thr} = 0.5$.

**C. Two-area power system: Bad data.**

In this section, we consider gross errors in the phasor measurements and show how the performance of the different methodologies is degraded. First, we consider that the errors occur in the voltage channel and arrive at different instants of time, defined as variable $t_{bad}$. We assume that the times are distributed following an exponential distribution function, i.e. $t_{bad} \sim \text{Exp}(\lambda_{bad} = 2)$. At these times, the real and imaginary parts of the voltage phasor change suddenly by a multiplicative noise. Considering this, the measurement signals are changed as:

$$V_{bad}^{re} = V_{re} \eta_{bad}, \quad V_{bad}^{im} = V_{im} \eta_{bad}, \quad (19)$$

where $\eta_{bad} \sim \mathcal{N}(1, 0.2)$. As an example, Fig. 10 shows the real and imaginary parts of the phasor voltage at the point of connection for this Scenario (C1). We repeated the Monte Carlo analysis to get the statistics of how many times the methodologies correctly detect the system failure in Scenarios A and how many false alarms are generated by the external faults of Scenarios B. The results are shown in Table II. As can be seen, the relay is the most robust method because it can detect the failure in spite of the bad data included in the measurements, and it does not generate false alarms. Besides, it can be concluded that the performance of our proposal is highly reduced, especially for Scenario A4, where a mismatch between the faulty model and the simulation exists.
On the other hand, it should be taken into account that these types of errors are very unlikely, since they can be filtered by the estimation algorithm or detected by a cyclic redundancy check in the data transmission link. For that reason, we have considered another scenario (C2) where the samples which contain errors are properly detected and discarded. If this occurs, the signal value will be assumed to be equal to the value of the last instant in which no errors were found. In such a case, none of the methods compared has demonstrated to be altered by this condition unless a burst of errors occurs. Then, we found it interesting to analyze how many consecutive bad data points would be needed to degrade the performance of the FMDD algorithm. Fig. 11 shows the true positive rate and the false positive rate as a function of the number of errors accumulated in time. We have considered the scenario A1 as the positive condition and B4 as the negative condition because they have shown to be more susceptible to the absence of new data. Here, the bad data condition is included in the voltage phasor after 3s of simulation, when the dynamics of the system is still dominated by the LOE event. As can be observed, the methodology we propose is more likely to stop detecting LOE events than to generate false alarms. Besides, it can be concluded that the time required to decrease the performance of the method is close to 0.25s, which is equivalent to 15 reports of a PMU.

### D. IEEE 39-Bus System

In this section, a bigger and more complex system as the IEEE 39 bus system is simulated using the PSS/E software. The IEEE 39 bus system is well known as the 10-machine New-England Power System and its line diagram can be seen in Fig. 12. The models used for the generators, exciters, and turbine governor are the GENROU, ESAC4A and TGOV1 [26], respectively. The standard IEEE bus system uses conventional PQ load on all the buses. However, as the composition and utilization of end-use loads are continually evolving based on technological advances, the simulations were made using a dynamic load modeling in bus number 20. The selection of this load was done considering the proximity to the generator affected by the LOE fault. This assumption not only proposes a more realistic scenario, but it also allows us to study short-term voltage stability problems. The structure and parameters of the load model can be found in [33]. Summarizing, these loads consist of large and small induction motors, discharge lighting, constant MVA load, and a static load response. Also included are transformer saturation effects and an equivalent distribution feeder and transformer impedance. We will consider three scenarios:

- **D1** - the generator G5 is subjected to a LOE phenomenon. The field voltage drops to zero and remains constant.
- **D2** - a three-phase to ground fault occurs in bus number 16 with a clearing time of 100 ms and loss of the line (branch 16-17).
- **D3** - a three-phase to ground fault occurs in bus number 16 with a clearing time of 200 ms and loss of the line (branch 16-17).

The fault takes place after 1s of simulation in all scenarios. Scenario D1 was proposed to evaluate the disconnection capability of the FMDD algorithm in a more complex system. On the other hand, Scenarios D2 and D3 were proposed to ensure that the disconnection does not happen when oscillatory
frequencies are present at the point of connection. D2 is a scenario where stable oscillations can be observed, while instability conditions are present in D3.

**Scenario D1:**

Fig. 13 shows the results obtained using the proposed approach. In Fig. 13, the estimated and true state variables are shown simultaneously for the scenario D1. The global estimation of the state vector is computed as the weighted arithmetic mean using all the state vectors and the probabilities $p_i$ as the weights. As it can be observed, the estimates are quite close to the real behavior of the system, though the simulation considers the saturation of the magnetic core (the parameters can be found in the Appendix C) and the fact that these functions are neglected in equations (2e) and (2f). Besides, there are also some differences between the PSS/E governor model (three-pole transfer function) and the one defined by the equation (4a) (single-pole transfer function).

A Monte Carlo analysis is performed again, and the estimated means of the detection times are $\mu_t = 3.7$ s for Berdy’s criterion [7], $\mu_t = 2.93$ s using the methodology proposed in [17], and $\mu_t = 372$ ms using the FMDD algorithm in the scenario D1. It should be noted that the Berdy’s criterion and the FMDD algorithm detected the failure in every single trial. Unfortunately, the algorithm proposed in [17] detected the LOE event in only 12% of the trials. Therefore, in this scenario, the disconnection using the setting-free approach [17] is not guaranteed. Fig. 14 shows what would happen to the system if the relay operates according to Berdy’s criterion and it is compared against the proposed FMDD method. Note that if the relay disconnects the generator using Berdy’s criterion, the voltage in the bus number 20 can be stabilized but it takes several seconds. However, the dynamic load model activates partial load shedding to return the voltage magnitude to a tolerable value. In contrast, if the FMDD algorithm is applied, the generator disconnects earlier and the system stabilizes without the need for any load disconnection.

**Scenarios D2 and D3:**

The simulated scenarios of this section generate frequency oscillations at the point of connection of the generator unit. These situations usually generate an inconvenience for the algorithms and methodologies oriented to detect the LOE phenomena, especially for MHO-based relays [12]. Indeed, the frequency/angular instabilities could generate false alarms and trigger the generator unit without waiting for other types of protections to act. For that reason, slow and fast frequency swings are taken into account in the scenarios D2 and D3 respectively. On the one hand, Fig. 15 shows the estimated and true state variables under the effects of transient instability. The scenario D2 shows that the oscillations have a poor damping, provided by the electromechanical modes, that stabilizes the
system to a state condition. It is worth remembering that the PSS was not modeled. On the other hand, Fig. 16 shows the estimated and true state variables after new instabilities appears at the terminals of the generator. Here, the fault simulated causes loss of synchronism of the generator. As can be seen the speed of the rotor starts with an oscillatory process and it is unable to reach the nominal frequency of the system again. A Monte Carlo analysis is performed again showing that, despite the oscillations, the FMDD algorithm does not detect a LOE condition in the generator in any of the trials made.

It is important to mention that the results presented in these scenarios were obtained when the saturation effects in the generators are neglected. Otherwise, the mismatch between the simulation and the model assumed by the CUKF filters is too large for estimating accurately the state variables, and the method cannot distinguish between a fault and a normal operating state.

V. DISCUSSION

Here, we have assumed a ESAC4A model as the excitation system of the generator unit. This model considers an alternator-supplied controlled-rectifier excitation system which utilizes a full thyristor bridge in the exciter output circuit. However, other excitation systems could be modeled. For example, the AC5A [26] for brushless excitation systems. But as the model becomes more complex, the number of the parameters increases, as well as the state variables. Thus, the algorithm is computationally more expensive and susceptible to the mismatch between the CUKF model and the real one. These considerations should be taken into account when the model is assigned to the generator to protect. Although we present a method that is susceptible to variations in the parameters and in the structure of the generator model, we believe that the growing development carried out in the field of generator model validation and parameter calibration make these assumptions reasonable.

Another limitations to be considered is the quality of the measurements used as an input. Particularly, we have shown that the performance of our method is highly reduced when undetected bad data is present in the phasor measurements. However, if the bad data are properly detected, we have shown that the algorithm is robust even for short bursts of bad data.

VI. CONCLUSIONS

We have presented a new application of the FMDD algorithm to detect the loss of excitation in synchronous generators based on recent advances in dynamic state estimation. Unlike classical methodologies, which make the detection based on a set of electrical variables at the point of connection, our proposal takes advantage of the available information regarding the dynamic behavior of the generator. The results have shown that the disconnection times can be significantly reduced without producing scenarios of malfunction. Besides, as it has been shown in Section IV-D, the automatic disconnection of several loads can be avoided if the protection scheme responds fast enough.

Finally, future works could be focused on expanding the proposed method to include another types of faults, as long as these faults can be modeled in the transition function of the Kalman filter algorithm. In such settings, the classification of the fault could, in principle, be done efficiently for different faulty operation modes. However, the number and types of faults that can be successfully detected using this approach is an open question that requires further research.

APPENDIX A

COMPLEMENTARY EQUATIONS

In this appendix, we list the complementary equations of the model defined by (2a)-(4a):
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Fig. 16. Scenario D3: Global estimation of all the state variables of the generator G5 after a three-phase to ground fault with a clearing time of 200 ms occurs.

\[
E'q = E'_q K_7 + \Psi''_d K_8,
\]
\[
E''_q = -E''_q K_9 - \Psi''_d K_10,
\]
\[
T_e = E''_q I_q - E''_q I_d,
\]
\[
I_d = I_{rc} \sin(\delta) - I_{im} \cos(\delta),
\]
\[
I_q = I_{im} \sin(\delta) + I_{rc} \cos(\delta).
\]

\[
S_q = \frac{E''_q}{\sqrt{E''_q^2 + E''_q^2}} S_f(E'_q, E''_q, S_{1,0}, S_{1,12}), \tag{23a}
\]
\[
S_d = \frac{E''_q K_{11}}{\sqrt{E''_q^2 + E''_q^2}} S_f(E'_q, E''_q, S_{1,0}, S_{1,12}). \tag{23b}
\]

\[
K_1 = x'_q - x_l, \quad K_2 = x'_d - x_{ls}, \quad K_3 = x_d - x'_d,
\]
\[
K_4 = \frac{x'_d - x_l}{x_d - x_{ls}}, \quad K_5 = x_q - x'_q, \quad K_6 = \frac{x'_q - x''_q}{(x'_q - x_l)^2},
\]
\[
K_7 = \frac{x'_d - x_{ls}}{x_d - x_{ls}}, \quad K_8 = \frac{x'_d - x_l}{x'_d - x_l},
\]
\[
K_9 = \frac{x''_d - x_{ls}}{x''_d - x_l}, \quad K_{10} = \frac{x'_q - x''_q}{x_{ls} - x_{ls}}, \quad K_{11} = \frac{(x_q - x_l)}{(x_d - x_l)}.
\]

APPENDIX B

NOMENCLATURE

All the variables and constants used throughout this article are listed in Table III. They are assessed using the per-unit system, unless they are time constants, which are quantized in seconds, or phases, in radians.

APPENDIX C

GENERATOR PARAMETERS

The parameters used for the generator, excitation system and turbine governor are listed in Tables IV and V.
### TABLE III
NOMENCLATURE USED FOR ALL VARIABLES AND CONSTANTS.

| Symbol | Description |
|--------|-------------|
| $\delta/\omega$ | Rotor angle/angular velocity. |
| $E_{d}'/E_{q}'$ | d/q axis transient voltage. |
| $\Psi_{d}'/\Psi_{q}'$ | d/q axis sub-transient flux. |
| $E_{d}'/E_{q}'$ | d/q axis equivalent voltage. |
| $T_{r}/E_{f,d}$ | Electric torque / Field voltage. |
| $T_{m}/T_{v,0}$ | Instantaneous/Steady state mechanical torque. |
| $I_{d}/I_{q}$ | d/q axis stator current. |
| $V_{T,R}$ | Transducer output signal. |
| $V$ | Voltage magnitude at the point of connection. |
| $p_{so}$ | Power system stabilizer signal. |
| $S_{d}/S_{q}$ | d/q axis saturation function. |
| $S_{1}$ | Saturation non-linear function. |
| $S_{1,0}/S_{1,2}$ | Saturation coefficients. |
| $\omega_{0}$ | Nominal rotor speed (1 p.u.). |
| $\omega_x$ | Angular nominal frequency. |
| $r_{A}/x_{A}$ | Stator resistance / Leakage reactance. |
| $x_{d}, x_{q}$ | d/q axis synchronous reactances. |
| $x'_{d}, x'_{q}$ | d/q axis transient reactances. |
| $x''_{d}, x''_{q}$ | d/q axis sub-transient reactances. |
| $T''_{d}, T''_{q}$ | d/q axis transient open circuit time constants. |
| $T''_{d}, T''_{q}$ | d/q axis sub-transient time constants. |
| $D/H$ | Damping factor / Inertia constant. |
| $K_{A}/\frac{1}{2}$ | Exciter / Turbine governor gain. |
| $T_{R}/T_{A}$ | Transducer / Exciter time constant. |
| $T_{c}$ | Turbine governor effective time constant. |
| $V_{REF}$ | Reference voltage of the excitation system. |
| $V_{R_{max}}/V_{R_{min}}$ | Max/min limits for the field voltage value. |
| $T_{m_{max}}/T_{m_{min}}$ | Max/min limits for the mechanical torque. |

### TABLE IV
SYNCHRONOUS GENERATOR DATA IN PER UNIT ($S_{gen} = 900$ MVA). THE VARIABLES ARE IN P.U., AND THE TIME CONSTANTS IN SECONDS.

| Symbol | Description | Value |
|--------|-------------|-------|
| $r_{A}$ | d/q axis resistance | 0.0025 |
| $x_{d}$ | d/q axis reactance | 1.8 |
| $x'_{d}$ | d/q axis transient reactance | 0.3 |
| $x''_{d}$ | d/q axis sub-transient reactance | 0.25 |
| $T_{d_{do}}$ | d/q axis transient open circuit time constant | 8 |
| $T_{q_{do}}$ | d/q axis sub-transient time constant | 0.03 |
| $H$ | Damping factor | 6.5 |
| $D$ | Inertia constant | 2 |
| $x_{q}$ | q axis reactance | 1.7 |
| $x'_{q}$ | q axis transient reactance | 0.55 |
| $x''_{q}$ | q axis sub-transient reactance | 0.4 |
| $T_{q_{do}}$ | q axis transient open circuit time constant | 0.05 |
| $S_{1,0}$ | Saturation coefficient | 0.0654 |
| $S_{1,2}$ | Saturation coefficient | 0.5743 |

### TABLE V
EXCITATION AND TURBINE PARAMETERS. THE VARIABLES ARE IN P.U., AND THE TIME CONSTANTS IN SECONDS.

| Symbol | Description | Value |
|--------|-------------|-------|
| $K_{A}$ | Exciter gain | 200 |
| $T_{R}$ | Transducer time constant | 0.01 |
| $T_{A}$ | Exciter time constant | 0.05 |
| $V_{R_{max}}$ | Max field voltage | 7 |
| $V_{R_{min}}$ | Min field voltage | 7 |

| Symbol | Description | Value |
|--------|-------------|-------|
| $1/r$ | Time constant | 25 |
| $T_{S}$ | Turbine time constant | 0.1 |
| $T_{c}$ | Crankshaft time constant | 0.5 |
| $T_{3}$ | Sub-transient time constant | 1.25 |
| $T_{4}$ | Transient time constant | 5 |
| $T_{m_{max}}$ | Max mechanical time constant | 0.4 |
| $T_{m_{min}}$ | Min mechanical time constant | 1 |