Model systems in heterogeneous catalysis: towards the design and understanding of structure and electronic properties
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We discuss in this paper two case studies related to nano-particle catalyst systems. One concerns a model system for the Cr/SiO2 Phillips catalyst for ethylene polymerization and here we present XPS data to complement the previously published TPD, IRAS and reactivity studies to elucidate the electronic structure of the system in some detail. The second case study provides additional information on Au nano-particles supported on ultrathin MgO(100)/Ag(100) films where we had observed a specific activity of the particle’s rim at the metal–oxide interface with respect to CO2 activation and oxalate formation, obviously connected to electron transfer through the MgO film from the metal substrate underneath. Here we present XPS and Auger data, which allows detailed analysis of the observed chemical shifts. This analysis corroborates previous findings deduced via STM.

Introduction

Catalysts are complex materials! Take heterogeneous catalysis, which is the topic of the present paper, as an example: a reaction between gaseous components proceeds at the surface of a solid material usually containing several components. In order to identify the active part of the catalyst we need to be able to study a very small amount of starting material and products at the surface of the complex material, and we need to be simultaneously able to differentiate the surface of the material from its bulk. This requires the development of specific, surface sensitive techniques and, in order to isolate the action of the various material components, a systematic variation in the complexity of the studied material.1 This variation has to proceed from the most simple to the more complex, and not vice versa. Only by adding complexity will we be able to finally approach the final real system. In this sense, we set up model systems in catalysis, which may be characterized at the atomic level. In addition, we note that progress in the spirit of understanding...
phenomena at the atomic level will only be achieved through experiment and theory going hand-in-hand.\textsuperscript{2}

Since the complex structure of real, supported metal catalysts often hampers the attempt to connect macroscopic effects with the microscopic processes taking place on the surface, an increasing number of model studies have been conducted so far to tackle these questions. For studies of that kind, planar substrates, instead of the technically used porous materials, are needed in order to take full advantage of modern surface spectroscopic and microscopic techniques.\textsuperscript{3,4} Vapor deposition of metals\textsuperscript{5–7} or deposition of metal clusters from the gas phase\textsuperscript{8} under ultrahigh vacuum (UHV) conditions has been preferred in experiments aimed at more fundamental questions about the correlation between the structure and properties of small metal particles.

In these cases, well-ordered substrates are desirable, in order to know where the atoms are. The most straightforward choice in this context is a single crystal sample, of course. Studies of bulk oxides, however, may suffer from severe experimental problems. Their insulating character can restrict or even prevent electron and ion spectroscopic measurements, as well as low-energy electron diffraction (LEED) and scanning tunneling microscope (STM) measurements. It is only in cases where the oxide can be made sufficiently bulk conducting (e.g. TiO\textsubscript{2}), that this limitation may not apply.\textsuperscript{9,10} Other difficulties encountered are related to sample mounting and cleaning (adjustment of surface stoichiometry) or arise from the poor thermal conductivity associated with oxide materials. In this context, ultrathin oxide films grown on a metallic substrate are excellent alternatives in order to circumvent all of these problems.\textsuperscript{6,7,11,12} It has been shown that even films with a thickness of just a few Angstroms may exhibit physical properties characteristic of the bulk material.\textsuperscript{13} The traditional method to prepare such films is the oxidation of the native metal\textsuperscript{13} or an alloy,\textsuperscript{14–17} although this often results in amorphous or polycrystalline overlayers (e.g. Al oxide on Al,\textsuperscript{18–21} or Si oxide on Si\textsuperscript{22,23}) or films with a rather high defect density. This is due to the large mismatch which usually exists between the metal and the oxide lattice (e.g. NiO(100)/Ni(100)\textsuperscript{24}). There are a few examples where well-ordered crystalline films can be obtained in this way (e.g. Cr\textsubscript{2}O\textsubscript{3}(111) on Cr(110)\textsuperscript{25–27} or Al\textsubscript{2}O\textsubscript{3} on NiAl(110)\textsuperscript{14,15} and Ni\textsubscript{3}Al(111)\textsuperscript{16,17}). Therefore, other routes have been proposed. Goodman \textit{et al.}, for example, extensively explored preparation techniques based on the evaporation of a metal (or non-metal) onto a host crystal, mostly a refractory metal, in an ambient oxygen atmosphere.\textsuperscript{11,12,28} This approach allows one to vary the oxide film thickness, and explore whether the oxide film-metal support interface influences the properties of the supported particles. In fact, the oxide film metal interface may be used to control charge transfer from the interface to the supported metal particle.

In this discussion we elaborate on two systems, which we have worked on recently. The first is the design of a model system for the Phillips catalyst (Cr/SiO\textsubscript{2}) for ethylene polymerization, and the second one is the design of a system that allows us to study the action of the oxide-metal nanoparticle interface at the atomic level, \textit{i.e.} Au nano-particles on MgO(100)/Ag(100).

\textbf{(a) Model for the Phillips catalyst}

The Phillips catalyst (Cr/SiO\textsubscript{2}) is used in the large-scale production of polyethylene and has attracted considerable attention in the catalytic community over the last
sixty years. However, the atomic structure of the active site(s) and the reaction mechanism remain controversial, in particular due to the structural complexity and surface heterogeneity of the amorphous silica. However, recently developed thin silica films grown on metals as a well-defined silica support offers the opportunity to investigate mechanistic aspects of the reaction at the atomic scale. The so-called “bilayer” film grown on Ru(0001) consists of two silicate layers, each being formed by the corner sharing of SiO₄ tetrahedra like in sheet silicates, and the film is weakly bonded to the metal surface. Fig. 1(a) shows high-resolution microscopy images of the film surface, obtained in our own laboratories, that are superimposed with a network of N-membered silica rings. Being terminated by fully saturated siloxane bonds and hence essentially hydrophobic, the silica surface could, however, be hydroxylated with the help of low energy electron radiation. It was thought that surface hydroxyls would be acting as anchors for chromium species deposited from certain precursors, ultimately resulting in a well-defined planar model system, schematically shown in Fig. 1(b). These systems could, in principle, be characterized with atomic resolution using STM in combination with other spectroscopic techniques employed in surface science.

In a previous infrared reflection-absorption spectroscopy (IRAS) and temperature programmed desorption (TPD) study, we used Cr physical vapor deposition on amorphous silica films grown on Ru(0001). The films were characterized by structural and electronic properties, and the deposited Cr species were anchored onto the hydroxylated silica surface. The resulting model system was investigated using STM and other surface science techniques. The results provided insights into the reaction mechanism and the role of the silica support in the Phillips catalyst.

Fig. 1  (a) Atomic force microscope (AFM) and STM images of the amorphous bilayer silica film grown on Ru(0001), that are superimposed with a silica network. (b) Schematic view of a planar model system for the Phillips catalyst, where Cr species are anchored onto an atomically flat hydroxylated silicate film (reprinted with permission from ref. 43. Copyright (2017) Elsevier).
deposition,\textsuperscript{43} which led to the reaction of Cr with silanol (Si–OH) species as evidenced by the disappearance of the corresponding IRA band. The adsorption of CO as a probe molecule showed a broad IRA signal at 2055 cm\textsuperscript{-1} and a weak band at 2160 cm\textsuperscript{-1}, which were assigned to CO adsorbed on “naked” Cr sites and on Cr=O species, respectively. On the basis of TPD results, the amount of chromyl species is found to be relatively small. The system is fairly stable as no spectral changes were observed upon heating to 400 K under UHV. In ambient oxygen at elevated temperatures, Cr species become oxidized, thus forming more monochromyl species (and their aggregates) and probably di-oxo chromyl species which do not coordinate CO.

Ethylene adsorption experiments on our model systems were conducted under UHV conditions at low temperature. The observed IRA bands at 2960 and 2874 cm\textsuperscript{-1}, and 1462 and 1381 cm\textsuperscript{-1} are characteristic for stretching $\nu$(C–H) and bending $\delta$(C–H) vibrations, respectively, in R–CH\textsubscript{3} groups. Accordingly, the bands at 2931, 2862 and 1462 cm\textsuperscript{-1} are assigned to C–H vibrations in R–CH\textsubscript{2}–R.\textsuperscript{47} Combined with IRAS results, the TPD spectra indicated the formation and desorption of butene even at 110 K, probably from butadiyl species.\textsuperscript{48} The desorption signals at ~120 K were assigned to a mixture of ethylene and butane. This formation of C\textsubscript{4} molecules at low temperatures would be consistent with the two-step initiation mechanism proposed by Scott and co-workers, in which n-butane is formed.\textsuperscript{33} It has recently been suggested that butene formation results from ethylene oligomerization.\textsuperscript{49,50}

To shed more light on the structure of our model system, we carried out XPS measurements. The O 1s signal in the pristine films on Ru(0001) contains a main signal at 531.6 eV, assigned to oxygen atoms in the various Si–O–Si bonds in the film, and a shoulder at 529.4 eV, assigned to chemisorbed O atoms on Ru(0001) (Fig. 2(a)), in agreement with previous studies.\textsuperscript{40,51–53} For hydroxylation of the silica surface, the film was pre-covered with a thin “ice” layer formed upon water adsorption at 100 K and subsequently irradiated with low energy (200 eV) electrons, as described in detail in ref. 46. The sample was then flashed to 300 K to ensure the desorption of molecular water. Electron bombardment greatly enhances the degree of hydroxylation without destroying the principal structure of the bilayer film as judged using IRAS and also STM, although atomic resolution was not achieved. Apparently, the hydroxylation occurs through the breaking of siloxane bonds in the silica network.\textsuperscript{43,54} In the course of XPS studies, we found certain beam damaging effects which are manifested in a lowering of the intensity of the silanol bands in IRAS after XPS measurements. However, the silanols can be fully recovered through the subsequent re-adsorption of water at 100 K and heating to 300 K. In order to minimize such effects, we used a lower number of scans for recording the Si 2p region, which, in contrast to the O 1s level, shows only one component. This explains the relatively low signal-to-noise ratio in the Si 2p spectra presented in Fig. 2.

Upon hydroxylation, the O(Ru) component (Fig. 2(b)) considerably attenuates and slightly shifts by about 0.2 eV, which is within the spectral resolution of our spectrometer (200 meV). However, the O(Si) and the Si 2p signals exhibit an obvious shift (0.4 eV and 0.8 eV, respectively) towards higher binding energies. In principle, the shifts could be explained by the loss of oxygen at the Ru-silica interface and respective changes in the work function of the substrate underneath the silica.\textsuperscript{51–53} Since the shift in the O(Si) core level is substantially different...
from the Si 2p one (0.4 vs. 0.8 eV), it is more plausible, however, that the observed shifts are, to a large extent, due to chemical changes in the silica framework caused by the formation of silanol bonds.43,46

Cr deposition onto hydroxylated films was carried out at low temperatures in order to prevent the migration of adsorbed metal atoms to the silica/support interface as previously observed for Pd.55 Also, to minimize the above-mentioned beam damaging effects, the XP spectra were recorded with only two scans both for the O 1s and Si 2p regions. Fig. 2(c) shows that the Si 2p level further shifts to higher energies by ~0.8 eV. Concomitantly, a similar shift (~0.7 eV) is found for the O(Si) component. In addition, a very weak signal at ~530.9 eV is observed upon spectral deconvolution. The latter can, in principle, be attributed to the formation of Cr–O bonds, in agreement with IRAS results.41 The formation of Cr–O–Si bonds can also explain well the shift of the oxygen and silica signal towards higher binding energies.

To examine whether Cr migrates to the silica/Ru interface under our conditions, XP spectra were additionally measured at various electron emission angles (between 25 and 90° with respect to the surface plane). Due to the intentionally low amounts of chromium deposited and because of the strong overlap of the most intense Cr 2p signals and the Ru 3s core level, the binding energies of chromium could not precisely be determined. The deconvolution of the spectra

Fig. 2 The O 1s and Si 2p regions of the XP spectra measured at normal electron emissions on: (a) a bilayer silicate film; (b) a hydroxylated silicate film; and (c) a hydroxylated silicate film after chromium deposition. The deconvolution envelope is shown in black.
(Fig. 3(a)) shows, however, that there are at least two Cr components (Cr\textsubscript{A} and Cr\textsubscript{B}). This would be consistent with the presence of “naked” Cr and Cr–O species observed through titration with CO. The peak area ratios between the Cr 2p and Si 2p signals are plotted in Fig. 3(b) as a function of the detection angle. The almost constant value of the peak area ratio suggests that most of the chromium species are located at the surface. Indeed, it is difficult to imagine that CO will penetrate through a silicate film at the low temperature used (85 K) and adsorb on the chromium species underneath, if they exist. Therefore, we may conclude that the shift of both O 1s signals and Si 2p signals upon Cr deposition reflects the bonding of Cr at the silica surface, which, in turn, modified the chemical environment of the atoms involved.

In summary, the XPS data presented in this paper nicely corroborate our previous results on the structure of the Phillips catalyst model system studied using IRAS and TPD. Further investigations, in particular with high resolution STM, are in progress to ultimately determine the atomic structure of the model catalysts.

(b) The oxide-nanoparticle interface

In order to design a model catalyst system that allows us to experimentally study the issues addressed above, a number of pre-requisites have to be fulfilled. Firstly, and foremost, the system has to represent oxide supported metal nano-particles as they are found in dispersed metal catalysts\textsuperscript{36} A model is schematically shown in Fig. 4. Two nano-particles are placed on a thin, epitaxially grown oxide film on a metal support\textsuperscript{4}. The particles have different morphologies, i.e. one is a three-dimensional (3D) nano-particle and the other one assumes a two-dimensional (2D) raft morphology. Depending on the material combination, electrons may tunnel from the metal support underneath the insulating oxide film to the nanoparticle supported on top of it. This process is governed by the energy it takes to remove an electron from the interface between the metal support and the thin oxide film (ionization potential of the interface), as well as by the energy released...
by placing one (or several) electron(s) onto the metal nano-particle on top of the oxide film (electron affinity of the metal nano-particle). \(^{57,58}\) The idea is that scanning tunneling microscopy and spectroscopy (STM, STS) should be well suited to detect this process. In particular, inelastic electron tunneling spectroscopy (IETS) would then – under specific conditions – provide evidence for the number of electrons involved in the transfer process. Furthermore, due to the ability to spatially resolve the local electron density we should be in a position to locate also where the electrons reside on the particle. Here the morphology of the nano-particle plays an important role. Consider the morphology of the nano-particle with respect to the size of the tunneling tip as schematically indicated in Fig. 4. It is obvious that a 3D particle may not be imaged in its entirety at atomic resolution. STM can, in principle, reveal only the exact arrangement of all atoms in a nano-particle if it is planar. For 3D nano-particles only the positions of the surface atoms can be mapped whereas the atomic arrangement on the lateral facets is in most cases difficult to obtain.

Only very recently Calaza \textit{et al.} \(^{59}\) were able to record and image CO\(_2\) reactivity at the rim of two-dimensional Au rafts on MgO(100). As depicted in Fig. 5, in this study advantage was taken of two important factors: on the one hand we exploit

![Fig. 4](image_url)
the morphology (flat raft) of the pristine nano-particle (Fig. 5(a)), which allows us to access the perimeter in detail, and on the other hand we make use of the pronounced electron transfer towards the Au atoms residing at the perimeter, which may be used to induce chemical reactions. In the present case CO$_2$ has been used as a reactant. Fig. 5(b) shows the Au-nano-particle decorated with CO$_2$ at its perimeter, while the differential conductance spectroscopic image shown in Fig. 5(c) clearly reveals the increased electron density at the negatively charged cluster rim. (d) $dI/dV$ spectra taken at the center of the clusters shown in (a) (blue) and (b) (red). The positions of the first (I) and third (III) quantum well state in both spectra are indicated. Note the energy shift towards higher energy of the internal energy scale of the cluster, which is compatible with a CO$_2$ induced decrease of the electron potential well formed by the Au island from ref. 59.

Fig. 5 STM topographic images of a pristine planar Au cluster (a) before and (b) after exposure to CO$_2$, (scan size 8.0 × 8.0 nm$^2$, 50 pA). The Au clusters were prepared by evaporating Au on MgO mono- or bilayer films at 300 K. Subsequently the sample was exposed to 10–15 L of CO$_2$ in a temperature range from 220 to 250 K. Molecules at the cluster perimeter in (b) become visible only when scanning at bias voltages between −0.5 and + 0.5 V. (c) Corresponding d$I$/d$V$ map, displaying the high localization of electron density at the negatively charged cluster rim. (d) d$I$/d$V$ spectra taken at the center of the clusters shown in (a) (blue) and (b) (red). The positions of the first (I) and third (III) quantum well state in both spectra are indicated. Note the energy shift towards higher energy of the internal energy scale of the cluster, which is compatible with a CO$_2$ induced decrease of the electron potential well formed by the Au island from ref. 59.
Since the reaction of a CO₂ dimer to an oxalate (C₂O₄²⁻) molecule has been observed on metal surfaces, which had been electron enriched through alkali adsorption, it is not surprising that the electron-rich supported Au nanoparticles induce the formation of oxalate molecules at their perimeter where the extra electrons are localized. According to the STM studies the reaction is confined to the rim of the particles and the nature of the created species is confirmed through ensemble averaging infrared reflection absorption spectrometry (IRAS), including isotopic labeling studies. When one investigates the distribution of oxalate molecules along the perimeter one finds inhomogeneities, that may be connected to the above mentioned inhomogeneous distribution of extra electrons along the perimeter. To look deeper into this problem we will perform IETS measurements, which will allow us to investigate the exact nature of the individual molecular species and their formation. Here we present XPS and Auger data to evaluate the charge on the particles and point out the importance of separating initial and final state effects. To address this issue empirically, Wagner established the Auger parameter (α), which consists of the difference between the kinetic energies (KEs) of XPS and Auger peaks from the same atom in a given material.

The change noted in this value (Δα) when comparing the same spectra for a given atom in different environments has been shown to relate to changes exclusively in the final state of core-level photoemission processes via the following equation:

$$\Delta \alpha = \Delta (BE_{\text{XPS}} + KE_{\text{Auger}}) = 2\Delta R,$$

where R is defined as the relaxation contribution to the final state of a core-level BE.

A central assumption of this general approach is that ΔBE (−Δεᵢ − ΔRᵢ) will be equal for all electrons, regardless of orbital n. This, however, is empirically false, especially when comparing changes in valence and deeper core levels, which many continue to do by incorporating easily accessed core-valence-valence Auger measurements into their α experiments. To circumvent this problem associated with the original definition put forth by Wagner, a modified Auger parameter (β) was created in which the following (more specific) relationship was proposed:

$$\Delta \beta = \Delta [2E_B(i) - E_B(j) + E_{\text{Kin}}(jjii)] = 2\Delta R_j.$$  (2)

In this case β represents a combination of three experimentally measured values that are chosen in a way that no longer requires the assumptions of equality for all orbital energy differences, Δε, and relaxation energy differences, ΔR. If, for practical reasons, E_B(j) is not accessible in an experiment, a modified version of eqn (2) can be used:

$$\Delta \beta = \Delta [E_B(i) + E_{\text{Kin}}(jjii)] = 2\Delta R_i.$$  (3)

Since ΔR_j = 1/2Δβ and ΔE_B = −Δεᵢ − ΔRᵢ, the initial-state orbital energy shift Δεᵢ can straightforwardly be calculated. The initial- and final-state contributions to the core-level XPS BE shift are then obtained by ΔE_B,initial = −Δεᵢ and ΔE_B,final = −ΔRᵢ since, by convention, Δε and ΔR refer to orbital energies and BE(i) = −ε(i). For the present discussion of Au nanoparticles on MgO thin film substrates
a negative $\Delta E_{\text{B,final}}$, when referenced to atoms in a bulk-like environment, is then indicative of the presence of negatively charged species, and *vice versa*.

The XPS ($\text{Au}4f$) and Auger spectra ($\text{AuM}_{5}\text{N}_{67}\text{N}_{67}$) of a clean Au(111) single crystal are shown in Fig. 6 and serve as bulk reference for $\Delta \beta$ determination in the present study. Spectral fitting gives a BE of 84.0 eV for the Au $4f_{7/2}$ component, as expected. The $\text{M}_{5}\text{N}_{67}\text{N}_{67}$ Auger transition consists of three microstates, of which the most intense ($I_6$, two holes in the 4f, $l = +3$ orbital) at 2015.5 eV KE was used for analysis.

For comparison, we show in Fig. 6 the spectra obtained from large, 3-dimensional Au nano-particles supported on a thick (30 ML) MgO(001) film grown on Ag(001), which has been prepared through the deposition of 0.4 MLE Au at room temperature and subsequent annealing at 573 K. The second component in the Au$4f$ spectra of Au on MgO(001) is due to Mg 2s ionization. There is basically no observable shift between the pure metal substrate and the nano-particulate system in the XPS and Auger spectra, confirming that most of the atoms in the large Au nano-particles are in a bulk-like environment. These spectra need to be compared with those from 0.02 monolayers of Au on a three layer MgO film and on a thirty layer MgO film, taken directly after deposition at 100 K and after annealing at 300 K and 573 K, respectively (Fig. 7). Due to the low Au concentration the spectra are considerably noisier, but they may be clearly fitted by the equivalent components used to fit the spectra in Fig. 6. Note that the spectra obtained directly after deposition at 100 K can only be fitted through the inclusion of two Au species, with one species featuring a considerably higher binding and smaller electron kinetic energy. We will see below that this is compatible with positively charged Au particles even for the ultrathin film.

![Fig. 6](image-url) XPS and X-ray excited Auger reference spectra of Au(111) and 0.4 ML Au on 30 ML MgO(001)/Ag(001).
Via the combination of XPS binding energy shifts and kinetic energy shifts in Auger spectra we are in a position to calculate the modified Auger parameter, which allows a separation of initial state effects, directly connecting to the charge of the particle, and the final state effects due to the screening of the final hole-state. Table 1 summarizes the XPS and Auger data as well as the initial and final state contributions according to the modified Auger parameter ($\beta$). Fig. 8 shows a graphical representation of the various shifts. At 100 K, before the system has been equilibrated, there are positively charged Au species, possibly caused by the deposition process or the nucleation of gold on defect sites, present on both the ultrathin and the thick MgO(001) films. Their presence is consistent with the results of previous XPS and IRAS studies of Au deposited on MgO(001)/Ag(001) thin films. After heating to 300 K the system equilibrates, the positively charged species have disappeared, and the shifts change considerably. In the following we only discuss the situation after equilibration. In the case of the thick

| $T$ K | Au 4f eV | Au M$_3$N$_{5.7}$N$_{6.7}$ eV | $\Delta E_B$ eV | $\Delta E_{kin}$ eV | $\Delta E_{B,\text{final}}$ eV | $\Delta E_{B,\text{initial}}$ eV |
|-------|-----------|--------------------------|---------------|----------------|---------------------------|-----------------|
| Au(111) | 300 | 84.0 | 2015.5 | 0 | $-0.2$ | 0.1 | $-0.1$ |
| 0.4 ML Au/30 ML MgO | 573 | 84.0 | 2015.3 | $-0.2$ | $-0.2$ | 1.155 | $-0.765$ |
| 0.02 ML Au/3 ML MgO | 100 | 84.39 | 2012.8 | 0.39 | $-2.70$ | 1.155 | $-0.765$ |
| 300 | 84.14 | 2013.69 | 0.14 | $-1.81$ | 0.835 | $-0.695$ |
| 573 | 84.0 | 2015 | 0 | $-0.50$ | 0.25 | $-0.25$ |
| 0.02 ML Au/3 ML MgO | 100 | 84.96 | 2012.32 | 0.96 | $-3.18$ | 1.11 | $-0.15$ |
| 300 | 84.70 | 2013.1 | 0.7 | $-2.40$ | 0.85 | $-0.15$ |
| 573 | 84.46 | 2013.9 | 0.46 | $-1.60$ | 0.57 | $-0.11$ |
MgO film the initial state shifts of the main component are small and negative, indicating only minor charge transfer across the Au/MgO interface, and the BE shifts observed in XPS are dominated by final-state contributions. The decrease of $\Delta E_{\text{BE,final}}$ with increasing annealing temperature, which reflects the enhanced possibility of the Au 6s electrons to screen the hole, is consistent with thermally induced particle coarsening.

The situation is different for the ultrathin MgO films: here the initial state shifts are considerably bigger and negative indicating negatively charged Au particles. In particular, we note that, while the final state shifts follow a similar trend for Au on the ultrathin and the thick MgO films, the $\Delta E_{\text{BE,initial}}$ contribution remains large after annealing at 300 K and gets considerably reduced only after heating to 573 K. The latter finding is consistent with a strong reduction of the number of negatively charged, interfacial Au atoms and indicates a change of the Au particle morphology. This is corroborated by inspection of the STM images of Au deposited on ultrathin (2 ML) MgO(001) films shown in Fig. 9 where the particle sizes and their distributions are represented for different Au deposition temperatures (Fig. 9(a) and (b)) and sample annealing temperatures (Fig. 9(c)-(f)). Some of these images have been published in a previous study, where we had indicated that in a temperature range around 450 K the particles change from a 2-dimensional to a 3-dimensional morphology. Here, we include results for a larger set of annealing temperatures and, in light of the discussion about CO$_2$ activation noted at the beginning of this chapter, focus in particular on the evaluation of the images with respect to mean particle area and length of the particle perimeter (Fig. 9(g) and (h)).

Fig. 9(a) and (b) (a: 25 nm × 13 nm, and b: 100 nm × 50 nm) have been taken directly after deposition at 77 K and 310 K, respectively. At 77 K very small islands and individual atoms are observed, and we know from previous studies that this leads to positively charged species. At deposition at room temperature larger flat islands are formed. Fig. 9(c) to (f) are images taken after heating to the given temperatures starting from the 77 K preparation.
Fig. 9 STM images taken at LN2 temperature of Au islands and nanoparticles on 2 monolayers MgO(001)/Ag(001) formed after deposition at 77 K (a), 25 nm × 13 nm, and 310 K (b), 100 nm × 50 nm, and after annealing the sample shown in (a) at a progressively higher temperature, (c–f), 100 nm × 50 nm. Tunneling conditions: $U_{\text{bias}} = + (0.5–0.75)$ V, $I_t = 30$ pA. The mean Au island area and perimeter ratio (see text) are plotted as a function of the annealing temperature in (g) and (h). (Note: the large error bar of the data point at 500 K results from the poor image quality due to a bad STM tip).
It is clear from Fig. 9(g) that after an initial particle agglomeration between 100 K and 200 K the mean particle area remains rather constant between 200 K and 400 K, in the temperature range where 2-dimensional Au particles are stable. After crossing the 2D-to-3D transition, the mean particle area first increases, but decreases again at higher annealing temperatures due mainly to approaching a more favorable spherical particle shape. Note that 2-dimensional Au particles prepared through deposition at room temperature have a much larger mean particle area than those obtained through annealing the low-temperature deposits to a similar temperature (compare Fig. 9(b) and (e) and see the blue mark in Fig. 9(g)), which hints at different nucleation properties and diffusion barriers at the different deposition and annealing temperatures. Most important for the present discussion is the morphological change of the 2-dimensional particles at annealing temperatures between 200 K and 400 K. While the particles display rather arbitrary shapes below 300 K (Fig. 9(c) and (d)), they exhibit a more regular circular shape, and hence a reduced fraction of perimeter atoms, at higher temperature (Fig. 9(e) and (f)). To put this observation in a more quantitative term we plot in (Fig. 9(h)) the perimeter ratio, which is defined as the ratio of the observed perimeter length of an island in relation to the perimeter length of a circular island with the same area, as a function of temperature. It is clear that there is a maximum at 260 K. Since between 200 K and 400 K the island size remains constant one may conclude that the activity might be highest for a sample prepared by annealing to 260 K because the number of perimeter atoms is largest in this case. This conclusion is based on the discussion concerning CO₂ activation discussed at the beginning of this chapter. This is a prediction that needs to be verified through future experiments.

Summarizing this part we notice that the detailed analysis of the XPS and Auger data corroborates the conclusions based on the analysis of the STM data in previous work, that the Au particles carry a negative charge, which is responsible for the observed reactivity of the rim of the particles towards the formation of oxalate species.

Conclusions

We have discussed two different case studies of oxide supported metal catalysts using a model approach. Here we presented mainly XPS data in order to complement results gained by a number of other techniques used in previous studies on the same systems. Since X-ray photoelectron spectroscopy is a generally applied technique, it is important to discuss those results in perspective to the available information. The case studies demonstrate that the simplest interpretation just using the observed shifts in binding energy would be misleading and that a more careful analysis based on a more sophisticated analysis allows us to retrieve information that corroborates results derived from a combination of complementary techniques.
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