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Abstract

Let $\Omega$ be a domain in $\mathbb{R}^d$ and $h(\varphi) = \sum_{k,l=1}^{d} (\partial_k \varphi, c_{kl} \partial_l \varphi)$ a quadratic form on $L_2(\Omega)$ with domain $C^\infty_c(\Omega)$ where the $c_{kl}$ are real symmetric $L_\infty(\Omega)$-functions with $C(x) = (c_{kl}(x)) > 0$ for almost all $x \in \Omega$. Further assume there are $a, \delta > 0$ such that $a^{-1} d_\Gamma^\delta I \leq C \leq a d_\Gamma^\delta I$ for $d_\Gamma \leq 1$ where $d_\Gamma$ is the Euclidean distance to the boundary $\Gamma$ of $\Omega$.

We assume that $\Gamma$ is Ahlfors $s$-regular and if $s$, the Hausdorff dimension of $\Gamma$, is larger or equal to $d - 1$ we also assume a mild uniformity property for $\Omega$ in the neighbourhood of one $z \in \Gamma$. Then we establish that $h$ is Markov unique, i.e. it has a unique Dirichlet form extension, if and only if $\delta \geq 1 + (s - (d - 1))$. The result applies to forms on Lipschitz domains or on a wide class of domains with $\Gamma$ a self-similar fractal. In particular it applies to the interior or exterior of the von Koch snowflake curve in $\mathbb{R}^2$ or the complement of a uniformly disconnected set in $\mathbb{R}^d$.

Keywords: Diffusion process, Markov uniqueness, Degenerate partial differential equation, Ahlfors regularity, Hardy inequality

2010 MSC: 47D07, 35J70, 35K65

*Corresponding author

Email addresses: juha.lehrback@jyu.fi (Juha Lehrbäck), derek.robinson@anu.edu.au (Derek W. Robinson)

Preprint submitted to Nonlinear Analysis: Theory, Methods & Applications September 2, 2015
1. Introduction

The theory of diffusion processes has a distinct probabilistic character and is most naturally studied on $L_1$-spaces. Consequently much of the analysis of such processes has relied on methods of stochastic differential equations or stochastic integration. Our aim, however, is to examine symmetric diffusion problems on domains of Euclidean space with the techniques of functional analysis and semigroup theory. In particular we focus on the characterization of uniqueness of the $L_1$-theory on domains with rough or fragmented boundaries. First we formulate the problem of diffusion as a problem of finding extensions of a given elliptic operator which generate semigroups with the general characteristics suited to the description of diffusion.

Let $\Omega$ be a domain in $\mathbb{R}^d$, i.e. a non-empty open connected subset, with boundary $\partial \Omega$ and $S = \{S_t\}_{t \geq 0}$ a strongly continuous, positive, contraction semigroup on $L_1(\Omega)$. If the positive normalized functions in $L_1(\Omega)$ are viewed as probability distributions then $S$ has the basic properties required for description of their evolution with time. For brevity we refer to $S$ as a diffusion semigroup. We define $S$ to be symmetric if

$$(S_t \varphi, \psi) = (\varphi, S_t \psi)$$

(1)

for all $\varphi \in L_1(\Omega)$, all $\psi \in L_1(\Omega) \cap L_\infty(\Omega)$ and all $t \geq 0$. It follows that $S$ extends by continuity from $L_1(\Omega) \cap L_\infty(\Omega)$ to a weakly$^*$ continuous semigroup on $L_\infty(\Omega)$ which we also denote by $S$. The extended semigroup is automatically equal to the adjoint semigroup $S^* = \{S_t^*\}_{t \geq 0}$. Then $S$ can be defined on $L_p(\Omega)$ for each $p \in [1, \infty)$ by interpolation. In particular $S$ is a self-adjoint, positive, contraction semigroup on $L_2(\Omega)$. If $H$ is the positive, self-adjoint generator of $S$ it then follows from the Beurling–Deny criteria (see, for example, [24]) that the corresponding quadratic form $h(\varphi) = \|H^{1/2} \varphi\|^2_2$ with $\varphi \in D(h) = D(H^{1/2})$ is a Dirichlet form. Therefore the semigroup $S$ is submarkovian, i.e. if $0 \leq \varphi \leq 1$ then $0 \leq S_t \varphi \leq 1$ for all $t > 0$, by the theory of Dirichlet forms [1, 7].

Next define the operator $H_0$ on the domain $D(H_0) = C_c^\infty(\Omega)$ by

$$H_0 \varphi = -\sum_{k,l=1}^d \partial_k c_{kl} \partial_l \varphi$$

(2)

where $c_{kl} = c_{lk} \in W^{1, \infty}(\Omega)$ are real and the matrix of coefficients $C(x) = (c_{kl}(x)) > 0$ for all $x \in \Omega$ in the sense of matrix order. The corresponding
diffusion problem consists of classifying all extensions of $H_0$ in $L_1(\Omega)$ which generate symmetric diffusion semigroups. One can establish the existence of at least one such extension by quadratic form techniques. Let $h_0$ be the positive, quadratic form associated with $H_0$ on $L_2(\Omega)$, i.e.
\begin{equation}
    h_0(\varphi) = (\varphi, H_0 \varphi) = \sum_{k,l=1}^{d} (\partial_k \varphi, c_{kl} \partial_l \varphi)
\end{equation}
for all $\varphi \in D(h_0) = C_c^\infty(\Omega)$. Since $H_0$ is a symmetric operator on $L_2(\Omega)$ the form $h_0$ is closable and the closure, which we denote by $h_D$, is automatically a Dirichlet form [1, 7]. The corresponding positive, self-adjoint operator $H_D$, the Friedrichs’ extension of $H_0$, generates a positive, contraction semigroup $S^D$ on $L_2(\Omega)$ which extends to a similar semigroup on each of the $L_p$-spaces. The extension to $L_1(\Omega)$ automatically satisfies the symmetry relation (1). Therefore $H_D$ generates a symmetric diffusion semigroup on $L_1(\Omega)$. The extension $H_D$ corresponds to Dirichlet boundary conditions on $\partial \Omega$. But the same argument establishes that each Dirichlet form extension of $h_0$ determines the generator of a symmetric diffusion semigroup on $L_1(\Omega)$. Therefore there is a one-to-one correspondence between extensions of $H_0$ on $L_1(\Omega)$ which generate symmetric diffusion semigroups and Dirichlet form extensions of $h_0$ on $L_2(\Omega)$. The classification of extensions of $H_0$ which generate symmetric diffusion semigroups on $L_1(\Omega)$ is now reduced to the more amenable and transparent problem of classifying the Dirichlet form extensions of $h_0$ on $L_2(\Omega)$.

The Dirichlet form extensions of $h_0$ have a fundamental ordering property. The closure $h_D$ is the smallest Dirichlet form extension of $h_0$ but there is also a largest such extension $h_N$. The maximal extension $h_N$ is defined on the domain
\begin{equation}
    D(h_N) = \{ \varphi \in W^{1,2}_{loc}(\Omega) : \Gamma(\varphi) + \varphi^2 \in L_1(\Omega) \}
\end{equation}
where $\Gamma(\varphi) = \sum_{k,l=1}^{d} c_{kl} (\partial_k \varphi)(\partial_l \varphi)$ is the carré du champ, by setting
\begin{equation}
    h_N(\varphi) = \int_\Omega dx \Gamma(\varphi)(x)
\end{equation}
for $\varphi \in D(h_N)$. Then $h_N$ is a Dirichlet form and the associated operator $H_N$ is the extension of $H_0$ corresponding to generalized Neumann boundary conditions. But if $k$ is a general Dirichlet form extension of $h_0$ then $D(h_D) \subseteq D(k) \subseteq D(h_N)$ (see [7], Section 3.3, [26], Theorem 1.1, or [27], Theorem 2.1).
Thus $h_N \leq k \leq h_D$ in the sense of ordering of quadratic forms. Clearly all the Dirichlet form extensions $k$ are equal in the interior of $\Omega$ and differ only by their behaviour at the boundary. If $d = 1$ then a classification of the possible extensions can be extracted from the general analysis of Feller [6]. But a classification of the extensions in terms of boundary conditions seems well beyond reach if $d \geq 2$. The multi-dimensional problem is complicated by the wide range of geometric possibilities for $\Omega$ and the wide variety of possible boundary conditions. Nevertheless these observations give a direct approach to the characterization of uniqueness of a Dirichlet form extension and consequently the uniqueness of the solution to the diffusion problem.

First define the form $h_0$ to be Markov unique if the closure $h_D$ is the unique Dirichlet form extension. Thus $h_0$ is Markov unique if and only if $h_D = h_N$. It was established in [26, 27] (see also Section 2) that this latter condition is equivalent to the boundary $\partial \Omega$ having capacity zero measured with respect to the form $h_N$. This criterion is a property which depends on the degeneracy of the coefficients $c_{kl}$ near the boundary together with the regularity and uniformity properties of $\partial \Omega$. It does not, however, depend on any smoothness of the coefficients. Therefore in the subsequent analysis of the uniqueness problem we replace the assumption $c_{kl} \in W^{1,\infty}(\Omega)$ by the weaker assumption $c_{kl} \in L_{\infty}(\Omega)$. Specifically we now assume that $h_0$ is defined by (3) with real coefficients $c_{kl} = c_{lk} \in L_{\infty}(\Omega)$ and with $C(x) = (c_{kl}(x)) > 0$ for almost all $x \in \Omega$. Then for each compact subset $K \subset \Omega$ there is a $c_K > 0$ such that $C(x) \geq c_K I$ for almost all $x \in K$. Hence $h_0$ is closable (see [17], Section II.2b) and one can again define $h_D$ as the closure. Moreover $h_N$, defined as above, is again a Dirichlet form (see [23], Proposition 2.1). Therefore one can analyze the Markov uniqueness condition $h_D = h_N$ in this broader framework. This equality depends critically on the behaviour of the coefficients on the boundary and we next formulate an appropriate degeneracy condition.

Let $d(x; y)$ denote the Euclidean distance from $x$ to $y$ and $B(x; r)$ the open Euclidean ball with centre $x$ and radius $r$. Further, we set $d_A(x) = \inf_{z \in A} d(x; z)$ for each non-empty subset $A \subset \mathbb{R}^d$. Then, denoting the boundary of $\Omega$ by $\Gamma$, we assume there is a $\delta \geq 0$ and for each bounded non-empty subset $A \subset \Gamma$ there are $a, b, r > 0$ such that

$$a d_{\Gamma}(x)^{\delta} I \leq C(x) \leq b d_{\Gamma}(x)^{\delta} I$$

(4)

for almost all $x \in A_r$ where $A_r = \{x \in \overline{\Omega} : d_A(x) < r\}$ is the (inner) $r$-neighbourhood of $A$. 
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Next we place some mild geometric restraints on the domain $\Omega$.  

First we suppose that $\Gamma$ satisfies a property of Ahlfors $s$-regularity. Specifically we assume that there is a regular Borel measure $\mu$ on $\Gamma$ and an $s > 0$ such that for each subset $A = \Gamma \cap B(x_0; R_0)$, with $x_0 \in \Gamma$ and $R_0 > 0$, one can choose $c > 0$ so that

$$c^{-1} r^s \leq \mu(A \cap B(x; r)) \leq c r^s \quad (5)$$

for all $x \in A$ and $r \in (0, 2R_0)$. This is a locally uniform version of the Ahlfors regularity property used in the theory of metric spaces (see, for example, the monographs [2, 29, 9, 18]). It implies that $\mu$ and the Hausdorff measure $\mathcal{H}^s$ on $\Gamma$ are locally equivalent and $s = d_H(\Gamma)$, the Hausdorff dimension of $\Gamma$. The terminology regular is somewhat misleading as an Ahlfors regular boundary can be quite ‘rough’, e.g. the boundary of the von Koch snowflake (see Section 5) is Ahlfors regular. Condition (5) does, however, imply that $\Gamma$ is regular in the sense that each of the subsets $\Gamma_{x,r} = \Gamma \cap B(x; r)$ with $x \in \Gamma$ has Hausdorff dimension $s$.

Secondly, if $s \geq d - 1$ we assume a local form of the uniformity property introduced by Martio and Sarvas [21]. If $z \in \Gamma$ and $R > 0$ set $\Omega_{z,R} = \Omega \cap B(z; R)$. Then $\Omega_{z,R}$ is defined to be $\Omega$-uniform if there is a $\sigma \geq 1$ such that for all $x, y \in \Omega_{z,R}$ there is a rectifiable curve $\gamma: [0, 1] \mapsto \Omega$ with $\gamma(0) = x$, $\gamma(1) = y$ and length at most $\sigma d(x; y)$ such that $d_T(w) \geq \sigma^{-1}(d(x; w) \wedge d(w; y))$ for all $w \in \gamma([0, 1])$. Note that the curve $\gamma$ is in $\Omega$ but is not constrained to $\Omega_{z,R}$.

The local uniformity condition has two elements. First, if an arbitrary pair of points $x, y \in \Omega_{z,R}$ can be joined by a rectifiable curve in $\Omega$ then $\Omega_{z,R}$ must belong to a connected component of $\Omega \cap B(z, \sigma R)$ (but note that $\Omega_{z,R}$ need not be connected). Secondly, it is necessary for the detailed properties of the curves $\gamma$ that the boundary subset $\Gamma_{z,R} = \Gamma \cap B(z; R)$ has the characteristics of the boundary of a uniform domain. For example, if $d = 2$ then outward pointing parabolic cusps, inward pointing antennae or slits which separate locally are all forbidden.

The foregoing assumptions allow a rather simple characterization of Markov uniqueness in terms of the order of degeneracy $\delta$ of the coefficients of the form $h_0$ at the boundary $\Gamma$ and the Hausdorff dimension $s$.

**Theorem 1.1.** Let $\Omega$ be a domain in $\mathbb{R}^d$ with boundary $\Gamma$. Assume $\Gamma$ satisfies the Ahlfors $s$-regularity property (5) with $s \in (0, d)$. Further, if $s \in [d - 1, d)$ assume there is a $z \in \Gamma$ and an $R > 0$ such that $\Omega_{z,R}$ is $\Omega$-uniform. Finally
assume the coefficients of the form $h_0$ satisfy the degeneracy condition (4) for $\delta \geq 0$.

Then the form $h_0$ is Markov unique, i.e. $h_D = h_N$, if and only if $\delta \geq 1 + (s - (d - 1))$.

Theorem 1.1 is a straightforward illustration of our principal results. In the sequel (see Section 4) we describe situations with the index of regularity $s$ and the order of degeneracy $\delta$ taking different values on distinct components and faces of the boundary. This introduces a number of extra complications but the basic elements of the proofs are already contained in the proof of the simpler theorem.

Despite the relative simplicity of Theorem 1.1 it does cover a variety of interesting examples. First if $\Omega$ is a Lipschitz domain then the regularity and uniformity assumptions of the theorem are valid with $s = d - 1$ (see Section 5). Therefore $h_0$ is Markov unique if and only if $\delta \geq 1$. Secondly, the theorem also applies to a broad class of domains whose boundaries are self-similar fractals. In particular it is applicable if $d = 2$ and $\Omega$ is the interior, or exterior, of the von Koch snowflake. Therefore $h_0$ is Markov unique if and only if $\delta \geq s$ with $s = \log 4/\log 3$, the Hausdorff dimension of the snowflake. Thirdly, the conclusions of the theorem are stable under the subtraction of Ahlfors $s'$-regular subsets of the interior of $\Omega$ with $s' \leq s$ (see Corollary 3.7). Finally let $\Gamma$ be a uniformly disconnected subset of $\mathbb{R}^d$ (see, for example, [9] Section 14.24). MacManus, [19] page 275, observed that by the compactness argument of Väisälä, [30] Theorem 3.6, the complement $\Omega = \mathbb{R}^d \setminus \Gamma$ is a uniform domain. (We give an explicit proof of this result in Lemma 3.9.) Therefore Theorem 1.1 in combination with this observation immediately gives the following corollary.

**Corollary 1.2.** Let $\Omega = \mathbb{R}^d \setminus \Gamma$ where $\Gamma$ is a closed uniformly disconnected set satisfying the Ahlfors $s$-regularity property (5) with $s \in (0, d)$. Further assume the coefficients of the form $h_0$ satisfy the degeneracy condition (4) for $\delta \geq 0$.

Then the form $h_0$ is Markov unique, i.e. $h_D = h_N$, if and only if $\delta \geq 1 + (s - (d - 1))$.

In particular if $\Gamma$ is the usual Cantor dust with granular ratio $\lambda \in (0, 1/2)$ then $\Gamma$ is uniformly disconnected and $s = d_H(\Gamma) = d \log 2/ \log(1/\lambda)$. This is of interest as the Hausdorff dimension can take all values between 0 and $d$ as $\lambda$ varies from 0 to 1/2. Note that by setting $\delta = 0$ and $C(x) = I$ one
deduces that the Laplacian defined on $C^\infty_c(\Omega)$ is Markov unique if and only if $d_H(\Gamma) \leq d - 2$.

2. Preliminaries

In this section we gather some preliminary results which are needed in the proof of Theorem 1.1. First we recall some earlier results which characterize Markov uniqueness by a zero capacity condition on the boundary $\Gamma$. Secondly, we establish some implications of Ahlfors regularity and local uniformity of the boundary.

The Markov uniqueness criterion $h_D = h_N$ is by definition equivalent to the density, with respect to the $D(h_N)$-graph norm $\psi \mapsto \|\psi\|_{D(h_N)} = (h_N(\psi) + \|\psi\|_2^2)^{1/2}$, of $C^\infty_c(\Omega)$ in $D(h_N)$. But this criterion is a boundary condition and in earlier papers [26, 27, 25] it was established that it is equivalent to $\Gamma$ having zero capacity relative to the form $h_0$. These earlier results were stated for forms with coefficients $c_{kl} \in W^{1,\infty}(\Omega)$ or $W^{1,\infty}_{loc}(\Omega)$ but in fact no smoothness of the coefficients is necessary. The property of importance is the density in $D(h_N)$, equipped with the graph norm, of the subspace $(D(h_N) \cap L^\infty(\Omega))_c$ of bounded functions in $D(h_N)$ with compact support in $\Omega$. This density property follows from the boundedness of the coefficients $c_{kl}$ of $h_0$. In fact the density holds for large classes of coefficients which grow at infinity but fails in general (see [22], Section 2.7, or [23], Lemma 2.3, and [25], Section 4).

The capacity of a subset $A$ of $\overline{\Omega}$ relative to the form $h_0$ is defined by

$$\text{cap}_{h_0}(A) = \inf \left\{ \|\psi\|^2_{D(h_N)} : \psi \in D(h_N), \ 0 \leq \psi \leq 1 \text{ and there exists an open set } U \subset \mathbb{R}^d \text{ such that } U \supseteq A \text{ and } \psi = 1 \text{ on } U \cap \Omega \right\}.$$

The definition of $\text{cap}_{h_0}(A)$ is analogous to the canonical definition of the capacity associated with a Dirichlet form [1, 7] and if $\Omega = \mathbb{R}^d$ the two definitions coincide. The two capacities share many general characteristics. If $A$ is measurable then $\text{cap}_{h_0}(A) \geq |A|$ where $|A|$ denotes the Lebesgue measure of $A$. Moreover, the map $A \to \text{cap}_{h_0}(A)$ is monotonic, if $A_n$ is an increasing family of measurable sets then $\text{cap}_{h_0}(\cup_{n \geq 1} A_n) = \lim_{n \to \infty} \text{cap}_{h_0}(A_n)$ and if $A_n$ is a decreasing family of compact sets then $\text{cap}_{h_0}(\cap_{n \geq 1} A_n) = \lim_{n \to \infty} \text{cap}_{h_0}(A_n)$.

The following proposition is a slight extension of Theorem 1.2 of [26].
Proposition 2.1. Let $\Omega$ be a domain in $\mathbb{R}^d$ with boundary $\Gamma$ and $h_0$ the quadratic form with $L_\infty$-coefficients defined by (3).

The following conditions are equivalent:

I. $h_D = h_N$,

II. $\text{cap}_{h_0}(\Gamma) = 0$.

Theorem 1.2 of [26] gives a similar statement for $c_{kl} \in W^{1,\infty}(\Omega)$. This smoothness property ensures that $h_0$ is the form of a symmetric operator. But the argument used to establish the statement does not depend on smoothness.

The degeneracy conditions (4) and regularity conditions (5) have not been assumed in Proposition 2.1. The upper bounds of (4) and the lower bounds of (5) are, however, critical for the subsequent verification of the criterion $\text{cap}_{h_0}(\Gamma) = 0$ (see Section 3). Another crucial factor is the growth in volume of inner neighbourhoods $A_r = \{x \in \overline{\Omega} : d_A(x) < r\}$ of subsets $A$ of $\Gamma$. The simplest estimates on the growth are given by the following lemma.

Lemma 2.2. Let $A$ be a bounded non-empty subset of the boundary $\Gamma$ of the domain $\Omega$ and $\mu$ a regular Borel measure on $A$.

I. If there exist $a, R > 0$ and $s \in (0, d)$ such that $\mu(A \cap B(x; r)) \geq ar^s$ for all $x \in A$ and all $r \in (0, R)$ then there exists a $c > 0$ such that

$$|A_r| \leq cr^{d-s}$$

for all $r \in (0, R)$.

II. If there exist $b, b', R' > 0$ and $s \in (0, d)$ such that $\mu(A \cap B(x; r)) \leq br^s$ and in addition $|\Omega \cap B(x; r)| \geq b'r^d$ for all $x \in A$ and all $r \in (0, R')$ then there exists a $c' > 0$ such that

$$|A_r| \geq c' r^{d-s}$$

for all $r \in (0, R')$.

Proof. If $\Omega = \mathbb{R}^d$ and $A$ is a general bounded non-empty subset then the proposition follows from Lemma 2.1 in [28]. The proof of the latter lemma is based on a standard packing/covering argument.

If $\Omega \subset \mathbb{R}^d$ then Statement I is an immediate corollary of the case $\Omega = \mathbb{R}^d$ because $|A_r| \leq |\{x \in \mathbb{R}^d : d_A(x) \leq r\}|$. The proof of Statement II is also a corollary of the argument in [28] but the lower bound on $|\Omega \cap B(x; r)|$ is essential.
Since the assumptions of Lemma 2.2.I imply that \(|\{x \in \mathbb{R}^d : d_A(x) < r\}| \leq c r^{d-s}\) for all small \(r > 0\) it follows in the limit \(r \to 0\) that \(|A| = 0\). In particular if the boundary \(\Gamma\) of the domain \(\Omega\) is Ahlfors \(s\)-regular with \(s \in (0, d)\) then \(|\Gamma| = 0\).

The lower bounds on \(|A_r|\) given by the second statement of Lemma 2.2 depend on the bounds \(|\Omega \cap B(x ; r)| \geq b' r^d\). These latter bounds are not generally valid but require some additional assumptions. One general result in this direction is the following.

**Proposition 2.3.** Assume the boundary \(\Gamma\) satisfies the Ahlfors \(s\)-regularity condition (5) with \(s \in [0, d-1)\). If \(A = \Gamma_{z,R}\) for some \(z \in \Gamma\) and some \(R > 0\) then there are \(c', R' > 0\) such that

\[
|A_r| \geq c' r^{d-s}
\]

for all \(r \in (0, R')\).

**Proof.** The proof follows by establishing that \(|\Omega \cap B(x ; r)| = |\mathbb{R}^d \cap B(x ; r)|\) for all \(x \in A\) and \(r > 0\).

Set \(B = B(x ; r)\). If \(\Omega'\) denotes the interior of the complement \(\Omega^c\) of \(\Omega\) then \(\mathbb{R}^d = \Omega \cup \Omega' \cup \Gamma\) and \(|\mathbb{R}^d \cap B| = |\Omega \cap B| + |\Omega' \cap B| + |\Gamma \cap B|\). But it follows from the Ahlfors regularity that \(|\Gamma \cap B| = 0\). Now assume \(\Omega' \cap B \neq \emptyset\). Then \(\Gamma \cap B\) separates \(\Omega \cap B\) and \(\Omega' \cap B\), i.e. each rectifiable curve in \(B\) starting at \(x_0 \in \Omega \cap B\) and ending at \(x_1 \in \Omega' \cap B\) has an intermediate point in \(\Gamma \cap B\). Therefore \(\Gamma \cap B\) has topological dimension \(d - 1\). Consequently, the Hausdorff dimension \(s\) of \(\Gamma \cap B\) is greater or equal to \(d - 1\) (see [10], Section VII.4, or [9], Section 8.13). But this is a contradiction so one must have \(\Omega' \cap B = \emptyset\). Hence \(|\Omega \cap B| = |\mathbb{R}^d \cap B| = |B(0 ; 1)| r^d\). Now the lower bound (8) follows from Statement II of Proposition 2.2. \(\square\)

The lower bounds of Proposition 2.3 are independent of any uniformity property of \(\Omega\). But if there is a \(z \in \Gamma\) and \(R > 0\) such that \(\Omega_{z,R}\) is \(\Omega\)-uniform then one has similar bounds for \(s \in [d - 1, d)\) in the neighbourhood of the point of uniformity.

**Proposition 2.4.** Assume the boundary \(\Gamma\) satisfies the Ahlfors \(s\)-regularity condition (5) with \(s \in [d-1, d)\). Further assume there is a \(z \in \Gamma\) and an \(R > 0\) such that \(\Omega_{z,R}\) is \(\Omega\)-uniform.

It follows that if \(A = \Gamma_{z,R/2}\) then there exist \(c', R' > 0\) such that

\[
|A_r| \geq c' r^{d-s}
\]

for all \(r \in (0, R')\).
for all \( r \in (0, R') \).

**Proof.** It suffices to prove that there are \( b' > 0 \) and \( R' \in (0, R/2) \) such that

\[
|\Omega_{z,R} \cap B(x; r)| \geq b' r^d
\]  

(10)

for all \( x \in \Gamma_{z,R/2} \) and \( r \in (0, R') \). Then Lemma 2.2.II applied to \( A = \Gamma_{z,R/2} \) gives

\[
|A_r| = |\{x \in \Omega : d_A(x) < r\}| = |\{x \in \Omega_{z,R} : d_{\Gamma_{z,R/2}}(x) < r\}| \geq c' r^{d-s}
\]

for \( r \in (0, R') \).

The estimate (10) is, however, a consequence of the uniformity of \( \Omega_{z,R} \) by the following argument.

Fix \( x \in \Gamma_{z,R/2} \) and \( y \in \Omega \) with \( d(x; y) = r \in (0, R/2) \). Therefore \( y \in \Omega_{z,R} \). Let \( \gamma : [0, 1] \to \Omega \cup \{x\} \) be a curve joining \( x \) and \( y \) which satisfies the local uniformity properties. Then the length of \( \gamma \) is bounded from above by \( \sigma d(x; y) = \sigma r \). Therefore \( d(t; x) \leq \sigma r \) for each \( t \in \gamma([0,1]) \). But one also has \( d_{\Gamma}(t) \geq \sigma^{-1}(d(t; x) \wedge d(t; y)) \). In particular if \( t \) is the midpoint of \( \gamma \) then \( 2 \sigma d(t; x) \geq r \) and \( d_{\Gamma}(t) \geq (2\sigma)^{-1}r \). Consequently, \( B(t; (2\sigma)^{-1}r) \subseteq B(x; (\sigma + (2\sigma)^{-1}) r) \cap \Omega \). Then replacing \( r \) by \( (\sigma + (2\sigma)^{-1})^{-1} r \) one deduces that \( B(t; \rho r) \subseteq \Omega \cap B(x; r) \) for all \( r \in (0, R') \) with \( \rho = (1 + 2\sigma^2)^{-1} \) and \( R' = \sigma \rho R \). Then (10) follows immediately with \( b' = |B(0; 1)| \rho^d \).

The bounds on \( |A_r| \) for the subsets \( A = \Gamma_{x,R} = \Gamma \cap B(x; R) \) of the boundary \( \Gamma \) of \( \Omega \) are fundamental for the proof of Theorem 1.1. The estimates are also related to the existence of the Minkowski dimension \( d_M(A) \) of \( A \). There are a number of possible definitions of the Minkowski dimension but the appropriate definition in the current context would be

\[
d_M(A) = d - \lim_{r \to 0} \log |A_r|/\log r
\]

whenever the limit exists. It follows, however, from the Ahlfors \( s \)-regularity of \( \Gamma \) that the limit exists and \( d_M(A) = d_H(A) = s \). (For a fuller discussion of Ahlfors regularity property and the equality of various possible dimensions see [14], Lemma 2.1, and [16], Theorems 4.1 and 4.2).

Next we note that the Ahlfors \( s \)-regularity property (5) implies local equivalence of Hausdorff measure and Hausdorff content. This is directly related to the observation that the regularity property implies local equivalence of the measure \( \mu \) and the Hausdorff measure \( \mathcal{H}^s \). In fact the lower
bound in the Ahlfors property (5) implies that if \( A = \Gamma \cap B(x_0; R_0) \) with \( x_0 \in \Gamma \) and \( R_0 > 0 \) then there is an \( a > 0 \) such that \( \mathcal{H}^s(E) \leq a \mu(E) \) for all Borel subsets \( E \subseteq A \). Conversely, the upper bound of (5) implies that there is a \( b > 0 \) such that \( \mu(E) \leq b \mathcal{H}^s(E) \) for all \( E \subseteq A \). Hence \( \mu \) and \( \mathcal{H}^s \) are equivalent on \( A \) and \( s = d_H(A) \). (See, for example, [9], Section 8.7.)

Now the Hausdorff measure \( \mathcal{H}^s(E) \) of each Borel subset \( E \) of \( \mathbb{R}^d \) is defined by

\[
\mathcal{H}^s(E) = \lim_{t \to 0} \mathcal{H}^s_t(E)
\]

where

\[
\mathcal{H}^s_t(E) = \inf \left\{ \sum_{j=1}^{\infty} \text{diam}(U_j)^s : \text{diam}(U_j) < t; \ E \subseteq \bigcup_j U_j \right\},
\]

for all \( s, t > 0 \). But the Hausdorff content of \( E \) is defined as \( \mathcal{H}^s_{\infty}(E) \), i.e. there is no restriction on the diameters of the sets in the cover. Moreover, in these definitions it suffices to consider covers of \( E \) by balls \( B_j = B(x_j; r_j) \) with \( x_j \in E \).

**Lemma 2.5.** If \( \Gamma \) satisfies the Ahlfors \( s \)-regularity property (5) and \( A = \Gamma \cap B(x_0; R_0) \) with \( x_0 \in \Gamma \) and \( R_0 > 0 \) then there is a \( c > 0 \) such that

\[
\mathcal{H}^s(E) \leq \mathcal{H}(E) \leq c \mathcal{H}^s_{\infty}(E)
\]

for all Borel subsets \( E \subseteq A \).

**Proof.** The lower bound follows directly from the definition of \( \mathcal{H}^s \) and \( \mathcal{H}^s_{\infty} \). To establish the upper bound let \( \{B_j\}_{1 \leq j \leq N} \) be a covering of \( E \) by balls \( B_j = B(x_j; r_j) \) with \( x_j \in E \) and \( r_j > 0 \). Then

\[
\mathcal{H}^s(E) \leq a \mu(E) \leq a \sum_{j=1}^{N} \mu(B_j) \leq a c \sum_{j=1}^{N} r_j^s
\]

and taking the infimum over the possible covers one deduces that \( \mathcal{H}^s(E) \leq a c \mathcal{H}^s_{\infty}(E) \). \( \square \)

Finally we derive an estimate which is relevant to the derivation of a local version of the weighted Hardy inequality. This will be of importance in the sequel.
Proposition 2.6. Assume the boundary $\Gamma$ of the domain $\Omega$ satisfies the Ahlfors $s$-regularity condition (5). Fix $z \in \Gamma$ and $r > 0$. Then there is an $a > 0$ such that
\[
H^s_\infty(\Gamma \cap B(x; 2d_\Gamma(x))) \geq a d_\Gamma(x)^s
\]  
for all $x \in \Omega_{z,r}$.

Proof. First if $y \in \Gamma$ with $d_\Gamma(x) = d(x; y)$ then $B(y; d_\Gamma(x)) \subset B(x; 2d_\Gamma(x))$. Hence $H^s_\infty(\Gamma \cap B(x; 2d_\Gamma(x))) \geq H^s_\infty(\Gamma \cap B(y; d_\Gamma(x)))$. Secondly, if $x \in \Omega_{z,r}$ then $\Gamma \cap B(x; 2d_\Gamma(x)) \subseteq \Gamma_{z,3r}$. Thirdly, it follows from the foregoing that the Hausdorff content and the Hausdorff measure are equivalent on $\Gamma_{z,3r}$. Therefore to prove (11) it suffices to prove that there is a $b > 0$ such
\[
H^s(\Gamma \cap B(y; r)) \geq b r^s
\]  
for all $y \in \Gamma_{z,3r}$. But since $H^s$ is locally equivalent to $\mu$ one has
\[
H^s(\Gamma \cap B(y; r)) \geq a \mu(\Gamma \cap B(y; r)) \geq a c r^s
\]  
for all $y \in \Gamma_{z,3r}$ by the regularity assumption. \qed

3. Markov uniqueness

In this section we give the proof of Theorem 1.1. It is in two parts. First we prove that the degeneracy bounds $\delta \geq 1 + (s - (d - 1))$ imply Markov uniqueness. This part of the proof is based on an argument given in [26]. Secondly, we use local versions of the weighted Hardy inequalities derived in [12, 15] to prove that Markov uniqueness implies the degeneracy bounds.

The first part of the proof is based on the observation of Proposition 2.1 that Markov uniqueness of $h_0$ is equivalent to the property $\text{cap}_{h_0}(\Gamma) = 0$. But it follows from the general monotonicity properties of the capacity that $\text{cap}_{h_0}(\Gamma) = 0$ if and only if $\text{cap}_{h_0}(A) = 0$ for all bounded non-empty subsets $A$ of $\Gamma$. The latter property is, however, a consequence of the arguments of [26], Proposition 4.2.

Proposition 3.1. Let $A$ be a bounded non-empty subset of $\Gamma$. Assume there are $\delta \geq 0$ and $b, R_1 > 0$ such that
\[
C(x) \leq b d_A(x)^\delta I
\]  
(12)
for almost all \( x \in A_{R_1} \). Further assume there is a Borel measure \( \mu \) on \( A \) and \( c, R_2 > 0 \) and \( s \in (0, d) \) such that
\[
\mu(A \cap B(x; r)) \geq cr^s
\]  
for all \( x \in A \) and \( r \in (0, R_2) \).

If \( \delta \geq \delta_c \) where \( \delta_c = 1 + (s - (d - 1)) \) then \( \text{cap}_{h_0}(A) = 0 \).

Proof. First by increasing the value of \( b \) and decreasing the value of \( c \), if necessary, one may assume that \( R_1 = R_2 = 1 \) in Conditions (12) and (13).

Secondly, it follows from Lemma 2.2.1 that there is a \( c > 0 \) such that \( |A_r| \leq cr^{d-s} \) for all \( r \in (0, 1) \). This upper bound only uses the regularity bound (13).

Thirdly, define a sequence of functions \( s > 0 \mapsto \rho_n(s) \in [0, 1] \) by \( \rho_n(s) = 1 \) for all \( s \in (0, n^{-1}) \), \( \rho_n(s) = -\log s/\log n \) for \( s \in (n^{-1}, 1] \) and \( \rho_n(s) = 0 \) if \( s > 1 \). Then set \( \eta_{r,n} = \rho_n \circ (r^{-1}d_A) \). It follows that \( 0 \leq \eta_{r,n} \leq 1 \), \( \text{supp} \eta_{r,n} \subseteq A_r \) and \( \eta_{r,n}(x) = 1 \) if \( d_A(x) \leq r/n \). Therefore to prove that \( \text{cap}_{h_0}(A) = 0 \) it suffices to show that \( \inf_{r \in (0,1]} \inf_{n \geq 1} \|\eta_{r,n}\|_{D(h_N)} = 0 \).

Since \( 0 \leq \eta_{r,n} \leq 1 \) and \( \text{supp} \eta_{r,n} \subseteq A_r \) it follows that \( \|\eta_{r,n}\|_2^2 \leq |A_r| \leq cr^{d-s} \) for \( r \leq 1 \) where the last estimate uses Lemma 2.2.1. But \( \eta_{r,n} \in D(h_N) \), by construction, and
\[
h_N(\eta_{r,n}) = \int_{A_r} dx \Gamma(\eta_{r,n})(x)
\]
\[
\leq b \int_{\Omega} dx \ d_A(x)^\delta \ |(\nabla \eta_{r,n})(x)|^2
\]
\[
\leq b (\log n)^{-2} \int_{\Omega} dx \ 1_{\{x : r^{-1} \leq d_A(x) \leq r\}} \ d_A(x)^{-(2-\delta)}
\]

where we have used the degeneracy bounds (12). If \( \delta \geq 2 \) then \( h_N(\eta_{r,n}) \leq b |A_1| (\log n)^{-2} \) and \( \inf_{n \geq 1} \|\eta_{r,n}\|_{D(h_N)}^2 \leq cr^{d-s} \). Since this conclusion holds for all small \( r \), and \( d > s \), one deduces that \( \inf_{r \in (0,1]} \inf_{n \geq 1} \|\eta_{r,n}\|_{D(h_N)} = 0 \). Hence \( \text{cap}_{h_0}(A) = 0 \).
If, however, $\delta < 2$ then
\[
\int_{\Omega} dx \mathbb{1}_{\{x : r^{n-1} \leq d_A(x) \leq r\}} d_A(x)^{-2(\delta-1)} \leq r^{\delta-2} \int_{\Omega} dx \mathbb{1}_{\{x : r^{n-1} \leq d_A(x) \leq r\}} (r^{-1}d_A(x))^{-2(\delta-1)} = r^{\delta-2} \int_{\Omega} dx \mathbb{1}_{\{x : r^{n-1} \leq d_A(x) \leq r\}} \left(1 + (2 - \delta) \int_{r^{-1}d_A(x)}^1 dt \, t^{-(3-\delta)}\right) \leq r^{\delta-2} \left(|A_r| + (2 - \delta) \int_{n-1}^1 dt \, t^{-(3-\delta)} |A_{rt}|\right).
\]

But $|A_r| \leq c r^{d-s}$ and $|A_{rt}| \leq c (rt)^{d-s}$ by Lemma 2.2.I. Therefore
\[
\int_{\Omega} dx \mathbb{1}_{\{x : r^{n-1} \leq d_A(x) \leq r\}} d_A(x)^{-2(\delta-1)} \leq c r^{\delta-\delta_c} \left(1 + (2 - \delta) \int_{n-1}^1 dt \, t^{\delta-\delta_c}\right) \leq c (1 + (2 - \delta) \log n)
\]
where we have used the assumptions $r \leq 1$ and $\delta \geq \delta_c$. It follows by combination of these estimates that if $2 \geq \delta \geq \delta_c$ then
\[
\|\eta_{r,n}\|_{D(h_N)}^2 \leq c r^{d-s} + b c (2 - \delta) (\log n)^{-1} + b c (\log n)^{-2}
\]
for all $r \in \langle 0, 1 \rangle$. Therefore $\inf_{r \in \langle 0, 1 \rangle} \inf_{n \geq 1} \|\eta_{r,n}\|_{D(h_N)} = 0$ and $\text{cap}_{h_0}(A) = 0$.

The assertion in Theorem 1.1 that the bound $\delta \geq \delta_c$ suffices to establish Markov uniqueness is now a corollary of Propositions 2.1 and 3.1. First note that $d_A(x) \geq d_T(x)$ for all $x \in \Omega$ so the bounds (12) formulated with $d_A$ follow from the similar bounds formulated with $d_T$. Therefore the upper bound of the degeneracy condition (4) is sufficient to deduce from Proposition 3.1 that $\text{cap}_{h_0}(A) = 0$ for all the subsets $A = \Gamma \cap B(x;R)$ with $x \in \Gamma$. Then $\text{cap}_{h_0}(\Gamma) = 0$ by the monotonicity properties of the capacity. Finally $h_D = h_N$ by Proposition 2.1.

**Remark 3.2.** Proposition 3.1 can be strengthened by comparison of the capacity $\text{cap}_{h_0}$ as a non-additive measure on $\Gamma$ and the Hausdorff measure. The argument adapts well known results for the Laplacian on $\mathbb{R}^d$ and the classical capacity (see, for example, [3], Section 4.7 or [20], Section 2.1.7). This approach was used in [27] Proposition 4.4. In particular if $\delta < 2$ one
obtains a bound \( \text{cap}_{h_0}(A) \leq c \mathcal{H}^{d+\delta-2}(A) \). But the regularity assumption (13) implies that \( d_H(A) \leq s \). Therefore if \( \delta > \delta_c \) then \( d_H(A) \leq s < d + \delta - 2 \) and \( \mathcal{H}^{d+\delta-2}(A) = 0 \). Hence \( \text{cap}_{h_0}(A) = 0 \). If \( \delta = \delta_c \) the argument is slightly more intricate. Then the regularity property implies that \( \mathcal{H}^{d+\delta-2}(A) < \infty \) and this suffices to deduce that \( \text{cap}_{h_0}(A) = 0 \) by adapting the reasoning of Section 4.7.2 in [3] or Theorem 2.52 in [20].

Next we turn to the proof of the converse statement in Theorem 1.1, the assertion that Markov uniqueness of the form \( h_0 \) implies that \( \delta \geq \delta_c \). The proof is based on weighted Hardy inequalities which are local versions of the Hardy inequalities given by Theorem 1.4 of [12] and Theorem 1.2 of [15]. In conformity with these references we state the following propositions for all \( p \in (1, \infty) \) although in the current context they are only of interest for the case \( p = 2 \). We begin with the case where the degeneracy parameter \( \delta \), i.e. the weight exponent, does not exceed \( p - 1 \). Again \( \Omega_{z,r} = \Omega \cap B(z,r) \) for \( z \in \Gamma \) and \( r > 0 \).

**Proposition 3.3.** Let \( \Omega \) be a domain in \( \mathbb{R}^d \) with boundary \( \Gamma \). Fix \( z \in \Gamma \) and \( r > 0 \). Assume there exist \( a > 0 \) and \( s \in [0, d-1] \) such that

\[
\mathcal{H}^s_{\infty}(\Gamma \cap B(x; 2d\Gamma(x))) \geq a \ d\Gamma(x)^s
\]

(14)

for all \( x \in \Omega_{z,r} \).

Then for each \( p \in (1, \infty) \) and \( \delta < p + s - d \) there exists \( b > 0 \) such that the local weighted Hardy inequality

\[
\int_{\Omega_{z,r}} dx \ d\Gamma(x)^{\delta} |(\nabla \varphi)(x)|^p \geq b \int_{\Omega_{z,r}} dx \ d\Gamma(x)^{\delta-p} |\varphi(x)|^p
\]

(15)

is valid for all \( \varphi \in C_c^\infty(\Omega_{z,r}) \).

**Proof.** The proposition is essentially a corollary of the proof of Theorem 1.2 of [15]. Assume first that \( \delta < p + s - d \) and \( \delta \leq 0 \). Then it follows from the assumptions and Theorem 4.2 of [15] that one has a pointwise version of the Hardy inequality (15) for all \( x \in \Omega_{z,r} \) and \( \varphi \in C_c^\infty(\Omega) \). Explicitly there are \( q \in (1, p) \) and \( c > 0 \) such that

\[
|\varphi(x)| \leq c \ d\Gamma(x)^{1-\delta/p} \left( M_{2d\Gamma(x)}(d\Gamma(x)^{\delta q/p} |(\nabla \varphi)(x)|^q) \right)^{1/q}
\]
for all $\varphi \in C^\infty_c(\Omega)$ and $x \in \Omega_{z,r}$. Here $M_R$ denotes the restricted maximal function defined by

$$
(M_R\psi)(x) = \sup_{0 < r < R} |B(x; r)|^{-1} \int_{B(x; r)} dy |\psi(y)|
$$

where $R$ is allowed to depend on $x$. But the maximal function is $L^{p/q}$-bounded. Therefore there is a $c_{p/q} > 0$ such that

$$
\int_{\Omega_{z,r}} \int_{\Omega_{z,r}} dx \, dx' \, d_\Gamma(x)^{\beta-p} \varphi(x)^p \leq c \int_{\Omega_{z,r}} \int_{\Omega_{z,r}} dx \, dx' \left( M_{2d_\Gamma(x)}(x)^{\delta q/p} |(\nabla \varphi)(x)|^q \right)^{p/q}
$$

$$
\leq c c_{p/q} \int_{\Omega_{z,r}} \int_{\Omega_{z,r}} dx \, dx' \left( d_\Gamma(x)^{\delta q/p} |(\nabla \varphi)(x)|^q \right)^{p/q}
$$

$$
= b \int_{\Omega_{z,r}} \int_{\Omega_{z,r}} dx \, dx' \, d_\Gamma(x)^{\delta} |(\nabla \varphi)(x)|^p
$$

for all $\varphi \in C^\infty_c(\Omega_{z,r})$ where $b = c c_{p/q}$. This proves the claim provided $\delta \leq 0$.

For weight exponents $\delta \geq p - 1$, the thickness condition (14) alone is not sufficient for the Hardy inequality (15), since in this case the geometry of the boundary $\Gamma$ also affects the validity of Hardy inequalities. Here we follow the ideas in [12] and use a local version of the sufficient condition for Hardy inequalities formulated in terms of the visual boundary near a point $x \in \Omega$. For a fixed $\tau \geq 1$ this set, which we denote by $\Gamma_{vis}(x)$, consists of those $y$ in the boundary $\Gamma$ of $\Omega$ for which there is rectifiable curve $\gamma: [0, 1] \mapsto \Omega \cup \{y\}$ with $\gamma(0) = y$ and $\gamma(1) = x$ satisfying $d_\Gamma(\gamma(t)) \geq \tau^{-1}d(\gamma(t); y)$ for all $t \in [0, 1]$. Although it is not generally true that $\Gamma_{vis}(x) \subset \Omega_{z,r}$ for $x \in \Omega_{z,r}$ it is nevertheless true that there is an $L \geq 1$, whose value depends on $\tau$, such that $\Gamma_{vis}(x) \subset \Omega_{z,lr}$ for all $x \in \Omega_{z,r}$.

Now we have the following localized version of Theorem 1.4 of [12].
Proposition 3.4. Let $\Omega$ be a domain in $\mathbb{R}^d$ with boundary $\Gamma$. Fix $z \in \Gamma$ and $r > 0$. Assume there exist $a > 0$ and $s \in [0,d]$ such that

$$\mathcal{H}^s(\Gamma_{vis}(x)) \geq a d^s(x)^s$$

(16)

for all $x \in \Omega_{z,r}$.

Then for each $p \in (1, \infty)$ and $\delta < p + s - d$ there exists a $b > 0$ such that the local weighted Hardy inequality (15) is valid for all $\varphi \in C^\infty_c(\Omega_{z,r})$.

Proof. The proposition follows from the the proof of Theorem 1.4 of [12] in exactly the same way as the case $\delta \leq 0$ of Proposition 3.3 was proven above. Indeed, from the assumptions and Theorem 5.1 of [12] one again obtains a pointwise version of the Hardy inequality for all $x \in \Omega_{z,r}$ and $\varphi \in C^\infty_c(\Omega)$. Then the Hardy inequality (15) follows for all $\varphi \in C^\infty_c(\Omega_{z,r})$ from the $L^{p/q}$-boundedness of the maximal function in the same way as in the proof of Proposition 3.3.

If $p = 2$ then the Ahlfors regularity and local uniformity properties introduced in Section 2 allow one to deduce the following version of the Hardy inequality.

Corollary 3.5. Fix $z \in \Gamma$ and $r > 0$. Assume $A = \Gamma \cap B(z;3r)\ s$-regularity property (5) and that $\delta < 2 + s - d = 1 + (s - (d - 1))$. If $\delta \geq 1$ we also assume that $\Omega_{z,r}$ is $\Omega$-uniform.

Then there exists an $a > 0$ such that

$$\int_{\Omega_{z,r}} d\Gamma(x)^\delta |(\nabla \varphi)(x)|^2 \geq a \int_{\Omega_{z,r}} d\Gamma(x)^{\delta - 2} |\varphi(x)|^2$$

(17)

is valid for all $\varphi \in C^\infty_c(\Omega_{z,r})$.

Proof. If $s \leq d - 1$, the corollary is an immediate consequence of Proposition 3.3. Notice that in this case necessarily $\delta < 1$.

If $s > d - 1$ but $\delta < 1$, we use the fact that $s$-regularity implies the thickness condition (14) for $s$ (cf. Proposition 2.6), and hence also for the exponent $d - 1$. Then the claim follows again from Proposition 3.3 applied with $s = d - 1$.

Finally, if $s > d - 1$ and $\delta \geq 1$, we use Proposition 3.4. Therefore we need to know that the visual boundary condition (16) holds for all $x \in \Omega_{z,r}$. But
the local uniformity condition ensures that $\Gamma \cap B(x; 2d_\Gamma(x)) \subset \Gamma_{\text{vis}}(x)$ (see Proposition 4.3 in [12]). Therefore

$$\mathcal{H}^s_{\infty}(\Gamma_{\text{vis}}(x)) \geq \mathcal{H}^s_{\infty}(\Gamma \cap B(x; 2d_\Gamma(x))) \geq a d_\Gamma(x)^s$$

by Proposition 2.6. Hence the assumption of Proposition 3.4 is valid, and the Hardy inequality follows.

Note that the factor 3 occurring in the corollary in the radius of the enlarged balls has no particular significance. It could be replaced by any $\lambda > 1$.

**Proposition 3.6.** Fix $z \in \Gamma$ and $r > 0$. Assume $A = \Gamma \cap B(z; 3r)$ satisfies the Ahlfors $s$-regularity property (5) with $s \in (0,d)$ and that there are $b, \delta > 0$ such that

$$C(x) \geq b d_\Gamma(x)\delta I$$

(18)

for almost all $x \in \Omega_{z,r}$. If $\delta \geq 1$ we also assume that $\Omega_{z,r}$ is $\Omega$-uniform.

It follows that if $h_0$ is Markov unique then $\delta \geq 1 + (s - (d - 1))$.

**Proof.** The proof is in three steps. First the lower bound (18) on the coefficients of the form $h_0$ together with the Hardy inequality (17) gives the bounds

$$h_0(\varphi) \geq b c \int_{\Omega_{z,r}} dx d_\Gamma(x)^{\delta-2} |\varphi(x)|^2$$

for all $C^\infty_c(\Omega_{z,r})$. Secondly, the Markov uniqueness assumption allows the extension of (19) by continuity to a positive $\varphi \in D(h_N)$ with supp $\varphi \subset \Omega_{z,r}$ and $\varphi = 1$ on $\Omega_{z,\rho}$ where $\rho \in (0, r)$. One then immediately deduces that

$$\int_{\Omega_{z,\rho}} dx d_\Gamma(x)^{\delta-2} < \infty.$$ 

Thirdly, one argues that if $\delta < 2 + s - d$ then there is a contradiction. Hence one must have $\delta \geq 2 + s - d$.

The details of the last two steps are as follows.

Fix $\varphi \in C^\infty_c(\mathbb{R}^d)$ with $0 \leq \varphi \leq 1$, supp $\varphi \subset B(z; \rho + \tau)$ and $\varphi = 1$ on $B(z; \rho)$ where $\rho, \tau > 0$ and $\rho + \tau < r$. Then the restriction $\varphi|_\Omega$ of $\varphi$ to $\Omega$, which we identify with $\varphi_\tau$ is in $D(h_N)$. But since $h_N = h_D$ there is a sequence $\varphi_n \in C^\infty_c(\Omega)$ which converges to $\varphi$ in the $D(h_N)$-graph norm. Now
fix $\chi \in C_c^\infty(B(z; r))$ such that $0 \leq \chi \leq 1$ and $\chi = 1$ on $B(z; \rho + \tau)$. Again identifying $\chi$ with $\chi|_\Omega$ one has $\chi \varphi \equiv \varphi$. But, by Leibniz’ rule,

$$\|\chi \varphi_n - \varphi\|_{D(h_N)}^2 \leq 2 \|\chi\|_\infty h_N(\varphi_n - \varphi) + (2 \|\Gamma(\chi)\|_\infty + \|\chi\|_\infty^2) \|\varphi_n - \varphi\|_2^2.$$ 

Therefore $\|\chi \varphi_n - \varphi\|_{D(h_N)} \to 0$ as $n \to \infty$. Hence $\varphi$ is also approximated in the $D(h_N)$-graph norm by the $\chi \varphi_n \in C_c^\infty(\Omega_{z,r})$. Thus

$$\int_{\Omega_{z,r}} dx \, d\Gamma(x)^{\delta-2} \geq b c \int_{\Omega_{z,\rho}} dx \, d\Gamma(x)^{\delta-2}$$

by (19) and a continuity argument.

Finally let $\Omega_{z,\rho,\tau} = \Omega_{z,\rho} \cap \Gamma_\tau$ where $\Gamma_\tau$ is again the $\tau$-neighbourhood of $\Gamma$. If $\delta < 2 + s - d$ then $\delta < 2$ and there is an $a > 0$ such that

$$\int_{\Omega_{z,\rho}} dx \, d\Gamma(x)^{\delta-2} \geq a \tau^{-2\delta} |\Omega_{z,\rho,\tau}| \geq a \tau^{-2\delta} \geq a \tau^{-2(\delta-2)} \geq b r^{d-s}$$

for $\rho$ fixed and uniformly for all $\tau > 0$ with $\rho + \tau < r$. The second step uses the lower bound of Proposition 2.3 if $s \in (0, d - 1)$ or the lower bound of Proposition 2.4 if $s \in [d - 1, d)$. Since the lower bound on the integral diverges as $\tau \to 0$ one obtains a contradiction. Therefore $\delta \geq 2 + s - d = 1 + (s - (d - 1)) = \delta_c$. ❄️

**Proof of Theorem 1.1.** The theorem follows by combination of Propositions 3.1 and 3.6. The degeneracy bounds (4) include the upper (12) and lower (18) bounds on the coefficients. Hence both propositions are applicable. ❄️

The foregoing proofs are essentially local and depend only on properties in the neighbourhood of the boundary.

The proof that the degeneracy bound $\delta \geq \delta_c$ implies Markov uniqueness is a consequence of the local capacity estimates $\cap h_{b_0}(A) = 0$ for a suitable family of bounded subsets $A$ of $\Gamma$. It depends on the assumption that $\delta$ is constant, i.e. the value of $\delta$ is independent of the choice of $A$. The neighbourhood of $\Gamma$ enters the proof through the estimates $|A_r| \leq b r^{d-s}$ on the $r$-neighbourhood $A_r$ of $A$. These estimates are independent of the local $\Omega$-uniformity (see Lemma 2.2.I).

The proof that Markov uniqueness implies $\delta \geq \delta_c$ is strictly local; it only requires estimates on a neighbourhood $\Omega_{z,r}$ for one $z \in \Gamma$ and all small
\( r > 0 \). The global nature of the conclusion follows because \( \delta \) and \( s \) are constant. If \( s \geq d - 1 \) then the \( \Omega \)-uniformity of \( \Omega_{z,r} \) enters the proof in two distinct ways. First it is used to establish the local Hardy inequality through local identification of the visual boundary. Secondly, it is used to derive the local lower bounds \( |A_r| \geq cr^{d-s} \) with \( A = \Gamma \cap B(z; \rho) \). Note that the second step in the proof of Proposition 3.6 can be reformulated in terms of the capacity. Markov uniqueness is equivalent to \( \text{cap}_{h_0}(\Gamma) = 0 \) and this requires that \( \text{cap}_{h_0}(\Gamma_{z,r}) = 0 \). But a slight variation of the argument with the local Hardy inequality establishes that the latter capacity condition is incompatible with the degeneracy condition \( \delta < 2 + s - d \).

It might appear surprising that in the latter proof one only needs estimates near one point \( z \in \Gamma \) and in the case \( s \geq d - 1 \) this has to be a point of local uniformity. This can, however, be understood by noting that Markov uniqueness implies that the boundary \( \Gamma \) is inaccessible to the diffusion and this means that all parts of the boundary must be inaccessible. But the points \( z \in \Gamma \) at which there is an \( \Omega \)-uniform neighbourhood \( \Omega_{z,r} \) are potentially the most accessible. Therefore if the degeneracy of the coefficients is sufficient to ensure that the corresponding sections \( \Gamma_{z,r} \) of the boundary are not accessible to the diffusion then the rest of the boundary is automatically inaccessible. This is the essence of the proof. The condition \( s \geq d - 1 \) is significant since it includes the case that the topological dimension of the boundary is \( d - 1 \). In the latter situation the boundary separates \( \Omega \) from its complement and provides a substantial barrier to the diffusion. In the low dimensional case, \( s < d - 1 \), the boundary is relatively negligible and uniformity is unnecessary.

These observations immediately lead to a more general result.

**Corollary 3.7.** Let \( \Omega \) satisfy the assumptions of Theorem 1.1 and let \( \Omega' = \Omega \setminus \Gamma' \) where \( \Gamma' \subset \Omega \) is a closed Ahlfors \( s' \)-regular set with \( s' \in (0, s] \). Further assume the coefficients of the form \( h_0 \) satisfy the degeneracy condition (4) on the boundary \( \partial \Omega' = \Gamma \cup \Gamma' \) of \( \Omega' \) with \( \delta \geq 0 \).

Then the form \( h_0 \) is Markov unique if and only if \( \delta \geq 1 + (s - (d - 1)) \).

**Proof.** First if \( s' = s \) then the assumptions of Theorem 1.1 are satisfied with \( \Omega \) replaced \( \Omega' \) and \( \Gamma \) replaced by \( \Gamma \cup \Gamma' \). Therefore there is nothing to prove. Secondly, if \( s' < s \) then \( \delta \geq 1 + (s - (d - 1)) \) implies \( \delta > 1 + (s' - (d - 1)) \). Hence one deduces that \( \text{cap}_{h_0}(\Gamma) = 0 = \text{cap}_{h_0}(\Gamma') \) from Proposition 3.1. Therefore \( \text{cap}_{h_0}(\partial \Omega') = \text{cap}_{h_0}(\Gamma) + \text{cap}_{h_0}(\Gamma') = 0 \) and \( h_D = h_N \) by Proposition 2.1.
Thirdly, if \( h_D = h_N \) then it follows from Proposition 3.6 that \( \delta \geq 1 + (s - (d - 1)) \). Note that as \( \Gamma \) and \( \Gamma' \) are disjoint the local arguments of the proposition still apply to \( \Gamma \) if \( r \) is sufficiently small.

One can also prove an analogue of Corollary 3.7 in which a countable subset of \( \Omega \) is excised. This is essentially an \( s' = 0 \) version of the foregoing.

**Corollary 3.8.** Let \( \Omega \) satisfy the assumptions of Theorem 1.1 and let \( \Omega' = \Omega \setminus \Gamma' \) where \( \Gamma' \) is a countable subset of \( \Omega \). Set \( h_0' = h_0|_{C^\infty_c(\Omega')} \).

Then the form \( h_0' \) is Markov unique if and only if \( \delta \geq 1 + (s - (d - 1)) \) and \( d \geq 2 \).

Note that in this corollary the coefficients of \( h_0 \) are assumed to satisfy the degeneracy condition (4) on the boundary \( \Gamma \) of \( \Omega \) but not on the excised set \( \Gamma' \).

**Proof of Corollary 3.8.** First assume the regularity condition and the degeneracy condition hold on \( \Gamma \). Then it follows as before that \( \text{cap}_{h_0'}(\Gamma) = 0 \). Since the estimates are localized on the boundary \( \Gamma \) it also follows that \( \text{cap}_{h_0'}(\Gamma) = 0 \). Next we argue that if \( d \geq 2 \) then \( \text{cap}_{h_0'}(\Gamma') = 0 \).

Let \( A = \{x_k\} \) with \( x_k \in \Gamma' \). Then \( |A_r| \leq cr^d \) for all small \( r \). Consequently, if \( d \geq 2 \) one concludes that \( \text{cap}_{h_0'}(A) = 0 \) by the estimates in the proof of Proposition 3.1. (Effectively \( s = 0 = \delta \) on \( \Gamma' \) and then \( d \geq 2 \) is the special case of the condition \( \delta \geq 1 + (s - (d - 1)) \) used in the calculation.) Since this argument applies for all \( x_k \in \Gamma' \) it follows that \( \text{cap}_{h_0'}(\Gamma') = 0 \) whenever \( d \geq 2 \). Therefore \( \text{cap}_{h_0'}(\partial \Omega') = \text{cap}_{h_0'}(\Gamma) + \text{cap}_{h_0'}(\Gamma') = 0 \) and \( h_0' \) is Markov unique by Proposition 2.1.

Conversely if \( h_0' \) is Markov unique one must have \( \text{cap}_{h_0'}(\partial \Omega') = 0 \). But since \( h_0 \) is an extension of \( h_0' \) this implies that \( \text{cap}_{h_0}(\partial \Omega') = 0 \). In particular \( \text{cap}_{h_0}(\partial \Omega) = 0 \) and one deduces that \( \delta \geq 1 + (s - (d - 1)) \) by the earlier arguments with the local Hardy inequality. Next the Markov uniqueness also implies that \( \text{cap}_{h_0'}(\Gamma') = 0 \). Therefore \( \text{cap}_{h_0'}(\{x_k\}) = 0 \) for all \( x_k \in \Gamma' \). Now let \( B_k = B(x_k; r) \) where \( r \) is sufficiently small that \( B_k \subset \Omega \) and set \( B_k' = B_k \setminus \{x_k\} \). Since \( C(x) > 0 \) for almost all \( x \in \Omega \) it follows that there is a \( c_k > 0 \) such that \( h_0(\varphi) \geq c_k \|\nabla \varphi\|_2^2 \) for all \( \varphi \in C^\infty_c(B_k) \). But there is an \( a_k > 0 \) such that the Hardy inequality

\[
\|\nabla \varphi\|_2^2 \geq a_k \int_{B_k'} dx |x - x_k|^{-2} |\varphi(x)|^2
\]
holds for all \( \varphi \in C^\infty_c(B'_k) \) if \( 2 - d > 0 \) (see [12] Example 7.2). Therefore

\[
h'_0(\varphi) \geq c_k \| \nabla \varphi \|_2^2 \geq c_k a_k \int_{B'_k} dx \left| x - x_k \right|^{-2} |\varphi(x)|^2
\]

for all \( \varphi \in C^\infty_c(B'_k) \). Then as \( h'_0 \) is Markov unique these bounds extend to all \( \varphi \in C^\infty_c(B_k) \). Now choosing \( \varphi \) such that \( \varphi = 1 \) on \( B(x_k; r/2) \) one has

\[
\infty > \int_{B(x_k; r/2)} dx \left| x - x_k \right|^{-2} = \omega_1 \int_0^{r/2} ds s^{d-3}
\]

with \( \omega_1 = |B(0; 1)| \) which contradicts the assumption that \( d < 2 \). Therefore one must have \( d \geq 2 \).

Finally we return to Corollary 1.2. This is a consequence of Theorem 1.1 and the following lemma. Recall that \( \Gamma \subset \mathbb{R}^d \) is uniformly disconnected, if there exists a constant \( C \geq 1 \) such that for every \( z \in \Gamma \) and all \( r > 0 \) one can find a closed set \( A \subset \Gamma \) such that \( \Gamma \cap B(z, r/C) \subset A \subset B(z, r) \) and \( \text{dist}(A; \Gamma \setminus A) \geq r/C \). (For further details and alternative equivalent definitions see [9], Section 14.24.)

**Lemma 3.9.** Let \( \Omega \subseteq \mathbb{R}^d \) be a uniform domain and \( \Gamma \) a closed uniformly disconnected subset of \( \Omega \). Then the complement \( \Omega \setminus \Gamma \) is also a uniform domain.

**Proof.** MacManus, [19] page 275, observed that the uniformity of \( \Omega' = \Omega \setminus \Gamma \) can proved using the general compactness results of Väisälä [30] but for the sake of completeness we give a direct construction.

Let \( x, y \in \Omega' \) and let \( \gamma: [0, 1] \rightarrow \Omega \) with \( \gamma(0) = x \), \( \gamma(1) = y \) be the curve satisfying the uniformity condition with respect to \( \Omega \) with the constant \( \sigma \geq 1 \). Our aim is to modify \( \gamma \) into a continuum \( E \) which satisfies the conditions for ‘distance cigars’ in Section 2.4 of [30] with respect to \( \Omega' \), with a constant independent of \( x \) and \( y \). More precisely, we show that if we choose \( \tilde{\sigma} = 16 C \sigma > 0 \), where \( C \geq 1 \) is the constant from the definition of uniform disconnectedness, then \( \text{diam}(E) \leq \tilde{\sigma} d(x; y) \) and \( d_{\partial \Omega'}(w) \geq \tilde{\sigma}^{-1} \lambda(w) \) for all \( w \in E \), where \( \lambda(w) = d(x; w) \wedge d(w; y) \).

If \( d_{\Gamma}(w) \geq \tilde{\sigma}^{-1} \lambda(w) \) for all \( w \in \gamma([0, 1]) \), then we can take \( E = \gamma \) and the claim follows. Otherwise set \( t'_0 = 0 \) and let \( t_1 \) be the smallest of the numbers \( t \in [t'_0, 1] \) for which \( d_{\Gamma}(\gamma(t)) = \tilde{\sigma}^{-1} \lambda(\gamma(t)) \). Then set \( w_1 = \gamma(t_1) \). If \( d(w_1; y) \leq d(w_1; x) \), we can end this part of the construction, and move to
a corresponding construction starting from \( y \). Otherwise, take \( z_1 \in \Gamma \) with 
\[
d_\Gamma (w_1) = d(w_1; z_1),
\]
and let \( A_1 \subset \Gamma \) be the closed set given by the definition of uniform disconnectedness for \( z_1 \) and 
\[
r_1 = 4C d_\Gamma (w_1) = 4C \tilde{\sigma}^{-1} \lambda (w_1).
\]
Furthermore, let \( E_1 \) be a connected component of the set \( \{ w \in \mathbb{R}^d : d_{A_1}(w) = r_1/2C \} \) which intersects \( \gamma([0, t_1]) \) and separates \( x \) and \( w_1 \); such a component exists since if \( d_{A_1}(w) = r_1/2C \), then
\[
d(x; w) \geq d(x; w_1) - d(w_1; w) \geq \lambda(w_1) - 2r_1 > 2r_1 - r_1/2C
\]
and \( d_{A_1}(\gamma(t_1)) = d_\Gamma (w_1) < r_1/2C \).

Since \( d_\Gamma (w) = r_1/2C \) for all \( w \in E_1 \), we obtain the following estimates: 
\[
d(w; w_1) \leq 2r_1,
\]
\[
\lambda(w) \leq 2r_1 + \lambda(w_1) \leq \frac{\tilde{\sigma}}{4C} r_1 + \frac{\tilde{\sigma}}{4C} r_1 \leq \tilde{\sigma} d_\Gamma (w),
\]
(in the second inequality we used \( \tilde{\sigma} = 16 C \sigma \geq 8 C \)), and
\[
d_{\partial \Omega}(w) \geq d_{\partial \Omega}(w_1) - d(w; w_1) \geq \sigma^{-1} \lambda(w_1) - 2r_1 \geq 2r_1 \geq \tilde{\sigma}^{-1} \lambda(w),
\]
where the penultimate estimate holds since \( \sigma^{-1} \lambda(w_1) = 4r_1 \) by the choices of \( r_1 \) and \( \tilde{\sigma} \). By the above estimates we conclude that \( d_{\partial \Omega}(w) \geq \tilde{\sigma}^{-1} \lambda(w) \) for all \( w \in E_1 \).

Next, let \( t'_1 \) be the largest of the numbers \( t \in [t_1, 1] \) for which \( \gamma(t) \in E_1 \). Then 
\[
d(\gamma(t'_1); w_1) \geq r_1/4C = \tilde{\sigma}^{-1} \lambda(w_1).
\]
If \( d(\gamma(t'_1); y) \leq d(\gamma(t'_1); x) \), we set \( t_2 = t'_1 \) and finish this part of the construction. Otherwise we continue inductively and let \( t_2 \) be the smallest of the numbers \( t \in [t'_1, 1] \) for which 
\[
d_\Gamma (\gamma(t)) = \tilde{\sigma}^{-1} \lambda(\gamma(t)),
\]
and denote \( w_2 = \gamma(t_2) \). If \( d(w_2; y) \leq d(w_2; x) \) or such a \( t_2 \) does not exist, we can finish the construction. Otherwise, take \( z_2 \in \Gamma \) with \( d_\Gamma (w_2) = d(w_2; z_2) \) and let \( A_2 \subset \Gamma \) be the closed set given by the definition of uniform disconnectedness for \( z_2 \) and \( r_2 = 4C d_\Gamma (w_2) \). Let \( E_2 \) be a connected component of the set \( \{ w \in \mathbb{R}^d : d_{A_2}(w) = r_2/2C \} \), such that \( E_2 \) intersects the set 
\[
\gamma([0, t_1]) \cup E_1 \cup \gamma([t'_1, t_2])
\]
and separates \( x \) and \( w_2 \), and let \( t'_2 \) be the largest of the numbers \( t \in [t_2, 1] \) for which \( \gamma(t) \in E_2 \). As above, we see that 
\[
d_{\partial \Omega}(w) \geq \tilde{\sigma}^{-1} \lambda(w) \text{ for all } w \in E_2
\]
and that 
\[
d(\gamma(t'_2); w_2) \geq \tilde{\sigma}^{-1} \lambda(w_2).
\]
Continuing this way, we at some point reach a number \( t_n \in [0, 1] \) such that 
\[
d(\gamma(t_n); y) \leq d(\gamma(t_n); x),
\]
since in each step we move from \( w_k \) to a point
\( \gamma(t'_k) \) whose distance to \( w_k \) is bounded from below by \( \tilde{\sigma}^{-1}\lambda(w_k) \). Now define

\[
E_x = \bigcup_{k=1}^n E_{k-1} \cup \gamma([t'_{k-1}, t_k])
\]

with \( E_0 = \emptyset \). Then \( E_x \) is a continuum joining \( x \) to the point \( w_n = \gamma(t_n) \).

After this, we make the corresponding construction starting from \( y \), i.e. from \( t = 1 \), and make \( t \) smaller at each step until we reach some \( \tilde{t}_m \in [0,1] \) such that \( \tilde{t}_m \leq t_n \), where \( t_n \) is given above in the construction of \( E_x \). We obtain the corresponding continuum \( E_y \) joining \( y \) to the point \( \gamma(\tilde{t}_m) \). Now \( E = E_x \cup E_y \) is a continuum joining \( x \) to \( y \), such that \( d_{\partial\Omega'}(w) \geq \tilde{\sigma}^{-1}\lambda(w) \) for all \( w \in E \). Moreover, it is easy to show that for every \( w \in E \), the distance from \( w \) to \( \gamma \) is at most \( \text{diam}(\gamma) \), and hence the diameter of \( E \) is bounded from above by \( 3 \text{diam}(\gamma) \leq 3\sigma d(x; y) \leq \tilde{\sigma} d(x; y) \). Finally, by [30], Lemma 2.10, we can replace \( E \) by a curve \( \tilde{\gamma} : [0,1] \mapsto \Omega \) with \( \tilde{\gamma}(0) = x \), \( \tilde{\gamma}(1) = y \), which satisfies the conditions required in the definition of uniformity for \( \Omega' \) with the constant \( 2\tilde{\sigma} \), and thus \( \Omega' \) is indeed uniform.

Proof of Corollary 1.2. Assume \( \Gamma \) is a uniformly disconnected set and \( \Omega = \mathbb{R}^d \backslash \Gamma \). Then \( \Omega \) is a uniform set by Lemma 3.9. But \( \Gamma \) is the boundary of \( \Omega \). Therefore it follows from the uniformity of \( \Omega \) that if \( z \in \Gamma \) and \( R > 0 \) is sufficiently small then \( \Omega_{z,R} \) is \( \Omega \)-uniform. Thus if \( \Gamma \) satisfies the Ahlfors \( s \)-regularity property (5) with \( s \in (0, \frac{d}{R}) \) then Corollary 1.2 follows directly from Theorem 1.1.

4. General boundaries

In this section we discuss extensions of Theorem 1.1 in which the assumptions on the boundary \( \Gamma \) are weakened. The advantage of Theorem 1.1 is that it covers domains with boundaries of all possible dimensions but the disadvantage is that the Ahlfors regularity property ensures that the dimension does not vary on the boundary. This restriction can, however, be relaxed and the conclusion of Theorem 1.1 can be extended to domains whose boundaries have various components and faces with different regularity properties.

The simplest situation occurs if the boundary is the union of separated components.

Theorem 4.1. Let \( \Omega \) be a domain in \( \mathbb{R}^d \) whose boundary \( \Gamma \) is the union of a family \( \{\Gamma_\alpha\} \) of closed subsets indexed by a countable set \( M \) where \( d(\Gamma_\alpha; \Gamma_\beta) \geq \)
$d_0 > 0$ for all $\alpha, \beta \in M$ with $\alpha \neq \beta$. Assume that $\Gamma_\alpha$ is Ahlfors $s_\alpha$-regular with $s_\alpha \in (0, d)$. Further if $s_\alpha \in [d - 1, d)$ assume there are $z_\alpha \in \Gamma_\alpha$ and $R_\alpha > 0$ such that $\Omega_{z_\alpha, R_\alpha}$ is $\Omega$-uniform. Finally assume the coefficients of the form $h_0$ are $\delta_\alpha$-degenerate on $\Gamma_\alpha$ for $\delta_\alpha \geq 0$.

Then the form $h$ is Markov unique, i.e. $h_D = h_N$, if and only if $\delta_\alpha \geq \delta_{c, \alpha}$ for each $\alpha$ where $\delta_{c, \alpha} = 1 + (s_\alpha - (d - 1))$.

**Proof.** Note that $d(\Gamma_\alpha ; \Gamma_\beta)$ denotes the Euclidean distance between the two boundary components $\Gamma_\alpha$ and $\Gamma_\beta$. Moreover the condition that the coefficients are '$\delta_\alpha$-degenerate on $\Gamma_\alpha$' is understood to mean that for each bounded non-empty subset $A \subset \Gamma_\alpha$ there are $a_\alpha, b_\alpha, r_\alpha > 0$ such that

$$a_\alpha d_{\Gamma_\alpha}(x)^{\delta_\alpha} I \leq C(x) \leq b_\alpha d_{\Gamma_\alpha}(x)^{\delta_\alpha} I$$

for almost all $x \in A_{r_\alpha}$. This family of conditions is compatible because of the separation property of distinct components $\Gamma_\alpha$. Then the proof follows by applying the arguments which established Theorem 1.1 to each component $\Gamma_\alpha$.

The proof that $\delta \geq \delta_{c, \alpha}$ implies $\text{cap}_{h_0}(\Gamma_\alpha) = 0$ again follows from applying Proposition 3.1 to an increasing family of bounded sets $A \subset \Gamma_\alpha$. The separation assumption ensures that this procedure does not present any additional problems. Once one has $\text{cap}_{h_0}(\Gamma_\alpha) = 0$ for each $\alpha$ then Markov uniqueness follows from Proposition 2.1 and the sub-additivity property $\text{cap}_{h_0}(\Gamma) \leq \sum_{\alpha \in M} \text{cap}_{h_0}(\Gamma_\alpha)$.

The converse proof that Markov uniqueness implies $\delta_\alpha \geq \delta_{c, \alpha}$ is also evident as it only involves the Hardy inequality (17) on the sets $\Omega_{z_\alpha, R_\alpha} = \Omega \cap B(z_\alpha ; R_\alpha)$ for one $z_\alpha \in \Gamma_\alpha$ and one small $R_\alpha > 0$. These inequalities follow, however, from Corollary 3.5 for each $\alpha$. We omit further details. $\square$

Theorem 1.1 also extends to domains whose boundaries have a finite number of regular faces but with different indices of regularity $s$. In the formulation of this extension we endow $\Gamma$ with the relative (Euclidean) topology.

The next result is divided into two statements analogous to Propositions 3.1 and 3.6.

**Theorem 4.2.** Let $\Omega$ be a domain with boundary $\Gamma = \bigcup_{j=1}^m F_j$ where the $F_j$ are a finite family of pairwise disjoint Ahlfors $s_j$-regular subsets, with $s_j \in (0, d)$, which are open in the relative topology. Set $\delta_{c, j} = 1 + (s_j - (d - 1))$. 
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I. If for each \( j \) there is a \( \delta_j \geq \delta_{c,j} \) and \( b_j, r_j > 0 \) such that for each bounded set \( A \subset F_j \) one has \( 0 \leq C(x) \leq b_j d_{\Gamma}(x) \delta_j I \) for almost all \( x \in \Omega \) with \( d_A(x) = d_{\Gamma}(x) < r_j \) then \( h_D = h_N \).

II. Further assume that if \( s_j \geq d - 1 \) then there is a \( z_j \in F_j \) and an \( R_j > 0 \) such that \( \Omega_{z_j, R_j} \) is \( \Omega \)-uniform. If \( h_D = h_N \) and for each \( j \) there are \( \delta_j \geq 0 \) and \( b_j, r_j > 0 \) such that for each bounded set \( A \subset F_j \) one has \( C(x) \geq b_j d_{\Gamma}(x) \delta_j I \) for almost all \( x \in \Omega \) with \( d_A(x) = d_{\Gamma}(x) < r_j \) then \( \delta_j \geq \delta_{c,j} \).

Proof. Although the faces \( F_j \) are assumed to be disjoint the relative closures \( F_j \) can intersect in lower dimensional ‘edges’ \( F_i \cap F_j, F_i \cap F_j \cap F_k, \) etc. This creates a new problem in the estimation of the capacity of the various faces. This is the reason for considering the sets \( \{ x \in \Omega : d_A(x) = d_{\Gamma}(x) < r_j \} \) in the degeneracy condition. This set identifies the part of the \( r \)-neighbourhood of \( \Gamma \) which is closest to the set \( A \subset F_j \). Therefore \( \delta_j \) is a bound on the degeneracy of the coefficients on the \( j \)-th face of the boundary.

The proof of Statement I is by a slight elaboration of the proof of Proposition 3.1.

If \( A \) is a bounded non-empty subset of \( \Gamma \) and \( A_j = A \cap F_j \) then \( A = \bigcup_{j=1}^m A_j \). Now define \( \eta_{r,n} \) as in the proof of Proposition 3.1 with \( 0 < r \leq \inf_j r_j \). Then

\[
\| \eta_{r,n} \|^2 \leq |A_r| \leq \sum_{j=1}^m |A_j| r^{d-s_j}
\]

for all small \( r > 0 \) uniformly in \( n \) where \( A_j = \{ x \in \Omega : d_{A_j}(x) < r \} \). This follows by repetition of the reasoning in the proof of Proposition 3.1.

Next set \( A_{j,r} = \{ x \in \Omega : d_{A_j}(x) = d_{\Gamma}(x) < r \} \). Since \( \text{supp} \eta_{r,n} \subset \overline{A_r} \), one has

\[
h_N(\eta_{r,n}) = \sum_{j=1}^m \int_{A_{j,r}} dx \Gamma(\eta_{r,n})(x) \leq \sum_{j=1}^m b_j \int_{A_{j,r} \cap A_r} dx d_{F_j}(x)^{\delta_j} |(\nabla \eta_{r,n})(x)|^2
\]

\[
\leq \sum_{j=1}^m b_j \int_{A_{j,r}} dx d_{A_j}(x)^{\delta_j} |(\nabla \eta_{r,n})(x)|^2
\]

\[
\leq (\log n)^{-2} \sum_{j=1}^m b_j \int_{\Omega} dx \mathbb{1}_{\{x : r_n^1 \leq d_{A_j}(x) \leq r_j \}} d_{A_j}(x)^{-2(\delta_j)} .
\]
Thus if $\delta_j \geq 2$ for all $j$ one immediately has bounds

$$h_N(\eta_{r,n}) \leq \sum_{j=1}^{m} b_j |A_{j,1}| (\log n)^{-2}$$

uniformly for $r \leq 1$. Then $\inf_{n \geq 1} \|\eta_{r,n}\|_{D(h_N)}^2 \leq \sum_{j=1}^{m} c_j r^{d-s_j}$ for all $r \leq 1$ and consequently $\text{cap}_{h_0}(A) = 0$. Alternatively, if $\delta_j < 2$ for one or more $j$ but $\delta_j \geq \delta_{c,j}$ then one deduces as in the proof of Proposition 3.1 that $h_N(\eta_{r,n}) \leq b (\log n)^{-1}$ for all $n \geq 2$ uniformly for $r \leq 1$. Again it follows that $\text{cap}_{h_0}(A) = 0$. Since this is valid for all bounded subsets $A$ of $\Gamma$ it follows by monotonicity that $\text{cap}_{h_0}(\Gamma) = 0$. Hence $h_D = h_N$ by Proposition 2.1.

Statement II follows directly from Proposition 3.6. One now chooses $z \in F_j$ and replaces $s$ by $s_j$ and $\delta$ by $\delta_j$.

Theorem 1.1 and the foregoing extensions do not apply directly to domains where the boundary separates $\Omega$ locally. More precisely, we define $\Gamma$ as separating $\Omega$ locally at $z \in \Gamma$ if there exist an $r > 0$ and open subsets $\Omega^1_{z,r}$ and $\Omega^2_{z,r}$ of $\Omega$ such that $\Gamma_{z,r}$ separates $\Omega^1_{z,r}$ and $\Omega^2_{z,r}$ and $B(z,r) = \Omega^1_{z,r} \cup \Omega^2_{z,r} \cup \Gamma_{z,r}$.

Note that $\Omega^1_{z,r}$ and $\Omega^2_{z,r}$ need not be connected since $\Omega_{z,r}$ can even contain infinitely many components. If $\Gamma_{z,r}$ separates $\Omega$ locally then the Hausdorff dimension of $\Gamma_{z,r}$ is greater or equal to $d-1$. Therefore if $\Gamma$ is Ahlfors $s$-regular one must have $s \geq d-1$. The local separation rules out the possibility that $\Omega_{z,r}$ is $\Omega$-uniform. Nevertheless, it is in fact enough for Theorem 1.1 that there exists at least one $\Omega$-uniform component of $\Omega_{z,r}$, say $\Omega^1_{z,r}$, but we omit further details.

5. Illustrations and examples

There are two constraints placed on the domain $\Omega$ in the foregoing discussion, Ahlfors regularity of the boundary and local uniformity near the boundary. To conclude we describe general situations for which these properties are valid and specific examples for which they can fail. We begin by examining the regularity property.

First assume $\Omega$ is a Lipschitz domain. Specifically assume that each boundary section $A = \Gamma \cap B(z;R)$ with $z \in \Gamma$ and $R > 0$ has a finite cover by balls $B_k = B(x_k; r_k)$, $k = 1, \ldots, N$ such that each subsection $A_k = A \cap B_k$ is, after a suitable rotation and translation of coordinates, the graph of a Lipschitz continuous function $\varphi_k$. Then $\Gamma$ has Hausdorff dimension $s =$
$d - 1$ and $\mathcal{H}^s$ measures the surface area of the boundary (see, for example, [3] Chapters 2 and 3). Moreover, it follows by a standard calculation (see [3], 3.3.4B) that the Ahlfors regularity property (5) is valid with $\mu = \mathcal{H}^s$. Since the boundary is locally ‘flat’ the $\Omega$-uniformity property is automatically satisfied for all $z \in \Gamma$. Therefore both the geometric assumptions on $\Omega$ in Theorem 1.1 are satisfied with $s = d - 1$.

Secondly, consider a domain $\Omega$ whose boundary $\Gamma$ is (locally) a self-similar fractal (see [4, 5]). Specifically assume that $F_1, \ldots, F_m$ are similarity transformations of a closed subset $D$ of $\mathbb{R}^d$, with similarity ratios $r_1, \ldots, r_m$, and that $\Gamma$ is the unique compact subset of $\mathbb{R}^d$ satisfying the self-similarity condition $\Gamma = \bigcup_{k=1}^m F_k(\Gamma)$. If the $F_k$ satisfy the open set condition introduced by Hutchinson [11] then $\Gamma$ is Ahlfors $s$-regular with $s$ the unique solution of the equation $r_1^s + \ldots + r_m^s = 1$. (For details see [4], Chapter 2, and especially Exercise 2.11, or [5], Chapter 9.) These observations allow one to construct a multitude of domains with Ahlfors regular boundaries but the local uniformity condition is not necessarily satisfied. We will illustrate this with various standard examples. The simplest and best known is perhaps the (modified) von Koch snowflake domain in two-dimensions.

![Figure 1: Modified von Koch snowflake curve with $\lambda = 1/4$.](image)

**Example 5.1.** (von Koch snowflakes) Let $\lambda \in (0, 1/3]$ and let $E_0 \subset \mathbb{R}^2$ be a line segment of unit length. Define $E_1$ by replacing the middle segment of $E_0$ with length $\lambda$ by the two sides of the equilateral triangle based on the middle segment. Thus $E_1$ is the union of four line segments two of length $\lambda$ and two of length $(1-\lambda)/2$. It is the image of $E_0$ under four similarity transformations with similarity ratios $(1 - \lambda)/2, \lambda, (1 - \lambda)/2$. Next define $E_2$ by repeating this procedure on each of the four segments of $E_1$. The (modified) von Koch ‘curve’ corresponding to the choice of $\lambda$ is the self-similar set obtained by iteration of this procedure. (See [5] Example 9.5 and Figure 1.) Its
Hausdorff dimension \( s \) is the unique solution of
\[
2\lambda^s + 2((1 - \lambda)/2)^s = 1.
\]
Thus \( s \) is a monotonically increasing function of \( \lambda \) with values between 1 and \( \log 4/\log 3 \). In particular \( s \to 1 \) as \( \lambda \to 0 \) and \( s = \log 4/\log 3 \) if \( \lambda = 1/3 \). The von Koch snowflake domain \( \Omega \) is the bounded, simply connected, interior of the curve \( \Gamma \) obtained by applying this construction to the sides of a unit equilateral triangle with each von Koch curve pointing outwards. (The standard construction is with \( \lambda = 1/3 \).) The boundary \( \Gamma \) is Ahlfors \( s \)-regular by the discussion preceding the example. All the von Koch domains and the corresponding unbounded exterior domains satisfy the Martio–Sarvas uniformity property. An explicit proof of uniformity (for \( \lambda = 1/3 \)) is given in [8], Proposition 6.30. Therefore Theorem 1.1 applies directly to the quadratic form \( h_0 \) defined on the von Koch domains and since \( d = 2 \) one concludes that \( h_0 \) is Markov unique if and only if the degeneracy parameter \( \delta \geq s \).

Finally we consider two families of \( d \)-dimensional self-similar fractals which have very similar definitions but are of a quite different nature. Together these examples illustrate various possible features including the failure of the local uniformity property near the boundary.

Example 5.2. (Vicsek snowflakes) Let \( \lambda \in (0,1/2) \) and let \( E_0 \) be the unit cube centred at the origin of \( \mathbf{R}^d \), i.e. \( E_0 = \{ x \in \mathbf{R}^d : |x_j| \leq 1/2, \ j = 1, \ldots, d \} \). Define \( E_1 \) as the union of \( 2^d + 1 \) cubes consisting of the central cube of \( E_0 \) with edge length \( 1 - 2\lambda \) and the \( 2^d \) corner cubes of edge length \( \lambda \). Then \( \Gamma \subset E_0 \) is defined as the self-similar set obtained by iterating this procedure. (The case \( d = 2 \) and \( \lambda = 1/4 \) is illustrated by Figure 0.5 in [5]). Thus \( \Gamma \) is invariant under \( 2^d + 1 \) similarity transformations, one with similarity ratio \( (1 - 2\lambda) \) and the remaining \( 2^d \) with similarity ratio \( \lambda \). Consequently, the Hausdorff dimension \( s \) of \( \Gamma \) is determined by the equation
\[
2^d \lambda^s + (1 - 2\lambda)^s = 1.
\]
Therefore \( s \in (1, d) \) and the value of \( s \) increases monotonically with \( \lambda \). Moreover, \( s \to 1 \) as \( \lambda \to 0 \) and \( s \to d \) as \( s \to 1/2 \). Hence for each \( d \) there is a critical value \( \lambda_d \) for which \( s < d - 1 \) if \( \lambda < \lambda_d \) and \( s \geq d - 1 \) if \( \lambda \geq \lambda_d \). The value of \( \lambda_d \) increases monotonically with \( d \) and \( \lambda_d \to 1/2 \) as \( d \to \infty \), e.g. \( \lambda_2 = 0, \lambda_3 = 1/3, \lambda_4 = (\sqrt{21} - 3)/4 \). Now let \( \Omega \) be the complement of \( \Gamma \) in \( \mathbf{R}^d \). The uniformity properties of \( \Omega \) are quite different in the two cases \( d = 2 \) and \( d \geq 3 \).

First if \( d = 2 \) then \( E_0 \) is a unit square and \( \Gamma \) consists of the two diagonals of the square ‘decorated’ with diagonal ‘antennae’ in a pattern repeated at smaller and smaller scales by the self-similar construction. The antennae
invalidate the uniformity property for Ω and the local uniformity property of Section 1 fails at all points of Γ. For example the sets Ω_{z,R} with z ∈ Γ are either separated or split by the antennae. Since d = 2 and s > 1 it follows that Theorem 1.1 is not applicable in this case.

Secondly, if d ≥ 3 then Γ consists of the diagonals of the d-dimensional unit cube again decorated with antennae parallel to the diagonal directions with smaller scale antennae. It then follows that Ω is a uniform domain because one can now choose paths between pairs of points in Ω which circumvent the antennae. The uniformity can be verified by a variation of the argument given in [8], Proposition 6.30, for the von Koch snowflake. Therefore in this case Theorem 1.1 is applicable for all choices of λ.

Figure 2: Four copies of the Vicsek snowflake with λ = 1/4 bounding an interior and an exterior domain.

Note that if d = 2 and one applies the Vicsek snowflake construction to four copies of the unit square E_0 centred at (±1, 0), (0, ±1), respectively,
then the union of the four copies of the self-similar set $\Gamma$ is a locally self-similar set $\tilde{\Gamma}$ which separates $\mathbb{R}^2$ into a bounded interior domain $\Omega_{\text{int}}$ and an unbounded exterior domain $\Omega_{\text{ext}}$ (see Figure 2). The common boundary $\tilde{\Gamma}$ is Ahlfors $s$-regular but the uniformity properties fail for both domains. If, however, $d \geq 3$ and one takes a $\mathbb{Z}^d$-periodic partition of $\mathbb{R}^d$ into unit cubes and then applies the foregoing construction to each cube the union of the resulting self-similar sets connect at the corners of the cubes and form a periodic web $\tilde{\Gamma}$. This web is a closed connected Ahlfors $s$-regular set with $s \in (1, d)$, its complement $\Omega = \mathbb{R}^d \setminus \tilde{\Gamma}$ is a uniform domain and the conclusions of Theorem 1.1 are valid for all possible values of $s$.

Finally we consider the example of Cantor dust. The Cantor construction is similar to the Vicsek construction but with quite different geometric properties.

**Example 5.3.** (Cantor dust in $\mathbb{R}^d$) Let $\lambda \in (0, 1/2)$ and let $E_0$ be a unit cube in $\mathbb{R}^d$. Now define $E_1$ as the union of the $2^d$ corner cubes of $E_0$ with edge length $\lambda$. The self-similar set $\Gamma$ obtained by iterating this procedure is invariant under $2^d$ similarity transformations with similarity ratio $\lambda$. The set $\Gamma$ is a closed, completely disconnected, uncountable, Ahlfors $s$-regular set with $s$ determined by $2^d \lambda^s = 1$. Thus the Hausdorff dimension is given by $d_H(\Gamma) = s = d \log 2 / \log(1/\lambda)$. Its value increases as $\lambda$ increases and takes all values in $(0, d)$. Corollary 1.2 now applies. Thus $h_0$ is Markov unique if and only if $\delta \geq 1 + (s - (d - 1))$.

One can also take a periodic partition of $\mathbb{R}^d$ into disjoint parallel cubes of side-length $2\lambda$ spaced at distance $1 - 2\lambda$ and then apply the iteration procedure to each cube. The resulting set is a regularly spaced cloud of Cantor dust $\tilde{\Gamma}$ with Hausdorff dimension $d \log 2 / \log(1/\lambda)$. Corollary 1.2 is again applicable. Therefore $h_0$ is Markov unique if and only if $\delta \geq 2 + (s - d)$.

The last two examples are interesting even for non-degenerate forms $h_0$, i.e. for the case $\delta = 0$. For example if $h_0(\varphi) = \sum_{j=1}^d \| \partial_j \varphi \|^2$ is the form of the Laplacian $\Delta$ and $\tilde{\Gamma}$ is the Cantor dust cloud then $\Delta$ is Markov unique, or equivalently $L_1$-unique, on $\mathbb{R}^d \setminus \tilde{\Gamma}$ if and only if $d \geq 2 + s$. Thus the presence of the cloud influences the diffusion if and only if the roughness parameter $\lambda$ is sufficiently large that $s > d - 2$. A similar conclusion is valid for the Vicsek web if $d \geq 3$. 
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