SS-CXR: Multitask Representation Learning using Self Supervised Pre-training from Chest X-Rays
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Abstract—Chest X-rays (CXRs) are a widely used imaging modality for the diagnosis and prognosis of lung disease. The image analysis tasks vary. Examples include pathology detection and lung segmentation. There is a large body of work where machine learning algorithms are developed for specific tasks. A significant recent example is Coronavirus disease (covid-19) detection using CXR data. However, the traditional diagnostic tool design methods based on supervised learning are burdened by the need to provide training data annotation, which should be of good quality for better clinical outcomes. Here, we propose an alternative solution, a new self-supervised paradigm, where a general representation from CXRs is learned using a group-masked self-supervised framework. The pre-trained model is then fine-tuned for domain-specific tasks such as covid-19, pneumonia detection, and general health screening. We show that the same pre-training can be used for the lung segmentation task. Our proposed paradigm shows robust performance in multiple downstream tasks which demonstrates the success of the pre-training. Moreover, the performance of the pre-trained models on data with significant drift during test time proves the learning of a better generic representation. The methods are further validated by covid-19 detection in a unique small-scale pediatric data set. The performance gain in accuracy (∼ 25\%) is significant when compared to a supervised transformer-based method. This adds credence to the strength and reliability of our proposed framework and pre-training strategy.

1 INTRODUCTION

Chest X-rays (CXRs) are the preferred imaging modality for various clinical diagnostic tasks. This is supported by the fact that acquiring CXR is relatively cheap and the x-ray facilities are widely available. Since the pandemic, chest x-rays have been the baseline radiological investigation method for Coronavirus disease (covid-19) screening, particularly for symptomatic or covid-19 positive patients presented to the emergency department, as the Coronavirus disease is manifest in an acute respiratory illness affecting the lungs. One of the most widely used tests for covid-19 detection is the Reverse Transcription-Polymerase Chain Reaction (RT-PCR) test. However, the turnaround time for RT-PCR results is significant (up to 24 hours), whereas, CXR-based screening is faster and more helpful for observing disease progression. Initially, pediatric patients were thought to be immune to the virus. However, over multiple mutations, more than 7 million children have tested positive for covid-19 in the United States alone [1]. With an increasing burden on healthcare facilities during the pandemic, where people of all ages are affected by the coronavirus, CXR has proved very useful to triage covid-19 and pneumonia in a resource-constrained environment. The success of this diagnostic tool would be further boosted by an expert computer-aided diagnosis (CAD) system that can effectively process CXRs for pathology detection, thus managing to mitigate the growing workload for radiologists.

Traditionally, medical diagnosis has focused on having a lower false negative rate (FNR) even at the cost of a higher false positive rate (FPR) [2]. The pandemic, with immense stress on healthcare resources, required an additional focus on lowering the FPR. The recent success of machine learning, in particular deep learning algorithms, for automated image analysis has advanced the field of computer-aided diagnosis. The availability of convolutional neural network (CNN) architectures has fueled the development of innovative algorithms for optimizing various performance metrics like the FPR [3]. The other challenges of the development and clinical translation of deep learning methods are the scarcity of quality labels, limited data for rare diseases (particularly for pediatrics), and lack of generalization for handling imaging data drift from different clinical sites and devices. Foundation medical image analysis models, similar to those trained on large-scale domain corpora in natural language processing [4], could help address the challenges for image-based CAD. Pre-training strategies for such models require massive amounts of training data, which is a challenge in the medical domain. For the protection of patient privacy, clinical data needs to be securely stored, limiting its availability, and access to large-scale clinical data sets. However, within the clinical sites, unannotated data is
increasing every day. Therefore, there is an urgent need to develop innovative methods that could learn from this data for better patient outcomes.

Vision transformers (ViT) with large-scale training data achieved state-of-the-art performance in vision-related tasks like classification, detection, and semantic segmentation [5], [6]. The attention module in ViT can help identify the correct features for the downstream domain-specific tasks, such as pathology classification or image segmentation, compared to the standard CNN-based architectures. This aspect of transformers could help to optimize the parameters of interest, such as True Negative Rate (TNR) with reduced FPR.

Group Masked Model Learning (GMML) is a pre-training strategy that can leverage sizeable unlabeled data sets to facilitate effective fine-tuning of the ViT [7] for downstream tasks. Herein, we adopt the GMML strategy for domain-specific self-supervised pre-training using CXR data, thus ascertaining the feasibility of our proposed methodology for CXR-based diagnosis and image analysis in the clinical domain. Particularly, we show that the learned representation is successfully transferred to challenging small-scale unseen pediatric data with a significant performance in covid-19 detection.

**Our Contributions** are summarized as follows:

1. We propose the use of GMML for self-supervised pre-training of ViT on chest x-rays (SS-CXR).
2. We further establish that our strategy helps a diverse set of domain-specific downstream tasks, including pathology classification and delineation of the boundaries between lung and background for segmentation.
3. We conduct extensive fine-tuning experiments on CXRs on both seen and unseen data distributions (to assess the relevance of the proposed method in practical clinical scenarios) for multi-class classification, binary classification, and semantic segmentation. We establish the importance of pre-training transformers on the domain data for improved performance.
4. We are the first to show that a single model achieves a high degree of accuracy to classify healthy patients from pneumonia and covid-19 on one of the largest benchmark CXR data.
5. To the best of our knowledge, we are the first to show that self-supervised pre-training on adult CXR helps learn useful representations for covid-19 detection in pediatric chest scans, traditionally an underrepresented class in most data sets.

## 2 Related Works

The popularity of self-supervised learning (SSL) has led to several self-supervised pre-training methods over the years. Earlier works designed a range of pretext tasks, for example, reconstruction of the noisy or perturbed image via autoencoding [8], denoising autoencoder [9], predicting the order of the patches [10], recovering color of grayscale image [11], predicting missing region via image inpainting [12], predicting rotation angle of image [13], adversarial loss for masked patches [14]. More recent methods focus on contrastive learning framework [15], [16], [17], [18], [19], [20], [21]. The goal of the contrastive learning is to minimize the distance between two augmented views of the same image and maximize the distance between views from different images.

Over the last years, due to the popularity of vision transformers [22], several SSL works start using the transformer’s backbone. The basic form of masked image modeling for SSL pre-training has been explored in iGPT [23] and ViT [22], with the recovery of quantized color space for each patch using GPT and BERT tasks. These SSL frameworks, both using CNNs and ViTs, have shown great potential for self-supervised pre-training, but none of them are able to outperform supervised pre-training, leading to ViT being trained on JFT-300M Google internally labeled dataset [22]. Self-supervised vision Transformer (SiT) [24] is a seminal work in the space of BERT-like masked image models via a simple masked autoencoder framework. Importantly, SiT demonstrated that it is possible to train data-hungry ViTs on small datasets from scratch. One of the limitations of SiT-based masked autoencoding frameworks is a relatively slow convergence.

Self-supervised pre-training has been gaining appeal in the medical image domain. Inspired by the UNET architecture [25], a transformer-based model was proposed for medical image analysis, particularly segmentation [26]. The model used a self-supervised pre-training strategy and was evaluated on the body organ segmentation challenge datasets with state-of-the-art performance. A self-supervised contrastive learning strategy was used for covid-19 prognosis [27]. The models were able to outperform radiologists in predicting mortality for covid-19 patients. In another study, a self-supervised pre-training strategy was applied to magnetic resonance imaging for knee abnormality classification [28]. It was shown that if appropriate strategies are used, such methods can be utilized in limited data regimes. Herein, we take a leap towards developing a model along the lines of a foundation model for CXR data. Our proposed strategy is compared with standard supervised learning as well as ImageNet-based pre-training to demonstrate the merits and feasibility of the proposed approach and its potential for achieving better patient outcomes.

## 3 Self-Supervised Pre-training for Medical Imaging

Self-Supervised learning is an alternative to supervised learning. It operates upon the input data without output (ground truth) labels. The fundamental idea is to generate supervisory signals from the unstructured data by defining a pretext task, where a machine learning framework learns the underline structure of the data to solve the task. To that end, SSL methods can be trained using much bigger data that is less affected by human labeling bias and noise within the data. In this work, we introduce SS-CXR, a general self-supervised vision transformer framework for chest x-rays. Our proposed SS-CXR framework uses vision transformers [29] and GMML, explained in Section 3.1. The learned representation from the pre-training task is used for various domain-specific downstream tasks (Section 3.2). Figure 1 shows the system diagram of our proposed approach.
3.1 Group Masked Model Learning (GMML)

Masked image modeling, which in principle is similar to the Masked Language Modeling (MLM) used in BERT [30], was first proposed in SiT [24] and employed in several recent vision [31], [32], [33] and medical [28], [34] works. The main idea of GMML is to corrupt a group of connected patches representing a “significant” part of a given visual input and recover them by learning a model. The underlying hypothesis is that, by recovering the corrupted parts of a given visual input from the uncorrupted parts based on the context of the whole visual field, the network will implicitly learn the notion of visual integrity. Intuitively the network is able to recover the missing information only if it learns the characteristic properties of visual stimuli corresponding to specific actions impacting the visual input. The weights of the learned model can then be employed as an initialization point for a related (domain-specific) downstream task.

There are several ways to corrupt a group of connected patches. For example, replacing the randomly selected patches with zeros, noise, or with patches from other medical images. Note that groups of corrupted patches are selected randomly, i.e., the patches with vital organs and the patches with the background are manipulated with equal probability and the network is required to learn to reconstruct the information corresponding to the whole medical image with equal importance. This equips the network for generalizing well to unseen data, as demonstrated by the results for pediatric cases (Section 4.2.1). For CXR reconstruction, we propose to use the ViT as a group masked auto-encoder, i.e., visual transformer auto-encoder with GMML. By analogy to auto-encoders, our network is trained to reconstruct the input image through the output tokens of the transformer. The schematic for pre-training using CXR data is shown in Figure 2.

Vision transformer receives as input a sequence of patches obtained by tokenizing the input x-ray image \( x \in \mathbb{R}^{H \times W} \) into \( n \) flattened 2D patches of size \( p \times p \) pixels, where \( H \) and \( W \) are the height and width resolution of the input x-ray and \( n \) is the total number of patches. The \( n \) patches are then flattened and fed to a linear projection, which is then passed to the ViT.

To pre-train transformers as group masked auto-encoder, the GMML manipulated x-ray image \( \hat{x} \) is first obtained by randomly replacing a significant part of the image with noise (70% of the input CXR image) or with patches from another CXR image (35%).

The reconstructed x-ray image \( \bar{x} \) is obtained by passing the corrupted image \( \hat{x} \) to the transformer encoder \( E(\cdot) \) and feeding the output to a light decoder \( D(\cdot) \). The decoder consists of 3 fully connected layers; the first two with 2048 neurons and GeLU non-linearity each, and the last bottleneck layer with 256 neurons, followed by a transposed convolution to return back to the medical image space. After the pre-training stage, the light decoder \( D(\cdot) \) is dropped and only the encoder \( E(\cdot) \) is used for the downstream task.

The pseudo-code for SS-CXR is presented in Algorithm 1. The importance of using the representation before the
nonlinear projection i.e., decoder head, is due to the loss of information induced by the reconstruction loss. Particularly, the decoder head generally learns task-specific features i.e., CXR image reconstruction, which might rescind information that may be useful for the downstream task.

For the x-ray reconstruction task, we use the $\ell 1$-loss between the original and the reconstructed image as shown in Equation 1. We compute the loss only on the corrupted pixels, similar to [30], [7].

$$L(W)_{\text{recons}} = \sum_{k} \left( \sum_{i} \sum_{j} M_{i,j}^{k} \times |x_{i,j}^{k} - \bar{x}_{i,j}^{k}| \right),$$  \tag{1}

$$M_{i,j} = \begin{cases} 1, & \text{if } x_{i,j} \text{ is manipulated} \\ 0, & \text{otherwise,} \end{cases}$$  \tag{2}

where $W$ denotes the parameters to be learned during training, $N$ is the batch size, and $M$ is a binary mask with 1 indicating the manipulated pixels.

**Algorithm 1 SS-CXR: PyTorch-style pseudo-code.**

```python
# E(.): Encoder network, i.e. vision transformer
# D(.): light decoder

for x in dataloader:  # load batch with N samples
    x_clean = augment(x)  # N x H x W
    x_corrupt = corrupt(x_clean)  # N x H x W

    # compute projections
    x_recons = D(E(x_corrupt))  # N x H x W

    # compute reconstruction loss
    loss = l1Loss(x_recons, x_clean)

    # optimization step
    loss.backward()
    optimizer.step()
```

**3.2 Classification and Segmentation Downstream Tasks**

After the self-supervised pre-training step, the lightweight decoder is removed from the SS-CXR framework and replaced with task-specific layers for the downstream task. We hypothesize that the pre-training from unlabeled CXRs using our proposed strategy (SS-CXR) learns substantial knowledge representation for task-specific fine-tuning of network weights. The fine-tuning for the downstream tasks is performed in a supervised manner using state-of-the-art classification (DEiT [29]) and segmentation models (UNETR [26]). We demonstrate the effectiveness of pre-training stage with two downstream tasks, i.e., lung disease classification and lung segmentation using the CXR data.

**Classification Task:** For the classification task, a trainable vector (i.e., class token) is appended to the input sequence of the patch tokens and passed through the transformer encoder. A classification head is added to the output of the transformer encoder corresponding to the class token. A linear layer that projects the features into the number of classes serves as the classification head. We perform several downstream classification tasks including binary and multi-class classifications. For the binary classification, we fine-tune the pre-trained models to classify CXR into healthy/pathology, covid/non-covid, and pneumonia/non-pneumonia. For healthy/pathology classification, pathological cases represented both covid-19 and pneumonia. For the multi-class classification, we fine-tune the pre-trained models to classify CXR into healthy, pneumonia, and covid-19. Further discussion and implementation details are in Section 4.2.

**Segmentation Task:** Drawing inspiration from the recent success of U-Net architecture in medical image segmentation [25], a U-shaped architecture called UNETR was proposed employing transformers [26]. In that work, ViT was used in the encoder to capture the global multi-scale information, and transposed convolutional layer as a decoder to generate the segmentation map. Herein, we modify this framework and fine-tune ViT-S in the UNETR encoder initialized with weights from the pre-training using the SS-CXR training paradigm. Refer to Section 4.3 for further discussion and implementation details.

**4 Experimental Results**

**4.1 Datasets**

Data aim to show that the domain-specific representation learned during the self-supervised pre-training stage using our proposed strategy (SS-CXR) has the potential to solve frequent clinical tasks (classification and segmentation). To this end, we use one of the biggest collections of chest x-rays with covid-19 and pneumonia patients, the COVIDx-CXR-3 benchmark dataset [35], [36]. The data are diverse and collected from multiple countries and clinical sites including both adult and some pediatric patients. Hence, is well-suited to show the robustness of our self-supervised pre-training strategy. This data is a collection of multiple datasets including BIMCV [37], STONYBROOK [38], RSNA pneumonia detection [39], RSNA-RICORD [40], SIRM [41], FIG-1[42], ACTMED [43] and COHEN[44]. We have 31,493 chest x-rays from patients whose ages ranged from 0 to 100 years. The number of pediatric patients is significantly small, 0.2% of patients were < 18 years [36]. The data were split into a train (31,093 x-rays) and test (400 x-rays) sets. In the training data set, 8596 samples are normal, 5503 correspond to pneumonia, and 15994 are labeled as Covid-19. The self-supervised pre-training stage used all the data without any ground-truth label. For our experiments, COHEN and ACTMED data were not used for pre-training and fine-tuning and were exclusively used as a test set to evaluate shifts in data distribution (arising from a different site/scanner).

1. https://www.kaggle.com/datasets/andyczhao/covidx-cxr2
Similarly, the test data (200 x-rays from RICORD and RSNA each) were excluded from pre-training and fine-tuning.

Further, to evaluate the robustness of the representation learning, we curated a dataset for pediatric CXR in-house to test our proposed paradigm. After approval from the Internal Review Board (IRB), 189 posterior-anterior CXRs were acquired from our medical center’s Picture Archiving and Communication System (PACS). The data comprised x-rays from 90 healthy subjects and 99 patients diagnosed with covid-19. The age range of the healthy subjects is 0 to 21 years, where most patients were between 0-1 year old. For covid-19 patients, age varies between 0 to 23 years, where most patients were 0-2 years old.

For lung segmentation task in chest x-rays, we used the Shenzhen dataset [45], Montgomery County dataset [46] and Belarus Tuberculosis Portal. Hence, we had a total of 801 CXRs, out of which we used 138 CXRs from the Montgomery site for testing.

4.2 Pathology Classification

Binary and multi-class classification tasks were performed to identify covid-19, pneumonia, and healthy subjects. The selection of these tasks was dependent upon the availability of appropriate data. For CXR classification, model fine-tuning was performed on an image size of 256×256 with AdamW optimizer [48], a weight decay of 0.05, and a learning rate of 5e^{-4} for 100 epochs. For our experiments we used the ViT-S (with an embedding dimension of 384, and 22M parameters) and our training strategies include: 1) fully supervised ViT-S, 2) GMML-based self-supervised pre-training on ImageNet-1K followed by fine-tuning (SS-IN), and 3) GMML-based self-supervised pre-training on CXRs followed by fine-tuning (SS-CXR). For ImageNet-1K pre-training, we used the ImageNet subset with 1000 object classes and 1,281,167 training images. The classification performance is evaluated using the True Positive Rate (TPR), False Positive Rate (FPR), False Negative Rate (FNR), Area under the Precision-Recall curve (AUC-PR), Area under the Receiver Operator Curve (AUC-ROC), and accuracy (ACC) [49].

Binary Classification: We experiment with the classification of covid vs non-covid (Table 1), pathology (covid and pneumonia) vs healthy (Table 2), and pneumonia vs healthy (Table 3). We simulated various testing paradigms and reported results on three different test data. The CXR-3 test data has samples only from RSNA & RICORD sites which are also part of the training data. The training data has been used in the fine-tuning step, hence when testing on RSNA & RICORD data, we refer to the testing paradigm as training data (owing to similar sites for train and testing) distribution. We exclusively held the COHEN & ACTMED data from pre-training and fine-tuning and hence, were used to evaluate the data distribution shift (owing to different sites and scanners) in the unseen data distribution paradigm. Similarly, none of the in-house pediatric data were used for pre-training or fine-tuning and comprised the shifted data distribution (owing to the difference in the chest anatomy of adults and children) testing paradigm. Our results show a consistent improvement in quantitative evaluation metrics for our proposed SS-CXR approach. This phenomenon is consistent across various data subsets, and data drifts presented in sections 4.2.1 and 4.2.2, showing the strength of our proposed framework.

Multi-class Classification: The effectiveness of the representation learning using SS-CXR is further evaluated by performing a multi-class classification task. CXRs are classified as healthy, covid-19, and pneumonia. The results are presented in Table 4. Our trained model, ViT + SS-CXR, achieved an accuracy of 96% which is close to the classification accuracy achieved for binary classification (pneumonia/non-pneumonia: 98%, covid/non-covid: 98.25%, and healthy/pathology: 97%). It is an indication that using the multi-class classification approach it is possible to achieve almost a hierarchical binary classification performance with a single model, thus making faster and more accurate inferences with fewer learnable parameters.

4.2.1 Data Distribution Shift during Fine Tuning

The CXR is a 2D image of the chest region for adults and children, but the anatomy varies significantly for both categories. This difference is more significant when we consider the case of neo-natal CXR, where several organs and bone structures have different anatomy. Further, it is difficult to keep young children stationary when x-rays are captured in multiple fields of view and orientations [50]. The pediatric data in general and for covid-19 are rare to find publicly and are generally smaller compared to data available for older subjects. This has traditionally limited the application of deep learning methods to pediatric data and rare diseases in pediatric populations. With the proposed SS-CXR training strategy, the aim is to develop a self-supervised method suited for these smaller data regimes, expanding the application of deep learning to more challenging clinical applications. The classification performance on pediatric in-house CXR data helps to add credence to the superior performance of the ViT-S + SS-CXR model on small datasets (in the order of magnitude of a couple of hundred). The classification accuracy achieved (94.73% for covid/non-covid detection in Table 1) is significantly higher than using a fully supervised ViT-S model (an increase of ~26%) and SS-IN training (an increase of ~35%). It should be noted that none of this data was used during pre-training or fine-tuning. We argue that the representation learned using the SS-CXR strategy aided in a successful application of the ViT-based deep learning model for such a small dataset.

4.2.2 Unseen Data Distribution at Test Time

The data from COHEN [44] and ACTMED [43] sites were excluded from the pre-training and fine-tuning steps. This is to simulate the scenario frequently encountered in the medical imaging domain, namely the need to use the designed system on data collected in a different environment. This often results in a drift in the intensity distribution in scans due to differences in protocols observed at medical centers. Hence, machine learning models performing well when trained and evaluated on data from a particular clinical center or scanner, fail when tested on data from a different clinical center or scanner.

For binary classification (covid/non-covid: Table 1 and healthy/pathology: Table 2) a significant gap in classifica-
4.3 Lung Segmentation

Semantic segmentation is the process of classifying pixels of an image into given categories. We focused on lung segmentation, i.e., the model classifies each pixel in the x-ray image into the foreground (lung) or background. Mean-IOU (intersection over union), Sorensen dice coefficient (F1-score), and surface distance (Hausdorff Distance) are the metrics used for the evaluation of lung segmentation. We fine-tune the self-supervised pre-trained ViT-S [22] within the UNETR framework on the Shenzhen [45] and Belarus datasets and report results using the above metrics on the Montgomery (test) dataset [46]. In this experiment, the ViT-S weights used are the same as those employed for the classification task and are obtained by the self-supervised pre-training using the CXR data without labels. For fine-tuning, we use an image size of $256 \times 256$ and trained pre-training using the CXR data without labels. For fine-tuning, we use an image size of $256 \times 256$ and trained

\[ \text{HD: Hausdorff distance.} \]

| TABLE 2 |
| --- |
| | RSNA & RICORD | COHEN & ACTMED |
| | Training Data Distribution | Unseen Data Distribution | Shifted Data Distribution |
| | TPR | FPR | FNR | ROC | ACC | TPR | FPR | FNR | ROC | ACC | TPR | FPR | FNR | ROC | ACC |
| CoViD [20] | 0.957 | 0.043 | 0.047 | 0.950 | 0.964 | 0.047 | 0.950 | 0.047 | 0.950 | 0.947 | 0.047 | 0.950 | 0.047 | 0.950 | 0.964 |
| CoViD + SS-IN | 1 | 0 | 0.025 | 0.975 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 |
| CoViD + SS-CXR | 0.970 | 0.030 | 0.077 | 0.923 | 0.992 | 0.077 | 0.923 | 0.077 | 0.923 | 0.992 | 0.077 | 0.923 | 0.077 | 0.923 | 0.992 |

| TABLE 3 |
| --- |
| | RSNA & RICORD (Pneumonia vs Covid-19) | RSNA & RICORD (Pneumonia vs Non-Pneumonia) |
| | Training Data Distribution | Training Data Distribution |
| | TPR | FPR | FNR | ROC | ACC | TPR | FPR | FNR | ROC | ACC | TPR | FPR | FNR | ROC | ACC |
| CoViD [20] | 0.957 | 0.043 | 0.047 | 0.950 | 0.964 | 0.047 | 0.950 | 0.047 | 0.950 | 0.947 | 0.047 | 0.950 | 0.047 | 0.950 | 0.964 |
| CoViD + SS-IN | 1 | 0 | 0.025 | 0.975 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 |
| CoViD + SS-CXR | 0.970 | 0.030 | 0.077 | 0.923 | 0.992 | 0.077 | 0.923 | 0.077 | 0.923 | 0.992 | 0.077 | 0.923 | 0.077 | 0.923 | 0.992 |

| TABLE 4 |
| --- |
| | RSNA & RICORD |
| | Testing Paradigm |
| | Healthy / Pathology |
| | 100 / 200 | 300 / 100 |
| | TPR | FPR | FNR | ROC | ACC | TPR | FPR | FNR | ROC | ACC | TPR | FPR | FNR | ROC | ACC |
| CoViD [20] | 0.957 | 0.043 | 0.047 | 0.950 | 0.964 | 0.047 | 0.950 | 0.047 | 0.950 | 0.947 | 0.047 | 0.950 | 0.047 | 0.950 | 0.964 |
| CoViD + SS-IN | 1 | 0 | 0.025 | 0.975 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 | 0.950 | 0.047 |
| CoViD + SS-CXR | 0.970 | 0.030 | 0.077 | 0.923 | 0.992 | 0.077 | 0.923 | 0.077 | 0.923 | 0.992 | 0.077 | 0.923 | 0.077 | 0.923 | 0.992 |

| TABLE 5 |
| --- |
| | MONTGOMERY (138 scans) |
| | IoU, DICE (F1 Score), Surface Distance (HD-95) |
| | MONTGOMERY (138 scans) |
| | IoU, DICE (F1 Score), Surface Distance (HD-95) |
| | UNETR [22] | UNETR + SS-IN | UNETR + SS-CXR |
| | IoU | 0.8568 | 0.9227 | 0.9210 |
| | DICE (F1 Score) | 0.9453 | 0.9561 | 9.73 |
| | Surface Distance (HD-95) | 16.70 | 9.07 | 9.73 |
**Fig. 3. Visual analysis of lung segmentation.** The yellow polygons represent the predicted segmentation for two scans from the test set (Montgomery dataset [46]). The green polygon traces the outline of the ground truth. The red and blue circles highlight the areas where there is a significant difference in predictions from different models.

**Table 6**

Performance comparison for covid/non-covid classification in terms of accuracy (ACC) and true positive rate (TPR) of SS-CXR with human baseline, supervised ViT, and supervised CNNs with and without pretraining.

| Human Baseline | Deep Learning Algorithms on CXR Test Data | | | |
|----------------|------------------------------------------|-----------------|-----------------|-----------------|
|                | Supplied (without pretraining)           | Supplied (with pretraining) | | |
| Thoracic Radiologist [51] | SS-CXR | VIT-S | EffNet-B2 | InceptionResnet-V2 | Inception-V3 | VGG-19 | DenseNet-121 | ResNet50-V2 | Covid-Net | CXR-2 [54] | VIT-SDenseNet-169 | EfficientNet-B2 | InceptionResnet-V2 | Inception-V3 | VGG-19 | DenseNet-121 | ResNet50-V2 | Covid-Net | CXR-2 [54] | VIT-SDenseNet-169 |
| ACC            | 64.37 | 98.25 | 98.15 | 97.60 | 97.55 | 97.50 | 97.50 | 96.50 | 96.30 | 96.25 |
| TPR            | 0.645 | 1 | 0.975 | 0.970 | 0.960 | 0.959 | 0.952 | 0.950 | 0.935 | 0.930 | 0.925 |

5 DISCUSSION

Table 6 compares the SS-CXR framework with self-supervised (ViT-S) and fully supervised methods trained both with and without pre-training. We observe an improvement in performance in terms of both accuracy and TPR. Our proposed strategy performs significantly better than a thoracic radiologist in identifying covid-19 from CXRs, hence can be an efficient computer-aided diagnostic system. Apart from covid-19 classification, our method performs well to keep both the TPR and the TNR high, resulting in a better AUC-ROC score (Table 1). This would lead to the real-world impact of lowering the hospitalization rates for patients falsely classified as suffering from covid-19. Further, our framework differentiates bacterial pneumonia from viral covid-19 with a high accuracy of 99.67% (Table 3).

For pediatric data without pre-training, the accuracy for the binary classification is low at 68.42% (Table 1). This can be attributed to the size of the dataset, which is very small and the model starts to overfit onto the train set and does not generalize well for the test set. The SS-CXR pre-training strategy on adult CXRs helps boost the classification accuracy of the pediatric data to an impressive rate of 94.73% (Table 1). This performance is comparable to that of adult CXRs at 98.25% (Table 1) in the RSNA [39] and RICORD [40] test set. This is a strong indicator that the pre-training has helped prevent large-scale overfitting onto small data and adapt to data distribution shifts during the fine-tuning step.

For qualitative analysis and model interpretability, the attention heat maps of the models were examined by an experienced pulmonologist. In most cases, it was found that the model’s attention is attending to the regions of interest. However, in some cases, the model attention was also observed in regions outside the lung. Hence, in the future, further analysis for more quantifiable model interpretability is required. However, the quantitative results, specifically on the pediatric data show the effectiveness of the SS-CXR framework in the lung disease classification tasks.
6 CONCLUSIONS

Chest x-rays are among the most widely used imaging modalities in radiology. Since the pandemic, CXRs have been used for the diagnosis and prognosis of covid-19, particularly for patients presented to the emergency department. Given the significance of CXR imaging in this context and the increased stress on healthcare facilities, we proposed a paradigm where self-supervised pre-training is employed to solve domain-specific downstream tasks related to CXRs, including classification and segmentation. We demonstrated the merit of the proposed approach on multiclass classification and semantic segmentation tasks, achieving state-of-the-art performance. The performance improvements achieved by the advocated self-learning method were particularly notable in challenging pediatric data. We showed that the trained model learns useful representations (from adult data) that were transferable to the pediatric data. We are the first to show the application of vision transformer models to such small data (<200 images). In the future, we intend to extend this to a foundation model for chest radiography by leveraging more data (including computed tomography) during pre-training and downstream tasks for detecting multiple lung diseases such as tuberculosis and nodules.
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