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Abstract—Even though intelligent systems such as Siri or Google Assistant are enjoyable (and useful) dialog partners, users can only access predefined functionality. Enabling end-users to extend the functionality of intelligent systems will be the next big thing. To promote research in this area we carried out an empirical study on how laypersons teach robots new functions by means of natural language instructions. The result is a labeled corpus consisting of 3168 submissions given by 870 subjects.

The analysis of the dataset revealed that many participants used certain wordings to express their wish to teach new functionality; two corresponding trigrams are among the most frequent. On the contrary, more than one third (36.93%) did not verbalize the teaching intent at all. We labeled the semantic constituents in the utterances: declaration (including the name of the function) and intermediate steps. The full corpus is publicly available: http://dx.doi.org/10.21227/zecn-6c61

I. INTRODUCTION

Over the last few years, Conversational Interfaces (CI) have become more and more popular. With the rise of a new generation of intelligent systems, CIs became established alongside graphical user interfaces as a type of human computer interaction. Today, users naturally communicate with intelligent systems, such as virtual assistants or household robots [1], [2]. For instance, one can easily arrange an appointment by talking to Apple’s Siri or Google Assistant. However, the technical advancement of CIs seems to fall behind their increasing presence. The usability of CIs has to improve soon to meet the users’ expectations. On the one hand, users will expect that systems understand increasingly complex queries and actually grasp the user’s intent rather than reacting to predefined phrases [1]. On the other hand, users will not much longer accept that they can only access built-in functionality with CIs. For the time being, there is no way to add new functions to intelligent systems through CIs. Instead, only the developers of CIs can extend their functionality. However, it would be much more efficient to enable the user to enhance the CI through the CI itself. This would engender a new kind of end-user development. The reason why this option is virtually unexplored is the lack of empirical foundation. Even though, corpora for CIs have been created in recent years [7], [8], there is no dataset to be found that focuses on function extensions.

To fill this gap and promote research in this area we have created a labeled corpus that examines how laypersons teach intelligent systems new functions by means of natural language instructions. The corpus gives insight on the language and structure laypersons use in this situation [1]. To be more exact, the corpus is supposed to answer the following research questions (among others):

1) Do laypersons always clearly state that they wish to add new functionality?
2) Can the wish for extension (and the name of the new function) be clearly separated from the actions that are to be performed?

To gather the natural language instructions, we have created a study comprising a set of four scenarios. All scenarios consider instructions for a humanoid household robot in a kitchen environment. We chose this setting, since humans are familiar with tasks (and task descriptions) in this domain. Thus, we expected naturally phrased utterances. Subjects were introduced to the setting and the task to give the robot instructions to learn a new function. We used the micro-tasking platform Prolific for our study. We collected 3470 written task descriptions (3168 after an in-depth sanity check) from 870 subjects. An exemplary task description given by a subject is:

“preparing a cup of coffee means you have to put a coffee mug under the dispenser and then press the red button on the coffee machine thats how you make some coffee”

We attach two types of labels to the descriptions. First, we attach binary labels to entire descriptions which denote the presence of an explicitly stated wish for function extension, i.e. a teaching intent. That means, we label whether a description includes a declaration of new functionality, including a name for the new function, or instead, solely a sequence of actions. Second, we attach per-word labels that describe the semantic functionality of the resp. word regarding function extensions.

1We have considered this matter in several publications. See e.g. [3], [4], [5] and [6] for discussions of several sub-tasks regarding intent extraction.

2Our research focuses on the description of functions (in the form of actions). Thus, we do not consider other types of describable knowledge, such as common-sense or environmental knowledge.
Therefore, we distinguish words which are part of the wish for extension and function naming, the sequence of actions to be performed, and words without valuable information (in terms of our objective). The full corpus, including raw data, labeled data, meta-data, and scenario descriptions, is publicly available: [http://dx.doi.org/10.21227/zeecn-6c61](http://dx.doi.org/10.21227/zeecn-6c61)

II. RELATED WORK

The vision of controlling and programming computer systems with natural language goes back to Jane Sammet in 1966 [9]. Since then, the development of such systems proceeded slowly and renowned researcher doubted its practicability [10], [11]. Until today, this research area lacks profound theoretical foundations and – to a great extent – an empirical basis. Subsequently, we present studies on natural language programming, approaches for teaching new functionality with natural language, and existing public corpora.

a) Studies: In 1981, Miller conducted a study regarding the general feasibility of natural language programming [12]. For the study fourteen college students dictated instruction sequences, that an intelligent system could have executed. The author describes a set of difficult to clear obstacles he recognized, such as semantic and context, which can hardly be interpreted correctly in all cases, and the lack of world knowledge. Despite these bleak prospects researchers such as Nielsen postulate that future computer interfaces should speak the user’s language and view interactions from a user’s perspective [13]. Biermann et al. confirm another of Miller’s observation: humans tend to describe procedures step-by-step, which suggests that they might be transferable to actual programs [14]. Pane et al. conducted two studies in which subjects (36 fifth graders and nineteen adults in sum) were supposed to give descriptions of the computer game Pac Man in natural language [15]. One of the many interesting findings is, that humans often describe things implicitly, e.g. looping: “until” or “and so on.” However, the authors conclusively state that, “[...] natural language solutions are satisfactory, but are different in style [...]” Based on the study by Pane et al., Lieberman et al. investigated, how certain natural language structures can be translated to source code [16]. From their observations they derived rules such as “nouns refer to objects” and “verbs are functions”.

b) Approaches for Teaching New Function with Natural Language: Present approaches for teaching new function with natural language do not use extensive datasets. Instead, most of them rely on heuristics. SmartSynth by Le et al. allows laypersons to interactively create short scripts for mobile phones [17]. The approach synthesizes API calls employing linguistic features and incorporates domain knowledge for type checking. She et al. teach robots new actions through natural language instructions [18]. Besides a specialized semantic processor, they incorporate domain knowledge and the robot’s perception in the process. Markievicz et al. use heuristics based on semantic roles to synthesize executable code for robotic systems from natural instructions originally written for humans [19]. Other approaches integrate linguistic resources into other techniques of end-user development. Manshadi et al. use unconstrained natural language instructions to improve their classifier for programming by example (based on directed acyclic graphs) [20]. Li et al. consider natural language as one kind of input to their multi-modal-approach APPINITE [21]. With APPINITE a user can define action sequences by selecting actions, recording touch sequences, and giving natural language descriptions.

c) corpora: Among the vast amount of linguistic corpora only a few labeled corpora for programming in natural language exist. Tellex et al. created a corpus for their approach on Understanding Natural Language Commands for Robotic Navigation and Mobile Manipulation [22]. They presented videos of a robotic forklift to subjects and let them describe what they see (as instructions). To gather the data, Tellex et al. used the microtasking platform Amazon Mechanical Turk and were able to collect instruction sequences from 45 subjects with thirteen instructions on average. In 2014, Bastianelli et al. released the Human Robot Interaction Corpus (HuRIC) [7]. It comprises three datasets from the robotic domain with 570 audio recordings taken from 51 subjects in sum. Besides a manual transcript, the corpus includes the following labels for each instance: lemmas, part-of-speech tags, and dependency trees. The SemEval-2017 Task 11, proposed by Sales et al., comes with a labeled corpus for end-user development using natural language [8]. However, the focus is on single API calls. Additionally, it makes the assumption that domain knowledge is present (and properly modeled), e.g. about the functions of a mobile phone, including method calls, parameters, etc.

d) Summary and Positioning: Although there are studies on programming in natural language, to the best of our knowledge none of them considered teaching new functionality; the same applies to publicly accessible corpora. Regarding systems for programming in natural languages, there are a few that address defining new functionality. However, they lack an extensive data basis (none is described or accessible at least).

III. STUDY

This section details the study. Subsequently, we first present design principles and research questions for our study (Subsection III-A). Then, we give details about the used scenarios (Subsection III-B) and the actual data collecting (Subsection III-C) before we discuss the labeling process (Subsection III-D). Finally, we analyze the results, including metadata, subject characteristics, and an in-depth inspection of the gathered material (Subsection III-E).

A. Research Questions & Design Principles

With our study we want to examine the language and structure used by laypersons when describing new functionality to a subject, e.g. another human or an intelligent system such as a humanoid robot. Proceeding from this rather abstract objective, we collected a set of research questions. From this set we chose the four following we hope to answer with the study:

\footnote{Amazon Mechanical Turk: [https://www.mturk.com/](https://www.mturk.com/)}
RQ1: Do laypersons always clearly state that they wish to add new functionality?

RQ2: Can the wish for extension (and the name of the new function) be clearly separated from the actions that are to be performed?

RQ3: Do laypersons tend to add non-descriptive or meaningless statements and if so, to which extent?

RQ4: Do laypersons repeatedly use particular phrases to declare certain intentions, e.g. the wish for extension?

Beside these research questions we defined the following objectives for our study. First, we do not restrict the subjects’ language. They are supposed to speak as they like. Of course this entails plenty of challenges, e.g. a wide range of different (and potentially complex) phrases and ambiguity. Second, we collect spontaneous speech. Again, this entails issues, such as incorrect wording or grammar mistakes. Finally, we aim to create a corpus that focuses on the research topic rather than the actual domains. Thus, we have to create scenarios that are tangible on the one hand and generally valid on the other.

B. Scenarios

We developed four scenarios for our study. In each scenario, subjects are supposed to teach a humanoid household robot new skills. Therefore, they should imagine that the robot is like a child with knowledge about its environment and basic abilities. All scenarios are set-up in a kitchen environment. As vivid example for a robot we chose the ARMAR-II[23].

The scenarios are giving someone, preparing coffee, serving drinks, and setting a table for two. Each contains a short name (of the skill to be taught), a list of possible intermediate steps, and pictures depicting the setting. We created a fifth scenario (starting the dishwasher) that also includes example solutions. This additional scenario is used to familiarize the participants with the setting and to present potential valid solutions. Figure 1 depicts the fifth scenario; it considers the skill start the dishwasher. The examples emphasize the components of a valid response: a name for the new skill (in blue), the explicit expression of the wish to teach something (in red) and intermediate steps.

We decided not to use videos like Tellex et al. [22] since we thought that they might distract the subjects. Also, we wanted the subjects to decide which intermediate steps are needed to learn the skill. All descriptions are short and free of technical terms. We also used simple phrasings and limited vocabulary. We introduce the subjects with an explanatory scenario (including valid answers) at the risk of affecting the subjects’ responses since we feared that the task might be too demanding otherwise[5]. In the introductory part of the study we instruct subjects to use different wording for each scenario, not to parrot the examples, and speak as freely and spontaneously as possible. Furthermore, the subjects should imagine the robot stands in front of them while they speak. We also introduced the subjects to the objective of the study and pointed to the need to explicitly indicate that they want to teach a new skill. Additionally, we reminded the subjects that a new skill is most likely composed of intermediate steps.

C. Data Collection

Each subject participates in a single session that is composed of an introduction, the four scenarios (as detailed in Subsection III-B), and a short questionnaire. There is a short task description for each scenario. The subjects are supposed to respond to each task; we call this response a submission.

We used Prolific[7] to collect data. Prolific is an online micro-tasking platform that focuses on research tasks, e.g. user studies. With over 70,000 registered users, one easily recruits a sufficient number of participants for a study. We decided not to conduct a stationary study at our institute, which we have also done in the past. Even tough we give up some control over the study in an online setting, we would have never been able to recruit enough participants with a stationary study. Since our study is of exploratory nature in the first place, we decided that quality matters more than full control. For the same reason, we did not specify any eligibility requirements.

Another decision we had to make concerned the mode of input. Originally, we planned to take audio recordings. However, from studies past we have learned that recordings from online studies are of poor quality; most subjects use poor microphones. The consequence of low quality recordings is a

\[ \text{ARMAR-II: } \text{https://his.anthropomatik.kit.edu/english/241.php} \]

\[ \text{This approach was first described by Miller [12] and implemented consequently in the study by Pane et al. [15]} \]

\[ \text{Campagna et al. observed, that subjects phrase queries differently even if they are provided with examples [23]} \]

\[ \text{Prolific: } \text{https://www.prolific.co/} \]

\[ \text{As of 09/06/2019} \]
cumbrous transcription process; automatic transcription becomes inconceivable. Additionally, we think that the need for a microphone imposes another hurdle to overcome for potential participants, which might result in a lower willingness to participate. Therefore, we preferred textual submissions for the study. However, we explicitly pointed out that the participants should imagine a situation in which they literally talk to the robot and respond spontaneously. The submissions are not constrained in length. We decided to define a time limit of 25 minutes per session, to retain internal validity. The estimated completion time is seven minutes. Each subject is allowed to participate in the study only once. However, they may abort the study at any time.

A session starts with an explanatory page. We introduce the subjects to the study objectives and boundary conditions. Then, after presenting the exemplary scenario, all four scenarios are presented to the subjects one after another. Subjects can leave their responses in a text box beneath the scenario description. On a final page we ask all subjects to give us information about their programming skills and whether they are native English speakers or not.

To verify our study design we performed a test run with ten participants and three scenarios. We put the study online on November 5th 2018, 18:10 CET. In less than 20 minutes ten subjects participated in the study. The quality of the submissions were better than we anticipated. Also, there were no major flaws or ambiguities in the study design. However, we decided to add a fourth scenario to increase diversity.

After we had designed the final scenario, we ran the main study. This time we used four scenarios and allowed 860 subjects to participate. We released it on December 7th 2018, 15:25 CET. In less than three days we collected 3440 submissions. The process at Prolific involves a manual review of the submissions of all participants. We only conducted a simple sanity check during the run time of the study:

1) Is every text field filled?
2) Does a submission obviously contains nonsense?

This manual approval process accounted for the main time. For each rejected submission another subject participated. After the completion of the study, we carried out an in-depth review of the submissions. We eliminated all submissions that clearly did not meet the objective of the study. The range of eliminated submissions reaches from participants that simply misunderstood the task to those that intentionally submitted nonsense, such as definitions from Wikipedia, short stories, or even poems. We had to decline 302 submissions, which accounts for 8.78%. Table I summarizes the numbers for the test run and the study.

|                  | test run | study | sum |
|------------------|----------|-------|-----|
| participants     | 10       | 860   | 870 |
| submissions      | 30       | 3440  | 3470|
| accepted submissions | 30   | 3138  | 3168|

D. Labeling

After we eliminated all inappropriate submissions, we labeled all remaining submissions. A first, rough analysis of the dataset revealed that about one third of all submissions are sequences of actions rather than descriptions of new functionality. Although we distinctly pointed out in the introductory part of the study that each submission must explicitly state that a new function is to be learned, many subjects missed out either the wish for extension or a name for the new function (or both) and described the intermediate steps only. Therefore, we introduced the binary label set:

- **Function Description**: used for submissions that contain a teaching intent, i.e. an explicitly stated wish for extension and a name for the new function.
- **Instruction Sequence**: used for submissions that describe a sequence of actions only, i.e. all other submissions.

Note that these binary labels are on a per-submission level. With the help of these labels, we will be able to answer RQ1 in Subsection III-E. For analyzing the submissions that contain a function description we defined the following labels:

- **Declaration**: This label is attached to all parts of a submission that contain either the wish for extension or the name of the new function. We decided to consolidate these two parts in one label for two reasons. First, we observed that a clear separation is virtually impossible for many submissions. Second, we believe that these two parts are semantically related, which makes a shared label reasonable. Example: “in order to make coffee”.
- **Specification**: This label is attached to all parts of a submission that describe the intermediate steps of the function to be learned. Example: “go to the sink”.
- **Miscellaneous**: This label is attached to all parts that do not fit in the above categories, i.e. they are irrelevant in our context. Example: “hey robot”.

We will be able to answer RQ2 with the first two labels. With the help of the Miscellaneous-label we will answer

3Note that both Miller [12] and Biermann et al. [14] limited the submissions in length. However, our first priority for this study is to let the subjects speak freely, which implicates unrestricted length in our view.

9Note that we only consider submissions with Function Description-labels.
RQ3. Figure 2 shows two labeled examples. The first example comprises a part without useful information (MISC-label). The second has two declarative parts (DECL-label). The second declaration resembles the first but uses a different wording.

Note that we use per-word labels instead of block labels (as denoted in the example). We do so since we observed that participants tend to mix different parts in their submissions. Sometimes even Declaration and Specification are hard to separate. See Subsection III-E for a thorough discussion.

The dataset was labeled by the first and the second author. We decided not to label separately, since we experienced that almost half of the labels were arguable. Therefore, we changed over to a joint labeling process. We first attached the binary labels. We decided to follow a rather strict approach, i.e. in case of doubt, we attached the Instruction Sequence-label. We first tried to determine the declarative parts for the second label set. For the remaining words we tried to separate Specification and all parts that do not carry any relevant information, e.g. greetings and common-sense teachings. Here we decided to rather mark words as relevant, i.e. attaching the labels Declaration or Specification, then irrelevant (label Miscellaneous). During the second labeling stage, we were able to determine some false positives from the first stage, since we were unable to find a declarative part. We corrected all these false labels. The results of the labeling process will be discussed in Subsection III-E.

E. Analysis

Subsequently, we analyze the dataset. First, we present the subjects’ characteristics and some metadata. Among other things, we will show the distribution of native speakers, programming experience, and statistics on how much time the participants spent to complete the study. In the second part, we analyze the dataset in terms of its linguistic features. This includes the word count, the used vocabulary, and an in-depth consideration of frequently used wording and description structures. Finally, we answer the research questions and discuss the validity of our approach.

1) Subject Characteristics & Metadata: The majority of the 870 participants are native English speakers (522, 60%). Regarding the proportion of accepted vs. rejected submission we note that more than half (154, 51%) of the rejected submissions were submitted by native speakers. However, among the accepted submission we observe the 60 (native) to 40 (non-native) ratio again. 609 (70%) of all participants have no programming experience. This is an encouraging fact, since we want to investigate verbalizations of laypersons, not programming experts. Interestingly, submissions by subjects without programming experience are more often accepted. Among the rejected submission the ratio is again nearly half-half.

Table II summarizes the distributions. This personal data was collected through the conclusive questionnaire of our study (see Subsection III-C). Besides, Prolific shares the personal data of all participants with the initiator of a study. Note that this data is incomplete since users provide it voluntary (during registration). The evaluation of this data revealed that females and males participated virtually equally (359 females and 366 males). Figure 3 shows the distribution of the age of the participants. The age of the youngest participants was 18, the oldest participant was 76; the mean age was 29.45. However, Figure 3 clearly shows that the majority of the participants are 30 and younger (456, 59%); 445 of the participants are students. According to their own statements, 306 are fully employed, 150 part-time employed, 90 unemployed, and 132 chose “other” as employment status. Table III depicts the ten most frequent countries of origin. The majority of the participants was born either in Great Britain or the US.

Prolific also records the duration of each session. We summarize the statistics in Table IV. Here we distinguish accepted and rejected submissions again. The table shows that the range for the accepted submission is 5 to 25 minutes, with an average of 9 minutes. For the rejected submission we can observe the same maximum. However, the minimum is one minute only and the average is 17 minutes. This suggests that

| Country Code | Participants |
|--------------|--------------|
| GBR          | 216          |
| USA          | 103          |
| POL          | 66           |
| PRT          | 47           |
| ESP          | 26           |
| CAN          | 26           |
| ITA          | 26           |
| MEX          | 21           |
| GRC          | 14           |
| NLD          | 12           |

Table II: Distribution of native English speakers and participants with programming experience among the accepted, rejected, and all submissions.

Table III: The distribution of the ten most frequent countries of origin (Alpha-3 country codes – ISO 3166).

Table IV: The duration of the participation per subject (in minutes).
participants that got rejected either worked rather sloppily or were unable to cope with the task.

2) Dataset Analysis: The dataset contains 3168 submissions for four scenarios with nearly 110,000 words in sum. Table V shows statistics on the number of words. The number of words per solution ranges from one to 312 with a mean of 35.43. The standard derivation is 22.48. The wide range and relatively high standard derivation suggests that the subjects made use of the possibility to verbalize their intents freely.

This assumption is also supported by the vocabulary the participants used as depicted in Table VI. The range of unique words each participant used is two to 227. On average, the subjects used more than 70 words. Table VI additionally shows the vocabulary per scenario and for the entire dataset. The number of unique words per scenario is almost the same for all scenarios. The subjects used about 600 words for each scenario (min: 570, scenario 1, max: 691 scenario 3). The total number of unique words is 1469.

The 25 most frequently used words are depicted in Figure 4. Most of them are stop words; the word the alone accounts for 11.6% of the usages. The four most frequent words (the, to, and, and you) make up more than 26.3%. Considering stop words in our context is reasonable, since some words commonly declared as stop words are valuable to identify specifying or declarative parts in descriptions, e.g. to in phrases like to prepare coffee. The first word that is not a stop word is glass at rank five. The word frequencies in our dataset comply with Zipf’s law.

To gain a deeper understanding of how the subjects verbalized new functions, we have analyzed all submissions in terms of content and linguistic structure. Table VII shows six typical submissions. These examples show that submissions contain typos (“ring some beverage [...] te beverages inside” in 2180), grammar mistakes (“pour beverage to the glass”), and are of differing styles (full sentences vs. notes). Moreover, we observed that the narrative perspective varies. Mostly, the subjects acted in the role of a teacher, sometimes as a developer. Some subjects shifted their perspective to a naive end-user. Pane et al. observed similar behaviors in their study. Most response are in present tense, using an imperative mood. However, we also found many declarative sentence and even interrogative clauses. Less frequently, responses contained passive voice or conjunctive mood.

The most notable observation in terms of the studies objective: more than a third of the submissions (1170, 37%) do not contain a description of new functionality (see Table VIII). Instead, they are merely a sequence of actions. Submission 302 and 2511 are typical examples. The large number of this kind of submissions may be attributed to a rather restrictive labeling of ours. However, since the objective of our study was to analyze unrestricted language for function descriptions, we searched for any hint that a submission comprises a teaching intent. Thus, we have labeled submissions such as 1000 as Figure 4.

![Distribution of the 25 most frequent words in the dataset.](image)

Table V

| min | max | mean | st. dev. | sum (total) |
|-----|-----|------|----------|------------|
| 0   | 312 | 35.43| 22.48    | 109008     |

Table VI

| min | max | mean | st. dev. |
|-----|-----|------|----------|
| 2   | 227 | 70.69| 26.70    |

Table VII

| ID  | Sc. | Submitted Text                                                                 |
|-----|-----|--------------------------------------------------------------------------------|
| 302 | 1   | Look directly at the person. Wave your hand. Say ‘hello’.                      |
| 1000| 2   | You have to place the cup under the dispenser and press the red button to make coffee. |
| 1346| 2   | Making coffee means you have to press the red button, put a cup underneath the hole and then pouring the coffee that comes out into your cup    |
| 2180| 3   | To ring a beverage, open the fridge and select one of the glasses inside, pour it into one of the glasses on the kitchen table and hand the glass over to the person. |
| 2511| 4   | To set the table for two, Go to the cupboard and take two of each; plates, glasses, knives, and forks. Take them to the kitchen table and set two individual places. |

We lemmatized all submissions to determine the unique words.

12Basically, Zipf’s law says that the word frequency of any given word within a natural language corpus is inversely proportional to its rank.
A notable share of participants also puts the declaration before the specification but repeats it afterwards, often with a different wording or even on another level of abstraction. A few submissions lack a specification of intermediate steps.

Although some wordings occur more frequently, the submissions differ strongly. The syntax is highly different even for the same scenario. Due to variability of the English language, e.g., different sentence construction or the use of synonyms, we received strongly varied descriptions. However, we observed that many subjects used gerunds (e.g., “preparing coffee”) or to-infinitives (e.g., “to prepare coffee”) in combination with certain words or phrases (e.g., “means” or “you have to”) to express a teaching intent. Moreover, we found the subjects tend to use certain sentence structures and wordings to verbalize their wish to extend the functionality, such as “we are going to learn how to [...]”, “in order to [...] you have to [...]”, “if you want to [...] you need to [...]”, or “ [...] means you have to [...]” (see submission 1346). To further investigate this observation, we have extracted the most frequent n-grams from the dataset (see Figure 5). Besides many domain-specific phrases, one will notice the trigrams you have to and you need to. The first is the most frequent trigram, the latter at rank nine. Both are used to separate the declaration from the specification (like in example E1 in Figure 2). In 1327 of the submissions one of these two phrases was used (variations not included). That supports the assumption that subjects use certain wordings for this task. The distribution of the ternary labels that depict the distinct parts of a submission are clearly separated from the informative sections. Moreover, we were able to discover two trigrams subjects repeatedly used to state their wish to teach a new function. However, even though we found some tendencies in the general structure of the function description, we were not able to find patterns that are valid for the majority of the submissions. Thus, we can not give a definite answer to RQ4.

4) Validity: We briefly discuss the validity of our approach. The rejection of 8.78% of the submission is arguably a sort of experimenter effect and threatens the internal validity. However, Christensen argues, that this approach is reasonable, since this kind of study aims to analyze the participants verbal knowledge transfer and not their willingness to achieve good results or their interpretation of the exercises [26]. Another issue is the difference between spoken and written language. Originally, we aimed to study how laypersons actually talk to robots. However, for reasons we discussed in Subsection III-A we discarded the idea of recording audio files. Instead, we encouraged the subjects to respond spontaneously and imagine that they talk to the robot. However, we can not be sure whether our findings apply to “real” spoken input. Finally, all scenarios comprise the same actor and the same environment, which is an issue regarding the generality of the dataset. Of course, our findings do not generalize; subjects might act differently in other domains. However, we believe that some of our findings are generally valid since they do not depend on the domain, e.g., the prevalent usage of the imperative mood to describe intermediate steps, similar wordings to express the teaching intent, or frequent 3-grams to separate the declaration from the specification.
IV. CONCLUSION & FUTURE WORK

We have presented an empirical study on how laypersons teach robots new functions. With the study we aimed at examining the verbalization humans use in this situation. We used the micro-tasking platform Prolific to collect data from a broad spectrum of participants. In four scenarios subjects were supposed to teach a robot new skills using nothing but natural language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language. The scenarios all featured the household robot ARMAR-III in a kitchen environment but strongly differing language.

We were able to collect 3618 descriptions from 870 participants. The analysis of the dataset revealed that more than one third of the submissions do not contain a teaching intent. Instead, the subjects solely verbalized a sequence of actions, i.e. the intermediate steps, in most of these cases. For the submission that comprised a function description, we were able to separate the function declaration (composed of wish for extension and function name), the description of intermediate steps, and irrelevant phrases. However, we observed that participants tend to mix these parts. To record these results we labeled all submissions. A binary label set indicates whether a function description is (non-)existent. Additionally, we label the aforementioned parts on a per-word level. We observed that the participants use certain phrase to express their wish to teach a new function, such as you have to. Two of these phrases are among the most frequent trigrams in our dataset.

With the corpora we aim to foster the research in the area of programming with natural language and in particular the teaching of functionality. We will further investigate the linguistic characteristics of verbalized function descriptions, preferably in collaboration with the community. Another logical next step is the creation of classifiers for the proposed label sets. We will examine whether classical machine learning approaches or more advanced approaches are more appropriate. In the long term, we plan to automatically synthesize method definitions from such natural language descriptions. We hope not only to generate valid method names and parameters, i.e. signatures, but also to synthesize the method body.
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