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Abstract—We present a comprehensive framework for fusing measurements from multiple and generally placed accelerometers and gyroscopes to perform inertial navigation. Using the angular acceleration provided by the accelerometer array, we show that the numerical integration of the orientation can be done with second-order accuracy, which is more accurate compared to the traditional first-order accuracy that can be achieved when only using the gyroscopes. Since orientation errors are the most significant error source in inertial navigation, improving the orientation estimation reduces the overall navigation error. The practical performance benefit depends on prior knowledge of the inertial sensor array, and therefore we present four different state-space models using different underlying assumptions regarding the orientation modeling. The models are evaluated using a Lie Group Extended Kalman filter through simulations and real-world experiments. We also show how individual accelerometer biases are unobservable and can be replaced by a six-dimensional bias term whose dimension is fixed and independent of the number of accelerometers.
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I. INTRODUCTION

INERTIAL navigation is the process of estimating the traveled distance and orientation of an object by time-integration of measured velocities and accelerations [1]. Due to the integrative nature of inertial navigation, the estimated position and orientation do inherently accumulate errors over time. This unbounded accumulation of position and orientation errors can only be limited by including external information from other sensor systems that provide an absolute reference to the environment or by including motion constraints. For instance, such aided inertial navigation has been done using satellite [2], video [3], radio [4], LiDAR [5], and magnetic field data [6]. Otherwise, the position and orientation errors' growth rate can be reduced by decreasing the measurement errors of the inertial sensors or using additional motion information such as Zero-velocity Updates (ZUPTs) [7]. Improving the sensor hardware [8] reduces measurement errors, but this typically comes with increasing cost and sensor size. Another approach to reducing the measurement error is to fuse the measurements from a redundant amount of inertial sensors to produce a virtual sensor with higher accuracy. In particular, small Micro-Electro-Mechanical Systems (MEMS) based inertial sensors can be cheaply fabricated [9] and are therefore suited for the construction of such sensor arrays [10], [11].

Fusing measurements from multiple accelerometers dispersed on a rigid body for inertial navigation has a long history [12]–[16]. When no gyroscopes are employed, this system is usually referred to as Gyroscope-free Inertial Measurement Unit (GFIMU) or an accelerometer array. Since an accelerometer array provides information on the angular velocity and the angular acceleration, it can in principle replace gyroscopes for orientation estimation. Omission of gyroscopes for inertial navigation was in particular appealing for early MEMS-based sensors, since early MEMS gyroscopes had inadequate performance and high energy consumption. However, the GFIMU cannot uniquely determine the instantaneous angular velocity and for low dynamic rotational motion, the estimation error of the angular velocity is high [17]. The angular acceleration also has to be time-integrated to unambiguously estimate the angular velocity [18], which imposes an extra time integration step compared to conventional inertial navigation. The extra integration step increases the error growth rate with an order of magnitude [19] and for certain configurations of the accelerometer array the resulting non-linear Ordinary Differential Equation (ODE) has been reported to be unstable [13], [20]. Mitigation of these problems can be achieved by placing the accelerometers in intricate configurations [14], [19], [21]–[23]. However, these configurations may impose infeasible geometric constraints on the system. Another approach has been to include a gyroscope to the GFIMU [24]–[28], a type of sensor assembly referred hereto as an inertial sensor array. To fuse the measurements from such an inertial sensor array, an ML estimator was presented in [17]. However, the estimator assumed calibrated sensors and used an iterative method to solve a non-linear optimization problem.

In this work, we present a comprehensive framework for fusing measurements from multiple and generally placed accelerometers and gyroscopes to perform inertial navigation. The traditional inertial navigation equations are extended to include the angular acceleration provided by the accelerometer array. The angular acceleration admits more accurate numerical integration of the orientation with second-order accuracy compared to the traditional first-order accuracy that can be achieved when only using the gyroscopes [1]. Since orientation errors are the most significant error source in inertial navigation, improving the orientation estimation will reduce the overall navigation error. To practically benefit from the angular acceleration, estimated by the accelerometer array, requires prior knowledge of the inertial sensor array. There-
fore, we propose four state-space models, a.k.a. mechanism equations, using different underlying assumptions regarding the time propagation of the orientation state. We evaluate these models using a Lie group Kalman filter through simulations and experiments. Using the Kalman filter, we show that the non-linear problem of fusing the measurements of multiple accelerometers and gyroscopes can be solved by Kalman updates instead of using an iterative optimization method [17]. Moreover, the Kalman updates are also shown to stabilize the potentially unstable ODEs when integrating the angular velocity. Finally, we note that individual accelerometer biases in an accelerometer array are unobservable [28]. However, we show that the individual accelerometer biases and the joint accelerometer covariance matrix can be replaced by a six-dimensional bias term and a six-by-six covariance matrix. The dimensions of these new terms are fixed and independent of the number of accelerometers.

II. INERTIAL NAVIGATION MODELING

This section presents the inertial navigation equations. First, we introduce the continuous-time equations for inertial sensor arrays to provide a rigorous derivation of the second-order integration of the orientation enabled by the array. Second, the continuous-time equations are discretized, and sensor models for accelerometers and gyroscopes are presented.

A. Continuous-time Inertial Navigation Equations

The inertial navigation equations describe a moving body’s time evolution relative to a frame at rest [29]. This time-evolution or motion of the body is computed from measurements given by inertial sensors attached to the body. By convention, the moving frame and the frame at rest are denoted as the body frame and the navigation frame, respectively. Assuming that the body moves at such speeds that the Coriolis acceleration can be neglected, then the continuous-time equations for inertial navigation are given by

\[
\begin{align*}
\dot{R}^n_b &= R^b_n [\omega^b \times], \\
\dot{p}^n &= u^n, \quad (1a) \\
\dot{v}^n &= g^n + R^{bn} s^b. \quad (1b)
\end{align*}
\]

Here \( p^n \) is the body’s position in the navigation frame, \( v^n \) is the velocity, \( g^n \) is the local gravity, \( \omega^b \) is the angular velocity between the navigation frame and the body frame, and \( s^b \) is the specific force at the origin of the body frame. The superscripts \( n \) and \( b \) denote the navigation and body frame, respectively, and they indicate which coordinate frame a quantity is expressed in. The rotation matrix between these two frames is \( R^{bn} \), which rotates a vector from the body frame to the navigation frame. Further, \( [a \times b] = a \times b \) is the skew-symmetric matrix form of the cross-product. In conventional inertial navigation, the angular velocity \( \omega^b \) and the specific force \( s^b \) are measured by two sensor triads consisting of three orthogonal gyroscope and accelerometer sensors, respectively. Then \( 1 \) is time-integrated to yield estimates of \( R^{nb} \), \( p^n \), and \( v^n \). The location of the accelerometer triad defines the origin of the body frame.

Assuming the body to be rigid and have multiple accelerometer triads geometrically dispersed on it, the specific force observed by individual accelerometer triads will differ when the rigid body undergoes a rotational motion [29]. The specific force at a point not located in the origin of the body frame, will have extra acceleration terms due to the centrifugal and Euler accelerations. These extra acceleration terms contain information about the rotation that can extend \( 1 \). Assuming that an accelerometer triad is located at \( r^b_k \), the specific force at \( r^b_k \) can then be related to the specific force at the origin of the body frame \( s^b \) via \( 17 \)

\[
f^b_k = s^b + [\omega^b \times] r^b_k + [\omega^b_\times] s^b. \quad (2)
\]

Here \( \omega^b \) is the angular acceleration of the rigid body. Since \( [\omega^b \times] r^b_k = -[r^b_k \times] \omega^b \), it is noted that \( 2 \) is linear in \( s^b \) and \( \omega^b \). Thus, by concatenating the measurements from \( K \) accelerometer triads using \( 2 \) a differential equation for \( \dot{\omega}^b \) and \( s^b \) can be obtained as \( 12, 14-16, 19, 31 \)

\[
\begin{bmatrix} \dot{\omega}^b \\ \dot{s}^b \end{bmatrix} = \begin{bmatrix} A_{\omega} & A_s \end{bmatrix} \left( f^b - h(\omega^b, r_{1:K}) \right), \quad (3)
\]

where \( r_{1:K} \equiv \{r^b_k\}_{k=1}^K \),

\[
f^b \triangleq \begin{bmatrix} f^b_1 \\ \vdots \\ f^b_K \end{bmatrix}, \quad \text{and} \quad h(\omega^b, r_{1:K}) \triangleq \begin{bmatrix} [\omega^b \times] r^b_1 \\ \vdots \\ [\omega^b \times] r^b_K \end{bmatrix}. \quad (4)
\]

The matrices \( A_{\omega} \) and \( A_s \) are functions of the accelerometer positions \( r^b_k \) and are further specified in Appendix A. The interpretation of \( 3 \) is that the difference in the specific force at \( r^b_k \) and the centrifugal acceleration can be projected onto two different sub-spaces containing \( \dot{\omega}^b \) and \( s^b \), respectively. If it can be assumed that the accelerometer positions \( r^b_k \) are centered in the body frame, i.e., \( \sum_{k=1}^K r^b_k = 0 \), then \( A_{\omega} \) and \( A_s \) become

\[
A_{\omega} \triangleq \begin{bmatrix} A_1 & \cdots & A_K \end{bmatrix}, \quad A_s \triangleq \frac{1}{K} \begin{bmatrix} I_3 & \cdots & I_3 \end{bmatrix}, \quad (5a)
\]

where

\[
A_k \triangleq \left( \sum_{i=1}^K [\omega^b_i \times] [r^b_i \times] \right)^{-1} [r^b_k \times], \quad (5b)
\]

as shown in Appendix A. Here \( I_N \) is the identity matrix of size \( N \). For the inverse in \( 5b \) to be well defined, and in general for the matrix \( [A_{\omega}^T \ A_s^T] \) in \( 3 \) to have full rank, at least \( K \geq 3 \) accelerometer triads are required with positions that span a 2D plane [17]. With \( A_{\omega} \) and \( A_s \) defined by \( 5 \)
and $\sum_{k=1}^{K} r_k^b = 0$, it is also shown in Appendix A that the differential equations in (3) decouple and become

$$\dot{\omega}^b = \sum_{k=1}^{K} A_k \left( f_k^b - [\omega^b \times]^2 r_k^b \right), \quad (6a)$$

$$s^b = \frac{1}{K} \sum_{k=1}^{K} f_k^b. \quad (6b)$$

Hence, $s^b$ becomes independent of $\omega^b$. Equation (6b) could equivalently been derived by taking the mean of $f_k^b$ and assuming $\sum_{k=1}^{K} r_k^b = 0$.

It has been reported that for certain arrangements of the accelerometer positions and orientations the non linear ODE in (6a) and (3) are unstable [12], [13], [20]. Since a gyroscope triad measures the angular velocity, a feedback law using $\omega^b$ can be introduced to (6a) as

$$\dot{\omega}^b = \sum_{k=1}^{K} A_k \left( f_k^b - [\omega^b \times]^2 r_k^b \right) - L \omega^b, \quad (7)$$

for a matrix $L$. The matrix $L$ can be designed as $L = \text{diag}(l_x, l_y, l_z)$, and for sufficiently high $l_i$, the poles in (7) can be placed in the left-hand plane [32]. Thus, by providing feedback from a gyroscope triad the potentially unstable ODE in (6a) can be stabilized.

In summary, using an accelerometer array with multiple accelerometers triads dispersed on a rigid body, the inertial navigation equations in (1) can be extended with (6). Since the angular acceleration can, via (6a), be estimated only using the accelerometer triad measurements, it is strictly speaking not necessary to include a gyroscope triad for estimation of the rotation matrix in (1a). However, by including information from a gyroscope triad, the ODE is ensured to be stable.

B. Discretized Inertial Navigation Equations

The continuous-time equations need to be discretized before implementation. When discretizing the traditional inertial navigation equations in (1) it is commonly assumed that the angular velocity and the specific force are constant between each sample instant [1]. However, since the inertial sensor array also provides an estimate of the angular acceleration, the discretization of the rotation matrix in (1a) can instead be based on the assumption of constant angular acceleration. For the angular velocity, position, and velocity, which are expressed in Euclidean vector-spaces, the discretization can be found by truncating the Taylor series given by

$$\omega(t + T) = \omega(t) + \dot{\omega}(t) T + \mathcal{O}(T^2), \quad (8a)$$

$$p(t + T) = p(t) + v(t) T + \dot{v}(t) \frac{T^2}{2} + \mathcal{O}(T^3), \quad (8b)$$

$$v(t + T) = v(t) + \dot{v}(t) T + \mathcal{O}(T^2). \quad (8c)$$

Here the superscripts related to the different frames have been omitted for notational brevity. Further, $t$ and $T$ denote the time and discretization (sample) period, respectively. Moreover, $\mathcal{O}(T^n)$ denotes $n$th and higher-order terms of $T$. However, integration by Taylor expansion is not possible for the rotation matrix $R$, since it belongs to $SO(3) = \{ R \in \mathbb{R}^{3 \times 3} : R^T R = I_3, \det R = 1 \}$. That is, the orthogonality and determinant constraints impose $SO(3)$ to be a 3-dimensional manifold embedded in $\mathbb{R}^{3 \times 3}$. However, noting that $SO(3)$ is a matrix Lie group, Lie theory can be employed to integrate $R$ and discretize (1a). Instead of integrating in $\mathbb{R}^{3 \times 3}$, the integration is performed in the tangent space to $R$, also called the Lie algebra, which is isomorphic to $\mathbb{R}^3$. For sufficiently small $T$ the solution to (1a) is

$$R(t + T) = R(t) \exp_{SO(3)}(\dot{\theta}(T)) \quad (9)$$

where $\exp_{SO(3)}(\cdot)$ is the matrix exponential map from $\mathbb{R}^3$ to $SO(3)$ [34]. Further, $\theta(T)$ is a vector found as the solution to

$$\dot{\theta}(\tau) = \Gamma(\theta(\tau)) \omega(t + \tau), \quad \theta(0) = 0, \quad (10)$$

where

$$\Gamma(\theta) = I_3 + \frac{1}{2} [\theta \times] + \left( 1 - \frac{\|\theta\|}{2} \cot \left( \frac{\|\theta\|}{2} \right) \right) \frac{1}{\|\theta\|^2} [\theta \times]^2. \quad (11)$$

In the navigation literature, $\Gamma(\theta(\tau))$ is also known as the Bortz equation [35]-[37]. The physical interpretation of $\theta$ is that $\theta$ can be considered an orientation deviation or perturbation of $R(t)$. The vector $\theta$ can also be interpreted as a rotation vector that rotates $R(t)$. For $\tau \in [0, T]$, the solution to (10) is given by the Taylor series

$$\theta(T) = \theta(0) + \dot{\theta}(0) T + \ddot{\theta}(0) \frac{T^2}{2} + \mathcal{O}(T^3). \quad (12)$$

Thus the approximate solution to the integration problem in (10) is given by calculating the time-derivatives of $\theta(\tau)$ and $\Gamma(\theta(\tau))$. In Appendix B it is shown that (12) is equal to

$$\theta(T) = \omega(t) T + \ddot{\omega}(t) \frac{T^2}{2} + \mathcal{O}(T^3). \quad (13)$$

This result was also used in [38] to integrate the rotation matrix while including the second-order term, i.e., $\dot{\omega}$. Note again that in conventional inertial navigation using an accelerometer and gyroscope triad the second-order term would not be used due to the absence of direct measurements of $\dot{\omega}$.

The discretized propagation equations for the navigation state are obtained by omitting the higher-order terms in the Taylor series. With a slight abuse of notation, we define the discrete samples as $R_n \triangleq R(t)$ and $R_{n+1} \triangleq R(t + T)$, and the other variables similarly. The discretized equations for the navigation state then become

$$R_{n+1} = R_n \exp_{SO(3)} \left( \omega_n T + \dot{\omega}_n \frac{T^2}{2} \right), \quad (14a)$$

$$\omega_{n+1} = \omega_n + \dot{\omega}_n T, \quad (14b)$$

$$p_{n+1} = p_n + v_n T + (g + R_n s_n) \frac{T^2}{2}, \quad (14c)$$

$$v_{n+1} = v_n + \left( g + R_n s_n \right) T. \quad (14d)$$

Here, the navigation equations for the inertial sensor array are propagated by the specific force $s_n$ and the angular acceleration $\dot{\omega}_n$. Assuming that the angular velocity is constant, that is $\omega_n = 0$, and removing (14b), then (14) reduces to the conventional discretized inertial navigation equations (1).
C. Accelerometer Sensor Model

The accelerometer sensors are assumed to be calibrated in terms of scale factors, misalignment, and cross-coupling [39]. Further, the $k$:th accelerometer triad’s measurements at time-instant $n$ are assumed to be corrupted by white noise and a slowly time-varying bias [40]. That is, the accelerometer measurements $y_{k,n}^{(a)}$ are modeled as

$$y_{k,n}^{(a)} = f_{k,n}^{(a)} + b_{k,n}^{(a)} + w_{k,n},$$  \hspace{1cm} (15a)

$$b_{k,n+1}^{(a)} = b_{k,n}^{(a)} + u_{k,n}^{(a)}. \hspace{1cm} (15b)$$

Here $b_{k,n}^{(a)}$, $w_{k,n}^{(a)}$, and $u_{k,n}^{(a)}$ denote the accelerometer triad’s bias, measurement noise, and driving bias noise, respectively. The noise terms $w_{k,n}^{(a)}$ and $u_{k,n}^{(a)}$ are assumed to be zero mean, uncorrelated in time, uncorrelated with each others, and have covariances $Q_{k}^{(a)}$ and $Q_{k}^{(b,a)}$, respectively.

Since the accelerometer triads’ measurements only enter the navigation equations through weighted sums in the terms for the specific force $s_n$ and the angular acceleration $\dot{\omega}_n$ in (6), the individual accelerometer biases $b_{k,n}^{(a)}$ will not be observable. To see this, inserting (15a) into (3) yields

$$\begin{bmatrix} \dot{\omega}_n \\ s_n \end{bmatrix} = \begin{bmatrix} A_{\omega} & A_s \end{bmatrix} \begin{bmatrix} y_{n}^{(a)} - b_n^{(a)} - w_n^{(a)} - h(\omega_n, r_{1:n}) \end{bmatrix}$$

\hspace{1cm} (16)

where

$$y_{n}^{(a)} \triangleq \begin{bmatrix} y_{n,n}^{(a)} \\ \vdots \\ y_{k,n}^{(a)} \end{bmatrix}, \hspace{0.5cm} b_n^{(a)} \triangleq \begin{bmatrix} b_{1,n}^{(a)} \\ \vdots \\ b_{K,n}^{(a)} \end{bmatrix}, \hspace{0.5cm} w_n^{(a)} \triangleq \begin{bmatrix} w_{1,n}^{(a)} \\ \vdots \\ w_{k,n}^{(a)} \end{bmatrix}. \hspace{1cm} (17)$$

From (16), it is observed that $s_n$ and $\dot{\omega}_n$ depend on the vectors $b_n^{(a)}$ and $w_n^{(a)}$ only through the projection matrix $[A_{\omega}^T \hspace{0.2cm} A_s]^T \in \mathbb{R}^{6 \times 3K}$ defined in (5). The projection matrix has full rank when $K \geq 3$ and when the accelerometer triads span a 2D plane [17]. If the full rank assumption is fulfilled, the vectors $b_n^{(a)} \in \mathbb{R}^{3K}$ and $w_n^{(a)} \in \mathbb{R}^{3K}$ are projected to the lower dimensional subspace $\mathbb{R}^6$, meaning that there exists $3K - 6$ dimensional subspaces of $b_n^{(a)}$ and $w_n^{(a)}$ that are unobservable. The dimension of the state-vector can thus be reduced to decrease the computational complexity and this also solves the problem of unobservable bias terms for individual accelerometers [28]. Similarly, the noise vector $w_n^{(a)}$ can be reduced. Define the new bias terms $b_n^{(\omega)}$ and $b_n^{(s)}$ and the new noise terms $w_n^{(\omega)}$ and $w_n^{(s)}$ as

$$\begin{bmatrix} b_n^{(\omega)} \\ b_n^{(s)} \end{bmatrix} \triangleq \begin{bmatrix} b_{1,n}^{(a)} \\ \vdots \\ b_{K,n}^{(a)} \end{bmatrix}, \hspace{0.5cm} w_n^{(\omega)} \triangleq \begin{bmatrix} w_{1,n}^{(a)} \\ \vdots \\ w_{k,n}^{(a)} \end{bmatrix}. \hspace{1cm} (18)$$

Then (16) can be rewritten as

$$\begin{bmatrix} \dot{\omega}_n \\ s_n \end{bmatrix} = \begin{bmatrix} A_{\omega} & A_s \end{bmatrix} \begin{bmatrix} y_{n}^{(a)} - b_n^{(a)} - w_n^{(a)} - h(\omega_n, r_{1:n}) \end{bmatrix}$$

\hspace{1cm} (19)

where the function $h$ is given in (3). The propagation equation for the new bias terms are

$$b_{n+1}^{(\omega)} = b_n^{(\omega)} + u_n^{(b,\omega)}, \hspace{1cm} (20a)$$

$$b_{n+1}^{(s)} = b_n^{(s)} + u_n^{(b,s)}, \hspace{1cm} (20b)$$

where the new driving bias noise terms $u_n^{(b,\omega)}$ and $u_n^{(b,s)}$ are introduced. The transformation in (18) will cause a correlation between $w_n^{(\omega)}$ and $w_n^{(s)}$. The joint covariance of for $w_n^{(\omega)}$ and $w_n^{(s)}$ is

$$\text{Cov} \left( \begin{bmatrix} w_n^{(\omega)} \\ w_n^{(s)} \end{bmatrix} \right) = \begin{bmatrix} A_{\omega}Q^{(a)}A_{\omega}^T & A_{\omega}Q^{(a)}A_s^T \\ A_sQ^{(a)}A_{\omega}^T & A_sQ^{(a)}A_s^T \end{bmatrix}. \hspace{1cm} (21)$$

The joint covariance for the new terms $w_n^{(b,\omega)}$ and $w_n^{(b,s)}$ can be derived analogously. From (19), we note first that the dimension of the new bias and noise terms are 6 and independent of $K$. Second, it can be noted that the covariance matrix $Q^{(a)}$ that is used to propagate (3) is replaced with the covariance matrix in (21). The former has size $3K \times 3K$ and the latter has size $6 \times 6$, meaning that the same noise structure can be represented with fewer elements.

Moreover, given the assumption of centered accelerometer positions, i.e., $\sum r_k = 0$, and assuming that $Q^{(a)} = \sigma_n^2 I_{3K}$, then (21) simplifies to

$$\text{Cov} \left( \begin{bmatrix} w_n^{(\omega)} \\ w_n^{(s)} \end{bmatrix} \right) = \sigma_n^2 \begin{bmatrix} \sum_{k=1}^{K} [r_k \times]^T [r_k \times]^{-1} 0_{3,3} \\ 0_{3,3} \end{bmatrix} \frac{1}{K} I_3. \hspace{1cm} (22)$$

In this case, the cross-correlation terms vanish. Further, it can be observed that the covariance of $w_n^{(s)}$ is inversely proportional to the number of accelerometer triads in the array and independent of the geometry. This is the same result as obtained in [17], and the covariance for the specific force is the same as the Cramér-Rao lower bound. Moreover, assuming that the accelerometer triads are mounted in a planar square grid with spacing $\alpha$, the covariance for $w_n^{(\omega)}$ is inversely proportional to $\alpha^2$, also a conclusion reached in [17].

D. Gyroscope Sensor Model

The gyroscopes sensors are, similarly to the accelerometer sensors, assumed to be assembled in triads, and measure the angular velocity in three orthogonal directions. Moreover, the gyroscopes are also assumed to be calibrated in terms of scale factors, misalignment, and cross-coupling [39]. Since the angular velocity is identical for all points on a rigid body [29], the measurements from multiple geometrically dispersed gyroscope triads can be fused to create an equivalent virtual gyroscope triad [41]. Hence, for the purpose of this work, it can without loss of generality be assumed that there is only one gyroscopic triad in the inertial sensor array. The measurements $y_n^{(g)}$ from the equivalent virtual gyroscope triad can be modeled as

$$y_n^{(g)} = \omega_n + b_n^{(g)} + u_n^{(g)}, \hspace{1cm} (23a)$$

$$b_{n+1}^{(g)} = b_n^{(g)} + u_n^{(b,g)}. \hspace{1cm} (23b)$$

Here $b_n^{(g)}$, $w_n^{(g)}$ and $w_n^{(b,g)}$ are the gyroscope triad’s bias, measurement noise, and driving bias noise, respectively. The noise terms $w_n^{(g)}$ and $w_n^{(b,g)}$ are assumed to be zero mean, uncorrelated in time, and have covariances $Q^{(g)}$ and $Q^{(b,g)}$, respectively.
III. INERTIAL SENSOR ARRAY NAVIGATION EQUATIONS

This section presents the discretized inertial navigation equations and the sensor models combined into different state-space models. The models are constructed based on specific assumptions on the prior knowledge of the inertial sensor array. This section is concluded with a discussion on the advantages and disadvantages of the different models.

A. State-Space Models

In the inertial sensor array, both the accelerometer array measurements and the gyroscope measurements can be used to estimate the angular velocity. The accelerometer array achieves this through time-integration of the angular acceleration, and the gyroscopes measure it directly. Since orientation estimation is an essential part of the inertial navigation process that amounts to time-integration of the angular velocity, we can either choose to use the accelerometer array, the gyroscope, or fuse both to estimate the orientation. Here, we present four different discrete state-space models shown in Fig. 1 of how to perform inertial navigation with an accelerometer array and a gyroscope triad, using different underlying assumptions regarding the time propagation of the orientation state.

In the first-state space model in (24), we incorporate all available information from both the accelerometer array and the gyroscope triad by collecting (14), (19), (20), and (23). In this model, the accelerometer array measurements are used to compute the angular acceleration, which propagates both the angular velocity and the rotation matrix using a 1st order and a 2nd order term, respectively. This is analogous to the specific force propagating the velocity and the position in (14) and (14c). Thanks to the 2nd order term, the model is 2nd order accurate in the numerical integration of the rotation matrix. This model in (24) is from heron referred to as the 2nd order accelerometer array model.

If the accelerometer array is not sufficiently calibrated in terms of accelerometer positions, scale factors, misalignment, or cross-coupling, the estimation error of the angular acceleration might be prohibitively high. There are two ways of reducing the impact of a high estimation error in the angular acceleration in this case. First, the rotation matrix could be propagated only using a first-order term, which could be more accurate even though the numerical integration is now only 1st order accurate. This model is denoted the 1st order accelerometer array model and is shown in (25). The second option is to omit the propagation of the angular velocity while keeping the 2nd order term for the rotation matrix. This is possible since the angular acceleration in (6a) can be computed with the angular velocity given by the gyroscope measurements instead. The integration of the rotation matrix is thus 2nd order accurate, and this model is denoted as the 2nd order gyroscope model and is shown in (26). Here it is noted that the angular acceleration bias $b_{\omega}^{(0)}$ is not propagated, since that would include two bias terms for the propagation of $R_n$ in (20a), and would thus not be observable. But we could have also omitted the gyroscope bias $b_{\omega}^{(0)}$ and kept $b_{n}^{(2)}$.

Moreover, the standard inertial navigation assumption could also be used, that is, the rotation matrix is propagated only using a 1st order term which is given by the gyroscopes. This model is denoted as the 1st order gyroscope model and is shown in (27). The only difference between this model and the standard inertial navigation equations is that the specific force is now calculated using the mean value of the accelerometer measurements.

B. Discussion on State-Space Models

The main difference between the accelerometer array and gyroscope state-space models is whether the angular velocity is propagated or not in the navigation equations. In the accelerometer array models, the accelerometer array measurements are the sole input to the inertial navigation process and used both for calculating the translational and rotational changes. Hence, (24a) to (24i) and (25a) to (25i) can be used to realize a GFIMU inertial navigation system [14], [16], [20], [31]. The accelerometer array models could thus be used for high dynamic applications where gyroscopes usually saturate (22), (23). If rotational information from gyroscopes are to be included this must be done via some filtering framework, such as the Kalman filter. In that case, (24a) to (24i) and (25a) to (25i). describe the system dynamics and (24j) and (25j) the observation equation of the state-space model used in the filtering process. A natural consequence of using the Kalman filter is that accelerometer and gyroscope measurements are fused using Kalman updates that have a fixed amount of computations. This is not the case for the current state-of-the-art method that fuses the accelerometer and gyroscope measurements by solving a non linear optimization problem using an iterative method [17]. The Kalman updates will also function as a feedback mechanism on $\omega$, which has the added benefit of stabilizing the potentially unstable continuous-time equation in (7) [13], [20]. Moreover, it is also possible to fuse the gyroscope and accelerometer array measurements for orientation estimation without Kalman updates as shown in the 2nd order gyroscope model. However, the gyroscope models will not work when the gyroscopes saturate.

IV. KALMAN FILTER FOR ARRAY INERTIAL NAVIGATION

An inertial navigation solution is usually used in conjunction with other sensor systems. In this case, the sensor measurements are fused in a filtering framework, which is the topic of this section. Since the rotation matrix belongs to $SO(3)$, we present a Lie group Kalman filter for inertial navigation using the state-space models presented in Fig. 1. The filter equations for a general matrix Lie group are first presented, and then the specific equations for the 2nd order accelerometer array state-space model in (24) are presented. From this model, the other state-space models follow naturally.

A. Discrete Lie Group Extended Kalman Filter

Since the rotation matrix belongs to $SO(3)$ the standard Kalman filter cannot be directly used with the state-space models in Fig. 1. Here we instead employ the Discrete Lie Group Extended Kalman Filter (D-LG-EKF) [44] that explicitly considers the non-Euclidean geometry of $SO(3)$. Since
Table 1. Equations for the four proposed state-space models for inertial navigation using an inertial sensor array. The 2nd order models have a 2nd order term in the propagation of the rotation matrix in (24a) and (26a), while the 1st order models in (25a) and (27a) have a 1st order term. The accelerometer array models propagate the angular velocity in (24b) and (25b) using the angular acceleration computed from the accelerometer measurements in (24h) and (25h). The gyroscopic models estimate the angular velocity directly using (24i) and (25i).

| 2nd order accelerometer array state-space model | 1st order accelerometer array state-space model |
|-----------------------------------------------|-----------------------------------------------|
| \[ R_{n+1} = R_n \exp_{SO(3)}^A \left( \omega_n T + \omega_n^2 \frac{T^2}{2} \right) \] (24a) | \[ R_{n+1} = R_n \exp_{SO(3)}^A (\omega_n T) \] (25a) |
| \[ \omega_{n+1} = \omega_n + \omega_n T \] (24b) | \[ \omega_{n+1} = \omega_n + \omega_n T \] (25b) |
| \[ p_{n+1} = p_n + v_n T + (g + R_n s_n) \frac{T^2}{2} \] (24c) | \[ p_{n+1} = p_n + v_n T + (g + R_n s_n) \frac{T^2}{2} \] (25c) |
| \[ v_{n+1} = v_n + (g + R_n s_n) T \] (24d) | \[ v_{n+1} = v_n + (g + R_n s_n) T \] (25d) |
| \[ b_n = b_n^{(s)} + w_n^{(b,s)} \] (24e) | \[ b_n^{(s)} = b_n^{(s)} + w_n^{(b,s)} \] (25f) |
| \[ b_n = b_n^{(s)} + w_n^{(b,s)} \] (24f) | \[ b_n = b_n^{(s)} + w_n^{(b,s)} \] (25g) |
| \[ \omega_n = b_n^{(g)} + w_n^{(g)} \] (24g) | \[ \omega_n = b_n^{(g)} + w_n^{(g)} \] (25h) |

Fig. 1. Equations for the four proposed state-space models for inertial navigation using an inertial sensor array. The 2nd order models have a 2nd order term in the propagation of the rotation matrix in (24a) and (26a), while the 1st order models in (25a) and (27a) have a 1st order term. The accelerometer array models propagate the angular velocity in (24b) and (25b) using the angular acceleration computed from the accelerometer measurements in (24h) and (25h). The gyroscopic models estimate the angular velocity directly using (24i) and (25i).

\( \mathbb{R}^N \) can be embedded into a matrix, the Euclidean space is also a matrix Lie group [34]. And since the composition of matrix Lie groups also is a matrix Lie group, we only present the D-LG-EKF for a single matrix Lie group \( G \). The D-LG-EKF reduces to the standard Extended Kalman Filter (EKF) when \( G \) is the Euclidean space [44].

The D-LG-EKF framework is based on the concept of concentrated Gaussian distributions on Lie groups [45]. The random variable \( X \) defined on the Lie group \( G \) has a Gaussian distribution with almost all of its probability mass concentrated in a small neighborhood around the mean \( \hat{X} \), so that the probability distribution is effectively contained in the Lie algebra to \( \hat{X} \). Since the Lie algebra is isomorphic to \( \mathbb{R}^N \), the Gaussian distribution can be represented by the Euclidean random variable \( e \sim N(0_{N\times1}, P) \) where \( P \in \mathbb{R}^{N_{x} \times N_{x}} \) is a covariance matrix. Here \( 0_{N,M} \) is the zero matrix with \( N \) rows and \( M \) columns. The concentrated Gaussian distribution on \( G \) is then defined as

\[ X = \hat{X} \exp_G^\sim(e). \] (28a)

Next, it is assumed in the D-LG-EKF framework that the state-space model is in the form

\[ X_{n+1} = X_n \exp_G^\sim \left( \Omega(X_n, u_n, w_n^{(p)}) \right), \] (29a)
\[ Y_n = \eta(X_n) \exp_G^\sim \left( w_n^{(m)} \right), \] (29b)
where \( w_n^{(p)} \in \mathbb{R}^{N_p} \) is the process noise, \( w_n^{(m)} \in \mathbb{R}^{N_m} \) is the measurement noise, and \( u_n \in \mathbb{R}^{N_u} \) is the input. The propagation function is \( \Omega : G \times \mathbb{R}^{N_u} \times \mathbb{R}^{N_r} \to \mathbb{R}^{N_e} \) and the measurement function is \( \eta : G \to G' \), as given by, e.g., (24). Next, it is assumed that the state estimate of \( X_n \) to be a concentrated Gaussian with mean \( \hat{X}_{n|n} \) and covariance \( P_{n|n} \) according to (25), and that \( w_n^{(p)} \sim \mathcal{N}(0, Q^{(p)}) \) and \( w_n^{(m)} \sim \mathcal{N}(0, Q^{(m)}) \). Then, the propagation equations for the mean and the covariance are

\[
\hat{X}_{n+1|n} = \hat{X}_{n|n} \exp \hat{\Omega}_n \\
P_{n+1|n} = F_n P_{n|n} F_n^\top + G_n Q^{(p)} G_n^\top
\]

(30a)

where

\[
\hat{\Omega}_n = \Omega(\hat{X}_{n|n}, u_n, 0), \\
F_n = \text{Ad}_{G_n}(\exp \hat{\Omega}_n) + \Phi_n(\hat{\Omega}_n) J_n^{(x)}, \\
G_n = \Phi_G(\hat{\Omega}_n) J_n^{(w)}, \\
J_n^{(x)} = \partial \hat{\Omega}_n \left( \hat{X}_{n|n} \exp \hat{\Omega}_n (e), u_n, 0 \right) \bigg|_{e=0}, \\
J_n^{(w)} = \partial \hat{\Omega}_n \left( \hat{X}_{n|n}, u_n, w \right) \bigg|_{w=0}.
\]

(31a)

Here \( \text{Ad}_{G_n} \) is the adjoint representation of \( G \) on \( \mathbb{R}^{N_e} \) and \( \Phi_G \) is the right Jacobian of \( G \). The measurement update is

\[
\hat{X}_{n|n} = \hat{X}_{n|n-1} \exp \hat{\Omega}_n (e_{n|n}) \\
P_{n|n} = \Phi_G(e_{n|n}) (I - K_n H_n) P_{n|n-1} \Phi_G(e_{n|n})^\top
\]

(32a)

where

\[
K_n = P_{n|n-1} H_n^\top \left( H_n P_{n|n-1} H_n^\top + Q^{(m)} \right)^{-1} \\
e_{n|n} = K_n \log_{\Phi_G}(\eta(\hat{X}_{n|n-1}^{-1} Y_n)) \\
H_n = - \partial \log_{\Phi_G}(\eta(\hat{X}_{n|n-1} \exp \hat{\Omega}_n (e) )^{-1} Y_n) \bigg|_{e=0}.
\]

(33a)

Here \( \log_{\Phi_G} \) is the matrix logarithm of \( G' \). If \( G \) and \( G' \) were Euclidean spaces, (30) to (33) would be reduced to the regular EKF filter equations [34, 44]. Compared to the standard EKF filter equations, we can note the inclusion of the factors \( \Phi_G(\hat{\Omega}_n) \) and \( \Phi_G(e_{n|n}) \) for the computation of the covariance matrices. If \( G = SO(3) \) these factors account for the rotation of the body frame and the correction of the covariance matrix for the rotation is also referred to as attitude reset [37].

### B. D-LG-EKF for Array Inertial Navigation

Here we define the specific Lie-Group \( G \) applicable for the inertial navigation equations. We derive the filter for the 2nd order accelerometer array state-space model in (24) and omit the other state-space models, since they can be derived from the 2nd order accelerometer array state-space model through deleting rows and columns in the Jacobians. For the state-space model in (24) the matrix Lie group is defined as \( G = SO(3) \times \mathbb{R}^{18} \). The explicit matrix expression for \( G \) is found from the matrix embedding of the Euclidean elements by letting

\[
\hat{z}_n \triangleq \left[ \omega_n^\top \quad p_n^\top \quad \left( b_n^{(\omega)} \right)^\top \quad \left( b_n^{(s)} \right)^\top \quad \left( b_n^{(g)} \right)^\top \right]^\top
\]

(34)

and

\[
X_n \triangleq \begin{bmatrix} R_n & 0_{18,3} \\ 0_{18,3} & I_{18} \end{bmatrix} \begin{bmatrix} z_n \\ 0_{18,3} \end{bmatrix} = \begin{bmatrix} R_n \\ 0_{18,3} \end{bmatrix}.
\]

(35)

The dimension of the Lie algebra of \( G \) is consequently 21 and the state-covariance \( P \in \mathbb{R}^{21 \times 21} \). Moreover, the process noise vector is composed of the accelerometer measurement noise and the white noise that drives the bias terms for the accelerometers and gyroscopes, that is,

\[
w_n^{(p)} \triangleq \begin{bmatrix} \omega_n \\ p_n \\ b_n^{(\omega)} \\ b_n^{(s)} \\ b_n^{(g)} \end{bmatrix}.
\]

(36)

The input to the propagation equation is the accelerometer measurements. The propagation equation is then derived from (24) as

\[
\Omega(X_n, y_n^{(a)}, w_n^{(p)}) = \begin{bmatrix} \omega_n T + \omega_n T^2 \\ \dot{\omega}_n T + (g + R_n s_n) T + (g + R_n s_n) T \end{bmatrix},
\]

(37)

where \( \dot{\omega}_n \) and \( s_n \) are computed using (249) and (241). The Jacobians \( F_n \) and \( G_n \) are given in Appendix C.

Moreover, the angular velocity is propagated using the accelerometer measurements in (24b), but also provided by the gyroscopes in (24c). Hence, the gyroscope measurements have to be fused using Kalman updates in (32). The Lie-Group for gyroscope measurements is defined as \( G^{(g)} \triangleq \mathbb{R}^3 \) and the gyroscope measurement equation and its corresponding Jacobian is

\[
\begin{bmatrix} I_3 \\ 0_{18,3} \end{bmatrix} \begin{bmatrix} 0_3 & I_3 \\ 0_{3,12} & I_3 \end{bmatrix} \begin{bmatrix} \omega_n \\ p_n^{(g)} \end{bmatrix} = \begin{bmatrix} I_3 \\ 0_{18,3} \end{bmatrix} \begin{bmatrix} \omega_n + p_n^{(g)} \end{bmatrix},
\]

(38a)

Here \( 0_N \) is the zero matrix of size \( N \). As mentioned in Section III-B the non linear optimization problem in (17) is now solved using Kalman updates in (32) and (38). The benefit of using Kalman updates is that the required number of computations are known in advance, which is not the case for iterative optimization methods.
The performance of the proposed Kalman filter and the four proposed state-space models for inertial navigation using an inertial sensor array was evaluated by simulations and experiments, along with the numbering of the IMU triads used in tables and figures. The dimensions denote the distance between the center positions of the IMU chip packages. The white dots on each IMU package are the orientation markers, indicating the mounting directions of the IMU packages [46]. The IMU packages on the underside, even numbers, are rotated 180° around the axis y = x relative to the IMU packages on the topside, odd numbers. Each IMU package measures 4 mm × 4 mm × 1 mm [46].

Furthermore, a measurement update on the position can be made if the inertial navigation system has information on the position, e.g., when using a GPS sensor. The measurement equation and the corresponding Jacobian is given as

\[
I_3 \begin{bmatrix} y_n^{(p)} \\ y_n^{(p)} \end{bmatrix} = I_3 \begin{bmatrix} p_n \\ 1 \end{bmatrix} + \begin{bmatrix} I_3 \mathbf{w}_n^{(p)} \\ 0_{1,3} \end{bmatrix} + \mathbf{w}_n^{(p)} \quad \text{and} \quad H^{(p)} = \begin{bmatrix} 0_{3,6} & I_3 & 0_{3,12} \end{bmatrix},
\]

(39a)

where \( y_n^{(p)} \) is the position measurement and \( w_n^{(p)} \) is position measurement noise.

V. SIMULATIONS AND EXPERIMENTS

The performance of the proposed Kalman filter and the four proposed state-space models for inertial navigation using an inertial sensor array was evaluated by simulations and experiments. The simulations demonstrate the performance obtained under idealized assumptions, and real-world experiments verify the practical applicability of the proposed methods.

A. Simulations

We evaluated the performance of the proposed inertial navigation system realizations in Fig. 1 using simulated data corresponding to different sampling frequencies \( F_s \), and to different degrees of rotational dynamics. The inertial sensor array considered in the simulations is shown in Fig. 2 which is an inertial sensor array with 32 IMUs attached to a Printed Circuit Board (PCB). The accelerometers and gyroscopes are assumed to be perfectly calibrated in terms of scale factors, misalignment, cross-coupling, and accelerometer positions [39], [47], [48]. Hence, the sensor measurements are assumed only to be corrupted by a constant bias and white noise. Specifically, we assume the noise of the accelerometers and the gyroscopes to be zero-mean, uncorrelated and to have a standard deviation of \( \sigma(a) = 0.5 \text{ m/s}^2 \) and \( \sigma(\dot{g}) = 1 \text{ deg/s} \), respectively. The constant bias is assumed to be drawn from a normal distribution with standard deviation set to \( \sigma(a) \) and \( \sigma(\dot{g}) \) for the accelerometers and gyroscope, respectively. These parameters were selected to reflect the performance of typical MEMS-based IMUs [46]. Further, we assume idealistically that the sensors have an infinite dynamic range.

Field conditions were simulated by generating a continuous sinusoidal motion from which artificial sensor measurements were constructed. To account for the unknown constant bias, artificial position measurements were simulated for an initial time period to let the bias estimate of the filters converge. After convergence, the position updates ceased and the filters conducted pure inertial navigation. More specifically, the angular velocity in the simulations was set to two different sinusoids as shown in Fig. 3 depicting low dynamic rotational and a high dynamic rotational motion. From the generated continuous-time motion sequence discrete time sensor measurements were generated considering two different sampling frequencies, \( F_s = 500 \text{ Hz} \) and \( F_s = 100 \text{ Hz} \), designating high and low sampling frequencies, respectively. The synthetic navigation
position measurements were generated from the true motion and with an added zero-mean noise with a standard deviation of $\sigma^{(p)} = 10 \text{ cm}$ and with a frequency of 100 Hz. The filters had $\sigma^{(b,g)}$, $\sigma^{(b,s)}$, and $\sigma^{(b,\omega)}$ all equal to zero. The initial values for the accelerometer and gyroscope biases were set to zero and the corresponding initial covariances were set to $\sigma_0^{(b,g)} = 3\sigma^{(g)}$, $\sigma_0^{(b,s)} = 3\sigma^{(s)}$, with $\sigma_0^{(b)}$ and $\sigma_0^{(b,\omega)}$ evaluated using (22).

The Root-Mean-Square Error (RMSE) of the navigation position of the filters during the inertial navigation phase is shown in Fig. 4 for 1000 Monte Carlo simulations. We first observe that the 1st order state-space models in (25) and (27) give similar results for all considered cases meaning that fusing the accelerometer array’s and the gyroscopes’ measurements for angular velocity estimation yields little improvement over integrating the angular velocity directly from the gyroscope measurements. Moreover, for the low dynamic rotational motion, we observe a reduced error of the 2nd order models in (24) and (26) meaning that the 2nd order numerical integration of the rotation matrix using the angular acceleration reduces the overall position error growth. However, this is not the case for highly dynamic rotational motion, where the reduced error diminishes and even exceeds that of the 1st order models in (25) and (27) for low sampling frequencies. This could be attributed to the fact that the angular acceleration estimate has its lowest variance when the angular velocity is zero [17], and thus the 2nd order integration scheme for the rotation matrix becomes more accurate for low dynamic rotational motions. With increasing rotational motion, the variance in angular acceleration increases and the 2nd order term in the rotation matrix becomes increasingly less accurate. The same conclusions seem to hold for both high and low sampling frequencies, indicating that the numerical integration of the angular velocity is not unstable. Evaluating the poles of the Jacobian to (6a) using the nominal values of the accelerometer positions of the inertial sensor array yields three eigenvalues on the imaginary axis, meaning that the time-continuous equations are stable.

### B. Experiments

We also evaluated the performance of proposed inertial navigation system realizations in Fig. 1 using real experiments...
performed on the array in Fig. 2. We collected measurements from the array while simultaneously measuring the position of the array using a camera-based Motion Capture (MC) system [49]. We assume that the inertial sensor array samples all the IMUs simultaneously and instantaneously during one time sample. The details about the hardware and the sampling process can be found in [49]. The inertial sensor array was attached to a rig that had multiple reflective markers that were tracked by the cameras. The MC system provided both a rotation and position estimate of the rig with a sampling frequency of 100 Hz.

The rig was then exposed to twisting motion in seven different experiments. Each experiment consisted of three phases, a time-synchronization phase, a low rotational dynamics phase, and a high rotational dynamics phase. The time-synchronization phase consisted of the rig and the inertial sensor array being rotated around a single axis. This rotating motion generated a high Signal-to-Noise Ratio (SNR) signal from the gyroscopes, which was compared with the computed angular velocity from the rotation estimates given by the MC system. An illustration of the rotational motion during the low and high dynamic phases is shown in Fig. 5 where the angular velocity of the gyroscopes in experiment 1 is shown. Due to difficulties in aligning the origin of the MC frame and the origin of the inertial sensor array, the standard deviation for the position updates was set to $\sigma^{(\rho)} = 10$ cm.

In each experiment, the four filters were used to process the measurement from the inertial sensor array with the same noise variances settings as used in the simulations in Section V-A. Position measurements given by the MC system were also fed to the filters up to a certain time point, and then the position updates ceased. The filters then performed pure inertial navigation for 5 seconds. The accelerometer and gyroscope biases were initialized to zero, and the filters ran for a long enough time period for the bias estimates to converge before the pure inertial navigation phase was started. Inertial navigation commenced from 20 equally spaced time-instants during the low dynamic and high dynamic phases. For each rotational phase the RMSE during the inertial navigation phase was computed by averaging the position over the 140 times the position updates ceased and over the coordinate axes.

The RMSE of the position estimates for the experiments is shown in Fig. 6 for two different sampling frequencies. First, we note that the 2nd order accelerometer array model in (24) has a higher RMSE compared to all other models for all considered cases. And the expected improvement of the 2nd order models in (24) and (26) is not seen as observed in the simulations. Thus, joint propagation of the angular velocity and the rotation matrix using the angular acceleration has a higher error than solely propagating the rotation matrix only using the gyroscope measurements. This suggests that there is an estimation error in the angular acceleration computed with the accelerometer array measurements, which could depend on several factors such as misspecified covariances, scale factor errors, sensitivity axes misalignments, cross-coupling terms, and uncertainties in the accelerometer positions. However, for the high-frequency sampling case, the 2nd order gyroscope model in (26) and the 1st order accelerometer array in (25) have a lower error compared to the 1st order gyroscope model in (27), meaning that the estimated angular acceleration can improve the orientation estimation. And for the 100 Hz sampling frequency, we observe that the RMSE for the accelerometer array models in (24) and (25) increase relative to the 1st order gyroscope model in (27). Thus, when the integration time increases the error in the orientation estimation using the angular acceleration increases, suggesting that the angular velocity integration is not stable. Since the simulations did not suggest an unstable integration for the considered geometry of the accelerometer positions, it is left for future research to find the cause for the observed behavior.

### VI. SUMMARY AND CONCLUSIONS

We propose four state-space models of how to perform inertial navigation using an inertial sensor array. Using different underlying assumptions regarding the orientation modeling, these four models fuse the measurements of multiple and generally placed accelerometer triads and a gyroscope triad to improve inertial navigation performance. The non linear problem of fusing the accelerometer array measurements and the gyroscope measurements for angular velocity estimation is solved through Kalman updates. The benefit of using Kalman updates is twofold. First, the required computations for the sensor fusion problem can be known in advance, which is not the case when this fusion is done using an iterative optimization method [17]. Knowing the number of computations in advance is useful for embedded systems where computational resources are limited. Second, we show that the Kalman updates stabilize the potentially unstable equations when the angular velocity is integrated using the accelerometer array measurements [13].
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Thus, it is not necessary to place the accelerometer triads in complex geometries to ensure stability \[14, 19, 21–23\]. Furthermore, the angular acceleration is estimated from the accelerometer array measurements and we present three methods for how to capitalize on the angular acceleration: either 1) propagate the angular velocity; or 2) propagate the rotation matrix with 2nd order accuracy; or 3) both. We also show that the correct weighting of multiple accelerometer measurements for computation of the specific force is given by the mean value \[50\], which is derived using the implicit assumption of centered accelerometer positions. Moreover, we show how only six dimensions of all individual accelerometer biases are observable and consequently, it is sufficient to only model the bias in six dimensions independent of the number of accelerometer triads. This observation answers the question posed in \[28\] where it was observed that the individual biases of the accelerometers were unobservable, and that only three dimensions of all bias terms were observable when computing the specific force.

Moreover, simulations showed that for low rotational motions a significant reduction in navigation position error can be achieved compared to the conventional inertial navigation method when using all available information from the accelerometer array and the gyroscopes. This can be attributed to the increased accuracy in the numerical integration of the rotation matrix by the inclusion of a 2nd order term given by the angular acceleration. However, this error reduction was not observed in real-world experiments. This can be ascribed to errors in the assumed covariances, accelerometer positions, scale-factors, and misalignments. Thus, future research should focus on methods to calibrate and compensate for these error sources. However, it was observed from the experiments that the inertial sensor array could, for high sampling frequencies, provide extra orientation information and reduce the inertial navigation error compared to conventional inertial navigation.

\[\text{APPENDIX A}\]

\text{ACCELEROMETER ARRAY DIFFERENTIAL EQUATIONS}\n
Concatenating the measurements from \(K\) accelerometer triads using \[43\] yields

\[
f^b = h(\omega^b, r^b_{1:K}) + H(r^b_{1:K}) \begin{bmatrix} \dot{\omega}^b \\ s^b \end{bmatrix}
\]

(40)
where $f^b$ and $h$ are defined in (41) and

$$H(r^b_{1:K}) \triangleq \begin{bmatrix} -[r^b_1 \times] & I_3 \\ \vdots & \vdots \\ -[r^b_K \times] & I_3 \end{bmatrix}.$$  (41)

The solution for the angular accelerations and the specific force is then

$$\omega^b_s = A \left( f^b - h(\omega^b, r^b_{1:K}) \right),$$  (42)

where

$$A \triangleq (H^TH)^{-1} H^T.$$  (43)

The angular acceleration and the specific force are thus different linear combinations determined by the matrix $A$ of the difference between the specific forces $f^b_k$ and the centrifugal accelerations $h(\omega^b, r^b_{1:K})$. Equation (42) can be simplified by noting that

$$H^TH = \left[ \sum_k [r^b_k \times]^T [r^b_k \times] - \sum_k [r^b_k \times]^T \right] K I_3.$$  (44)

Assuming that $\sum_k r^b_k = 0$, and consequently $\sum_k [r^b_k \times] = 0$, yields

$$H^TH = \begin{bmatrix} \sum_k [r^b_k \times]^T [r^b_k \times] & 0 \\ 0 & K I_3 \end{bmatrix}.$$  (45)

The three last rows of (42) then become

$$\frac{1}{K} \sum_{k=1}^K (f^b_k - [\omega^b] r^b_k) = \frac{1}{K} \sum_{k=1}^K f^b_k,$$  (46)

which are independent of $\omega^b$. The differential equations in (42) then decouples and become (6).

**APPENDIX B**

**TIME EVOLUTION OF ROTATION VECTOR**

To show that (12) is equal to (13) amounts to calculating the terms $\dot{\theta}(0)$ and $\theta(0)$. The rotation vector can be expressed as $\theta = ||\theta|| u$ where $||\theta||$ is the magnitude of $\theta$ and $u$ is the unit vector pointing in the same direction as $\theta$. Using this, (11) can be rewritten as

$$\Gamma(\theta) = I_3 + \frac{1}{2} ||\theta|| [u \times] + \left( 1 - \frac{||\theta||^2}{2} \cot \left( \frac{||\theta||}{2} \right) \right)[u \times]^2.$$  (47)

It is then clear that $\Gamma(0) = I_3$. With $\theta(0) = 0$ the first time-derivative of $\theta$ is

$$\dot{\theta}(0) = \Gamma(\theta(0)) \omega(t) = \omega(t).$$  (48)

Next $\dot{\theta}(0)$ is obtained through

$$\ddot{\theta}(\tau) = \dot{\Gamma}(\theta(\tau)) \omega(t + \tau) + \Gamma(\theta(\tau)) \dot{\omega}(t + \tau) + \frac{1}{2} \dot{\omega}(t \times).$$  (49)

By differentiation, it can be shown that

$$\dot{\Gamma}(\theta(t))|_{\tau=0} = -\frac{1}{2} \dot{\omega}(t \times),$$  (50)

so that

$$\dot{\theta}(0) = -\frac{1}{2} \dot{\omega}(t \times) [\omega(t) + \dot{\omega}(t) = \ddot{\omega}(t).$$  (51)

**APPENDIX C**

**JACOBIANS**

The Jacobian in (31d) to (37) in the state-matrix $X_n$ is given by

$$J_n^{(\omega)} = \begin{bmatrix} J_n^{(1)} & J_n^{(2)} \end{bmatrix},$$  (52)

where

$$J_n^{(1)} = \begin{bmatrix} 0_3 & I_3T + \frac{\partial \omega_n}{\partial \omega_n} T^2 & 0_3 & 0_3 \\ 0_3 & \frac{\partial \omega_n}{\partial e_n} T & 0_3 & 0_3 \end{bmatrix},$$  (53a)

and

$$J_n^{(2)} = \begin{bmatrix} \frac{\partial \omega_n}{\partial e_n} T^2 & 0_3 & 0_3 \\ 0_3 & \frac{\partial \omega_n}{\partial e_n} T & 0_3 \end{bmatrix}. $$  (53b)

Here $e_R \in \mathbb{R}^3$ is the Lie algebra variable to $R$. The partial derivatives of $\dot{\omega}_n$ are given by

$$\frac{\partial \omega_n}{\partial e_R} = \sum_k A_k \left( [\omega_n \times] r^b_k + [\omega_n \times] \omega_n \times \right),$$  (54a)

$$\frac{\partial \omega_n}{\partial b(n)} = I_3,$$  (54b)

derivatives of $\dot{v}_n$ are given by

$$\frac{\partial \dot{v}_n}{\partial e_R} = -R_n \left[ s_n \times \right],$$  (55)

The Jacobian in (31c) to (37) in the noise vector $w_n^{(p)}$ is given by

$$J_n^{(w)} = \begin{bmatrix} \frac{\partial \omega_n}{\partial w_n^{(a)}} T^2 & 0_{3,9} \\ \frac{\partial \omega_n}{\partial w_n^{(a)}} T & 0_{3,9} \end{bmatrix},$$  (56a)

where the partial derivatives are given by

$$\frac{\partial \omega_n}{\partial w_n^{(a)}} = I_3,$$  (57)

$$\frac{\partial \dot{v}_n}{\partial w_n^{(a)}} = I_3.$$
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