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Abstract

With the recent advances in machine learning, problems that traditionally would require accurate modeling to be solved analytically can now be successfully approached with data-driven strategies. Among these, computing the inverse kinematics of a redundant robot arm poses a significant challenge due to the non-linear structure of the robot, the hard joint constraints and the non-invertible kinematics map. Moreover, most learning algorithms consider a completely data-driven approach, while often useful information on the structure of the robot is available and should be positively exploited. In this work, we present a simple, yet effective, approach for learning the inverse kinematics. We introduce a structured prediction algorithm that combines a data-driven strategy with the model provided by a forward kinematics function – even when this function is misspecified – to accurately solve the problem. The proposed approach ensures that predicted joint configurations are well within the robot’s constraints. We also provide statistical guarantees on the generalization properties of our estimator as well as an empirical evaluation of its performance on trajectory reconstruction tasks.

1 Introduction

Computing the inverse kinematics of a robot is a well-known key problem in several applications requiring robot control [20]. This task consists in finding a set of joint configurations that would result in a given pose of the end effector, and is traditionally solved by assuming access to an accurate model of the robot and employing geometric or numerical optimization techniques. However, a major drawback of these strategies is that they are extremely sensitive to inaccuracies in the model. This can be a significant limitation in settings where the kinematic parameters of the robot are only available up to a given precision.

A recently proposed alternative to model-based approaches is to learn the inverse kinematics function from examples of joint configurations and workspace pairs [10,11,16,17]. However, traditional regression techniques are not suited for this task since computing the inverse kinematics of robots with redundant joints is an ill-posed problem and there are multiple joint configurations that correspond to the same workspace pose [19]. To address this issue, previous works have recast the problem in the velocity domain. The goal becomes that of learning a map from the velocity of the end effector to the
velocity of joints. Alternatively, because this problem is locally linear [23], regression techniques can be employed to compute piecewise functions. This idea has been explored both with linear estimators and neural networks (NN) [16, 23]. In contrast to learning in the velocity domain, works in [3, 14, 17] proposed to solve the learning problem in the position domain. Albeit more challenging, this strategy has the advantage that it does not limit the algorithm to compute local inverse kinematics estimators but allows for more global solutions.

In this work, we propose a novel structured prediction strategy to learn the inverse kinematics of a redundant robot. Our approach combines a data-driven strategy with the (possibly inaccurate or biased) forward kinematics function of the robot, potentially obtaining the best of both worlds. We empirically show that our approach can compensate for biases in the forward kinematics and still learn an accurate inverse kinematics. This scenario is common when it is possible to gather data from a real robot, but the available kinematic model is imprecise. Our approach aims to estimate the joint configuration required to achieve a target pose, in contrast with most previous data-driven methods, which only consider the position of the end effector. We test our approach on trajectory reconstruction applications. As a byproduct of our work, we also provide a new dataset for inverse kinematics learning on a 5-DoF planar manipulator and on the 7-DoF Panda robot (see Fig. 1).

The remainder of this paper is organized as follows: in Sec. 2 we introduce the problem of inverse kinematics and review related work on the topic. In Sec. 3 we introduce our method for inverse kinematics and characterize its theoretical properties. In Sec. 4 we empirically evaluate the proposed approach on trajectory reconstruction applications. Sec. 5 concludes this work and discusses potential directions for future research.

2 Background and Problem Formulation

We introduce here the problem of learning the inverse kinematics of a robotic manipulator and discuss previous work on the topic. Let $SO(d)$ be the special orthogonal group of dimension $d \in \mathbb{N}^+$. We denote by $\mathcal{X} = \mathbb{R}^d \times SO(d)$ the space of possible end-effector poses, comprising the Cartesian position and orientation of the robot’s end effector in a $d$-dimensional Euclidean space. Assuming a robot with
$J \in \mathbb{N}^+$ joints, we denote by $\mathcal{Y} = [a_1, b_1] \times \ldots \times [a_J, b_J]$ the space of all \textit{admissible joint configurations} such that for any $j \in \{1, \ldots, J\}$ the set $[a_j, b_j] \subset [0, 2\pi)$ identifies the physical limits of the $j$-th joint.

Assuming the robot to have forward kinematics $g : \mathcal{Y} \to \mathcal{X}$, our goal is to learn an inverse kinematics map, namely a function $f : \mathcal{X} \to \mathcal{Y}$ such that

$$g \circ f(x) = x. \quad (1)$$

However, finding such function is not straightforward. Since the forward kinematics $g$ of redundant manipulators is not injective, there are multiple joint configurations that result in the same end-effector pose. A common approach to this problem consists in defining it in the velocity domain and enforcing the uniqueness of the solution with further constraints. The resulting problem can be solved numerically. However, the solution can be highly sensitive to model inaccuracies (i.e., it needs very good knowledge of $g$) \cite{12}.

Data-driven approaches can overcome model inaccuracies by learning the inverse kinematics function from input-output pairs. Assuming $g$ to be \textit{unknown}, these methods aim to learn $f$ by relying on a finite number $n$ of examples $(x_i, y_i)_{i=1}^n$ such that $y_i = g(x_i)$. To allow for a statistical analysis of our proposed method, in the rest of this work we will assume the pairs $(x_i, y_i)$ to be sampled i.i.d. according to a distribution $\rho$ on $\mathcal{X} \times \mathcal{Y}$. This can be done even when $g$ is not available by first randomly sampling a joint configuration $y_i$ and then measuring the robot pose $x_i = g(y_i)$ (see Sec. 4 for more details on this process in practice).

Data-driven approaches can overcome model inaccuracies by learning the inverse kinematics function from input-output pairs. Assuming $g$ to be \textit{unknown}, these methods aim to learn $f$ by relying on a finite number $n$ of examples $(x_i, y_i)_{i=1}^n$ such that $y_i = g(x_i)$. To allow for a statistical analysis of our proposed method, in the rest of this work we will assume the pairs $(x_i, y_i)$ to be sampled i.i.d. according to a distribution $\rho$ on $\mathcal{X} \times \mathcal{Y}$. This can be done even when $g$ is not available by first randomly sampling a joint configuration $y_i$ and then measuring the robot pose $x_i = g(y_i)$ (see Sec. 4 for more details on this process in practice).

The work in \cite{14} is an example of this. A NN learns the forward kinematics of the robot, and it is then used to train a second NN such that the composition of the two is the identity function. However, given the non-convex nature of optimization problems associated to NN models, this method is significantly unstable during training. In \cite{17}, a method to learn a locally linear function in the velocity domain is proposed. This results in a good local approximation which, however, lacks global smoothness. The work in \cite{3} is related to our proposed approach in that it tackles the inverse kinematics problem directly in the Cartesian domain by using structured prediction techniques \cite{2}. By training a one-class structured SVM, their algorithm learns the inverse kinematics for some trajectories. However, this approach has a high sample complexity and requires to sample the training set only in a neighbourhood of the goal trajectory. This poses a challenge in most practical applications since it requires to retrain the model for each new trajectory or limit the usage of a model to trajectories close to the one used for training.

Similarly to \cite{3}, in this work we rely on ideas from structured prediction to learn the inverse kinematics of a robot. However, we significantly improve over previous work by providing the following contributions: 1) we introduce a novel approach that takes full advantage of useful side information, such as partial or inaccurate knowledge of the forward kinematics; 2) we extend the learning problem to both position and orientation; 3) we characterize the theoretical properties of the proposed estimator, proving universal consistency and excess risk bounds; 4) we empirically demonstrate the effectiveness of our approach on a number of challenging and realistic scenarios in simulation.

3 Structured Prediction for Inverse Kinematics

Structured prediction methods are used to learn input-output relations when the output space is not a linear space, but still presents some relevant structure that can be leveraged to compare and identify the best prediction for a given input. Notable examples are quantile estimation \cite{22}, image
Figure 2: Dependency of learning inverse kinematics with respect to the structured prediction loss. Pose reconstruction for \( x^* = g(y^*) \) for the 5-DoF planar manipulator described in Sec. 4.2 given three training examples with pose \( x_1, x_2, x_3 \) close to the target pose \( x^* \), but significantly different joint configurations \( y_1, y_2, y_3 \). Applying CRiSP with the configuration space loss, produces configurations that are far from the target in Cartesian space (Fig. 2a). In contrast, the forward kinematic loss on (4) (even if possibly inaccurate) leads to a significantly better pose estimation (Fig. 2b).

segmentation [15], manifold-valued prediction [18], and protein folding [13]. Given an input \( x \in \mathcal{X} \), and a structured output \( y \in \mathcal{Y} \), many of the methods used in structured prediction can be abstracted as learning a function \( F_\alpha : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) that measures the quality of a candidate \( y \) as a prediction for a specific input \( x \) and depends on some learnable parameters \( \alpha \in \Theta \). The structured estimator \( \hat{f} : \mathcal{X} \to \mathcal{Y} \) is then the function identifying the best output that maximizes \( F_\alpha \)

\[
\hat{f}(x) = \arg\max_{y \in \mathcal{Y}} F_\alpha(y, x)
\]  

(2)

While structured methods are often more computationally expensive than traditional supervised learning approaches, they can be applied to much more complex spaces and encode all the extra information that such spaces entail. In the case of inverse kinematics learning, the output space consisting of the set of joint angles is highly non-linear, and it typically presents hard constraints in the admissible joint angles. Many of the data-driven methods used to learn the inverse kinematics learn a mapping \( \hat{f} : \mathcal{X} \to \mathcal{Y} \) by minimizing some loss that measures the fidelity of the predicted \( \hat{y} \) with respect to the training \( \{y_i\}_{i=1}^n \) in the configuration space \( \mathcal{Y} \). However, the goal of learning the inverse kinematics is often subordinated to a higher-level task aimed at controlling the robot in the Cartesian space \( \mathcal{X} \). Therefore, the true goal is to learn an inverse kinematics function \( \hat{f} \) such that \( g(\hat{f}(x)) \simeq x \), where \( g \) is the true forward mapping of the robot. To such end, we propose a novel structured prediction approach that faithfully encodes the structure of the configuration space (including constraints on the joints), but also evaluates the fidelity of the prediction in the Cartesian space. This leads to lower errors and more robust behaviour. To do so, we assume to have at our disposal the forward kinematics function of the robot at hand, even if with some errors, \( i.e. \ g \simeq \tilde{g} \).

Our approach provides a solution to problem (1) using the framework for structured prediction proposed in [8]. Given a set of joint configurations and corresponding end-effector poses \( D = \{(x_i, y_i)\}_{i=1}^n \), generated by a forward kinematics function \( g : \mathcal{Y} \to \mathcal{X} \), our goal is to learn a function \( \hat{f}(x) \simeq g^{-1} \). Let \( \Delta : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R} \) be a structured loss function that measures prediction errors in the output space.
In the context of this work, \( \mathcal{Y} \) corresponds to the space of (constrained) joint configurations. Let also \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) be a kernel function [21] on input data (the target end-effector pose, in the setting of this work). We recall that kernel functions are a standard tool used in machine learning settings to learn non-linear non-parametric models (see [21] and references therein). For context, several choices of kernel functions are typically available in practice, such as linear \( k(x, x') = x^\top x' \), Gaussian \( k(x, x') = e^{-\|x-x'\|^2/\sigma^2} \), or Laplacian \( k(x, x') = e^{-\|x-x'\|/\sigma} \) (where \( \sigma > 0 \) is a hyper-parameter). In all experiments reported in Sec. 4, we employed a Gaussian kernel. This choice was motivated by the practical flexibility and theoretical properties (see Sec. 3.2) of such kernel.

Then, the general form of a consistent regularized structured predictor (CRiSP), as introduced in [8], is obtained by minimizing a data-dependent functional \( F_\alpha \) of the form

\[
\hat{f}(x) = \arg\min_{y \in \mathcal{Y}} \left\{ F_\alpha(x)(y) = \sum_{i=1}^{n} \alpha_i(x) \triangle(y, y_i) \right\},
\]

with weights \( \alpha(x) = [\alpha_1, \ldots, \alpha_n]^\top = (\mathbf{K} + n\lambda \mathbf{I}_n)^{-1} \mathbf{K}_x \), where \( \mathbf{K} \in \mathbb{R}^{n \times n} \) is the kernel matrix associated to the kernel \( k \), with entries \( \{\mathbf{K}\}_{ij} = k(x_i, x_j) \), and \( \mathbf{K}_x \in \mathbb{R}^{n} \) is the evaluation vector with entries \( \{\mathbf{K}_x\}_i = k(x, x_i) \). Finally, \( \mathbf{I}_n \in \mathbb{R}^{n \times n} \) is the identity matrix. In general, an estimator of the form in (3) can be interpreted as mapping an input point \( x \) to a \( y = \hat{f}(x) \) corresponding to a weighted barycenter of the training output samples \( y_i \) according to the loss \( \triangle \). The weights \( \{\alpha_i\}_{i=1}^{n} \) define how relevant are the output examples \( \{y_i\}_{i=1}^{n} \) for the considered test point.

Alg. 1 summarizes the two key steps characterizing CRiSP: training and prediction. First, during the training phase, we compute the inverse \( A \) of the regularized kernel matrix \( (\mathbf{K} + n\lambda \mathbf{I}_n) \). This process is akin to training a kernel ridge regression (KRR) model and can be carried out using any solver for linear systems (time complexity \( O(n^3) \) and memory complexity \( O(n^2) \)). In our experiments, we compute the inverse of \( A \) using its Cholesky decomposition to obtain a numerically robust solution.

Then, given a new input \( x \), the prediction step in Alg. 1 consists in first computing the weights \( (\alpha_i(x))_{i=1}^{n} \) via the matrix-vector product \( \alpha(x) = A \mathbf{K}_x \) and then solving the constrained minimization problem in (3). In our experiments, we addressed this latter problem adopting the L-BFGS-B optimizer [5] from the SciPy scientific computing library [24], which proved to be the most efficient among the constrained optimizers we tried in our experiments. For the purpose of reproducibility, we have made the implementation of CRiSP available to the community\(^2\).

The optimization of (3) strongly depends on the loss \( \triangle \) employed. Below, we consider how to design such a loss in the context of learning the inverse kinematics of a robot.

### 3.1 Choosing the Structured Loss \( \triangle \)

A first key question is how to choose the loss \( \triangle \) to measure prediction errors. In principle, it might be tempting to consider a loss such as the squared sum of joint angle differences, which naturally quantifies the difference between the joint configurations between the predicted and the measured joint configurations. However, we argue that this might cause problems since configurations that are distant with respect to the metric on \( \mathcal{Y} \) could correspond to similar poses in Cartesian space. This issue is illustrated by Fig. 2a, where the CRiSP estimator trained with such configuration space loss is unable to predict a correct joint configuration to reach the desired target, and often shows a positional bias depending on the considered workspace region.

\(^2\)https://github.com/gmarconi/CRiSP-for-Misspecified-Robot-Model
Algorithm 1: CRiSP

**Input:** $\mathcal{D} = (x_i, y_i)_{i=1}^n$ training set, $k$ kernel, $\lambda > 0$ regularization parameter.

**Training:**
- Compute the kernel matrix $(K)_{ij} = k(x_i, x_j)$
- Compute $A = (K + n\lambda I_n)^{-1} \in \mathbb{R}^{n \times n}$

**Prediction.** For any new input $x$:
- Evaluate $K_x = (k(x, x_1), \ldots, k(x, x_n))^T \in \mathbb{R}^n$
- Compute the weights $\alpha(x) = A K_x$
- Evaluate $\hat{y} = \text{Minimize}(F_{\alpha(x)}(\cdot))$ // e.g. use L-BFGS [5]

**Return:** $\hat{y}$.

In contrast, here we propose a structured loss that measures how much two joint configurations “differ” in Cartesian space. More precisely, we assume that a – possibly inaccurate – forward kinematics function $\tilde{g}(y) = [\tilde{g}_p(y), \tilde{g}_o(y)]^T$ is available, where $\tilde{g}_p: \mathcal{Y} \rightarrow \mathbb{R}^d$ and $\tilde{g}_o: \mathcal{Y} \rightarrow SO(d)$ are the components that map respectively to the position and the orientation of the end effector. It is important to note that this function can be different from the ground-truth forward kinematics $g$ used to generate the dataset $\mathcal{D}$. Then, we propose the forward kinematics loss (FK)

$$\triangle(y, y_i) = \lVert \tilde{g}_p(y) - \tilde{g}_p(y_i) \rVert^2 + d_O(\tilde{g}_o(y), \tilde{g}_o(y_i))^2, \quad (4)$$

where the first term measures the Euclidean distance of the end effector from the desired position, while the second term

$$d_O(y, z)^2 := \sum_{j=1}^c \min(|y_j - z_j|, 2\pi - |y_j - z_j|)^2 \quad (5)$$

measures the error between the predicted and the target end-effector orientation with respect to the squared geodesic distance on the circle, which can be used as an alternative representation for $SO(d)$, with $c = 1$ for $SO(1)$ and $c = 3$ for $SO(3)$. Note that it is also possible to weight differently the elements in (4) to adjust position and orientation accuracies according to the desired performance.

We refer to CRiSP-FK as the estimator employing such loss. Fig. 2b shows that, as designed, this estimator is better-suited to learn the inverse kinematics of a robotic manipulator.

### 3.2 Statistical Properties of CRiSP

By leveraging the structured prediction perspective from [7], here we characterize the statistical properties of the proposed CRiSP estimator. In particular, the following result proves that $\hat{f}$ is universally consistent, namely that as the number $n$ of training examples grows, $\hat{f}$ is guaranteed to asymptotically converge to the ideal inverse kinematics $f_* : \mathcal{X} \rightarrow \mathcal{Y}$ minimizing

$$f_* = \arg\min_{f : \mathcal{X} \rightarrow \mathcal{Y}} \mathbb{E}_\rho \triangle(f(x), y), \quad (6)$$

where $\rho$ is the probability distribution on $\mathcal{X} \times \mathcal{Y}$ from which we sample the train-test pairs $(x, y)$. More formally, we have the following result.

**Theorem 1 (Universal Consistency).** Let $\mathcal{D} = (x_i, y_i)_{i=1}^n$ be sampled i.i.d. according to a distribution $\rho$ on $\mathcal{X} \times \mathcal{Y}$, let $\hat{f}$ be the estimator in (3) trained with FK loss $\triangle$ from (4) and $\lambda = n^{-1/2}$
on $\mathcal{D}$, using a universal kernel \cite{21} (e.g. Gaussian or Laplacian). Then, let $f_*$ be the ideal inverse kinematics from \eqref{6}, then with probability 1,

$$\lim_{n \to +\infty} E_\rho \triangle(\hat{f}(x), y) = E_\rho \triangle(f_*(x), y).$$ \hfill \eqref{7}

\textbf{Proof.} The result requires showing that the $\triangle$ satisfies the Implicit Loss Embedding (ILE) property \cite[Def. 1]{7} (a technical property whose definition is outside the scope of this paper. We refer the interested reader to the original work). We first note that such property holds already for the squared difference $\|\cdot - \cdot\|^2$ and orientation loss $d_O(\cdot, \cdot)^2$ satisfy such property (see e.g. \cite{18}). It follows that also the FK loss $\triangle$ satisfies the ILE property, since sum and composition with smooth functions (namely $\tilde{g}_p$ and $\tilde{g}_o$) still satisfy the ILE property \cite[respectively Thm. 10 and Cor. 11]{7}. Then, Thm. 1 follows as a direct corollary of \cite[Thm. 4]{7}. \qed

Thm. 1 shows that the proposed algorithm asymptotically yields the best possible inverse kinematics map $f_*$ with respect to the training distribution $\rho$. By introducing additional regularity assumptions on the inverse kinematics map, it is possible to improve the result above, yielding also non-asymptotic rates. In particular, we require that the ideal inverse kinematics $f_*$ belongs to a suitable Sobolev space $W^{s,2}$ of square-integrable functions with the first $s \in \mathbb{R}$ weak derivatives square-integrable (see \cite{1} for a formal definition). The latter is a standard assumption in supervised learning settings \cite{6}, and essentially requires the inverse kinematics to be a regular function (e.g. smooth with controlled derivatives). Then, the following result concludes our analysis, providing upper bounds on CRiSP’s excess risk.

\textbf{Theorem 2 (Rates).} With the same hypotheses of Thm. 1 and using a Laplacian kernel, assume that the ideal solution $f_* \in W^{s,2}(\mathbb{R}^d)$, with $s > d/2$. Then, with high probability with respect to $\rho$

$$E_\rho [\triangle(\hat{f}(x), y) - \triangle(f_*(x), y)] \leq O(n^{-1/4}).$$ \hfill \eqref{8}

\textbf{Proof.} The proof is analogous to that of Thm. 1 but relies on the assumption $f_* \in W^{s,2}(\mathbb{R}^d)$ to apply \cite[Thm. 5]{7} to the CRiSP estimator, yielding \eqref{8} as required. \qed

\section{Experiments}

In this section, we empirically validate the proposed approach. In particular, we show that:

\begin{itemize}
  \item The flexibility provided by Structured Prediction allows CRiSP-FK to overcome the limitations of other data-driven methods. In particular, in Sec. 4.3 we show that being able to define a structured loss directly in Cartesian space allows our method to outperform other Machine-Learning-based IK approaches that employ losses in joint configuration space. CRiSP-FK also yields IK solutions respecting joint position limits by construction, by simply defining box constraints in \eqref{3}.
  \item Thanks to the previously introduced properties, CRiSP-FK is more robust to model misspecification with respect to model-based IK and consistently outperforms it in several 2D and 3D settings, as reported in Sec. 4.4.
\end{itemize}
4.1 Target Task: Trajectory Reconstruction

We evaluate the performance of our approach on the trajectory reconstruction task described below. By using an estimator in the form of (2), it is possible to instantiate a single global model over the whole Cartesian space, where each local minimum of \( F_\alpha(x, y) \) corresponds to a possible solution. This overcomes the problem of the non-injectivity of \( g \), since there is always a unique local solution found by gradient-based iterative optimizers such as L-BFGS-B, depending on the starting \( y_0 \). This property can be leveraged in common robotics tasks such as trajectory reconstruction, where it is necessary to solve the inverse kinematics for a sequence of points \( \{x_t\}_{t=1}^L \) which describes a trajectory in space.

We follow the idea from [3] and compute the inverse kinematics of a trajectory one point at a time, using the inferred \( \hat{f}(x_{t-1}) \) of the previous trajectory point as the starting L-BFGS-B value for the prediction of the next point in the trajectory. This idea hinges on the assumption that by starting from a configuration \( y_t \), the solution \( y_{t+1} \) for the next point will be similar, providing continuity in the joints movement.

4.2 Experimental Setup

In our first set of experiments we employ a 5-DoF simulated planar manipulator with 5 links of 2 m each, and 5 revolute joints spanning the output space (in radians) \( \mathcal{Y}_5 = [0, \pi] \times [-\pi, 0] \times [-\pi/2, -\pi/2] \times [-\pi, 0] \times [-\pi/2, \pi/2] \). We generate training and validation sets by sampling \( n = 25000 \) random configurations \( \{y_i\}_{i=1}^n \) with uniform distribution in \( \mathcal{Y}_5 \) and compute the corresponding poses \( \{g_5(y_i)\}_{i=1}^n = \{x_i\}_{i=1}^n \) with \( x_i \in \mathbb{R}^2 \times SO(1) \) \( \forall i = 1, \ldots, n \). Since \( g_5 \) is a highly non-linear function, while the sampled configurations have uniform distribution, the corresponding poses are not uniformly distributed. We aim at reconstructing an eight-shaped trajectory, well within the robot’s workspace, and a circle-shaped trajectory, closer to the boundary of the reachable region.

The second set of experiments was executed in 3D Cartesian space, and it involves realistic IK tasks. To this aim, we use a simulated 7-DoFs Franka Emika Panda manipulator (shown in Fig. 1). We employed the official joint position limits throughout our experiments, yielding the following configuration space \( \mathcal{Y} = [-2.90, 2.90] \times [-1.76, 1.76] \times [-2.90, -2.90] \times [-3.07, -0.07] \times [-2.90, 2.90] \times [-0.02, 3.75] \times [-2.90, -2.90] \). Note that all quantities are expressed in radians and rounded to the third digit. We consider two datasets and two test trajectories for assessing the performances of our approach. For the first task, we uniformly sample 35000 training points from a solid torus with radius 1 cm around a circular trajectory centered in [0.0, 4.4, -55] cm and with radius 3 cm. Each sample has either one of two fixed orientations with respect to the z axis of the world reference frame:
Table 1: Root mean square error for position (in cm) and orientation (radians) on two test trajectories: eight and circle. Results reported are for the neural network model (NN), One Class Structured SVM (OCSSVM), CRiSP-R, and CRiSP-FK

| Traj. | OCSVM | NN | CRiSP-R | CRiSP-FK |
|-------|-------|----|---------|---------|
| Eight |       |    |         |         |
| Pos. [cm] | 57 ± 15 | 88 ± 24 | 80 ± 14 | **0.05 ± 0.04** |
| Orn. [rad] | 0.18 ± 0.38 | 0.04 ± 0.01 | 0.07 ± 0.07 | **0.03 ± 0.03** |
| Circle |       |    |         |         |
| Pos. [cm] | 275 ± 95 | 81 ± 10 | 54 ± 14 | **0.04 ± 0.01** |
| Orn. [rad] | 0.08 ± 0.06 | 0.05 ± 0.01 | **0.02±0.02** | 0.03 ± 0.01 |

+\pi/4 \text{ rad} and −\pi/4 \text{ rad}.

The second task involves the reconstruction of a spiraling trajectory of radius 3 cm and height 6 cm. We uniformly sample 35000 training points, but this time from a larger region of the workspace so as to have a lower density of examples per unit of volume. Moreover, the collected end-effector orientations are no longer constrained, making the learning task more challenging and high-dimensional. We have experimentally observed that our method relies on local information from training samples, which suggests that restricting our experiments to specific areas of Cartesian space does not imply a loss in generality as long as the robot is not too close to singular configurations. However, having a lower sample density sets-up a harder problem.

Our experiments are based on the following software components. We use the Bullet 3 simulator [9] (via the PyBullet Python interface) for simulating our robots and tasks. We employ the Selectively-Damped Least Squares (SDLS) algorithm [4] available in Bullet as an IK baseline for our experiments. Hyperparameter selection for CRiSP-FK was performed via grid search on a separate validation set.

4.3 Comparison of Data-driven Methods

We assess the impact of the two different choices of loss function from both a qualitative and quantitative perspective. For reference, we also compare CRiSP with a neural network estimator that does not take into account the structure of the robot (i.e. the joint constraints) as well as with the One-Class Structured SVM (OCSSVM) introduced in [3]. For the neural model, we trained a five-layer neural network (NN) comprised of fully connected layers and hyperbolic tangents activations, where the first two and last two layers have 64 hidden units each, while the middle layers have 128 hidden units each. The NN performs multivariate regression directly into the joints space and does not take into account the joint constraints of the robot. When the NN produces joint configurations outside the robot’s constraint, we clip the predictions to satisfy the constraints. Regarding our proposed estimator we consider: 1) a CRiSP predictor with loss $d_O$ corresponding to the sum of squared radial distances between joint angles from (5); 2) the CRiSP model with FK loss $\Delta$ introduced in (4). We refer to these models as CRiSP-R and CRiSP-FK, respectively. We cross-validate for hyperparameters on 10000 randomly-sampled validation points and evaluate the performance on two test trajectories: an eight-shaped one and a circular one.

Fig. 3 offers a qualitative comparison between the different methods, showing the corresponding predictions in the case of tracking the eight-shaped trajectory. It can be noticed that all methods but CRiSP-FK are unable to correctly track the required trajectory. This is likely due to the fact that CRiSP-FK combines the best of both data-driven and model-based approaches, by employing a loss function comparing the resulting Cartesian poses instead of the joint values. These observations are quantitatively supported in Tab. 1, which reports the average prediction error in both position and
We note that OCSSVM performs particularly poorly on the circular trajectory. We argue that this is due to intrinsic limitations of OCSSVM, which was originally developed for support estimation purposes and therefore needs a much higher sample complexity. In fact, the circular trajectory is very close to the boundaries of the manipulator workspace, where training samples are sparse. Given the empirical observations in this section, in the following we do not report additional results for the NN model, OCSSVM, and CRiSP-R, since their performances are sub-optimal with respect to the proposed CRiSP-FK strategy (and in the case of OCSSVM, extremely demanding in terms of computational time). Rather, we focus on a comparison with model-based methods, which are more computationally efficient.

4.4 Misspecified Model Compensation

We evaluate the capability of CRiSP-FK to compensate for errors in the supplied forward kinematics model \( g \). To do so, we generate a dataset \( D \) using the true forward model \( g \) of the robot and then we train our model using the loss \( \Delta(y, y_i) = ||\tilde{g}_p(y) - \bar{g}_p(y_i)||^2 + d_O(\bar{g}_o(y), \bar{g}_o(y_i)))^2 \), where \( \bar{g} \) is computed as the original \( g \), plus a fixed bias either in the joint angles or in the link lengths. For joint angles, if a configuration has values \( y = [y_1, \ldots, y_J] \), then \( \tilde{g}(y) = g(y + \bar{b}) \) where \( \bar{b} = b \cdot [1, \ldots, 1] \in \mathbb{R}^J \) and \( b \in \mathbb{R} \) controls the amount of bias. For link lengths, we add \( b \) to the nominal link lengths used to build the true \( g \), with the signs of \( b \) chosen at random at every experiment repetition. We test the trained model on trajectory reconstruction and report qualitative and quantitative results for increasing values of \( b \). As a comparison baseline, we approach the same task using the SDLS inverse kinematics solver of PyBullet. This experiment is performed with both the planar manipulator and the Panda robot, training on the datasets and trajectories described in Sec. 4.2. Fig. 4b and Fig. 4a show the RMSE error in position and orientation on both trajectories as a function of, respectively, the bias in the joints and in the links. Tab. 2 shows the same type of error on four different trajectories: the spiral (S) and the circular trajectory with three different end-effector orientations \( (C_{\pi/4}, C_{-\pi/4}, C_0) \), where \( C_0 \) is an out-of-sample orientation that does not appear in the training set. In Fig. 6b and Fig. 6a we...
| Trajectory | Algorithm | $S$ | $C_0$ | $C_{\pi/4}$ | $C_{3\pi/4}$ | $C_{5\pi/4}$ |
|------------|-----------|-----|------|--------------|-------------|-------------|
| Joint Bias (deg) | | | | | | |
| 0 | 0.738 ± 0.336 | 1.31 ± 0.386 | 0.692 ± 0.173 | 0.749 ± 0.142 | 0.548 ± 0.153 | 0.762 ± 0.282 |
| 1 | 1.17 ± 0.641 | 2.99 ± 0.294 | 1.01 ± 0.155 | 3.81 ± 0.141 | 0.623 ± 0.181 | 2.93 ± 0.05 |
| 3 | 7.31 ± 5.37 | 27.9 ± 8.24 | 7.26 ± 1.25 | 31.7 ± 0.5 | 1.8 ± 1.06 | 32.1 ± 0.421 |
| 10 | 21.2 ± 15.5 | 19.3 ± 2.48 | 20.1 ± 3.44 | 95.4 ± 1.38 | 9.78 ± 7.95 | 97 ± 1.2 |
| Joint Bias (nm) | | | | | | |
| 0 | 32.2 ± 19.3 | 7.28 ± 2.29 | 9.4 ± 0.77 | 3.92 ± 0.95 | 2.92 ± 0.71 | 6.97 ± 0.11 |
| 1 | 40.4 ± 21.3 | 41.2 ± 1.06 | 20 ± 2.52 | 45.6 ± 0.33 | 4.4 ± 1.45 | 49.6 ± 1.76 |
| 10 | 203 ± 86.6 | 403 ± 11.9 | 198 ± 22.8 | 462 ± 2.72 | 32.8 ± 24.3 | 453 ± 16.7 |
| 30 | 611 ± 260 | 1.18e+03 ± 38.2 | 548 ± 59 | 1.37e+03 ± 6.61 | 189 ± 117 | 1.3e+03 ± 49.3 |
| Link Bias (mm) | | | | | | |
| 0.1 | 0.948 ± 0.248 | 1.19 ± 0.246 | 0.807 ± 0.123 | 1.4 ± 0.055 | 0.56 ± 0.161 | 1.282 ± 0.036 |
| 1 | 3.28 ± 0.988 | 11.8 ± 0.204 | 4.00 ± 0.097 | 12.1 ± 0.096 | 0.639 ± 0.174 | 8.88 ± 0.026 |
| 10 | 30.5 ± 10.2 | 121 ± 1.26 | 37.8 ± 0.737 | 120 ± 0.876 | 2.89 ± 1.95 | 100.8 ± 6.639 |
| 30 | 88.3 ± 29.6 | 338 ± 6.56 | 115 ± 2.56 | 349 ± 3.37 | 2.96 ± 0.946 | 286 ± 3.35 |
| Link Bias (rad) | | | | | | |
| 0.1 | 24.3 ± 11.3 | 7.39 ± 0.92 | 9.30 ± 0.77 | 3.93 ± 0.95 | 2.94 ± 0.79 | 6.98 ± 0.11 |
| 1 | 24.4 ± 11.4 | 7.52 ± 2.33 | 9.44 ± 0.76 | 4.03 ± 0.96 | 2.92 ± 0.77 | 7.03 ± 0.11 |
| 10 | 24.4 ± 11.3 | 9.94 ± 2.31 | 9.37 ± 0.80 | 5.21 ± 1.05 | 3.04 ± 0.72 | 7.43 ± 0.16 |
| 30 | 24.3 ± 11.4 | 11.0 ± 0.54 | 9.77 ± 1.00 | 8.25 ± 0.72 | 3.49 ± 0.95 | 7.57 ± 0.40 |

Table 2: IK performance comparison of CRiSP-FK and SDLS on 4 desired trajectories (position and orientation) for the end-effector (EE) of a 7-DoF Panda arm. $S$: spiral with fixed desired EE orientation; $C_0$, $C_{\pi/4}$, $C_{3\pi/4}$, $C_{5\pi/4}$: Circumference with 3 different EE orientations. The Panda arm’s kinematic model is corrupted by introducing increasing biases at each joint (0 to 3 deg) or at each link (0 to 30 mm). Position (mm) and orientation (rad $\cdot 10^{-4}$) root mean square errors (RMSE) are reported with one standard deviation along the trajectories.

show the magnitudes of $\alpha(x)$ from (3) to provide a visual intuition on the datasets and the relevance of each training sample during prediction. Finally, in Fig. 5b and Fig. 5a we show an example of reconstructed trajectory with misspecified model.

### 4.5 Results discussion

The performance of CRiSP-FK is validated by the results for 0 bias in Tab. 2, where the presented problem has more degrees of freedom than the planar one, and is, therefore, more challenging. In the case of the circular trajectory, Fig. 6b shows that even when the local sample density is high, only close examples are actually used to compute the proposed solution. When presented with a task for which the dataset is sparser, such as the spiral trajectory shown in Fig. 5a, the performance is worse than SDLS for orientation but still better in position. A qualitative overview of our experiments is reported in the supplementary video.

The second part of the experiments highlights the capability of our approach to compensate when provided with a misspecified model. This is shown both by the plots in Fig. 4b for the planar manipulator and in Tab. 2 for the Panda robot. In the planar case, for no bias, SDLS outperforms CRiSP-FK. However, just a small bias makes the prediction error of SDLS increase sharply, while CRiSP-FK shows much higher robustness even for biases up to 10 deg in the joint angles or ~ 2 cm in the link lengths. A similar trend is observed in the experiments with the Panda robot in Tab. 2. In the simpler scenario of the circular trajectory with known orientations, CRiSP-FK outperforms from the start SDLS. On $C_0$ and $S$ an error of half a degree is enough to observe a significant increase in the error for SDLS, while CRiSP-FK remains more robust.
4.6 Computational Times

We make a note on computational times. For reference, all experiments were performed on an Intel® Core™ i7-1075H laptop CPU. Within this setting, CRiSP requires on average 5 minutes to train (and perform model selection) on 25000 training points and 0.7s for each prediction. SDLS (which is model-based and does not have a training phase) takes $10^{-4}$s on average at prediction time.

As expected, the SDLS model-based approach is significantly faster than the data-driven strategies. However, the implementation of SDLS, albeit using a Python interface, is based on the C++ layer of the Bullet simulator, while CRiSP is completely in Python, except for the matrix inversion routine used in the training step. We note that these numbers are highly dependant on the complexity of the forward kinematics and the number of training points. While the focus of our work is on the robustness and predictive accuracy of CRiSP, we argue that further work can significantly improve prediction time by leveraging classical large-scale machine learning techniques such as Nyström approximation, determinantal point sampling or gradient preconditioning.

5 Conclusions

In this work we studied the problem of learning the inverse kinematics of a robot manipulator using a data-driven approach. We focused on settings in which the kinematic structure of the robot is known, but potentially inaccurate. Within this setting, we proposed CRiSP, a structured prediction algorithm combining a-priori knowledge of the model with non-parametric regression, to efficiently learn an inverse kinematics map. We characterized the generalization properties of the proposed approach and empirically demonstrated the effectiveness of CRiSP on trajectory reconstruction tasks. Our approach is significantly more effective than previous data-driven methods, as well as model-based ones, even in settings affected by varying types of bias in the kinematics.
Figure 6: (a) and (b) show CRiSP-FK’s $\alpha_i(x)$ values for a representative spiral and circular trajectory point, respectively.

Future research will focus on two main directions: firstly, we will explore acceleration strategies at the inference stage, to make our method appealing for real-time applications. Secondly, we will investigate active-learning-based strategies to find better anchor points to train CRiSP, ultimately yielding a more concise and efficient estimator.
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