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Abstract
Due to the pixel limit of the polarization imaging detector and the object detection conditions, the spatial resolution of the object polarization image in actual imaging detection applications is generally low. Convolutional neural networks (CNNs) have been introduced to image super-resolution (SR). However, these methods rarely explore the internal connections between local spatial components and multi-scale feature maps in different receptive fields. To this end, we propose a multi-scale adaptive weighted network (MSAWN) for polarization computational imaging super-resolution to gain superior reconstruction performance. Computational imaging methods centered on information acquisition and interpretation can obtain high-resolution images that are superior to imaging systems. Specifically, we use a limited amount of memory and computational power even with multi-scale and multi-level polarization information. Second, a spatial pyramid structure based on the space-channel attention mechanism is designed to effectively adjust the feature weight of polarization information. Third, we adopt an adaptive weight unit to reduce redundant network branches and parameters. Particularly, we design an innovative reconstruction layer with inputs coming from multiple paths by means of sub-pixel convolution. The experimental results show that the proposed method achieves better reconstruction accuracy and visual effect, and the objective evaluation indexes such as PSNR and SSIM are significantly improved.

1 Introduction

Polarization is one of the essential properties of light. The differences or changes in physical properties of aerosol or object can be represented by polarization characteristics in imaging detection. The high-dimensional polarization characteristics can effectively improve the contrast between object and background, which lays the foundation for inversion of object spatial structure and enhance the recognition of object in the cluttered background \cite{1}. Polarization imaging technology is an imaging technology that acquires the polarization state of light waves reflected on the surface of the object \cite{2}. These characteristics make polarization imaging detection widely used in military object recognition and tracking, medical image processing, machine vision, geographic information analysis, remote sensing image processing and other fields \cite{3, 4}.

The traditional time-sharing polarization imaging technology cannot obtain 4 Stokes parameters at the same time. Spatial modulation full polarization imaging technology is a new polarization imaging technology developed after the traditional time-sharing and simultaneous polarization imaging technology \cite{5–8}. In recent years, many scholars have...
carried out in-depth research on polarization image imaging technology. Durán et al. [9] used spatial light modulator and Stokes polarimeter to realize single-pixel polarization imaging, and obtain the object’s Stokes parameter image. Zhang et al. [7] improved the reconstruction algorithm through sum difference reconstruction, but there is still an urgent need for a fully polarized imaging system with high resolution in practical application. Due to the influence of imaging distance and atmospheric disturbance, the limit resolution of the image projected on the focal plane is greatly reduced (much smaller than the optical system diffraction limit resolution [10]), resulting in a lower spatial resolution of the polarized image. Moreover, the spatial resolution of the image is limited by the number of detector pixels. The high resolution (HR) image is of great significance and value for object detection accuracy. For this reason, without replacing the hardware imaging system, the image super-resolution (SR) reconstruction method by using information fusion and signal processing technology [11] is usually used to obtain HR images higher than the imaging system, which is a commonly used technique in computational imaging processing and practical engineering applications. It is also a hot research issue of underlying computer vision.

SR refers to the technology of constructing HR images from one or more existing LR images in the same scene by using image processing and machine learning technology [12]. Hyperspectral image SR research based on deep learning and sample feature fusion has attracted extensive attention in recent years [13–15]. These methods can effectively improve image spatial resolution while improving spectral resolution by modeling the imaging degradation process and adopting supervised or semi-supervised learning.

Recently, the image SR reconstruction methods based on deep learning have shown great performance [16–24]. Dong et al. [25] proposed a convolutional neural network for super-resolution (SRCNN), which has an end-to-end network architecture, but its network level is too shallow to fully extract image features. Dong et al. [26] further proposed a faster SRCNN (FSRCNN) which selects a smaller size filter compared to SRCNN and introduces a deconvolution layer. Hu et al. [27] proposed that the channel attention block can improve the resolution ability of the network. Lim et al. [28] designed an enhanced deep residual network EDSR by using a simplified residual block. Since then, CNN-based network models have continued to emerge, such as residual dense network RDN [29] and residual feature aggregation network RFANet [30]. Although the image reconstruction performance of the above methods is promising, most network models tend to adopt a standard framework, which is a simple stack of convolution layers, and each layer selects a specific size of convolution kernel. However, the network model parameters greatly increase, occupying more memory and increasing the computational burden. In addition, these methods rarely consider image multi-scale hierarchical features, such as multi-scale features of local spatial information and internal features. The compactness and light weight of the network are worth exploring.

The reconstruction of polarization computational imaging is obtained via accurate analysis. At the same time, the intensity images and polarization parameter images together constitute the observation matrix of object detection. How to make more effective use of the redundant information of the observation matrix in the reconstruction process is a problem to be fully considered in polarization SR.

The above methods applied to the polarization images SR cannot fully exploit the imaging characteristics and prior information, resulting in the limited performance of the model. The input and features of low-resolution polarization images contain rich low-frequency information, which is treated equally in different channels, fails to distinguish and learn across feature channels, and hinders the ability of deep network representation. The quality of image SR is restricted due to the use of the same weights on all paths based on CNNs transmission. To this end, we propose a MSAWN for polarization computational imaging SR which is an end-to-end learning architecture, and design multi-scale local fusion groups (MLFGs) composed of several multi-scale attention blocks (MSABs) to fully analyze the shallow features to the deep features. In each MSAB, the network structure mainly uses parallel dilated convolutions with different expansion rates to capture multi-scale features. In the structure, the multi-scale features are further enhanced by the spatial and channel attention mechanism. Here, a spatial pyramid structure is designed to combine relevant context, average information and depth features of the local fields. Inspired by the above methods, we introduce the adaptive weighted unit (AWU) [31] composed of convolution layers from different receptive fields, which can adaptively remove redundant scale branches to reduce parameters and improve training stability. MSAWN adopts the AWU in the upsampling reconstruction module which gets a parameter that can be learned. Finally, we design a novel reconstruction layer, which utilizes dual paths, as shown in Fig. 1.

The contributions of our work are summarized as follows.

1. We use a limited amount of memory and computational power even with multi-scale and multi-level polarization information. Among the SR methods with similar performance, MSAWN is only about 4.6% of the parameter amount of EDSR, as shown in Table 5.
2. A spatial pyramid structure based on space-channel attention is designed to effectively adjust the feature weight of polarization information. The polarization feature map after attention mechanism contains more negative values, which can well suppress the smooth region in the input polarization image.
(3) Particularly, we design an innovative reconstruction layer. At the end of the network, the features of different paths are fused through a parameter sharing strategy to reconstruct and generate high-resolution polarization images.

(4) The experiments in this paper are mainly based on subjective visual evaluation, objective index evaluation and comparison with the imaging effect of polarization imaging system in Sect. 4.4, which provide a data support for the theoretical research and the system correction of polarization cameras.

The rest of this paper is organized as follows. Section 2 introduces related work. Section 3 illustrates the details of proposed method. The experimental results and analysis are displayed in Sect. 4. The conclusion and future work are presented in Sect. 5.

### 2 Background

#### 2.1 Deep CNNs based network for SR

Nowadays, SR methods are mainly divided into three categories: reconstruction-based methods [32], interpolation-based methods [33], and deep learning-based methods [34]. SR based on deep learning has gradually been a very popular method.

Dong et al. [25] proposed SRCNN which used deep learning for image SR firstly. Since then, SR networks based on deep learning have continuously appeared and improved. Efficient sub-pixel CNN (ESPCNN) [35] and fast super-resolution by CNN (FSRCNN) [26] algorithms directly put LR images into the network to extract features, and learn the HR feature map. Based on residual learning, Kim et al. proposed deeper networks VDSR [23] and DRCN [36] with 20 layers. Tai et al. [37] combined recursive with residual network and proposed a deep recursive residual network DRRN to improve DRCN. Lai et al. [38] designed a laplacian pyramid network LapSRN to gradually increase the image size. Han et al. found that DRCN and DRRN can be uniformly equivalent to a single-state RNN network that only transmits LR spatial information to the HR space. A dual-state recurrent network DSRN [39] is proposed to utilize LR and HR spatial characteristics.

However, as the depth of the network increases, these methods still require excessive memory consumption. Ahn et al. [40] designed a cascaded residual network (CARN) to realize efficient performance and lightweight of the network. Hui et al. [41] proposed an information distillation network to achieve efficient and fast reconstruction. Neural architecture search (NAS) [42] is an emerging method for automatic network design. Chu et al. proposed the NAS-based SR networks More MNA-S [43] and FALSR [44] to achieve a fast, accurate and lightweight model for SR. Due to the limitations of search space and policies in NAS, NAS-based networks require larger computational memory.

#### 2.2 Multi-scale structure based network for SR

To perceive and extract the multi-scale features of objects with different sizes in images, multi-scale network structure has been widely explored and applied in various visual tasks to improve performance. Nowadays, various feature extraction modules have been designed. The main idea of the network is how to explore the optimal local sparse structure based on CNNs.

Christian et al. [45] proposed a deep CNN which is named Inception. To achieve multi-scale receptive field, Inception networks parallelly connect convolution kernels of different scales.

---

**Fig. 1** Network architecture of the proposed MSAWN
sizes in one single layer. Gao et al. [46] proposed a new multi-scale backbone architecture, which is used in various advanced visual tasks. Wang et al. [47] designed generative multi-column convolutional neural networks, which can capture features from different receptive fields, relevant context or phases. Similarly, SinGAN [48] introduced a multi-scale patch discriminator and designed a multi-scale generator that produces images with different resolutions from coarse to fine. Multi-scale structural design also promotes the development of SR. LapSRN [36] restores the HR image by residual learning and stepwise magnification, which adopts multi-scale generation and supervision. Each amplifying module completes double upsampling operations. These modules are of the same structure, share parameters and are cascaded to complete stepwise magnification. Li et al. [49] proposed a multi-scale residual network MSRN for image SR, which utilizes multi-scale hierarchical features to enlarge images at any scale. However, MSRN network extracted features are simply spliced together, which fail to analyze multi-scale context information. Moreover, more problems occur in the training process by blindly increasing the network depth. The parameter size of MSRN is about 6M, which takes up more computing memory and running time.

Based on previous researches, we propose the MLFG, where a spatial pyramid structure is designed to combine relevant context, average information and depth features of the local fields. The multi-scale features extracted in parallel are further enhanced by the spatial and channel attention mechanism. We will show more details in Sect. 3.

3 Methodology

In this section, we will describe the proposed MSAWN in detail. Firstly, an overview of the MSAWN structure is given, in which the process of generating HR from LR Polarization image reconstruction is introduced briefly. Then, MLFG is presented to exploit multi-scale polarization information and polarization multi-level features, in which MLFGs with spatial pyramid structure based space-channel attention will be described. Moreover, the spatial and channel attention mechanism will be elaborated in MSAB, in which channel attention, enhanced spatial attention (ESA) and parallel dilated convolutions are used to enhance representation ability. Besides, AWU is displayed to reduce model parameters in the proposed network. Finally, the loss function is defined to achieve better training.

3.1 Network architecture

As shown in Figs. 1 and 2, our MSAWN mainly includes three parts: shallow feature extraction module (SFEM), nonlinear mapping module (NMM) and adaptive reconstruction module (ARM). Let \( I_{LR} \) and \( I_{SR} \) denote the input and output polarization images of MSAWN, respectively. The shallow feature \( F_0 \) in LR image are extracted by a single \( 3 \times 3 \) convolution layer, which can be formulated as follows:

\[
F_0 = f_0(I_{LR})
\]

where \( f_0(\cdot) \) denotes the shallow feature extraction function of MSAWN. The network sends the extracted feature \( F_0 \) to the backbone module for multi-scale deep feature learning. The main module consists of a long skip connection and multi-scale local fusion groups with several multi-scale attention blocks. This multi-scale feature extraction process can be represented as:

\[
F_1 = f_{msa,n}(\ldots (f_{msa,0}(F_0)) \ldots )
\]

where \( F_1 \) denotes the output feature map of the backbone module, \( f_{msa}(\cdot) \) represents the multi-scale feature extraction function. And then, the multi-scale features extracted in parallel are concatenated as \( F_g = [f_{msa,0}(F_0), f_{msa,1}(F_0), \ldots, F_1] \).

\[
F_2 = H(F_g) \oplus F_0
\]

where \( F_2 \) is the output feature of MLFG, \( H(\cdot) \) denotes the feature extraction function of a \( 3 \times 3 \) convolution layer, and \( \oplus \) means element-wise sum.

The output \( F_3 \) is then fed to the AWU module. Particularly, we adopt a novel reconstruction layer by using sub-pixel convolution, which introduces dual paths. Finally, a \( 3 \times 3 \) convolution layer is used to reconstruct the enlarged feature map to achieve SR. The reconstruction process is as follows:

---

![Fig. 2 Components of the proposed MLFG](image-url)
where \( f_{awu}(\cdot) \) represents the function of the adaptive weighted upscale module, \( \alpha_m \) is an adaptive weight for the \( m \)th scale branch of the adaptive weighted unit, \( f_{up}(\cdot) \) is the function to upsample the features to the object size, and \( f(\cdot) \) denotes the function of MSAWN. The definitions of \( H(\cdot) \) and \( \oplus \) are the same as those in Eq. (3).

### 3.2 Multi-scale attention block

As shown in Fig. 2, MLFG contains several MSABs to fuse multi-scale polarization information and multi-level polarization features gradually. In image reconstruction tasks, MSAB can generate some useful hierarchical features, which are concentrated in different aspects of the original image. But the feature of the first MSAB must go through a long path and repeat addition and convolution operations to reach the last module. To avoid losing some polarization information, skip connections are introduced to improve the stability of deep network training and achieves better performance.

In Fig. 3, a spatial pyramid structure in each MSAB is presented to analyze and extract polarization features from different receptive fields. Here, the spatial and channel attention mechanism [15, 50–52] are introduced to adjust the feature weight of polarization information. To explore the local spatial components of different receptive fields, multi-scale polarization features are extracted by dilated convolutions of different dilation rates (DiRate). Moreover, four dilated convolutions with dilation rates of 1, 2, 4, and 8 are used in the structure to calculate the multi-scale context, which can be formulated as follows:

\[
F_{r,b} = f'_{lock}(F_{r,b-1})
\]

where \( F_{r,b-1} \) denotes the input feature map of MSAB, in which \( r \) is the number of MLFG and \( b-1 \) is the number of MSAB. \( f'_{lock}(\cdot) \) represents the function of \( k \times k \) dilated convolution, in which \( r \) is different dilation rate. \( F_{r,b} \) is the output feature map of dilated convolution layer.

To maximize the effectiveness of the parallel dilated convolution layer, we use the network in conjunction with ESA. This structure concentrates multi-scale features on key spatial content to obtain more representative features. The process with ESA can be formulated as follows:

\[
F_{c,b} = F_{r,b} \odot \delta(F_{r,b})
\]

where \( \delta(\cdot) \) represents the function of the spatial attention mechanism, \( \odot \) means element-wise multiplication, and \( F_{c,b} \) is the output feature map of spatial attention block. And then, the multi-scale features extracted in parallel are concatenated as \( F_{g,b} = \begin{bmatrix} F^1_{s,b}, F^2_{s,b}, F^4_{s,b}, F^8_{s,b}, F^r_{s,b-1} \end{bmatrix} \).

To focus the network on more polarization informative features, the correlation between feature channels can be used. The output \( F_{g,b} \) is then fed to the channel attention block. The output feature \( F_{r,b} \) with channel attention can be represented as:

![Fig. 3 Network structure of spatial pyramid](image-url)
where $\eta_c(\cdot)$ denotes the function of the channel attention mechanism.

Finally, a $3 \times 3$ convolution layer is used to reduce channel dimensions and the weighted multi-scale features are further fully integrated. The output feature is formulated as

$$F_{t,b} = H(F_{c,b})$$

where $H(\cdot)$ denotes the feature extraction function of a $3 \times 3$ convolution layer.

### 3.3 Enhanced spatial attention

Given an object feature and a set of key features, the attention function measures the correlation between the object feature and the pairing of key features to derive attention weights and aggregate the key content adaptively. To enable the model to focus on key content from different representation subspaces and different locations, the output of multiple attention functions is linearly aggregated into learnable weights. To complete well the task of SR, the ESA block with a large receptive field is designed, which is light enough to be inserted into each MSAB. As shown in Fig. 4, the input feature channel dimension is reduced by a $1 \times 1$ convolution layer. Meanwhile, a skip connection is used to directly connect the input feature before spatial dimension reduction to the end of ESA block. Then, a $3 \times 3$ convolution layer with stride 2 is introduced, which can expand the receptive field. The max-pooling layer is used to transform the global spatial information of the input feature into spatial descriptors. To further expand the receptive field, we introduce a $5 \times 5$ convolution group with stride 3. After that, the sub-pixel convolution layer is used to restore the spatial dimension and the channel dimension is restored by a $1 \times 1$ convolution layer. Finally, the sigmoid function is introduced as a simple gating mechanism. The feature representation of the spatial attention mechanism is obtained by correspondingly multiplying the original input feature and the spatial scaling factor.

### 3.4 Channel attention

Since the input features of LR images contain rich low-frequency information that is equally treated in different channels, channel attention mechanism is introduced into the SR network. Moreover, most previous SR network models lack the ability to distinguish learning across feature channels, which hinders the representation ability of networks. Inspired by channel attention mechanism, MSAB with channel attention is designed to extract more informative features. As presented in Fig. 5, the global average pooling layer is introduced to transform the channel global spatial information of the input features into channel descriptors. Let the input be $H \times W \times C$ feature maps, which first pass a global average pooling layer to get a $1 \times 1 \times 1 \times C$ channel description. Then, the weight coefficient of each channel is obtained by a downsampling layer and an upsampling layer. The weight coefficient and the original feature can be multiplied to obtain the new feature after scaling. The whole process is actually a weighted distribution of the features of different channels. Among them, the downsampling and upsampling layers are implemented by $1 \times 1$ convolutions. The number of channels in the downsampling layer is reduced by $r$ times and the activation function is ReLU. The activation function of the upsampling layer is sigmoid. The process with channel attention can be formulated as follows:

$F = \varepsilon_{gp}(F_{in})$

$F_{out} = f_u(w_{up}(w_d)) \cdot F_{in}$

![Fig. 4 The structure of enhanced spatial attention block (ESA)](image)

![Fig. 5 Network structure of channel attention mechanism](image)
where $F_{in}$ and $F_{out}$ denote the input and output features of the network, $\epsilon_{gp}(\cdot)$ represents the function of the global average pooling layer, $F$ denotes the output feature of the global average pooling layer, $w_q$ and $w_{up}$ are the weights of the convolution layer, and $f_\alpha(\cdot)$ and $\beta(\cdot)$ are the sigmoid function and ReLU function.

### 3.5 Adaptive weighted unit

The network model is implemented by increasing the depth, which greatly increases the parameters and increases the computational burden. The AWU module aims to adaptively remove redundant scaling branches to reduce parameters. AWU removes the fully connected layer of generated parameters and sets a parameter function that can be learned. The network exploits this function to replace the global average pooling and fully connected layer for learning parameters, thus reducing numerous parameters. As shown in Fig. 1, the input features first pass through a convolution group of convolution kernels with multiple sizes of 3, 5, 7, and 9 to extract feature information from different receptive fields and adaptively learn a parameter for each receptive field. Then, the obtained features are subjected to sub-pixel convolution upsampling and multi-scale feature fusion (the feature maps extracted from each receptive field are added element by element). Instead of merely adopting most SR methods of deconvolution or sub-pixel convolution single-path upsampling, the upscale module introduces dual paths, which combine with LR image features using sub-pixel convolution.

### 3.6 Loss function

The common loss functions used in the previous SR methods include $L_1$, $L_2$, perceptual loss, and adversarial loss. We choose the $L_1$ loss function to optimize the MSAWN model. Let $x$ be the input LR image and $\theta$ be the network parameter set to be optimized. The goal is to learn a mapping function $f(\cdot)$ and use the function $\hat{y} = f(x; \theta)$ to generate HR images. Assuming that a set of training sets is given, the HR image is first scaled by bicubic interpolation downsampling, and the mapping relationship of each data set of HR-LR pairing with different downsampling scales is studied. Instead of minimizing the mean squared error (MSE) between HR and $\hat{y}$, we adopt a stable $L_1$ loss function to process the loss value. The goal of training MSAWN is to minimize the $L_1$ loss function, which can be expressed as:

$$L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left\| f(\mathbf{I}_{LR}^i) - \mathbf{I}_{HR}^i \right\|_1$$

(11)

where $f(\cdot)$ denotes the function of our SR network, and $\mathbf{I}_{LR}^i$ and $\mathbf{I}_{HR}^i$ respectively represent the $i$th LR image in the training data and its corresponding HR image. We utilize stochastic gradient descent to optimize the loss function.

### 4 Experiments

In this section, we first introduce the datasets and metrics in detail, and then the implementation details are described. Next, the analyses of each network component is presented to explore its role. Then, we conduct comparative evaluations in terms of visual quality, time complexity, and quantitative evaluation. Finally, the SR reconstructed image is compared with the real image collected by the actual hardware to provide data reference for system calibration and correction.

#### 4.1 Datasets and metrics

As shown in Fig. 6, the polarization image is developed by a set of spatially modulated infrared and visible light dual-channel polarization cameras based on Savart polarizer, which can quickly measure and collect the complete polarization state of the object under a given spectrum. The imaging system adopts the spatial modulation principle of Stokes vector [9], and modulates four Stokes vectors (i.e. $S_0\sim S_3$) in the same image at the same time. The modulation information containing four Stokes vectors of the object can be obtained by one acquisition in the system. Based on this, multiple polarization parameter images can be resolved. We employ self-built polarization image data sets (i.e. 800 images) for training experiments. During testing, polarization images (i.e. $640 \times 512$) with different background are used, which are enough to validate the model. Following previous works, PSNR and SSIM evaluated on the Y channel (i.e. luminance component) of the transformed YCbCr space [26] are used as evaluation criteria. Furthermore, information entropy and definition indicators are used to evaluate image quality without reference.

![Fig. 6 Spectral polarization camera. a Experimental camera. b Experimental scenario](image-url)
4.2 Implementation details

During the training, the training images are randomly rotated $90^\circ$, $180^\circ$, $270^\circ$ and flipped horizontally for data augmentation. We use the bicubic degradation model to down-sample the high-definition training data set collected by the polarization camera with different multiples and add blur to obtain the corresponding LR images. The number of MLFGs is set to 4, and the number of MSABs is set to 4 by default in our network structure. Moreover, we set the number of input channels as 32. In each batch of training, LR samples with a size of $48 \times 48$ are extracted as input, and the network is iteratively trained for 1000 epochs. The batch-size is set to 16. For AWU module, a convolution group of convolution kernels with multiple sizes of 3, 5, 7, and 9 is set, where the initial weight for each scale branch is 0.25. Our model is trained with the Adam optimizer [54] with an initial learning rate of $10^{-3}$. After each 200 epoch training (i.e. 2e5 iterations), the learning rate of back-propagation iteration decreases by half. The MSAWN is implemented with the Pytorch framework on a Nvidia Quadro RTX 6000 GPU.

4.3 Ablation study

In this section, we discuss the roles of the different components of MSAWN via ablation experiments. As shown in Figs. 7, 8, the ablation experiments achieve on bridge and building polarization images with different scales (including $\times 3$, $\times 4$).

(1) Multi-scale attention block (MSAB) module: In each MSAB, a spatial pyramid structure based on space and channel attention is designed to extract features from different receptive fields. To demonstrate the value of channel attention unit and enhanced spatial attention block, we remove them from the MSAB framework respectively to reconstruct other parts remained. The quantitative results achieved on building polarization images are shown in Table 1. The results show that our MSAB module presents superior reconstruction indicators to other networks. Compared with the CA-only network, the PSNR of ESA-only network is slightly higher. This explicitly validates that SR performance are further enhanced by the spatial and channel attention mechanism of our model from 34.42 to 34.72 dB for $\times 4$ SR.

(2) Adaptive weighted unit (AWU) module: Most of SR methods based on deep learning occupy excessive amounts of computational and memory consumption, which are difficult to apply to real applications. The AWU module aims to adaptively remove redundant scaling branches to reduce parameters. The MSAWN can be implemented with the Pytorch framework on a Nvidia GeForce GTX 1650Ti GPU (4 GB memory) without demanding amounts of memory consumption. To illustrate the effectiveness of the AWU module, we remove it from our model and reconstruct other parts remained. As shown in Table 2, we can clearly see that our model with the AWU module achieve better performance and the PSNR is significantly improved to be 34.72 dB for $\times 4$ SR. This indicates that our model

| CA | ESA | PSNR (dB) | SSIM |
|----|-----|----------|------|
| $\times$ | $\times$ | 34.42 | 0.9251 |
| $\times$ | ✓ | 34.59 | 0.9267 |
| ✓ | $\times$ | 34.45 | 0.9257 |
| ✓ | ✓ | 34.72 | 0.9281 |
benefits from the AWU module which achieves superior SR reconstruction performance.

(3) Upscale module: To fully exploit the information in LR image space, we adopt a novel reconstruction layer, which introduces dual paths, combined with LR image features using sub-pixel convolution. To explore the efficiency of upscale module, we retrain the network with a single sub-pixel convolution layer to upsample the features to the object size. Compared to our proposed MSAWN, the PSNR of the network without a novel reconstruction layer drops from 34.72 to 34.56 dB for ×4 SR in Table 3. This demonstrates that a novel reconstruction layer enables our model to improve SR performance. Thus, such that the information in the LR image space is effectively extracted, which promotes superior reconstruction quality.

(4) Network depth: SR reconstruction performance can be effectively improved by increasing the depth of the network. To gain excellent results, we change the number of multi-scale local fusion groups in our work. However, as the depth of the network increases, the model becomes more difficult to train, occupying more memory and aggravating the computational burden. To explore the impact of multi-scale local fusion groups, we train our model with different number of MLFGs (including 2, 3, 4, 5). The quantitative results achieved on bridge polarization images are shown in Table 4. It can be seen that the PSNR value increases gradually from 44.80 to 45.03 dB for ×3 SR with the network deepening. However, when the number of MLFGs is 4, we get better PSNR value. While weighing SR performance and model parameters, we select the network with four MLFGs.

### 4.4 Results

#### 4.4.1 Comparison against other methods

As shown in Fig. 9, the comparative experiments achieve on bridge, building and road polarization images with different scales (including ×2, ×3, ×4). To assess the effectiveness of the MSAWN in polarization images SR, our model is compared with some state-of-the-art methods, including Bicubic, SRCNN [25], FSRCNN [26], MSRN [49], EDSR [28], LW-AWSRN [31]. Quantitative comparisons on different polarization images are presented in Table 5. Furthermore, the qualitative analysis is illustrated by visual graphics. The running time and parameters of the above models are also provided for more intuitive comparison. Quantitative and qualitative evaluations are further described as follows. From Table 5, we can see that the proposed MSAWN yields similar or better performance compared to the other approaches. It is noted that MSAWN obtains superior performance for ×2 SR and our results are almost close to the best results for ×3 and ×4 SR on different polarization images. Our model parameters are only about 1/3 of the parameters of MSRN. In particular, our model exceeds existing lightweight networks: LW-AWSRN-S and FSRCNN. Our experiment has achieved almost the equivalent results as that of EDSR, but our model is only about 4.6% of the parameters of EDSR. Overall, the proposed method has significantly fewer parameters than MSRN while achieving higher performance, which provides a better trade-off between parameters and effects. Considering the computation cost, the MSAWN is more suitable for real applications.

For qualitative analysis, three detailed, textured images selected from the polarization images in Fig. 9 above are tested for comparison. The visual comparison results of different methods are presented in Figs. 10, 11, 12. It is observed that the SR reconstruction image quality of the proposed network is superior to other methods in terms of sharpness, brightness, or texture.

In terms of running time, the above methods are utilized to evaluate the running time of bridge images for ×3 SR. Both of the running time and complexity are expressed through Fig. 13. As shown in Fig. 13, we can see that the MSAWN has faster execution to reconstruct the image compared to the MSRN and EDSR methods, which occupies less memory consumption. It is notable that the proposed method sacrifices a small amount of time, improves the accuracy, and the time-consuming is about 0.5 s, which has better real-time performance.

Overall, the proposed method is superior to other methods through the above quantitative and qualitative analysis.

#### Table 3 SR results of our upscale module on building polarization images at four scale factor

| Upscale module | PSNR (dB) | SSIM |
|----------------|----------|------|
| ×              | 34.56    | 0.9262 |
| ✓              | 34.72    | 0.9281 |

#### Table 2 Effects of the AWU on building polarization images for ×4 SR

| AWU | PSNR (dB) | SSIM |
|-----|----------|------|
| ×   | 34.64    | 0.9269 |
| ✓   | 34.72    | 0.9281 |
This indicates that the MSAWN is more effective in polarization image SR.

4.4.2 Full polarization image analysis

The full-polarization imaging system acquires the spectral characteristics, specific spatial characteristics and the relevant intrinsic polarization information reflecting the target material through modulation and analysis. The final result of the full polarization computational imaging system is to resolve the full polarization parameters. It reflects the scene and detection target information from different angles, and the full polarization parameters of the target realize synchronous detection. To further reflect the effectiveness of our method and calibrate and correct the system, we select the high-definition monument image to obtain the test sample of this experiment through modulation and analysis. Then, we randomly selected six detailed and well-textured analytic images of monuments under earth observation to form the test image set. As shown in Fig. 14, they are an $E_x$ image, an $E_y$ image, an I image, a Q image, a U image, and a V image, respectively. In this experiment, PSNR and SSIM are used to evaluate the reconstruction effect of the images.

From the experimental data in Table 6, it can be seen that the analytical results of different polarization parameters have different test performances. However, our method shows good results in the analytical results of most of the polarization parameters. The SSIM evaluation index can basically maintain about 0.95 in the two times and three times SR tests, which fully verifies the effectiveness of our method in reconstructing the analytical images of most polarization parameters. The PSNR index shows a downward trend as

![Different polarization images](image-url)

**Table 5** Quantitative results on different polarization images (PSNR (dB)/SSIM)

| Scale | Method      | Params | Bridge image | Building image | Ship image | Road image |
|-------|-------------|--------|--------------|----------------|------------|------------|
|       | Bicubic     | –      | 42.49/0.9671 | 42.42/0.9693  | 44.85/0.9875 | 42.28/0.9596 |
| 2×2   | SRCNN 57K   | 43.82/0.9727 | 43.38/0.9749 | 45.86/0.9886 | 42.92/0.9657 |
|       | FSRCNN 12K | 43.85/0.9729 | 43.39/0.9749 | 44.47/0.9865 | 42.88/0.9654 |
| ×3    | LW-AWSRN-S 397K | 45.08/0.9775 | 44.60/0.9786 | 48.25/0.9916 | 44.07/0.9710 |
|       | MSRN 5.93M  | 45.12/0.9775 | 44.63/0.9787 | 48.39/0.9917 | 44.11/0.9711 |
|       | EDSR 40.7M  | 45.13/0.9775 | 44.65/0.9787 | 48.43/0.9917 | 44.13/0.9712 |
|       | MSAWN (ours) 1.95M | 45.12/0.9776 | 44.65/0.9787 | 48.40/0.9917 | 44.13/0.9712 |
|       | Bicubic     | –      | 39.25/0.9450 | 39.32/0.9457 | 40.34/0.9690 | 40.07/0.9356 |
| 2×2   | SRCNN 57K   | 41.55/0.9576 | 40.97/0.9583 | 42.34/0.9746 | 40.99/0.9464 |
|       | FSRCNN 12K | 41.82/0.9589 | 41.13/0.9591 | 41.79/0.9719 | 41.02/0.9465 |
| ×3    | LW-AWSRN-S 477K | 43.07/0.9670 | 42.63/0.9672 | 44.66/0.9809 | 42.33/0.9567 |
|       | MSRN 6.11M  | 43.37/0.9670 | 42.77/0.9678 | 45.13/0.9817 | 42.39/0.9571 |
|       | EDSR 43.6M  | 43.52/0.9685 | 42.86/0.9682 | 45.39/0.9821 | 42.41/0.9572 |
|       | MSAWN (ours) 2.03M | 43.48/0.9679 | 42.86/0.9677 | 45.33/0.9815 | 42.41/0.9572 |
|       | Bicubic     | –      | 36.78/0.9199 | 36.48/0.9121 | 37.14/0.9513 | 38.10/0.9080 |
| 2×2   | SRCNN 57K   | 38.45/0.9328 | 38.05/0.9303 | 39.09/0.9567 | 38.89/0.9194 |
|       | FSRCNN 12K | 39.36/0.9401 | 38.42/0.9328 | 39.28/0.9541 | 38.96/0.9193 |
| ×4    | LW-AWSRN-S 588K | 41.24/0.9563 | 40.29/0.9498 | 42.33/0.9715 | 40.58/0.9388 |
|       | MSRN 6.08M  | 41.41/0.9571 | 40.40/0.9509 | 42.62/0.9722 | 40.68/0.9397 |
|       | EDSR 43M    | 42.19/0.9609 | 40.70/0.9531 | 42.97/0.9731 | 40.70/0.9398 |
|       | MSAWN (ours) 2.14M | 42.12/0.9589 | 40.70/0.9515 | 42.89/0.9719 | 40.71/0.9398 |
the scale of super-resolution increases, but our method still achieves good results on an I image, a Q image, a U image, and a V image. In general, the above experimental data fully demonstrate the superiority of our method in resolving images with different polarization parameters.

4.4.3 System calibration experiments

The spectral polarization camera we used consists of two channels, one is a visible near-infrared spectral polarization camera and the other is a short-wave infrared spectral polarization camera. The polarization imaging system can realize the adjustment of the imaging spatial resolution according to the detection object and the requirements of image processing. For visible polarized images with resolution of 2048 × 2048 and short-wave infrared polarized images with resolution of 640 × 512, we can separately collect HR images and LR (i.e. 1024 × 1024, 320 × 256) images by setting the system. To compare the imaging effect of our method and the imaging system, we perform SR reconstruction on the LR image. Then the SR image is evaluated with the HR image. Calibration experiments use information entropy and definition to evaluate image quality without reference. As explained in Table 7, we can see that in terms of definition, the SR reconstruction quality is
generally slightly lower than the system HR image quality, but higher than the system LR image.

For the information entropy, the SR reconstruction result is basically consistent with the system HR image effect, but it is improved compared to the LR image. Figure 15 exhibits that HR and LR images collected by the system are compared with the SR reconstructed image. It can be observed that the LR image faces problems such as blurring of bump stripes, obvious blurring of the background, and unclear texture. The image with bump stripes reconstructed by our method has clear texture details, uniform brightness, and is close to the HR image. Compared with the LR image, the reconstructed quality is significantly improved. As shown in Fig. 16, The HR image curve tends to be flat, and the SR image curve shows a downward trend, but it is close to the HR image curve in terms of information entropy. For the definition, the curves of HR and SR images tend to be gentle and basically flat, with a small spacing. The above experimental data fully verify the effectiveness of our method, and the reconstructed image is close to the effect of system imaging.
5 Conclusion

In this paper, the MSAWN is proposed for polarization computational imaging SR with limited computational resources. We design a spatial pyramid structure with the spatial and channel attention mechanism to comprehensively incorporate multilevel information. Based on the spatial pyramid structure, we propose the MLFG to extract features from different receptive fields. In addition, we introduce an AWU to adaptively remove redundant scaling branches to reduce parameters. Particularly, we design a novel reconstruction layer with dual paths to upscale the features. The extensive experiments...
illustrate that our method achieves better reconstruction accuracy and visual improvement effects. The proposed method also provides a data support for the theoretical research on polarization images SR and the system correction of polarization cameras. The future work is to reduce the amount of parameters in the network while optimizing training efficiency.
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