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Abstract—The outage probability is an important performance measure for cooperative diversity schemes. However, in mobile environments, the outage probability does not completely describe the behavior of cooperative diversity schemes since the mobility of the involved nodes introduces variations in the channel gains. As a result, the capacity outage events are correlated in time and second-order statistical parameters of the achievable information-theoretic capacity such as the average capacity outage rate (AOR) and the average capacity outage duration (AOD) are required to obtain a more complete description of the properties of cooperative diversity protocols. In this paper, assuming slow Rayleigh fading, we derive exact expressions for the AOR and the AOD of three well-known cooperative diversity protocols: variable-gain amplify-and-forward, decode-and-forward, and selection decode-and-forward relaying. Furthermore, we develop asymptotically tight high signal-to-noise ratio (SNR) approximations, which offer important insights into the influence of various system and channel parameters on the AOR and the AOD. In particular, we show that on a double-logarithmic scale, similar to the outage probability, the AOR asymptotically decays with the SNR with a slope that depends on the diversity gain of the cooperative protocol, whereas the AOD asymptotically decays with a slope of $-1/2$ independent of the diversity gain.

Index Terms—Average outage duration (AOD), average outage rate (AOR), cooperative diversity, Doppler effect, Rayleigh fading.

I. INTRODUCTION

THE capacity outage probability (OP) is an important performance measure in wireless communication systems with delay constraints operating over slow fading channels [1], [2]. The OP is the probability that the channel capacity is smaller than a given transmission rate [3], [4]. Cooperative diversity is an efficient means to improve the OP of wireless systems by exploiting spatially distributed nodes (also referred to as relays) to effectively synthesize a virtual array that emulates the operation of a multiantenna transceiver [5]–[19]. In particular, Laneman et al. developed in [9] several simple repetition-based cooperative protocols: amplify-and-forward relaying (AF), decode-and-forward relaying (DF), selection decode-and-forward relaying (SR), and incremental relaying. The performance of these protocols was characterized in terms of the asymptotic OP for high signal-to-noise ratios (SNRs), and it was shown analytically that, except for DF relaying, these protocols achieve full diversity.

In systems with mobile nodes, the channel gains are time varying. In this case, for the OP to be a relevant performance measure, two conditions have to be fulfilled [20]. 1) The delay constraint has to be small compared to the channel coherence time [2]. In other words, for the duration of one codeword, the channel has to be practically constant. 2) The codewords have to be sufficiently long such that capacity-approaching codes exist. Both 1) and 2) involve approximations which, at the expense of an increase in bandwidth, can be made arbitrarily tight by shortening the coding block and increasing the number of symbols per coding block, respectively. Nevertheless, the channel gain and the corresponding instantaneous channel capacity will change slowly from one coding block to the next. As a result, the channel capacities in neighboring coding blocks are correlated in time. Thus, capacity outage events are correlated in time as well. This correlation is not reflected in the OP itself but is captured by the average capacity outage rate (AOR) and the average capacity outage duration (AOD). The notions of AOR and AOD have initially been introduced for opportunistic relaying systems in [21]. A similar definition of second-order outage statistics was also used for multiple-input–multiple-output (MIMO) systems in [22].

The AOR and AOD provide important information for the design of wireless communication systems. For example, in systems with automatic repeat request (ARQ), the waiting time before a packet is retransmitted should be chosen larger than the AOD to avoid unsuccessful retransmissions. In multilayer systems, a scheduling slot typically comprises several coding blocks. Making the size of a scheduling slot larger than the AOD will guarantee a low number of unsuccessful scheduling attempts of users who were in outage in the previous scheduling slot. Furthermore, for systems with stringent energy constraints, the transmitters and receivers can be switched off for at least the AOD to conserve energy if a packet cannot be decoded successfully, as it is unlikely that the following packets would be decoded successfully. In this case, the AOR indicates the frequency with which the receivers are switched on and off. While these examples illustrate the usefulness of the AOR and AOD for the design of general wireless networks, their importance is
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further enhanced in cooperative diversity systems. In particular, the involvement of multiple network nodes increases the overhead associated with unsuccessful retransmissions and scheduling attempts as well as the amount of energy consumed for unsuccessful decoding attempts.

In this paper, we present an analytical framework for calculation of the AOR and AOD of cooperative diversity systems with mobile nodes. Specifically, we derive exact expressions for both parameters for cooperative diversity systems employing the aforementioned AF, DF, and SR protocols, respectively, which are assumed to operate over slowly time-varying Rayleigh fading channels. We also derive simple closed-form high SNR approximations for the AOR and AOD. These approximations provide significant insight into the dependence of the AOR and AOD on various system and channel parameters such as the Doppler frequency and the data rate. This insight facilitates the design of cooperative diversity systems and the comparison of different protocols.

The remainder of this paper is organized as follows. In Section II, we present the system and channel models. The AOR and AOD are defined in Section III, and exact analytical expressions for the AF, DF, and SR protocols are provided. In Section IV, we derive the respective asymptotic high SNR approximations for the AOR and AOD. In Section V, the AOR and AOD of the considered cooperative diversity protocols are compared based on numerical results. Conclusions are drawn in Section VI.

II. COOPERATIVE DIVERSITY SYSTEMS WITH MOBILE NODES

In this section, we present the system model and the adopted slow Rayleigh fading channel model.

A. System Model

We consider the same cooperation scenario as in [9], where a given source–destination pair communicates over a relay \( R \) by utilizing one of the three considered half-duplex protocols: AF, DF, and SR. The source \( S \) and the destination \( D \) communicate over two orthogonal subchannels: the direct subchannel \( (S \rightarrow D) \) and the relayed subchannel, which consists of the \( S \rightarrow R \) link and the \( R \rightarrow D \) link. Orthogonality of the subchannels is achieved through a suitable orthogonal multiplexing scheme such as time-division, frequency-division, or code-division multiplexing.

Let us denote the channel gains of the \( S \rightarrow D, S \rightarrow R, \) and \( R \rightarrow D \) links by \( X(t), Y(t), \) and \( Z(t) \), respectively, with average squared channel gains \( \mathbb{E}[X^2(t)] = \Omega_{SD} \equiv \Omega_X \), \( \mathbb{E}[Y^2(t)] = \Omega_{SR} \equiv \Omega_Y \), and \( \mathbb{E}[Z^2(t)] = \Omega_{RU} \equiv \Omega_Z \), respectively. Here, \( \mathbb{E}[\cdot] \) denotes statistical expectation. Since the average squared channel gains can be arbitrarily chosen, we assume without loss of generality that \( S \) and \( R \) transmit with equal powers \( P_T \). All nodes are impaired by additive white Gaussian noise with single-sided power spectral density \( N_0 \).

For each of the three considered protocols, \( S \) broadcasts the information-bearing signal, and both \( D \) and \( R \) receive it. If the AF protocol is utilized, \( R \) amplifies the received signal (along with its own noise) and forwards it to \( D \) over the \( R \rightarrow D \) link, and \( D \) combines the replicas received over the \( S \rightarrow D \) and \( R \rightarrow D \) links in an attempt to decode. In case of the DF protocol, \( R \) receives the information-bearing signal, attempts to decode the received message, and then re-encodes and retransmits the estimated message over the \( R \rightarrow D \) link. For the SR protocol, if the channel gain \( Y(t) \) falls below a certain threshold \( Y_0 \), \( S \) simply retransmits the same packet over the \( S \rightarrow D \) link while \( R \) remains silent; otherwise \( R \) re-encodes and retransmits the estimated message over the \( R \rightarrow D \) link.

The transmissions from \( S \) are organized into coding blocks of length \( T \), where each coding block is occupied by one codeword. We assume that the number of symbols per coding block is sufficiently large such that capacity-approaching codes exist.

B. Channel Model and Mobility of the Nodes

We assume there is no line-of-sight between any of the involved nodes and all links are affected by mutually independent Rayleigh fading. Thus, at time \( t \), the three channel gains follow the Rayleigh probability density function (pdf)

\[
f_{\alpha}(x) = \frac{2x}{\alpha^2} \exp\left(-\frac{x^2}{\alpha^2}\right), \quad x > 0, \quad \alpha \in \{X, Y, Z\}
\]

with cumulative distribution function (cdf)

\[
F_{\alpha}(x) = \Pr\{\alpha \leq x\} = 1 - \exp\left(-\frac{x^2}{\alpha^2}\right), \quad x \geq 0.
\]

\[
\alpha \in \{X, Y, Z\}.
\]

Furthermore, due to the mobility of the nodes, the channel gains are time varying. Here, we assume that the considered application has severe delay constraints such that the coding blocks are short compared to the coherence time \( T_{coh} \) of the channel, i.e., \( T \ll T_{coh} \). Thus, we can assume that the channel gains \( X(t), Y(t), \) and \( Z(t) \) are practically constant for the duration of one coding block but change slowly from one coding block to the next.

As usual, we model the channel gains \( X(t), Y(t), \) and \( Z(t) \) as time-correlated random processes. The degree of variability (and the coherence time) of the channels depends on the power spectral density (a.k.a. “Doppler spectrum”) of the channel gains, which is determined by the scattering environment and the mobility of the involved transmitters and receivers.

Here, we consider a 2-D isotropic scattering environment and mobility of \( S, R, \) and \( D \), such that the \( S \rightarrow D, S \rightarrow R, \) and \( R \rightarrow D \) links can be modeled as independent mobile-to-mobile Rayleigh fading channels. Such channels have been extensively studied in [23] and [24] and the autocovariance function and Doppler spectrum of the channel gains are specified in [23, eq. (35)] and [23, eq. (41)], respectively. It is worth noting that when the transmitter or the receiver is static, the mobile-to-mobile channel model simplifies to the “classical” Jakes’s fading channel model [25, 26].

In the following, we will make use of the fact that the time derivatives of the gains of the mobile-to-mobile channels \( X(t), Y(t), \) and \( Z(t) \) are independent from the respective gains \( X(t), Y(t), \) and \( Z(t) \) themselves and follow a zero-mean Gaussian pdf [24, 25]. The variance of the derivatives of the channel gains is given by [24]

\[
\sigma_{\alpha}^2 = \pi^2 \alpha^2 f_{\alpha}(x)\alpha^2, \quad \alpha \in \{X, Y, Z\}
\]
where \( f_{m_X} = \sqrt{f_{m_S}^2 + f_{m_R}^2} \), \( f_{m_Y} = \sqrt{f_{m_S}^2 + f_{m_D}^2} \), and \( f_{m_Z} = \sqrt{f_{m_R}^2 + f_{m_D}^2} \). Here, \( f_{m_S} \), \( f_{m_R} \), and \( f_{m_D} \) denote the maximum Doppler rates introduced by the mobility of \( S \), \( R \), and \( D \), respectively. Since the coherence time of the channel is reciprocal to the maximum Doppler frequency [20], the condition \( T < T_{coh} \) implies
\[
f_{m_S}T < 1 \quad f_{m_R}T < 1 \quad f_{m_D}T < 1. \quad (4)
\]
For a more detailed discussion of the mobile-to-mobile channel model we refer the interested reader to [23] and [24].

III. CAPACITY OUTAGE RATE AND DURATION

In this section, we derive exact expressions for the AOR and AOD for the considered cooperative diversity protocols. However, first, we develop general formulas for the AOR and AOD.

A. Derivation of the AOR and AOD

At a given time \( t \), the instantaneous mutual information between the signals at the input and the output of the considered cooperative diversity systems with equivalent end-to-end fading channel \( G(t) \) is given by
\[
I(t) = \frac{1}{2} \log_2 \left[ 1 + \Gamma_G G^2(t) \right] \quad (5)
\]
where \( \Gamma_G \) denotes the transmit SNR (also referred to as the SNR without fading), defined as \( \Gamma_G = \frac{P_T}{N_0} \).

A capacity outage event occurs when the mutual information \( I(t) \) drops below some fixed target spectral efficiency \( R_0 \) [20], \( I(t) \leq R_0 \), or, equivalently, if
\[
G(t) \leq G_0 \quad (6)
\]
where \( G_0 \) is the outage threshold, given by \( G_0 = \sqrt{(2R_0 - 1)/\Gamma_G} \). Thus, the occurrence of a “deep fade” in the equivalent end-to-end channel \( G(t) \) yields a capacity outage event of the cooperative system, because this channel cannot support reliable communication between \( S \) and \( D \) at the desired information rate \( R_0 \).

Based on (6), the OP of the cooperative diversity system equals the cdf of \( G(t) \) evaluated at the outage threshold \( G_0 \)
\[
P_{out} = \Pr\{I(t) \leq R_0\} = FG(G_0). \quad (7)
\]
The asymptotic OPs for the considered AF, DF, and SR protocols have been determined in [9] for high transmit SNR, whereas, in this paper, as a byproduct of the derivation of the AOD, we provide the respective exact expressions valid for arbitrary transmit SNR. In this context, we emphasize again that for (7) to be a meaningful performance measure, each coding block has to accommodate a sufficiently large number of symbols such that capacity-approaching codes exist, and each coding block has to be sufficiently short such that \( G(t) \) is approximately constant over the entire codeword. Since the equivalent channel gain \( G(t) \) is a protocol-dependent function of the channel gains
\[
G(t) = f[X(t), Y(t), Z(t)] \quad (8)
\]
and \( X(t), Y(t), \) and \( Z(t) \) satisfy (4), \( G(t) \) is also a slowly time-varying random process with negligible variability during each coding block. Thus, an outage event (6) in the equivalent end-to-end channel affects at least one coding block. However, an outage event can also affect several consecutive coding blocks. Thus, in general, a capacity outage event lasts \( kT \) (seconds), where \( k \in \{1, 2, 3, \ldots\} \).

Let us consider a time interval of duration \( W \), which spans many channel coherence times, i.e., \( W \gg T_{coh} \), and assume that \( L \) capacity outage events occur during this interval. The AOR is defined as the occurrence rate of the capacity outage events during the considered interval, i.e.,
\[
N_I \overset{def}{=} \frac{L}{W}. \quad (9)
\]
Considering (5) and assuming \( G(t) \) is a stationary random process, (9) can be computed using Rice’s formula [25], [26, eq. (2.101)]. In other words, the AOR can be estimated from the level crossing rate (LCR) of random process \( G(t) \) evaluated at \( G_0 \), yielding
\[
N_I = N_G(G_0) = \int_0^\infty \hat{g} f_{GG}(G_0, \hat{g}) \, d\hat{g} \quad (10)
\]
where \( \hat{G} \) denotes the time derivative of random process \( G \), and \( f_{GG}(\hat{g}, g) \) is the joint pdf of \( G \) and \( \hat{G} \).

Furthermore, let us denote the respective durations of the \( L \) capacity outage events in the considered time interval of duration \( W \) by \( k_1T, k_2T, \ldots, \) and \( k_LT \). Since the AOD is by definition the average duration of the observed capacity outage events, we have
\[
T_I \overset{def}{=} \frac{k_1T + k_2T + \cdots + k_LT}{L} = \frac{(k_1T + k_2T + \cdots + k_LT)/W}{L/W}. \quad (11)
\]
Since the numerator and the denominator of the right-hand side of (11) are the OP and the AOR, respectively, we obtain for the AOD
\[
T_I = \frac{P_{out}}{N_I} = \frac{F_G(G_0)}{N_G(G_0)}. \quad (12)
\]
Thus, once the OP and the AOR are computed from (7) and (10), respectively, the AOD can be determined from (12). In the remainder of this section, we exploit these relations to compute the AOR and the AOD of AF, DF, and SR relaying. However, first, we briefly consider direct transmission to establish a reference for the considered cooperative diversity schemes.

B. Direct Transmission

For direct transmission between \( S \) and \( T \) the maximum average mutual information is given by [9, eq. (10)]
\[
I_D(t) = \log_2 \left[ 1 + \Gamma_G X^2(t) \right]. \quad (13)
\]
\footnote{We drop the time index \( t \), whenever this is possible without causing ambiguity.}
A capacity outage event occurs when the mutual information $I_U$ drops below the target spectral efficiency $R_0$, or, equivalently,

$$X(t) \leq X_0;$$  \hspace{1cm}  \text{(14)}

with the outage threshold $X_0 = \sqrt{(2R_0 - 1)/\Gamma_0}$. Thus, the OP for direct transmission is given by

$$P_{\text{out}} = \Pr \{ I_D \leq R_0 \} = F_X(X_0) = 1 - \exp \left( - \frac{X_0^2}{\Omega_X} \right).$$  \hspace{1cm}  \text{(15)}

Furthermore, based on (10), the AOR $N_I$ is obtained as

$$N_I (R_0) = N_X(X_0) = \sqrt{\frac{2\sigma_X^2}{\pi} X_0} \exp \left( - \frac{X_0^2}{\Omega_X} \right).$$  \hspace{1cm}  \text{(16)}

The AOD $T_I$ is obtained by inserting (15) and (16) into (12).

C. Variable-Gain AF Relaying

Variable-gain AF relays set the amplification gain to

$$\frac{1}{\sqrt{Y^2(t) + C_1}},$$

in order to fix the power of the retransmitted signal to $P_T$. Thus, based on [9], (12), and (13), $G(t)$ is given by

$$G(t) = \sqrt{X^2(t) + Y^2(t)Z^2(t)} \frac{Y(t)}{Y^2(t) + Z^2(t) + C_1}.$$  \hspace{1cm}  \text{(17)}

**Theorem 1:** The OP of a cooperative diversity system utilizing variable-gain AF relaying is given by

$$F_G(G_0) = \int_0^{G_0} \frac{\exp \left( - \frac{G_0^2}{\Omega_X} - a \right)}{\Omega_X} \times 1 - 2 \sqrt{\frac{a(a + C_1)}{\Omega_X \Omega_Y}} \times \exp \left( - \frac{\Omega_Y + \Omega_Z}{\Omega_Y \Omega_Z} a \right) K_1 \left( 2 \sqrt{a(a + C_1)/\Omega_Z} \right) da.$$  \hspace{1cm}  \text{(18)}

where $K_1(\cdot)$ is the modified first-order Bessel function of the second kind [27, eq. (9.6.2)].

**Proof:** See Appendix A.

Note that the integral in (18) can be efficiently and accurately evaluated by applying the Gauss–Legendre numerical quadrature rule [27, eq. (25.4.29)–(25.4.30)].

**Theorem 2:** The AOR of a cooperative diversity system utilizing variable-gain AF relaying is given by

$$N_I (R_0) = N_G (G_0) = \sqrt{\frac{2}{\pi} \frac{1}{\Omega_X \Omega_Y \Omega_Z} \exp \left( - \frac{G_0^2}{\Omega_X} \right)} \times \int_0^{G_0} \int_0^\infty \left[ \left( a^2 + \frac{(a + C_1)^2}{(at + 1)(at + C_1 t + 1)} \right)^{1/2} \right] da dt.$$  \hspace{1cm}  \text{(25)}

where $G(t)$ is given by

$$G(t) = \sqrt{X^2(t) + Y^2(t)Z^2(t)}.$$  \hspace{1cm}  \text{(19)}

**Proof:** See Appendix A.

The double integral in (19) can be evaluated efficiently and accurately by a product of two quadrature rules: a Gauss–Legendre rule [27, eq. (25.4.29)–(25.4.30)] for integration over variable $a$ and a Gauss–Laguerre rule [27, eq. (25.4.45)] for integration over variable $t$.

The AOD $T_I$ of variable-gain AF relaying is obtained by inserting (18) and (19) into (12).

D. DF Relaying

When DF relaying is considered, an exact expression for the maximum average mutual information can be obtained only under the assumption of repetition coding and full decoding of the source message by the relay [9], [11, eq. (15)]. In this case, $G(t)$ is given by

$$G(t) = \min \{ Y(t), U(t) \}.$$  \hspace{1cm}  \text{(20)}

where $U(t)$ is an auxiliary random process, defined as

$$U(t) = \sqrt{X^2(t) + Z^2(t)}.$$  \hspace{1cm}  \text{(21)}

The OP of a cooperative diversity system employing DF relaying is given by

$$F_G(G_0) = 1 - \Pr \{ Y > G_0 \} \Pr \{ U > G_0 \}$$  \hspace{1cm}  \text{(22)}

where [29]

$$\Pr \{ U > G_0 \} = e^{-G_0^2/\Omega_Y} \int_0^{G_0} \frac{\Omega_Y}{\Omega_X - \Omega_Z} \exp \left( -G_0^2/\Omega_X \right) \left( 1 + G_0^2/\Omega_X \right),$$

and

$$\Pr \{ Y > G_0 \} = \exp \left( - \frac{G_0^2}{\Omega_Y} \right).$$  \hspace{1cm}  \text{(24)}

From the time derivative of both sides of (20)

$$\dot{G} = \begin{cases} \dot{Y}, & Y \leq U \\ \dot{U}, & U > Y \end{cases}$$  \hspace{1cm}  \text{(25)}

and the independence of the channel gains $Y$ and $U$, the joint pdf of $G$ and $G$ is determined as

$$f_{GG} (g, \tilde{g}) = f_{YY} (g, \tilde{g}) \Pr \{ U > g \} + f_{UU} (g, \tilde{g}) \Pr \{ Y > g \}.$$  \hspace{1cm}  \text{(26)}

Applying (26) in (10) yields the following expression for the AOR:

$$N_I (R_0) = N_G (G_0) = N_Y (G_0) \Pr \{ U > G_0 \} + N_U (G_0) \Pr \{ Y > G_0 \}.$$  \hspace{1cm}  \text{(27)}
where $\Pr\{U > G_0\}$ and $\Pr\{Y > G_0\}$ are given by (23) and (24), respectively. In (27), $N_Y(G_0)$ is the LCR of Rayleigh random process $Y(t)$, which is well known and given by [24, eq. (2)]

$$N_Y(G_0) = \sqrt{\frac{2\sigma_X^2}{\pi^2}} \frac{G_0}{\Omega_Y} \exp \left( - \frac{G_0^2}{\Omega_Y} \right)$$  \hspace{1cm} (28)

whereas $N_U(G_0)$ is the LCR of random process $U(t)$, which is given in the following theorem.

**Theorem 3:** The LCR of random process $U(t)$ is given by

$$N_U(G_0) = \sqrt{\frac{2}{\pi}} \frac{\sigma_X^3}{\sigma_Z^2 - \sigma_X^2} \exp \left( - \frac{G_0^2}{\Omega_X \Omega_Z} \right) \left( \frac{G_0}{\sqrt{W(G_0)}} \right)^3$$

$$\times \exp \left( \left( \frac{3}{2}, W(G_0) \right) - \left( \frac{3}{2}, \frac{\sigma_Z^2}{\sigma_X^2} W(G_0) \right) \right)$$  \hspace{1cm} (29)

where $\Gamma(\cdot, \cdot)$ is the incomplete Gamma function, defined in [27, eq. (6.5.3)], and $W(\cdot)$ is defined as

$$W(G_0) = \frac{G_0^2 (\Omega_X - \Omega_Z)}{\Omega_X \Omega_Z} \frac{\sigma_Z^2}{\sigma_Z^2 - \sigma_X^2}.$$  \hspace{1cm} (30)

**Proof:** See Appendix B.

When $\Omega_X = \Omega_Z$, according to Appendix B, (29) simplifies to

$$N_U(G_0) = \frac{4G_0^3}{3\sqrt{2\pi}} \frac{\sigma_X^3}{(\Omega_X)^2} \frac{\sigma_Z^2}{\sigma_Z^2 - \sigma_X^2}.$$  \hspace{1cm} (31)

where $\sigma_X^2$ and $\sigma_Z^2$ are given by (3).

When $\Omega_X = \Omega_Z$ and $f_{m,n} = f_{m,n}$, then $\sigma_X = \sigma_Z$, and the limit operation $\sigma_X \to \sigma_Z$ can be applied in (31) to obtain

$$N_U(G_0) = \frac{\sqrt{\sigma_X} G_0^3}{\sqrt{\pi}} \frac{\exp \left( - \frac{G_0^2}{\Omega_X} \right)}{(\Omega_X)^2}.$$  \hspace{1cm} (32)

A closed-form expression for the AOR of the DF protocol is obtained by inserting (23), (24), (28), and (29) into (27). Furthermore, the AOD is obtained by inserting (22) and (27) into (12).

**E. Selection DF Relaying**

The selection DF relaying protocol activates the relay only if the measured channel gain $Y(t)$ is above a given threshold $Y_0$ such that the received codeword can be successfully decoded. If the relay is activated, it decodes the message and forwards it over the $R \to D$ link to the destination; otherwise $S$ retransmits the message. Thus, based on [9, eq. (19)], for the case of repetition coding at the relay, $G(t)$ is obtained as

$$G(t) = \begin{cases} \sqrt{2} X(t), & Y(t) \leq Y_0 \\ U(t), & Y(t) > Y_0 \end{cases}$$  \hspace{1cm} (33)

where $U(t)$ is defined in (21).

The OP of a cooperative diversity system utilizing SR relaying can be expressed as

$$F_G(G_0) = \Pr \{ \sqrt{2} X \leq G_0 \} \Pr \{ Y \leq Y_0 \}$$

$$+ \Pr \{ U \leq G_0 \} \Pr \{ Y > Y_0 \}$$  \hspace{1cm} (34)

where

$$\Pr \{ Y \leq Y_0 \} = 1 - \Pr \{ Y > Y_0 \} = 1 - \exp \left( - \frac{Y_0^2}{\Omega_Y} \right)$$  \hspace{1cm} (35)

$$\Pr \left\{ \sqrt{2} X \leq G_0 \right\} = 1 - \exp \left( - \frac{G_0^2}{2 \Omega_X} \right)$$  \hspace{1cm} (36)

and $\Pr\{U \leq G_0\} = 1 - \Pr\{U > G_0\}$ is calculated from (23).

By carefully analyzing the conditions for downward crossings of random process $G(t)$ of the outage threshold $G_0$, the following four independent downward crossing events can be identified:

i) downward crossing of $G(t) = \sqrt{2} X(t)$, if $Y(t) \leq Y_0$;

ii) downward crossing of $G(t) = U(t)$, if $Y(t) > Y_0$;

iii) downward crossing of $G(t)$ when $Y(t)$ switches from condition $Y(t) \leq Y_0$ to condition $Y(t) > Y_0$, but only if $\sqrt{2} X(t) > G_0$ and $U(t) < G_0$;

iv) downward crossing of $G(t)$ when $Y(t)$ switches from condition $Y(t) > Y_0$ to condition $Y(t) \leq Y_0$, but only if $U(t) > G_0$ and $\sqrt{2} X(t) < G_0$.

Thereby, event i) occurs with probability $\Pr\{Y < Y_0\}$, event ii) occurs with probability $\Pr\{Y > Y_0\}$, event iii) occurs with probability $\Pr\{\sqrt{2} X > G_0 \cap U(t) < G_0\}$, and event iv) occurs with probability $\Pr\{\sqrt{2} X < G_0 \cap U(t) > G_0\}$. Thus, the AOR of a cooperative diversity system employing SR relaying is given by

$$N_I(R_0) = N_G(G_0)$$

$$= N_{\sqrt{2} X}(G_0) \Pr \{ Y \leq Y_0 \} + N_U(G_0) \Pr \{ Y > Y_0 \}$$

$$+ N_Y(Y_0) \Pr \left\{ \sqrt{2} X(t) > G_0 \cap U(t) < G_0 \right\}$$

$$+ N_Y(Y_0) \Pr \left\{ \sqrt{2} X(t) < G_0 \cap U(t) > G_0 \right\}.$$  \hspace{1cm} (37)

Using (16), $N_{\sqrt{2} X}(G_0)$ is obtained as

$$N_{\sqrt{2} X}(G_0) = N_{-X} \left( \frac{G_0}{\sqrt{2}} \right) = \sqrt{\frac{\sigma_X^2}{\pi}} \frac{G_0}{\Omega_X} \exp \left( - \frac{G_0^2}{2 \Omega_X} \right).$$  \hspace{1cm} (38)

Furthermore, it can be shown that

$$\Pr \left\{ \sqrt{2} X > G_0 \cap U < G_0 \right\} = \begin{cases} e^{-G_0^2/(2 \Omega_X)} \left( e^{-G_0^2/(2 \Omega_X)} - e^{-G_0^2/(2 \Omega_X)} + e^{-G_0^2/(2 \Omega_X)} \right) \left( e^{-G_0^2/(2 \Omega_X)} - e^{-G_0^2/(2 \Omega_X)} \right), \Omega_X \neq \Omega_Z \\
\frac{\Omega_X}{\Omega_X - \Omega_Z} \left( e^{-G_0^2/(2 \Omega_X)} - e^{-G_0^2/(2 \Omega_X)} \right), \Omega_X = \Omega_Z \end{cases}$$  \hspace{1cm} (39)

and

$$\Pr \left\{ \sqrt{2} X < G_0 \cap U > G_0 \right\} = \begin{cases} e^{-G_0^2/(2 \Omega_X)} \left( e^{-G_0^2/(2 \Omega_X)} - e^{-G_0^2/(2 \Omega_X)} \right), \Omega_X \neq \Omega_Z \\
\frac{\Omega_X}{\Omega_X - \Omega_Z} e^{-G_0^2/(2 \Omega_X)}, \Omega_X = \Omega_Z \end{cases}$$  \hspace{1cm} (40)
A closed-form expression for the AOR $N_I$ of a cooperative diversity system employing SR relaying can be obtained by applying (28), (35), and (38)–(40) in (37). We note that typically $Y_0 = G_u$ is adopted [9].

The AOD is obtained by inserting (34) and (37) into (12).

IV. ASYMPTOTIC BEHAVIOR OF AOR AND AOD

While the analytical expressions for the AOR and AOD derived in the previous section are exact and easy to evaluate, they do not provide much insight into the impact of the various channel and system parameters on system performance and design. Thus, in this section, we provide simple high SNR approximations for the AOR and AOD of the considered cooperative diversity protocols, which reveal the influence of the rate $R_0$, the mean squared channel gains $\Omega_X, \Omega_Y, \Omega_Z$, and the Doppler frequencies $f_m, f_mR, f_mI$. We note that in the subsequent analysis the condition $\Gamma_0 \to \infty$ is equivalent to the condition $G_0 \to 0$, since $R_0$ is assumed to be fixed.

A. Direct Transmission

For high SNRs, the OP (15) simplifies to the well-known asymptotic expression [9]

$$F_X \sim \frac{2^{R_0} - 1}{\Omega_X \Gamma_0}, \quad \text{as} \quad \Gamma_0 \to \infty.$$  \hspace{1cm} (41)

where $f(x) \sim g(x)$ means that $f(x)$ and $g(x)$ are asymptotically equivalent; cf. Appendix C.

The high SNR approximation of the AOR can be obtained from (16) by using only the first term of the Maclaurin series in (C.2). This leads to

$$N_I \sim \frac{2^{R_0} - 1}{\Omega_X \Gamma_0}.$$  \hspace{1cm} (42)

Combining (12), (41), and (42), we obtain for the AOD the high SNR approximation

$$T_X \sim \frac{1}{\sqrt{2\pi f_mX}} \sqrt{\frac{2^{R_0} - 1}{\Omega_X \Gamma_0}}.$$  \hspace{1cm} (43)

B. Variable-Gain AF Relaying

For high SNR, the OP in (18) simplifies to the known asymptotic result [9]

$$P_{out} \sim \frac{\Omega_Y + \Omega_Z}{2\Omega_X \Omega_Y \Omega_Z} \left( \frac{2^{R_0} - 1}{\Gamma_0} \right)^2.$$  \hspace{1cm} (44)

The corresponding high SNR approximation for the AOR is provided in the following theorem.

**Theorem 4:** For high SNR, the AOR of a cooperative diversity system employing variable-gain AF relaying can be approximated as

$$N_I \sim \frac{4\sqrt{2\pi}}{3} \left( \frac{1}{\Omega_X \Omega_Z} \frac{f_m^2 X^{3/2} - f_m R^2 Z^{3/2}}{f_m^2 X Z - f_m^2 R Z} + \frac{1}{\Omega_X \Omega_Y} \frac{f_m^2 X^{3/2} - f_m^2 R Z Y^{3/2}}{f_m^2 X Y - f_m^2 R Z Y} \right).$$  \hspace{1cm} (45)

**Proof:** See Appendix C.

Assuming $f_mR = f_mI = f_m$, (45) simplifies to

$$N_I \sim \frac{4\sqrt{\pi} f_m}{3} \left( \frac{1}{\Omega_X \Omega_Z} \Omega_X + \sqrt{\Omega_X \Omega_Z} + \frac{1}{\Omega_X \Omega_Y} \Omega_X + \sqrt{\Omega_X \Omega_Y} \right) \times \left( \frac{2^{R_0} - 1}{\Gamma_0} \right)^{3/2}.$$  \hspace{1cm} (46)

A high SNR approximation of the AOD $T_I$ is straightforwardly obtained by inserting (44) and (45) into (12).

C. DF Relaying

For high SNRs, the OP in (22) simplifies to the known asymptotic result [9, eq. (18)]

$$P_{out} \sim \frac{2^{R_0} - 1}{\Gamma_0 \Omega_Y}.$$  \hspace{1cm} (47)

**Theorem 5:** The AOR of a cooperative diversity system employing DF relaying can be approximated as

$$N_I \sim \sqrt{2\pi} f_m Y \sqrt{\frac{2^{R_0} - 1}{\Gamma_0 \Omega_Y}}.$$  \hspace{1cm} (48)

**Proof:** See Appendix D.

A high SNR approximation of the AOD $T_I$ is obtained by inserting (47) and (48) into (12).

D. Selection DF Relaying

For high SNR, (34) simplifies to the known asymptotic result [9, eq. (22)]

$$P_{out} \sim \frac{\Omega_Y + \Omega_Z}{2\Omega_X \Omega_Y \Omega_Z} \left( \frac{2^{R_0} - 1}{\Gamma_0} \right)^2.$$  \hspace{1cm} (49)

**Theorem 6:** The AOR of a cooperative diversity system employing SR relaying can be approximated as

$$N_I \sim \sqrt{\pi} \left( \frac{f_{mX} X^{3/2} + f_{mY} Y^{3/2}}{\Omega_X \Omega_Y} + \frac{3}{2} \Omega_X \Omega_Z \frac{f_{mZ}^2 Z^{3/2} - f_{mX}^2 X^{3/2}}{f_{mZ}^2 Z^2 - f_{mX}^2 X^2} \right) \times \left( \frac{2^{R_0} - 1}{\Gamma_0} \right)^{3/2}.$$  \hspace{1cm} (50)

**Proof:** The theorem is proved straightforwardly by exploiting the asymptotic equivalence

$$\Pr\{\sqrt{2}X > G_0 \cap U < G_0\} + \Pr\{\sqrt{2}X < G_0 \cap U > G_0\} \sim \frac{G_0^2}{2\Omega_X} (D.1), (D.2), \text{and} (D.5).$$

A high SNR approximation of the AOD $T_I$ is obtained by inserting (49) and (50) into (12).
TABLE I
HIGH SNR APPROXIMATIONS OF AOR AND AOD FOR A SYMMETRIC COOPERATIVE DIVERSITY NETWORK UTILIZING THE AF, DF, AND SR PROTOCOLS, RESPECTIVELY. $\gamma = \Omega_0^2/\Delta \Omega$ is the average received SNR at the three mobile nodes that introduce the same maximum Doppler frequency $f_{\text{Doppler}}$, i.e., $f_{\text{Doppler}} = f_{\text{m},\text{X}} = f_{\text{m},\text{Y}}$ and $\Omega_X = \Omega_Y = \Omega_Z = \Omega$. For comparison, we also provide results for direct transmission with a single receive antenna (direct) and two receive antennas ($1 \times 2$ SIMO).

| Protocol | OP | AOR | AOD |
|----------|----|-----|-----|
| Direct   | $\frac{2R_0 - 1}{\gamma}$ | $2\sqrt{\gamma} f_{\text{m}} \sqrt{2R_0 - 1}$ | $\frac{2R_0 - 1}{\sqrt{\gamma}}$ |
| $1 \times 2$ SIMO | $\frac{(2R_0 - 1)^2}{\gamma^2}$ | $2\sqrt{\gamma} f_{\text{m}} (2R_0 - 1)^{3/2}$ | $\frac{2R_0 - 1}{\sqrt{\gamma}}$ |
| AF       | $\frac{(2R_0 - 1)^2}{\gamma^2}$ | $4\sqrt{\gamma} f_{\text{m}} (2R_0 - 1)^{3/2}$ | $\frac{2R_0 - 1}{\sqrt{\gamma}}$ |
| DF       | $\frac{2R_0 - 1}{\gamma}$ | $2\sqrt{\gamma} f_{\text{m}} (2R_0 - 1)^{3/2}$ | $\frac{2R_0 - 1}{\sqrt{\gamma}}$ |
| SR       | $\frac{(2R_0 - 1)^2}{\gamma^2}$ | $2\sqrt{\gamma} f_{\text{m}} (2R_0 - 1)^{3/2}$ | $\frac{2R_0 - 1}{\sqrt{\gamma}}$ |

Assuming $f_{\text{m},\text{X}} = f_{\text{m},\text{Y}} = f_{\text{m},\text{Z}} = f_{\text{m}}$, (50) simplifies to

$$N_I \sim N_0 \left( \frac{2^{2R_0 - 1}}{\Gamma_0} \right)^{3/2} \frac{\gamma}{\gamma^2} \left( \sqrt{\frac{2}{\Omega_X \Omega_Y}} + \frac{1}{\Omega_X \sqrt{\Omega_Y}} + \frac{4}{3\Omega_X \Omega_Y} \frac{\Omega_X + \sqrt{\Omega_X \Omega_Z + \Omega_Z}}{\sqrt{\Omega_X + \sqrt{\Omega_Z}} \Omega_Y} \right) \times \left( 1 + \frac{1}{\Gamma_0} \right)^{3/2}. \quad (52)$$

A summary of the OPs, AORs, and AODs of symmetric networks with $f_{\text{m},\text{X}} = f_{\text{m},\text{Y}} = f_{\text{m},\text{Z}} = f_{\text{m}}$ and $\Omega_X = \Omega_Y = \Omega_Z = \Omega$ is provided in Table I. Besides the results for the three considered cooperative diversity protocols, Table I also includes the results for direct transmission with one and two receive antennas [22]. In the latter case, we have a $1 \times 2$ single-input–multiple-output (SIMO) system with independent identically distributed (i.i.d.) Rayleigh fading branches and maximal ratio combining.

E. Diversity Gain

Based on the high SNR approximations derived in Sections IV-A–IV-D, the asymptotic AOR and AOD of the considered cooperative diversity protocols can be expressed as

$$N_I \sim n_k (f_m, \Omega) \left( \frac{2^{2R_0 - 1}}{\Gamma_0} \right)^{1/2}, \quad \text{as } \Gamma_0 \to \infty$$

$$T_I \sim t_k (f_m, \Omega) \left( \frac{2^{2R_0 - 1}}{\Gamma_0} \right)^{1/2}, \quad \text{as } \Gamma_0 \to \infty \quad (54)$$

where $d_k (k = \text{AF}, \text{DF}, \text{or SR})$ denotes the diversity gain of the protocol, i.e., $d_{\text{AF}} = 2$, $d_{\text{DF}} = 1$, and $d_{\text{SR}} = 2$[9]. For direct transmission, $d_{\text{DF}} = 1$ is valid. The SNR-independent functions $n_k (\cdot)$ and $t_k (\cdot)$ in (53) and (54), respectively, can be determined straightforwardly for each of the three protocols from (44), (45), and (47)-(50). These functions depend on the maximum Doppler frequencies of the mobile nodes $f_{\text{m},\text{X}}, f_{\text{m},\text{Y}}, f_{\text{m},\text{Z}}$ and the mean squared channel gains $\Omega = \{\Omega_X, \Omega_Y, \Omega_Z\}$.

For high SNR and on a double-logarithmic scale, both the AOR and the AOD decay linearly with the SNR $\Gamma_0$; cf. (53) and (54). Thereby, the asymptotic slopes of the AOR and AOD curves are given by $-d_k/2$ and $-1/2$, respectively. Thus, similar to the OP, whose asymptotic slope is $-d_k/9$, the AOR strongly benefits from an increased diversity order $d_k$. Therefore, the OP and the AOR of the AF and SR protocols decay much faster with increasing SNR than that of the DF protocol and direct transmission. In contrast, the asymptotic slope of the AOD curves is independent of the diversity order and the AOD curves for all considered cooperative diversity protocols and direct transmission are parallel for high SNR. In other words, the large decrease in OP with increasing SNR achieved by the AF and SR protocols compared to the DF protocol and direct transmission is mainly due to a decrease in the frequency of outage events (which is manifested in the AOR) as opposed to a decrease in the duration of individual outage events (which is manifested in the AOD).

We note that the fact that the AOD does not benefit from the diversity gain $d_k$ is not limited to cooperative diversity systems but also applies to conventional SIMO systems with maximal ratio combining; cf., Table I.

F. Outage Rate Versus Outage Probability

Based on (53) and (54), we can establish the following high SNR relationships between the OP and the AOR and AOD

$$N_I \sim h_k (f_m, \Omega) \left( P_{\text{out}} \right) \left( \frac{2^{2R_0 - 1}}{\Gamma_0} \right)^{1/2}, \quad \text{as } \Gamma_0 \to \infty \quad (55)$$

$$T_I \sim h_k (f_m, \Omega) \left( P_{\text{out}} \right)^{1/2} \frac{1}{\Gamma_0}, \quad \text{as } \Gamma_0 \to \infty \quad (56)$$

where the function $h_k (\cdot)$ can be determined straightforwardly for each of the three considered protocols by combining (44), (45), and (47)-(50), respectively.

Interestingly, while the AOR decays faster with decreasing $P_{\text{out}}$ if the diversity order $d_k$ is increased from one to two, the opposite is true for the AOD. Thus, if a certain target $P_{\text{out}}$ is required and can be achieved with different system architectures (at different SNRs), an architecture with $d_k = 1$ (DF, direct transmission) will lead to a larger AOR and a smaller AOD than an architecture with $d_k = 2$ (AF, SR). In systems with strict
Fig. 1. Normalized AOR versus transmit SNR of symmetric cooperative diversity systems with AF, DF, and SR relaying and direct transmission ($\Omega_X = \Omega_Y = \Omega_Z = 1$).

while the differences in the AOD between the different cooperative diversity schemes are relatively small, the differences in the AOR are major, i.e., as mentioned in Section IV, the large OP gains achievable with the SR and AF protocols compared to direct transmission are mainly due to a decrease in the frequency of outage events rather than a decrease in the duration of individual outage events. Furthermore, if, for example, the considered cooperative diversity systems employ ARQ, the results in Fig. 2 show that the interval between retransmissions should be at least 13, 14, and 28 coding blocks for the SR, AF, and DF protocols, respectively.

Next, we consider a network with a comparatively strong direct link (scenario 1) and a network with a comparatively weak direct link (scenario 2). The corresponding AORs and AODs are shown in Figs. 3 and 4, respectively. While the strength of the direct link does not have any influence on the asymptotic slope of the AOR and AOD curves, it does affect the relative performance. For example, for a strong direct link, direct transmission achieves practically the same AOD as SR and AF relaying, i.e., in this case, the direct link dominates the performance of these relaying protocols. In contrast, in case of a weak direct link, all considered cooperative diversity protocols achieve a substantially lower AOD than direct transmission, as intuitively expected. Interestingly, at high SNR, both the AOR and the AOD of DF relaying are not significantly affected by the strength of the direct link, i.e., the performance limiting factor of DF relaying is the relayed link. It is interesting to connect the AOR and AOD to the coherence time of the channel $T_{coh}$. Assuming $T_{coh} \approx 1/f_m$, we have $N_f/T \approx N_f/T_{coh}$, which denotes the average number of capacity outage events that occur within a single channel coherence time, or equivalently $f_m/N_f \approx 1/(N_fT_{coh})$, which denotes the average separation between two consecutive capacity outage events expressed in terms of the number of channel coherence times. Similarly, the normalized AOD $T_f/T_{coh}$ denotes the average duration of an outage event in terms of the coherence time of the channel. For example, we observe from Fig. 3 that for SR relaying and an SNR of 20 dB, an outage event occurs on average every $1/(N_fT_{coh}) = 8.3$ and 30 coherence times if the delay constraints, more frequent outages of shorter durations may be preferable, whereas in systems that conserve energy by completely switching off the receiver, less frequent, longer outages may be preferable to avoid frequent switching between the on and off modes.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we study the AOR and AOD of some example networks using AF, DF, and SR relaying. To this end, we evaluate the analytical expressions developed in Sections III and IV, respectively. All results shown in this section have been validated by computer simulations. We omit the simulation results here for clarity of presentation. Throughout this section, we assume $f_m S = f_m R = f_m D = f_m$ and show results for the normalized AOR ($N_f/T_m$) and normalized AOD ($T_f/T_m$), respectively. Furthermore, we set the target rate to $R_0 = 0.5$ b/s/Hz, i.e., the system operates in the low-spectral efficiency regime, where cooperative diversity has been shown to have significant performance benefits [9].

In Figs. 1 and 2, we show, respectively, the normalized AOR and AOD versus the transmit SNR $P_f/N_0$, for the considered diversity protocols and direct transmission. A symmetric network with $\Omega_X = \Omega_Y = \Omega_Z = \Omega$ is assumed. Besides the exact AORs and AODs, we also show the asymptotic approximations derived in Section IV.

Figs. 1 and 2 confirm the tightness of these approximations for sufficiently high SNR. As predicted in Section IV-E, the diversity gain of the AF and SR protocols is reflected in the AOR but not in the AOD. Nevertheless, the AF and SR protocols still achieve a lower AOD than the DF protocol and direct transmission for high SNR. As an example, we consider a system with $f_m T = 10^{-3}$ and an SNR of 20 dB. In this case, Fig. 1 suggests that on average for the SR protocol, the AF protocol, the DF protocol, and direct transmission an outage event happens every $1/(N_f T) = 1.3 \times 10^5$, $1.4 \times 10^5$, $2.8 \times 10^5$, and $4.3 \times 10^5$ coding blocks, respectively. At the same time, Fig. 2 shows that on average these outage events last $T_f/T = 13$, 14, 28, and 18 coding blocks, respectively. This example nicely illustrates that
direct link is strong and weak, respectively. Fig. 4 shows that the duration of these outage events is \( T_1 / T_{coh} = 4 \times 10^{-3} \) and \( 2 \times 10^{-2} \) coherence times for the strong and the weak direct link, respectively.

Finally, in Fig. 5, we investigate the relationship between the AOR and the OP; cf. Section IV-F. As expected from (55), for sufficiently small OPs, on the double logarithmic scale of Fig. 5, the AOR becomes a straight line with slope \((d_k + 1)/4\). In other words, for small (practical) OPs, (55) and (56) can be used to quickly estimate the AOR and AOD, respectively, from the OP. For example, Fig. 5 shows that for an OP of \(10^{-5}\), an outage event occurs roughly every 1000 and 100 channel coherence times if SR (AF) relaying and DF relaying (direct transmission) are used, respectively. Correspondingly, the duration of these outage events is roughly \(10^{-2}\) and \(10^{-3}\) channel coherence times for SR (AF) relaying and DF relaying (direct transmission), respectively.

VI. Conclusion

In this paper, we have analyzed the AOR and the AOD of cooperative diversity systems employing AF, DF, and SR relaying in Rayleigh fading channels with mobile nodes. In contrast to the OP, the AOR and the AOD provide information about the temporal correlation of capacity outage events in slowly time-varying channels. Besides exact analytical expressions, we also developed asymptotically tight high SNR approximations for the AOR and AOD, which provide significant insight into the influence of the Doppler frequencies of the nodes, the relative strength of the involved links, the SNR, and the target transmission rate. In particular, we show that for high SNR and a double logarithmic scale, both the AOR and the AOD depend linearly on the SNR. However, while the slope of the AOR curves is affected by the diversity gain of the channel in a similar manner as the OP, the slope of the AOD curves is equal to \(-1/2\) independent of the adopted cooperative protocol.

The derived AOR and AOD expressions are useful for all system design problems that are influenced not only by the OP itself but also by the frequency and duration of outage events. Such design problems include the dimensioning of the retransmission interval of ARQ systems, the scheduling slot duration of multiuser systems, and the duration of the sleep mode of energy saving receivers.

APPENDIX A

PROOFS OF THEOREMS 1 AND 2

Based on (17) the OP of AF relaying can be expressed as

\[
F_0 (G_0) = \Pr \left\{ \frac{X^2 (t) + Y^2 (t) Z^2 (t)}{Y^2 (t) + Z^2 (t) + C_1} \leq G_0 \right\} 
= \int_0^{G_0} \Pr \left\{ \frac{Y^2 Z^2}{Y^2 + Z^2 + C_1} \leq G_0^2 - x^2 \right\} f_X (x) dx
\]  
(A.1)
where \( f_X(x) \) is given in (1) and the cdf of random variable \( Y^2 + Z^2 / (Y^2 + Z^2 + C_1) \) at threshold \( G_0^2 - x^2 \) is given by [28, eq. (14)]

\[
\Pr \left\{ \frac{Y^2 Z^2}{Y^2 + Z^2 + C_1} \leq G_0^2 - x^2 \right\} = 1 - 2 \sqrt{\frac{(G_0^2 - x^2)(G_0^2 - x^2 + C_1)}{\Omega_Y \Omega_Z}} \\
\times \exp \left( - \frac{\Omega_Y + \Omega_Z}{\Omega_Y \Omega_Z} \left( G_0^2 - x^2 \right) \right) \\
\times K_1 \left( 2 \sqrt{\frac{(G_0^2 - x^2)(G_0^2 - x^2 + C_1)}{\Omega_Y \Omega_Z}} \right). \tag{A.2} \]

Substitution of (A.2) into (A.1) and applying the change of variables \( u = G_0^2 - x^2 \) yields (18), thus completing the proof of Theorem 1.

In order to determine the LCR of \( G(t) \) in (17), we first find its time derivative

\[
\dot{G} = \frac{X}{G} X + \frac{Z^2 (Z^2 + C_1)}{(Y^2 + Z^2 + C_1)^2} \frac{Y}{G} Y + \frac{Y^2 (Y^2 + C_1)}{(Y^2 + Z^2 + C_1)^2} \frac{Z}{G} Z. \tag{A.3} \]

Conditioned on \( Y = y \) and \( Z = z \), the joint pdf \( f_{G,G}(g, \dot{g}) \) is given by

\[
f_{G,G}(g, \dot{g}) = \int_{y=0}^{\infty} \int_{z=0}^{\infty} f_{G,G,Y,Z}(g, \dot{g}, y, z) f_Y(y) f_Z(z) \, dy \, dz \tag{A.4} \]

where \( f_Y(y) \) and \( f_Z(z) \) are the pdfs of the independent channel gains \( Y \) and \( Z \) of the relayed path, respectively. The conditional joint pdf \( f_{G,G,Y,Z}(g, \dot{g}, y, z) \) can be expressed as

\[
f_{G,G,Y,Z}(g, \dot{g}, y, z) = f_{G,G}(g, \dot{g}) f_Y(y) f_Z(z), \tag{A.5} \]

where \( f_{G,G,Y,Z}(g, y, z) \) is the conditional pdf of \( G \), given \( Y = y \) and \( Z = z \). Applying a simple random variable (RV) transformation, we obtain

\[
f_{G,Y,Z}(g, y, z) = \frac{\sigma_Y^2}{\Omega_X} \exp \left[ - \frac{1}{\Omega_X} \left( y^2 \frac{y^2 - y^2 z^2}{y^2 + z^2 + C_1} \right) \right], \tag{A.6} \]

\[
\text{for } 0 \leq \frac{y^2}{\sqrt{y^2 + z^2 + C_1}} \leq g. \]

In (A.5), \( f_{G,G,Y,Z}(g, y, z) \) is the conditional pdf of \( G \), given \( G = g \), \( Y = y \), and \( Z = z \). Hence, \( G \) is a linear combination of three independent zero-mean Gaussian RVs, \( X, Y, \) and \( Z \), with variances given by (3). Thus, \( G \) is also a Gaussian RV with zero mean and variance

\[
\sigma_G^2 = \sigma_Y^2 + \sigma_X^2 + \sigma_X^2 \left( \frac{y^2 + z^2 + C_1}{y^2 + z^2 + C_1} \right) \tag{A.7} \]

Exploiting (A.4) and (A.5) in (10), and changing the order of integration, we obtain

\[
N_G(G_0) = \int_{y=0}^{\infty} \int_{z=0}^{\infty} \left( \int_{0}^{\infty} g f_{G,G,Y,Z}(g, y, z) \, dg \right) \times f_{G,Y,Z}(G_0, y, z) f_Y(y) f_Z(z) \, dy \, dz, \tag{A.8} \]

where the innermost integral is computed as

\[
\int_{0}^{\infty} g f_{G,G,Y,Z}(g, y, z) \, dg = \sqrt{\frac{\sigma_G^2}{2\pi} G_0^2 - y^2 - z^2 - C_1}. \tag{A.9} \]

Now, using (1), (A.6), (A.7), and (A.9) in (A.8), and introducing the change of variables \( a = y^2 z^2 / (y^2 + z^2 + C_1) \), we obtain

\[
N_G(G_0) = \frac{4}{\sqrt{2\pi} \Omega_X \Omega_Y \Omega_Z} \exp \left( - \frac{G_0^2}{\Omega_X} \right) \\
\times \int_{a = 0}^{\infty} \int_{a}^{\infty} dy \left[ (G_0^2 - a^2)^{1/2} \frac{a (y^2 - a)}{(y^2 + C_1)^{3/2}} \frac{a^2}{y^2} \right] \\
\times \exp \left( - \frac{y^2}{\Omega_Y} + \frac{1}{\Omega_Z} \frac{a (y^2 + C_1)}{y^2 - a} \frac{a}{\Omega_X} \right). \tag{A.10} \]

Equation (19) is obtained after applying another change of variables \( t = 1 / (y^2 - a) \), thus completing the proof of Theorem 2.

**APPENDIX B**

**PROOF OF THEOREM 3**

In order to determine the LCR of random process \( U(t) \), we first note that based on (21) the time derivative of \( U(t) \) is given by

\[
\dot{U} = \frac{\dot{X}}{U} X + \frac{Z}{U} \dot{Z}. \tag{B.1} \]

Conditioned on \( Z = z \), the joint pdf \( f_{U,U}(u, \dot{u}) \) is determined as

\[
f_{U,U}(u, \dot{u}) = \int_{0}^{\infty} f_{U,U|Z}(u, \dot{u}, z) f_Z(z) \, dz \tag{B.2} \]

where \( f_Z(z) \) is the pdf of channel gain \( Z \). The conditional joint pdf \( f_{U,U|Z}(u, \dot{u}, z) \) can be expressed as

\[
f_{U,U|Z}(u, \dot{u}, z) = f_{U|U,Z}(\dot{u}|u, z) f_{U,Z}(u|z), \tag{B.3} \]

where \( f_{U,Z}(u|z) \) is the conditional pdf of \( U \) for a given \( Z = z \). This conditional pdf is given by

\[
f_{U|Z}(u|z) = \frac{2u}{\Omega_X} \exp \left( - \frac{u^2 - z^2}{\Omega_X} \right), \quad 0 \leq z \leq u. \tag{B.4} \]
In (B.3), \( f_{\hat{U} | U, Z}(\hat{u}, u, z) \) is the conditional pdf of \( \hat{U} \), given \( U = u \) and \( Z = z \). Because of the conditioning, \( \hat{U} \) is a Gaussian RV with zero mean and variance

\[
\sigma_{\hat{U} | U, Z}^2 = \frac{u^2 - z^2}{u^2} \sigma_X^2 + \frac{z^2}{u^2} \sigma_Z^2.
\]  

(B.5)

Introducing (B.2) and (B.3) into definition (10), and changing the order of integration, we obtain

\[
N_U \left( G_0 \right) - \int_0^\infty \left( \int_0^\infty \hat{u} f_{\hat{U} | U, Z}(\hat{u}, G_0, z) \, d\hat{u} \right) \times f_{U | Z}(G_0 | z) f_Z(z) \, dz
\]

where the innermost integral yields

\[
\int_0^\infty \hat{u} f_{\hat{U} | U, Z}(\hat{u}, G_0, z) \, d\hat{u} = \frac{\sigma_{\hat{U} | U, Z}^2}{2\pi}
\]

(B.7)

We obtain (29) and (31) by inserting (1), (B.4), (B.5), and (B.7) into (B.6), and then integrating with respect to variable \( z \). More particularly, (29) is obtained by introducing the change of variables \( t = 1 + z^2/(\sigma_X^2 - \sigma_Z^2) / G_0^2 \sigma_X^2 \) in (B.6) and then applying the definition of the incomplete Gamma function \( \Gamma(\cdot, \cdot) \) [27, eq. (6.5.3)]. For \( \Omega_X = \Omega_Z \), (B.6) reduces to an elementary integral, directly yielding (31). This completes the proof of Theorem 3.

**APPENDIX C**

**PROOF OF THEOREM 4**

For the high SNR analysis (as \( G_0 \rightarrow \infty \)) in Appendixes C and D, we adopt the Landau small-o notation which describes the asymptotic relation between two functions \( f(x) \) and \( g(x) \) as \( x \rightarrow x_0 \) [30]. Thereby, \( f(x) = o(g(x)) \), as \( x \rightarrow x_0 \), means that \( \lim_{x \rightarrow x_0} f(x)/g(x) = 0 \). Two functions \( f(x) \) and \( g(x) \) are said to be asymptotically equivalent as \( x \rightarrow x_0 \), if \( \lim_{x \rightarrow x_0} f(x)/g(x) = 1 \). This asymptotic equivalence is denoted by \( f(x) \sim g(x) \), as \( x \rightarrow x_0 \), or, alternatively

\[
f(x) - o(g(x)) \text{, as } x \rightarrow x_0. \tag{C.1}
\]

For example, using this notation we can express \( \exp(-x) \) as

\[
\exp(-x) \sim 1 - x + \frac{x^2}{2} - \ldots, \text{ as } x \rightarrow 0. \tag{C.2}
\]

which will be exploited in the following.

For the high SNR approximation of (19), we set

\[
C_1 = 1/\Gamma_0 = 0, \quad \text{which simplifies (17) to}
\]

\[
G(t) = \sqrt{X^2(t) + \frac{Y^2(t) Z^2(t)}{Y^2(t) + Z^2(t)}}. \tag{C.3}
\]

Using a derivation similar to that in Appendix A, the AOR is obtained as

\[
N_G \left( G_0 \right) = \frac{2}{\sqrt{2\pi} \Omega_X \Omega_Y \Omega_Z} \exp \left( -\frac{G_0^2}{\Omega_X} \right)
\times \int_0^\infty \left\{ \exp \left[ -a \left( \frac{1}{\Omega_Y} + \frac{1}{\Omega_Z} - \frac{1}{\Omega_X} \right) \right]
\times \left( \frac{a^2 + 3a^2}{(a+1)^2} \sigma_X^2 \right) \right. \]

\[
\left. \times \left( \frac{a^2 + 3a^2}{(a+1)^2} \right) \exp \left( -\frac{G_0^2}{\Omega_X} \right) \right\} \, dt \, da
\]

(C.4)

where \( G_0 \rightarrow 0 \). After some algebraic manipulations of the inner integral in (C.4) and the change of variables \( u = 1/(t \Omega_X^2) \), (C.4) becomes

\[
N_G \left( G_0 \right) = \frac{2}{\sqrt{2\pi} \Omega_X \Omega_Y \Omega_Z} \exp \left( -\frac{G_0^2}{\Omega_X} \right) \sigma_0^2
\times \int_0^\infty \int \left\{ \exp \left[ -G_0^2 b \left( \frac{1}{\Omega_Y} + \frac{1}{\Omega_Z} - \frac{1}{\Omega_X} \right) \right] \right\} \, db \, dt \]

(C.5)

where

\[
J(b) = \int_0^\infty \left( h(u, b) \exp \left[ -G_0^2 b \left( \frac{1}{u + \Omega_Y} + \frac{1}{u + \Omega_Z} \right) \right] \right) \, du \tag{C.6}
\]

and \( b = a/G_0^2 \). Since \( G_0 \rightarrow 0 \) and \( 0 \leq b \leq 1 \), the exponential functions in (C.5) can be approximated by using only the first term on the right-hand side of (C.2), yielding

\[
N_G \left( G_0 \right) = \frac{2}{\sqrt{2\pi} \Omega_X \Omega_Y \Omega_Z} \left( 1 + n(1) \right) G_0^2 \int_0^1 \left( h(u, b) \right) \, db \],

as \( G_0 \rightarrow 0 \). \tag{C.8}

The second factor in (C.7) is upper bounded by

\[
\left( \frac{1}{1 - b} \right) \left( 1 + \frac{b}{u} \right)^{3} \sigma_X^2 + \left( 1 + \frac{b}{u} \right)^{3} b_s^2 \[
\left( 1 + \frac{b}{u} \right)^{3/2} \left( \frac{b_s^2}{u^2} + b_s^2 \right) \tag{C.9}
\]

from which we conclude that \( h(u, b) \) can be tightly lower and upper bounded as

\[
A + B_1 u + C \leq h(u, b) \leq A + B_2 u + C \u^2. \tag{C.10}
\]

Coefficient \( A \) in (C.10) is chosen to match the behavior of \( h(u, b) \) at infinity

\[
A = \lim_{u \rightarrow \infty} h(u, b) = \sqrt{\left( 1 - b \right) \sigma_X^2 + b \sigma_Z^2} \tag{C.11}
\]
whereas coefficient $C$ is chosen to match the behavior of $h(u, b)$ at 0

$$C = \lim_{u \to 0} \frac{h(u, b)}{u^2} = b^2 \sqrt{(1 - b)\sigma_X^2 + h \sigma_Y^2}. \quad (C.12)$$

In order to satisfy (C.10), coefficients $B_1$ and $B_2$ can be chosen to have an appropriate positive value depending on the parameters $b, \sigma_X^2, \sigma_Y^2$, and $\sigma_z^2$. However, these coefficients do not have to be specified in the following derivation.

Applying bounds (C.10) in the integral in (C.6), we obtain

$$J_1(b) + B_1 J_2(b) + J_3(b) \leq J(b) \leq J_1(b) + B_2 J_2(b) + J_3(b) \quad (C.13)$$

where $J_1(b), J_2(b),$ and $J_3(b)$ are determined in closed form as

$$J_1(b) = \int_0^\infty A \exp \left[ -G_0^2 \left( \frac{u}{\Omega_Y} + \frac{b^2}{u\Omega_Z} \right) \right] du$$

$$= 2 A b \sqrt{\frac{\Omega_Y}{\Omega_Z}} K_1 \left( \frac{2G_0^2b}{\sqrt{\Omega_Y\Omega_Z}} \right) \quad (C.14)$$

$$J_2(b) = \int_0^\infty \frac{1}{u} \exp \left[ -G_0^2 \left( \frac{u}{\Omega_Y} + \frac{b^2}{u\Omega_Z} \right) \right] du$$

$$= 2 K_0 \left( \frac{2G_0^2b}{\sqrt{\Omega_Y\Omega_Z}} \right) \quad (C.15)$$

$$J_3(b) = \int_0^\infty \frac{C}{\Omega_Z} \exp \left[ -G_0^2 \left( \frac{u}{\Omega_Y} + \frac{b^2}{u\Omega_Z} \right) \right] du$$

$$= 2C b \sqrt{\frac{\Omega_Z}{\Omega_Y}} K_1 \left( \frac{2G_0^2b}{\sqrt{\Omega_Y\Omega_Z}} \right) \quad (C.16)$$

where $K_0(\cdot)$ and $K_1(\cdot)$ are the modified zeroth- and first-order Bessel functions of the second kind [27, eq. (9.6.2)], respectively. From [27, eq. (9.6.8)-(9.6.9)], we have

$$K_0(z) = -\ln(z) + o[\ln(z)], \quad \text{as } z \to 0 \quad (C.17)$$

and

$$K_1(z) = \frac{1}{z} + o \left( \frac{1}{z} \right), \quad \text{as } z \to 0 \quad (C.18)$$

and (C.14)-(C.16) can be simplified. To solve the integral in (C.8), we integrate over these simplified versions of $J_1(b), J_2(b),$ and $J_3(b)$, which leads to

$$\int_0^1 (C.19)$$

$$\int_0^1 J_2(b) db = - \frac{2}{3} \ln \left( \frac{2G_0^3}{\sqrt{\Omega_Y\Omega_Z}} \right) - 2 \int_0^1 \ln(b) db + o \left[ \ln \left( G_0 \right) \right]$$

$$= - \frac{2}{3} \ln \left( \frac{2G_0^3}{\sqrt{\Omega_Y\Omega_Z}} \right) + o \left[ \ln \left( G_0 \right) \right] \quad (C.20)$$

$$\int_0^1 J_3(b) db = \frac{\Omega_Z}{G_0} \int_0^1 \left( (1 - b) \sigma_X^2 + b \sigma_Y^2 \right) db$$

$$= 2 \frac{\Omega_Z}{G_0} \frac{\sigma_X^2}{3} + \frac{\sigma_Y^2}{3} + o \left( \frac{1}{G_0^2} \right) \quad (C.21)$$

as $G_0 \to 0$. Using $\lim_{z \to 0}(z \ln(z)) = 0$, (C.20) is reduced to

$$\int_0^1 J_2(b) db = o \left( \frac{1}{G_0^2} \right), \quad \text{as } G_0 \to 0. \quad (C.22)$$

Thus, the lower and the upper bounds in (C.13) converge to $J(b) = J_1(b) + J_2(b) \leq G_0 \to 0$. Hence, (C.8) is finally simplified to

$$N_G(G_0) = \frac{2}{\sqrt{2\pi}} \frac{G_0^3}{\Omega_X \Omega_Y \Omega_Z} \left( \int_0^1 J_1(b) db + \int_0^1 J_2(b) db \right) + o \left( G_0^3 \right)$$

$$= \frac{4G_0^3}{3\sqrt{2\pi}} \left( \frac{1}{\Omega_X\Omega_Z} \sigma_X^2 + \frac{1}{\Omega_Y \Omega_Z} \sigma_Y^2 \right) + \frac{1}{\Omega_X \Omega_Y} \sigma_X^2 - \frac{1}{\Omega_Y \Omega_Z} \sigma_Y^2 + o \left( G_0^3 \right) \quad (C.23)$$

Applying (3) in (C.23) yields (45), thus completing the proof of Theorem 4.

APPENDIX D

PROOF OF THEOREM 5

To arrive at a high SNR approximation for (27), we assume $G_0 \to 0$. Furthermore, we replace the exponential functions appearing (23), (24), (28), and (29), by the first two terms of the series expansion in (C.2). Thus, (23) simplifies to $\Pr \{ U > G_0 \} = 1 + o(1)$, whereas (24) yields

$$\Pr \{ Y > G_0 \} = 1 - \frac{G_0^2}{\Omega_Y} + o(G_0^2). \quad (D.1)$$

To approximate (28), it is sufficient to use only the first term of (C.2) yielding

$$N_Y(G_0) = \sqrt{\frac{2G_0^2}{\pi}} \frac{G_0}{\Omega_Y} + o(G_0). \quad (D.2)$$

To approximate $N_{Y}(G_0)$ in (29), we utilize the power series expansion of the incomplete Gamma function [27, eq. (6.5.3), (6.5.4), and (6.5.29)]

$$\Gamma \left( \frac{3}{2}, x \right) = \Gamma \left( \frac{3}{2} \right) - \frac{2x^{3/2}}{3} - \frac{\infty}{k=1} \left( -1^k x^{k+3/2} \right) \quad (D.3)$$

yielding

$$\lim_{x \to 0} \Gamma \left( \frac{3}{2}, x \right) - \Gamma \left( \frac{3}{2}, \frac{\sigma_X^2}{x} \right) = \frac{2}{3} \left( \frac{\sigma_X^2}{\sigma_X^2} - 1 \right) \quad (D.4)$$

where $x = W(G_0)$; cf. (30). Using (D.4) and (C.2) in (29) yields

$$N_{Y}(G_0) = \frac{2}{3} \sqrt{\frac{2G_0^3}{\pi \Omega_X \Omega_Y} \sigma_X^2 - \sigma_Y^2} + o(G_0). \quad (D.5)$$
Applying (D.1), (D.2), and (D.5) in (27), we obtain

\[ N_G(G_0) = \frac{2\alpha^2}{\pi} G_0 + o(G_0). \]  

\[ (D.6) \]

Combining (3) and (D.6) yields (48), which completes the proof of Theorem 5.
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