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Abstract—Self-supervised contrastive learning frameworks have progressed rapidly over the last few years. In this paper, we propose a novel mutual information optimization-based loss function for contrastive learning. We model our pre-training task as a binary classification problem to induce an implicit contrastive effect and predict whether a pair is positive or negative. We further improve the naïve loss function using the Majorize-Minimizer principle and such improvement helps us to track the problem mathematically. Unlike the existing methods, the proposed loss function optimizes the mutual information in both positive and negative pairs. We also present a closed-form expression for the parameter gradient flow and compare the behavior of the proposed loss function using its Hessian eigen-spectrum to analytically study the convergence of SSL frameworks. The proposed method outperforms the SOTA contrastive self-supervised frameworks on benchmark datasets like CIFAR-10, CIFAR-100, STL-10, and Tiny-ImageNet. After 200 epochs of pre-training with ResNet-18 as the backbone, the proposed model achieves an accuracy of 86.2%, 58.18%, 77.49%, and 30.87% on CIFAR-10, CIFAR-100, STL-10, and Tiny-ImageNet datasets, respectively, and surpasses the SOTA contrastive baseline by 1.23%, 3.57%, 2.00%, and 0.33%, respectively.
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1 INTRODUCTION

Self-supervised learning (SSL) has emerged as one of the pillars of its super-domain unsupervised learning. Self-supervised learning primarily aims to learn representations from data without human-annotated labels. Generally, this primary aim is fulfilled by optimizing the parameter values of the model using a pre-defined task. SSL generally consists of two phases: (1) Pre-training (or Pretext) and (2) Downstream (or target). The representations learned by the encoder in the pre-training phase are used in the downstream task in the form of transferred weights. This description gives a hint of the similarity between SSL and Transfer Learning (TL). Although the two looks similar, SSL and TL have distinct differences. The major dissimilarities between SSL and Transfer Learning (TL) can be summarised in a few words as given below.

The unlabelled dataset in the pre-training task of SSL is the same as the one used in the downstream task, whereas, in TL the pre-trained weights are obtained by training on a more diverse and large-scale annotated dataset, which differs from the one used in the downstream task too. Having a different dataset for the pre-training and the downstream task often becomes problematic, as contemporary deep learning methods require a large number of samples to yield results close to human proficiency in the target task.

Researchers often adopt methods like selective fine-tuning of layers to prevent overfitting on small-scale datasets in the downstream task. However, the performance may suffer due to the destruction of the co-adaptation of the weights between the consecutive layers or from representation specificity [1]. The self-supervised learning frameworks aim to overcome this issue by pre-training on the target dataset itself. As explored in [1], fine-tuning the target dataset may improve performance, as the representation specificity no longer hampers the optimization process. The pre-training phase learns weights that provide a better initialization point for the target task as the higher-level representations become more correlated or specific to the features on the target dataset.

In past, several innovative approaches were proposed for the pre-training tasks which paved the way for efficient self-supervised representation learning. Both contrastive and non-contrastive learning approaches have succeeded in achieving state-of-the-art results on benchmark datasets. However, the ability to yield state-of-the-art performance with less annotated data requires pre-training with large models [2]. In addition to mapping feature vectors of samples from the same class or samples with similar features close to each other, self-supervised contrastive algorithms also map unlabeled dissimilar samples farther away from each other in the latent space. This characteristic of contrastive learning acts to prevent the collapse of representation in the latent space, as is often the issue in this type of learning.

In this work, we propose a novel loss function based on contrastive learning. We adopt a ground-up approach in constructing the proposed loss function. We initially adopted a pairwise binary contrastive learning approach
(MIOv1) on top of which we impose a decoupling strategy to obtain a modified form (MIOv2). However, with the aid of eigen-spectrum analysis of the parameter space, we observe that optimizing the parameters of the modified form (MIOv2) is more difficult than the base version (MIOv1). Applying the concept of the Majorie-Maximization algorithm to construct the proposed loss function (MIOv3), we make the optimization process easier, which in turn gives better performance on the benchmark datasets. The main contributions of this work can be summarized as follows:

- We propose a novel loss function for contrastive self-supervised learning by modeling the pre-training task as a binary classification problem. We compare the performance of the proposed algorithm to the state-of-the-art (SOTA) self-supervised learning algorithms under the constraints of limited training periods on the task of image classification. The proposed method outperforms the SOTA methods in most cases.
- We show analytically that the proposed loss optimizes the mutual information in both positive and negative pairs.
- We present an analysis of the Hessian eigen-spectrum of the model parameters which helps to understand the optimization process of the proposed contrastive learning algorithm. To the best of our knowledge, such Hessian-based analyses have never been explored for SSL tasks.
- We also show that self-supervised learning frameworks converge to a strict saddle point for limited training.

The rest of the paper is organized as follows. In Section 1.1, we give a brief overview of the related pieces of work done in the recent past. Section 2 describes the proposed methodology. At first, it describes the base loss function and shows the relation between the mutual information and the proposed framework. This section also describes the step-by-step process of how we arrived at the proposed loss function. The section ends with a convergence analysis of self-supervised learning frameworks. In Section 3, we discuss the details of the experimental configurations that are used to establish the proof of concept. This section also analyzes the performance of the proposed loss function and compares it with the other existing self-supervised algorithms. We present an extensive analysis of the Hessian eigen-spectrum to understand the performance of the proposed framework. In Section 4, we further extend our analysis on eigen-spectrum to show the effect of decreasing the number of parameters in an SSL model. Finally, Section 5 concludes the paper.

1.1 Literature Survey

1.1.1 Self-Supervised Learning

During the initial days of self-supervised learning, a lot of techniques are designed based on handcrafted pre-training tasks, which are also known as pretext tasks. These handcrafted tasks include geometric transformation prediction [3]–[5], context prediction [6], [7], jigsaw puzzle solving [8]–[11], temporal order related tasks for videos [12]–[16], pace prediction in videos [17], image colorization [18], etc. These pretext tasks are aimed at learning representations that are invariant to transformations, context, etc. Although these tasks successfully rolled the wheels of self-supervised learning, the performances of the models pre-trained with these tasks are not at par with their supervised counterparts on the target tasks.

Recently, several algorithms like SimCLR [19], MoCov1 [20], MoCov2 [21], BYOL [22], SimSiam [23], Barlow Twins [24], DCL/DCLW [25] and VICReg [26] have emerged over the course of the last few years as SSL techniques that do not require explicit pretext tasks. Some of these algorithms like SimCLR [19], MoCov1 [20], MoCov2 [21], and DCL/DCLW [25] are based on the contrastive learning principle, while others like SimSiam [23], BYOL [22], Barlow Twins [24], VICReg [26] use non-contrastive loss functions to learn representations from the data.

Self-supervised contrastive learning (SSCL) treats each data point as a separate class. Thus, a pair made of any two samples constitutes a negative pair, and a positive pair of samples is obtained by pairing two augmented versions of the same sample [19], [20], [27]. Recently, most of the SSCL-based techniques are designed by optimizing the InfoNCE [27] loss function. InfoNCE loss in contrastive learning is the same as the categorical cross-entropy loss, but the cosine similarity values between the samples in a pair are treated as logit values. Thus, InfoNCE loss can be considered the negative logarithm of the probability of predicting a positive pair. The main principle behind this learning strategy is to learn an approximate function that maps the feature vector of similar data points closer and dissimilar data points far away. The quality of representation learned by the self-supervised model is generally evaluated from the model’s performance on a kNN classification task using k = 200. Recently the researchers have proposed a framework in [20], [21], that uses two networks (online and target) in the pre-training phase. The target network is momentum updated using the online network parameters to simulate a slow learning network. It also uses a memory bank to considerably increase the batch size, which proves useful in self-supervised contrastive learning by preventing representational collapse. SimCLR [19] uses large batch sizes along with sample pairing to increase the number of negative pairs in a single batch without using any memory bank. Both MoCo and SimCLR frameworks use an encoder and a non-linear multi-layered perceptron (MLP) called a projector during the pre-training phase. DCL/DCLW [25] is a recent improvement over contrastive learning frameworks. The authors showed that the performance of the SSL models can be improved by decoupling the positive and negative coupling introduced by the positive pair-related term in the denominator of the InfoNCE loss function.

In non-contrastive algorithms like SimSiam [23], BYOL [22], Barlow Twins [24], or VICReg [26], the authors use only the positive pairs for self-supervised representation learning. BYOL [22] optimizes the mean squared error between the feature vectors of the two augmented versions of a sample constituting the positive pair to ensure the invariance of representations. SimSiam [23] optimizes the negative of the cosine similarity between two samples in a positive pair. The loss function of SimSiam and BYOL
is essentially the same. However, SimSiam does not use a momentum encoder like BYOL to enforce variation in the positive pair \((x_1, x_2)\). Instead, it uses a method called stop-gradient which prevents the back-propagation of the gradient for the projected feature vector \(p_1\) (output taken from projector MLP) of a sample in the positive pair. The flow of gradient occurs only for the predicted feature vector \(z_2\) (output taken from the predictor MLP) of the other sample in the positive pair. In other words, the projected feature vector \(p_1\) is treated as a non-differentiable constant vector detached from the computational graph. Barlow Twins \([24]\) minimizes the cross-correlation between any two feature dimensions under the assumption that each feature dimension is normally distributed. The VICReg \([26]\) framework aims at minimizing the variance of each feature dimension to stay above a pre-defined threshold value, along with decorrelating any two feature dimensions by diagonalizing the cross-covariance matrix to prevent information collapse. The VICReg framework also uses an additional invariance term that minimizes the distance between features of the samples in a positive pair. However, the main challenges of these state-of-the-art algorithms are associated with the experimental configuration, which includes large batch sizes and memory queues, some specific momentum update routine, or the use of the stop-gradient method to avoid collapse of representation.

### 1.1.2 Eigen-spectrum Analysis

To the best of our knowledge, all the works on eigen-spectrum analysis in the domain of deep learning have been done on supervised frameworks. Almost all the works depend on visual aids, that is, eigenvalue versus spectral density plots to analyze the behavior of deep neural networks. In \([28]\), we learn that the eigen-spectrum of the Hessian matrix consists of bulk and outliers. Furthermore, we also learn that we can get an estimate of the number of classes in the data from the number of outliers in the eigen-spectrum of the Hessian matrix. However, without any resource-friendly analytical method to compute all the eigenvalues of the deep neural networks with millions of parameters, it is practically intractable to obtain the full eigen-spectrum of the Hessian matrix. Hence, we have to rely on visual aid and human judgment for counting the number of outliers in the eigen-spectrum of the Hessian matrix and verify the hypothesis. Ghorbani et al. \([29]\) on the other hand, showed that the presence of outliers in the Hessian eigen-spectrum slows down optimization. In \([30]\), the authors observed that at the bottom of the landscape, there are a lot of eigenvalues near zero and a small number of high eigenvalues.

In \([31]\), the author approximates the Hessian spectrum of deep networks with multi-million parameters using linear algebraic tools and showed that the eigen-spectrum consists of two parts, a bulk \(H\), and outliers \(G\). The work also confirmed that the bulk does not follow a Marcenko-Pastur distribution as previously believed, instead, it follows a power law trend. The work also provides evidence of the presence of a three-level hierarchical structure in the outliers \(G\). However, researchers have not limited themselves to the Hessian matrix for learning about the loss landscape and the high-dimensional parameter space. In \([32]\), the authors extend the work in \([31]\) and explored the different parts of the eigen-spectrum to find the sources to which can be attributed. The author conjectured that the generalization of a deep network is correlated to the separation of the outliers from the bulk of the Hessian eigen-spectrum. In \([33]\), the authors showed that the gradients span the top eigenvalues predominantly. The authors also observed that the bulk of the Hessian eigen-spectrum and the top Hessian eigenvalues are preserved over the duration of training.

## 2 Methodology

In this section, we propose a novel loss function for contrastive learning. First, we will discuss the motivation and the base loss function from which we derive our proposed loss function in Section 2.1. Then, we will discuss the modifications and the reason behind those to explain how we arrived at the proposed loss function in the subsequent subsections.

For the analysis we consider the self-supervised model consisting of an encoder and a non-linear projector. Let the input, encoder, encoder output (projector input), projector, and the final feature vector (output from the projector) be denoted by \(x, f, h, q,\) and \(z\), respectively. The input images \(x \in \mathbb{R}^H \times \mathbb{R}^W \times \mathbb{R}^C\) when pass through the encoder \(f\), a latent vector \(h \in \mathbb{R}^F\) is obtained. This latent vector \(h\) gives the final feature vector \(z \in \mathbb{R}^D\) when passed through the projector \(g\). The loss function \(\mathcal{L}_{v1} \in \mathbb{R}\) takes the feature vectors and outputs a scalar. Furthermore, let us denote the parameters of the encoder \(f\) denoted by \(\theta\) and that of the projector \(g\) denoted by \(\psi\).

To understand the flow of information we can devise the following equations

\[
z = g_\psi(h) = g_\psi(f_\theta(x)) \tag{1}
\]

### 2.1 MIOv1 loss function

To understand the motivation behind the proposed loss function, let us reiterate the working principle behind contrastive learning. The primary objective of the contrastive learning algorithm is to learn an approximate mapping function that maps the features of the augmented versions of a sample close to each other. For samples belonging to different classes, the feature vectors are mapped as far as possible from each other. The primary motivation of our work is based on the fact that there are only two types of pairs in contrastive learning: positive and negative. Hence, the contrastive learning principle can be seen as optimizing the distance between any two samples in the feature space. In this work, we morph the contrastive learning scenario into a binary classification problem where a pair of samples is classified either as positive and pulled closer or as negative and pushed apart. Intuitively, the base loss function named MIOv1 can be defined as given below:

\[
\mathcal{L}_{v1} = - \mathbb{E}_{(x_1, x_2) \sim p_+} \left[ \log \left( \frac{1}{1 + e^{-\frac{x_1 - x_2}{\tau}}} \right) \right] - \mathbb{E}_{(x_1, x_2) \sim p_-} \left[ \log \left( 1 - \frac{1}{1 + e^{-\frac{x_1 - x_2}{\tau}}} \right) \right] \tag{2}
\]
where $C_{i,j}$ is the cosine similarity between two feature vectors $z_i$ and $z_j$ obtained by passing $x_i$ and $x_j$ through the encoder and the projector. $p_+$ and $p_-$ are the distribution of positive pairs and negative pairs on $\mathbb{R}^n \times \mathbb{R}^n$, respectively, and $\tau$ is the temperature parameter.

Considering $X_+$ and $X_-$ as the sets of positive and negative pairs sampled from the distributions of positive and negative pairs, $p_+$ and $p_-$, respectively, we can rewrite $\mathcal{L}_{v1}$ as,

$$\mathcal{L}_{v1} = -\frac{1}{T_P} \sum_{(x_i, x_j) \in X_+} \log \left( \frac{1}{1 + e^{-C_{i,j}}} \right) \quad \text{(3)}$$

$$-\frac{1}{T_N} \sum_{(x_i, x_j) \in X_-} \log \left( 1 - \frac{1}{1 + e^{-C_{i,j}}} \right)$$

We follow the same sampling procedure as in SimCLR [19]. Taking a batch size of $N$, we augment each sample in the batch to obtain two augmented samples from each sample, forming $N$ pairs and $2N$ samples in total. We can form $4N^2$ pairs in total, out of which $2N$ are positive pairs and $2N$ are self-pairs and these $4N$ pairs are discarded. Thus, the total number of negative pairs that can be formed is $4N^2 - 4N$. The MIOv1 loss can be expressed as follows:

$$\mathcal{L}_{v1} = -\frac{1}{T_P} \sum_{n=1}^{N} \left[ \ln \left( \frac{1}{1 + e^{-C_{n,n'}}} \right) + \ln \left( \frac{1}{1 + e^{-C_{n,n''}}} \right) \right]$$

$$-\frac{1}{T_N} \sum_{n=1}^{2N} \sum_{m=1}^{N} \ln \left( 1 - \frac{1}{1 + e^{-C_{n,m}}} \right)$$

$$= -\frac{1}{N} \sum_{n=1}^{N} \ln \left( \frac{1}{1 + e^{-C_{n,n'}}} \right)$$

$$-\frac{1}{N} \sum_{n=1}^{N} \ln \left( \frac{1}{1 + e^{-C_{n,n''}}} \right)$$

$$+ \frac{1}{T_N} \sum_{n=1}^{2N} \sum_{m=1}^{N} \ln \left( 1 - \frac{1}{1 + e^{-C_{n,m}}} \right)$$

$$\text{(4)}$$

where $n' = n + N$, $T_P = 2N$ and $T_N = 4N^2 - 4N$. We can deduce a small relation between $T_P$ and $T_N$ which can be stated as $T_N = T_P^2 - 2T_P$. An illustrative example of how we obtain the sets of positive and negative pairs of samples is provided in Section 1 of the Supplementary.

### 2.2 Relation of MIOv1 loss and Mutual Information

In this subsection, we are going to derive the relationship between the MIOv1 loss function and mutual information [34][35][36] between the samples in a pair. The final expression of the lower bound of the MIOv1 loss function will allow us to visualize the optimization process intuitively.

Let us define the scoring function

$$s(z_i, z_j) = e^{C_{i,j}} \quad \text{(5)}$$

where $C_{i,j}$ is the cosine similarity between $z_i$ and $z_j$.

Now, the probability of the pair $(z_i, z_j)$ being a positive pair in a binary classification setting can be expressed as:

$$P(pos = 1|(z_i, z_j)) = \frac{p_+(z_i, z_j)}{p_+(z_i, z_j) + p_-(z_i, z_j)}$$

$$\text{(6)}$$

Here, $P_+(z_i, z_j)$ is the probability of obtaining the positive pair $(z_i, z_j)$, and $P_-(z_i, z_j)$ is the probability of obtaining the negative pair $(z_i, z_j)$. Considering $p_{Z}(z_j)$ as the probability of obtaining $z_i$ from the distribution $p_Z$ over all possible transformed samples of $z$ and $p_{Z,Z}(z_i, z_j)$ as the probability of obtaining $(z_i, z_j)$ from the joint distribution $p_{Z,Z}$, we deduce the following relations. When considering $(z_i, z_j)$ as a positive pair, the parent sample $z$ from which we obtain a positive pair is not observed. Hence, we cannot consider $z_i$ and $z_j$ as independent [37]. In Figure 1, for example, the positive transformed pair $(z_1, z_2)$ is obtained from the same sample $z$. Thus, $P_+(z_i, z_j)$ is equal to the probability $p_{Z,Z}(z_i, z_j)$. Again, when considering $(z_i, z_j)$ as a negative pair, there will be no dependency between the two samples, for example, $(z_1, z_3)$ or $(z_2, z_4)$ in Figure 1. Thus, $z_i$ and $z_j$ can be considered independent and $P_-(z_i, z_j)$ can be considered as the product of $p_Z(z_i)$ and $p_Z(z_j)$.

$$\text{Figure 1. Graphical Model [37] showing the dependency between two samples in a positive pair and the independency between two samples forming a negative pair. Here, } z \text{ and } z' \text{ are two different samples in a dataset. } t_1, t_2, t_3, t_4 \text{ are randomly chosen transformations from the distribution } T. z_1 \text{ and } z_2 \text{ are obtained by applying } t_1 \text{ and } t_2 \text{ on } z. z_3 \text{ and } z_4 \text{ are obtained by applying } t_3 \text{ and } t_4 \text{ on } z'.$$

Therefore, using the same idea, Equation (6) can be expanded as follows:

$$P(pos = 1|(z_i, z_j)) = \frac{p_{Z,Z}(z_i, z_j)}{p_{Z}(z_i)p_{Z}(z_j) + p_{Z,Z}(z_i, z_j)}$$

$$= \frac{p_{Z,Z}(z_i, z_j)}{1 + \frac{p_{Z,Z}(z_i, z_j)}{p_{Z}(z_i)p_{Z}(z_j)}} \quad \text{(7)}$$

We can also express $P(pos = 1|(z_i, z_j))$ in terms of $s(z_i, z_j)$ as follows

$$P(pos = 1|(z_i, z_j)) = \frac{1}{1 + e^{-C_{i,j}}} = \frac{e^{C_{i,j}}}{1 + e^{C_{i,j}}}$$

$$\text{(8)}$$

Thus, comparing Equation (7) and (8), we get,

$$s(z_i, z_j) = e^{C_{i,j}} = \frac{p_{Z,Z}(z_i, z_j)}{p_{Z}(z_i)p_{Z}(z_j)}$$

$$\text{(9)}$$
Putting Equation (9) in Equation (2), we get,

\[ L_{v1} = -\mathbb{E}_{(x_i,x_j) \sim p_+} \left[ \log \left( \frac{p_Z(z_i|z_j)}{p_Z(z_i)p_Z(z_j)} \right) \right] - \mathbb{E}_{(x_k,x_l) \sim p_-} \left[ \log \left( \frac{p_Z(z_k|z_l)}{p_Z(z_k)p_Z(z_l)} \right) \right] \geq -\mathbb{E}_{(x_i,x_j) \sim p_+} \left[ \log \left( \frac{p_Z(z_i)}{p_Z(z_j)} \right) \right] + \frac{1}{C_n} \left( z_i, z_j \right) + I_{(z_k, z_l) \sim p_-} \right] = \left( z_k, z_l \right)

From Equation (10), we can infer that the proposed loss function \( L_{v1} \) works by maximizing the mutual information between the samples in a positive pair \((z_i, z_j)\). It also minimizes the mutual information between the samples in a negative pair \((z_k, z_l)\).

An intuitive explanation behind the working principle of the MIOv1 loss function is that when the samples in a negative pair belong to the same underlying category, the encoder learns only the common representations between them, including both low and high-level representations. The mutual information is the least when the two samples in a negative pair belong to two different classes. In that case, the encoder should learn only the common low-level representations among all the samples in the dataset. High-level representations are better learned when the mutual information is maximized for samples in a positive pair.

### 2.3 Effect of Removing a Repulsive Force

We can expand Equation (4), to get,

\[ L_{v1} = -\frac{1}{N} \sum_{n=1}^{N} \ln \left( \frac{1}{1 + e^{-C_{n,n'-}\frac{1}{\tau}}} \right) - \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \ln \left( 1 - \frac{1}{1 + e^{-C_{n,m}\frac{1}{\tau}}} \right) \geq -\frac{1}{N} \sum_{n=1}^{N} \frac{C_{n,n'}}{\tau} + \frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{-C_{n,n'}\frac{1}{\tau}} \right) + \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \ln \left( 1 + e^{-C_{n,m}\frac{1}{\tau}} \right) = -\frac{1}{N} \sum_{n=1}^{N} \frac{C_{n,n'}}{\tau} + \frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{-C_{n,n'}\frac{1}{\tau}} \right)

where \( n = n + N \) and \( T_N \) bear the same meaning as in Equation (4). In the Equation (11), we see that minimizing the loss \( L_{v1} \) minimizes the second term in the last line. This means that the terms \( C_{n,n'} \) and \( C_{n,m} \) are also minimized. However, \( C_{n,m} \) being the cosine similarity of the samples in a positive pair should be maximized to +1.

We see that a repulsive force will take effect on the samples in the positive pair due to the minimization of the second term in the last line of Equation 11.

Initially, we hypothesized that eliminating this repulsive force would improve the performance and result in faster convergence in the optimization process. This leads us to derive our second loss as mentioned in Equation 12. We call this loss function MIOv2.

\[ L_{v2} = -\frac{1}{N} \sum_{n=1}^{N} \frac{C_{n,n'}}{\tau} + \frac{1}{T_N} \sum_{n=1}^{2N} \sum_{m=1}^{2N} \ln \left( 1 + e^{-C_{n,m}\frac{1}{\tau}} \right) \geq -\frac{1}{N} \sum_{n=1}^{N} \frac{C_{n,n'}}{\tau} + \frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{-C_{n,n'}\frac{1}{\tau}} \right) + \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \ln \left( 1 + e^{-C_{n,m}\frac{1}{\tau}} \right)

The above equation can also be written as,

\[ L_{v2} = -\mathbb{E}_{(x_i,x_j) \sim p_+} \left[ \frac{C_{n,n'}}{\tau} \right] + \frac{1}{T_N} \mathbb{E}_{(x_k,x_l) \sim p_-} \left[ \ln \left( 1 + e^{-C_{n,m}\frac{1}{\tau}} \right) \right]

where \( p_+ \) and \( p_- \) denote the same quantities as in Equation (4). However, as evident from the experimental results presented in Section 3.3, we can see that optimizing the model parameters using \( L_{v1} \) yields better kNN accuracy than \( L_{v2} \). This behavior is counter-intuitive to what our hypothesis stated. In the following subsection, we explore the explanation for such behavior.

### 2.4 Improving Performance by Optimizing a Surrogate Function

Due to degradation in performance when using \( L_{v2} \) (refer to Table 2), we consider modifying it further to improve the performance. The reason behind the degradation of performance can be attributed to the difficulty in the optimization of \( L_{v2} \). This is evident from the eigen-spectrum plot given in Figure 2 and also in Figure 3. Without loss of generality, we consider eigen-directions with eigenvalues less than 1.0 to be flat, as the optimal step size along those directions is high \((\eta > 1.0)\) compared to the learning rate at any step, the progress along those directions is very slow compared to the eigen-directions with larger eigenvalues. Thus, we can also observe that the eigen-spectrum of MIOv2 contains more eigenvalues near zero than MIOv1, which indicates that the loss landscape of MIOv2, that is, \( L_{v2}(g_0(f_0(X))) \) has more number of flat eigen-directions than MIOv1, that is, \( L_{v1}(g_0(f_0(X))) \). This causes the optimization to be harder in the case of \( L_{v2}(g_0(f_0(X))) \) than \( L_{v1}(g_0(f_0(X))) \). A zero eigenvalue also indicates that the current parameter state contains an inflection point along the corresponding eigen-direction. Optimizing along such an eigen-direction is also difficult if the learning rate is low and the optimizer is trying to escape local minima.
Figure 3. eigen-spectrum comparison for MIOv1, MIOv2 and MIOv3.

Spectral Density vs Eigenvale plot for MIOv1, MIOv2, and MIOv3. The figure was obtained after executing 100 iterations of the Lanczos Triangularization algorithm. The pre-trained ResNet18 models were trained using an SGD optimizer with a learning rate of 0.06, cosine annealing decay, and a batch size of 128 on the CIFAR-10 dataset. The eigen-spectrum was computed with the model weights obtained after 200 epochs of pre-training. The figure is best viewed at 300%.

2.4.1 Non-Convexity of MIOv1 and MIOv2

The eigenvalues of the Hessian matrix $H$ determine the nature of the critical points. If along the direction of any eigenvector $v$, the value of the quantity $v^T Hv < 0$, then it can be concluded that the function representing the mapping of the input pair space $\chi$ to the output space, i.e. $(L_{v1/v2} \circ g \circ f_\theta) : \chi \rightarrow \mathbb{R}$, is non-convex and the non-convexity is encountered along the direction of the eigenvector $v$. The aforementioned statement can be justified by the fact that any twice differentiable function is convex if and only if its domain is convex and the Hessian of the function is a positive semi-definite matrix for all values in its domain [38].

We observe from Figure 3, that all the SSL loss functions contain negative eigenvalues. Hence, it can be concluded that the loss landscape generated by these loss functions is non-convex in nature.

2.4.2 MIOv3 Loss Function

According to Majorize-Minimization Algorithm [39], the extremum value of a function that is difficult to optimize, e.g., $L_{v2}(z)$ can be achieved by optimizing a surrogate function $L_{v3}(z)$, where

$$L_{v3}(z|z_k) \geq L_{v2}(z) \quad \forall \ z \in Z \quad \text{and}$$
$$L_{v3}(z|z_k) = L_{v2}(z_k)$$

where $z \in Z$ (latent space of the projector) and $z_k \in Z$ is the projected latent vector at any given time step $k$. We intend to take the Majorize of the MIOv2 loss function $L_{v2}$ in Equation (13), by taking the upper bound of the second term in the equation. Using Mean Value Theorem [40], there exists $\xi \in (0, x)$, such that,

$$\ln(1 + x) = \ln(1 + x) - \ln(1) = x \cdot \left[ \frac{\partial \ln(1 + x)}{\partial x} \right]_{x=\xi} = x \cdot \frac{1}{1 + \xi} \leq x$$

Using the above relation in $\ln \left( 1 + e^{\frac{c_{k,l}}{\tau}} \right)$ from Equation (13), we get,

$$\ln \left( 1 + e^{\frac{c_{k,l}}{\tau}} \right) \leq e^{\frac{c_{k,l}}{\tau}}$$

(16)

Replacing $\ln \left( 1 + e^{\frac{c_{k,l}}{\tau}} \right)$ by $e^{\frac{c_{k,l}}{\tau}}$ in Equation (13), we get,

$$L_{v3} = - \mathbb{E}_{(x_i, x_j) \sim p^+} \left[ \frac{C_{i,j}}{\tau} \right] + \mathbb{E}_{(x_i, x_j) \sim p^-} \left[ e^{\frac{c_{i,j}}{\tau}} \right]$$

$$= - \sum_{(x_i, x_j) \in X^+} \left[ \frac{C_{i,j}}{\tau} \right] + \sum_{(x_i, x_j) \in X^-} \left[ e^{\frac{c_{i,j}}{\tau}} \right]$$

(17)

We can rewrite the above equation as,

$$L_{v3} = - \frac{1}{N} \sum_{n=1}^{N} \frac{C_{n,n}}{\tau} - \frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \frac{C_{n,m}}{\tau} e^{\frac{c_{n,m}}{\tau}}$$

(18)

where $n' = n + N, T_N = 2N(2N - 2)$ for a batch of size $N$. $X^+$ and $X^-$ are sets of positive and negative pairs of samples obtained from the distribution of positive and negative pairs, $p_+$ and $p_-$, respectively. We call this version of the loss as MIOv3, that is, $L_{v3}(g_{\theta}(f_\theta(X)))$, which is our final proposed loss function. Pre-training a ResNet18 model on CIFAR-10 using the same hyper-parameters configuration as MIOv1 and MIOv2 in Figure 3, we observe that the performance improves considerably and even surpasses the contemporary contrastive learning frameworks on CIFAR-10. The comparison of the eigen-spectrums of MIOv1, MIOv2, and MIOv3 loss functions is shown in Figure 3. Out of the 100 eigenvalues, the range of eigenvalues extends well beyond the highest eigenvalue of Hessian of the weights of MIOv1 and MIOv2 models. The number of positive eigenvalues near zero ($< 1.0$) after 200 epochs of training is also less for MIOv3 ($\lambda_{<1.0} = 10$) than for MIOv1 ($\lambda_{<1.0} = 13$) and MIOv2 ($\lambda_{<1.0} = 15$). We argue that even having a few more negative eigenvalues, the number of near-zero positive eigenvalues compensates for the obstructive effect faced in those eigen-directions having negative eigenvalues. In other words, the flat directions are less for MIOv3 than MIOv1, and convexities are also stronger for MIOv3 than MIOv1. This leads to better optimization, and consequently, better performance for MIOv3. We will discuss further on this topic in Section 3.3, where we will analyze intermediate eigen-spectrums of the training phase to get an insight into the proposed self-supervised optimization process.

2.5 Do SSL methods converge?

The loss landscape of the different models in the frameworks depends on the loss function used. The loss functions shape the loss landscape as a function of the parameter space $\mathbb{P}$. The input pair space $\chi$ is mapped to the latent space $\mathbb{R}^D$ by a function $g_{\theta} \circ f_\theta$ or $(g \circ f)_P$, where $P = \{\theta, \psi\}$ denotes a point in the parameter space $\mathbb{P}$. The paired latent vectors obtained from the function $g_{\theta} \circ f_\theta$ or $(g \circ f)_P$, in the self-supervised pre-training phase, constitute a joint embedding space $\tilde{\mathcal{E}} : \mathbb{R}^D \times \mathbb{R}^D$ and is mapped to the loss landscape $\mathbb{L}$ through the projector loss function $L$.

$$L \circ (g \circ f)_P : \chi \rightarrow \mathbb{L}$$

(19)
As the learning rate decreases, the conditions become more favorable for the descent into a convex valley in the loss landscape. However, decreasing the learning rate deters the optimizer from proceeding with the same ease in the flat plateaus or at inflection points to escape local minima. To ensure convergence along the steepest eigen-direction, it is necessary to have a learning rate \( \eta \leq \frac{1}{L} = \frac{1}{\lambda_{\text{max}}} \) \[41\].

Rewriting the Polyak-Lojasiewicz Inequality (Section 6 in Supplementary) in terms of non-convex loss function \( L \), for \( \mu > 0 \) the global linear convergence rate is given by

\[
L(w_k) - L^* \leq (1 - \frac{\mu_i}{L})^k (L(w_0) - L^*)
\]

(20)

where \( w_k, w_0 \) are the parameter state at the \( k^{th} \) and \( 0^{th} \) step.

If we consider convergence along each eigen-direction, we can calculate the expected convergence rate over the whole of the loss landscape. Considering a single eigen-direction corresponding to eigenvalue \( \lambda_i \), the above equation reduces to,

\[
L(w_k^i) - L^*(w^i) \leq (1 - \frac{\mu_i}{\lambda_i})^k (L(w_0^i) - L^*(w^i))
\]

(21)

subject to the satisﬁability of

\[
\frac{1}{2} \| \nabla L_i(w) \|^2 \geq \mu_i (L_i(w) - L^*)
\]

(22)

The left-hand side of equation Equation (22) is always positive but the magnitude depends on the curvature along the eigen-direction. The right-hand side is also always positive as in the case of stable loss minimization \( L^* < L_i(w) \) at any optimization step. The Equation (22) is not satisfied for critical points, except at global minima. In all other cases, the PL Inequality will be satisfied for any scalar \( \mu > 0 \). However, we can still calculate a pseudo convergence rate by considering the satisﬁability of Equation (22) at critical points along some eigen-directions in the limiting sense, i.e.

\[
\frac{1}{2} \lim_{\mu \to 0} \| \nabla L_i(w) \|^2 \geq \lim_{\mu \to 0} \mu_i (L_i(w) - L^*)
\]

(23)

We take an expectation over all the eigen-directions to calculate a proxy for the linear convergence rate.

\[
E_i [L(w_k^i) - L^*(w^i)] \leq \left[1 - \left(1 - \frac{\mu_i}{\lambda_{\text{max}}} \right)^k \right] (L(w_0^i) - L^*(w^i))
\]

\[
\leq E_i \left[1 - \left(1 - \frac{\mu_i}{\lambda_{\text{max}}} \right)^k \right] (L(w_0^i) - L^*(w^i))
\]

\[
\leq E_i \left[1 - \left(1 - \frac{\mu_{\text{min}}}{\lambda_{\text{max}}} \right)^k \right] (L(w_0^i) - L^*(w^i))
\]

\[
\leq E_i c^k (L(w_0^i) - L^*(w^i)) \leq \delta^k
\]

(24)

where \( c^k = (1 - \frac{\mu_{\text{min}}}{\lambda_{\text{max}}} )^k \to 0 \) if \( k \to \infty \).

From Equation (24), we can see that the convergence rate becomes infinitesimal for a large value of \( k \), that is, for a long training process. However, we will look into Eqn. (6.11) of the Supplementary, where we derive an expression of the expected gradient norm, as

\[
\sum_{t=1}^{T} \left( \eta_t - \eta_t^2 \frac{L}{2} \right) E_t [\| \nabla f(x_t) \|^2] \leq L(w_k) - L^* + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2
\]

(25)

where, \( \eta_t \) varies with time as \( \eta_t = \eta_{\text{min}} + \frac{1}{2} (\eta_{\text{max}} - \eta_{\text{min}}) (1 + \cos (\frac{t}{T})) \) with \( \eta_{\text{min}} = 0 \), and \( T \) is the total number of steps. From the expression of \( \eta_t \), we have,

\[
\sum_{t=1}^{\infty} \eta_t \to \infty \text{ and } \sum_{t=1}^{\infty} \eta_t^2 < \infty
\]

(26)

From Equation (24) and (25), we calculate a proxy for the linear convergence rate and deduce that longer training results in convergence. However, combining our deduction with the Hessian eigen-spectrum, we can conclude that for limited training, the convergence does not occur to any local minima. In fact, the convergence point after 200 epochs (and every point in parameter space during the course of training) is a strict saddle point, i.e., \( \lambda_{\text{min}} < 0 \). Please refer to Section 6 of the Supplementary for more details.

3 Experiments and Results

In this section, first, we are going to discuss the datasets that we used for our experiments, and then the experimental configuration of the models we used. We also present the accuracies of the proposed framework on the mentioned configuration of the models we used. We also present the accuracies of the proposed framework on the mentioned datasets and compare them with the state-of-the-art algorithms.

3.1 Datasets

We use four popular datasets to conduct the experiments, namely, CIFAR-10, STL-10, CIFAR-100, and Tiny ImageNet. The dimensions of images in CIFAR-10, STL-10, CIFAR-100 and Tiny ImageNet are \( 32 \times 32, 96 \times 96, 32 \times 32 \) and \( 64 \times 64 \), respectively. The details of the distribution of the training and test sets are given in Table 1.

| Dataset        | No. of classes | Images       | Training | Test | Dimensions |
|----------------|----------------|--------------|----------|------|------------|
| CIFAR-10       | 10             | 50000        | 10000    | 32 \times 32 |
| CIFAR-100      | 100            | 50000        | 10000    | 32 \times 32 |
| STL-10         | 10             | 50000        | 8000     | 96 \times 96 |
| Tiny ImageNet  | 200            | 100000       | 10000    | 64 \times 64 |

3.2 Implementation Details

In this section, we mention the configuration of the best-performing models for the listed frameworks. The frameworks were implemented using the lightly-ai [42] library. All the models were trained using ResNet-18 with a batch size of 128. The respective loss functions of the self-supervised
models were optimized using an SGD optimizer with a learning rate of 0.06 for CIFAR10 and CIFAR100, and a learning rate of 0.03 for STL-10 and Tiny-ImageNet. The models were pre-trained for short training periods of 200 epochs only.

We decayed the learning rate following a cosine annealing schedule. The value of weight decay used is $5 \times 10^{-4}$. The ResNet architecture is modified as mentioned in [19] only for CIFAR10 and CIFAR100 datasets as the image dimensions are $32 \times 32$.

For MIOv1, MIOv2, and MIOv3, we used a temperature value of 0.2. Whereas for SimCLR [19], DCL [25], and DCLW [25], we used a temperature of 0.1 as recommended in the paper [25]. For MoCov2 [21], we used a temperature value of 0.07, as recommended in its paper. The same value of temperature hyper-parameter value does not yield the best performance for all the frameworks on a particular dataset. Hence, we use a temperature value that yields the best performance for the respective frameworks.

### 3.3 Results and Analysis

In this subsection, we present the results of frameworks with MIOv1, MIOv2, and the proposed MIOv3 loss function along with the contrastive frameworks SimCLR, MoCov2, SimCLR+DCL, SimCLR+DCLW and the non-contrastive frameworks BYOL, Barlow Twins. All the frameworks were trained and evaluated using a $k$NN classifier with $k = 200$ on four datasets as mentioned in 3.1. The Top-1 200-NN accuracy values are given in Table 2.

### 3.4 Eigen-spectrum Visualization and Analysis

In Section 2.4, we have shown the eigen-spectrum plot in Figure 3, and explained the reason for the improvement in performance in MIOv3 and degradation of performance in MIOv2, compared to MIOv1. To reiterate, although all three frameworks showed a bulk of eigenvalues near zero, which indicates flat curvature or inflection point along the direction of the corresponding eigenvectors, we observed that as we move towards higher positive eigenvalues, the spectral density is greater for MIOv3 for most of the shown interval. The magnitude of positive eigenvalues denotes the sharpness of convexity in the corresponding eigen-directions (i.e., directions along the eigenvectors). This indicates that the final parameter state $P_v^3$ of MIOv3 contains more sharp convex eigen-directions, where $T$ is the total number of training steps. On the other hand, the presence of more flat eigen-directions or inflection points along the path of optimization in the parameter space $P_v^1$ and $P_v^2$, of MIOv1 and MIOv2, respectively, makes reaching a local minimum difficult.

In this section, we will further expand our analysis to other contemporary frameworks and try to provide an explanation behind the observed behavior of our proposed frameworks. In relation to the study, it should be mentioned that the Hessian matrix contains information about the curvature of the loss landscape, and studying its eigen-spectrum gives us a profound idea of it. This helps us in drawing informed conclusions about the state of the optimization process and the nature of the convergence.

From Table 2, we see that the proposed framework MIOv3 outperforms the state-of-the-art contrastive learning frameworks and also performs at par with other state-of-the-art self-supervised frameworks. However, from the Hessian eigen-spectrum plots in Figure 4, we observe that the Hessian eigen-spectrum of none of the frameworks satisfies the Hurwicz Local Minimizer criteria, i.e., $\nabla^2(L \circ g \circ f) > 0$. In other words, none of the frameworks are at a local
minimum. This eliminates the question of convergence to local minima for any of the frameworks used in our study.

In fact, from Figure 4b, we can observe that the Hessian eigen-spectrum of SimCLR+DCL and SimCLR+DCLW contains a large number of positive eigenvalues with a magnitude greater than all but one eigenvalues of MIOv3, but fails to outperform not only on CIFAR10 dataset but also on all the other datasets used in our experiments. Again, suppose we carefully observe the Hessian eigen-spectrum of BYOL in Figure 4c. In that case, we can see that the Hessian eigen-spectrum of BYOL contains a number of positive eigenvalues with very high magnitude (> 200). Intuitively and mathematically, this denotes very sharp convexity around the point in the parameter space $P$. At this point of the discussion, it is worth noting that the number of negative eigenvalues in the Hessian eigen-spectrum of BYOL, DCL, and DCLW is less than half of that in the Hessian eigen-spectrum of MIOv3. All the above evidences suggest that the proportion of sharp convex eigen-directions is more in number for DCL, DCLW, and BYOL than MIOv3. But, MIOv3 outperforms DCL and DCLW and falls behind BYOL only by 0.64%, which we believe can be overcome by hyper-parameter tuning or changing the initialization seed.

From the eigen-spectrum plots in Figure 4, we observe a large peak around zero in the Hessian eigen-spectrum of all the frameworks. This establishes the fact that the loss landscape consists of flat plateaus and directions with low curvature around the current point in the parameter space $P$. Local minima are likely to have an error very close to a global minimum. Furthermore, a global minimum is surrounded by positive curvature along all eigen-directions. However, we see no such properties in the Hessian eigen-spectrum of any of the frameworks. This phenomenon is also observed for other datasets like CIFAR-100 and Tiny ImageNet-200. In Figure 5, we present the eigenspectrum of all versions of the MIO loss function and the second-best performing frameworks on the respective datasets. We also observe that the eigenspectrum follows the same pattern as for the CIFAR-10 dataset. Thus, we can conclude that none of the frameworks achieve convergence after limited training of 200 or even 500 epochs, as evident from Figure 6.

### 3.4.1 What can we say about the frameworks from the eigen-spectrum?

In this section, our primary objective is to explore the path taken by the optimization process to reach the final parameter state $P_T$, where $T$ is the total number of training iterations or steps. From Figure 6, we are able to observe the change in the Hessian eigen-spectrum over the course of pre-training from the 100th to the 500th epoch at an interval of 100 epochs. The eigen-spectrum at each step gives us information about the neighborhood of the parameter state $P_t$ at any training step $t$. For example, in the case of SimCLR (Figure 6b), we observe that the Hessian eigen-spectrum consists of two bulk regions in the eigen-spectrum. We can observe that, as the training progresses, the secondary bulk moves towards higher eigenvalues. This indicates that as the training progresses, the model is able to find sharper minima along some eigen-directions. Eigen-spectrum of DCL and BYOL is provided in Section 5 of the supplementary material to support the aforementioned statements.

From the eigen-spectrum plots in Figure 3, 5, and 6, we can see that the final parameter state of all the frameworks converges to a non-optimal strict saddle point. The optimization process does not converge to a strict convex point in the parameter space. Thus, it can be concluded that SSL frameworks lead to premature convergence.

### 4 Ablation Studies

In this ablation study, we mainly discuss the effect of the number of parameters on performance. The presence of a bulk of eigenvalues around zero only indicates that a bulk of the eigen-directions are flat or are inflection points. At a low learning rate, little change will occur to the parameters contributing to the flat eigen-directions. If some particular eigen-direction is flat, it allows the current parameter state to move around the neighborhood of the parameter state in the flat eigen-direction, without much change in the loss value, at low values of learning rate. So, any state in the parameter space $P_t$ with flat eigen-directions basically can be considered as a quotient space $P_t^q$, where the equivalence relation is on the set of parameters along a particular eigen-direction, which causes little change in the loss value, i.e., $P_t \rightarrow P_t^q \setminus \{w : \|L(w_1) - L(w_2)\| < \epsilon \text{ and } w_1, w_2 \in W\}$. In other words, we can also say that there exists a basin along some particular flat eigen-direction. However, the eigenvalue may...
change along the eigen-direction over the course of training depending on the learning rate, and the current parameter state may move from a flat basin to an inflection point and further to an optimum.

Since the loss is not optimized along these directions, we can say that the non-trivial parameter subspace $\mathcal{P}_{\neq 0}$ which aids in loss optimization is smaller than the original parameter space $\mathcal{P}$. This view is also mentioned in [33]. A straightforward intuitive conclusion would be, that decreasing the number of parameters will shrink the parameter space, and thus eliminate the parameters corresponding to the flat eigen-directions. Said in a different way, the parameter bottleneck will cause almost all the parameters to learn valuable information. We intend to do an experimental study to find out if the above statements are true. We propose two hypotheses in connection with our study.

**Hypothesis H$_0$:** Decreasing the number of parameters decreases non-positive eigenvalues only.

**Hypothesis H$_1$:** Decreasing the number of parameters decreases not only the non-positive eigenvalues but also the positive eigenvalues.

In Table 3, we have presented the 200-NN accuracy of MIOv3, SimCLR, SimCLR+DCL, and BYOL on the CIFAR10 dataset. The configuration of the base encoder is also mentioned in the table, along with the number of parameters. We can see that a significant performance drop occurs on reducing the number of parameters. It is intuitive, that if a decrease in the number of parameters only eliminated the parameters with flat eigen-directions, then the performance drop would never occur as shown in Table 3. But, as decreasing the number of parameters takes out some essential parameters along with some redundant parameters from the parameter space, the model is unable to learn the representations efficiently. In other words, the complexity of the loss landscape cannot be well approximated. The essential parameters help in building co-adaptation between different hierarchical feature levels. Thus, optimization becomes difficult. This allows us to reject the Null Hypothesis $H_0$ and infer that decreasing the number of parameters does not cause the model to avoid flat plateaus and saddle points.

However, it is worth noting that, under the effect of decreasing the number of parameters, our proposed framework MIOv3 outperforms all the self-supervised learning frameworks on the CIFAR10 dataset.
Table 3
200-NN accuracy of MIOv3, SimCLR, SimCLR+DCL, BYOL frameworks using 2 different models with decreasing number of parameters on CIFAR10 and CIFAR-100 datasets obtained after 500 and 200 epochs of pre-training, respectively with a batch size of 128.

| Model       | Dataset        | # Basic Blocks | Base Channels | # Params | CIFAR-10 | CIFAR-100 |
|-------------|----------------|----------------|---------------|----------|----------|-----------|
| ResNet-18   | ResNet-18      | [2,2,2,2]      | ~11M          |          | 89.00    | 58.18     |
|             | ResNet-9       | [1,1,1,1]      | ~5M           |          | 84.75    | 53.98     |

5 Conclusion
In this work, we proposed a novel binary contrastive loss function, MIOv3 loss, that optimizes the mutual information between samples in positive and negative pairs. Initially, we started from the base version MIOv1 and modified it to obtain MIOv3 with superior performance. Through mathematical calculation, we provide a lower bound of the base loss function MIOv1, which is the difference between the mutual information of the samples in the negative and positive pairs. We also observed from eigen-spectrum analysis, how the optimization process proceeds on the loss landscape in self-supervised learning. We also prove that under a longer duration of the training, SSL frameworks converge to strict saddle points in the loss landscape, which we term premature convergence in our work. Through experimental evidence, we show that the proposed MIOv3 framework outperforms the contemporary self-supervised learning frameworks. We also study the effect of a decrease in model parameters on the downstream performance and show that our proposed framework also outperforms the contemporary frameworks in this scenario.
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1 Overview of Sample Arrangement for Implementation and Mathematical Derivations

In Fig. 1, we show how the feature vectors are obtained from the samples in a batch and how they are arranged for the final step of calculating the loss. Fig. 2 shows how the different pairs are obtained from the feature vectors.

\[\mathcal{L}_{v1} = -\frac{1}{T_p} \sum_{(x_i, x_j) \in \mathcal{P}^+} \log \left( \frac{1}{1 + e^{-C_{i,j}/\tau}} \right) \]
\[\quad - \frac{1}{T_N} \sum_{(x_k, x_l) \in \mathcal{P}^-} \log \left( 1 - \frac{1}{1 + e^{-C_{k,l}/\tau}} \right) \]

where \(T_p\) and \(T_N\) are the numbers of positive and negative pairs, respectively. Here, \(T_p = 2N\) and \(T_N = 2N(2N - 2)\). We can also view \(\mathcal{X}_+\) and \(\mathcal{X}_-\) to consist of the positive and negative pairs in a batch as depicted in Fig 2. We can further express the above equation as,

\[\mathcal{L}_{v1} = -\frac{1}{2N} \sum_{n=1}^{N} \left[ \ln \left( 1 + e^{-C_{n,n+N}/\tau} \right) \right] + \ln \left( 1 + e^{-C_{n+n,N+n}/\tau} \right) \]
\[- \frac{1}{2N(2N-2)} \sum_{n=1}^{2N} \sum_{m=1}^{2N} \ln \left( 1 - \frac{1}{1 + e^{-C_{n,m}/\tau}} \right) \]
\[- \frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{-C_{n,n+N}/\tau} \right) \]
\[- \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{N} \ln \left( 1 - \frac{1}{1 + e^{-C_{n,m}/\tau}} \right) \]

[Putting \(T_N = 2N(2N-2)\)]
\[- \frac{1}{N} \sum_{n=1}^{N} \frac{C_{n,n+N}}{\tau} + \frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{C_{n,n+N}/\tau} \right) \]
\[+ \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{N} \ln \left( 1 + e^{C_{n,m}/\tau} \right) \]

The objective of loss minimization causes the loss \(\mathcal{L}_{v1}\) to decrease. This results in the second term in the expanded version of \(\mathcal{L}_{v1}\) to decrease as well. However, this second term \(\frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{C_{n,n+N}/\tau} \right)\) is bounded in the range \((0, \infty)\) and is decreased only when the cosine similarity between the samples in the positive pairs is decreased. Therefore, we intuitively assume that this phenomenon will cause the samples in the positive pairs to move away from each other, thereby experiencing a repulsive effect.

We propose that removing the second term in the expanded version of \(\mathcal{L}_{v1}\) will remove the repulsive effect on the samples in the positive pairs. This will aid in faster convergence on the loss landscape. Removing the second term in the expanded version of \(\mathcal{L}_{v1}\) gives us a new modified loss function which we name \(\mathcal{L}_{v2}\).

2 Loss Functions and their Definitions

2.1 Binary Contrastive Loss

\[\mathcal{L}_{v1} = -\mathbb{E}_{(x_i, x_j) \in \mathcal{P}^+} \ln \left( \frac{1}{1 + e^{-C_{i,j}/\tau}} \right) \]
\[-\mathbb{E}_{(x_k, x_l) \in \mathcal{P}^-} \ln \left( 1 - \frac{1}{1 + e^{-C_{k,l}/\tau}} \right) \]

where \(N\) is the batch size, \(\tau\) is the temperature hyperparameter, and \(\mathcal{P}^+\) and \(\mathcal{P}^-\) are the distribution of all positive and negative pairs, respectively. \(C_{i,j}\) denotes the cosine similarity between two feature vectors \(z_i\) and \(z_j\) obtained after passing inputs \(x_i\) and \(x_j\) through the encoder \(f_\theta\) and the projector \(g_\psi\), i.e. \(z_i = g_\psi(f_\theta(x_i))\).

Considering \(\mathcal{X}_+\) and \(\mathcal{X}_-\) as the sets of positive and negative pairs sampled from the distributions of positive and negative pairs, \(p_+\) and \(p_-\), respectively, we can rewrite \(\mathcal{L}_{v1}\) in Eqn. 1 as follows,

\[\mathcal{L}_{v2} = -\mathbb{E}_{(x_i, x_j) \in \mathcal{P}^+} \frac{C_{i,j}}{\tau} \]
\[-\mathbb{E}_{(x_k, x_l) \in \mathcal{P}^-} \ln \left( 1 - \frac{1}{1 + e^{-C_{k,l}/\tau}} \right) \]

2.2 Binary Contrastive Loss without Positive Pair Repulsive Effect
\[ L_{v_2} = \frac{1}{T_p} \sum_{(x_i, x_j) \in \mathcal{X}^+} C_{i,j} \]
\[ - \frac{1}{T_N} \sum_{(x_i, x_j) \in \mathcal{X}^-} \ln \left( 1 - \frac{1}{1 + e^{c_{i,j}}} \right) \]
\[ = - \frac{1}{2N} \sum_{n=1}^{N} \left[ \frac{C_{n,n+N}}{\tau} + \frac{C_{n+N,N,n}}{\tau} \right] \]
\[ = \frac{1}{2N(2N-2)} \sum_{n=1}^{2N} \sum_{m=1}^{2N} \ln \left( 1 - \frac{1}{1 + e^{c_{n,m}}} \right) \]
\[ \text{[Putting} \quad T_N = 2N(2N-2)\text{]} \]
\[ = - \frac{1}{N} \sum_{n=1}^{N} C_{n,n+N} \]
\[ - \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \ln \left( 1 + e^{c_{n,m}} \right) \]
\[ + \frac{1}{T_N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \ln \left( 1 + e^{c_{n,m}} \right) \]

where, \( \mathcal{X}^+ \) and \( \mathcal{X}^- \) denote the same entities as in Sec. 2.2.

However, we note from the empirical evaluation that the empirical results do not conform to the theoretical claims. We observe that the loss functions \( L_{v_1} \) yield better kNN accuracy in downstream than \( L_{v_2} \). Hence, in the purview of the experiments conducted in this work, the proposal that removing the second term will improve performance is proved false.

3 Analysis of Gradients and Hessian of Loss Functions with respect to the parameters \( \psi \)

3.1 Analysis of Binary Contrastive Loss

3.1.1 Calculate the gradient of \( L_{v_1} \) with respect to the parameters \( \psi \)

Let us rewrite the expression for \( L_{v_1} \) again,

\[ L_{v_1} = - \frac{1}{N} \sum_{n=1}^{N} C_{n,n+N} + \frac{1}{N} \sum_{n=1}^{N} \ln \left( 1 + e^{c_{n,n+N}} \right) \]
\[ + \frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{2N} \ln \left( 1 + e^{c_{n,m}} \right) \]

where \( N \) is the batch size, \( \tau \) is the temperature hyperparameter and \( C_{i,j} \) denotes the cosine similarity between the feature vectors \( z_i \) and \( z_j \). The feature vectors \( z_i \) and \( z_j \) are obtained by passing the input \( x_i, x_j \in \chi \) through the encoder \( f_\theta \) with parameters \( \theta \) and the projector \( g_\psi \) with parameters \( \psi \). Thus,

\[ z_n = g_\psi (f_\theta (x_n)) \]

Without the loss of generality, we can assume that the projector consists of a single perceptron layer or we can consider a two-layered perceptron model with weights \( \psi^{(1)}_{D_1 \times H} \) and \( \psi^{(2)}_{H \times D_o} \) for the two layers as a single layer with weights \( \psi = \psi^{(1)}_{D_1 \times H} \cdot \psi^{(2)}_{H \times D_o} \).

To get the final feature vector \( z_n \), we multiply the output of the encoder \( h_{\theta_n} \) with the transpose of the weight matrix \( \psi \). The shape of the feature vector \( z_n \) is \( D_o \times 1 \). Continuing, we get,

\[ z_n = (\psi_{D_1 \times D_o}^T \cdot f_\theta (x_n))_{D_1 \times 1} \]
\[ = (\psi_{D_1 \times D_o}^T \cdot (h_{\theta_n})_{D_1 \times 1}) \]
\[ = \psi_{D_1 \times D_o}^T \cdot (h_{\theta_n})_{D_1 \times 1} \]
\[ = (\psi_{\psi,1}^T)^T \cdot (h_{\theta})_{1,1} \]
\[ = (\psi_{\psi,k}^T)^T \cdot (h_{\theta})_{k,1} \]
\[ = (\psi_{\psi,D_1}^T)^T \cdot (h_{\theta})_{D_1,1} \]

where \( (\psi_{\psi,k})^T \) denotes the transposed version of the \( k \)-th column of the weight matrix \( \psi \), or the \( k \)-th row of the matrix \( \psi^T \). The \( k \)-th element of the feature vector \( z_n \) is obtained by

\[ z_n^{(k)} = (\psi_{\psi,k})^T \cdot (h_{\theta})_{D_1,1} \]

Taking the derivative of \( L_{v_1} \) with respect to a column of \( \psi \), or a row of \( \psi^T \), we get
We have a common expression \( \frac{\partial \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{m}^{(i)}}{\partial \psi_{,k}^T} \) (a column vector) in all the three terms in the expression for \( \frac{\partial \mathcal{L}_{1}}{\partial \psi_{,k}^T} \). So, we will evaluate it first and then continue with our derivation,

\[
\frac{\partial \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{m}^{(i)}}{\partial \psi_{,k}^T} = \sum_{i=1}^{D_0} \left( \frac{\partial z_{n}^{(i)}}{\partial \psi_{,k}^T} \frac{\partial z_{m}^{(i)}}{\partial \psi_{,k}^T} + \frac{\partial z_{n}^{(i)}}{\partial \psi_{,k}^T} \cdot z_{m}^{(i)} \right).
\]

We denote the expression \( \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{m}^{(i)} \) by \( C_{n,m} \) and its derivative with respect to \( \psi_{,k}^T \), i.e. \( \frac{\partial C_{n,m}}{\partial \psi_{,k}^T} = z_{n}^{(k)} \cdot h_{\theta m} + h_{\theta n} \cdot z_{m}^{(k)} \) by \( A_{n,m} \). Dimension of \( A_{n,m} \) and subsequently \( \frac{\partial \mathcal{L}_{1}}{\partial \psi_{,k}^T} \) is a column vector.

Putting Eqn. 12 in Eqn. 11, we get,

\[
\frac{\partial \mathcal{L}_{1}}{\partial \psi_{,k}^T} = -\frac{1}{N \tau} \sum_{n=1}^{N} \frac{\partial \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{n}^{(i)}}{\partial \psi_{,k}^T} + \frac{1}{N \tau} \sum_{n=1}^{N} e_{n,n'} \frac{\partial \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{n'}^{(i)}}{\partial \psi_{,k}^T} + \frac{1}{T N \tau} \sum_{n=1}^{2N} e_{c_{n,m}} \frac{\partial \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{m}^{(i)}}{\partial \psi_{,k}^T} + \frac{1}{T N \tau} \sum_{n=1}^{2N} e_{c_{n,m}} \frac{\partial \sum_{i=1}^{D_0} z_{n}^{(i)} \cdot z_{m}^{(i)}}{\partial \psi_{,k}^T} \frac{\partial C_{n,m}}{\partial \psi_{,k}^T} \frac{\partial C_{n,m}}{\partial \psi_{,k}^T} \]

where \( n' = n + N \).

Therefore, using \( n' = n + N \),

\[
\frac{\partial \mathcal{L}_{1}}{\partial \psi_{,k}^T} = -\frac{1}{N \tau} \sum_{n=1}^{N} A_{n,n'} + \frac{1}{N \tau} \sum_{n=1}^{N} e_{n,n'} A_{n,n'} + \frac{1}{T N \tau} \sum_{n=1}^{2N} e_{c_{n,m}} A_{n,m} \]

(14)
3.1.2 Calculate the Hessian of \( L_{v1} \) with respect to the parameters \( \psi \)

We have already calculated the first derivative of \( L_{v1} \) with respect to the parameters \( \psi \) or \( (\psi_{v,k})^T \). We proceed to calculate the Hessian of the loss function \( L_{v1} \) with respect to \( \psi \) in a similar manner to the first derivative.

Taking derivative of \( \frac{\partial L_{v1}}{\partial (\psi_{v,k})^T} \) with respect to \( \psi_{v,l} \), \( l \)-th column of \( \psi \), we get,

\[
\frac{\partial^2 L_{v1}}{\partial \psi_{v,l} \partial (\psi_{v,k})^T} = \begin{bmatrix}
\frac{\partial}{\partial \psi_{v,l}} \frac{\partial L_{v1}}{\partial (\psi_{v,k})^T}, & \ldots, & \frac{\partial}{\partial \psi_{v,l}} \frac{\partial L_{v1}}{\partial \psi_{v,l}}
\end{bmatrix}^T
\]

\[
= -\frac{1}{N^\tau} \sum_{n=1}^{N} \frac{\partial A_{n,n'}}{\partial \psi_{v,l}} + \frac{1}{N^\tau} \sum_{n=1}^{N} \frac{\partial}{\partial \psi_{v,l}} \left( \frac{e^{C_{n,n'}}}{1 + e^{C_{n,n'}}} A_{n,n'} \right)
\]

\[
+ \frac{1}{T N^\tau} \sum_{n=1}^{2N} \sum_{m=1}^{2N} \frac{\partial}{\partial \psi_{v,l}} \left( \frac{e^{C_{n,m}}}{1 + e^{C_{n,m}}} A_{n,m} \right)
\]

where \( n' \) \( = \) \( n + N \). Now, let us first calculate

\[
\frac{\partial \sum_{i=1}^{D_1} z_{n,i} \cdot z_{m,i}}{\partial \psi_{v,l}} = \sum_{i=1}^{D_1} \left( z_{n,i} \frac{\partial \left( (\psi_{v,l})^T \cdot h_{\theta n} \right)}{\partial \psi_{v,l}} + z_{m,i} \frac{\partial \left( (\psi_{v,l})^T \cdot h_{\theta m} \right)}{\partial \psi_{v,l}} \right)
\]

\[
= \sum_{i=1}^{D_1} \left( z_{n,i} \frac{\partial \left( h_{\theta n} \cdot (\psi_{v,l})^T \right)}{\partial \psi_{v,l}} + z_{m,i} \frac{\partial \left( h_{\theta m} \cdot (\psi_{v,l})^T \right)}{\partial \psi_{v,l}} \right)
\]

Let us denote \( \frac{\partial \sum_{i=1}^{D_1} z_{n,i} \cdot z_{m,i}}{\partial \psi_{v,l}} = z_{n,l} \cdot h_{\theta m}^T + z_{m,l} \cdot h_{\theta n}^T \) by \( A_{l,m}^T \), whose dimension is \( 1 \times D_1 \).

Now, let us separately evaluate, \( \frac{\partial}{\partial \psi_{v,l}} \left( \frac{e^{C_{n,m}}}{1 + e^{C_{n,m}}} A_{n,m} \right) \)

first to make our life easier.

\[
= \frac{e^{C_{n,m}}}{1 + e^{C_{n,m}}} \frac{\partial A_{n,m}}{\partial \psi_{v,l}} + A_{n,m} \frac{\partial}{\partial \psi_{v,l}} \left( \frac{e^{C_{n,m}}}{1 + e^{C_{n,m}}} \right)
\]

\[
= \frac{e^{C_{n,m}}}{1 + e^{C_{n,m}}} \frac{\partial A_{n,m}}{\partial \psi_{v,l}} + A_{n,m} \frac{\partial}{\partial \psi_{v,l}} \left( \frac{e^{C_{n,m}}}{1 + e^{C_{n,m}}} \right)
\]

The only thing left to calculate is \( \frac{\partial A_{n,m}}{\partial \psi_{v,l}} \). The final dimension of this quantity will be \( D_1 \times D_1 \). Let us denote this quantity by \( B_{n,m}^{(l)} \).

\[
\frac{\partial A_{n,m}}{\partial \psi_{v,l}} = \partial \left( z_{n,l} \cdot h_{\theta m} + z_{m,l} \cdot h_{\theta n} \right)
\]

\[
= z_{n,l} \frac{\partial h_{\theta m}}{\partial \psi_{v,l}} + z_{m,l} \frac{\partial h_{\theta n}}{\partial \psi_{v,l}}
\]

Putting Eqn. 17 and 18 in Eqn. 15, we get,
\[
\frac{\partial^2 L_{v1}}{\partial \psi_k \partial (\psi_{\tau,k})^T} = -\frac{1}{N\tau} \sum_{n=1}^{N} \frac{\partial A^{(k)}_{n,n+n+N}}{\partial \psi_k} + \frac{1}{N\tau} \sum_{n=1}^{N} \frac{\partial}{\partial \psi_k} \left( e^{\frac{c_{n,n+N}}{\tau}} A^{(k)}_{n,n+n+N} \right) + \frac{1}{T N \tau} \sum_{n=1}^{2N} 2N \sum_{m=1}^{2N} \frac{\partial}{\partial \psi_k} \left( e^{\frac{c_{n,m}}{\tau}} B^{(k)}_{n,m} \right)
\]

\[
\mathcal{H}(\psi) = \begin{pmatrix}
\frac{\partial^2 L_{v1}}{\partial \psi_{11} \partial \psi_{11}} & \frac{\partial^2 L_{v1}}{\partial \psi_{11} \partial \psi_{12}} & \cdots & \frac{\partial^2 L_{v1}}{\partial \psi_{11} \partial \psi_{D_k}} \\
\frac{\partial^2 L_{v1}}{\partial \psi_{12} \partial \psi_{11}} & \frac{\partial^2 L_{v1}}{\partial \psi_{12} \partial \psi_{12}} & \cdots & \frac{\partial^2 L_{v1}}{\partial \psi_{12} \partial \psi_{D_k}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 L_{v1}}{\partial \psi_{D_k} \partial \psi_{11}} & \frac{\partial^2 L_{v1}}{\partial \psi_{D_k} \partial \psi_{12}} & \cdots & \frac{\partial^2 L_{v1}}{\partial \psi_{D_k} \partial \psi_{D_k}}
\end{pmatrix}
\]

3.1.3 Prove that the function \( L_{v1} \circ g_{\psi} \circ f_{\theta} \), which maps the input space \( \chi \) to the loss landscape \( \mathbb{L} \) has \( L \)-Lipschitz continuous gradient

To prove that the loss function \( L_{v1} \circ g_{\psi} \circ f_{\theta} \) has \( L \)-Lipschitz continuous gradient, we need to show that the spectral norm of the Hessian matrix \( \mathcal{H} \) is upper bounded by \( L \). We can also prove that,

\[
\| \nabla L_{v1} \circ g_{\psi_{t+1}} \circ f_{\theta_{t+1}}(x) - \nabla L_{v1} \circ g_{\psi_0} \circ f_{\theta_0}(x) \| \\
= \| \nabla L_{v1} \circ (g \circ f)_{P_{t+1}}(x) - \nabla L_{v1} \circ (g \circ f)_{P_{t}}(x) \| \\
\leq L |P_{t+1} - P_t|
\]

We take a single element of the Hessian matrix \( \mathcal{H} \), \( \frac{\partial^2 L_{v1}}{\partial \psi_{\tau,k} \partial (\psi_{\tau,k})^T} \) and analyse it analytically. Thus,

\[
\frac{\partial^2 L_{v1}}{\partial \psi_{\tau,k} \partial (\psi_{\tau,k})^T} = -\frac{1}{N\tau} \sum_{n=1}^{N} B^{(l)}_{n,n+n+N} + \frac{1}{N\tau} \sum_{n=1}^{N} \left( e^{\frac{c_{n,n+N}}{\tau}} A^{(k)}_{n,n+n+N} \cdot A^{(l)(k)}_{n,n+n+N} \right) + \frac{1}{T N \tau} \sum_{n=1}^{2N} 2N \sum_{m=1}^{2N} \left( e^{\frac{c_{n,m}}{\tau}} B^{(l)}_{n,m} \right)
\]

\[
\frac{\partial^2 L_{v1}}{\partial \psi_{\tau,k} \partial (\psi_{\tau,k})^T} = -\frac{1}{N\tau} \sum_{n=1}^{N} B^{(l)}_{n,n+n+N} + \frac{1}{N\tau} \sum_{n=1}^{N} \left( e^{\frac{c_{n,n+N}}{\tau}} A^{(k)}_{n,n+n+N} \cdot A^{(l)(k)}_{n,n+n+N} \right) + \frac{1}{T N \tau} \sum_{n=1}^{2N} 2N \sum_{m=1}^{2N} \left( e^{\frac{c_{n,m}}{\tau}} B^{(l)}_{n,m} \right)
\]

Since the exponential terms exist in the Hessian terms, we can say that the function \( (L_{v1} \circ g_{\psi} \circ f_{\theta})_{x} \) belongs to the class of \( C^N \) functions, provided \( \sum_{w \in P_{k}} w < \infty \). It remains to be proven, that the norm of the Hessian matrix is bounded by the Lipschitz constant \( L \) or the above Eqn. 24 holds true.

Without loss of generality, we can say that, the space of gradients and parameters belongs to a \( D \)-dimensional real vector space. It can be proved empirically that with every different initialization \( P_{0} \), the endpoint \( P_{T} \) differs, as does the performance of the model. Since the parameter space is a real space, we can say that the sequence \( \{P_{0}^{(1)}, P_{1}^{(1)}, \ldots, P_{T}^{(1)}\} \) obtained with seed \( s_1 \) is disjoint from the sequence \( \{P_{0}^{(2)}, P_{1}^{(2)}, \ldots, P_{T}^{(2)}\} \) obtained with seed \( s_2 \), where \( s_1 \neq s_2 \). Thus, we can say that the vector space of
parameters $P$ is a Hausdorff Topological Vector Space with the canonical metric $d = ||| \cdot |||$ of a normed space $(X, ||| \cdot |||)$.

Since any two sequences of parameters on $\mathbb{R}^D$ is disjoint, the gradient space associated with the sequences will also be disjoint on $\mathbb{R}^D$. Hence, the gradient space defined on $\mathbb{R}^D$ is also a Hausdorff Topological Vector Space with the canonical metric $d = ||| \cdot |||$ of a normed space $(X, ||| \cdot |||)$.

Since the parameter space $P$ and the gradient space $G$ are both Hausdorff spaces, the sequence converges to a point in the same respective space. In other words, the sequence $(P^n)_{n=1}^\infty$ and $(G^n)_{n=1}^\infty$ converges to some $P_t=\infty \in P$ and $G_t=\infty \in G$, respectively. The aforementioned statement implies that the parameter space $P$ and the gradient space $G$ are Banach spaces.

We can also view the above statement in another way. Since the composite function $(L_{v1} \circ g \circ f_\theta)(x)$ belongs to the class of $C^\infty$ functions, then under the constraint that the inputs to the Linear layers $\psi^{(1)}$ and $\psi^{(2)}$ are finite, i.e., $\sum_n h_{\theta_n}^{(d)} < \infty$, and $\sum_{w \in P} w < \infty$, the gradients values obtained using Eqn. 14 is also finite. Thus the change in consecutive values of a sequence in $P$, i.e, $||P_{t+1} - P_t|| < r_p$, where $r_p > 0$ and $r_p \in \mathbb{R}$. Therefore, the sequence of parameters $(P^n)_{n=1}^\infty$ can be called to be Cauchy in $(P, ||| \cdot |||)$. Thus, we can conclude that the parameter space $P$ is a Banach space.

Similarly, since the gradients are finite, we can say that $||\nabla L_{v1} \circ (g \circ f_{P_{t+1}}(x)) - \nabla L_{v1} \circ (g \circ f_{P_t}(x))|| < r_g$, where $r_g > 0$ and $r_g \in \mathbb{R}$. Therefore, denoting $\nabla L_{v1} \circ (g \circ f_{P_{t+1}}(x))$ by $G_{t+1}$ and $\nabla L_{v1} \circ (g \circ f_{P_t}(x))$ by $G_t$, we can proceed as,

$$||G_{t+1} - G_t|| < r_g^{(t)} \leq L_g \cdot ||\nabla L_{v1} \circ (g \circ f_{P_t}(x))|| \quad (26)$$

where $G$ is a point in the gradient space $G$ and $G_t \in G$ denotes the state of the gradient at timestep $t$.

Thus, the composite function approximated by $L_{v1} \circ g \circ f_\theta : \chi \rightarrow \mathbb{R}$ has a $L_g$-Lipschitz continuous gradient, under the constraint that $\sum_n h_{\theta_n}^{(d)} < \infty$, and $\sum_{w \in P} w < \infty$. In other words, the above discussion indicates that the aforementioned function has locally Lipschitz continuous gradient when the weights are initialized with weights from a normal distribution. A different proof to arrive at the same conclusion is also provided in Lemma 2.3 in the work by V. Patel, et al. [6].

**Summary**

- The Equations 21 and 22 covers the second derivative of every possible parameter present in the weight matrix $\psi$ of the projector $g_\psi$.
- Combining Equations 19, 20, 21 and 22, we get the diagonal and off-diagonal elements in the Hessian matrix.
- The Hessian matrix is dependent on the weights $\psi$ only through the term $A_{n,m}^{(k)}$ and $A_{n,m}^{(k)T}$.
- The existence of the Hessian matrix indicates that the loss $L_{v1}$ and the mapping function $L_{v1} \circ g_\psi \circ f_\theta : \chi \rightarrow \mathbb{R}$ is twice differentiable, under the constraints $\sum d h_{\theta_n}^{(d)} < \infty$, and $\sum_{w \in P} w < \infty$.
- The parameter space $P$ being a Banach space also indicates that the end-to-end pipeline mapping function $L_{v1} \circ g_\psi \circ f_\theta : \chi \rightarrow \mathbb{R}$ has $L_g$-Lipschitz continuous gradient.

### 3.2 Analysis of Binary Contrastive Loss without Positive Pair Repulsive Effect

#### 3.2.1 Calculate the Gradient for $L_{v2}$ with respect $\psi$

We can calculate the gradient of $L_{v2}$ from the gradient of $L_{v1}$ easily by comparing the terms in the two loss functions from Eqn. 2 and 5. We can see that the expanded expression for the loss $L_{v2}$ is only missing the second term in the expanded expression for the loss $L_{v1}$. Therefore, the gradient of $L_{v2}$ can be written as follows.

$$\frac{\partial L_{v2}}{\partial (\psi_{v,k})} = -\frac{1}{NT} \sum_{n=1}^N A_{n,n+N}^{(k)} + \frac{1}{TN^2} \sum_{m=1}^{2N} \sum_{n \neq n+N} \frac{e^{c_{m,n}}}{1 + e^{c_{m,n}}} A_{n,m}^{(k)}$$

#### 3.2.2 Calculate the Hessian for $L_{v2}$ with respect $\psi$

In a similar manner to the previous question Q.3, we can obtain the Hessian of $L_{v2}$ with respect to $\psi$ from the expression for Hessian of $L_{v1}$ with respect to $\psi$.

In Eqn. 19 and 20, eliminating the terms corresponding to the second term in the expanded expression of $L_{v1}$, we get the Hessian of $L_{v2}$ as follows from Eqn. 25 by eliminating the term corresponding to the second term in the expanded expression for $L_{v1}$ in Eqn. 6.

$$\frac{\partial^2 L_{v2}}{\partial (\psi_{v,k})^2} = -\frac{1}{NT} \sum_{n=1}^N B_{n,n+N}^{(l)(k)} + \frac{1}{TN^2} \sum_{m=1}^{2N} \sum_{n \neq n+N} \left( \frac{e^{c_{m,n}}}{1 + e^{c_{m,n}}} B_{n,m}^{(l)(k)} \right) + \frac{1}{\tau} \frac{e^{c_{m,n}}}{\left(1 + e^{c_{m,n}}\right)^2} A_{n,m}^{(k)} A_{n,m}^{(l)(k)}$$

where

$$B_{n,m}^{(l)(k)} = \begin{cases} 0, & \text{if } l = k \\ h_{\theta_m} \cdot h_{\theta_n}^T + h_{\theta_n} \cdot h_{\theta_m}^T, & \text{if } l \neq k \end{cases}$$

#### 4 How to make a better loss function?

### 4.1 Modified Binary Contrastive Loss

$$L_{v3} = -\mathbb{E}(x_i, x_j) \in P_+ \left[ C_{i,j} \right] + \mathbb{E}(x_i, x_l) \in P_- \left[ c_{p,l} \right]$$

where $P_+$, $P_-$ and $C_{i,j}$ denote the same entities as in Eqn. 1.
The Modified binary Contrastive Loss \( L_{v3} \) is obtained by taking the upper bound of the second term in the expanded expression for \( L_{v2} \) in Eqn. 4, as follows

\[
e^x > 0 \quad \forall x \in \mathbb{R}
\Rightarrow e^{cn_{n,m}} > 0 \quad \forall C_{n,m} \in [-1, +1]
\Rightarrow \left(1 + e^{cn_{n,m}}\right) > 0
\Rightarrow \ln \left(1 + e^{cn_{n,m}}\right) \leq e^{cn_{n,m}}
\]

Thus, we can write \( L_{v3} \) as

\[
L_{v3} = -\mathbb{E}_{(x_i,x_j)\in P_+} \frac{C_{i,j}}{\tau} + \mathbb{E}_{(x_i,x_j)\in P_-} e^{-\frac{C_{i,j}}{\tau}} (31)
\]

where \( P_+ \) and \( P_- \) denote the same quantities as in Eqn. 1. We can also write \( L_{v3} \) in discrete form as follows,

\[
L_{v3} = -\frac{1}{T_{P}} \sum_{(x_i,x_j)\in X_+} \frac{C_{i,j}}{\tau} + \frac{1}{T_N} \sum_{(x_i,x_j)\in X_-} e^{-\frac{C_{i,j}}{\tau}} (32)
\]

where \( X_+ \), \( X_- \) denote the sets of positive and negative pairs samples from the distributions of positive and negative samples, \( P_+ \) and \( P_- \), respectively. Also, here, \( T_P = 2N \) and \( T_N = 2N(2N - 2) \) denote the numbers of positive and negative pairs constructed from the samples in a single batch. The first term in the above equation is obtained in a similar way as in Eqn. 5.

4.2 Empirical Analysis of Modified Binary Contrastive Loss

4.2.1 Calculate the Gradient for \( L_{v3} \) with respect \( \psi \)

We can calculate the gradient of \( L_{v3} \) from the gradient of \( L_{v2} \) easily by comparing the terms in the two loss functions from Eqn. 32 and 5. We can see that the first term in the expanded expression for the loss \( L_{v2} \) remains unchanged in the expanded expression for the loss \( L_{v3} \). The change in the second term will only change the expression of the derivative. Therefore, the gradient of \( L_{v3} \) can be written as follows.

\[
\frac{\partial L_{v3}}{\partial \psi_{x,k}} = -\frac{1}{N_T} \sum_{n=1}^{N} A_{n,n+N}^{(k)} + \frac{1}{N_T} \sum_{n=1}^{2N} \sum_{m=1}^{2N} e^{c_{n,m}} A_{n,m}^{(l)} (33)
\]

4.2.2 Calculate the Hessian for \( L_{v3} \) with respect \( \psi \)

In a similar manner to the previous question Q.5, we can obtain the Hessian of \( L_{v3} \) with respect to \( \psi \) from the expression for Hessian of \( L_{v2} \) with respect to \( \psi \) in Eqn. 28.

In Eqn. 28, changing the terms corresponding to the second term in the expanded expression of \( L_{v2} \), we get the Hessian of \( L_{v3} \) as follows,

\[
\frac{\partial^2 L_{v3}}{\partial \psi_{x,k} \partial \psi_{y,l}} = -\frac{1}{N_T} \sum_{n=1}^{N} B_{n,n+N}^{(l)} + \frac{1}{N_T} \sum_{n=1}^{2N} \sum_{m=1}^{2N} \left( c_{n,m} - \frac{1}{\tau} \cdot A_{n,m}^{(l)} \right) (34)
\]

where

\[
B_{n,m}^{(l)} = \begin{cases} 0, & \text{if } l = k \\ h_{\theta_n} \cdot h_{\theta_m} + h_{\theta_n} \cdot h_{\theta_m}^T, & \text{if } l \neq k \end{cases}
\]

5 Evolution of Eigen-spectrum for Limited Training Period

In Fig. 3, we have plotted the eigen-spectrum at every 100 epochs, from 100 to 500 epochs. We can observe that, as the training progresses, the mass of the eigen-spectrum of all the frameworks shifts towards the positive half-plane, and the magnitude of the positive eigenvalues also increases. The former indicates that the numbers of eigen-directions along which convergence occurs increases. While the latter indicates an increase in the steepness of the neighborhood of the minima at which the convergence occurs along the corresponding eigen-directions. We can also observe that none of the frameworks achieved total convergence with 500 epochs of training. The final parameter state \( P_{T} \) of all the frameworks is a strict saddle point in the parameter space \( \mathbb{P} \).

6 Convergence on Non-Convex Functions

6.1 Polyak-Lojasiewicz Inequality

For an unconstrained optimization problem,

\[
\arg\min_{x \in \mathbb{R}^d} f(x)
\]

where \( f \) is a function with \( L \)-Lipschitz continuous gradient, we have

\[
f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|^2 \quad \forall x, y
\]

If \( f \) belongs to the class of \( C^2 \) functions, the eigenvalues of \( \nabla^2 f(x) \) are bounded above by \( L \), which is called the Lipschitz constant. We also assume that the solution set \( \mathcal{X}^* \neq \emptyset \) and \( f^* \) is the optimal function value. The Polyak-Lojasiewicz inequality is satisfied if for \( \mu > 0 \),

\[
\frac{1}{2} \Vert \nabla f(x) \Vert^2 \geq \mu (f(x) - f^*), \quad \forall x
\]

Applying gradient descent with step size \( \frac{1}{L} \),

\[
x_{k+1} = x_k - \frac{1}{L} \nabla f(x_k)
\]

From Eq. 36, we get,
(a) Eigen-spectrum comparison of MIOv3 from 100th to 500th epoch on CIFAR-10

(b) Eigen-spectrum comparison of SimCLR from 100th to 500th epochs on CIFAR-10

(c) Eigen-spectrum comparison of SimCLR+DCL from 100th to 500th epochs on CIFAR-10

(d) Eigen-spectrum comparison of BYOL from 100th to 500th epochs on CIFAR-10

Fig. 3. Evolution of Eigen-spectrum of MIOv3, SimCLR, SimCLR+DCL and BYOL frameworks. Figures are best visible at 300% scale.

\[ f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + \frac{L}{2} \| x_{k+1} - x_k \|^2 \]

\[ \leq f(x_k) - \frac{1}{2L} \| \nabla f(x_k) \|^2 \]

\[ \leq f(x_k) - \frac{\mu}{L} (f(x_k) - f^*) \]  

(39)

Subtracting \( f^* \) from both sides of Eq. 39, we get,

\[ f(x_{k+1}) - f^* \leq \left( 1 - \frac{\mu}{L} \right) (f(x_k) - f^*) \]  

(40)

Applying Eqn. 40 recursively, we get, the global linear convergence rate as follows,

\[ f(x_{k+1}) - f^* \leq \left( 1 - \frac{\mu}{L} \right)^k (f(x_0) - f^*) \]  

(41)

6.2 Convergence of SGD on Non-Convex Functions

To calculate the rate of convergence of SGD on non-convex functions, we follow the derivation steps followed in [1]. To see how SGD evolves over time, we take \( x = w_t, y = w_{t+1} \) in Eqn. 36, which yields,

\[ f(w_{t+1}) \leq f(w_t) + \langle \nabla f(w_t), w_{t+1} - w_t \rangle + \frac{L}{2} \| w_t - w_{t+1} \|^2 \]  

(42)

Now, we assume that for the samples indicated by the indices \( \xi \), we have an oracle that gives us the gradient \( g(w, \xi) \in \mathbb{R}^d \) at the point \( w \), where \( \xi \) is a random index of a training sample used to calculate the training loss. We also assume that the variance of the stochastic gradient is bounded by as \( \mathbb{E}_{\xi} [\| \nabla f(w) - g(w, \xi) \|^2] \leq \sigma^2 < \infty \) for all \( w \in \text{dom}\nabla f(w) \).

For SGD, the parameter update proceeds as \( w_{t+1} = w_t - \eta_t g(w_t, \xi_t) \), where \( \eta_t \) is the learning rate at time step \( t \). Now, going back to Eqn. 42, and putting \( w_{t+1} - w_t = -\eta_t g(w_t, \xi_t) \), we get,

\[ f(w_{t+1}) \leq f(w_t) - \eta_t \langle \nabla f(w_t), g(w_t, \xi_t) \rangle + \eta_t^2 \frac{L}{2} \| g(w_t, \xi_t) \|^2 \]  

(43)

Taking expectation with respect to \( \xi_t \), keeping \( w_t \) constant, we get
\[\begin{align*}
\mathbb{E}_{\xi_t} \left[ f(w_{t+1}) \right] &\leq \mathbb{E}_{\xi_t} \left[ f(w_t) \right] - \eta_t \mathbb{E}_{\xi_t} \left[ \| \nabla f(w_t) - \nabla f(w_t) \|_2^2 \right] \\
& \quad + \eta_t^2 \mathbb{E}_{\xi_t} \left[ \| g(w_t, \xi_t) \|_2^2 \right] \\
\implies f(w_{t+1}) &= f(w_t) - \eta_t \| \nabla f(w_t) \|_2^2 \\
& \quad + \eta_t^2 \mathbb{E}_{\xi_t} \left[ \| g(w_t, \xi_t) \|_2^2 \right] \\
& \quad + \mathbb{E}_{\xi_t} \left[ \| \nabla f(w_t) \|_2^2 \right] \\
& \quad + \eta_t \| \nabla f(w_t) \|_2^2 \\
& \quad + \eta_t^2 \mathbb{E}_{\xi_t} \left[ \| g(w_t, \xi_t) - \nabla f(w_t) \|_2^2 \right] \\
& \quad + \| \nabla f(w_t) \|_2^2 \\
& = f(w_t) - \left( \eta_t - \frac{\eta_t^2 L}{2} \right) \| \nabla f(w_t) \|_2^2 \\
& \quad + \eta_t^2 \mathbb{E}_{\xi_t} \left[ \| g(w_t, \xi_t) - \nabla f(w_t) \|_2^2 \right] \\
& \quad \leq f(w_t) - \left( \eta_t - \frac{\eta_t^2 L}{2} \right) \| \nabla f(w_t) \|_2^2 \\
& \quad \quad + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2 \\
& \quad \leq f(x_1) - f^* + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2 \\
&\end{align*}\]

In the last line of the above equation, we have used the fact that the variance of the stochastic gradient is bounded above by \( \sigma^2 \). Taking the total expectation and reordering terms, we get,

\[\begin{align*}
\sum_{t=1}^{T} \left( \eta_t - \frac{\eta_t^2 L}{2} \right) \mathbb{E}_t \left[ \| \nabla f(w_t) \|_2^2 \right] \\
&\leq \sum_{t=1}^{T} \left( \mathbb{E}_t \left[ f(w_t) \right] - \mathbb{E}_t \left[ f(w_{t+1}) \right] \right) + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2 \\
&\leq \mathbb{E}_t \left[ f(x_1) \right] - \mathbb{E}_t \left[ f(w_{T+1}) \right] + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2 \\
&\leq f(x_1) - f^* + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2 \\
&\end{align*}\]

### 6.2.1 Optimization with Constant Step Size

The optimization process continues as long as \( \eta_t < \frac{1}{L} \), where \( L \) is the Lipschitz constant. The left-hand side of the above equation will be maximized for \( \eta_t = \frac{1}{L} = \eta \). Hence, putting that value, we have \( \eta_t - \frac{\eta_t^2 L}{2} = \eta - \frac{\eta^2}{2} = \frac{\eta}{2} \). Putting this expression in Eqn. 45, we get

\[\begin{align*}
\sum_{t=1}^{T} \frac{\eta}{2} \mathbb{E}_t \left[ \| \nabla f(w_t) \|_2^2 \right] \leq f(x_1) - f^* + \frac{\sigma^2 L}{2} T \eta^2 \\
\implies \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_t \left[ \| \nabla f(w_t) \|_2^2 \right] \leq \frac{2}{\eta T} (f(x_1) - f^*) + \sigma^2 L \eta \\
&\quad = \frac{2 L}{T} (f(x_1) - f^*) + \sigma^2 \\
&\end{align*}\]

We get an almost convergence result, as the average of the norm of the gradients goes to zero at \( O \left( \frac{1}{T} \right) \). This means that we can expect the algorithm to make fast progress at the beginning of the optimization and then slowly converge once the number of iterations becomes big enough compared to the variance of the stochastic gradients. In case the noise on the gradients is zero, SGD becomes simply gradient descent and it will converge at a rate of \( O \left( \frac{1}{T} \right) \).

### 6.2.2 Optimization with Time-Varying Step Size

Let us consider again Eqn. 45, but with a time-varying learning rate,

\[\sum_{t=1}^{\infty} \eta_t = \infty \quad \text{and} \quad \sum_{t=1}^{\infty} \eta_t^2 < \infty \quad (47)\]

The above conditions ensure that \( \eta_t \to 0 \) as \( t \to \infty \). [5].

With such a choice, we get,

\[\sum_{t=1}^{T} \left( \eta_t - \frac{\eta_t^2 L}{2} \right) \mathbb{E}_t \left[ \| \nabla f(w_t) \|_2^2 \right] \leq f(w_1) - f^* + \frac{\sigma^2 L}{2} \sum_{t=1}^{T} \eta_t^2 < \infty \quad (48)\]

Now, \( \sum_{t=1}^{T} \eta_t^2 < \infty \implies \eta_T \to 0 \). So, there exists \( T_L \) such that \( \eta_t - \frac{\eta_t^2 L}{2} \geq \frac{\eta}{2} \) for all \( t \geq T_L \). Hence,

\[\sum_{t=T_L}^{\infty} \eta_t \mathbb{E}_t \left[ \| \nabla f(w_t) \|_2^2 \right] < \infty \quad (49)\]

This implies that \( \sum_{t=1}^{\infty} \eta_t \| \nabla f(w_t) \|_2^2 < \infty \) with probability 1. From this last inequality and the condition \( \sum_{t=1}^{\infty} \eta_t = \infty \), we can derive that \( \lim_{T \to \infty} \| \nabla f(w_T) \|_2 = 0 \).

Unfortunately, it seems that we proved something weaker than we wanted to. In words, the \( \lim \inf \) result says that there exists a subsequence of \( w_T \) that has a gradient converging to zero.

#### Lemma 6.1

Let \((b_t)_{t \geq 1}, (\eta_t)_{t \geq 1}\) be two non-negative sequences and \((a_t)_{t \geq 1}\) a sequence of vectors in a vector space \( X \). Let \( p \geq 1 \) and assume \( \sum_{t=1}^{\infty} \eta_t b_t^p < \infty \) and \( \sum_{t=1}^{\infty} \eta_t = \infty \). Assume also that there exists \( L \geq 0 \) such that \( |b_{t+r} - b_t| \leq L(\sum_{t=1}^{t+r-1} \eta_t b_t + \sum_{t=1}^{t+r-1} \eta_t a_t) \), where \( a_t \) is such that \( \| \sum_{t=1}^{\infty} \eta_t a_t \| < \infty \). Then, \( b_t \) converges to 0.

[Lemma A.5 in [2], Extension of Proposition 2 in [3]]

Using the above Lemma on \( b_t = \| \nabla f(w_t) \| \), we observe that by the \( L \)-smoothness of \( f \), we have,

\[\begin{align*}
\| \nabla f(w_{t+1}) \| - \| \nabla f(x_1) \| &\leq \| \nabla f(w_{t+1}) - \nabla f(x_1) \| \\
&\leq L \| w_{t+1} - x_1 \| + \sum_{i=t}^{t+1} \eta_i |g(x_i, \xi_i)| \\
&\leq L \| w_{t+1} - x_1 \| + \sum_{i=t}^{t+1} \eta_i \| \nabla f(x_i) + g(x_i, \xi_i) - \nabla f(x_i) \| \\
&\leq L \| \sum_{i=t}^{t+1} \eta_i \| \nabla f(x_i) \| + L \| \sum_{i=t}^{t+1} \eta_i (g(x_i, \xi_i) - \nabla f(x_i)) \| \\
&\end{align*}\]

(50)
The assumptions and the reasoning above imply that, with probability 1, \( \sum_{t=1}^{\infty} \eta_t \| \nabla f(w_t) \| < \infty \). This also suggest to set \( \eta_t = \theta(x_t, x_i) - \nabla f(x_t) \). Also, we have, with probability 1, \( \sum_{t=1}^{\infty} \eta_t a_t \| < \infty \), because \( \sum_{t=1}^{T} \eta_t a_t \) for \( T = 1, 2, \ldots \) is a martingale, i.e., the conditional expectation of the next value in the sequence is equal to the present value, regardless of all prior values. The variance is also bounded by \( \sigma^2 \sum_{t=1}^{\infty} \eta_t^2 < \infty \). Hence, \( \sum_{t=1}^{T} \eta_t a_t \) for \( T = 1, 2, \ldots \) is a martingale in \( L^2 \), so it converges in \( L^2 \) with probability 1. Overall, with probability 1, the assumptions of Lemma 6.1 are verified with \( p = 2 \).

Finally, we proved that the gradients of SGD do indeed converge to zero with probability 1. This means that with probability 1 for any \( \epsilon > 0 \) there exists \( N_\epsilon \) such that \( \nabla f(w_t) \leq \epsilon \) for \( t \geq N_\epsilon \).

### 6.2.3 Step Size with Cosine Annealing Decay

Before proceeding further, we explore the results for step sizes decaying according to a cosine annealing schedule,

\[
\eta_t = \eta_{min} + \frac{1}{2}(\eta_{max} - \eta_{min}) \left( 1 + \cos \left( \frac{t}{T} \pi \right) \right) \text{ with } \eta_{min} = 0.
\]

Using cosine annealing step size schedule,

\[
\sum_{t=1}^{\infty} \eta_t \to \infty \text{ and } \sum_{t=1}^{\infty} \eta_t^2 < \infty \tag{51}
\]

Thus, the criteria for convergence still holds for cosine annealing step size schedule. Also, \( \sum_{t=1}^{\infty} \eta_t \) grows faster than \( \sum_{t=1}^{\infty} \eta_t^2 \). However, for finite training periods, \( \eta_t = 0 \) for \( t > T \). Hence, under this condition, we will always have, \( \sum_{t=0}^{T} \eta_t \mathbb{E}_t [\| \nabla f(w_t) \|_2^2] < \infty \) and \( \sum_{t=0}^{T} \eta_t \mathbb{E}_t [\| \nabla f(w_t) \|_2^2] < \infty \). As mentioned before, the aforementioned statement gives rise to a very weak condition for convergence.

In other words, the parameter space \( \mathcal{P} \) and the gradient space \( \mathcal{G} \), both being a Hausdorff space with complete normed metric \( \| \cdot \| \), the sequence of parameters \( \{ P_t \}_{t=1}^{\infty} \) converge within a Ball of radius \( r \in \mathbb{R}^\mathcal{P} \). Hence, under the assumption of global \( L \)-Lipschitz continuity, i.e., \( \sum_d \theta_{tn} < \infty \) and \( \sum_{w \in \mathcal{P}} w < \infty \), we can infer that \( \| \nabla f(x) \|_{t=T} \leq \epsilon \) for \( \epsilon > 0 \).

### 6.2.4 Empirical Observation:
From the eigen-spectrum plots in the manuscript, we can observe that the eigen-spectrum consists of both positive and non-positive eigenvalues. This indicates that convergence does not actually occur after 200 epochs of training in SSL frameworks. Although the gradient \( \| \nabla f(x) \| \) may be non-zero, the decrease in step size causes the parameter update to converge to zero. Hence, a premature convergence occurs at a strict saddle point.

### 7 Comparison of Binary Contrastive Loss with Other Losses

#### 7.1 Comparison by performance in down-stream task
In Self-supervised learning (SSL), each sample is considered to be a class in its own right. The objective of self-supervised learning is to learn representation from the data, such that the feature vectors of semantically-different classes in the latent feature space are linearly separable. In other words, the base encoder \( f \) is trained to learn separating hyperplanes between \( N \) convex sets in the latent feature space, where \( N \) is the inherent number of classes. Ideally, samples from each class are mapped to a closed convex set in the latent feature space.

The linear separability of convex sets in the latent feature space dictates the accuracy in linear probing or kNN classification tasks, as generally done to evaluate the quality of representations learned by SSL frameworks. In other words, kNN classification accuracy or linear probing classification determines, how well the class-specific convex sets in the latent feature space can be separated by hyperplanes. That being said, the final parameter state \( \mathcal{P}_{f_A} \) of the base encoder of framework \( A \), can be compared to the final parameter state \( \mathcal{P}_{f_B} \) of the base encoder of framework \( B \), by investigating the linear separability of the mapped feature vectors in the latent space.

Hence, in this work, we use 200-NN classification accuracy as a metric to measure the linear separability of the features in the latent space of the base encoder.

### 7.2 Comparative Analysis of Loss Functions
In this section, we identify and segregate the components of different loss functions used in self-supervised learning into two categories: Attracting and Repulsing terms. The attracting term refers to the term which on being optimized, brings the two samples in a positive pair closer. On the other hand, the repulsing term refers to the term, on being optimized pushes the samples in a negative pair away from each other. The comparative analysis is presented in Table 2. The description of each term used in the table is given in Table 1.

### 8 Contrastive Loss

#### 8.1 InfoNCE Loss Function
In InfoNCE based contrastive learning framework, each sample is treated as a separate class. The learning principle generally involves maximizing the similarity between two augmented versions of a sample comprising a positive pair and minimizing the similarity between samples in a negative pair. Feature vectors of samples in a positive pair are mapped close to each other in the feature space, whereas feature vectors of samples are pushed away in the case of negative pair. This allows the encoder to learn transformation and context invariant representations such that the feature vectors obtained from samples of different classes are easily separable in the feature space.

The InfoNCE [4] loss function is the negative of the expected logarithm of the probability of correctly predicting the positive pair. The InfoNCE [4] loss function \( \mathcal{L}_{C} \) is generally used in the form given below
TABLE 1

Description of notations used in the different loss functions given in Table 2.

| Frameworks       | Description of Notations in Loss Functions                                                                 |
|------------------|-----------------------------------------------------------------------------------------------------------|
| **SimCLR**       | **Notations Used:** \(x^+, (x^+, x_k), (x^+, x_i), C^+_{+}, C^+_{+}/C^+_{i}\)                             |
|                  | **Frameworks**                                                                                           |
| \(x^+\)         | Anchor Sample                                                                                           |
| \((x^+, x_k)\)  | Positive Pair                                                                                            |
| \((x^+, x_i)\)  | Negative Pair                                                                                            |
| \(C^+_{+}/C^+_{i}\) | Cosine Similarity of samples in Positive / Negative Pair                                               |
| **BYOL**        | **Notations Used:** \((x_i, x_j), \theta, \xi, z^\theta_i, q_\theta(z^\theta_i), z^\xi_j\)            |
| \((x_i, x_j)\)  | Positive Pair                                                                                            |
| \(\theta\)      | Parameters of Online Encoder                                                                              |
| \(\xi\)         | Parameters of Target Encoder                                                                             |
| \(z^\theta_i\)  | Output features obtained from the projector of the online encoder for the sample \(x_i\)              |
| \(z^\xi_j\)     | Output features obtained from the projector of the target encoder for the sample \(x_j\)               |
| \(q_\theta\)    | Projector of the Online Encoder                                                                         |
| \(q_\theta(z^\theta_i)\) | Output features obtained from the predictor of the online encoder for the sample \(x_i\) |
| **MIOv1/MIOv2/MIOv3** | **Notations Used:** \((x_i, x_{i+N}), (x_k, x_i), C_{i,j}\)                             |
| \((x_i, x_{i+N})\) | Positive Pair                                                                                            |
| \((x_k, x_i)\)  | Negative Pair                                                                                            |
| \(C_{i,j}\)     | Cosine Similarity between the samples \(x_i\) and \(x_j\)                                              |

\[\mathcal{L}_C = - \mathbb{E}_{(x^+, x_k) \in \mathcal{X}^+_+} \left[ \ln \frac{e^{C_{+,k}}}{\sum_{i=1}^{N} e^{C_{+,i}}} \right] \]  \hspace{1cm} (52)

where \(C_{i,j}\) is the cosine similarity between two feature vectors denoted by \(z\) obtained by passing \(x\) through the encoder and the projector. Furthermore, \(\mathcal{X}^+_+\) and \(\mathcal{X}^-\) are the sets of all positive pairs and negative pairs, respectively, on \(\mathbb{R}^n \times \mathbb{R}^n\). Also, \(\tau\) is the temperature parameter. \((x^+, x_k)\) and \((x^+, x_i)\) are samples obtained from \(\mathcal{X}^+_+\) and \(\mathcal{X}^-\), respectively, where \(x^+\) is the anchor sample.
### TABLE 2
Comparison of components of loss functions used in different self-supervised algorithms

| Method   | Loss Function | Attracting Term | Repulsing Term |
|----------|---------------|-----------------|----------------|
| SimCLR   | $L_C = -E_{(x^+, x_k) \in \mathcal{X}^+} \left[ \ln \frac{e^{C_{i,k}}}{1 + e^{C_{i,k}}} \right]$ | $-E_{(x^+, x_k) \in \mathcal{X}^+} \frac{C_{i,k}}{\tau}$ | $E_{(x^+, x_i) \in \mathcal{X}^-} \ln \left( \sum_{i=1}^{N} e^{\frac{C_{i,i}}{\tau}} \right)$ |
| MoCoV2   | $L_C = -2E_{(x_i, x_j) \in \mathcal{X}^+} \left[ \frac{<q_{\theta}(z^+_i), z^+_j>}{\|q_{\theta}(z^+_i)\| \|z^+_j\|} \right]$ | $-2E_{(x_i, x_j) \in \mathcal{X}^+} \left[ \frac{<q_{\theta}(z^+_i), z^+_j>}{\|q_{\theta}(z^+_i)\| \|z^+_j\|} \right]$ | - |
| BYOL     | $L_C = -E_{(x_i, x_j) \in \mathcal{X}^+} \left[ \ln \left( \frac{1}{1+e^{-C_{i,j}}} \right) \right]$ | $-E_{(x_i, x_j) \in \mathcal{X}^+} \left[ \ln \left( \frac{1}{1+e^{-C_{i,j}}} \right) \right]$ | $-E_{(x_k, x_l) \in \mathcal{X}^-} \left[ \ln \left( \frac{1}{1+e^{-C_{k,l}}} \right) \right]$ |
| MIOv1    | $-E_{(x_k, x_l) \in \mathcal{X}^-} \left[ \ln \left( \frac{1}{1+e^{-C_{k,l}}} \right) \right]$ | $-E_{(x_k, x_l) \in \mathcal{X}^-} \left[ \ln \left( \frac{1}{1+e^{-C_{k,l}}} \right) \right]$ | - |
| MIOv2    | $-E_{(x_i, x_j) \in \mathcal{X}^+} \frac{C_{i,j}}{\tau} - E_{(x_k, x_l) \in \mathcal{X}^-} \ln \left( \frac{1}{1+e^{-C_{k,l}}} \right)$ | $-E_{(x_i, x_j) \in \mathcal{X}^+} \frac{C_{i,j}}{\tau}$ | $-E_{(x_k, x_l) \in \mathcal{X}^-} \ln \left( \frac{1}{1+e^{-C_{k,l}}} \right)$ |
| MIOv3    | $-E_{(x_i, x_j) \in \mathcal{X}^+} \frac{C_{i,j}}{\tau} - E_{(x_k, x_l) \in \mathcal{X}^-} e^{-C_{k,l}}$ | $-E_{(x_i, x_j) \in \mathcal{X}^+} \frac{C_{i,j}}{\tau}$ | $-E_{(x_k, x_l) \in \mathcal{X}^-} e^{-C_{k,l}}$ |
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