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Abstract

Indirect excitons – pairs of electrons and holes spatially separated in semiconductor bilayers or quantum wells – are known to undergo Bose-Einstein condensation and to form a quantum fluid. Here we show that this superfluid may crystallize upon compression. However, further compression results in quantum melting back to a superfluid. This unusual behavior is explained by the effective interaction potential between indirect excitons which strongly departs from a dipole potential at small distances due to many-particle and quantum effects. Based on first principle path integral Monte Carlo simulations, we compute the complete phase diagram of this system and predict the relevant parameters necessary to experimentally observe exciton crystallization in semiconductor quantum wells.

PACS numbers: 71.35.Lk, 03.75.Hh, 05.30.Jp

I. INTRODUCTION

Quantum coherence of bosonic particles is one of the most striking macroscopic manifestations of the laws of quantum mechanics governing the microworld. The discovery of Bose-Einstein condensation in atomic vapor [1] was followed by the observation of condensation of bosonic quasiparticles in condensed matter – excitons. Here we mention early claims (though highly controversial) for three-dimensional (3D) semiconductors [2] electron bilayers in a quantizing magnetic field [3] exciton-polaritons in microcavities [4] and so-called indirect excitons formed from spatially separated electrons and holes [5]. Not only the bosonic gas phase was observed but also the formation of a quantum Bose liquid – an exciton superfluid with its peculiar loss of friction – could recently be verified [6]. Thus it is tempting to ask whether there exists also a solid phase of bosons.

The key properties of a crystal are particle localization and long-range spatial ordering. To achieve spontaneous crystallization requires to find a Bose system with sufficiently strong and long range pair interaction (here we do not consider particle localization induced by an external field in an optical lattice or cavity [7,8]). However, the vast majority of previous experimental investigations have been performed in the regime of weak nonideality, where the interaction energy is small compared to the quantum kinetic energy. Therefore, promising candidates for a bosonic solid are atoms or molecules with dipole interaction [9] or excitons. Here, indirect excitons offer a number of attractive features: a strong dipole-type interaction, the suppression of biexciton or trion formation, the comparatively long radiative life time (on the order of microseconds) and the external controllability of the density and dipole moment via an electric field perpendicular to the quantum well plane [10,11,12].

In this paper we present clear evidence for the existence of a crystal of indirect excitons in semiconductor quantum wells. We compute its full phase diagram and reveal the parameters for its experimental verification. Our predictions are based on first principle path integral Monte Carlo (PIMC) simulations. But in contrast to previous quantum Monte Carlo studies which predicted crystallization in model systems such as electron-hole bilayers [13,14] or two-dimensional dipole systems [17,18] here we use realistic parameters typical for indirect excitons. In particular, we fully take into account the finite quantum well width, the composite character of the excitons and the different masses of electrons and holes. This turns out to be of crucial importance for the exciton-exciton interaction which strongly departs from a dipole potential at small distances. As a direct consequence we observe that the exciton crystal exists only in a finite density interval and undergoes quantum melting both at high and low density. Furthermore – when the exciton superfluid crystallizes to form a solid, quantum coherence is lost abruptly, i.e. there is no supersolid exciton phase.

This paper is organized as follows. In Sec. II we introduce the system of indirect excitons and present its reduced quasi-2D description. In Sec. III the effective exciton-exciton interaction potential is derived and its accuracy is verified. In Sec. IV we present our simulation results and the phase diagram of indirect excitons. Finally, we draw our conclusions in Sec. V.

II. MODEL

We consider a semiconductor quantum well (QW) of width L containing $N_e = N_h$ electrons and holes in the conduction and valence band, respectively, which are created by an optical pulse [19]. Application of an electrostatic field of strength $E$ perpendicular to the QW plane created e.g. by a tip electrode allows to spatially separate electrons and holes to different edges of the QW. By varying $E$ this separation can be changed between 0 and $L$ giving rise to a variable dipole moment $d$. At the same time, the field also provides lateral confinement and a variable particle density, via the quantum confined Stark effect, for details of the setup, see K. Sperlich et al. [12]. Finally, the system is kept in thermal equilibrium at a finite temperature $T$ which does not exceed a few percent of the binding energy of an electron-hole pair, thus all electrons and holes will be bound in $N = N_e$ indirect excitons [20].

The thermodynamic properties of this system are fully described by the density operator of $N_e$ electrons and $N_h$ holes,
### III. EFFECTIVE INTER-EXCITON INTERACTION

To verify the approximation (4) and the validity of the potential \( V^{\text{QW}} \) we consider the two-exciton (biexciton) problem. We define the exciton interaction energy as the energy difference of a biexciton and two single excitons, \( E_{XX}(r_{hh}) = E_{2X}(r_{hh}) - 2E_X \), which depends parametrically on the distance between the holes in a biexciton problem, \( r_{hh} = |R_1 - R_2| \).

The distance \( r_{hh} \) remains a well defined quantity also at small inter-exciton separations, when a strong overlap of the exciton wavefunctions and particle exchange takes place. In this case the com distance is not physical. The substitution of \( r_{ij} \) in Eq. (4) by \( r_{hh} \) can be justified as follows.

Similar to the hydrogen problem, the single exciton wave function can be factorized into the com and the relative part

\[
\Psi(r, R) = \Psi_c(R^0) \Psi_r(|r - R|),
\]

with

\[
R^0 = \frac{m_e}{m_X} r + \frac{m_h}{m_X} R, \quad m_X = m_e + m_h, \tag{5}
\]

where the vectors \( r, R \) and \( R^0 \) denote the electron, hole and com coordinates, respectively.

The relative part \( \Psi_r \) can be found by solving a single particle problem with the reduced mass \( \mu = m_e m_h/(m_e + m_h) \) in the potential, \( V_d = -e^2/\sqrt{|r - R|^2 + d^2} \), where the z-direction is taken into account explicitly by the exciton dipole moment \( d \). For the spatially indirect exciton we approximate

\[
V_d |_{r < d} = -\frac{e^2}{\sqrt{r^2 + d^2}} \approx -\frac{e^2}{d^2}(1 - \frac{r^2}{2d^2} + \ldots), \tag{7}
\]

i.e. the leading term of the expansion describes a harmonic oscillator and the relative part near the exciton origin decays as a Gaussian. Now, using the definition of \( R_0 \) and the substitution, \( (r - R) = \gamma m_e (R^0 - R) \) with \( \gamma_m = m_X/m_e \), the relative part can be expressed solely in terms of the hole coordinate (keeping the com coordinate \( R^0 \) as a fixed parameter)

\[
\Psi(r, R) = \Psi_c(r, R) \Psi_r(R, R^0), \tag{9}
\]

where the relative part \( \Psi_r \) contains a factor \( \gamma^2_m \) in the exponent, \( \Psi_r^{H}(r) \big|_{r = |R_0 - R|} \propto e^{-\gamma_m r^2/2} \). For a typical electron-hole mass ratio in semiconductors, \( \gamma_m \sim 2 \ldots 4 \), we conclude, that the hole is well localized around the com. This allows to make a second step.

We treat the excitons in the Born-Oppenheimer (BO) approximation and apply the adiabatic transformation for the spatial part of the full wavefunction (Spin degree of freedom are omitted in the present analysis, as this requires a significantly more elaborated simulations). The model used for the exciton interaction potential, is assumed to have a significantly larger effect on the results, when the spin fluctuations in the ferromagnetic phase \( h \) can be justified as follows.

\[
\Psi_{XX} = \frac{1}{(2l)^2} \sum_{P_r,R_h} (\pm 1)^{\delta P_r + \delta R_h} \Psi_c(\hat{P}_r r_1, \hat{P}_r r_2, R_1, R_2) \times \Psi_h(\hat{P}_h R_1, \hat{P}_h R_2), \tag{10}
\]
which can be symmetric or antisymmetric depending on the symmetry of the spin part. The action of the electron and hole permutation operators, \( \hat{P}_{ehb} \), explore all exchange possibilities (excluding the electron-hole exchange). Within this ansatz one can self-consistently solve the Schrödinger equations

\[
\hat{H}_e \psi_e^{(n)}(r_1, r_2, R_1, R_2) = E_e^{(n)}(R_{12}) \psi_e^{(n)}(r_1, r_2, R_1, R_2),
\]

and holes

\[
\left[ \hat{H}_h + E_e^{(n)}(R_{12}) \right] \psi_h^{(m)}(R_1, R_2, R_1^0, R_2^0) = E_2^{(m)} \psi_h^{(m)}(R_1, R_2, R_1^0, R_2^0),
\]

where

\[
\begin{align*}
\hat{H}_e &= \sum_{i=1,2} \left[ \hat{\mathbf{p}}_e^2 + V_{eh}(r_i - R_1) + V_{eh}(r_i - R_2) \right] \\
+ V_{ee}(r_1 - r_2), \\
\hat{H}_h &= \sum_{j=1,2} \hat{T}_h^{(1)} + V_{hh}(R_{12}), \\
\hat{T}_{eh} &= -\frac{\hbar^2 \nabla^2}{2m_{eh}},
\end{align*}
\]

with \( n, m \in \{ A, S \} \) being defined by the symmetry of the electron (hole) wavefunction, and \( E_e^{(n)} \) being an additional mean-field electron potential influenced by the holes in the biexciton.

If the holes are treated as infinitely heavy\(^{23}\) the numerical solution of Eq. (12) is not necessary and the biexciton energy can be decomposed, \( E_{2X} = E_e^{(n)}(r_{hh}) + V_{hh} \), with \( V_{hh} = e^2/|r_{hh}| \). The electron contribution \( E_e^{(n)} \) is the solution for a singlet (triplet) state

\[
\begin{align*}
\left[ \sum_{j=1,2} \left( -\frac{\hbar^2 \nabla^2}{2m_e} + V_{eh}(r_i) \right) + \frac{e^2}{r_1 - r_2} \right] \Psi_e^{S/A} &= E_e^{S/A} + 2E(X) \Psi_e^{S/A},
\end{align*}
\]

where

\[
V_{eh}(r_i) = \sum_{j=1}^2 \frac{2}{\sqrt{(r_i + R_j)^2} + d^2},
\]

with the holes located at \( R_{1,2} = \pm \frac{1}{2} r_{hh} \). This equation has been solved numerically for an experimentally feasible e-h separation \( d = 13.3a_B \). A first observation is that, the energy \( E_e(m_h \to \infty) \) is not sensitive to \( r_{hh} \), once \( r_{hh} \lesssim d \), see Fig. 1a. This is understood from the behavior of the electron density (see Fig. 1a): in all cases the electron cloud extends well beyond \( r_{hh} \), which is a result of the shallow interaction potential, \( V_{eh}(r) \), of an electron with the two holes for \( r_{hh} < d \), and the strong e-e repulsion that keeps the electrons at an average distance \( \tilde{r} \sim 20a_B \) apart, practically independent on the hole-hole separation. This behavior is evident from the pair distribution function \( g(r_{ee}) \), see Fig. 1a. Consequently, for a large exciton dipole moment, we observe no noticeable difference in the energy of the symmetric and antisymmetric states, merging into a single curve \( E_e(m_h \to \infty) \), see Fig. 1a. With these results we can now analyze \( E_{XX}(r_{hh}) \), cf. red dashed line in Fig. 1a. At large distances, \( r \gtrsim d \), \( E_{XX} \) practically coincides with the classical dipole potential, \( V_D = d^2/r^3 \), so we expect the system to behave like 2D polarized dipoles, at low densities. At smaller distances, \( r < d \), however, \( E_{XX} \) essentially follows a Coulomb potential which arises mainly from the hole-hole repulsion. Finally, for \( r \ll d \), the interaction energy shows an unphysical Coulomb singularity originating from the assumption of an infinite hole mass. In real systems, \( E_{XX} \) is expected to be softer, approaching a finite value at zero distance, due to quantum diffraction and exchange effects, similar to behavior of the Kelbg potential in 3D electron-ion plasmas\(^{22,26} \). Therefore, we proceed with the generalization of the model for a finite hole mass.

In the situation with a large dipole moment, as considered in Fig. 1a, the interaction energy is positive at all distances and, hence, no bound states (biexcitons) are formed. This originates from the positive eigenvalues of the Schrödinger equation for the holes\(^{12} \). Therefore, evaluation of the interaction energy should not be limited only to the ground state solution of Eq. (12), but should include contribution of all states, including the continuum.\(^{23} \) This can be done directly via the
two-particle partition function $Z_2$,

$$Z_2(\beta, r_{hh}) = \int d\mathbf{R}_1 d\mathbf{R}_2 \rho(\mathbf{R}_1, \mathbf{R}_2; \mathbf{R}_1, \mathbf{R}_2; \beta)$$

\begin{equation}
\times \delta (|\mathbf{R}_1 - \mathbf{R}_2| - r_{hh}), \tag{18}
\end{equation}

the density matrix, and the thermodynamic energy estimator

$$E(r_{hh}) = -\frac{\partial}{\partial \beta} \ln Z_2(\beta, r_{hh}). \tag{19}$$

Here, $Z_2$ parametrically depends on the distance $r_{hh}$ between the particles. Applied to the case of two holes in the biexciton ($E = E_{2\chi}$), the density matrix is the solution of the two-body Bloch equation with the Hamiltonian, $\hat{H}_B + E_c^{(a)} (|\mathbf{R}_1 - \mathbf{R}_2|)$, see Eq. (12), which can be factorized into the form free particle density matrix and the relative part

$$\rho(\mathbf{R}_1, \mathbf{R}_2; \mathbf{R}_1', \mathbf{R}_2'; \beta) = \rho_F(\mathbf{R}_1, \mathbf{R}_2'; \beta) \rho(r_{hh}, r_{hh}'; \beta), \tag{20}$$

where

$$\rho(r_{hh}, r_{hh}'; \beta) \equiv \rho_F(r_{hh}, r_{hh}'; \beta) e^{-U^{\text{eff}}(r_{hh}, r_{hh}'; \beta)}. \tag{21}$$

Here $U^{\text{eff}}$ is the effective pair action introduced in a way that at large distances and (or) high temperatures it reduces to $\beta (e^2/|r_{hh}| + E_c^{(a)}(r_{hh}))$. Substituted in Eq. (18)-(19) we obtain

$$E_{2\chi}(r_{hh}; \beta) = \tilde{k}_B T + \left( \tilde{k}_B T + \frac{\partial}{\partial \beta} U^{\text{eff}}(r_{hh}, r_{hh}; \beta) \right), \tag{22}$$

where the first term accounts for the core kinetic energy (in 2D). For spherically symmetric potentials the effective action and its temperature derivative can be evaluated with the matrix-squaring technique. The resulting interaction energy, $E_{2\chi}(r_{hh}; \beta) = E_{2\chi}(r_{hh}; \beta) - E_{\chi}(\beta)$, evaluated at the temperature $1/\beta = 10^{-3} \text{Ha}^*$ is shown in Fig. 1a by the red solid line. Quantum effects arising from the finite hole mass (e.g. for the ZnSe-based QWs, $m_h/m_e \approx 2.46$) strongly affect the interaction energy $E_{2\chi}$ for $r < 3a^*_n$, which consequently approaches a finite value at zero distance.

For final comparison, we compute the exciton interaction energy by PIMC simulations using the Hamiltonian [4]. We used two bosonic excitons of mass $m_{ex}$ in periodic boundary conditions. The result, $\langle E_{XX} \rangle$, as a function of the average inter-exciton distance, $\langle r \rangle = \int d\mathbf{r} g(r) (\int d\mathbf{r} g(r))^{-1}$, evaluated via the exciton pair distribution function $g(r)$, is shown in Fig. 1b by the solid squares. This quantity agrees well with the finite-mass BO solution, $E_{XX}$, for $r_{hh} > 5a^*_n$, and confirms applicability of both models in the density range where we predict formation of the excitonic crystal. The deviations being noticeable at smaller distances are outside the density range used in the present analysis.

### IV. SIMULATION RESULTS

Using PIMC simulations with $\hat{\rho}^N_N$ and the Hamiltonian [4] the thermodynamic properties of the $N$ strongly correlated excitons can be efficiently computed with full account of all interactions, quantum and spin effects, without further approximations. Below we use atomic units, i.e. lengths will be given in units of the electron Bohr radius, $a_B^* = \hbar^2/(e^2 m_e)$, and energies in units of the electron Hartree, $\text{Ha}^* = e^2/(e a_B^*)$. Of central importance for the crystallization is the coupling (non-ideality) parameter, i.e. the ratio of interaction energy to kinetic energy. For a quantum system with Coulomb (dipole) interaction it is given by the Brueckner parameter $r_s$ (the dipole coupling parameter $D$),

$$r_s = \frac{a}{a_B^*} \sim n^{-1/2}, \quad D = \frac{M_X}{m_e} \frac{1}{\sqrt{\pi r_s}} \frac{d^2}{a_B^*} \sim n^{1/2},$$

where $a$ is the mean inter-particle distance and $n$ the exciton density. Note the opposite scaling of $r_s$ and $D$ with density.

We perform 2D grandcanonical PIMC simulations with periodic boundary conditions and extract the results for the canonical ensemble with $N = 60 \ldots 500$ excitons. To map out the phase diagram we scan a broad parameter range spanning three orders of magnitude of density and temperature. We first obtain the phase diagram for a fixed value of the dipole moment, corresponding to $d = 13.3 a_B^*$, and after that analyze in Sec. [VB] how the crystal phase boundary changes when $d$ is varied.

#### A. Spatial ordering of excitons

To detect crystallization we compute the exciton pair distribution function [PDF], $g(r)$. This function is homogeneous in...
an ideal gas, whereas in the fluid and crystal phase it exhibits increasing modulations which signal localization and spatial ordering. Typical examples of $g(r)$ are displayed in the top rows of Figs. 2 and 4 and show clear evidence of exciton localization. The existence of the translational long-range order (LRO) is detected from the asymptotic behavior of the angle-averaged function $g(r)$ for large $r = |\mathbf{r}|$. In 2D a possible freezing scenario is given by the Kosterlitz-Thouless-Nelson-Halperin-Young (KTNHY) theory (see the overview\textsuperscript{33}), predicting an exponential (algebraic) decay of the peak heights of $g(r)$ above (below) the melting temperature. Indeed, our simulations find some support for this scenario, see bottom left part of Fig. 2.

The existence of angular hexagonal LRO follows from the asymptotic behavior of the bond angular correlation function,

$$g_\text{a}(r) = \langle \psi^*(\mathbf{r}) \psi(0) \rangle,$$

with $\psi_0(r_k) = n_k^{-1} \sum_{l=1}^{n_k} e^{i\Theta_k l}$, where $n_k$ is the number of nearest neighbors of a particle located at $r_k$, and $\Theta_k l$ is their angular distance. We observe a change from an exponential asymptotic of $g_\text{a}$ to a constant which is the expected behavior for a liquid-solid transition, see bottom right part of Fig. 2. There are some indications for the existence of an excitonic phase – coexistence of angular quasi-LRO (algebraic decay) and missing translational LRO in a narrow temperature interval, see curves for $k_B T = 1.05 \cdot 10^{-3} \text{Ha}^*$ and $k_B T = 1.25 \cdot 10^{-3} \text{Ha}^*$.

In addition we performed a Voronoi analysis, which provides access to local distortions of the hexagonal symmetry of the lattice. The average fraction of particles (the probability) with a number of nearest neighbors deviating from 6 is referred to as the defect fraction, i.e. $(1 - P_6)$. The results of Fig. 3 explore the nature of the melting transition at constant density. We observe a sharp increase of the number of defects at the melting point which is in disagreement with the KTNHY scenario. A possible alternative to the KTNHY is a first order solid-liquid phase transition, with an exponential decay of $g_\text{a}(r)$. However, the latter was not observed in our simulations, possibly, due to a limited system size ($N \sim 500$). The constructed Voronoi map for different particle configurations, shows the accumulation of the defects at the boundaries between few crystallites. A similar picture, but for a significantly larger classical system ($N \sim 10^6$) has been recently reported and the transition was proved to be of the first order.\textsuperscript{23} If that system was equilibrated sufficiently long, the intermediate hexatic phase completely vanished. With our data for the limited particle numbers we can not give a confident answer whether we observe a discontinuous transition in the present system.

B. Exciton quantum coherence. Superfluidity

After analyzing emergence of spatial ordering let us turn to the quantum coherence properties of nonideal indirect excitons. In a 2D Bose system cooling leads to sudden emergence of coherence in the liquid phase – the normal fluid – superfluid transition. The phase boundary is governed by the Berezinskii-Kosterlitz-Thouless (KT) scenario and is given by the condition $\chi = 4/\gamma_s$ for the exciton quantum degener-
Correspondingly, there exist two triple points, at the upper left
ent phases: a normal fluid, a superfluid and a crystal phase
havior (below). While classical excitons exist only in a fluid
or gas) phase the quantum region is composed of three differ-
horizonal dashed line. (b) System size dependence of
(T) for three densities: \( n a_B^2 = 5 \cdot 10^{-3}, 10^{-2} \) and \( 2 \cdot 10^{-2} \).
Values of \( T_{KT} \) are rescaled to fit into a single plot.

\[
\gamma_s = \frac{m_X}{N \hbar^2 \beta} (W^2), \quad W = \sum_{i=1}^{N} \int_{0}^{\beta} \, dt \, dr_i(t) \frac{dr_i(t)}{dt}.
\]

Typical simulation results for \( \gamma_s \) are shown in the bottom part of Fig. 4.

Figure 5 illustrates the computation of the winding number
racteristic for triangles are from. Vertical dashed lines (\( D = 17 \pm 1 \) and
\( r_s = 9.4 \pm 0.3 \)) indicate the two density induced quantum freezing (melting) transitions. Filled symbols mark the two triple points. The normal fluid–superfluid phase boundary is marked by the red line and is below the ideal estimate \( T_{KT} \) according to Eq. (24). The line \( T_{B} \) marks the freezing transition of a classical 2D dipole system. The e-h plasma phase is beyond the present analysis.

**C. Phase diagram of indirect excitons**

We now summarize our findings in the complete phase di-
gram of indirect excitons in the density–temperature plane
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\[
T_{KT}(n_s) = \frac{\pi}{2} n_s \frac{m_n}{m_X} Ha^*.
\]
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\[
\chi = \frac{n a_B}{N a_B^2} (W^2), \quad W = \sum_{i=1}^{N} \int_{0}^{\beta} \, dt \, dr_i(t) \frac{dr_i(t)}{dt}.
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Interacting and the possibility to achieve strong nonideality by controlling the dipole moment with an external electric field. Based on first principle PIMC simulations we have computed the complete phase diagram in the region of the exciton crystal. (Quasi-)Long range crystalline order and macroscopic quantum coherence are found to be incompatible in an exciton crystal – there is no supersolid phase, as long as the crystal is free of defects.

A. Experimental realization

The results presented above were computed for \( d = 13.3 a_B^\ast \). Using values from Ref\[23\] this dipole moment can be achieved in a ZnSe quantum well of width \( L \approx 50 \text{ nm} \) or a GaAs quantum well with \( L \approx 148 \text{ nm} \), both at an electric field strength of \( E = 20 \text{kV/cm} \). The density interval for the exciton crystal is estimated as \( 1.3 \cdot 10^9 \text{ cm}^{-2} \ldots 3.6 \cdot 10^9 \text{ cm}^{-2} \) for GaAs and \( 8.2 \cdot 10^8 \text{ cm}^{-2} \ldots 3.8 \cdot 10^{10} \text{ cm}^{-2} \) for ZnSe. An estimate for the maximum temperature where the crystal can exist is obtained from the classical dipole melting curve,

\[
k_B T_{\text{dip}} = c \frac{d^2}{a_B^2} \left( na_B^2 \right)^{3/2} \text{Ha}^\ast,
\]

where \( c \approx 0.09 \)\[39\] and the critical density \( n_c a_B^{42} = 0.0036 \) is being used. Taking into account that this value is approximately a factor 2 too high, cf. Fig. 6 we obtain the estimates \( k_B T_{\text{max}} = 0.17 \text{K} \) (GaAs) and \( k_B T_{\text{max}} = 0.78 \text{K} \) (ZnSe). These parameters are well within reach of current experiments. A particular advantage is that the upper density limit for exciton crystallization is a factor 16 higher than the threshold for an electron Wigner crystal \( (r_s \approx 37) \). A suitable diagnostics for the excitonic crystalline phase can be Bragg scattering\[43\].

B. Dependence of the quantum well width

Let us now analyze the dependence of the phase diagram on the dipole moment \( d \). In semiconductor quantum wells the dipole moment can be varied in a broad range by varying the QW width \( w \) and the electric field strength. As shown in Fig. 7 an increase of \( d \) reduces the lower density limit of the crystal phase whereas the upper boundary remains unchanged. Thus, the crystal phase expands with \( d \), the maximum temperature \( T_{\text{max}} \) grows quadratically, cf. Eq. (26) and Fig. 7. Finally, there exists a minimum value \( d_c = 9.1 a_B \) where the two limiting densities converge, and the exciton crystal phase vanishes.

C. Outlook

Let us now briefly discuss effects which have been neglected by the present model, most importantly, disorder and thermal relaxation.

To reduce the effect of the exciton localization at surface imperfections we considered the model of a single wide QW...
(\(L > 400 \text{Å}\)). This allows us to completely neglect the effect of 1 monolayer well width fluctuations on the exciton binding energy and localization. Some quantitative analysis can be found in A. Filinov et al.\(^{[19]}\) In our case, the in-plane size of the exciton wavefunction is comparable to the dipole moment \(d = 13.3a^*_0 \approx 400 \text{Å}\) and is, therefore, of the order of the characteristic lateral size of the interface fluctuations \(\sim 400 \text{Å}\) (see D. Gammon et al.\(^{[18]}\)). Hence, once the exciton is on the top of the defect, the corresponding potential gets significantly smoothed.

In many optical experiments excitons are created in a highly non-equilibrium state with a possible coherence and coupling to the laser field. Such conditions, certainly, complicate both the interpretation of the experiment and the theoretical description, and have been studied in detail for polaritons. In contrast, we consider an experimental realization, where the excitons are created by an optical pulse, which is switched off after a short duration, or is periodically repeated with a delay of several microseconds, sufficient for the exciton equilibration. Fast exciton recombination is prevented by the spatial contrast, we consider an experimental realization, where the excitons are created by an optical pulse, which is switched off after a short duration, or is periodically repeated with a delay of several microseconds, sufficient for the exciton equilibration.

Finally, the most striking feature of the crystal of indirect excitons, confirmed by the simulations, is two quantum melting transitions which persist at zero temperature: at low densities it melts by expansion whereas at high densities it melts when being compressed. The origin of this unusual and rich phase diagram has been traced to the non-trivial form of the exciton interaction potential. With it the exciton solid combines features of conventional neutral matter (exhibiting crystallization by compression) and Coulomb matter (quantum melting by compression), as found for instance in exotic compact stars.
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