The (Un)identification of Continuous-Action Rational Inattention Decision Models
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Abstract In this paper, we discuss some properties of optimal consideration set in binary state continuous-action rational inattention decision problems. First, we show that it is the form of the utility function that determines the form of posterior distribution, i.e. whether it is a binary distribution or a triple or quadruple distribution, etc. Besides, we will also show that the posterior distribution may not be resulted after information acquisition in some circumstances. Second, we show that the optimal consideration set is essentially the optimal action strategies. Therefore, without further conditions, the rational inattention decision model is unidentifiable. Third, in order to identify the rational inattention decision model, we introduce another condition to the model. The discrete actions after information acquisition that satisfy the endogenously-determined probability (optimal action strategies) should satisfy the properties of probabilities, and therefore the discrete actions should also follow an exogenous probability distribution. This idea is tested by an example with quadratic utility function. Through this example, we find that under this condition, the optimal consideration set can be identified. The elements in the optimal consideration set, or equivalently the discrete signals after information acquisition, exhibit a curve or curves.
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1 Introduction

Rational inattention theory studies economic agents’ information acquisition activities. Due to limited cognitive ability, human beings cannot always pay full attention to every object they care (Kahneman [4]; Tutino [14]). In the discipline of cognitive psychology, it has been a long tradition to study cognitive activities as information acquisition activities. Therefore, rational inattention theory is particularly suitable to model bounded rationality caused by limited attention. Since Sims [11,12,13], rational inattention theory has been significantly developed. It is not only studied in macroeconomics and behavioral economics, but also in Finance (Jung, Kim, Matějka, Sims [3]), etc.

In this paper, our discussion focuses on a critical concept in rational inattention literature - optimal consideration set. The concept optimal consideration set is proposed by Caplin, Dean and Leahy [1]. Jung, Kim, Matějka, Sims [3] obtained a similar result. In particular, for continuous-action rational inattention decision models, optimal consideration set implies that at optimum, only discrete actions will be adopted by the agents. For example, a price setter could have opted any price. However, after information acquisition, the price setter will only focus on two prices (Matějka [8]). Therefore, optimal consideration set is regarded as a result or condition to determine the decision makers’ optimal actions. Accordingly, in empirical application, the core of estimating a continuous-action rational inattention model is estimating its optimal consideration set.

The present literature of econometrics researches on rational inattention theory focuses on discrete-action rational inattention models. For details on this area, please refer to Maćkowiak, Matějka and Wiederholt [6]. Our paper is the...
first one that studies the econometrics on continuous-action rational inattention models, which also have wide applications as discrete-action rational inattention models as exhibited in the review by Mačkowiak, Matějka and Wiederholt [6]. In particular, we prove that unlike discrete-action rational inattention models, the continuous-action rational inattention decision model studied in our paper cannot be identified by itself. Its identification requires additional condition(s) which is beyond the typical specification of the rational inattention decision models as in Matějka and McKay [7] or Matějka [8].

We analytically discuss the properties of optimal consideration set based on a simple case - a binary state continuous-action rational inattention decision model and attempt to identify the optimal consideration set. Our purpose is to deepen our understanding of the continuous-action rational inattention decision model through the simple case. First, we find that it is the utility function that determines how many discrete signals or actions there are in the optimal consideration set after information acquisition. In particular, if we adopt a quadratic utility function, we can only get a binary posterior. Meanwhile, we find that under certain conditions, the optimal consideration set can be an empty set.

Second, we find that in the binary state continuous-action rational inattention decision model, the optimal consideration set is essentially the optimal action strategy. They are the same thing, and just because they are the same thing, it makes the signals after information acquisition actually cannot be identified from the optimal consideration set. If we want to identify the signals, at least for the binary state model, we need extra conditions.

Third, we derive an additional condition to identify the signals based on the probability properties the optimal signals or signals after information acquisition should follow. If the endogenously-determined probabilities represented by optimal action strategies are true probabilities, they should be subject to the properties of probabilities such that the optimal signals follows an exogenously specified probability distribution. We test this idea by adopting quadratic utility function as an example, and we find that with this condition, the signals in the optimal consideration set can be identified. The optimal consideration set is non-empty, and contrary to some conventional perceptions that the optimal consideration set just include several scattered points, we find that at least a subset of the optimal consideration set is a curve or curves, which indicates that the number of elements in the optimal consideration set is infinite.

This paper is organized as follows. Section 2 explains why in this model, utility function determines the form of posterior distribution. Section 3 explains why without extra conditions, the present rational inattention decision model cannot be identified. Section 4 proposes the new condition that is used to identify the rational inattention decision model. Section 5 concludes the paper.

2 Utility Function Determines the Form of the Posterior Distribution.

In this section, we will show that for the continuous action rational-inattention decision problem, given the prior distribution, the form of the utility function determines the form of the posterior distribution, i.e. whether the posterior distribution contains two discrete signals or three discrete signals. We will also show that the prior distribution in some situations cannot result in any posterior distribution. In particular, the proof below shows that for a certain type of continuous prior distribution, no matter what form of utility function it is, the rational inattention decision problem can result in an optimal action strategy in a binary form (i.e., a binary posterior). The approach we use to construct the rational inattention decision problem follows the two step approach in Matějka and McKay [7], and the terms here we use to describe the rational inattention decision problem is also consistent with the literature. We will not describe how we construct the rational-inattention decision problem here so that we can focus our attention on the core contents of the paper. Readers can refer to Matějka and McKay [7] or Matějka [7] to construct the rational inattention problem. In the following, we provide the primitive parameters that are used to construct the rational inattention decision problem.

The decision maker is able to get a prior distribution describing demand. Suppose the prior distribution follows a binary distribution. It is state \( \varepsilon \in \{u, d\} \), \( \Pr(u) = p \) and \( \Pr(d) = 1 - p \). The action is the ordering quantity \( \alpha \in \mathbb{R} \). The utility function takes the following quadratic form \( u(\alpha, \varepsilon) = -\alpha^2 \varepsilon^2 \). Given an underlying state \( \varepsilon \), the decision maker acquires information about demand to choose the optimal ordering quantity \( \alpha \) to maximize their utilities. The unit information processing cost is described by \( \lambda \). The information is processed according to Shannon entropy. The action strategy is denoted by \( f(\alpha|\varepsilon) \). Applying Matějka and McKay’s [7] two stage approach, we obtain the decision-making problem by:

\[
\max_{f(\alpha|\varepsilon)} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left[ \Pi(f(u|\alpha))f(\alpha|u)p + \Pi(f(d|\alpha))f(\alpha|d)(1-p) \right] d\alpha
\]

s.t.

\[
f(\alpha|\varepsilon) \geq 0
\]

\[
\int_{-\infty}^{+\infty} f(\alpha|\varepsilon) d\alpha = 1
\]

where

\[
\Pi(f(\varepsilon|\alpha)) \equiv \max_{\alpha} -\alpha^2 \times p - (\alpha - d)^2 \times (1 - p)
\]
\[I(f(\alpha|\varepsilon)) = H(f(\alpha)) - \mathbb{E}_{\varepsilon}[H(f(\alpha|\varepsilon))]\]

where \(H(.)\) represents the Shannon entropy function.

Solving this decision-making problem, we obtain the optimal action strategy by

\[
f(\alpha|\varepsilon) = \frac{f(\alpha) \exp\left(-\frac{(\alpha - \varepsilon)^2}{\lambda}\right)}{\int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - \varepsilon)^2}{\lambda}\right) d\alpha}
\]

where

\[
p \int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right) d\alpha + \frac{1 - p}{\int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right) d\alpha} \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right) = 1
\]

which is obtained according to the probability property

\[
\int_{-\infty}^{+\infty} f(\alpha(\theta)) g(\theta) d\theta = f(\alpha).
\]

Define the function \(F(\alpha)\) by

\[
F(\alpha) = \frac{p}{\int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right) d\alpha} \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right) + \frac{1 - p}{\int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right) d\alpha} \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right)
\]

According to Caplin, Dean and Leahy [1], the solutions of the equation \(F(\alpha) = 1\) belongs to the optimal consideration set. Naturally we will ask how many solutions there are in equation (1). For simplicity, define \(W_1 \equiv \int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right) d\alpha\) and

\(W_2 \equiv \int_{-\infty}^{+\infty} f(\alpha) \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right) d\alpha\). Therefore, \(F(\alpha)\) can be reformulated by

\[F(\alpha) = W_1 \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right) + W_2 \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right)\]

Let’s further define \(D_1(\alpha) = W_1 \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right)\) and \(D_2(\alpha) = 1 - W_2(\alpha_1, \alpha_2) \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right)\). Therefore, for \(\alpha \leq u\), \(\frac{dD_1(\alpha)}{d\alpha} \geq 0\), and for \(\alpha \leq d\), \(\frac{dD_2(\alpha)}{d\alpha} \leq 0\). According to these results, we can transform the problem of finding solutions to \(F(\alpha) = 1\) into finding the intersection points between \(D_1(\alpha)\) and \(D_2(\alpha)\). We can divide the question into four scenarios and discuss them specifically.

### 2.1 \(D_1(d) < D_2(d), D_1(u) > D_2(u)\)

In Figure 1, according to the specification \(D_1(d) < D_2(d), D_1(u) > D_2(u)\), \(D_1(\alpha)\) and \(D_2(\alpha)\) must have intersection points with each other, and the number of intersection points are 2. Therefore, in this case, \(F(\alpha) = 1\) have two solutions and hence the optimal consideration set contains two elements. We will obtain a binary-action posterior in this case. Besides, \(d < \alpha_1 < u < \alpha_2\).

### 2.2 \(D_1(d) > D_2(d), D_1(u) < D_2(u)\)

In Figure 2, according to the specification \(D_1(d) > D_2(d), D_1(u) < D_2(u)\), \(D_1(\alpha)\) and \(D_2(\alpha)\) must have intersection points with each other, and the number of intersection points are 2. Therefore, in this case, \(F(\alpha) = 1\) have two solutions and hence the optimal consideration set contains two elements. We will obtain a binary-action posterior in this case. Besides, \(\alpha_1 < d < \alpha_2 < u\).

### 2.3 \(D_1(d) > D_2(d), D_1(u) > D_2(u)\)

In Figure 3, according to the specification \(D_1(d) > D_2(d), D_1(u) > D_2(u)\), \(D_1(\alpha)\) and \(D_2(\alpha)\) must have intersection points with each other, and the number of intersection points...
are 2. Therefore, in this case, $F(\alpha) = 1$ has two solutions and hence the optimal consideration set contains two elements. We will obtain a binary-action posterior in this case. Besides, $\alpha_1 < d < u < \alpha_2$.

2.4 $D_1(d) < D_2(d), D_1(u) < D_2(u)$

In Figure 4, according to the specification $D_1(d) < D_2(d), D_1(u) < D_2(u)$, $D_1(\alpha)$ and $D_2(\alpha)$ may not have intersection points with each other. Therefore, $F(\alpha) = 1$ does not necessarily have solution. If $D_1(\alpha)$ and $D_2(\alpha)$ have intersection points, it could be either one or two. The one intersection point emerges when $D_1(\alpha)$ and $D_2(\alpha)$ are tangent to each other. The tangent point is just the intersection point in this case. However, remember that after information acquisition, the decision maker should obtain a probability distribution. Therefore, if there is only one intersection point, i.e. $F(\alpha) = 1$ has a unique solution, supposing this point is chosen with probability one, then what points are chosen with probability zero? Therefore, a contradiction arises, and in this situation, $F(\alpha) = 1$ still cannot result in a posterior distribution. Only when $D_1(\alpha)$ and $D_2(\alpha)$ have two intersection points, then a posterior distribution can be obtained.

Therefore, $F(\alpha) = 1$ either has no solution or leads to a binary-action posterior. According to Figure 4, for $D_1(d) < D_2(d), D_1(u) < D_2(u)$, the condition to ensure a binary-action posterior exists is that for $\alpha \in (d, u)$, both $D_1(\alpha) \leq D_2(\alpha)$ happen. In this case, if we obtain a binary-action posterior, then it follows that $d < \alpha_1 < \alpha_2 < 1$.

Summarizing the four cases, we can find that $\alpha_1 < u$, $\alpha_2 > d$. Because the utility function is quadratic, therefore it determines that if $D_1(\alpha)$ and $D_2(\alpha)$ have intersection points, then the number of the intersection points is at most two, and therefore, we can obtain a binary-action posterior. If the utility function takes other forms, for example $a_2 \alpha^2 + b_2 \alpha + c_2 + d$, then there are at most three intersection points between $D_1(\alpha)$ and $D_2(\alpha)$. In this situation, we can obtain either a binary-action posterior, or a tripleaction posterior.

**Proposition 1**: Given a binary prior distribution on state in the continuous-action rational inattention decision problem, the form of the utility function determines what kind of posterior distribution on action we could obtain. If utility function is quadratic such that $u(\alpha, \varepsilon) = -(\alpha - \varepsilon)^2$, then the rational inattention decision problem, if it can result in a posterior, can only produce a binary-action posterior, i.e. the optimal consideration set only contains two elements. □

Note that when $D_1(d) < D_2(d)$ and $D_1(u) < D_2(u)$, $D_1(\alpha)$ and $D_2(\alpha)$ may not have intersection points and this feature is seemingly determined by the properties of $D_1(\alpha)$ and $D_2(\alpha)$, but is essentially determined by the utility function and $\lambda$ as well as the prior distribution. Therefore, in our case, given the prior distribution and unit information acquisition cost, the utility function is also responsible for the non-existence of solutions to $F(\alpha) = 1$.

**Proposition 2**: For the case where $D_1(d) < D_2(d)$ and $D_1(u) < D_2(u)$, if for all $\alpha \in (d, u)$, $D_1(\alpha) < D_2(\alpha)$, then $F(\alpha) = 1$ have no solution, i.e. the information acquisition is null. □

Because the posterior distribution can only be a binary distribution, we can re-write the function $F(\alpha)$ by

\[
F(\alpha) = \frac{p}{q \exp\left(-\frac{(\alpha_1 - \alpha)^2}{\lambda}\right) + (1 - q) \exp\left(-\frac{(\alpha_2 - \alpha)^2}{\lambda}\right)} \exp\left(-\frac{(\alpha - u)^2}{\lambda}\right) + \frac{1 - p}{q \exp\left(-\frac{(\alpha_1 - d)^2}{\lambda}\right) + (1 - q) \exp\left(-\frac{(\alpha_2 - d)^2}{\lambda}\right)} \exp\left(-\frac{(\alpha - d)^2}{\lambda}\right)
\]

(2)

$q$ is the probability of action $\alpha_1$ is chosen, i.e. $q = f(\alpha_1) = Pr(\alpha_1)$, while $1 - q$ is the probability of action $\alpha_2$ is chosen, i.e. $1 - q = f(\alpha_2) = Pr(\alpha_2)$. $\alpha_1$ and $\alpha_2$ are elements in the optimal consideration set $\{\alpha_1, \alpha_2\}$.
the solutions to $F(\alpha) = 1$. $\alpha_1$ and $\alpha_2$ correspond to the two
discrete signals after information acquisition.

Accordingly, $W_1 = \frac{p \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) + (1-p) \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)}{q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) + (1-q) \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)}$ and $W_2 = \frac{q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) + (1-q) \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)}{q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) + (1-q) \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)}$.

Besides, the optimal ordering strategy $f(\alpha|\varepsilon)$ can be written into

$$q^* = \frac{q \exp\left(-\frac{(\alpha-\varepsilon)^2}{\lambda}\right)}{q \exp\left(-\frac{(\alpha-\varepsilon)^2}{\lambda}\right) + (1-q) \exp\left(-\frac{(\alpha-\varepsilon)^2}{\lambda}\right)}$$

where $q^* = f(\alpha_1|\varepsilon) = Pr(\alpha_1|\varepsilon)$, $1 - q^* = f(\alpha_2|\varepsilon) = Pr(\alpha_2|\varepsilon)$.

Substitute $q^*$ back into the objective function of the rational
inattention decision problem, and we can obtain a new decision
problem to obtain the optimal $q$:

$$\max_q \lambda(p \ln[q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) + (1-q) \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)]$$

$\quad + (1-p) \ln[q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) + (1-q) \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)] \right)$

$s.t \quad 0 \leq q \leq 1$

we can obtain the interior solution to the optimal action
strategy $q$, which is unique, by

$$q = \frac{p}{1 - \exp(-\alpha_1 d^2 + \alpha_2 d^2)} + \frac{1-p}{1 - \exp(-\alpha_1 d^2 + \alpha_2 d^2)}$$

supposing $q \in [0,1]$. The generic $q = \frac{p}{1 - \exp(-\alpha_1 d^2 + \alpha_2 d^2)} + \frac{1-p}{1 - \exp(-\alpha_1 d^2 + \alpha_2 d^2)}$ could be greater than 0 or smaller than 0. If the generic $q < 0$, which is obtained from solving the decision problem without considering the constraint, the rational inattention decision problem needs to take a corner solution, which is $q = 0$. Similarly, if the generic $q > 1$, it also needs to take a corner solution, which is $q = 1$.

The derivation of $f(\alpha|\varepsilon)$ and $q$ follows the standard steps in rational inattention literature. We will not address them in the paper. Interested readers can derive these action strategies by themselves as an exercise.

Now we obtain the explicit form of the optimal action strategy, which is expressed by equation (3). Together with $F(\alpha) = 1$, it seems that we can proceed to identify the elements $\alpha_1$ and $\alpha_2$ in the optimal consideration set. However, in the following, we shall prove that the interior optimal action strategy $q$ is essentially the optimal consideration set. They are the same thing. Therefore, without additional condition, the elements in the optimal consideration sets or the discrete signals after information acquisition are unidentifiable.

### 3 Optimal Consideration Set and Optimal Action Strategies are essentially the Same Thing.

We call the elements in the optimal consideration set by optimal actions for continuous-action rational inattention decision problems. We find that for 2-optimal action and binary state continuous-action rational inattention decision problems, for interior solutions of the optimal action strategy, i.e. $q \in [0,1]$, the optimal consideration set is essentially the optimal action strategy. The following proof follows the utility function with the form $-(\alpha - \varepsilon)^2$. In fact, the proof applies to any form of utility function and the proof results are the same.

Recall equation (2). If $\alpha = \alpha_1$, then

$$p \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right)$$

$$q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right) + \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right) - p$$

$$= (1-p)$$

$$\quad - \frac{(1-p) \exp\left(-\frac{(\alpha_1-d)^2}{\lambda}\right)}{q \exp\left(-\frac{(\alpha_1-d)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-d)^2}{\lambda}\right) + \exp\left(-\frac{(\alpha_2-d)^2}{\lambda}\right)}$$

which can be reformulated to

$$p \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right))(1-q)$$

$$\quad q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right) + \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)$$

$$= - \frac{p \exp\left(-\frac{(\alpha_1-d)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-d)^2}{\lambda}\right))(1-q)}{q \exp\left(-\frac{(\alpha_1-d)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-d)^2}{\lambda}\right) + \exp\left(-\frac{(\alpha_2-d)^2}{\lambda}\right)}$$

We do not consider the corner solution $q = 1$ here. Therefore, the above equation can be reformulated by

$$q \exp\left(-\frac{(\alpha_1-u)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2-u)^2}{\lambda}\right)\exp\left(-\frac{(\alpha_1-d)^2}{\lambda}\right)$$

$$\quad - \exp\left(-\frac{(\alpha_2-d)^2}{\lambda}\right)$$
fore, the above equation can be reformulated by

\[-p \exp\left(-\frac{(\alpha_2 - d)^2}{\lambda}\right)\exp\left(-\frac{(\alpha_1 - u)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2 - u)^2}{\lambda}\right)\]

\[-(1-p) \exp\left(-\frac{(\alpha_2 - u)^2}{\lambda}\right)\exp\left(-\frac{(\alpha_1 - d)^2}{\lambda}\right) - \exp\left(-\frac{(\alpha_2 - d)^2}{\lambda}\right)\]

and hence

\[q = \frac{p}{1 - \exp\left(-\frac{(\alpha_1 - d)^2}{\lambda} + \frac{(\alpha_2 - d)^2}{\lambda}\right)} + \frac{1 - p}{1 - \exp\left(-\frac{(\alpha_1 - u)^2}{\lambda} + \frac{(\alpha_2 - u)^2}{\lambda}\right)}\]

The obtained \(q\), if it belongs to \([0,1]\), is exactly the interior solution of optimal action strategy we obtained in last section by solving the rational inattention decision problem. Therefore, for interior solution to \(q\), the optimal consideration set is essentially the optimal action strategy. Even when we consider the corner solutions, we will draw the same conclusion (the proof is simple and interested readers can show it by themselves).

**Proposition 3:** For the continuous action rational inattention decision problem, given a binary prior distribution, no matter what forms of the utility function takes, the optimal consideration set and the optimal action strategies are same thing. □

Because the optimal consideration set and optimal action strategies are the same thing, therefore if we want to identify \(\alpha_1\) and \(\alpha_2\), we can either use \(F(\alpha) = 1\) of \(\alpha = \alpha_1\) or \(\alpha_2\) or use the optimal action strategy. However, \(q\) is unknown in the present context and without a value of \(q\), no matter using \(F(\alpha) = 1\) of \(\alpha = \alpha_1\) or \(\alpha_2\) or using the optimal action strategy, we cannot identify \(\alpha_1\) and \(\alpha_2\). Therefore, by far, in existing literature, at least for rational inattention decision models with binary prior distributions, no such models can be identified.

What else conditions can we obtain to identify the model from the model?

4 The Probability Determined by Optimal Actions should Follow an Exogenous Probability Distribution.

In last section, we have seen that for the continuous-action rational inattention decision model, the model itself is unidentifiable. It means for the optimal consideration set, it can be any \((q, \alpha_1, \alpha_2)\) that follow

\[q = v \times 1\{0 \leq v \leq 1\} + 0 \times \{v < 0\} + 1 \times \{v > 1\}\]

\[v = \frac{1 - \exp\left(-\frac{(\alpha_1 - d)^2}{\lambda} + \frac{(\alpha_2 - d)^2}{\lambda}\right)}{1 - \exp\left(-\frac{(\alpha_1 - u)^2}{\lambda} + \frac{(\alpha_2 - u)^2}{\lambda}\right)} + \frac{1 - \exp\left(-\frac{(\alpha_1 - u)^2}{\lambda} + \frac{(\alpha_2 - u)^2}{\lambda}\right)}{1 - \exp\left(-\frac{(\alpha_1 - d)^2}{\lambda} + \frac{(\alpha_2 - d)^2}{\lambda}\right)}\]

Therefore, no matter whether it is \(\alpha_1\) or \(\alpha_2\), they can take any value of real number.

Because the optimal consideration set and optimal action strategies are the same thing, therefore if we want to identify \(\alpha_1\) and \(\alpha_2\), we can either use \(F(\alpha) = 1\) of \(\alpha = \alpha_1\) or \(\alpha_2\) or use the optimal action strategy. However, \(q\) is unknown in the present context and without a value of \(q\), no matter using \(F(\alpha) = 1\) of \(\alpha = \alpha_1\) or \(\alpha_2\) or using the optimal action strategy, we cannot identify \(\alpha_1\) and \(\alpha_2\). Therefore, by far, in existing literature, at least for rational inattention decision models with binary prior distributions, no such models can be identified.

What else conditions can we obtain to identify the model from the model?
probability function just equals to \( q \) and \( 1 - q \) respectively, i.e.

\[
\begin{align*}
F(\alpha_1|\alpha_2) &= v \times 1\{0 \leq v \leq 1\} + 0 \times \{v < 0\} + 1 \times \{v > 1\} \\
F(\alpha_2|\alpha_1) &= (1 - v) \times 1\{0 \leq 1 - v \leq 1\} + 0 \times \{1 - v < 0\} \\
&\quad + 1 \times \{1 - v > 1\}
\end{align*}
\]

(4)

where \( F(\alpha_1|\alpha_2) \) is an exogenous probability function with respect to \( \alpha_1 \) given \( \alpha_2 \) and \( F(\alpha_2|\alpha_1) \) is an exogenous probability function with respect to \( \alpha_2 \) given \( \alpha_1 \). According to equation group (4), it is no longer that any value of \( \alpha_1 \) and \( \alpha_2 \) in the real number set can be regarded as the elements in the optimal consideration set. For example, a numerical example shows that when the exogenous distribution follows a Logit distribution \( F(\alpha) = \frac{1}{1 + \exp(-\alpha)} \), where \( \alpha_1 \) and \( \alpha_2 \) are independent from each other, and \( d = 1 \), \( u = 10 \), \( \lambda = 0.3 \), \( p = 0.3 \), we can obtain the following two solutions from equation (4) as the elements in the optimal consideration set. They are \( \alpha_1 = -0.847 \), \( \alpha_2 = 3.847 \) and \( q = 0.3 \), and \( \alpha_1 = 1.758 \), \( \alpha_2 = 1.242 \) and \( q = 0.853 \) respectively. However, we want to ask in the general sense, whether equation group (4) can always guarantee a solution and how many solutions there is in the equation group. In the following, for simplicity, let us assume that \( \alpha_1 \) and \( \alpha_2 \) are independent from each other, and the distribution function \( F(\alpha) \) satisfies the following properties: \( F(\alpha) \in (0, 1) \forall \alpha \in (-\infty, +\infty) \), \( F(-\infty) = 0 \) and \( F(+\infty) = 1 \). Therefore, accordingly, equation (4) can be transformed to the following form:

\[
\begin{align*}
F(\alpha_1) &= \frac{p}{1 - \exp\left(\frac{-p}{\lambda}\right)} \times \frac{1 - p}{\lambda} + \frac{1 - p}{1 - \exp\left(\frac{-p}{\lambda}\right)} \times \frac{1 - p}{\lambda} \\
F(\alpha_2) &= \frac{p}{1 - \exp\left(\frac{-p}{\lambda}\right)} \times \frac{1 - p}{\lambda} + \frac{1 - p}{1 - \exp\left(\frac{-p}{\lambda}\right)} \times \frac{1 - p}{\lambda}
\end{align*}
\]

(5)

Observing the two equations in equation group (5), they are essentially symmetric around \( \alpha_2 = \alpha_1 \). From the first equation in (5), we can get a relationship between \( \alpha_1 \) and \( \alpha_2 \) and we denote it by \( \alpha_1 = g(\alpha_2) \). According to symmetry, \( \alpha_2 = g(\alpha_1) \) satisfies the second equation in equation group (5). What we are looking for is the intersection points between \( \alpha_1 = g(\alpha_2) \) and \( \alpha_2 = g(\alpha_1) \). Because \( \alpha_1 = g(\alpha_2) \) and \( \alpha_2 = g(\alpha_1) \) are symmetric around \( \alpha_2 = \alpha_1 \), therefore the intersection points between the two functions, if they have, should located on the line \( \alpha_2 = -\alpha_1 + k \) where \( k \in \mathbb{R} \) is a constant.

If there are are only two intersection points between \( \alpha_2 = g(\alpha_1) \) and \( \alpha_2 = -\alpha_1 + k \), then according to symmetry, only when these two points are also the intersection points between \( \alpha_1 = g(\alpha_2) \) and \( \alpha_2 = -\alpha_1 + k \), then these two points are also the intersection points between \( \alpha_2 = g(\alpha_1) \) and \( \alpha_1 = g(\alpha_2) \) (see Figure 5). However, if the intersection points between \( \alpha_2 = g(\alpha_1) \) and \( \alpha_2 = -\alpha_1 + k \) are not the intersection points \( \alpha_1 = g(\alpha_2) \) and \( \alpha_2 = -\alpha_1 + k \), then these two points are not the intersection points between \( \alpha_2 = g(\alpha_1) \) and \( \alpha_1 = g(\alpha_2) \) (see Figure 6).

**Figure 5:** The black curve represents \( \alpha_1 = g(\alpha_2) \). The gray curve represents \( \alpha_2 = g(\alpha_1) \). The thin lines are auxiliary lines, which are \( \alpha_2 = \alpha_1 \) and \( \alpha_2 = -\alpha_1 + k \) respectively. This figure shows that if \( \alpha_2 = g(\alpha_1) \) and \( \alpha_2 = -\alpha_1 + k \) have two intersection points, then the two intersection points must also be the intersection points between \( \alpha_2 = g(\alpha_1) \) and \( \alpha_1 = g(\alpha_2) \). The two intersection points are also the solutions to equation group (5).

**Figure 6:** The black curve represents \( \alpha_2 = g(\alpha_1) \). The gray curve represents \( \alpha_1 = g(\alpha_2) \). The thin lines are auxiliary lines, which are \( \alpha_2 = \alpha_1 \) and \( \alpha_2 = -\alpha_1 + k \) respectively. This figure shows that if \( \alpha_2 = g(\alpha_1) \) and \( \alpha_2 = -\alpha_1 + k \) have two intersection points, but the two intersection points are not the intersection points between \( \alpha_1 = g(\alpha_2) \) and \( \alpha_2 = -\alpha_1 + k \), then the two intersection points are not the intersection points between \( \alpha_2 = g(\alpha_1) \) and \( \alpha_1 = g(\alpha_2) \) as well. In this situation, the solutions cannot be found for equation group (5).

**Proposition 4:** For the binary state rational inattention continuous-action decision problem with quadratic utility function, if and only if the intersection points between \( \alpha_2 = -\alpha_1 + k \) and \( \alpha_1 = g(\alpha_2) \) and the intersection points between \( \alpha_2 = -\alpha_1 + k \) and \( \alpha_2 = g(\alpha_1) \) are the same, then these intersection points are the intersection points between \( \alpha_1 = g(\alpha_2) \) and \( \alpha_2 = g(\alpha_1) \). □

Under our specification where \( F(-\infty) = 0 \) and \( F(+\infty) = 1 \), equation group (5) will not have a solu-
tion where \( \alpha_2 = \alpha_1 = \frac{k}{2} \). The reason is that \( \alpha_2 = \alpha_1 = \frac{k}{2} \) are discontinuity points for \( 1 - v \) with respect to \( \alpha_2 \) and \( v \) with respect to \( \alpha_1 \). At this point, function \( q \) reaches corner solutions where \( q = 1 \) or 0. Therefore, as long as \( \frac{k}{2} \in (-\infty, +\infty) \), \( F(\alpha_1) \) and \( q \) and hence \( v \) will not have any intersection points, so do \( F(\alpha_2) \) and \( 1 - q \) and hence \( 1 - v \).

In the following situations, equation group (5) would never have any solutions.

### 4.1 The situation where equation group (5) would never have any solutions

If either equation in equation group (5) and \( \alpha_2 = -\alpha_1 + k \) has no intersection points, then according to symmetry, the other equation in equation group (5) does not have any intersection with \( \alpha_2 = -\alpha_1 + k \) as well. In this situation, the equation group has no solutions. In this section, we will show that when \( k > 2u \) or \( k < 2d \), equation group (5) has no solutions.

Substituting \( \alpha_2 = -\alpha_1 + k \) into \( v \), \( v \) can be transformed to the following formula:

\[
v = \frac{p}{1 - \exp\left(\frac{(2\alpha_1-k)(2d-k)}{\lambda}\right)} + \frac{1-p}{1 - \exp\left(\frac{(2\alpha_1-k)(2u-k)}{\lambda}\right)}\]

It can be observed that \( v \) is discontinuous at \( \alpha_1 = \frac{k}{2} \). Further,

\[
\frac{\partial v}{\partial \alpha_1} = \frac{p \exp\left(\frac{(2\alpha_1-k)(2d-k)}{\lambda}\right)}{[1 - \exp\left(\frac{(2\alpha_1-k)(2d-k)}{\lambda}\right)]^2} \frac{2(2d-k)}{\lambda} + \frac{(1-p) \exp\left(\frac{(2\alpha_1-k)(2u-k)}{\lambda}\right)}{[1 - \exp\left(\frac{(2\alpha_1-k)(2u-k)}{\lambda}\right)]^2} \frac{2(2u-k)}{\lambda}
\]

If \( k > 2u \), then \( \frac{\partial v}{\partial \alpha_1} < 0 \). \( \lim_{\alpha_1 \to +\infty} v = 1 \) and \( \lim_{\alpha_1 \to -\infty} v = 0 \). Therefore, in this situation, \( v \) can be expressed by the following figure (see Figure 7).

According to our specification, \( F(\alpha) \in (0,1) \) for \( \alpha \in (-\infty, +\infty) \). Therefore, in this situation, \( F(\alpha_1) \neq v \) for all \( \alpha \in (-\infty, +\infty) \). The same situation applies to \( F(\alpha_2) \neq 1 - v \) according to symmetry. Therefore, equation group (5) does not have any solution for \( k > 2u \).

Now consider the situation where \( k < 2d \). In this situation, \( \frac{\partial v}{\partial \alpha_1} > 0 \), \( \lim_{\alpha_1 \to +\infty} v = 0 \), and \( \lim_{\alpha_1 \to -\infty} v = 1 \) given that \( \alpha_2 = -\alpha_1 + k \). Therefore, in this situation, \( v \) can be described by the following figure (see Figure 8).

According to Figure 8, we can see that for \( k < 2d \), probability distribution function \( F(\alpha_1) \) still cannot intersect \( v \) for \( -\infty < \alpha_1 < +\infty \). Therefore, in this situation, according to the same reasons as in the case where \( k > 2u \), equation group (5) has no solutions.

For \( k = 2d \) or \( k = 2u \), \( v = +\infty \) or \( -\infty \) and hence \( q = 1 \) or 0 given \( \alpha_2 = -\alpha_1 + k \) for all \( \alpha_1 \in \mathbb{R} \). However, since we have assumed that only when \( \alpha = +\infty \) or \( -\infty \), \( F(\alpha) = 1 \) or 0. Therefore, in our discussion, when \( k = 2d \) or \( k = 2u \), equation group (5) still do not have solutions.

### 4.2 For \( 2d < k < 2u \), the solutions exist and the number of them are infinite. Equation group (5) in fact does not describe scatter points but it describes a curve or curves of \( \alpha_2 \) with respect to \( \alpha_1 \).

First, we prove that given \( \alpha_2 = -\alpha_1 + k \), \( \frac{\partial v}{\partial \alpha_1} < 0 \) for \( \alpha_1 \in (-\infty, \frac{k}{2}) \) or \( \alpha_1 \in (\frac{k}{2}, +\infty) \). In the following, for convenience, we call the function \( v \) given \( \alpha_2 = -\alpha_1 + k \) by simply \( v \).

Define \( y(x) = \frac{x \exp(x)}{(1 - \exp(x))^2} \), \( x_2 = \frac{(2\alpha_1-k)(2d-k)}{\lambda} \) and \( x_1 = \frac{(2\alpha_1-k)(2u-k)}{\lambda} \). Therefore, \( \frac{\partial v}{\partial \alpha_1}(2\alpha_1 - k) = py(x_2) \times 2 + (1 - p)y(x_1) \times 2 \). \( y(x) \) is discontinuous at \( x = 0 \). \( \lim_{x \to +\infty} y(x) = 0 \) and \( \lim_{x \to -\infty} y(x) = 0 \). It decreases with respect to \( x \in (-\infty, 0) \) or \( x \in (0, +\infty) \). \( y(x) \)
is also symmetric around \((0, 0)\). The function can be expressed by the following figure (see Figure 9).

\[ y(x) = \frac{x \exp(x)}{(1 - \exp(x))^2} \]

Figure 9: Function \(y(x)\) for \(x > 0\). The function is monotonic and discontinuous at \(x = \frac{k}{2}\), for \(\alpha < \frac{k}{2}\), there exists a unique \(\alpha\) such that \(v = 0\). Let’s denote the \(\alpha\) by \(\alpha_1(0)\). For \(\alpha \in (\alpha_1(0), \frac{k}{2})\), \(v > 0\) and therefore in this area, \(q\) reaches corner solution and it equals 0. Similarly, for \(\alpha > \frac{k}{2}\), there exists a unique \(\alpha_1\) such that \(v = 1\). Let’s denote the \(\alpha\) by \(\alpha_1(1)\). For \(\alpha \in (\frac{k}{2}, \alpha_1(1))\), \(v < 0\) and therefore in this area, \(q\) reaches corner solution and it equals 1. Equation \(v\) and equation \(q\) can be reflected by the following figure (see Figure 10).

\[ F(\alpha_1) \] and \(q\) at this point \(q \in (0, 1)\), which means the point can also be regarded as the intersection point between \(F(\alpha_1)\) and \(v\).

Therefore, in total, given a \(k \in (2d, u + d)\), \(F(\alpha_1)\) and \(v\) have two intersection points.

Lemma 2: If \(p > 0.5\), given a \(k \in (2d, u + d)\), \(F(\alpha_1)\) and \(v\) have two intersection points. \(\square\)

Given \(\alpha_2 = -\alpha_1 + k\), it is found that \(v\) and \(1 - v\) are symmetric around \((\frac{k}{2}, \frac{k}{2})\). Because \(F(\alpha_1)\) and \(F(\alpha_2) = 1 - F(\alpha_1)\) are also symmetric around \(\frac{x}{2}\), therefore the intersection points of \(F(\alpha_1)\) and \(v\) and of \(F(\alpha_2)\) and \(1 - v\) actually correspond to each other: if \(F(\alpha_1)\) takes an intersection point with \(v\) at an \(\alpha_1\), then at the same \(\alpha_1, F(\alpha_2)\) and \(1 - v\) take another intersection point, and vice versa. Besides, the corresponding \(F(\alpha_1)\) and \(F(\alpha_2)\) satisfies \(F(\alpha_1) + F(\alpha_2) = 1\). Therefore, in equation group (5), as long as we are discussing the intersection points between \(F(\alpha_1)\) and \(v\), we are at the mean time discussing the intersection points between \(F(\alpha_2)\) and \(1 - v\). Further, this result implies that in equation group (5), the intersection points between \(\alpha_2 = -\alpha_1 + k\) and \(\alpha_1 = g(\alpha_2)\) (the first equation in equation group (5)) are exactly the intersection points between \(\alpha_1 = g(\alpha_2)\) and \(\alpha_2 = g(\alpha_1)\) (the second equation in equation group (5)).

Lemma 3: Given \(k \in (2d, u + d)\), the intersection points between \(\alpha_2 = -\alpha_1 + k\) and the first (second) equation of equation group (5) are the intersection points between the two equations of equation group (5). \(\square\)

According to Lemma 3, Lemma 2 can be further written into the following results:

Proposition 5: If \(p > 0.5\), given a \(k \in (2d, u + d)\), equation group (5) have two intersection points. \(\square\)

Therefore, based on Proposition 5, we obtain a critical result that fundamentally matters for the binary state continuous-action rational inattention decision problem.
Corollary 1: Supposing the prior distribution is binary and the exogenous probability distribution \( F(\alpha) \) satisfies our pre-specified assumptions, equation group (5) have solutions. \( \square \)

However, note that for any \( k \in (2d, u + d) \), equation group (5) can always return a solution. Therefore, given all exogenous parameters, equation group (5) can result in infinite solutions.

Proposition 6: Supposing the prior distribution is binary and the exogenous probability distribution \( F(\alpha) \) satisfies our pre-specified assumptions, the number of the solutions of equation group (5) is infinite. \( \square \)

Therefore, equation group (5) does not describe several scatter points of \( (\alpha_1, \alpha_2) \), but describes a curve or curves of \( \alpha_2 \) with respect to \( \alpha_1 \), which can be called the optimal solution curve(s). For \( k \in (2d, u + d) \), we can be certain about the properties of the curve. For example, given \( k \in (2d, u + d) \), if we draw a line \( \alpha_2 = -\alpha_1 + k \), it must intersect the optimal solution curve with two intersection points and the two intersection points are located on both sides around \( \alpha_2 = \alpha_1 \). Because equation group (5) reflects the optimal consideration set, our results can guarantee that at least a subset of the optimal consideration set is a curve or curves. The reason why we say it is a subset is that by far we have studied cases where \( 2d < k < u + d \), and we have not studied cases where \( u + d < k < 2u \). Interested readers can follow our approach in this paper to explore the optimal consideration set where \( u + d < k < 2u \).

Lemma 4: In the binary state continuous-action rational inattention decision problem with quadratic utility function \(-(\alpha - \varepsilon)^2 \), a subset of the optimal consideration set is a curve or curves of \( \alpha_2 \) with respect to \( \alpha_1 \). \( \square \)

5 Conclusion

We obtain three results by analyzing the binary state continuous-action rational inattention decision problems. The first result is that given the binary state, it is the form of the utility function that determines the form of the posterior distribution, i.e. whether it is a binary distribution or triple or quadruple distribution, etc. The second result is that for the binary state continuous-action rational inattention decision problems, the optimal consideration set is essentially the optimal action strategies, which makes the model unidentifiable. The third result is that if we want to identify the model, we need extra condition. A natural condition arises such that the optimal actions in the optimal consideration set should also satisfy an exogenously-specified probability distribution. We test this idea by adopting the quadratic utility function in the rational inattention decision problem, and we find that with this condition, the model is identified. Because under quadratic utility function, the posterior exhibits a binary form, the optimal consideration set identified is a curve or curves of the two discrete signals, in which one signal or action is a function of another. We believe that the three results can be extrapolated to more general form of continuous-action rational inattention decision problems, e.g. the prior distribution follows Lebesgue measure. Our purpose in this paper is to provide some insights through simple examples into deepening readers’ understanding towards continuous-action rational inattention decision problems, and we hope we have achieved this purpose in this paper.

For the future extensions of the research in our paper, we point out three directions that we will address:

1. In this paper, we have managed to identify a subset of the optimal consideration set. In future research, by studying the same model (i.e., the continuous-action rational inattention decision model of quadratic utility function with binary prior distribution), we can attempt to identify the complete optimal consideration set;

2. After studying the first direction, we can move on to study the theory and econometrics of continuous-action rational inattention decision models with general utility functions or general prior distributions.

3. We will also attempt the estimation of the optimal consideration set in future research.

Rational inattention theory is a promising field that links economic theory and neurosciences (Mikhael, Lai, Gershman [9]; Wang [15]). The researches on econometrics of rational inattention theory are emerging. It can be expected that the discoveries in this area will boom in the foreseeable future.
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