Long Time Tails in Quantum Brownian Motion of a charged particle in a magnetic field
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We analyse the long time tails of a charged quantum Brownian particle in a harmonic potential in the presence of a magnetic field using the Quantum Langevin Equation as a starting point. We analyse the long time tails in the position auto-correlation function, position-velocity correlation function and velocity auto-correlation function. We study these correlations for a Brownian particle coupled to the Ohmic and Drude baths, via position coordinate coupling. At finite temperatures we notice a crossover from a power-law to an exponentially decaying behaviour around the thermal time scale $\frac{h}{\gamma}$. We analyse how the appearance of the cyclotron frequency in our study of a charged quantum Brownian particle affects the behaviour of the long time tails and contrast it with the case of a neutral quantum Brownian particle.

I. INTRODUCTION

There has been considerable interest in the study of the quantum Brownian motion of a particle coupled to a heat bath. A characteristic notable feature in such studies is a power law decay of correlations in the long time domain giving rise to the emergence of long time tails [1–3]. The long time tails of the velocity autocorrelation function for classical Brownian motion have been extensively studied, which show that the velocity auto-correlation function falls off as $t^{-3/2}$ at long times [4, 5].

The long time tails were first observed in hard disk and hard sphere liquids by a computer experiment and later the boundary effects on the power law behaviours were also studied [4, 6, 7]. The long time tails were observed experimentally by photon correlation spectroscopy for spherical Brownian particles [8]. Much later, optical tweezer experiments have confirmed the $t^{-3/2}$ behaviour of velocity autocorrelation in the bulk and also the $t^{-5/2}$ fall off near the boundaries [5, 9–12]. However, the study of long time tails of the correlation functions for quantum Brownian motion continues to remain as a challenging problem for the theorists in this field. In [2], the authors address the problem of quantum Brownian motion at low temperatures and with arbitrarily strong damping. They notice that for a harmonically bound particle the zero-temperature correlation functions display long-time tails. At finite temperatures a power-law decay at intermediate times is followed by an exponential decay.

In contrast to earlier work [1, 2] in which the authors address the issue of decay of temporal correlations of a neutral quantum Brownian particle, in this paper we address the appearance of long time tails in the temporal decay of correlations in the dynamics of a charged quantum Brownian particle in a harmonic potential in the presence of a magnetic field via the quantum Langevin equation [13–15]. Moreover, our study pertains to the particle coupled to Ohmic and Drude baths through position coordinate coupling.

Here we have three competing time scales : (i) the time scale set by the harmonic oscillator frequency $\omega_0$, (ii) the time scale set by the viscous damping rate $\gamma$ and (iii) the time scale set by the cyclotron frequency $\omega_c$. We analyse the decay of various correlation functions as a function of time and the emergence of long time tails in various temperature regimes and study how the appearance of the cyclotron frequency leads to certain quantitative and qualitative changes in the temporal decay of correlations.

In [14] the growth of the mean-square displacement of a charged Brownian particle in a magnetic field was analysed via the Quantum Langevin Equation of a charged particle in a magnetic field. More recently we had used the same framework for studying the Response function, position-velocity and velocity autocorrelation functions of such a charged Brownian particle [15]. Our focus in [15] was on a transition from an oscillatory to a monotonic behaviour as a result of a competition between the cyclotron frequency and the viscous damping rate.

In the present paper we go beyond these studies and in the spirit of [2], analyse in detail, the emergence of long time tails in this system.

The outline of the paper is as follows. In Sec. II we introduce the Quantum Langevin Equation for a harmonically bound charged particle in a magnetic field as a starting point and define the various correlation functions under investigation: (i) the position auto-correlation function, (ii) the position-velocity correlation function and the (iii) velocity auto-correlation function. We then study in detail the long time decay behaviour of the position auto-correlation function, the position-velocity correlation function and the velocity autocorrelation function in Sec. III. We study this in various temperature domains for the underdamped ($\omega_c >> \gamma$), critically damped ($\omega_c \sim \gamma$) and overdamped ($\omega_c << \gamma$) cases. We analytically investigate the transition from a power law to an exponential behaviour with time in the long time domain.
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We compare two bath models: (i) the Ohmic bath model and (ii) the Drude bath model and study the differences. In Sec. IV we summarise and discuss our results and finally end the paper with some concluding remarks in Sec. V.

II. QUANTUM LANGEVIN EQUATION: RESPONSE FUNCTION AND CORRELATION FUNCTIONS

The quantum generalized Langevin equation of a charged particle in the presence of a magnetic field [16] and a harmonic oscillator potential [2, 17] is given by

\[ m\ddot{r}(t) = -\int \mu(t - t')\dot{r}(t')dt' - m\omega_0^2\dot{r}(t) + \frac{q}{c} (\vec{r}(t) \times \vec{B}) + \vec{F}(t) \]

where, \( m \) is the mass of the particle, \( \mu(t) \) is the memory kernel, \( \omega_0 \) is the harmonic oscillator frequency, \( q \) is the charge, \( c \) is the speed of light, \( \vec{B} \) is the applied magnetic field and \( \vec{F}(t) \) is the random force with the following properties:

\[ \langle F_\alpha(t) \rangle = 0 \quad (2) \]

\[ \frac{1}{2} \langle \{F_\alpha(t), F_\beta(0)\} \rangle = \frac{\delta_{\alpha\beta}}{2\pi} \int_{-\infty}^{\infty} d\omega \text{Re}[\mu(\omega)]\hbar\omega \]

\[ \times \coth(\frac{\hbar\omega}{2k_B T})e^{-i\omega t} \quad (3) \]

Here \( \alpha, \beta = x, y, z \) and \( \delta_{\alpha\beta} \) is the Kronecker delta function. Also \( \mu(\omega) = \int_{-\infty}^{\infty} dt \mu(t)e^{i\omega t} \). The Response Function \( R_x(\omega) \) is given by [15]:

\[ R_x(\omega) = \text{Re}R_x(\omega) + i\text{Im}R_x(\omega) \quad (4) \]

where \( \text{Im}R_x(\omega) \) and \( \text{Re}R_x(\omega) \) represents the imaginary part and the real part of the response function respectively which can be directly obtained from the Quantum Langevin Equation displayed in Eq.(1) via Fourier transform as:

\[ \text{Re}R_x(\omega) = \frac{1}{m} \int_{-\infty}^{\infty} dt \mu(t)e^{i\omega t} \]

\[ \times \left\{ \frac{\text{Re}[K(\omega)]}{\omega} \left[ \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 + \omega_c^2 + \text{Re}[K(\omega)]^2 \right] - 4\omega_c^2 \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 \right\} \]

\[ \text{Re}R_x(\omega) = \frac{1}{\pi m} \int_{-\infty}^{\infty} \frac{\text{Re}[K(\omega')]}{\omega} \left[ \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 + \omega_c^2 + \text{Re}[K(\omega)]^2 \right] - 4\omega_c^2 \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 \right\} \]

\[ \text{Im}R_x(\omega) = \frac{1}{m} \int_{-\infty}^{\infty} dt \mu(t)e^{i\omega t} \]

\[ \times \left\{ \frac{\text{Im}[K(\omega)]}{\omega} \left[ \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 + \omega_c^2 + \text{Re}[K(\omega)]^2 \right] - 4\omega_c^2 \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 \right\} \]

As we know, the imaginary part of this Response Function is connected to the spectral density (the Fourier transform of the position autocorrelation function) via the Fluctuation-Dissipation Theorem [18]:

\[ \text{Im}R_x(\omega) = R''_x(\omega) = \frac{1}{\hbar} \tanh \left( \frac{\hbar\omega}{2k_B T} \right) C_x(\omega) \quad (7) \]

\[ C_x(\omega) = \frac{m}{\hbar} \left\{ \frac{\text{Re}[K(\omega)]}{\omega} \left[ \left( \left( \omega - \frac{\omega_0^2}{\omega} \right) + \text{Im}[K(\omega)] \right)^2 + \omega_c^2 + \text{Re}[K(\omega)]^2 \right] \coth \left( \frac{\hbar\omega}{2k_B T} \right) \right\} \]

i.e.,

\[ \text{Im}R_x(\omega) = \frac{1}{\hbar} \tanh \left( \frac{\hbar\omega}{2k_B T} \right) C_x(\omega) \quad (7) \]

\[ R''_x(\omega) \]

The position autocorrelation function in the temporal domain, \( C_x(t) \) can be obtained via an inverse Fourier
transform:
\[ C_x(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} C_x(\omega)e^{-i\omega t} d\omega \]  
(9)

Now, using Eq.(7), one can get at finite temperatures,
\[ C_x(t) = \frac{\hbar}{2\pi} \int_{-\infty}^{\infty} R''_x(\omega)\coth \left( \frac{\hbar\omega}{2kB_T} \right) e^{-i\omega t} d\omega \]  
(10)

From the position-velocity correlation function we obtain the position-velocity correlation function \( C_{xx}(t) \) and the velocity autocorrelation function \( C_v(t) \) by taking derivatives as follows:
\[ C_{xx}(t) = \frac{d}{dt} C_x(t) \]  
(11)
and
\[ C_v(t) = \frac{d^2}{dt^2} C_x(t) \]  
(12)

III. A HARMONICALLY BOUND CHARGED BROWNIAN PARTICLE IN A MAGNETIC FIELD

A. Ohmic Model

1. Long time tails in the position autocorrelation function

Here we study and analyze the long time tails in the position autocorrelation function of a charged Brownian particle in a harmonic oscillator potential and a magnetic field and coupled to an Ohmic bath. For an Ohmic model, the memory kernel in Eq.(1) is given by [14, 15]:
\[ K(\omega) = \gamma \]  
(13)

Using the above equation in Eq.(5) [14, 15] we obtain the imaginary part \( \text{Im}R_x(\omega) \) of the response function denoted by \( R''_x(\omega) \):
\[ R''_x(\omega) = \frac{\gamma}{m} \frac{(\omega - \frac{\omega_0^2}{\omega})^2 + \omega_c^2 + \gamma^2}{\left(\left(\omega - \frac{\omega_0^2}{\omega}\right)^2 + \omega_c^2 + \gamma^2\right)^2 - 4\omega_c^2 \left(\omega - \frac{\omega_0^2}{\omega}\right)^2} \]  
(14)

\( R''_x(\omega) \) has poles at
\[ \omega = \frac{1}{2i}(\pm \omega_c \pm i\gamma \pm \sqrt{4\omega_0^2 + \omega_c^2 \pm 2i\omega_c\gamma - \gamma^2}) \]  
and
\[ \coth \left( \frac{\hbar\omega}{2kB_T} \right) \]  
has poles at \( \omega = -in\pi\Omega_{th} \) in the lower half plane, where \( \Omega_{th} = \frac{2k_B T}{\omega_0} \).

So from Eq.(10), in the classical domain we find that \( C_x(t) \) decays as \( e^{-\gamma t} \). In contrast, in the quantum domain, i.e. for \( k_B T \ll \hbar\gamma, \omega_c \), the \( e^{-\gamma t} \) fall off is much faster than the \( e^{-n\pi\Omega_{th}t} \) fall off[2]. Hence the long time behaviour of \( C_x(t) \) is determined by the poles of \( \coth \left( \frac{\hbar\omega}{2kB_T} \right) \). Accordingly, at large times, \( C_x(t) \) is given by:
\[ C_x(t) = -i(\hbar\pi\Omega_{th}/\pi) \sum_{n=1}^{N} R''_x(-in\pi\Omega_{th})e^{-(n\pi\Omega_{th})t} \]  
(15)

Here \( N = \gamma/\pi\Omega_{th} \) as the terms which decay faster than \( e^{-\gamma t} \) are neglected.

Expanding \( R''_x(-in\pi\Omega_{th}) \) in a Taylor series, we get,
\[ R''_x(-in\pi\Omega_{th}) = \frac{\gamma}{m} \left( -in\pi\Omega_{th} \right) \]  
\[ + \frac{(2\omega_0^2 + 3\omega_c^2 - \gamma^2)(-in\pi\Omega_{th})^3}{\omega_0^8} \]  
\[ + \frac{(3\omega_0^4 + 5\omega_c^4 - 10\omega_c^2\gamma^2 + \gamma^4 + 4\omega_0^2(3\omega_c^2 - \gamma^2))(-in\pi\Omega_{th})^5}{\omega_0^{12}} \]  
\[ + O(-in\pi\Omega_{th})^7] \]  
(16)

Therefore, from Eq.(15) and Eq.(16) we get,
\[ C_x(t) = -i \left( \frac{\hbar\pi\Omega_{th}}{\pi} \right) \frac{\gamma}{m} \sum_{n=1}^{N} (-n\pi\Omega_{th}) \]  
\[ \times \frac{1}{\omega_0^8} \frac{\omega_0^8}{\pi m \omega_0^8} \frac{\partial}{\partial \zeta} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]  
\[ \times \exp(-n\pi\Omega_{th}t) \]  
(19)

Thus, \( C_x(t) \) can be expressed as the sum of the contributions from the different powers of \( (-in\pi\Omega_{th}) \):
\[ C_x(t) = C^{(1)}_x(t) + C^{(2)}_x(t) + C^{(3)}_x(t) + ... \]  
(18)

where
\[ C^{(1)}_x(t) = -i \left( \frac{\hbar\pi\Omega_{th}}{\pi} \right) \frac{\gamma}{m} \frac{1}{\omega_0^8} \sum_{n=1}^{N} (-n\pi\Omega_{th}) \]  
\[ \times \frac{1}{\omega_0^8} \frac{\omega_0^8}{\pi m \omega_0^8} \frac{\partial}{\partial \zeta} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]  
(19)

\[ C^{(2)}_x(t) = -i \left( \frac{\hbar\pi\Omega_{th}}{\pi} \right) \frac{\gamma}{m} \frac{2\omega_0^2 + 3\omega_c^2 - \gamma^2}{\omega_0^8} \]  
\[ \times \frac{1}{\omega_0^8} \frac{\omega_0^8}{\pi m \omega_0^8} \frac{\partial^3}{\partial \zeta^3} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]  
\[ \times \sum_{n=1}^{N} (-n\pi\Omega_{th})^3 \exp(-n\pi\Omega_{th}t) \]  
(20)
\[ C^{(3)}_{x} (t) = -i \left( \frac{\hbar \pi \Omega_{th}}{\pi} \right) \frac{\gamma}{m} \left( 3\omega_0^4 + 5\omega_c^4 - 10\omega_r^2\gamma^2 + \gamma^4 + 4\omega_0^2(3\omega_c^2 - \gamma^2) \right) \left( \Omega_{th} \right)^{N} \]

\[ \sum_{n=1}^{N} (-in\pi \Omega_{th})^N \exp(-n\pi \Omega_{th} t) = \]

\[ \frac{\hbar \pi \Omega_{th}}{\pi m} \left( \frac{3\omega_0^4 + 5\omega_c^4 - 10\omega_r^2\gamma^2 + \gamma^4 + 4\omega_0^2(3\omega_c^2 - \gamma^2)}{\omega_0^{12}} \right) \]

\[ \frac{\partial^5}{\partial \zeta^5} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(21)

\[ \zeta \text{ being equal to } \pi \Omega_{th} t. \]

2. Long time tails in the Position-Velocity Correlation Function

The position-velocity correlation function can be determined from the position autocorrelation function using Eq.(11):

\[ C_{x \dot{x}} (t) = \frac{d}{dt} t C_x (t) = C^{(1)}_{x \dot{x}} (t) + C^{(2)}_{x \dot{x}} (t) + C^{(3)}_{x \dot{x}} (t) + \ldots \]

(22)

where

\[ C^{(1)}_{x \dot{x}} (t) = \frac{d}{dt} C^{(1)}_x (t) \]

(23)

\[ C^{(2)}_{x \dot{x}} (t) = \frac{d}{dt} C^{(2)}_x (t) \]

(24)

\[ C^{(3)}_{x \dot{x}} (t) = \frac{d}{dt} C^{(3)}_x (t) \]

(25)

Therefore, using eqs.(19-21), we get,

\[ C^{(1)}_{x \dot{x}} (t) = \frac{\hbar \gamma}{\pi m \omega_0^4} \frac{\partial^2}{\partial \zeta^2} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(26)

\[ C^{(2)}_{x \dot{x}} (t) = -\frac{\hbar \pi \Omega_{th} \gamma}{\pi m} \left( \frac{2\omega_0^2 + 3\omega_c^2 - \gamma^2}{\omega_0^8} \right) \times \]

\[ \frac{\partial^4}{\partial \zeta^4} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(27)

\[ C^{(3)}_{x \dot{x}} (t) = \frac{\hbar \pi \gamma \Omega_{th}}{\pi m} \times \left( \frac{3\omega_0^4 + 5\omega_c^4 - 10\omega_r^2\gamma^2 + \gamma^4 + 4\omega_0^2(3\omega_c^2 - \gamma^2)}{\omega_0^{12}} \right) \times \]

\[ \frac{\partial^6}{\partial \zeta^6} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(28)

3. Long time tails in the Velocity Autocorrelation Function

The velocity autocorrelation function is determined from the position autocorrelation using Eq.(12)

\[ C_{v \dot{v}} (t) = -\frac{d^2}{dt^2} t C_x (t) = C^{(1)}_{v \dot{v}} (t) + C^{(2)}_{v \dot{v}} (t) + C^{(3)}_{v \dot{v}} (t) + \ldots \]

(29)

where,

\[ C^{(1)}_{v \dot{v}} (t) = -\frac{d^2}{dt^2} C^{(1)}_x (t) \]

(30)

\[ C^{(2)}_{v \dot{v}} (t) = -\frac{d^2}{dt^2} C^{(2)}_x (t) \]

(31)

\[ C^{(3)}_{v \dot{v}} (t) = -\frac{d^2}{dt^2} C^{(3)}_x (t) \]

(32)

As in the case of the position velocity correlation, in this case too, using Eqs.(19-21), we get,

\[ C^{(1)}_{v \dot{v}} (t) = -\frac{\hbar \pi \Omega_{th} \gamma}{\pi m} \frac{\partial^3}{\partial \zeta^3} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(33)

\[ C^{(2)}_{v \dot{v}} (t) = -\frac{\hbar \pi \Omega_{th} \gamma}{\pi m} \left( \frac{3\omega_0^4 + 5\omega_c^4 - 10\omega_r^2\gamma^2 + \gamma^4 + 4\omega_0^2(3\omega_c^2 - \gamma^2)}{\omega_0^{12}} \right) \times \frac{\partial^5}{\partial \zeta^5} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(34)

\[ C^{(3)}_{v \dot{v}} (t) = -\frac{\hbar \pi \Omega_{th} \gamma}{\pi m} \times \left( \frac{3\omega_0^4 + 5\omega_c^4 - 10\omega_r^2\gamma^2 + \gamma^4 + 4\omega_0^2(3\omega_c^2 - \gamma^2)}{\omega_0^{12}} \right) \times \frac{\partial^7}{\partial \zeta^7} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(35)

B. Drude Model

1. Long time tails in the position autocorrelation Function

For the Drude Model, the real and imaginary parts of the memory Kernel are respectively given by [15]:

\[ K'(\omega) = \frac{\gamma}{1 + \omega^2\tau^2} \]

(36)

\[ K''(\omega) = \frac{\omega \gamma}{1 + \omega^2\tau^2} \]

(37)
Using the above equation in Eq.(5) [15] we obtain:

\[
R''_x(\omega) = \frac{\gamma \left( \omega^2 + \gamma \left( \frac{\omega^2}{(1 + \omega^2 \tau^2)} + \left( \omega - \frac{\omega^2}{\omega} \right) \left( \frac{\omega}{1 + \omega^2 \tau^2} \right) \right) \right)}{m \omega (1 + \omega^2 \tau^2)}
\]

(38)

\[
R''_x(\omega) \text{ has poles at } \frac{1}{2} \left( -\omega_c + \frac{\sqrt{1 - 12 \omega_c \tau^2 - 4 \gamma + \omega^2 \tau^2}}{\tau} \right),
\]

\[
\frac{1}{2} \left( \omega_c + \frac{i}{\tau} + \sqrt{1 - 12 \omega_c \tau^2 - 4 \gamma + \omega^2 \tau^2} \right),
\]

\[
\frac{1}{2} \left( \omega_c - \frac{i}{\tau} - \sqrt{1 - 12 \omega_c \tau^2 - 4 \gamma + \omega^2 \tau^2} \right),
\]

\[
\frac{1}{2} \left( \omega_c + \frac{i}{\tau} - \sqrt{1 - 12 \omega_c \tau^2 - 4 \gamma + \omega^2 \tau^2} \right) \text{ in the lower half plane.}
\]

The imaginary parts of the poles that contribute to the decay of the correlation functions are

\[
\left( \pm \frac{\pi}{2\tau} \sqrt{-\frac{1}{2}(1 + \gamma - \omega_c \tau + \omega^2 \tau^2)} \right) / \sin \left( \frac{\pi}{2} \text{Arg} \left[ 1 \pm \sqrt{1 - 12 \omega_c \tau^2 - 4 \gamma + \omega^2 \tau^2} \right] \right).
\]

As in the Ohmic case, in the quantum domain, i.e. for \( k_B T \ll \hbar \gamma, \omega_c, \frac{1}{\tau} \), the \( e^{-\frac{1}{2} \tau t} \) fall off is much more rapid compared to the \( e^{-\frac{1}{2} \tau t} \) fall off and the long time behaviour of \( C_x(t) \) is determined by the poles of \( \text{coth} \left( \frac{\hbar \omega}{2 \pi \tau} \right) \). Accordingly, at large times, \( C_x(t) \) is given by:

\[
C_x(t) = -i \left( \hbar \pi \Omega_{th} / \pi \right) \sum_{n=1}^{N} R''_x(-i n \pi \Omega_{th}) \exp(-n \pi \Omega_{th} t)
\]

(39)

Therefore, from Eq.(39) and Eq.(40) we get,

\[
C_x(t) = -i \left( \hbar \pi \Omega_{th} / \pi \right) \sum_{n=1}^{N} A_1(-i n \pi \Omega_{th})^{-1} + A_2(-i n \pi \Omega_{th}) + A_3(-i n \pi \Omega_{th})^3 \exp(-n \pi \Omega_{th} t)
\]

(44)

Thus,

\[
C_x(t) = C_x^{(1)}(t) + C_x^{(2)}(t) + C_x^{(3)}(t) + \ldots
\]

(45)

where

\[
C_x^{(1)}(t) = -i \left( \hbar \pi \Omega_{th} / \pi \right) \sum_{n=1}^{N} \frac{A_1}{m} \times
\]

\[
C_x^{(2)}(t) = -i \left( \hbar \pi \Omega_{th} / \pi \right) \sum_{n=1}^{N} \frac{A_2}{m} \times
\]

\[
C_x^{(3)}(t) = -i \left( \hbar \pi \Omega_{th} / \pi \right) \sum_{n=1}^{N} \frac{A_3}{m} \times
\]

(46)

(47)

(48)

\( \zeta \) being equal to \( \pi \Omega_{th} t \).

2. Long time tails in the Position-Velocity Correlation Function

The position-velocity correlation function can be determined from the position autocorrelation function us-

\[1 \] \( K' \) and \( K'' \) stands for the \( Re \) part and the \( Im \) part of \( K \) respectively, consistent with the notation \( R''_x \) used for \( Im(R_x) \).
from the position autocorrelation using Eq.(12):

\[ C_{xv_x}(t) = \frac{d}{dt} C_x(t) = C^{(1)}_{xv_x}(t) + C^{(2)}_{xv_x}(t) + C^{(3)}_{xv_x}(t) + \ldots \]

(49)

where

\[ C^{(1)}_{xv_x}(t) = \frac{d}{dt} C^{(1)}_x(t) \]

(50)

\[ C^{(2)}_{xv_x}(t) = \frac{d}{dt} C^{(2)}_x(t) \]

(51)

\[ C^{(3)}_{xv_x}(t) = \frac{d}{dt} C^{(3)}_x(t) \]

(52)

Therefore, using Eqs.(46-48), we get,

\[ C^{(1)}_{xv_x}(t) = \frac{\hbar \pi^3 \Omega_0^2}{\pi m} A_1 \frac{\partial^2}{\partial \zeta^2} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(53)

\[ C^{(2)}_{xv_x}(t) = -\frac{\hbar \pi \Omega_0^4}{\pi m} A_2 \frac{\partial^4}{\partial \zeta^4} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(54)

\[ C^{(3)}_{xv_x}(t) = \frac{\hbar \pi \Omega_0^4}{\pi m} A_3 \frac{\partial^6}{\partial \zeta^6} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(55)

3. Long time tails in the Velocity Autocorrelation Function

The velocity autocorrelation function is determined from the position autocorrelation using Eq.(12)

\[ C_{v_x}(t) = -\frac{d^2}{dt^2} C_x(t) = C^{(1)}_{v_x}(t) + C^{(2)}_{v_x}(t) + C^{(3)}_{v_x}(t) + \ldots \]

(56)

where,

\[ C^{(1)}_{v_x}(t) = -\frac{d^2}{dt^2} C^{(1)}_x(t) \]

(57)

\[ C^{(2)}_{v_x}(t) = -\frac{d^2}{dt^2} C^{(2)}_x(t) \]

(58)

\[ C^{(3)}_{v_x}(t) = -\frac{d^2}{dt^2} C^{(3)}_x(t) \]

(59)

As in the Ohmic case, using Eqs.(46-48), we get,

\[ C^{(1)}_{v_x}(t) = -\frac{\hbar \pi \Omega_0^4}{\pi m} A_1 \frac{\partial^3}{\partial \zeta^3} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(60)

\[ C^{(2)}_{v_x}(t) = \frac{\hbar \pi \Omega_0^6}{\pi m} A_2 \frac{\partial^5}{\partial \zeta^5} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(61)

\[ C^{(3)}_{v_x}(t) = -\frac{\hbar \pi \Omega_0^8}{\pi m} A_3 \frac{\partial^7}{\partial \zeta^7} \left[ \frac{1}{\exp(\zeta) - 1} \right] \]

(62)

Here, we have analysed the following three cases:
(i) Overdamped case ($\omega_c << \gamma$);
(ii) Critically damped case ($\omega_c \sim \gamma$);
(iii) Underdamped case ($\omega_c >> \gamma$)

for the position autocorrelation, the position-velocity correlation and the velocity autocorrelation and the plots for various oscillatory and damping rates are presented in Sec IV. The analysis of the correlation functions show that at zero temperature, the long time decay of the correlation functions exhibit power law trends as shown in Table I and II. In contrast, at finite temperatures, the correlation functions exhibit long time exponentially decaying behaviour:

\[ C^{(1)}_x(t) \approx \frac{h \pi \Omega_0^4}{\pi m \omega_0^2} \exp(-\zeta) \]

(63)

\[ C^{(2)}_x(t) \approx -\frac{\hbar \pi \Omega_0^4 \gamma}{\pi m \omega_0^2} \left( \frac{2 \omega_c^2 + 3 \omega_c^2 - \gamma^2}{\omega_0^2} \right) \exp(-\zeta) \]

(64)

We end this sub-section with the two tables, where we display all the power law behaviours for the correlation functions for the Ohmic (Table I) and the Drude (Table II) bath models.
### TABLE I: Table for power law tails for different correlation functions for the Ohmic bath

| Parameters | \( \omega_c = \omega_0 = 0 \) | \( \omega_c \neq 0, \omega_0 = 0 \) | \( \omega_c = 0, \omega_0 \neq 0 \) | \( \omega_c \neq 0, \omega_0 \neq 0 \) |
|------------|-----------------|-----------------|-----------------|-----------------|
| \( C_x(t) \) | \( -\frac{h}{\pi m} \log(\pi \Omega_{th} t) + \frac{h}{\pi m^2} t^{-2} \) | \( -\frac{h}{\pi m^2} \alpha_1(\omega_c, \gamma) \log(\pi \Omega_{th} t) - \frac{h}{\pi m^2} \alpha_2(\omega_c, \gamma, 0) t^{-2} \) | \( -\frac{h}{\pi m} A_1(\omega_0) t^{-2} + \frac{6h}{\pi m} A_2(\omega_0, 0, \gamma, 0) t^{-4} \) | \( -\frac{h}{\pi m} A_1(\omega_0) t^{-2} + \frac{6h}{\pi m} A_2(\omega_0, \omega_c, \gamma, 0) t^{-4} \) |
| \( C_{x,x}(t) \) | \( -\frac{h}{\pi m} t^{-1} - \frac{2h}{\pi m^2} t^{-3} \) | \( -\frac{h}{2\pi m} \alpha_1(\omega_c, \gamma) t^{-1} + \frac{h}{2\pi m} \alpha_2(\omega_c, \gamma, 0) t^{-3} \) | \( \frac{2h}{24\pi m} A_1(\omega_0) t^{-3} - \frac{h}{24\pi m} A_2(\omega_0, 0, \gamma, 0) t^{-5} \) | \( \frac{2h}{24\pi m} A_1(\omega_0) t^{-3} - \frac{h}{24\pi m} A_2(\omega_0, \omega_c, \gamma, 0) t^{-5} \) |
| \( C_{v_x}(t) \) | \( -\frac{h}{\pi m^2} t^{-2} - \frac{6h}{\pi m^3} t^{-4} \) | \( -\frac{h}{6\pi m^3} \alpha_1(\omega_c, \gamma) t^{-2} + \frac{h}{6\pi m^3} \alpha_2(\omega_c, \gamma, 0) t^{-4} \) | \( \frac{6h}{120\pi m} A_1(\omega_0) t^{-4} - \frac{h}{120\pi m} A_2(\omega_0, 0, \gamma, 0) t^{-6} \) | \( \frac{6h}{120\pi m} A_1(\omega_0) t^{-4} - \frac{h}{120\pi m} A_2(\omega_0, \omega_c, \gamma, 0) t^{-6} \) |

### TABLE II: Table for power law tails for different correlation functions for the Drude bath

| Parameters | \( \omega_c = \omega_0 = 0 \) | \( \omega_c \neq 0, \omega_0 = 0 \) | \( \omega_c = 0, \omega_0 \neq 0 \) | \( \omega_c \neq 0, \omega_0 \neq 0 \) |
|------------|-----------------|-----------------|-----------------|-----------------|
| \( C_x(t) \) | \( -\frac{h}{\pi m} \log(\pi \Omega_{th} t) + \frac{h}{\pi m^2} t^{-2} \) | \( -\frac{h}{\pi m^2} \alpha_1(\omega_c, \gamma) \log(\pi \Omega_{th} t) - \frac{h}{\pi m^2} \alpha_2(\omega_c, \gamma, 0) t^{-2} \) | \( -\frac{h}{\pi m} A_1(\omega_0) t^{-2} + \frac{6h}{\pi m} A_2(\omega_0, 0, \gamma, 0) t^{-4} \) | \( -\frac{h}{\pi m} A_1(\omega_0) t^{-2} + \frac{6h}{\pi m} A_2(\omega_0, \omega_c, \gamma, 0) t^{-4} \) |
| \( C_{x,x}(t) \) | \( -\frac{h}{\pi m^2} t^{-1} - \frac{2h}{\pi m^2} t^{-3} \) | \( -\frac{h}{2\pi m} \alpha_1(\omega_c, \gamma) t^{-1} + \frac{h}{2\pi m} \alpha_2(\omega_c, \gamma, 0) t^{-3} \) | \( \frac{2h}{24\pi m} A_1(\omega_0) t^{-3} - \frac{h}{24\pi m} A_2(\omega_0, 0, \gamma, 0) t^{-5} \) | \( \frac{2h}{24\pi m} A_1(\omega_0) t^{-3} - \frac{h}{24\pi m} A_2(\omega_0, \omega_c, \gamma, 0) t^{-5} \) |
| \( C_{v_x}(t) \) | \( -\frac{h}{\pi m^2} t^{-2} - \frac{6h}{\pi m^3} t^{-4} \) | \( -\frac{h}{6\pi m^3} \alpha_1(\omega_c, \gamma) t^{-2} + \frac{h}{6\pi m^3} \alpha_2(\omega_c, \gamma, 0) t^{-4} \) | \( \frac{6h}{120\pi m} A_1(\omega_0) t^{-4} - \frac{h}{120\pi m} A_2(\omega_0, 0, \gamma, 0) t^{-6} \) | \( \frac{6h}{120\pi m} A_1(\omega_0) t^{-4} - \frac{h}{120\pi m} A_2(\omega_0, \omega_c, \gamma, 0) t^{-6} \) |

**Note:** In the above tables, \( \alpha_1(\omega_c, \gamma) = \frac{1}{\omega_c^2 + \gamma^2} \), \( \alpha_2(\omega_c, \gamma, \tau) = \frac{3\omega_c^2 - \gamma^2 + 6\omega_c^2 \gamma^2 + 2\gamma^3 \tau + \omega_c^2 \tau^2 - 3\omega_c^2 \gamma^2}{(\omega_c^2 + \gamma^2)^2} \) and the expressions for \( A_1, A_2 \) are mentioned in the text in Sec. III.

**FIG. 1:** The position autocorrelation function \( (C_x) \) vs. \( \omega_0 t \) in log-linear scale (i) at a very low temperature \( (\pi \Omega_{th} = 10^{-4}) \) : (a) Over-damped \( (\omega_0=2, \omega_c=10, \gamma=20, \pi \Omega_{th} = 10^{-4}) \); (b) Critically-damped \( (\omega_0=2, \omega_c=10, \gamma=10, \pi \Omega_{th} = 10^{-4}) \); (c) Under-damped \( (\omega_0=2, \omega_c=10, \gamma=0.5, \pi \Omega_{th} = 10^{-4}) \) and (ii) at a finite temperature \( (\pi \Omega_{th}=0.05) \) : (d) Over-damped \( (\omega_0=2, \omega_c=10, \gamma=20, \pi \Omega_{th}=0.05) \); (e) Critically-damped \( (\omega_0=2, \omega_c=10, \gamma=10, \pi \Omega_{th}=0.05) \); (f) Under-damped \( (\omega_0=2, \omega_c=10, \gamma=0.5, \pi \Omega_{th}=0.05) \) The blue solid curve denotes the Ohmic and the red solid curve denotes the Drude case \( (\tau = 12) \). The green and black dashed curves for figs.(a-c) represent the power law decays for the Ohmic and Drude case respectively, as given in the tables. The dashed curves in the finite temperature plots (figs.(d-f)) represent the exponential decays for the corresponding Ohmic and Drude cases.
FIG. 2: The position-velocity correlation function \((C_{xv})\) vs. \(\omega_0 t\) in log-linear scale (i) at a very low temperature \((\pi \Omega_{th} = 10^{-4})\): (a) Over-damped \((\omega_0=2, \omega_c=10, \gamma=20, \pi \Omega_{th} = 10^{-4})\); (b) Critically-damped \((\omega_0=2, \omega_c=10, \gamma=10, \pi \Omega_{th} = 10^{-4})\); (c) Under-damped \((\omega_0=2, \omega_c=10, \gamma=0.5, \pi \Omega_{th} = 10^{-4})\). (ii) at a finite temperature \((\pi \Omega_{th} = 0.05)\): (d) Over-damped \((\omega_0=2, \omega_c=10, \gamma=20, \pi \Omega_{th} = 0.05)\); (e) Critically-damped \((\omega_0=2, \omega_c=10, \gamma=10, \pi \Omega_{th} = 0.05)\); (f) Under-damped \((\omega_0=2, \omega_c=10, \gamma=0.5, \pi \Omega_{th} = 0.05)\). The blue solid curve denotes the Ohmic and the red solid curve denotes the Drude case \((\tau = 12)\). The green and black dashed curves for figs.(a-c) represent the power law decays for the Ohmic and Drude case respectively, as given in the tables. The dashed curves in the finite temperature plots (figs.(d-f)) represent the exponential decays for the corresponding Ohmic and Drude cases.

FIG. 3: The velocity autocorrelation function \((C_{vv})\) vs. \(\omega_0 t\) in log-linear scale (i) at a very low temperature \((\pi \Omega_{th} = 10^{-4})\): (a) Over-damped \((\omega_0=2, \omega_c=10, \gamma=20, \pi \Omega_{th} = 10^{-4})\); (b) Critically-damped \((\omega_0=2, \omega_c=10, \gamma=10, \pi \Omega_{th} = 10^{-4})\); (c) Under-damped \((\omega_0=2, \omega_c=10, \gamma=0.5, \pi \Omega_{th} = 10^{-4})\). (ii) at a finite temperature \((\pi \Omega_{th} = 0.05)\): (d) Over-damped \((\omega_0=2, \omega_c=10, \gamma=20, \pi \Omega_{th} = 0.05)\); (e) Critically-damped \((\omega_0=2, \omega_c=10, \gamma=10, \pi \Omega_{th} = 0.05)\); (f) Under-damped \((\omega_0=2, \omega_c=10, \gamma=0.5, \pi \Omega_{th} = 0.05)\). The blue solid curve denotes the Ohmic and the red solid curve denotes the Drude case \((\tau = 12)\). The green and black dashed curves for figs.(a-c) represent the power law decays for the Ohmic and Drude case respectively, as given in the tables. The dashed curves in the finite temperature plots (figs.(d-f)) represent the exponential decays for the corresponding Ohmic and Drude cases.
IV. RESULTS AND DISCUSSION

Here, we have plotted the position autocorrelation, position-velocity correlation and velocity autocorrelation functions for the Ohmic and Drude models, exhibiting a power law behaviour at very low temperatures (near zero) and exponential behaviour at finite temperatures. The plots are done for various damping rates representing the over-damped, critically damped and under-damped regimes respectively.

Figs.(1-3) show that, at finite temperatures, the position autocorrelation function, position-velocity correlation and velocity autocorrelation functions ($C_z$, $C_{xz}$ and $C_{xx}$) decay exponentially, however, when the temperature approaches zero, the exponential decays go over to power law decays with various power law exponents for the different correlation functions as shown in Table-I and Table-II. We notice that a harmonic confinement leads to a faster decay of the long time tails. The presence of the cyclotron frequency leads to a modification of the coefficient of the power law tails.

The plots show, as expected, that the curves fall off faster (and eventually settle down to the long time power law or exponential trend) in the overdamped case compared to the underdamped case with the critically damped case exhibiting an intermediate behaviour between these two extreme cases. Furthermore, one can notice from Table-II that the first terms of the correlation functions are independent of the Drude time $\tau$.

Therefore, in order to glean out the dependence of the long time tails on the Drude time $\tau$ in the case of the Drude bath, we have retained the first two terms both in the finite temperature and zero temperature analyses and plots. While the exponents of the power law tails are the same for the Ohmic and Drude baths, the coefficients of the power law tails are distinct in the two cases. Thus, the Drude time does play a role in controlling the coefficients of the power law tails and thus affects the overall trends of decay of the correlation functions.

The results for the long time behaviours of the position correlation, position-velocity correlation and velocity autocorrelation function discussed in this paper are entirely new in the context of the quantum Brownian motion of a charged particle in the presence of a harmonic oscillator potential and a magnetic field.

V. CONCLUSION

In this paper we have studied in detail the long time tail behaviour of the position autocorrelation function, the position-velocity correlation function and the velocity autocorrelation function of a charged particle in a magnetic field in a viscous medium.

As in the case of a neutral particle [2] we see a transition from an exponentially damped trend to a power law behaviour as one goes from a finite temperature to zero temperature. We get a variety of power law trends in the overdamped, underdamped and critically damped regimes which explore the relative strengths of the cyclotron frequency, the trapping frequency and the viscous damping. We display our results in tabular form and also plot them to visually study the trends. Our results converge to the previously researched neutral particle behaviour [2] for the long time tails in the appropriate limits and go far beyond that in analysing in detail the long time tail trends for the position autocorrelation, the position-velocity correlation and the velocity autocorrelation function for a charged particle in a magnetic field in a viscous medium. Also, earlier researchers who had studied the long time tails of a neutral particle [2] had confined their analysis to the context of an Ohmic bath. We do our analysis both for the Ohmic and the Drude baths and notice how the amplitude of the long time tail gets modified by the presence of the Drude time scale $\tau$. Thus, our long time tail analysis for the Drude model goes beyond existing literature both for a neutral particle and a charged particle in a viscous medium in the presence of a harmonic potential. We notice that the presence of a harmonic potential leads to a faster decay of the power law tails.

As mentioned earlier, the exponents of the long time tails that we obtain here for the position autocorrelation function are the same as one gets for a neutral particle in a viscous medium [2]. However, the presence of the cyclotron frequency does modify the amplitudes of the power law tails of a charged particle in a magnetic field. Our predictions can be tested via cold atom-ion experiments [19–24] probing the position autocorrelation, the position-velocity correlation and the velocity autocorrelation functions of a charged particle in a magnetic field.
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