Gradient-descent quantum process tomography by learning Kraus operators
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We perform quantum process tomography (QPT) for both discrete- and continuous-variable quantum systems by learning a process representation using Kraus operators. The Kraus form ensures that the reconstructed process is completely positive. To make the process trace-preserving, we use a constrained gradient-descent (GD) approach on the so-called Stiefel manifold during optimization to obtain the Kraus operators. Our ansatz uses a few Kraus operators to avoid direct estimation of large process matrices, e.g., the Choi matrix, for low-rank quantum processes. The GD-QPT matches the performance of both compressed-sensing (CS) and projected least-squares (PLS) QPT in benchmarks with two-qubit random processes, but shines by combining the best features of these two methods. Similar to CS (but unlike PLS), GD-QPT can reconstruct a process from just a small number of random measurements, and similar to PLS (but unlike CS) it also works for larger system sizes, up to at least five qubits. We envisage that the data-driven approach of GD-QPT can become a practical tool that greatly reduces the cost and computational effort for QPT in intermediate-scale quantum systems.

Introduction. The characterization of quantum operations in the presence of various coherent and incoherent noise sources is of broad interest in emerging quantum technologies [1–27]. Some of the quantum operations involved are, e.g., implementing and sampling from the output of a complicated quantum circuit [18, 25] or creating interesting quantum states [28–31]. The ability to characterize such operations efficiently would enable tackling the noise and understanding the limitations of current quantum devices.

A quantum operation can be generally represented as a completely positive (CP) and trace-preserving (TP) linear map $\mathcal{E}$ mapping a quantum state $\rho$ in a Hilbert space to another state $\rho'$ in a (possibly) different Hilbert space, i.e., $\rho' = \mathcal{E}(\rho)$. The task of estimating $\mathcal{E}$ from experimental data is called quantum process tomography (QPT) [32–35]. It can be performed using techniques such as maximum-likelihood estimation [36–39], Bayesian estimation [40], projected gradient descent (GD) [41], projected least-squares (PLS) [42], compressed-sensing (CS) methods using convex optimization [43–46], or emerging ideas like variational QPT [47].

One of the main challenges in QPT is that the size of the process representation grows exponentially with the size of the quantum system. For example, the Choi representation [48] is a complex-valued $4^n \times 4^n$ matrix for $n$ qubits. This makes it difficult both to estimate a quantum process from noisy data, and to interpret the results [49]. However, for realistic cases, low-rank approximations of a quantum process require much less data for QPT [44]. In the case of quantum state tomography (QST), such approximations are sufficient to guide toward actionable and interpretable information [50]. Therefore, inspired by machine-learning techniques such as neural-network QST [51–62], efficiently representing a process and learning it from data has recently shown promise for QPT [56]. Other approaches, e.g., shadow tomography [63, 64], circumvent the problem of large Hilbert-space dimension by completely avoiding the construction of a process representation.

In this Letter, we tackle the QPT problem using a simple GD-based optimization that learns the Kraus representation of a process. Kraus operators can represent any completely positive linear map [48, 65]. The number of Kraus terms can be flexibly adapted for a low-rank reconstruction. We treat the process estimation as a learning task performed by using batches of measurement data, similar to the training of neural networks. The CP condition is ensured by construction [65] and an efficient gradient-retraction method [66–69] implements orthonormality constraints such that the TP condition is never violated during the optimization.

Our GD-QPT approach is an example of Riemannian optimization on the Stiefel manifold [70, 71], which is also of interest in machine learning [68], and has been applied to problems in quantum physics [69, 72]. We show how this simple approach can be used to reconstruct both continuous- and discrete-variable (CV/DV) quantum processes with different measurement schemes, large Hilbert-space dimensions, and a small amount of data.

We benchmark our approach against CS and PLS. In CS, the Choi representation is used to turn the QPT task into a convex optimization problem [43, 44, 46]. Using convex programming, CS can handle CPTP constraints easily, guarantees a global optimum, and shines in the regime where the amount of data is so small that standard QPT would have an underdetermined system of equations for a general full-rank process [44]. However, CS can be computationally expensive in practice, limit-
ing its applicability for even three-qubit processes, which may require several hours of computation [44]. A five-qubit process, or a CV process with a larger cutoff on the Hilbert space than used in existing methods [38, 39], may thus become impractical with larger Choi matrices and more data.

Projected-gradient methods [41] like PLS [42] first obtain an estimate for the process and then project it to the nearest CPTP estimate. The PLS method is fast: it can reconstruct processes for 5–7 qubits in a reasonable amount of time [42]. However, projection-based techniques may require finding an initial analytical least-squares estimate relying on an informationally complete set of measurements, along with costly projection steps involving eigendecompositions of large Choi matrices or iterative subroutines. Our approach avoids these problems while still being able to handle relatively large Hilbert space dimensions.

We show that the simple GD-QPT technique yields similar performances as CS and PLS on benchmarks using random processes with Gaussian noise in the data. We also assess the performance of GD-QPT and CS against the amount of data, to show that GD-QPT combines the best of two worlds. Like CS, the GD-QPT approach works with a less than informationally complete set of measurements, but it can still, like PLS, be run for larger problems.

As an extension to GD-QPT, we also try out neural-network QPT (NN-QPT) [73]. In NN-QPT, the Kraus operators are given by the output of a neural network, similar to ideas explored in previous works [74, 75] for QST. We find no significant advantage of this approach compared to GD-QPT, which indicates that a good process representation, along with constrained GD optimization, might be sufficient to learn quantum states and processes. Our approach thus introduces a flexible QPT technique, demonstrating that simple gradient-based optimization combined with appropriate regularization and efficient process representation can become an effective tool for quantum process characterization.

**Kraus and Choi representations.** The Kraus-operator representation of $\mathcal{E}$ corresponds to $k$ complex-valued matrices $\{K_i\}$ of dimension $N \times N$, that act on a density matrix $\rho$ as $\mathcal{E}(\rho) = \sum_{i=1}^{k} K_i \rho K_i^\dagger = \rho'$. Here $N$ is the Hilbert-space dimension; for $n$ qubits $N = 2^n$. The Kraus representation guarantees that the process is CP [65, 76, 77]. The TP condition translates to the Kraus operators satisfying $\sum_{i=1}^{k} K_i^\dagger K_i = I$.

The Choi representation [48, 78] of $\mathcal{E}$ is a single $N^2 \times N^2$ complex-valued matrix $\Phi$ that can be written using Kraus operators as $\Phi = \sum_{i=1}^{k} |K_i\rangle \langle K_i|$ with $|K_i\rangle = (I \otimes K_i) \sum_i |i\rangle \otimes |i\rangle$. The Choi matrix is thus a linear operator acting on the tensor product of the input and output Hilbert spaces $H_{\text{in}} \otimes H_{\text{out}}$. The action of $\Phi$ on a state $\rho$ is given by the partial trace operation $\rho' = \text{Tr}_{H_{\text{in}}}((\rho^\gamma \otimes |K_i\rangle \langle K_i|) \rho)$, where $\gamma$ is a parameter.

**Probes**

\begin{align*}
|0\rangle & \rightarrow U_i \rightarrow \cdots \rightarrow \rho_i' = \sum_k K_k \rho_i K_k^\dagger \rightarrow \text{Tr}(M_j \rho_i') \rightarrow \cdots \rightarrow d_{ij} \rightarrow \text{Measurement}
\end{align*}

**Diagram:**

![Diagram](image)

**Figure 1.** An illustration of GD-QPT. In QPT, we estimate a quantum process $\mathcal{E}$ from data $d_{ij}$ that represent expectation values of measurements $M_j$ on states given by $\mathcal{E}$ acting on probes $\rho_i$. We construct a loss function $\mathcal{L}$ using the data and our estimate for the process as a set of Kraus operators stacked together, $\mathcal{K}$. We estimate $\mathcal{K}$ by minimizing the loss with GD-based optimization using batches of data. The Kraus form guarantees that the estimate is CP and a gradient-retraction technique restricts each GD update such that $\mathcal{K}$ remains in the set of orthonormal matrices on the Stiefel manifold, ensuring that it is also TP.

In order for $\Phi$ to be CPTP, it should be positive-semidefinite [41, 48] and satisfy $\text{Tr}_{H_{\text{in}}} (\Phi) = I$.

In our approach to QPT, we consider the Kraus-operator form because it allows us to control the size of the process representation. The Choi rank $r$ of a process is given by the minimum number of Kraus operators necessary to represent the process. The maximum Choi rank is $r = N^2$, but in realistic cases, process matrices can have low ranks $r \ll N^2$ (for a unitary process, $r = 1$). Our approach thus gives the flexibility to choose the rank $r = k$ (the number of Kraus operators) of the process ansatz, allowing us to obtain low-rank approximations without constructing the full Choi matrix. In most previous QPT methods, the Choi-matrix representation was preferred because it made CPTP constraints easier to handle [41] and the problem could be cast in a linear form [44].

**Learning quantum process representations.** We illustrate the idea of GD-QPT in Fig. 1. In QPT experiments, data $d_{ij}$ are obtained as estimates (computed by averaging single-shot outcomes) of expectation values of measurements $M_j$ on the output states $\rho_i' = \mathcal{E}(\rho_i)$ for given probe (input) states $\rho_i$. We model statistical errors in the measurement as noise sampled from a zero-mean Gaussian distribution $\mathcal{N}(0, \epsilon)$ with standard deviation $\epsilon$. The process-reconstruction problem can then be cast as a learning task: minimizing a loss function $\mathcal{L}$ representing the discrepancy between the data $d_{ij}$ and our estimate of the process. We use

$$\mathcal{L}(\mathcal{K}) = \sum_{ij} \left[ d_{ij} - \text{Tr} \left[ M_j \left( \sum_k K_k \rho_i K_k^\dagger \right) \right] \right]^2 + \lambda ||\mathcal{K}||_1,$$

(1)
which combines least-squares-error loss with L1 regularization. Here, $\mathbb{K} = [K_1, \ldots, K_k]$ is a $kN \times N$ matrix, which represents the process by stacking the $k$ Kraus operators, and $\|\mathbb{K}\|_1$ is given by the L1 norm [79, 80], with $\lambda \geq 0$ the strength of the regularization. We fix $\lambda = 10^{-3}$ in this letter, but it can be optimized further as a hyperparameter.

The loss function can be minimized with GD by updating $\mathbb{K}$ along the negative (conjugate, since the Kraus operators are complex [81]) gradient $\nabla_\mathbb{K} \mathcal{L}(\mathbb{K})$. However, simple GD might lead to an estimate that violates the TP constraint, which can be equivalently described as the orthonormality condition $\mathbb{K}' \mathbb{K} = \mathbb{I}$. To counter such violations, one could add a loss term that penalizes them, e.g., $\|\sum_i K_i^\dagger K_i - \mathbb{I}\|_1$. However, this penalty does not strictly enforce the orthonormal condition.

In the Choi representation, we can linearize the problem to implement CS-QPT as

$$\Phi_{CS} = \arg \min |\Phi'|_{1}, \text{ s.t. } \Phi' \geq 0, \|S \Phi' - \vec{d}\|_2 \leq \delta,$$

where $\delta$ is the noise level we set as a threshold. The matrix $S$ is similar to the sensing matrix in QST [82], which is constructed using the probes and measurement operators $\{\rho_i, M_j\}$. The data is collected into a vector $\vec{d}$ with an appropriate flattening $\Phi'$ of the Choi matrix. The TP condition is implemented by setting the constraint $\text{Tr}_{H_{in}}(\Phi') = \mathbb{I} = 0$. We use the splitting conic solver [83] to solve the convex optimization task for CS in Python with CVXPY [84, 85] following Qiskit [86] to implement the CPTP constraints.

Gradient descent on the Stiefel manifold. The orthonormal condition on $\mathbb{K}$ defines the so-called Stiefel manifold [70]. It is possible to restrict the gradients such that we never leave this manifold during the optimization [66–68, 70, 71]; this is an example of Riemannian optimization on a manifold [71]. Several works have addressed this problem using a so-called retraction technique that is an approximation to the exponential map [87]. The retraction restricts the updated $\mathbb{K}$ to the Stiefel manifold while minimizing the loss (see Fig. 1).

Let $G' = \nabla_\mathbb{K} \mathcal{L}(\mathbb{K})$. At each update step, we normalize the gradients with the L2 norm as $G = G' / \|G'\|_2$. If $A = [G ~ \mathbb{K}]$ and $B = [\mathbb{K} - G]$, representing stacked matrices, the trace-preserving retraction is given by

$$\nabla^*_\mathbb{K} \mathcal{L}(\mathbb{K}) = A(I + \frac{\eta}{2} D^\dagger A)^{-1} D^\dagger \mathbb{K},$$

where $\eta$ is a learning rate, such that we can iteratively apply the gradient updates $\mathbb{K}' = \mathbb{K} - \eta \nabla_\mathbb{K} \mathcal{L}(\mathbb{K})$ to minimize the loss $\mathcal{L}(\mathbb{K})$ while keeping $\mathbb{K}$ in the Stiefel manifold. The retraction formula is based on the Cayley transform and the use of the Sherman-Morrison-Woodbury formula [70].

The starting estimate for the Kraus operators are taken to be random unitary matrices with appropriate normalization guaranteeing that they are CPTP. We consider a learning rate that decays by a factor 0.999 in each step with $\eta(0) = 0.1$.

Results and benchmarking. We start with an example of QPT for a CV quantum operation — a selective number-dependent arbitrary phase (SNAP) gate [73, 88, 89] along with a displacement operation — using coherent states as probes [38]. The SNAP gate has been recently used experimentally to create a variety of interesting CV quantum states such as Gottesman–Kitaev–Preskill states and the cubic phase state [31]. The parameters of the chosen SNAP + displacement operation are given in the Supplementary Material [73]. In such CV problems, choosing an appropriate Hilbert-space cutoff, which allows to correctly describe the state at hand, is fundamental [38, 39]. Here, we consider a cutoff of 32, which, to the best of our knowledge, is the largest dimension explored for single-mode CV QPT [35, 38, 90, 91].

In Fig. 2, we show the Wigner functions for a single instance of a coherent probe state $\rho_i = |\alpha_i\rangle \langle \alpha_i|$, target state $\rho'_t = \mathcal{E}(\rho_i)$ after the process, and sampled data $d_{ij}$. The data corresponds to measurements of the displaced parity operator $\Pi(\beta)$ on $\rho'_t$. Since both $\alpha_i$ and $\beta$ are continuous, we need to select a grid to run an experiment. We deliberately choose a very coarse grid to highlight that we do not require full Wigner tomography for each probe state during QPT. In an experiment, appropriate choices have to be considered for the probes and measurements depending on the process as well as the limitations of the experimental setup.

There are several distance measures available to quantify the difference between quantum processes [92, 93]. We consider the fidelity $F(\Phi, \Phi') = \text{tr}(\sqrt{\sqrt{\Phi} \Phi' \sqrt{\Phi}})$ of reconstruction according to the definition of process fidelity [94] by converting our Kraus reconstruction to the Choi form with the appropriate normalization, $\Phi_{\text{GD-QPT}} N$. The average value of $F$ for 30 random choices of the Kraus operators with a noise $\epsilon = 10^{-2}$
Gaussian noise \( (\epsilon) \) and CS (green) for random two-qubit \((n = 2)\) full-rank \((r = 16)\) processes. (a) Mean infidelities for various number of Kraus operators as the Gaussian noise level \( \epsilon \) is decreased for 30 random processes. Shading shows one standard deviation. (b) Average infidelities for reconstructions of the same processes using a fraction \( \gamma \) of the total data used in (a). We randomly select a \( \sqrt{\gamma}/6^n \times \sqrt{\gamma}/6^n \) subset of the total \( 6^n \times 6^n \) Pauli probes and measurements.

Figure 3. Benchmarking GD-QPT (red) against PLS (blue) and CS (green) for random two-qubit \((n = 2)\) full-rank \((r = 16)\) processes. (a) Mean infidelities for various number of Kraus operators as the Gaussian noise level \( \epsilon \) is decreased for 30 random processes. Shading shows one standard deviation. (b) Average infidelities for reconstructions of the same processes using a fraction \( \gamma \) of the total data used in (a). We randomly select a \( \sqrt{\gamma}/6^n \times \sqrt{\gamma}/6^n \) subset of the total \( 6^n \times 6^n \) Pauli probes and measurements.

is > 0.97. Each reconstruction converges within 50 iterations taking tens of seconds on a standard laptop with a 32 GB memory and 2.9 GHz 6-Core Intel Core i9 processor. We used \( k = 3 \) Kraus terms in the reconstruction even though we actually only needed to have \( k = 1 \) since the SNAP and displacement operations are unitary.

To study the effects of the number of Kraus operators in our ansatz, noise, and amount of data, we turn to the reconstruction of random DV quantum processes, i.e., processes acting on \( n \) qubits. First, in Fig. 3(a), we quantify the impact of Gaussian measurement noise (related to the number of measurement samples [42]) and the number of Kraus operators. We follow the direct QPT approach of Ref. [42], where the \( 6^n \) probes and \( 6^n \) measurements are given by the tensor products of the eigenstates to the Pauli matrices \( \{\sigma_x, \sigma_y, \sigma_z\} \). We compare our results on DV QPT against the hyperplane-intersection projection method of [42] and a CS implementation using convex programming [44].

We find that all three methods perform similarly as a function of the measurement noise \( \epsilon \) with the assumption of a full set of \( k = 4^n \) Kraus operators for a full-rank process. As we reduce the number of Kraus terms in our ansatz, the fidelity saturates at lower values for lower \( ks \), which is expected as our approximation is not expressive enough to represent the full-rank process with fewer Kraus terms. In a practical setting, we may only be able to reach a certain fidelity with a finite number of measurement shots (non-zero \( \epsilon \)). Interestingly, using more Kraus terms in such situations may not be helpful.

In most realistic cases, where we might be interested in implementing quantum gates which are unitary or near-unitary processes, CS-QPT methods can work with very little data [44]. Nevertheless, we benchmark for full-rank processes in a two-qubit system to demonstrate the general applicability of our approach. In Fig. 3(b), we compare the performance of GD-QPT against CS with a fixed noise level \( \epsilon = 10^{-2} \) for full-rank \((k = 16)\) Kraus operators using a random subset of probes and measurements (a fraction \( \gamma \) of the total). We observe that for two-qubit processes in this informationally incomplete regime, GD-QPT achieves similar performance as CS — both needing less than half of the total data. In the Supplementary Material [73], we also present results for low-rank processes. By using a smaller number of Kraus operators, we can reconstruct processes in a larger Hilbert space (5-qubit DV systems and CV processes with a Hilbert-space cutoff of 32).

There could be further possible improvements with lower noise (higher number of shots) and tuning of the hyperparameters such as regularization, learning rate, and number of Kraus operators. It is also important to note that for such reconstructions, assessing the uncertainty of the reconstruction becomes important since we cannot guarantee if we have enough data for a unique estimation of the process [95].

The PLS method was omitted from Fig. 3(b) since it was not clear how to adapt it to non-informationally complete data. However, PLS can be used to reconstruct processes with more qubits, where CS has difficulties. The dimension of the matrix \( S \) in CS is \( 6^{2n} \times 4^{2n} \) for the probabilities and the flattened Choi matrix. Therefore, running convex optimization programs even for a three-qubit process reconstruction with CS is challenging, requiring several hours of computational time [44]. In contrast, GD-QPT can easily tackle five-qubit processes, similar to PLS. Further, due to the restricted number of Kraus operators, GD-QPT iterations are faster than PLS for larger Hilbert spaces.

In Fig. 4, we compare the number of iterations for the convergence of GD-QPT against PLS for random 5-qubit DV processes. The results show that GD-QPT converges in a similar number of iterations as PLS, but is faster per iteration due to the smaller number of Kraus terms considered. The most expensive step in the PLS technique, the CP projection, requires a diagonalization involving the eigendecomposition of the \( 4^n \times 4^n \)-dimensional Choi-matrix estimate. The time taken for each step is limited by the complexity (cubic) of this eigendecomposition. In comparison, the most expensive step in GD-QPT is the retraction involving the inversion of smaller matrices of dimensions \( k2^n \times 2^n \), where the number of Kraus terms \( k \ll 4^n \). We provide the data and code for all results along with our implementation of GD-QPT, PLS, and CS in Ref. [96].

**Conclusion and outlook.** In this Letter, we introduced a simple yet powerful technique for QPT using gradient-based learning of Kraus operators — GD-QPT. Our approach can reconstruct both CV and DV processes for Hilbert spaces of dimension at least 32. We benchmarked GD-QPT against the recently proposed PLS algorithm as well as CS. Using randomly generated processes, we showed that for low-rank processes, estimating Kraus op-
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SUPPLEMENTARY MATERIAL

Definitions for CV probes, gates, and measurements

The CV probes used in this work are coherent states $|\alpha\rangle$ that can be defined in the Fock basis as

$$|\alpha\rangle = D(\alpha)|0\rangle,$$

where $D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a)$ is the displacement operator with $a$ ($a^\dagger$) the bosonic annihilation (creation) operator and $|0\rangle$ is the vacuum state.

The measured observable corresponds to the displaced parity operator

$$\Pi(\beta) = \sum_n (-1)^n D(\beta)|n\rangle\langle n|D(-\beta).$$

The SNAP gate is defined as an operator that adds the real phase $\theta_n$ to the Fock state $|n\rangle$:

$$S(\vec{\theta}) = \sum_n e^{i\theta_n}|n\rangle\langle n|$$

with $\vec{\theta} = \{\theta_n\}$ the real-valued phases that are added to each Fock state. The CV process that we consider as an example corresponds to the unitary $D(\alpha)S(\vec{\theta})D(-\alpha)$ with the choice for the displacement $\alpha = 1.5$ for Hilbert-space dimension $N = 32$. The angles are chosen $\vec{\theta} = [\pi/2, \pi/2, -\pi/2, -\pi/2, \pi/2, \pi/2]$.

Generating random processes

The DV processes were generated by combining random unitaries $\{U^\text{rand}_i\}$ with random weights $w_i$ that add up to make $\{w_iU^\text{rand}_i\}$ a valid set of Kraus operators that sum up to $\mathbb{1}$. The unitaries are created by matrix exponentiation $U_i = e^{-iH_i}$ of random Hermitian matrices $H_i = 0.5(X_i + X_i^\dagger)$. The matrices $X_i$ are random with elements generated by sampling uniformly from the range $[-1, 1]$.

Neural-network quantum process tomography

In neural-network quantum process tomography (NN-QPT), we design a simple feed-forward neural network that takes as input batches of measurement data $d_{ij}$ and gives a set of $k$ Kraus operators as output. The structure of the network is described in Table I; it consists of a set of dense neurons with appropriate reshaping operations to generate the $k$ complex-valued Kraus operators. We use the hyperbolic tangent (tanh) as our activation function. Previous works have considered similar ideas for QST with a DensityMatrix layer shaping the output of a neural network to a valid density matrix [74, 75].

| Layer      | Output shape |
|------------|--------------|
| Input (-)  | 128          |
| Dense      | -            |
| Tanh       | -            |
| Dense      | 128          |
| Dense      | $k \times N \times N \times 2$ |
| Reshape    | $k \times N \times N$ |

Table I. The neural-network architecture used for QPT. An implementation of the model and its training procedure can be found in Ref. [96].

Figure 5. Neural-network QPT for random two-qubit ($n = 2$) processes with different ranks using Pauli probes and measurements. (a, c) The mean infidelities as the Gaussian noise level $\epsilon$ is decreased for 30 random processes with (a) $r = 16$, $k = 16$ and (c) $r = 4$, $k = 4$. (b, d) The mean infidelities for 30 random process reconstructions using a fraction $\gamma$ of the total data used in (a, c). We randomly select a subset of the total $6^2 \times 6^2$ Pauli probes and measurements, i.e., $\sqrt{7}/6^2 \times \sqrt{7}/6^2$.

In Fig. 5, we show benchmarks for NN-QPT against GD-QPT, PLS, and CS. The input to the model is batches of the data with batch size 16 and the output is a set $K^{\text{NN-QPT}}$ of Kraus operators for each batch. The measurements and probes for each batch along with $K^{\text{NN-QPT}}$ gives data predictions $d'_ij$. The loss function is the least-squares error between $d_{ij}$ and $d'_ij$ with regularization and a penalty for violating the TP condition given as $0.001||K - \mathbb{I}||_1$. We use the Adam optimizer with a learning rate of 0.001 during the training.

Once trained, the network generates a set of Kraus operators from a random batch of data as input. There is an ambiguity about which batch should be chosen to generate the final set of reconstructed Kraus operators. If all the data is used during training as well as prediction, this ambiguity is removed. Nevertheless, we find that all random sets of data as inputs gives similar output for the Kraus operators.
We also find that the reconstructed set of Kraus operators do not strictly follow the TP condition as the optimization only penalizes violations of the trace-preserving property instead of enforcing it. In future works, it would be interesting to combine the constrained-gradient approach with neural-network and other types of ansatizes such as tensor networks similar to recent attempts [103] in order to ensure that the reconstructed process is TP.

In future works, the NN-QPT idea can be explored to determine how such neural-network approaches can achieve better performance than simple GD-QPT, or can be extended to larger system sizes without requiring a full Kraus representation. As in the case of GD-QPT, future work with NN-QPT would also require strict guarantees on the TP condition as well as uncertainty estimates to be useful in realistic experiments.