Efficient Data Compression for 3D Sparse TPC via Bicephalous Convolutional Autoencoder
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Abstract—Real-time data collection and analysis in large experimental facilities present a great challenge across multiple domains, including high energy physics, nuclear physics, and cosmology. To address this, machine learning (ML)-based methods for real-time data compression have drawn significant attention. However, unlike natural image data, such as CIFAR and ImageNet that are relatively small-sized and continuous, scientific data often come in as three-dimensional (3D) data volumes at high rates with high sparsity (many zeros) and non-Gaussian value distribution. This makes direct application of popular ML compression methods, such as conventional data compression methods, suboptimal. To address these obstacles, this work introduces a dual-head autoencoder to resolve sparsity and regression simultaneously, called Bicephalous Convolutional Autoencoder (BCAE). This method shows advantages both in compression fidelity and ratio compared to traditional data compression methods, such as MGARD, SZ, and ZFP. To achieve similar fidelity, the best performer among the traditional methods can reach only half the compression ratio of BCAE. Moreover, a thorough ablation study of the BCAE method shows that a dedicated segmentation decoder improves the reconstruction.
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I. INTRODUCTION

The super Pioneering High Energy Nuclear Interaction eXperiment (sPHENIX) at the Relativistic Heavy Ion Collider (RHIC) will perform high-precision measurements of jets and heavy-flavor observables for a wide selection of high energy nuclear collision systems, elucidating the microscopic nature of strongly interacting matter, ranging from nucleons to strongly coupled quark-gluon plasma [1]. As illustrated in Figure 1, a next-generation continuous readout time projection chamber (TPC) is the main tracking detector for sPHENIX. The overall sPHENIX experimental data rate is dominated by the TPC, which reads out at a rate of $O(1)$ Tbps and records at $O(100)$ Gbps to persistent storage [28]. Therefore, the experiment’s storage efficiency and throughput capability can directly benefit from high-fidelity compression algorithms optimized for the TPC data stream.

An autoencoder (AE) network is an effective method for data compression [17], [32]. Compared to traditional data reduction methods, such as principal component analysis [11] and Isomap [50], AE often results in a higher compression ratio and better reconstruction accuracy [10]. Conceptually, AE consists of two neural networks (NNs): an encoder and a decoder. The encoder maps a high-dimensional data block into low-dimensional compressed representations, while a decoder recreates the input data from the code. For image data with shift-invariance properties, a convolutional autoencoder (CAE) often is used. CAE uses a convolutional network [20], [19], [26], [14] as the encoder and a deconvolutional network [34], [35] as the decoder. Data compression is achieved by having a smaller bit length compared to input. Unlike other generative NN models, such as a variational autoencoder [18], [25], [31] or generative adversarial network (GAN) [12], [6], AE emphasizes faithful recreation of the original data point instead of the diversity of generated data. CAE is not without issues. Reconstructed images often are blurry and sometimes accompanied by checkerboard artifacts [24], which can be especially devastating for sparse data with sharp boundaries.

II. METHOD

A. Data Gathering and Preparation

We use simulated data for 200 GeV Au+Au collisions detected by the sPHENIX TPC, which is generated based on the HIJING event generator [33] and Geant4 Monte Carlo detector simulation package [4] integrated with the sPHENIX software framework [27]. sPHENIX’s TPC continuously detects thousands of charged particles produced at high-energy Au+Au at RHIC, which collide at a rate of $O(100)$ kHz. The ionization charge produced by these particles in the TPC gas volume is drifted, amplified, and collected by 160k mini pads [5] and digitized continuously using analog-digital converters (ADCs) inside of the SAMPA v5 application-specific integrated circuit at a rate of 20 MHz [16], [28]. As the ionization charge drifts along the $z$ axis at $\sim 8$ cm/µs, the ADC time series can be translated to the $z$-location dependent ionization charge density. All ADC values are 10-bit unsigned integers ($\in [0, 1023]$), representing the charge density of the initial ionization. The trajectory location is interpolated between the location of neighboring pads using the ADC amplitude. Hence, in a lossy compression, it is important to preserve the relative ADC ratio between the pads. Before readout of the TPC data, the ADC values are zero-suppressed in the SAMPA chips. For this study, we assume a simple zero suppression as ADC$>64$ and set all ADC bins below this threshold to zero. The data streams from SAMPA chips are read out via 960 6-Gbps optical fibers through the FELIX interfaces [8] to a fleet of commodity computing servers. The computing capability in the TPC readout path allows a compression algorithm to be
applied in the field-programmable gate array in the FELIX interface or the computing servers. The detector’s TPC mini-pad array is composed of 48 cylindrical layers that are grouped into the inner, middle, and outer layers, each with 16 layers. Detectors in each layer can be unwrapped into a rectangular grid with rows in the z direction and columns in the azimuthal direction. All layer groups have the same number of rows of detector pads but different numbers of columns. Each full three-dimensional (3D) data volume of the outer layer group is in the shape of (2304, 498, 16) in the azimuthal, horizontal, and radial orders. To match the segmentation of the TPC readout data concentrator, we divide a full frame into 12 non-overlapping sections along the azimuth and halve the horizontal direction, resulting in the input data shape of (192, 249, 16).

B. Bicephalous Convolutional AutoEncoder (BCAE)

The long tail and sharp edge in the distribution of ADC values present a great challenge. Figure 3 inset shows the histogram in logarithmic scale of ADC values, revealing the sparsity and a gap between 0 and 64. NNs have difficulties with such distributions [3], [13], which we confirm in the ablation studies (Sec. III C). We propose two techniques to solve the problem: 1) reforming the voxel-level regression into a segmentation (voxel-level binary classification) and a regression and 2) predicting a transform of the input data.

Bicephalous decoder: Figure 2 shows that our BCAE has two decoders, Ds for voxel segmentation and Dr for regression. From the compressed data, the segmentation decoder Ds classifies each voxel into two categories: zero-valued or positive-valued. The output from Ds is evaluated with the focal loss $\mathcal{L}_s$, which is designed to deal with an unbalanced data set [22]. The output from the regression decoder Dr is combined with that from Ds and evaluated with a mean squared error (MSE) loss $\mathcal{L}_r$.

Predicting a transformed input: To deal with the sharp edge in the input distribution induced by the zero suppression, Dr does not predict an input ADC value, but rather its transform. The transform has the form: $T(x) = \log(x - 64)/6$, and let $x$ be a voxel with nonzero value $v_x$, $D_r$ approximates $T(v_x)$. To motivate the transform, we plot the histogram of raw and transformed nonzero ADC values in Figure 3 and b (for all ADC values, see the inset of a). It is evident that the transformed distribution better resembles a normal distribution. We borrow the idea of input transform from [3], where the technique is applied to an electron-proton scattering events simulation with GAN. As in [3], we do not transform the input before feeding it to the network. We assume the network’s output (more precisely, that of $D_r$) is an approximation for the transformed input. Before passing the prediction to the loss function, we apply the inverse transform $T^{-1}$.

Segmentation loss $\mathcal{L}_s$: Let $v_x$ be voxel $x$’s ADC value, and the log ADC value $v_x'$ is defined to be $\log_2(v_x + 1)$. Because a nonzero ADC value is $\geq 64$, the true class label of $x$ should be 0 if $v_x' < 6$ or 1 if otherwise. However, to make the loss function differentiable, we use the Sigmoid step function $S(v; \mu, \alpha) = (1 + \exp(-\alpha(v - \mu)))^{-1}$ to achieve a “soft classification” instead. The Sigmoid step function maps $v < \mu$ to a value close to 0 and $v > \mu$, 1. For this study, we set $\mu = 6$ and $\alpha = 20$. Let $\hat{i}_x$ be the output of $D_s$ for voxel $x$, and the focal loss is defined to be

$$\mathcal{L}_r \left( \left\{ \hat{i}_x \right\}; \gamma \right) = \frac{1}{M} \sum_x -l_x \log_2 \left( \hat{i}_x \right) \left( 1 - \hat{i}_x \right)^\gamma$$

$$- \left( 1 - l_x \right) \log_2 \left( 1 - \hat{i}_x \right) \left( \hat{i}_x \right)^\gamma,$$

(1)

where $M$ is the total number of voxels, $l_x$ is the soft label, and $\gamma$ is the focusing parameter. Focal loss is used because we have only 10% of nonzero ADC values on average, and focal loss is shown to perform well when positive examples are relatively sparse. In this study, we set $\gamma = 2$.

Regression loss $\mathcal{L}_r$: Denoted by $\hat{v}_x$, the prediction for voxel $x$ given by $D_r$, the combined prediction $\hat{v}_x$ is defined as

$$\hat{v}_x = \left\{ \frac{T^{-1}(\hat{i}_x) \cdot \hat{i}_x \geq h,}{0, \hat{i}_x < h}, \right.$$

(2)

where $h$ is a threshold and the regression loss $\mathcal{L}_r$ is defined as

$$\mathcal{L}_r \left( \left\{ \hat{v}_x, v_x \right\}; h \right) = \frac{1}{M} \sum_x (\hat{v}_x - v_x)^2,$$

(3)

where $M$ is the total number of voxels.
Fig. 2. **Summary of the BCAE architecture and the ResBlock.** Our BCAE is composed of one encoder and two decoders. The decoders $D_h$ is designated to solve the segmentation problem. The combined output from $D_h$ and $D_t$ is used to solve the regression problem.

**Fig. 3.** **Motivation for input transformation.** Panel a: histogram of nonzero ADC values; Panel b: histogram of $T$ (nonzero ADC values). The sharp edge around 64 and long tail are resolved to an extent with the transform. The inset of Panel a shows the histogram in logarithmic scale of nonzero ADC values, revealing the sparsity of nonzero values and a gap between 0 and 64.

**Architectural details:** BCAEs are constructed using the ResBlock in Figure 2. The ResBlock design is inspired by the residual block proposed in [15]. However, unlike a residual block in [15] that preserves the input size, we downsample and upsample with ResBlock. On the main path of a ResBlock, we have (de)convolution, normalization, activation, and an additional (de)convolution layer. We downsample or upsample at the first (de)convolution layer and use kernel size 3 and stride 1 uniformly for the second. We also only increase or decrease the number of channels at the first (de)convolution layer on the main path while maintaining it at the second (de)convolution layer. The three layers on the ResBlock sidetrack are exactly the same as the first group of layers on the main path, and the encoder has four ResBlocks. The encoder has four ResBlocks and ends with a $1 \times 1 \times 1$ convolution layer with 8 channels, while $D_h$ and $D_t$ have three ResBlocks plus a deconvolution layer as shown in Figure 2. $D_h$ also has a Sigmoid layer to constrain output values between 0 and 1. For activation and normalization, we use leaky rectified linear activation function ReLU with negative slope 0.1 and instance normalization.

**Training:** We implement the BCAE with PyTorch, using 960 sections (see Sec. [17]) for training and 320 for testing. We train the BCAE with batch size 32 for 2000 epochs. For the optimizer, we use the AdamW with $\beta_1, \beta_2 = 0.9, 0.999$ and 0.01 weight decay. We set the initial learning rate to be 0.01 and decrease it by 5% every 20 epochs. To match the magnitudes of $L_s$ and $L_r$, we use the following approach to combine the losses: let $\rho_s^t$ and $\rho_r^t$ be the segmentation and regression losses of epoch $t$. Then, the loss function at epoch $t + 1$ is defined as $L^{t+1} = (\rho_s^t/\rho_r^t) L_s + L_r$.

### III. RESULTS

**A. BCAE Compression Ratio**

The ADC values originally are 10-bit integers saved as 16-bit unsigned integers. BCAE runs with 32-bit floats, and the compressed data output from the encoder as 32-bit floats. To increase the compression ratio, we save the compressed data as 16-bit floats. The decoders then can either run with half-precision (16-bit floats) or upcast the compression data to 32-bit floats before running. As such, we can calculate BCAE’s compression ratio using only the input and output shapes. The input shape is $(1, 192, 249, 16)$ (See Sec. [II-A]). The output shape is $(8, 13, 17, 16)$. Hence, the compression ratio of BCAE equals $(1 \times 192 \times 249 \times 16) / (8 \times 13 \times 17 \times 16) = 27.04$.

**B. Comparison with Three Existing Compression Algorithms**

MGARD [7], or MultiGrid Adaptive Reduction of Data, is a technique for multilevel lossy compression of scientific data based on the theory of multigrid methods [3]. MGARD takes an $t_\infty$ error bound as the parameter, and the compression is successful if the maximum absolute difference between the raw and reconstructed values is below the bound. SZ [9], [29], [21] is an error-controlled lossy compression algorithm...
optimized for high-compression ratios. SZ provides five error-bounding modes, including absolute and relative errors and their combinations. ZFP is a compressed format for representing two- to four-dimensional arrays that exhibit spatial correlation. ZFP provides three lossy compression modes: fixed-rate, fixed-precision, and fixed-accuracy. The fixed-accuracy mode is the same as the $\ell_{\infty}$ error-bound mode. ZFP requires padding to make dimensions a multiple of 4. The compressed data of all three benchmarking algorithms are saved in binary, and their compression ratios are calculated as the averaged ratio of input size (as 16-bit floats) to output file size. For comparison, we use the $\ell_{\infty}$ error-bound mode, which is provided by all three algorithms. Because the $\ell_{\infty}$ error bound does not offer direct control over compression ratio, we determine the relation between MSE and compression ratio by surveying a range of $\ell_{\infty}$ bounds for each algorithm. Specifically, for each $\ell_{\infty}$ bound, we run the algorithm on 100 sampled 3D sections then calculate the averaged compression ratios and MSEs.

To compare reconstruction distributions with BCAE at compression ratio 27, we fix MGARD at ratio 27.05, SZ at ratio 23.96, and ZFP at ratio 19.26. Figure 4 summarizes the results and shows that BCAE achieves a much lower MSE than benchmarking algorithms at similar compression ratios. We also demonstrate one (1)-dimensional and 2D histograms in Figure 5. For 1D histograms, we plot the ground truth distribution of ADC values in gray. Both MGARD and ZFP have reconstructed values below zero, while SZ’s approximation is overly simplified and distorted. Because of the gap in the ground truth distribution between 0 and 64, we can post-process the reconstructed values of MGARD, SZ, and ZFP by thresholding. Explicitly, we find a threshold $h$ and map each reconstructed value $< h$ to 0 while keeping those $> h$ unchanged. The threshold values, 11 for MGARD, 8 for SZ, and 32 for ZFP, are chosen to minimize the MSEs. We plot 2D histograms after the post-processing on log ADC values. We omit the portions of 2D histograms that represent the gap in the ground truth. We calculate the MSE, mean absolute error of log ADC value (log MAE), and Peak signal-to-noise ratio (PSNR) after the post-processing and record the results in Table I. All evaluations are done on raw ADC values.

| Compr. ratio | MSE | log MAE | PSNR |
|--------------|-----|---------|------|
| MGARD        | 27  | 626.28  | 1.213| 3.223|
| SZ           | 24  | 369.60  | 0.302| 3.452|
| ZFP          | 19  | 219.48  | 0.267| 3.678|
| CAE          | 27  | 227.61  | 0.348| 3.703|
| BCAEwoT      | 27  | 230.59  | 0.193| 3.706|
| BCAE         | 27  | 218.44  | 0.185| 3.724|

C. Ablation Study

We compare the BCAE to regression-only CAE and BCAE without transform (BCAEwoT). BCAEwoT is obtained by adding a ReLU layer to $D_s$ of BCAE, and CAE is gleaned by removing $D_s$ from BCAEwoT. The combined prediction $\hat{v}_x$ BCAEwoT determines for $x$ is

$$\hat{v}_x = \begin{cases} \hat{v}_x, & \hat{v}_x \geq h, \\ 0, & \hat{v}_x < h. \end{cases}$$ (4)

In Figure 6a-d, we show the histograms of true log ADC values $v'_x$ and reconstructed ones by CAE, BCAEwoT, and BCAE of 1 million sampled voxels. Figure 6e shows that CAE fills in the gap, meaning it significantly blends and blurs around the segmentation, which is confirmed by the 3D visualization in Figure 6f. BCAEwoT approximates the input distribution better because a fraction of voxels with small ADC values are classified as zero. In Figure 6g, we see that BCAEwoT offers more clear-cut reconstructed images. Figure 6h shows that the reconstructed distribution of BCAE most closely resembles the original distribution, while reconstructed CAE images (Figure 6i) also have the highest quality.

Because $D_s$ outputs a continuous value in $[0, 1]$, we may adjust $h$ in Eq. (2) and (4) after training to decrease MSE further. Notably, with $h = 0.4$ for BCAEwoT and $h = 0.46$ for BCAE, we get the lowest respective MSEs on training data. Test results in Table I are obtained by applying the new thresholds instead of the .5 used in training. Furthermore, as the downstream application of TPC hit position determination focuses the ratios of ADC values between neighboring voxels, we also care about MAE in logarithmic scale of ADC values, where BCAE achieves the lowest score.

CONCLUSION

We have developed BCAE, a deep learning method for sparse (3D) data compression. Compared to conventional compression methods, BCAE achieves higher fidelity and higher compression ratio. Yet, as with all deep learning methods, a trained BCAE model is data set specific and requires unsupervised training. We also demonstrate the effectiveness of our dual-head decoder design by conducting an ablation study that shows both logarithmic transform and dedicated segmentation decoder are important to match the ADC value distribution in logarithmic scale, which is critical in our application.
In the future, we want to integrate a differentiable proxy of sPHENIX downstream analysis criteria as part of the loss function to enable end-to-end training. In this way, the compression method becomes downstream task-aware and can better serve the overall scientific need. The segmentation decoder $D_s$ also can be trained with domain information to identify noise voxels. We expect BCAE can become a powerful tool that may sensitively preserve the signal voxel while filtering out the noise voxels in the raw data, which will improve the compression ratio and perform data reduction in a single set of algorithms.
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We compare the BCAE to regression-only CAE and BCAE without transform (BCAEwoT). The reconstructed distribution of BCAE (Panel d) most closely resembles the ground truth distribution, and the reconstructed BCAE images (Panel h) also have the highest quality.