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Abstract: In a multi-sensor system, due to the difference of performance of sensors and the environment in which the sensor collects evidence, evidence collected will be highly conflicting, which leads to the failure of D-S evidence theory. The current research on combination methods of conflicting evidence focuses on eliminating the problem of “Zadeh paradox” brought by conflicting evidence, but do not distinguish the evidence from different sources effectively. In this paper, the credibility of each piece of evidence to be combined is weighted based on historical data, and the modified evidence is obtained by weighted average. Then the final result is obtained by combining the modified evidence using D-S evidence theory, and the improved decision rule is used for the final decision. After the decision, the system updates and stores the historical data based on actual results. The improved decision rule can solve the problem that the system cannot make a decision when there are two or more propositions corresponding to the maximum support in the final combination result. This method satisfies commutative law and associative law, so it has the symmetry that can meet the needs of the combination of time-domain evidence. Numerical examples show that the combination method of conflict evidence based on historical data can not only solve the problem of “Zadeh paradox”, but also obtain more reasonable results.
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1. Introduction

D-S evidence theory was proposed by Harvard mathematician A.P. Dempster in the 1960s, and his student G. Shafer introduced a trust function for further development [1], thereby forming a system theory that deals with uncertainty problems by “evidence” and “combination”. D-S evidence theory has received extensive attention since its inception, and researchers have conducted research on method improvements [2–13] and practical applications [14–17] and achieved a series of research achievements. Yager [2] improved the D-S evidence theory, keeping the relative proportion of evidence unchanged, and classifying conflicts into unknown sets. Sun [3] adopted the degree of conflict between the evidence to be combined to assign credibility to the evidence and solve the problem caused by the conflict of evidence. Li [4] averaged and weighted the probabilities of each proposition, and added it to the D-S evidence combination formula to decrease the degree of conflict. Murphy [5] arithmetically averaged all the pieces of evidence to be combined (n total) to obtain a new evidence, and used D-S rule to combine n − 1 times to obtain the final result, which has fast convergence speed and can handle the problem brought by conflicting evidence. Deng [6] employed the similarity between the evidence to weight the average of n pieces of evidence to obtain a new piece of evidence, and used the D-S
rule to combine \( n - 1 \) times, which has faster convergence rate and can also resolve the problem brought by conflicting evidence. Yao [7,8] proposed to adopt the “neighborhood borrowing method” to resolve the conflict of evidence, and the Delphi method to modify weights of sensors, meaning a strong dependence on the scene and limiting the scope of application of the model.

It is not difficult to see that researchers have gradually realized that there are differences in the credibility of evidence with the deepening of theoretical research. In order to meet the needs of applying D-S evidence theory to practice, evidence should be weighted before combination. In practice, evidence is collected by sensors in different environments, so the accuracy of evidence is closely related to the performance of the sensor and the environmental conditions where the sensor is located when the evidence is collected. As an electronic component, the sensor will deteriorate due to aging after a certain period of time and its performance is directly related to the operating time. As far as the interference of the environment where the sensor is located, the smaller the interference, the higher the credibility of the collected evidence, and conversely, the lower the credibility of the collected evidence.

In this article, the evidence is distinguished. Bad evidence refers to evidence that is very different from the actual target due to the poor performance of the sensor or excessive environmental interference. Good evidence means the opposite. Therefore, the premise that the evidence collected by each sensor is an equally credible, on which previous scholars’ research based, is obviously an idealized assumption.

Moreover, researchers adopt the criterion of “not being contrary to intuitive feeling” as a measure of the effectiveness of evidence combination, which also has limitations. The criterion of “not being contrary to intuitive feeling” has strong theoretical and practical significance, and actually means the criterion of “minority obeys majority” to evaluate the combination result. As far as the combination result is concerned, “not being contrary to intuitive feeling” is consistent with “not being contrary to the facts” under the condition that the proportion of bad evidence is relatively low and the proportion of good evidence is relatively high. However, it often happens that truth is in the hands of a few. In this case, because the proportion of bad evidence is relatively high and the proportion of good evidence is relatively low, there will be a problem that “not being contrary to intuitive feeling” but “being contrary to the facts” of the combination result. Especially when researchers calculate the distance or conflict coefficient between the evidence to be combined, which strengthened the pair of evidence with high similarity and weakened the pair of evidence with low similarity [3,6], the more bad evidence, the greater the error between the combination results and the facts. This is because it will improve effectiveness and convergence speed of the method when high-accuracy evidence is in the majority, but it will increase the combination error and reduce the convergence speed when low-accuracy evidence is in the majority. In the combination of evidence, if the weight of evidence from different sources can be weighted based on the performance status and environmental conditions of the sensor in which the evidence is collected, the accuracy of the combination result will be improved, and the convergence speed will be accelerated. Given that it is difficult and costly to perform real-time monitoring of performance of the sensor and environment conditions in practice, it is particularly important to find an economical and reasonable alternative.

Under normal circumstances, the performance of the sensor and the environment conditions for collecting evidence are stable for a certain period of time, which means that the internal and external state of the sensor at a certain point in time within a certain period can approximately represent the internal and external state of that period of time, especially in the case where the frequency of evidence collection by the sensor is relatively high. Moreover, when judging the credibility of the latest evidence collected by the sensor, it is completely feasible to perform based on the accuracy of the historical data collected by the sensor in the recent past period. This is because, in the context of the current era of big data, as far as the development level of computer technology and big data technology, historical data is at least partially available, that is, the historical observation data of the sensors and the corresponding real result at the time of observation have at least part of it can be recorded, stored and queried, for example with the help of blockchain technology. Blockchain, as a new application mode of computer technology such as distributed data storage, point-to-point transmission, consensus
mechanism, encryption algorithms and so on, is based on the characteristics of consensus mechanism, data storage, network protocols, encryption algorithms, privacy protection, smart contracts, etc., which can ensure that the data stored in the certificate is truly traceable and cannot be tampered with [18]. Therefore, this article studies the method of conflict evidence combination based on historical data.

The remainder of this paper is organized as follows. Section 2 introduces the relevant concepts of evidence theory. In Section 3, the existing representative improvement methods are given. In Section 4, the improvement method in this paper is derived and the specific implementation of the proposed algorithm is given. Section 5 analyzes numerical examples. In the last section, we conclude the paper.

2. Theoretical Foundations

The D-S evidence theory proposed by A.P. Dempster and G. Shafer lays the research foundation for evidence combination [1]. The related concepts involved in D-S evidence theory are briefly introduced here.

**Definition 1** ([1]). Let $\Omega$ be a set of proposition $A$, $\Omega = \{A_1, A_2 \ldots A_q\}$, and the propositions in $\Omega$ are finite, complete, and mutually exclusive, that is, the proposition $A$ can only take values in $\Omega$ at any time, and only one element in $\Omega$ can be taken as the value, then $\Omega$ is called recognition framework.

Next, the concept of the probability distribution function is given.

**Definition 2** ([1]). Let $m$ be the probability distribution function on $2^\Omega$, then $m$ is defined as

$$
\begin{cases}
    m(\emptyset) = 0 \\
    \sum_{A \subseteq \Omega} m(A) = 1 \\
    0 \leq m(A) \leq 1
\end{cases}
$$

where $\emptyset$ represents the empty set, and $m(A)$ represents the support of evidence for the proposition $A$.

Based on the above definitions, D-S combination rule are given:

**Definition 3** ([1]). According to the D-S evidence theory, the compound formula of $n$ pieces of evidence $E_1(A)$, $E_2(A)$, ..., $E_n(A)$ is

$$
m(A) = \begin{cases}
0 & A = \emptyset \\
\frac{1}{k} \sum_{A \subseteq \Omega} m_1(A_1)m_2(A_2)\ldots m_n(A_n) & A \neq \emptyset
\end{cases}
$$

where $k$ represents the degree of conflict of $n$ pieces of evidence and is defined as

$$
k = \sum_{A_1 \cap A_2 \cap \ldots \cap A_n = \emptyset} m_1(A_1)m_2(A_2)\ldots m_n(A_n).
$$

**Definition 4.** Zadeh Paradox [19]. If there are two or more pieces of highly conflicting evidence in the system, the existence of conflicting evidence will cause the D-S evidence theory to fail or the combination result to be contrary to intuitive feelings.

**Case 1:** Assuming that the recognition frame of system is $\Omega = \{A_1, A_2, A_3\}$, and there are two pieces of evidence in the system:

$$
\begin{align*}
E_1 : m_1(A_1) &= 1, m_1(A_2) = 0, m_1(A_3) = 0 \\
E_2 : m_2(A_1) &= 0, m_2(A_2) = 1, m_2(A_3) = 0
\end{align*}
$$
According to formula (3), $k = 1$ is calculated, then in formula (2), $1 - k = 0$ causes D-S evidence theory to be invalid. Even if $E_3 : m_3(A_1) = 1, m_3(A_2) = 0, m_3(A_3) = 0$, $E_4 : m_4(A_1) = 1, m_4(A_2) = 0, m_4(A_3) = 0, \ldots, E_n : m_n(A_1) = 1, m_n(A_2) = 0, m_n(A_3) = 0$ and other evidence is added to the system that is the same as $E_1$, the combination result still cannot be obtained because of $E_2$.

**Case 2:** Assuming that the recognition frame of system is $\Omega = \{A_1, A_2, A_3\}$, and there are two pieces of evidence in the system:

$$
E_1 : m_1(A_1) = 0.99, m_1(A_2) = 0.01, m_1(A_3) = 0
$$
$$
E_2 : m_2(A_1) = 0, m_2(A_2) = 0.01, m_2(A_3) = 0.99 .
$$

We calculate $k = 0.9999$ by formula (3), and then calculate $m(A_1) = 0, m(A_2) = 1, m_3(A_3) = 0$ by formula (2). This result is obviously counterintuitive.

The maximum likelihood function and the maximum trust function are the two decision rules which are most commonly used in D-S evidence theory. In order to eliminate the influence of subjectivity on decision-making, the method proposed in this paper cancels the threshold setting and selects the proposition with the highest support as the final decision-making result. This paper uses the decision rule proposed by Li [20]:

**Definition 5 ([20]).** Decision rule can be defined as

\[
\begin{align*}
  m(A_i) &= \max\{m(A_u), A_u \subseteq \Omega\} \\
  m(A_i) &= \max\{m(A_u), A_u \subseteq (\Omega \setminus A_i)\} \\
  m(A_i) - m(A_j) &> 0
\end{align*}
\]

3. Existing Modified Methods

Researchers have two ways to improve D-S theory. One route is to improve the original evidence, and the other route is to improve the combination rule. The representative methods of the two routes are introduced below.

3.1. Methods of Improving the Original Evidence

The basic idea of methods of improving the original evidence is to keep the rule of evidence combination unchanged, weight the average of the $n$ pieces of evidence to be combined before evidence combination to obtain a new evidence, and then use D-S evidence combination rule to combine $n - 1$ times for the new evidence to obtain the final result. In the method proposed by Murphy [5], the weight of all evidence is equal, that is, the weight of each evidence is $1/n$. There are two steps as follows in the method:

**Step 1:** Calculate the arithmetic mean of $n$ pieces of evidence $E_1(A), E_2(A), \ldots, E_n(A)$ to get new evidence $E^{0}(A)$:

\[
E^{0}(A) = \frac{1}{n}(E_1(A) + E_2(A) + \ldots + E_n(A)).
\]

**Step 2:** After the calculation of $E^{0}(A)$, adopt formula (2) to combine new evidence $E^{0}(A)$ $n - 1$ times.

3.2. Methods of Improving the Combination Rule

Another way to improve the D-S evidence theory is to improve the combination rule, rather than changing the evidence to be combined. The rule of evidence combination is as follows, which is proposed by Li [4]:

\[
\begin{align*}
  m(\Phi) &= 0 \\
  m(A) &= \sum_{A_1 \cap A_2 \cap \ldots \cap A_v = A} m_1(A_1) \cdot m_2(A_2) \cdot \ldots \cdot m_n(A_v) + k_v h(A) \forall A \neq \Phi
\end{align*}
\]
where \( k_w \) and \( h(A) \) represent the coefficient of evidence conflict and the average degree of support for the proposition \( A \) by each evidence, respectively. \( k_w \) and \( h(A) \) are given as follows:

\[
k_w = \sum_{A_j \cap A_j' \cap \ldots \cap A_j'' = \phi} m_1(A_j) \cdot m_2(A_j') \cdot \ldots \cdot m_n(A_j'').
\]

\[
h(A) = \frac{1}{n} \sum_{1 \leq i \leq n} m_j(A).
\]

4. Combination Method for Conflicting Evidence Based on Historical Data

4.1. Data Definition and Recall

Before the weight of evidence calculated, two types of data stored in the system need to be defined and called.

The first type of data is the evidence formed by each sensor within a period of time before time \( t_{k+1} \) and the latest evidence to be combined formed at time \( t_{k+1} \).

For research needs, this paper adopts the vector \( E_i(A)_{t_k} \) to represent the observation result of the \( i \)th sensor at time \( t_k \):

\[
E_i(A)_{t_k} = (m_1(A_1)_{t_k}, m_1(A_2)_{t_k}, \ldots, m_1(A_q)_{t_k}).
\]

where \( m_i(A_j)_{t_k} \) represents the degree of support for the proposition \( A_j \) by evidence \( E_i \) and satisfies Equation (1):

\[
\begin{cases}
\sum_{j=1}^q m_i(A_j)_{t_k} = 1 \\
0 \leq m_i(A_j)_{t_k} \leq 1
\end{cases}
\]

The evidence \( E_i(A)_{t_1}, E_i(A)_{t_2}, \ldots, E_i(A)_{t_k} \) formed by the \( i \)th sensor in a period of time before time \( t_{k+1} \) is historical data, which can be retrieved directly by querying system records.

\( E_i(A)_{t_{k+1}} \) represents the latest and to-be-combined evidence observed by sensor at time \( t_{k+1} \):

\[
E_i(A)_{t_{k+1}} = (m_1(A_1)_{t_{k+1}}, m_1(A_2)_{t_{k+1}}, \ldots, m_1(A_q)_{t_{k+1}}).
\]

where \( m_i(A_j)_{t_{k+1}} \) represents the degree of support for the proposition \( A_j \) by evidence \( E_i \) and satisfies Equation (1).

The latest evidence to be combined which is observed by \( n \) sensors at time \( t_{k+1} \) is received and stored by the system, and can be directly retrieved during subsequent combination.

The second type of data is the true result vector corresponding to each sensor when observing evidence for a period of time before time \( t_{k+1} \). The \( i \)th sensor forms evidence \( E_i(A)_{t_1}, E_i(A)_{t_2}, \ldots, E_i(A)_{t_k} \) within a period before time \( t_{k+1} \), and the corresponding true result vectors are \( R_i(A)_{t_1}, R_i(A)_{t_2}, \ldots, R_i(A)_{t_k} \), respectively.

\( R_i(A)_{t_k} \) represents the true result vector at time \( t_k \):

\[
R_i(A)_{t_k} = (r_1(A_1)_{t_k}, r_1(A_2)_{t_k}, \ldots, r_1(A_q)_{t_k}).
\]

where \( r_i(A_j)_{t_k} \) not only satisfies Equation (1), but also can only be 0 or 1.

Therefore, unlike the vector \( E_i(A)_{t_k} \), all components of the vector \( R_i(A)_{t_k} \) can only be 0 or 1, and only one component of the vector \( R_i(A)_{t_k} \) can be 1. The true result vector can be recorded by the system after the decision and updated within a period of time after each decision is completed. The true result vectors can be retrieved from the system. The quantity of true result vectors retrieved is represented by \( l_i \), and \( l_i \geq 0 \). When \( l_i = 0 \), it means that the sensor newly enters the system or the method proposed in this paper is not used in the system for evidence combination.
where the value of \( \omega \) is set as the average value when \( l_i = 0 \). In the first combination, \( \omega_i \) can be defined by \( \omega_i \):

\[
\omega_i = \begin{cases} 
1/n & l_i = 0 \\
\frac{1}{l_i} \left( \sum_{l_i = 1}^{l_i} \frac{\sum_{j=1}^{l_i} m_i(A_j) \omega_i r_i(A_j)}{\sqrt{\sum_{l_i = 1}^{l_i} m_i^2(A_j) l_i}} \right) & l_i \geq 1
\end{cases}
\]

where the value of \( \omega_i \) is set as the average value when \( l_i = 0 \), to ensure that the system can perform evidence combination without the true result vector \( R_i(A)_{k+1} \).

Then, the credibility degree of evidence \( E_i(A)_{k+1} \) can be defined by \( \omega_i \):

\[
\bar{\omega}_i = \begin{cases} 
1/n & \sum_{i=1}^{n} \omega_i = 0 \\
\frac{\omega_i}{\sum_{i=1}^{n} \omega_i} & \sum_{i=1}^{n} \omega_i \neq 0
\end{cases}
\]

4.3. Generation of New Evidence

After obtaining the weight \( \bar{\omega}_i \) corresponding to each evidence \( E_i(A)_{k+1} \) to be combined, we can obtain new evidence \( E^0(A) \) by weighted average method.

\[
E^0(A) = \bar{\omega}_1 E_1(A)_{k+1} + \bar{\omega}_2 E_2(A)_{k+1} + \ldots + \bar{\omega}_n E_n(A)_{k+1}
\]

\( E^0(A) \) replaces the original evidence \( E_1(A)_{k+1}, E_2(A)_{k+1}, \ldots, E_n(A)_{k+1} \), and is used in subsequent evidence combination.

4.4. Combination of New Evidence

This paper adopts formula (2) to combine new evidence \( E^0(A) \). Because there are \( n \) pieces of original evidence in the system, the number of times to combine is \( n - 1 \). In the first combination, \( E^0(A) \) and \( E^0(A) \) are combined using formula (2) to obtain new evidence \( E^1(A) \). In the second combination, formula (2) is used to combine evidence \( E^0(A) \) and \( E^1(A) \) obtained in the first combination to obtain another new evidence \( E^2(A) \), and so on. At the \( (n-1) \)th time, that is, in the last combination, formula (2) is still used to combine evidence \( E^0(A) \) and \( E^{n-1}(A) \) obtained in the \( (n-2) \)th combination. Combination is performed \( n - 1 \) times by formula (2), and finally \( E^n(A) \) is obtained.
4.5. Decision Rule

If \( A_i \) satisfies formula (6) in \( E^n(A) \), it is the final decision result. If there is no \( A_i \) that satisfies the condition of formula (6) and there is a unique \( i_0 \) that satisfies formula (20), then the decision can be made according to formula (21) and \( A_i \) satisfying formula (21) is the final decision result:

\[
\begin{align*}
\omega_{i_0} &= \max_{1 \leq i \leq n} \{ \omega_i \} , \\
m(A_i) &= \max_{1 \leq u \leq m} \{ m_{i_0}(A_u)_{t_{k+1}} \} , \\
m(A_j) &= \max_{1 \leq u \leq m} \{ m_{i_0}(A_u)_{t_{k+1}, u \neq i} \} , \\
m(A_i) - m(A_j) > 0
\end{align*}
\]

4.6. Update of Real Result

After making a decision, the system updates the data according to the actual situation. If real result is available, the system updates the value of \( R_i(A)_{t_{k+1}} \). Moreover, \( E_1(A)_{t_{k+1}}, E_2(A)_{t_{k+1}}, \ldots, E_n(A)_{t_{k+1}} \) and \( R_i(A)_{t_{k+1}} \) become new historical data available. Otherwise, the system sets the value of \( R_i(A)_{t_{k+1}} \) to empty. The updated result is stored in the system for subsequent query and recall.

4.7. Flow of the Proposed Method

In general, the specific implementation of the proposed method can be summarized:

**Step 1:** Define data and retrieve historical data stored in the system. These data include not only the new evidence to be combined, but also the formed evidence and the corresponding true result vector within a period before \( t_{k+1} \). Combining evidence based on historical data is a major innovation of this paper.

**Step 2:** Adopt spectral angle cosine function to calculate the credibility (i.e., weight) of each piece of evidence to be combined based on historical data called in the first step and then normalize it, by which another innovation point of this paper is marked.

**Step 3:** Weight average all the pieces of evidence to be combined and get new evidence \( E^0(A) \).

**Step 4:** Adopt D-S combination rule to combine \( E^0(A) \) \( n - 1 \) times to get \( E^n(A) \).

**Step 5:** Select \( A_i \) with maximum credibility according to decision rule. When there are two or more propositions with the maximum support in the combination results, decision makers can select the proposition with the highest support as the final decision result in the evidence with the largest weight based on historical data. Modified decision rule is another innovation point of this paper.

**Step 6:** Update and store \( R_i(A)_{t_{k+1}} \) according to the actual result available to form new historical data that can be accessed and called.

5. Simulation Result and Analysis

5.1. Basic Data

To verify the effectiveness of the method in this paper, two simulation scenarios are selected. One scenario is where the good evidence is in the majority, and the other scenario is where the bad evidence is in the majority. In the first scenario, the accuracy of the evidence observed by most sensors is high, and the error of the evidence observed by a few sensors is large, which means that evidence \( E_2 \) is the outlier. In the second scenario, the accuracy of the evidence observed by a few sensors is high, and the error of the evidence observed by most sensors is large, which means that evidence \( E_1, E_3, E_4 \) and \( E_5 \) are the outliers. Each scenario is divided into two stages. The time of evidence collection in the first stage is set to \( t_{k+1} \), and the time of evidence collection in the second stage is set to \( t_{k+2} \). In order to facilitate the comparative analysis with other existing methods, the evidence used at \( t_{k+1} \) and time \( t_{k+2} \)
are derived from numerical examples adopted by Deng [6]. That is, there are five sensors in the system to observe the three targets $A_1$, $A_2$ and $A_3$.

\[ E_1(A)_{k+1} = (m_1(A_1)_{k+1}, m_1(A_2)_{k+1}, m_1(A_3)_{k+1}) = (0.50, 0.20, 0.30). \] (22)

\[ E_2(A)_{k+1} = (m_2(A_1)_{k+1}, m_2(A_2)_{k+1}, m_2(A_3)_{k+1}) = (0.00, 0.90, 0.10). \] (23)

\[ E_3(A)_{k+1} = (m_3(A_1)_{k+1}, m_3(A_2)_{k+1}, m_3(A_3)_{k+1}) = (0.55, 0.10, 0.35). \] (24)

\[ E_4(A)_{k+1} = (m_4(A_1)_{k+1}, m_4(A_2)_{k+1}, m_4(A_3)_{k+1}) = (0.55, 0.10, 0.35). \] (25)

\[ E_5(A)_{k+1} = (m_5(A_1)_{k+1}, m_5(A_2)_{k+1}, m_5(A_3)_{k+1}) = (0.55, 0.10, 0.35). \] (26)

\[ E_1(A)_{k+2} = (m_1(A_1)_{k+2}, m_1(A_2)_{k+2}, m_1(A_3)_{k+2}) = (0.50, 0.20, 0.30). \] (27)

\[ E_2(A)_{k+2} = (m_2(A_1)_{k+2}, m_2(A_2)_{k+2}, m_2(A_3)_{k+2}) = (0.00, 0.90, 0.10). \] (28)

\[ E_3(A)_{k+2} = (m_3(A_1)_{k+2}, m_3(A_2)_{k+2}, m_3(A_3)_{k+2}) = (0.55, 0.10, 0.35). \] (29)

\[ E_4(A)_{k+2} = (m_4(A_1)_{k+2}, m_4(A_2)_{k+2}, m_4(A_3)_{k+2}) = (0.55, 0.10, 0.35). \] (30)

\[ E_5(A)_{k+2} = (m_5(A_1)_{k+2}, m_5(A_2)_{k+2}, m_5(A_3)_{k+2}) = (0.55, 0.10, 0.35). \] (31)

It is assumed that the system adopts the proposed method from $t_{k+1}$, and the real result of $t_{k+1}$ can be known after decision. The effectiveness and priority of the proposed method is verified by comparing it with D-S [1], Yager [2], Sun [3], Li [4], Murphy [5] and Deng [6].

5.2. Analysis of Result in Cases Where Good Evidence Predominate

5.2.1. First Stage Result

At the first stage in cases where good evidence is dominant, there is no historical data in the system. Therefore, the weight of each evidence obtained according to formula (17) should be equal, and normalized by formula (18). When there are only two pieces of evidence $E_1(A)_{k+1}$ and $E_2(A)_{k+1}$ in the system, $\bar{w}_1 = \bar{w}_2 = 1/2$. When there are three pieces of evidence $E_1(A)_{k+1}$, $E_2(A)_{k+1}$ and $E_3(A)_{k+1}$ in the system, $\bar{w}_1 = \bar{w}_2 = \bar{w}_3 = 1/3$. When there are four pieces of evidence $E_1(A)_{k+1}$, $E_2(A)_{k+1}$, $E_3(A)_{k+1}$ and $E_4(A)_{k+1}$ in the system, $\bar{w}_1 = \bar{w}_2 = \bar{w}_3 = \bar{w}_4 = 1/4$. When there are five pieces of evidence $E_1(A)_{k+1}$, $E_2(A)_{k+1}$, $E_3(A)_{k+1}$, $E_4(A)_{k+1}$ and $E_5(A)_{k+1}$ in the system, $\bar{w}_1 = \bar{w}_2 = \bar{w}_3 = \bar{w}_4 = \bar{w}_5 = 1/5$

It is clear that the true target observed by all sensors is $A1$ with good evidence in the majority. The simulation results are shown in Table 1.

The following four conclusions can be drawn from Table 1:

**Conclusion 1:** From the simulation result, in the case of two pieces of evidence $E_1$, $E_2$ and three pieces of evidence $E_1$, $E_2$, and $E_3$, the combination result of D-S [1] reject $A1$ and support $A2$, which is inconsistent with intuition. With the successive addition of evidence $E_4$ and $E_5$, $A1$ is still rejected, and the combination result changes from supporting $A2$ to supporting $A3$. Obviously, this is the problem of “Zadeh Paradox” mentioned before [20] and can be solved effectively by the proposed method.

**Conclusion 2:** In this case, “not being contrary to intuitive feeling” and “not being contrary to the facts” are the same. When there are only two pieces of evidence $E_1$ and $E_2$, all the methods fail to correctly identify the true target. When evidence $E_3$ is added, Deng [6] first identify the true target. When adding evidence $E_4$, all methods except D-S [1], Yager [2] and Sun [3] identify the true target. When evidence $E_5$ is added at the end, D-S [1], Yager [2] and Sun [3] are still unable to identify the true target. However, the remaining methods not only identify the real target, but also increase the support for the real target $A1$. This is because when good evidence is gradually increasing, the ability of the system to resist interference is getting stronger and stronger, making the real target easier to identify.
Conclusion 3: The calculation results of the proposed method are consistent with Murphy [5] in this case. This is because in the absence of historical data, the proposed method cannot weight evidence based on the angle cosine, but only simple arithmetic average weighting.

Conclusion 4: The method proposed in this paper can make effective decisions based on the combination of evidence. When there is only one proposition with the maximum support, this proposition is selected as the final decision result. When there are two or more propositions with the maximum support, the proposition with the highest support is selected as the final decision result in the evidence with the largest weight.

Table 1. Simulation result of fist stage in cases where good evidence predominates.

| Evidence | Methods | m(A1) | m(A2) | m(A3) | m(X) | Predicted Target | True Target |
|----------|---------|-------|-------|-------|------|------------------|------------|
| E1, E2   | D-S [1] | 0     | 0.8571| 0.1429|      | A2               | A1         |
|          | Yager [2]| 0    | 0.18  | 0.03  | 0.79 | X                | A1         |
|          | Sun [3]  | 0.090| 0.377 | 0.102 | 0.431| A2               | A1         |
|          | Li [4]   | 0.1975| 0.6145| 0.1880|      | A2               | A1         |
|          | Murphy [5]| 0.1543| 0.7469| 0.0988|      | A2               | A1         |
|          | Deng [6]  | 0.1543| 0.7469| 0.0988|      | A2               | A1         |
|          | Proposed | 0.1543| 0.7469| 0.0988|      | A2               | A1         |

| E1, E2, E3 | D-S [1] | 0 | 0.6316 | 0.3684 |      | A2 | A1 |
|           | Yager [2] | 0 | 0.018  | 0.0105 | 0.9715| X  | A1 |
|           | Sun [3]   | 0.175| 0.218 | 0.135 | 0.472 | X  | A1 |
|           | Li [4]    | 0.3400| 0.4066| 0.2534|      | A2 | A1 |
|           | Murphy [5] | 0.3500| 0.5224| 0.1276|      | A2 | A1 |
|           | Deng [6]   | 0.5816| 0.2439| 0.1745|      | A1 | A1 |
|           | Proposed   | 0.5380| 0.5224| 0.1276|      | A2 | A1 |

| E1, E2, E3, E4 | D-S [1] | 0 | 0.3288 | 0.6712 |      | A3 | A1 |
|                | Yager [2] | 0 | 0.0016 | 0.00368| 0.99452| X  | A1 |
|                | Sun [3]   | 0.194| 0.160 | 0.137 | 0.509 | X  | A1 |
|                | Li [4]    | 0.3978| 0.3250| 0.2772|      | A1 | A1 |
|                | Murphy [5] | 0.6027| 0.2627| 0.1346|      | A1 | A1 |
|                | Deng [6]   | 0.8060| 0.0482| 0.1458|      | A1 | A1 |
|                | Proposed   | 0.6027| 0.2627| 0.1346|      | A1 | A1 |

| E1, E2, E3, E4, E5 | D-S [1] | 0 | 0.1288 | 0.8772 |      | A3 | A1 |
|                    | Yager [2] | 0 | 0.00018| 0.00129| 0.99853| X  | A1 |
|                    | Sun [3]   | 0.211| 0.138 | 0.144 | 0.507 | X  | A1 |
|                    | Li [4]    | 0.4294| 0.2798| 0.2909|      | A1 | A1 |
|                    | Murphy [5] | 0.7958| 0.0932| 0.1110|      | A1 | A1 |
|                    | Deng [6]   | 0.8909| 0.0086| 0.1005|      | A1 | A1 |
|                    | Proposed   | 0.7958| 0.0932| 0.1110|      | A1 | A1 |

5.2.2. Second Stage Result

At the second stage in cases where good evidence is dominant, there is historical data in the system including \( E_1(A)_{k+1} \), \( E_2(A)_{k+1} \), \( E_3(A)_{k+1} \), \( E_4(A)_{k+1} \), \( E_5(A)_{k+1} \), \( R_1(A)_{k+1} \), etc. Since the real target observed by all sensors is \( A_1 \), the true result vector \( R_t(A)_{k+1} = (1, 0, 0) \) is calculated according to formula (15) based on the historical data produced in the first stage. Therefore, \( \omega_1 = 0.8111, \omega_2 = 0, \omega_3 = \omega_4 = \omega_5 = 0.8339 \) can be obtained according to formula (17) and normalized by formula (18). When there are only evidence \( E_1(A)_{k+2} \) and \( E_2(A)_{k+2} \) in the system, \( \overline{\omega_1} = 1, \overline{\omega_2} = 0 \). When there are evidence \( E_1(A)_{k+2} \), \( E_2(A)_{k+2} \), \( E_3(A)_{k+2} \), \( E_4(A)_{k+2} \), \( R_1(A)_{k+2} \), etc. in the system, \( \overline{\omega_1} = 0.4931, \overline{\omega_2} = 0, \overline{\omega_3} = 0.5069 \). When there are evidence \( E_1(A)_{k+2} \), \( E_2(A)_{k+2} \), \( E_3(A)_{k+2} \), \( E_4(A)_{k+2} \), \( E_5(A)_{k+2} \), \( R_1(A)_{k+2} \), etc. in the system, \( \overline{\omega_1} = 0.3272, \overline{\omega_2} = 0, \overline{\omega_3} = \overline{\omega_4} = 0.3364 \). When there are evidence \( E_1(A)_{k+2} \), \( E_2(A)_{k+2} \), \( E_3(A)_{k+2} \), \( E_4(A)_{k+2} \), \( E_5(A)_{k+2} \), \( R_1(A)_{k+2} \), etc. in the system, \( \overline{\omega_1} = 0.2448, \overline{\omega_2} = 0, \overline{\omega_3} = \overline{\omega_4} = \overline{\omega_5} = 0.2517 \). It is clear that the true target observed by all sensors is \( A_1 \) with good evidence in the majority. The simulation result is shown in Table 2.
Table 2. Simulation result of second stage in cases where good evidence predominates.

| Evidence | Methods | m(A1) | m(A2) | m(A3) | m(X) | Predicted Target | True Target |
|----------|---------|-------|-------|-------|------|------------------|-------------|
| D-S [1]  | 0       | 0.8571| 0.1429|       |      | A2               | A1          |
| Yager [2]| 0       | 0.18  | 0.03  | 0.79  | X    | A1               | A2          |
| Sun [3]  | 0.090   | 0.377 | 0.102 | 0.431 |      | A2               | A1          |
| Li [4]   | 0.1975  | 0.6145| 0.1880|       |      | A2               | A1          |
| Murphy [5]| 0.1543 | 0.7469| 0.0988|       |      | A2               | A1          |
| Deng [6] | 0.1543  | 0.7469| 0.0988|       |      | A2               | A1          |
| Proposed | 0.6579  | 0.1053| 0.2368|       |      | A1               | A1          |

| Evidence | Methods | m(A1) | m(A2) | m(A3) | m(X) | Predicted Target | True Target |
|----------|---------|-------|-------|-------|------|------------------|-------------|
| D-S [1]  | 0       | 0.6316| 0.3684|       |      | A2               | A1          |
| Yager [2]| 0       | 0.018 | 0.0105| 0.9715|      | X                | A1          |
| Sun [3]  | 0.175   | 0.218 | 0.135 | 0.472 |      | X                | A1          |
| Li [4]   | 0.3400  | 0.4066| 0.2534|       |      | A2               | A1          |
| Murphy [5]| 0.3500 | 0.5224| 0.1276|       |      | A2               | A1          |
| Deng [6] | 0.5816  | 0.2439| 0.1745|       |      | A1               | A1          |
| Proposed | 0.7934  | 0.0182| 0.1884|       |      | A1               | A1          |

In addition to the method in this paper being able to effectively solve the “Zadeh Paradox” problem [20] and help decision makers make effective decisions, two other analyses following can be got from Table 2:

**Conclusion 5:** “Not being contrary to intuitive feeling” is consistent with “not being contrary to the facts”. From the simulation result, when there are only evidence E1 and E2, all the methods fail to correctly identify the true target except the proposed method. When evidence E3 is added, only Deng [6] and the proposed method can identify the true target. When adding evidence E4, all methods except D-S [1], Yager [2] and Sun [3] can identify the true target. When evidence E5 is added at the end, D-S [1], Yager [2] and Sun [3] are still unable to identify the true target. However, the remaining methods not only identify the real target, but also increase the support for the real target A1. This is because when good evidence is gradually increasing, the ability of the system to resist interference is getting stronger and stronger, making real target easier to identify.

**Conclusion 6:** The method proposed in this paper can achieve convergence when there are two pieces of evidence in the case where there is historical data and good evidence is the majority, as well as has the fastest convergence speed. The reason is that the method proposed in this paper can strengthen or weaken the evidence to be combined in the second stage based on the historical data collected in the first stage.

### 5.3. Analysis of Result in Cases Where Bad Evidence Predominates

#### 5.3.1. First Stage Result

At the first stage in cases where bad evidence is dominant, there is also no historical data in the system. In this case, the weight of each piece of evidence is the same as in the first stage of the case where good evidence is the majority. It is clear that the true target observed by all sensors is A2 with bad evidence in the majority. The simulation result is shown in Table 3.
Table 3. Simulation result of fist stage in cases where bad evidence predominates.

| Evidence | Methods | m(A1) | m(A2) | m(A3) | m(X) | Predicted Target | True Target |
|----------|---------|-------|-------|-------|------|------------------|-------------|
| E1, E2   | D-S [1] | 0     | 0.8571| 0.1429|      | A2               | A2          |
|          | Yager [2]| 0     | 0.18  | 0.03  | 0.79 | X                | A2          |
|          | Sun [3]  | 0.09  | 0.377 | 0.102 | 0.431| A2               | A2          |
|          | Li [4]   | 0.1975| 0.6145| 0.1880|      | A2               | A2          |
|          | Murphy [5]| 0.1543| 0.7469| 0.0988|      | A2               | A2          |
|          | Deng [6]  | 0.1543| 0.7469| 0.0988|      | A2               | A2          |
|          | Proposed  | 0.1543| 0.7469| 0.0988|      | A2               | A2          |
| E1, E2, E3| D-S [1] | 0     | 0.6316| 0.3684|      | A2               | A2          |
|          | Yager [2]| 0     | 0.018 | 0.0105| 0.9715| X              | A2          |
|          | Sun [3]  | 0.175 | 0.218 | 0.135 | 0.472 | X               | A2          |
|          | Li [4]   | 0.3400| 0.4066| 0.2534|      | A2               | A2          |
|          | Murphy [5]| 0.3500| 0.5224| 0.1276|      | A2               | A2          |
|          | Deng [6]  | 0.5816| 0.2439| 0.1745|      | A1               | A2          |
|          | Proposed  | 0.3500| 0.5224| 0.1276|      | A2               | A2          |
| E1, E2, E3, E4| D-S [1] | 0     | 0.3288| 0.6712|      | A3               | A2          |
|          | Yager [2]| 0     | 0.0018| 0.00368| 0.99452| X           | A2          |
|          | Sun [3]  | 0.194 | 0.160 | 0.137 | 0.509 | X               | A2          |
|          | Li [4]   | 0.3978| 0.3250| 0.2772|      | A1               | A2          |
|          | Murphy [5]| 0.6027| 0.2627| 0.1346|      | A1               | A2          |
|          | Deng [6]  | 0.8060| 0.0482| 0.1458|      | A1               | A2          |
|          | Proposed  | 0.6027| 0.2627| 0.1346|      | A1               | A2          |
| E1, E2, E3, E4, E5| D-S [1] | 0     | 0.1288| 0.8772|      | A3               | A2          |
|          | Yager [2]| 0     | 0.00018| 0.00129| 0.99853| X           | A2          |
|          | Sun [3]  | 0.211 | 0.138 | 0.144 | 0.507 | X               | A2          |
|          | Li [4]   | 0.4294| 0.2798| 0.2909|      | A1               | A2          |
|          | Murphy [5]| 0.7958| 0.0932| 0.1110|      | A1               | A2          |
|          | Deng [6]  | 0.8909| 0.0086| 0.1005|      | A1               | A2          |
|          | Proposed  | 0.7958| 0.0932| 0.1110|      | A1               | A2          |

In addition to the method in this paper being able to effectively solve the “Zadeh Paradox” problem [20] and help decision makers make effective decisions, four other conclusions following can be drawn from Table 3:

**Conclusion 7:** “Not being contrary to intuitive feeling” is not consistent with “not being contrary to the facts”. Although the combination results more and more satisfy the principle of “not being contrary to intuitive feeling”, but increasingly do not satisfy the principle of “not being contrary to the facts”, the deviation from the true target A2 is larger and larger. From the simulation result, when there are only evidence E1 and E2, all the methods except Yager [2] can correctly identify the real target. When there are evidence E1, E2, and E3, Yager [2], Sun [3] and Deng [6] have incorrect recognition. DS [1], Li [4], Murphy [5] and the proposed method still correctly recognize true target. However, DS [1], Li [4], Murphy [5] and the proposed method still correctly identify the real target. When there are four pieces of evidence E1, E2, E3, E4 and five pieces of evidence E1, E2, E3, E4, E5 in the system, all the methods fail to identify the real target. In this case, the effectiveness of the proposed method is the same as that of D-S [1], Li [4] and Murphy [5] and better than that of Yager [2], Sun [3] and Deng [6].

**Conclusion 8:** All the methods suffer from performance degradation with the increasement of bad evidence. This is because the bad evidence is gradually increasing, the system is getting more and more interference, and the effectiveness of various methods is getting worse and worse. It presents the “minority obeying majority” problem that is common in all current conflict evidence combination methods. The existence of the “minority obedience to majority” problem weakens the role of good evidence and magnifies the influence of bad evidence, which is why this article proposes to distinguish between different sources of evidence. Evidence collected by sensors with good performance and low environmental interference is obviously more reliable. Evidence collected by sensors with poor performance and high environmental interference often has low credibility. When combining evidence, it is of strong practical significance to be able to distinguish and assign weights to the evidence from different sources.
**Conclusion 9:** It is not difficult to see that, with the increase of bad evidence, compared with Sun [3], Li [4], Murphy [5] and the method in this paper, the degree of support for true target of Deng [6] decreases faster. This is because Sun [3], Li [4], Murphy [5] and the proposed method are based on the arithmetic mean method, while Deng [6] weights the evidence based on the similarity between the evidence to be combined. When bad evidence is increasing, the performance of these methods decreases rapidly due to the rapid increase of errors. Therefore, when weighting the evidence, the proposed method is based on the accuracy of historical observation data rather than the similarity between the evidence to be combined.

**Conclusion 10:** The calculation result of the proposed method is consistent with Murphy [5] in this case. This is because in the absence of historical data, the proposed method cannot weight evidence based on the angle cosine, but only simple arithmetic average weighting.

5.3.2. Second Stage Result

At the second stage in cases where bad evidence is dominant, there is historical data in the system including \( E_1(A)_{k+1} \), \( E_2(A)_{k+1} \), \( E_3(A)_{k+1} \), \( E_4(A)_{k+1} \), \( E_5(A)_{k+1} \), \( R_i(A)_{k+1} \), etc. Since the real target observed by all sensors is \( A_2 \), the true result vector \( R_i(A)_{k+1} = (0, 1, 0) \) is calculated according to formula (15). Therefore, \( \omega_1 = 0.3244, \omega_2 = 0.9939, \omega_3 = \omega_4 = \omega_5 = 0.1516 \) can be obtained according to formula (17) and normalized by formula (18). When there are only two pieces of evidence \( E_1(A)_{k+2} \) and \( E_2(A)_{k+2} \) in the system, \( \omega_1 = 0.2461, \omega_2 = 0.7539 \). When there are evidence \( E_1(A)_{k+2} \), \( E_2(A)_{k+2} \) and \( E_3(A)_{k+2} \) in the system, \( \omega_1 = 0.2207, \omega_2 = 0.6761, \omega_3 = 0.1031 \). When there are evidence in the system, \( \omega_1 = 0.2001, \omega_2 = 0.6129, \omega_3 = \omega_4 = 0.0935 \). When there are five pieces of evidence in the system, \( \omega_1 = 0.1830, \omega_2 = 0.5605, \omega_3 = \omega_4 = \omega_5 = 0.0855 \). It is clear that the true target observed by all sensors is \( A_2 \) with bad evidence in the majority. The simulation result is shown in Table 4.

| Evidence | Methods  | \( m(A1) \) | \( m(A2) \) | \( m(A3) \) | \( m(X) \) | Predicted Target | True Target |
|----------|----------|-------------|-------------|-------------|-------------|----------------|--------------|
| \( E_1, E_2 \) | D-S [1] | 0 | 0.8571 | 0.1429 | \( A_2 \) | \( A_2 \) |
| | Yager [2] | 0 | 0.18 | 0.03 | 0.79 | \( A_2 \) | \( A_2 \) |
| | Sun [3] | 0.090 | 0.377 | 0.102 | 0.431 | \( A_2 \) | \( A_2 \) |
| | Li [4] | 0.1975 | 0.6145 | 0.1880 | \( A_2 \) | \( A_2 \) |
| | Murphy [5] | 0.1543 | 0.7469 | 0.0988 | \( A_2 \) | \( A_2 \) |
| | Deng [6] | 0.1543 | 0.7469 | 0.0988 | \( A_2 \) | \( A_2 \) |
| | Proposed | 0.0267 | 0.9340 | 0.0393 | \( A_2 \) | \( A_2 \) |
| \( E_1, E_2, E_3 \) | D-S [1] | 0 | 0.6316 | 0.3684 | \( A_2 \) | \( A_2 \) |
| | Yager [2] | 0 | 0.018 | 0.0105 | 0.9715 | \( X \) | \( A_2 \) |
| | Sun [3] | 0.175 | 0.218 | 0.135 | 0.472 | \( X \) | \( A_2 \) |
| | Li [4] | 0.3400 | 0.4066 | 0.2534 | \( A_2 \) | \( A_2 \) |
| | Murphy [5] | 0.3500 | 0.5224 | 0.1276 | \( A_2 \) | \( A_2 \) |
| | Deng [6] | 0.5816 | 0.2439 | 0.1745 | \( A_2 \) | \( A_2 \) |
| | Proposed | 0.0155 | 0.9682 | 0.0163 | \( A_2 \) | \( A_2 \) |
| \( E_1, E_2, E_3, E_4 \) | D-S [1] | 0 | 0.3288 | 0.6712 | \( A_3 \) | \( A_2 \) |
| | Yager [2] | 0 | 0.0018 | 0.00368 | 0.99452 | \( X \) | \( A_2 \) |
| | Sun [3] | 0.194 | 0.160 | 0.137 | 0.509 | \( X \) | \( A_2 \) |
| | Li [4] | 0.3978 | 0.3250 | 0.2772 | \( A_2 \) | \( A_2 \) |
| | Murphy [5] | 0.6027 | 0.2627 | 0.1346 | \( A_2 \) | \( A_2 \) |
| | Deng [6] | 0.8060 | 0.0042 | 0.1458 | \( A_2 \) | \( A_2 \) |
| | Proposed | 0.0120 | 0.9795 | 0.0086 | \( A_2 \) | \( A_2 \) |
| \( E_1, E_2, E_3, E_4, E_5 \) | D-S [1] | 0 | 0.1288 | 0.8772 | \( A_3 \) | \( A_2 \) |
| | Yager [2] | 0 | 0.00018 | 0.00129 | 0.99853 | \( X \) | \( A_2 \) |
| | Sun [3] | 0.211 | 0.138 | 0.144 | 0.507 | \( X \) | \( A_2 \) |
| | Li [4] | 0.4294 | 0.2798 | 0.2909 | \( A_2 \) | \( A_2 \) |
| | Murphy [5] | 0.7958 | 0.0932 | 0.1110 | \( A_2 \) | \( A_2 \) |
| | Deng [6] | 0.8909 | 0.0086 | 0.1005 | \( A_2 \) | \( A_2 \) |
| | Proposed | 0.0114 | 0.9831 | 0.0055 | \( A_2 \) | \( A_2 \) |
In addition to the method in this paper being able to effectively solve the “Zadeh Paradox” problem [20] and help decision makers make effective decisions, two other following analyses can be got from Table 4:

**Conclusion 11:** “Not being contrary to intuitive feeling” is still not consistent with “not being contrary to the facts”. From the simulation result, when there are only two pieces of evidence \(E_1\) and \(E_2\) in the system, all the methods succeed to correctly identify the true target except Yager [2]. When the evidence \(E_3\) is added, except for Yager [2], Sun [3] and Deng [6], the other methods can still identify the real target and have certain anti-interference ability. When adding evidence \(E_4\), only the proposed method can identify the true target. When the evidence \(E_5\) is added at the end, only the proposed method can still identify the true target. However, the remaining methods not only cannot identify the real target, but they also decrease the support for the real target \(A_2\). This is because when bad evidence is gradually increasing, the ability of the system to resist interference becomes worse and worse, which makes it increasingly difficult to identify the true target just based on newly collected evidence. As bad evidence gradually increases, the results of this article are increasingly unsatisfied with intuition but not against facts, and can still identify true targets, while the results of other methods are more and more satisfying with intuition, but increasingly against facts or even identify wrong targets.

**Conclusion 12:** With the increase of bad evidence, the proposed method can still identify the real target, while the performance of other methods gradually deteriorates and some methods even start to identify the wrong target. Therefore, the proposed method has a strong anti-interference ability. The reason is that the proposed model distinguishes newly collected evidence in the second stage according to the historical data in the first stage, which can effectively avoid the interference of bad evidence and shows good anti-interference performance.

### 5.4. Verification of Commutative Law and Associative Law

In order to verify that the method proposed in this paper satisfies the commutative law and associative law, the evidences \(E_1, E_2,\) and \(E_3\) are selected and combined in different orders. In a specific period, three different sensors collected three different evidences \(E_1, E_2\) and \(E_3\). According to the sequence of evidence collection, there are six orders: 
\[(E_1 \oplus E_2) \oplus E_3; (E_2 \oplus E_1) \oplus E_3; (E_1 \oplus E_3) \oplus E_2; (E_3 \oplus E_1) \oplus E_2; (E_2 \oplus E_3) \oplus E_1; (E_3 \oplus E_2) \oplus E_1.\]

In the formula, \(\oplus\) means combination of evidence by the method proposed in the paper. The evidence before \(\oplus\) is collected before the evidence after \(\oplus\). For example, \((E_2 \oplus E_3) \oplus E_1\) indicates that the evidence \(E_2\) is collected first, followed by \(E_3\), and finally \(E_1\). The calculation results in each order are shown in Table 5.

The following three conclusions can be drawn from Table 5:

**Conclusion 13:** In each case, \(E_1 \oplus E_2 = E_2 \oplus E_1, E_1 \oplus E_3 = E_3 \oplus E_1, E_2 \oplus E_3 = E_3 \oplus E_2.\) So the method proposed in the paper satisfies the commutative law.

**Conclusion 14:** In each case, \((E_1 \oplus E_2) \oplus E_3 = (E_2 \oplus E_1) \oplus E_3 = (E_1 \oplus E_3) \oplus E_2 = (E_3 \oplus E_1) \oplus E_2 = (E_2 \oplus E_3) \oplus E_1 = (E_3 \oplus E_2) \oplus E_1.\) So the method proposed in the paper satisfies the associative law.

**Conclusion 15:** The results of the method proposed in this paper do not depend on the order in which the outliers occur because the proposed method satisfies the commutative law and associative law.
### Table 5. Simulation results in different orders by the method proposed in the paper.

| Cases Order | Cases | Order m(A1) | m(A2) | m(A3) | m(X) |
|-------------|-------|-------------|-------|-------|------|
| E₁ ⊕ E₂    | (E₁ ⊕ E₂) ⊕ E₃ | 0.1543 | 0.7469 | 0.0988 |
| E₂ ⊕ E₁    | (E₂ ⊕ E₁) ⊕ E₃ | 0.1543 | 0.7469 | 0.0988 |
| E₁ ⊕ E₃    | (E₁ ⊕ E₃) ⊕ E₂ | 0.6827 | 0.0577 | 0.2616 |
| E₂ ⊕ E₁    | (E₂ ⊕ E₁) ⊕ E₃ | 0.3500 | 0.5224 | 0.1276 |
| E₂ ⊕ E₃    | (E₂ ⊕ E₃) ⊕ E₁ | 0.2010 | 0.6645 | 0.1346 |
| E₁ ⊕ E₃    | (E₁ ⊕ E₃) ⊕ E₂ | 0.3500 | 0.5224 | 0.1276 |
| E₁ ⊕ E₂    | (E₂ ⊕ E₁) ⊕ E₃ | 0.6579 | 0.1053 | 0.2368 |
| E₂ ⊕ E₁    | (E₂ ⊕ E₁) ⊕ E₃ | 0.7934 | 0.0182 | 0.1884 |
| E₂ ⊕ E₃    | (E₂ ⊕ E₃) ⊕ E₁ | 0.6954 | 0.0230 | 0.2816 |
| E₃ ⊕ E₁    | (E₃ ⊕ E₁) ⊕ E₂ | 0.7934 | 0.0182 | 0.1884 |
| E₂ ⊕ E₃    | (E₂ ⊕ E₃) ⊕ E₁ | 0.2010 | 0.6645 | 0.1346 |
| E₁ ⊕ E₃    | (E₁ ⊕ E₃) ⊕ E₂ | 0.3500 | 0.5224 | 0.1276 |
| E₁ ⊕ E₂    | (E₂ ⊕ E₁) ⊕ E₃ | 0.0267 | 0.9340 | 0.0393 |
| E₂ ⊕ E₁    | (E₂ ⊕ E₁) ⊕ E₃ | 0.0155 | 0.9682 | 0.0163 |
| E₂ ⊕ E₃    | (E₂ ⊕ E₃) ⊕ E₁ | 0.0155 | 0.9682 | 0.0163 |
| E₁ ⊕ E₃    | (E₁ ⊕ E₃) ⊕ E₂ | 0.6751 | 0.0717 | 0.2532 |
| E₁ ⊕ E₂    | (E₁ ⊕ E₂) ⊕ E₃ | 0.0155 | 0.9682 | 0.0163 |
| E₂ ⊕ E₁    | (E₂ ⊕ E₁) ⊕ E₃ | 0.0155 | 0.9682 | 0.0163 |
| E₂ ⊕ E₃    | (E₂ ⊕ E₃) ⊕ E₁ | 0.0081 | 0.9648 | 0.0271 |
| E₁ ⊕ E₃    | (E₁ ⊕ E₃) ⊕ E₂ | 0.0155 | 0.9682 | 0.0163 |

#### 6. Conclusions

In summary, the paper adopts the credibility calculation method based on historical data to weight the average of the evidence to be combined, and improve the decision rules to solve the problem that the system cannot make decisions when there are two or more propositions with the maximum support in the combination result. The method proposed in the paper can not only effectively eliminate the “Zadeh paradox” problem caused by the conflict of evidence, but also has strong capability of anti-interference, showing good performance in the case of historical data and no historical data. Moreover, the method has low calculation complexity and fast convergence speed. What’s more, it satisfies the commutative law and associative law, which can meet the needs of combination of time-domain evidence. When verifying the validity of the method, this article proposes that the principle of “not being contrary to the facts” should be better than that of “not being contrary to intuitive feeling”. Therefore, it has strong application value in the fields of pattern recognition, fault diagnosis, epidemic situation prediction, decision-making assistance and so on.
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