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Existing state of the art approaches for Sanskrit Dependency Parsing (SDP), are hybrid in nature, and rely on a lexicon-driven shallow parser for linguistically motivated feature engineering. However, these methods fail to handle out of vocabulary (OOV) words, which limits their applicability in realistic scenarios. On the other hand, purely data-driven approaches do not match the performance of hybrid approaches due to the labelled data sparsity. Thus, in this work, we investigate the following question: How far can we push a purely data-driven approach using recently proposed strategies for low-resource settings? We experiment with five strategies, namely, data augmentation, sequential transfer learning, cross-lingual/mono-lingual pretraining, multi-task learning and self-training. Our proposed ensembled system outperforms the purely data-driven state of the art system by 2.8/3.9 points (Unlabelled Attachment Score (UAS)/Labelled Attachment Score (LAS)) absolute gain. Interestingly, it also supersedes the performance of the state of the art hybrid system by 1.2 points (UAS) absolute gain and shows comparable performance in terms of LAS.¹
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1 INTRODUCTION

The Sanskrit Computational Linguistics (SCL) community has garnered growing interest in the dependency parsing task in the last two decades. Earlier attempts for developing dependency parser for the Sanskrit mainly focused on building rule-based systems [Goyal et al. 2007; Kulkarni 2013; Kulkarni et al. 2010, 2019; Kulkarni 2021] due to lack of labelled dataset. With the recent availability of task-specific labelled data, Krishna et al. [2020b,c] propose hybrid systems that integrate a linguistically motivated data-driven system with rules from Pāṇini grammar [Panini BCE] and report the state of the art performance for SDP. These hybrid systems rely on a lexicon driven shallow parser called Sanskrit Heritage Reader (SHR)² for computing linguistically motivated features. SHR does not use a domain-specific lexicon; hence it may fail to recognize some words of an input sentence. In realistic scenarios, failure in generating

¹Code and data will be publicly available at: https://github.com/Jivnesh/SanDP
²https://sanskrit.inria.fr/DICO/reader.fr.html
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linguistically motivated features makes these systems handicapped. Further, the morphologically rich nature of the Sanskrit language intensifies the possibility of such failures.

Recently, purely data-driven neural architectures [Dozat and Manning 2017; Fernández-González and Gómez-Rodríguez 2019; Zhou and Zhao 2019] have become de-facto alternative in the Natural Language Processing community due to their ease of applicability and scalability. Thus, Krishna [2019]; Krishna et al. [2020a] investigate the efficacy of these architectures from purely data-driven family to obviate the need of linguistically motivated hand-crafted feature engineering; however, they do not match the performance of hybrid dependency parsers [Krishna et al. 2020b,c] due to data sparsity. Sanskrit being a relatively free word order and a low-resourced morphologically rich language (MRL), demands relatively large labelled data to build robust parsing solution. Human resources for developing additional labelled data are scarce because annotators need to be experts in Sanskrit and native speakers can not do the job [Hellwig et al. 2020].

In this work, we investigate: How far can we push a purely data-driven system using various techniques proposed in low-resource setting [Hedderich et al. 2021]? To answer this question, we systematically explore five pragmatic strategies for low-resource settings, namely, data augmentation [Gulordava et al. 2018; Şahin and Steedman 2018; Vania et al. 2019], cross-lingual/mono-lingual pretraining [Conneau et al. 2020; Kondratyuk and Straka 2019; Peters et al. 2018; Sandhan et al. 2021b], sequential transfer learning [Ruder et al. 2019], multi-task learning [Nguyen and Verspoor 2018] and self-training [Clark et al. 2018; Rotman and Reichart 2019] (§ 3). Our proposed ensembled system outperforms by 2.8/3.9 points (UAS/LAS) absolute gain compared to the state of the art purely data-driven system [Dozat and Manning 2017]. Notably, it also outperforms hybrid system Krishna et al. [2020b] by 1.2 points absolute gain in terms of UAS metric and shows comparable performance in terms of LAS metric (§ 4). Finally, we investigate on the robustness of the proposed system to the relatively free word order nature of Sanskrit. We also perform analysis on what kind of error reduction occurs as a result of effective integration of various strategies (§ 5).

2 BACKGROUND: SANSKRIT DEPENDENCY PARSING

The Pāṇinian framework, the oldest dependency grammar, is generative and deterministically irreversible. That leaves the scope of ambiguity when it is reversed for the Sanskrit analyzer. Goyal et al. [2007] proposed a rule-based system and pointed out the need for a hybrid scheme where the data-driven statistical method is integrated with the rule-based system to resolve ambiguity posed by the irreversibility of grammar rules. Later, Hellwig [2009] took forward this idea and improved performance using a hybrid approach, purely statistical parser augmented with simple syntactic rules from grammar. Earlier attempts for developing dependency parser for the Sanskrit mainly focused on building rule-based systems [Goyal et al. 2007; Kulkarni 2013; Kulkarni et al. 2010, 2019; Kulkarni 2021]. Kulkarni et al. [2010] proposed a graph-based approach where each word is taken as a node and relations between words are identified using grammar rules. Based on heuristics, they rank the exhaustive candidate space. Later, they improved the computational aspect of their method in the following work [Kulkarni 2013]. Earlier attempts for building dependency parser were targeted for simple prose order sentences so Kulkarni et al. [2019] extended their previous work for poetry sentences. However, this system enumerates all possible solutions. Due to the increasing popularity of dependency parser across NLP, Goyal and Kulkarni [2014] introduced a methodology to convert enriched constituency trees into unlabelled dependency tree. Recently, Krishna [2019] proposed structured prediction framework for dependency parsing. This linguistically motivated model uses a graph-based parsing approach and currently reports a state-of-the-art performance for Sanskrit. Although the results of this system are very promising, it takes input from lexicon driven shallow parsers. If parser fails to identify word, this system can not produce a parsed tree. Recently, Sandhan et al. [2021b] proposed
pretraining approach for low-resource dependency parsing for Sanskrit. Due to lack of powerful morphological analyzer, it is challenging to have this information during run time. Therefore, Sandhan et al. [2021b] obviate the need of morphological information during run time with the help of proposed pretraining method. Data-driven approaches have shown tremendous achievement in the field of NLP [Hellwig and Nehrdich 2018; Sandhan et al. 2019]. Specifically, for dependency parsing, neural-based approaches have attracted intense attention of researchers due to state-of-the-art performance without explicit feature engineering [Dozat and Manning 2017; Fernández-González and Gómez-Rodríguez 2019; Zhou and Zhao 2019]. However, Krishna et al. [2020a] reports that these purely data-driven approaches do not match the performance of hybrid counterparts due to data scarcity. Thus, in this work, we investigate the following question: How far can we push a purely data-driven approach using recently proposed strategies for low-resource settings? We experiment with five strategies, namely, data augmentation, sequential transfer learning, pretraining, multi-task learning and self-training. Similar to our work, Vania et al. [2019] also investigate data augmentation, cross-lingual training, and transliteration for low-resource dependency parsing. However, we specifically focus on Sanskrit language with exhaustive experiments on 5 strategies.

3 INVESTIGATION OF STRATEGIES TAILORED FOR LOW-RESOURCE SETTINGS

In this section, we explore five strategies, specially tailored for low-resource settings and ensemble the best performing strategy of each category in our proposed system (§ 3.6). We utilize BiAFFINE parser [Dozat and Manning 2017] as a base system for all the experiments, henceforth referred to as BiAFF.

**Dataset and metric:** We utilize around 4,000 dependency labelled trees from the Sanskrit Treebank Corpus [Kulkarni et al. 2010, STBC] and Śiśupālavadha [Ryali 2016]. We use 1,700, 1,000 and 1,300 sentences as train, dev and test set, respectively. We do these investigations on the dev set to find out the best strategy from each category. Following Krishna et al. [2020c], we use sentence level macro averaged Unlabelled and Labelled Attachment Scores (UAS, LAS).

### 3.1 Data Augmentation

| System               | UAS  | LAS  |
|----------------------|------|------|
| BiAFF                | 84.07| 76.87|
| Mixed [Krishna et al. 2020c] | 64.71| 53.99|
| Cropping [Şahin and Steedman 2018] | 71.48| 66.43|
| Rotation [Şahin and Steedman 2018] | 83.76| 76.54|
| Nonce [Gulordava et al. 2018] | 84.74| 77.83|
| Nonce++ [Gulordava et al. 2018] | 84.67| 77.47|

Table 1. Results on dev set when different data augmentation strategies augmented with BiAFF.

**Systems:** Table 1 reports data augmentation strategies experimented for SDP. Mixed: Krishna et al. [2020c] use mixture of existing multiple augmentation techniques like synonym replacement [Zhang et al. 2015], sentence simplification [Vickrey and Koller 2008], sentence cropping [Şahin and Steedman 2018] and linguistically motivated constraints to generate augmented data. Şahin and Steedman [2018] introduce Cropping: deletes some parts of a sentence to create multiple short meaningful sentences and Rotation: permutes the siblings of headword restricted to a set of relations. Both operations modify a set of words or configurational information; however, they do not change the dependencies. Nonce: Gulordava et al. [2018] propose to create nonce sentences by substituting a few words which share the same
syntactic labels. For creating each training instance, stochastically, they replace content words with the words having
the same part of speech tag, morphological tag and dependency label as syntactic constraints.\textsuperscript{3} However, they pick
replacement pairs from the same training data, which may not be better choice to reduce OOV issues. \textbf{Nonce++}: Thus,
on top of the \textbf{Nonce} setting, we experiment with replacement pairs other than training data. To reduce OOV, we use
the rule-based parser [Kulkarni 2013] on unlabelled data for obtaining potential candidates for replacement which also
satisfy the syntactic constraints.

\textbf{Observations}: Except \textbf{Nonce}/\textbf{Nonce++} from Table 1, all systems show low performance compared to BiAFF trained
with gold data. \textbf{Rotation} seems useful for modelling data in a poetry domain; since our data is in a prose domain,
permutations in word order resulted in results in loss of potentially useful configurational information for prose domain.
\textbf{Cropping} possibly shows performance drop of 12.5/10.4 points (UAS/LAS) due to the generation of shorter training
samples relative to test data. Similarly, the low performance of \textbf{Mixed} might be due to presence of the cropping
technique and lack of syntactic constraints while using synonym replacement. On the other hand, \textbf{Nonce} setting
shows significant improvement over BiAFF, possibly due to the hard syntactic constraints it follows. Without altering
configuration information and hampering sentence length, \textbf{Nonce} shows significant improvement over BiAFF. \textbf{Nonce++}
does not improve further.

\subsection{3.2 Cross/mono-lingual Pretraining}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
System & UAS & LAS \\
\hline
BiAFF [Dozat et al. 2017] & 84.07 & 76.87 \\
BiAFF+mBERT [Kondratyuk and Straka 2019] & 80.29 & 69.65 \\
BiAFF+ELMo [Peters et al. 2018] & 84.00 & 76.78 \\
BiAFF+XLM-R [Nguyen et al. 2021] & 86.02 & 78.84 \\
BiAFF+LCM [Sandhan et al. 2021a] & 86.28 & 80.17 \\
\hline
\end{tabular}
\caption{Results on dev set when BiAFF is integrated with cross-lingual/mono-lingual pretraining strategies.}
\end{table}

\textbf{Systems}: We briefly elaborate on the pretraining approaches reported in Table 2. Due to bottleneck of unlabelled
data for Sanskrit, training monstrous contextual pretraining approaches from scratch may not be helpful; hence, the
natural choice is multilingual pretraining approach. Thus, we experiment with two multilingual pretraining approaches,
namely, multilingual BERT [Devlin et al. 2019, \textbf{mBERT}] based system [Kondratyuk and Straka 2019] and XLM-Roberta
[Conneau et al. 2020, \textbf{XLM-R}] based system [Nguyen et al. 2021]. Also, we investigate on \textbf{ELMo} [Peters et al. 2018]
trained from scratch for Sanskrit [Sandhan et al. 2021a]. Also, we evaluate pretraining, which use morphological tagging
related auxiliary tasks [Sandhan et al. 2021b, \textbf{LCM}].

\textbf{Observations}: \textbf{mBERT} shows 3.8/7.2 points (UAS/LAS) drop over BiAFF (Table 2) due to absence of Sanskrit language
during pretraining [Sandhan et al. 2021b]. On the other hand, \textbf{XLM-R} (with Sanskrit during pretraining) demonstrates
1.9/2.0 points absolute gain (UAS/LAS) over BiAFF. On par performance of \textbf{ELMo} trained from scratch might be
attributed to insufficient unlabelled data. Finally, [Sandhan et al. 2021b, \textbf{LCM}], with the help of morphological enriched

\footnote{Following Vania et al. [2019], we additionally consider dependency label as a constraint.}

Manuscript submitted to ACM
encoders shows 2.2/3.3 points (UAS/LAS) absolute gain.\textsuperscript{4} Notably, gains obtained for LAS metric is higher by 1.1 points which helps to bridge the gap between UAS-LAS metrics.

### 3.3 Self-training

| System             | UAS  | LAS  |
|--------------------|------|------|
| BiAFF [Dozat et al. 2017] | 84.07 | 76.87 |
| Self-Train         | 84.15 | 77.03 |
| CVT [Clark et al. 2018] | 82.40 | 73.62 |
| DCST [Rotman and Reichart 2019] | \textbf{85.61} | \textbf{78.85} |

Table 3. Results on dev set for self-training based systems.

**Systems:** Another line of modelling focuses on self-training [Clark et al. 2018; Goldwasser et al. 2011; Rybak and Wróblewska 2018] to overcome the bottleneck of task-specific labelled data. Earlier attempts failed to prove effectiveness of self-training for dependency parsing [Rush et al. 2012]. However, [Clark et al. 2018, CVT] and Rotman and Reichart [2019][DCST], show successful application, thus, we consider these two systems. Also, we generate dependency data by applying a pretrained BiAFF system on unlabelled data. We augment this predicted data with gold data and retrain BiAFF in Self-Train setting.

**Observation:** As shown in Table 3, DCST outperforms due to its syntactically enriched contextual representations. The default setting of CVT does not consider the potentially useful morphological information for the SDP task. Thus, it falls short in terms of performance. Self-Train does not show significant improvement over BiAFF.

### 3.4 Sequential Transfer Learning

| System         | UAS  | LAS  |
|----------------|------|------|
| BiAFF          | 84.07 | 76.87 |
| SeqTraL-FE     | 80.03 | 73.60 |
| SeqTraL-FEA    | 82.92 | 76.51 |
| SeqTraL-UF     | 84.00 | 77.72 |
| SeqTraL-DL     | 84.78 | 78.53 |
| SeqTraL-FT     | \textbf{84.84} | \textbf{78.53} |

Table 4. Results on dev set for Transfer Learning using various optimization schemes.

**Systems:** Transfer Learning has captivated the attention of many NLP researchers due to it’s wide emergence and ease of integration. It contains two stages, namely, pretraining and adaptation. In pretraining, general representation is learned from related source tasks, and in the latter stage, learned knowledge is used for target tasks. However, the selection of pretraining and target task is interrelated. Sequential Transfer Learning (SeqTraL) consists of two components, namely, pretraining for learning general representations and adaptation to facilitate sample efficiency [Ruder et al. 2019]. We investigate on adapting the pretrained morphological tagger trained on the same morphologically tagged dependency data.\textsuperscript{5} Here, we use the first three Bi-LSTM layers from this morphological tagger and integrate

\textsuperscript{4}In contrast to Sandhan et al. [2021b], we also use oracle morphological information as an input.

\textsuperscript{5}Sequence tagger consists of similar LSTM-based encoder as [Dozat and Manning 2017] and decoder with fully connected layer followed by softmax layer.
them in the BiAFF and investigate with various optimization schemes, proposed for reducing a catastrophic forgetting [French 1999; McCloskey and Cohen 1989]. As we move down, in Table 4, the freedom for adaptation increases. Table 4 reports baselines used to investigate the best optimization scheme to adopt pretrained encoder. **SeqTraL-FE:** We treat newly integrated layers as Feature Extractors (FE) by freezing them. **SeqTraL-FEA:** In the SeqTraL-FE, we augment adaptor modules [Houlsby et al. 2019; Stickland and Murray 2019] in between newly added consecutive layers. **SeqTraL-UF:** Gradually Unfreeze (UF) these new layers in the top to down order [Felbo et al. 2017; Howard and Ruder 2018]. **SeqTraL-DL:** The discriminative learning rate (DL) is used for newly added layers [Howard and Ruder 2018], the learning rate is decreased from top-to-bottom layers. **SeqTraL-FT:** We fine tune (FT) all the newly added layers with the default learning rate.

**Observations:** Table 4 shows that performance improves as the freedom for adaption increases. The SeqTraL-FT (fine-tuned) reports the best result with 1-2 points absolute gain over BiAFF.

### 3.5 Multi-task Learning

| Tasks      | UAS  | LAS  |
|------------|------|------|
| BiAFF      | 84.07| 76.87|
| MTL-Case   | 84.81| 77.47|
| MTL-Label  | 84.87| 77.88|
| MTL-Morph  | **84.84**| **78.00**|

Table 5. Results on dev set for different auxiliary tasks in multi-task learning setting.

**Systems:** Multi-task learning helps to exploit the complementary signal from related auxiliary tasks which enables better generalization. We simultaneously train BiAFF and a sequence labelling based auxiliary task in a multi-task setting (MTL). We experiment with the following auxiliary tasks: prediction of the morphological label (MTL-Morph), dependency relation between a word and its head (MTL-Label) and the case label (MTL-Case).

**Observations:** Table 5 illustrates that all auxiliary tasks show significant gains over BiAFF and MTL-Morph marks highest gains. We also experiment with a setting where all three tasks are considered simultaneously; however, this shows subpar performance compared to MTL-Morph.

### 3.6 The Proposed Ensembled System

| System        | UAS  | LAS  |
|---------------|------|------|
| BiAFF         | 84.07| 76.87|
| + SeqTraL-FT  | 84.84| 78.53|
| + LCM         | 86.22| 79.93|
| + MTL-Morph   | **86.55**| **80.30**|
| + Nonce       | 85.91| 79.68|
| + DCST        | 85.86| 79.46|

Table 6. Ablation analysis on dev set for different components of the proposed system.

---

6 We use POS label in the absence of case information.
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Ablation: Table 6 reports the contribution of different components for the proposed system. We observe consistent improvements with SeqTraL-FT, LCM and MTL-Morph integrated on the top of BiAFF, due to their complementary signals. The most prominent contribution comes from the morphologically tailored pretraining method [Sandhan et al. 2021b, LCM] which confirms the well-established findings of the effectiveness of morphological information for dependency parsing. However, DCST and Nonce augmentation strategy do not add any complementary signal; hence, we do not consider them in the proposed system.

The proposed system: Figure 1 shows the ensembled proposed system using a toy example from Sanskrit. It consists of two steps, namely, pretraining (LCM) and integration. As shown in Figure 1a, LCM pretrains three encoders $E^{(1)}$–$E^{(3)}$ using three independent auxiliary tasks, namely, morphological label prediction, case label prediction and relation label prediction. Thereafter, as shown in Figure 1b, these pretrained encoders are integrated with the BiAFF encoder $E^{(P)}$ using a gating mechanism as employed in Sato et al. [2017]. We use SeqTraL-FT optimization scheme to update the weights of these four encoders. Next, MTL-Morph component adds morphological tagging as an auxiliary task to inject complementary signal in the model. Finally, the combined representation of a pair of words in passed to BiAFF to calculate probability of arc score (S) and label (L).

4 EXPERIMENTS

Data and Metric: We utilize around 4,000 dependency labelled trees from the Sanskrit Treebank Corpus [Kulkarni et al. 2010, STBC] and Śīśupālavadha [Ryali 2016]. We use 1,700, 1,000 and 1,300 sentences as train, dev and test set, respectively. However, the final results on the test set are reported using systems trained with combined gold train and
dev set. Additionally, we also evaluate on the recently proposed Vedic Sanskrit Treebank [Hellwig et al. 2020, VST] consisting of 2,524 and 1,473 sentences as training and test data, respectively. The STBC contains sentences from prose domain alone; however, VST contains sentences from poetry and prose domain. The STBC follows annotations based on Kāraka [Kulkarni et al. 2010; Kulkarni and Sharma 2019], the grammatical tradition of Sanskrit, while the VST uses Universal Dependency (UD). Following Krishna et al. [2020c], we use sentence level macro averaged Unlabelled and Labelled Attachment Scores (UAS, LAS) and t-test for statistical significance [Dror et al. 2018].

**Baselines:** There are two broad approaches proposed for the dependency parsing task, namely, transition-based and graph-based parsing. We use More et al. [2019][YAP] and Chang et al. [2016][L2S] from transition-based dependency parsing family. Dozat and Manning [2017][BiAFF] is a graph-based approach with BiAFFINE attention mechanism. Krishna et al. [2020b][MG-EBM] extends Krishna et al. [2020c][Tree-EBM-F] using multi-graph formulation. We report their standalone numbers for fair comparison. Systems marked with (*) are hybrid systems which leverage linguistic rules from Pāṇinian grammar.

**Hyper-parameters:** We use default hyper-parameters for all the competing baseline systems compared in this work. For SeqTraL variants, we use the exact same encoder as Ma et al. [2018] with 2 Bi-LSTM layers and decoder with fully connected layer followed by softmax layer. For the proposed system, we adopt BiAFF’s codebase by Ma et al. [2018] with the hyper-parameters setting as follows: the batch size as 16, training iterations as 100, a dropout rate as 0.33, the number of stacked Bi-LSTM layers as 2, learning rate as 0.002 and the remaining parameters as the same as Ma et al. [2018].

| System      | STBC UAS | STBC LAS | VST UAS | VST LAS |
|-------------|----------|----------|---------|---------|
| YAP         | 75.31    | 66.02    | 70.37   | 39.20   |
| L2S         | 81.97    | 74.14    | 72.44   | 62.76   |
| Tree-EBM-F  | 82.65    | 79.28    | -       | -       |
| BiAFF       | 85.88    | 79.55    | 77.23   | 67.68   |
| Tree-EBM-F* | 85.32    | 83.93    | -       | -       |
| MG-EBM*     | 87.46    | 84.70    | -       | -       |
| Ours        | 88.67    | 83.47    | 79.71   | 69.89   |

Table 7. Main results on test set for SDP. Hybrid systems, marked with (*) are not directly comparable with our system. Our results are statistically significant compared to the strong baseline BiAFF as per t-test (p < 0.01). Results are averaged over 3 runs.

**Results:** Clearly, the proposed ensembled system outperforms the state of the art purely data-driven system (BiAFF) by 2.8/3.9 points (UAS/LAS) absolute gain.7 Interestingly, it also supersedes the performance of the hybrid state of the art system [Krishna et al. 2020b, MG-EBM] by 1.2 points (UAS) absolute gain and shows comparable performance for LAS metric. We observe that performance of transition-based systems (YAP/L2S) is significantly low compared to graph-based counterparts (BiAFF/Ours). We also obtain a similar performance trend for VST data. The VST data is a mixture of dependency labelled trees from both poetry and prose domain. As a result, the overall performance for VST

---

7The hybrid systems, EBM* and MG-EBM* use extra-linguistic knowledge; hence, they are not directly comparable.

Manuscript submitted to ACM
is low compared to STBC due to loss of configurational information.  

5 ERROR ANALYSIS

![Graphs showing performance analysis](image)

Fig. 2. (a) Performance on prose and poetry domain as sentence length increases. The dependency label-wise performance on (b) in vocabulary (c) out of vocabulary words. From left to right the label frequency increases. Performance in terms of (d) dependency length (e) distance to root and (f) degree of non-projectivity.

| Domain | BiAFF UAS | BiAFF LAS | Ours UAS | Ours LAS |
|--------|-----------|-----------|----------|----------|
| Prose  | 85.88     | 79.55     | 88.67    | 83.47    |
| Poetry | 47.75     | 44.32     | 52.86    | 50.45    |
| In Vocab | 86.25 | 81.76     | 89.16    | 85.64    |
| OOV    | 79.01     | 69.97     | 80.37    | 72.26    |

Table 8. Fine-grained analysis in between the strong baseline: BiAFF and the proposed system on test set.

We compare the proposed system with the strong baseline BiAFF.  
We investigate the robustness of systems based on the following language specific phenomena such as (1) relatively free word order nature: Here, we verify the robustness to the configurational information by evaluating on poetry and prose domains. Table 8 illustrates that the proposed system shows consistently superior performance over BiAFF; however, both systems are brittle to poetry domain; on an average the performance degrades by 36.8/34.0 points (UAS/LAS) compared to prose counterpart. The

---

8We do not evaluate Tree-EBM-F* and MG-EBM* on VST data due to the unavailability of the codebase.
9We could not compare with Tree-EBM-F* and MG-EBM* due to unavailability of codebase and system outputs.
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prose/poetry data has 44.0/0.6% word pairs with dependency length as 1, 13.5/30.7% word pairs with dependency length more than 5 and 7.1/19.2% non-projective arc. Clearly, these structural divergences explain the low performance on poetry domain due to systems trained on prose domain. (2) morphologically rich nature: is investigated by focusing on out of vocabulary phenomenon. Being a morphologically rich language, the OOV phenomenon is crucial for modelling robust systems. The test set of STBC consists of 34% words that are OOV. The prominent contribution to average drop (reported in Table 8) of 7.9/12.6 points (UAS/LAS) comes from failure to predict rarely occurring dependency relation, corresponding to OOV words correctly. In order to verify the performance in OOV vocabulary scenario, we evaluate the dependency label-wise performance for out of vocabulary (OOV) words (Figure 2c) and in vocabulary words (Figure 2b). The contrast between Figure 2b and 2c demonstrates that both systems perform poorly when a word is OOV and dependency label is rarely occurring.10

Figure 2a illustrates the empirical performance in terms of sentence length to validate the robustness of the proposed system against varied sentence lengths. We notice downwards trend in the performance as the sentence length increases. Particularly, both systems drastically go down in poetry domain. Following Kulmizev et al. [2019]; McDonald and Nivre [2011], we analyze the performance in terms of dependency length11 (Figure 2d), distance to root12 (Figure 2e) and degree of non-projectivity13 (Figure 2f). If we contrast between the performance of both the systems in poetry and prose domain then they show the declined performance in terms of sentence length, distance to root and degree of non-projectivity. In Figure 2d, we observe slightly improved performance for both the systems in prose domain as the dependency length increases. This can be attributed to ability of graph-based parsers to capture long range dependencies well. Figure 2 only reports the performance on labelled score; however, we observe a similar trend for unlabelled score. Summarily, we conclude that both systems perform similarly in the all aspects of error analysis where the proposed system shows consistent improvements.

6 CONCLUSION AND DISCUSSION
We focused on dependency parsing for low-resourced morphologically rich Sanskrit language. To tackle limitations of the existing engineering-based approaches, we investigate the efficacy of recently proposed strategies specially tailored for low-resource settings. Our results showed that the proposed ensembled system significantly improves with 2.8/3.9 points (UAS/LAS) compared to BiAFF. Interestingly, it also superseded the performance of state of the art hybrid system MG-EBM∗ by 1.2 points (UAS) absolute gain and showed comparable performance in terms of LAS metric. We plan to extend this work by investigating on ways to make current system robust for poetry domain.
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10Opposite observation for the frequency marked with 1 is due to the fact that the total number of candidates belonging to this label class is very less so systems are not able to generalize well for this class.
11The dependency length is defined as the distance between head-dependent pair when arranged linearly in a sentence.
12The distance of a node to its root in a dependency tree.
13The degree of non-projectivity for a head(x)/dependent(y) pair is defined as the number of words occurrences in between x and y which are not part of decedents of x and modify a word outside x and y window.
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