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Abstract

We prove the conjectural relationship recently proposed in [9] between certain special cubic Hodge integrals of the Gopakumar–Mariño–Vafa type [17, 28] and GUE correlators, and the conjecture proposed in [7] that the partition function of these Hodge integrals is a tau function of the discrete KdV hierarchy.
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1 Introduction

Let \( \overline{M}_{g,k} \) denote the Deligne–Mumford moduli space of stable algebraic curves of genus \( g \) with \( k \) distinct marked points. Denote by \( \mathcal{L}_i \) the \( i^{th} \) tautological line bundle over \( \overline{M}_{g,k} \), and by \( E_{g,k} \) the rank \( g \) Hodge bundle. Denote \( \psi_i := c_1(\mathcal{L}_i), \ i = 1, \ldots, k, \) and \( \lambda_j := c_j(E_{g,k}), \ j = 0, \ldots, g. \) The Hodge integrals are integrals over \( \overline{M}_{g,k} \) of the form

\[
\int_{\overline{M}_{g,k}} \psi_1^{i_1} \cdots \psi_k^{i_k} \lambda_1^{j_1} \cdots \lambda_g^{j_g}, \quad i_1, \ldots, i_k, \ j_1, \ldots, j_g \geq 0.
\]
These integrals will be defined to be zero unless
\[ 3g - 3 + k = \sum_{\ell=1}^{k} i_{\ell} + \sum_{\ell=1}^{g} \ell j_{\ell}. \]

We consider in this paper the following special cubic Hodge integrals
\[ \int_{\mathcal{M}_{g,k}} \Lambda_{g}(p)\Lambda_{g}(q)\Lambda_{g}(r)\psi_{1}^{i_{1}} \cdots \psi_{k}^{i_{k}}, \quad (1.1) \]
where \( \Lambda_{g}(z) := \sum_{j=0}^{g} \lambda_{j} z^{j} \) denotes the Chern polynomial of \( \mathbb{E}_{g,k} \), and \( p, q, r \in \mathbb{C} \) satisfy the local Calabi–Yau condition
\[ \frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 0. \quad (1.2) \]

The special cubic Hodge integrals play important roles in the localization computation of the Gromov–Witten invariants of toric Calabi–Yau threefolds [18, 24, 25], the theory of topological vertex [1, 23], and the BKMP remodeling conjecture [3, 4, 12, 14]. We mainly consider the case with \( p = q \) in the present paper, and leave the general case to a subsequent publication.

Note that the cubic Hodge integrals satisfy the following homogeneity condition:
\[ \int_{\mathcal{M}_{g,k}} \Lambda_{g}(\rho p)\Lambda_{g}(\rho q)\Lambda_{g}(\rho r)\psi_{1}^{i_{1}} \cdots \psi_{k}^{i_{k}} = \rho^{3g-3+k-i_{1} \cdots -i_{k}} \int_{\mathcal{M}_{g,k}} \Lambda_{g}(p)\Lambda_{g}(q)\Lambda_{g}(r)\psi_{1}^{i_{1}} \cdots \psi_{k}^{i_{k}}, \]
so we only need to consider the following special Hodge integrals:
\[ \int_{\mathcal{M}_{g,k}} \Lambda_{g}(-1)\Lambda_{g}(-1)\Lambda_{g}(\frac{1}{2})\psi_{1}^{i_{1}} \cdots \psi_{k}^{i_{k}}. \quad (1.3) \]

We call the following generating function the special cubic Hodge free energy:
\[ \mathcal{H}_{\text{cubic}}(t; \epsilon) = \sum_{g \geq 0} \epsilon^{2g-2} \sum_{k \geq 0} \frac{1}{k!} \sum_{i_{1}, \ldots, i_{k} \geq 0} t_{i_{1}} \cdots t_{i_{k}} \int_{\mathcal{M}_{g,k}} \Lambda_{g}(-1)\Lambda_{g}(-1)\Lambda_{g}(\frac{1}{2})\psi_{1}^{i_{1}} \cdots \psi_{k}^{i_{k}}. \quad (1.4) \]

Here \( t = (t_{0}, t_{1}, \ldots) \) are independent variables, and \( \epsilon \) is a parameter often called the string coupling constant. Denote by \( \mathcal{H}_{g} = \mathcal{H}_{g}(t) \) the genus \( g \) part of \( \mathcal{H}_{\text{cubic}}(t; \epsilon) \) so that
\[ \mathcal{H}_{\text{cubic}}(t; \epsilon) = \sum_{g \geq 0} \epsilon^{2g-2} \mathcal{H}_{g}(t). \quad (1.5) \]

We also call the exponential
\[ e^{\mathcal{H}_{\text{cubic}}(t; \epsilon)} =: Z_{\text{cubic}}(t; \epsilon) \quad (1.6) \]
the special cubic Hodge partition function.

On the other hand, let \( \mathcal{H}(N) \) be the space of \( N \times N \) Hermitian matrices. Denote by
\[ dM = \prod_{i=1}^{N} dM_{ii} \prod_{i<j} d\text{Re}M_{ij} d\text{Im}M_{ij} \]
the standard unitary invariant volume element on $\mathcal{H}(N)$. The GUE partition function of size $N$ with even couplings is defined by

$$Z_N(s; \epsilon) = \frac{(2\pi)^{-N}}{\text{Vol}(N)} \int_{\mathcal{H}(N)} e^{-\frac{1}{2} \text{tr} V(M; s)} dM. \tag{1.7}$$

Here $V(M; s)$ is an even polynomial, or more generally a power series in $M$ of the form

$$V(M; s) = \frac{1}{2} M^2 - \sum_{j \geq 1} s_{2j} M^{2j} \tag{1.8}$$

with $s := (s_2, s_4, s_6, \ldots)$, and $\text{Vol}(N)$ is the volume of the quotient of the unitary group over the maximal torus $[U(1)]^N$, which is given by

$$\text{Vol}(N) = \text{Vol} \left( \frac{U(N)}{[U(1)]^N} \right) = \frac{\pi^{N(N-1)/2}}{G(N+1)}, \quad G(N+1) := \prod_{n=1}^{N-1} n!.$$

The integral that appears in (1.7) is considered as a formal power series of $s_2, s_4, s_6, \ldots$, whose coefficients are analytic in $N$. Introduce the 't Hooft coupling parameter $x$ by

$$x := N \epsilon. \tag{1.9}$$

Expanding the free energy $F_N(s; \epsilon) := \log Z_N(s; \epsilon)$ in powers of $\epsilon$ and replacing the Barnes $G$-function $G(N+1)$ by its asymptotic expansion in $\epsilon$ yields

$$f_{\text{even}}(x, s; \epsilon) := F_N(s)|_{N=\frac{x}{2}} - \frac{1}{12} \log \epsilon = \sum_{g \geq 0} \epsilon^{2g-2} f_g(x, s). \tag{1.10}$$

The GUE free energy $f_{\text{even}}(x, s; \epsilon)$ with even couplings can be represented in the form

$$f_{\text{even}}(x, s; \epsilon) = \frac{x^2}{2e^2} \left( \log x - \frac{3}{2} \right) - \frac{1}{12} \log x + \zeta'(-1) + \sum_{g \geq 2} \epsilon^{2g-2} \frac{B_{2g}}{4g(g-1)x^{2g-2}}$$

$$+ \sum_{g \geq 0} \epsilon^{2g-2} \sum_{k \geq 0} \sum_{i_1, \ldots, i_k \geq 1} a_g(2i_1, \ldots, 2i_k) s_{2i_1} \ldots s_{2i_k} x^{2-2g-(k-|i|)} \tag{1.11},$$

where

$$a_g(2i_1, \ldots, 2i_k) = \sum_{\Gamma} \frac{1}{\# \text{Sym}\Gamma}$$

and the last summation is taken over all connected oriented ribbon graphs $\Gamma$ (with labelled half edges and unlabelled vertices) of genus $g$ with $k$ vertices of valencies $2i_1, \ldots, 2i_k$, $|i| := i_1 + \cdots + i_k$, and $\# \text{Sym}\Gamma$ is the order of the symmetry group of $\Gamma$. Here and in what follows, $B_{2k}$ are the Bernoulli numbers. The exponential of the GUE free energy

$$e^{f_{\text{even}}(x, s; \epsilon)} =: Z_{\text{even}}(x, s; \epsilon) \tag{1.12}$$

is called the GUE partition function with even couplings. It is convenient to change normalization of the even couplings by introducing

$$\tilde{s}_k := \binom{2k}{k} s_{2k}, \quad k \geq 1. \tag{1.13}$$

The following statement was formulated in [9].
Conjecture 1.1  The GUE partition function with even couplings and the special Hodge partition function are related by the identity

\[ Z_{\text{even}}(x, s; \epsilon) = e^{\frac{A(x, s)}{2} + \zeta'(1)} Z_{\text{cubic}} \left( t(x + \frac{\epsilon}{2}, s); \sqrt{2} \epsilon \right) Z_{\text{cubic}} \left( t(x - \frac{\epsilon}{2}, s); \sqrt{2} \epsilon \right), \tag{1.14} \]

where

\[ A(x, s) = \frac{1}{2} \sum_{k_1, k_2 \geq 1} \frac{k_1 k_2}{k_1 + k_2} \bar{s}_{k_1} \bar{s}_{k_2} - \sum_{k \geq 1} \frac{k}{1 + k} \bar{s}_k + x \sum_{k \geq 1} \bar{s}_k + \frac{1}{4} - x \tag{1.15} \]

and

\[ t_i(x, s) := \sum_{k \geq 1} k^{i+1} \bar{s}_k - 1 + \delta_{i,1} + x \delta_{i,0}, \quad i \geq 0. \tag{1.16} \]

Remark 1.2  The left hand side of the logarithm of (1.14) is a formal power series in \( x - 1 \) and \( \bar{s}_1, \bar{s}_2, \ldots \). If one expands the right hand side as formal power series in \( x - 1 \) and \( \bar{s}_1, \bar{s}_2, \ldots \), the coefficients are infinite sums of Hodge integrals. For example, the constant term of the logarithm of (1.14) is a formal Laurent series of \( \epsilon \) with powers greater or equal to \(-2\). Acting by the operator

\[ \frac{1}{e^{x \partial_x/2} + e^{-x \partial_x/2}} \]

on this constant term, and then taking the coefficient of \( \epsilon^{2g-2} \ (g \geq 2) \), we obtain

\[
\frac{1}{2g(2g-1)(2g-2)} \sum_{g' = 0}^{g} (2g' - 1) \left( \frac{2g}{2g'} \right) \frac{E_{2g-2g'} B_{2g'}}{2^{2g-2g'}} \\
= 2g \sum_{\mu \in \mathbb{Y}} \frac{(-1)^{\ell(\mu)}}{m(\mu)!} \int_{\mathcal{M}_{g, \ell(\mu)}} \Lambda_g(-1) \Lambda_g(-1) \Lambda_g(\frac{1}{2}) \prod_{i=1}^{\ell(\mu)} \psi_{\mu_i}^{i+1}. \tag{1.17} \]

Here \( \mathbb{Y} \) denotes the set of partitions of non-negative integers, \( \ell(\mu) \) denotes the length of \( \mu \in \mathbb{Y} \), \( m_i(\mu) \) denotes the multiplicity of \( i \) in \( \mu \), \( m(\mu)! := \prod_{i=1}^{\infty} m_i(\mu)! \), and \( E_k \) are the Euler numbers defined by the generating function

\[ \frac{2}{e^z + e^{-z}} = \sum_{k=0}^{\infty} \frac{E_k}{k!} z^k. \]

Note that the right hand side of (1.17) is actually a finite sum due to the dimension reason, so these terms are well-defined. Due to similar reasons, each Taylor coefficient of the right hand side of the logarithm of (1.14) is well-defined.

We refer to the conjectural identity (1.14) as a Hodge–GUE correspondence.

The Hodge–GUE correspondence conjecture was verified in [9] for \( g = 0, 1, 2 \). In the present paper we prove it for any genus.

Theorem 1.3 (Main Theorem)  The Conjecture 1.1 holds true.
The proof will be given in Sections 2, 3, 4 below. For the readers’ convenience, we outline here the sketch and the main ideas of our proof. The first step is to show that both sides of (1.14) after suitable and explicit transformations satisfy the same linear constraints defined by explicit linear operators, which will be called the Virasoro constraints. The next step is to prove a certain uniqueness theorem for solutions of the Virasoro constraints. Our idea of proving the uniqueness theorem is as follows: the higher genus terms in the genus expansions of the logarithms of both sides of (1.14) admit the so-called jet-variable representations. The same linear constraints then lead to the same loop equation for the higher genus terms as functions of the jet variables. The uniqueness theorem is then established by the uniqueness of solution of the loop equation, which completes the proof. We note that this idea was used in the study of the so-called Gromov–Witten potentials [10]. The loop equation for the special cubic Hodge potentials, which is given in (1.21), can also be used to compute the Hodge integrals as we show in the following proposition.

**Proposition 1.4** Let us denote

\[ v(t) = \sum_{k \geq 1} \frac{1}{k} \sum_{i_1 + \cdots + i_k = k-1} \frac{t_{i_1}}{i_1!} \cdots \frac{t_{i_k}}{i_k!}, \quad (1.18) \]

and \( v_k = \partial^k_0 v(t) \), \( k \geq 0 \). Then there is a unique sequence of functions \( \{ H_g(v, v_1, \ldots, v_{3g-2}) \}_{g \geq 1} \) satisfying the following recursion equations:

\[ H_1 = \frac{1}{24} \log v_1 - \frac{1}{16} v, \quad (1.19) \]

\[ \sum_{j=1}^{3g-2} j v_j \frac{\partial H_2}{\partial v_j} = (2g - 2) H_g, \quad g \geq 2, \quad (1.20) \]

\[
\begin{align*}
\sum_{q \geq 0} \left( \partial^{q}_{t_0} \left( \frac{1}{B^2} \right) + \sum_{r=1}^{q} \left( \frac{q}{r} \right) \partial^{q-r}_{t_0} \left( \frac{1}{B} \right) \partial^{q-r+1}_{t_0} \left( \frac{1}{B} \right) \right) \partial \triangle H \\
- \frac{3}{2} \sum_{q_1, q_2 \geq 0} \partial^{q_1}_{t_0} \left( \frac{1}{B} \right) \partial^{q_2+1}_{t_0} \left( \frac{1}{B} \right) \left( \frac{\partial \triangle H \partial \triangle H}{\partial v_{q_1} \partial v_{q_2}} + \frac{\partial^2 \triangle H}{\partial v_{q_1} \partial v_{q_2}} \right)
\end{align*}
\]

\[
- \frac{3}{2} \sum_{q \geq 0} \partial^{q+2}_{t_0} \left( \frac{1}{8B^4} - \frac{1}{4B^2} \right) \partial \triangle H + \frac{1}{8B^2} - \frac{1}{16B^4} = 0 \quad (1.21)
\]

with \( \triangle H := \sum_{g \geq 1} e^{2g-2} H_g \), \( B = \sqrt{1 - \frac{4e^{-\lambda}}{\lambda}} \). Moreover, the special cubic Hodge potentials can be represented as

\[ \mathcal{H}_g(t) = H_g \left( v(t), \frac{\partial v(t)}{\partial t_0}, \ldots, \frac{\partial^{3g-2} v(t)}{\partial t_0^{3g-2}} \right), \quad g \geq 1. \]

This proposition follows from Propositions 4.2, 4.6, 4.7 of Section 4. From the Main Theorem, we also have the following corollary which relates the special cubic Hodge integrals with the discrete KdV hierarchy.
Corollary 1.5  Introduce a shift operator \( \Lambda_1 = e^{\epsilon \partial_0} \), and define
\[
W(t; \epsilon) = \left( \Lambda_1^{\frac{1}{2}} + \Lambda_1^{-\frac{1}{2}} \right) \left( \Lambda_1 - 2 + \Lambda_1^{-1} \right) H_{\text{cubic}}(t; \sqrt{2} \epsilon), \tag{1.22}
\]
\[
\frac{\partial}{\partial T_k} = \sum_{i \geq 0} k^{i+1} \frac{\partial}{\partial t_i}, \quad k \geq 1. \tag{1.23}
\]
Then we have
\[
2\epsilon \frac{\partial W}{\partial T_1} = (\Lambda_1 - \Lambda_1^{-1}) \exp(W),
\]
\[
6\epsilon \frac{\partial W}{\partial T_2} = (\Lambda_1 - \Lambda_1^{-1}) (\exp(W) (\Lambda_1 + 1 + \Lambda_1^{-1}) \exp(W)),\ldots.
\]
More generally, \( \frac{\partial W}{\partial T_k} \) is given by the \( k \)-th equation of the discrete KdV hierarchy (also called the Volterra lattice hierarchy)
\[
\left( \frac{2k}{k} \frac{\partial L_1}{\partial T_k} \right) = \left[ \left( L_1^{2k} \right)_+, L_1 \right], \tag{1.24}
\]
where \( L_1 = \Lambda_1 + \exp(W)\Lambda_1^{-1} \).

The paper is organized as follows: In Sections 2, 3, 4 we give the proof of the Main Theorem. In Section 5 we give the proof of Corollary 1.5. In Section 6 we give a brief review of an application of the Main Theorem. In the Appendix we present some Givental quantization formulae that are used in this paper.
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2  Virasoro constraints for the cubic Hodge partition function

By using the results of [13], it is shown in [7] that the special cubic Hodge partition function has the following expression:
\[
Z_{\text{cubic}}(t; \epsilon) = \exp \left( \sum_{j=1}^{\infty} \frac{B_{2j}}{j(2j-1)} (2^{-2j} - 1) D_j(\epsilon^{-1} \tilde{t}, \epsilon \partial / \partial t) \right) Z(t; \epsilon). \tag{2.1}
\]
Here
\[
D_j(\epsilon^{-1} t, \epsilon \partial / \partial t) := - \sum_{i \geq 0} t_i \frac{\partial}{\partial t_{i+2j-1}} + \frac{\epsilon^2}{2} \sum_{a=0}^{2j-2} (-1)^a \frac{\partial^2}{\partial t_a \partial t_{2j-2-a}}, \quad j \geq 1, \tag{2.2}
\]
\( \tilde{t} = (\tilde{t}_0, \tilde{t}_1, \ldots) \) is defined by the dilaton shift
\[
\tilde{t}_i = t_i - \delta_{i,1}, \quad i \geq 0, \tag{2.3}
\]
and $Z$ is the partition function of 2d topological gravity [31] given by

$$Z = Z(t; \epsilon) := \exp \left( \sum_{g \geq 0} \epsilon^{2g-2} \sum_{k \geq 0} \frac{1}{k!} \sum_{i_1, \ldots, i_k \geq 0} \int_{\mathcal{M}_{g,k}} \psi_{i_1}^* \cdots \psi_{i_k}^* \right) .$$

It is well known that $Z$ satisfies the following Virasoro constraints [5, 22, 31]:

$$L_m (\epsilon^{-1} t, \epsilon \partial / \partial t) \ Z(t; \epsilon) = 0, \quad m \geq -1,$$

where the Virasoro operators $L_m = L_m (\epsilon^{-1} t, \epsilon \partial / \partial t)$, $m \geq -1$ are given by

$$L_{-1} = \sum_{i \geq 1} t_i \frac{\partial}{\partial t_{i-1}} + \frac{t_0^2}{2\epsilon^2}, \quad L_0 = \sum_{i \geq 0} \frac{2i+1}{2} t_i \frac{\partial}{\partial t_i} + \frac{1}{16}, \quad L_m = \frac{\epsilon^2}{2} \sum_{i+j=m-1} (2i+1)!(2j+1)! \frac{\partial^2}{\partial t_i \partial t_j} + \sum_{i \geq 0} \frac{(2i+2m+1)!}{2^{m+1}(2i-1)!} t_i \frac{\partial}{\partial t_{i+m}}, \quad m \geq 1.$$

They satisfy the following Virasoro commutation relations:

$$[L_m, L_n] = (m - n) L_{m+n}, \quad \forall \ m, n \geq -1.$$

Define the operators $L_m^{\text{cubic}}$ by

$$L_m^{\text{cubic}} (\epsilon^{-1} t, \epsilon \partial / \partial t) = e^G \circ L_m (\epsilon^{-1} t, \epsilon \partial / \partial t) \circ e^{-G}, \quad m \geq -1,$$

where

$$G := \sum_{j=1}^{\infty} \frac{B_{2j}}{j(2j-1)} (2^{-2j} - 1) D_j, \quad m \geq -1.$$

By a straightforward calculation we obtain that [7, 32]

$$L^{\text{cubic}}_{-1} = \sum_{k \geq 1} t_k \frac{\partial}{\partial t_{k-1}} + \frac{t_0^2}{2\epsilon^2} - \frac{1}{16}. \quad (2.10)$$

It follows from (2.8) that

$$[L_m^{\text{cubic}}, L_n^{\text{cubic}}] = (m - n) L^{\text{cubic}}_{m+n}, \quad \forall \ m, n \geq -1.$$

By using (2.1) and (2.4) we also obtain the following lemma.

**Lemma 2.1** ([32]) *The special cubic Hodge partition function satisfies the Virasoro constraints*

$$L_m^{\text{cubic}} (\epsilon^{-1} t, \epsilon \partial / \partial t) Z_{\text{cubic}}(t; \epsilon) = 0, \quad \forall \ m \geq -1.$$  

(2.11)
Let us proceed to give a second version of Virasoro constraints for the special cubic Hodge partition function \( Z_{\text{cubic}}(t; \epsilon) \) which is crucial to establish, in Section 4, its relation with the GUE partition function. These Virasoro constraints are obtained by linear combinations of the ones given in (2.11), and the associated Virasoro operators are defined as follows:

\[
\tilde{L}^{\text{cubic}}_m (\epsilon^{-1} t, \epsilon \partial / \partial t) := \sum_{k=-1}^{\infty} \frac{m^{k+1}}{(k+1)!} L^{\text{cubic}}_k (\epsilon^{-1} t, \epsilon \partial / \partial t), \quad m \geq 0. \tag{2.12}
\]

In order to obtain the commutation relations of the operators \( \tilde{L}^{\text{cubic}}_m \), we need to use the following lemma which can be proved by a straightforward calculation.

**Lemma 2.2** Let \( \{ a_m | m \geq -1 \} \) be a basis of an infinite dimensional Lie algebra satisfying the commutation relations

\[
[a_m, a_n] = (m - n)a_{m+n}, \quad \forall m, n \geq -1,
\]

where \([, ,]\) denotes the Lie bracket of the Lie algebra. Define

\[
\tilde{a}_m := \sum_{k \geq -1} \frac{m^{k+1}}{(k+1)!} a_k, \quad m \geq 0.
\]

Then

\[
[\tilde{a}_m, \tilde{a}_n] = (m - n)\tilde{a}_{m+n}, \quad \forall m, n \geq 0.
\]

By using the above lemma and Lemma 2.1, we obtain the following corollary.

**Corollary 2.3** The special cubic Hodge partition function satisfies the following constraints:

\[
\tilde{L}^{\text{cubic}}_m (\epsilon^{-1} t, \epsilon \partial / \partial t) Z_{\text{cubic}} = 0, \quad \forall m \geq 0. \tag{2.13}
\]

Moreover, the operators \( \tilde{L}^{\text{cubic}}_m \) satisfy the Virasoro commutation relations

\[
[\tilde{L}^{\text{cubic}}_m, \tilde{L}^{\text{cubic}}_n] = (m - n)\tilde{L}^{\text{cubic}}_{m+n}, \quad \forall m, n \geq 0. \tag{2.14}
\]

We call (2.13) the 2nd version of Virasoro constraints for \( Z_{\text{cubic}} \).

**Theorem 2.4** We have the following explicit expressions of the first three Virasoro operators:

\[
\tilde{L}^{\text{cubic}}_0 (\epsilon^{-1} t, \epsilon \partial / \partial t) = \sum_{i \geq 1} t_i \frac{\partial}{\partial t_{i-1}} + \frac{t_0^2}{2 \epsilon^2} - \frac{1}{16}, \tag{2.15}
\]

\[
\tilde{L}^{\text{cubic}}_1 (\epsilon^{-1} t, \epsilon \partial / \partial t) = \frac{1}{2} \sum_{i \geq 0} \sum_{j=0}^i \binom{i}{j} (2t_{j+1} + t_j) \frac{\partial}{\partial t_i} + \frac{t_0^2}{2 \epsilon^2}, \tag{2.16}
\]

\[
\tilde{L}^{\text{cubic}}_2 (\epsilon^{-1} t, \epsilon \partial / \partial t) = \frac{\epsilon^2}{8} \sum_{i,j \geq 0} \frac{\partial^2}{\partial t_i \partial t_j} + \sum_{i \geq 0} \sum_{j=0}^i \binom{i}{j} 2^{i-j} (t_{j+1} + t_j) \frac{\partial}{\partial t_i}
\]
\[
- \frac{1}{8} \sum_{i \geq 1} \sum_{j=0}^{i-1} \sum_{r=0}^{i-j} (-1)^r \binom{i}{i-1-j-r} 2^{i-j-r} t_j \frac{\partial}{\partial t_i} + \frac{t_0^2}{2 \epsilon^2} + \frac{1}{16}. \tag{2.17}
\]
Proof. From the definition (2.12) it follows that \( \tilde{L}^{\text{cubic}}_0 = L^{\text{cubic}}_{-1} \). So by using (2.10) we get the formula (2.15).

For \( m > 0 \), the direct calculation of \( \tilde{L}^{\text{cubic}}_m \) becomes complicated, so we are to use Givental’s quantization formulae (see Appendix A) to simplify the computations. To this end, let us introduce a function

\[
\Phi(z) = 2^{-2z} \frac{\Gamma(1 - z)}{\Gamma(1 + z)} \frac{\Gamma(1 + 2z)}{\Gamma(1 - 2z)} \sqrt{\frac{\Gamma(1 + 2z)}{\Gamma(1 - 2z)}}.
\] (2.18)

It is a multivalued meromorphic function of \( z \in \mathbb{C} \) with branch points at nonzero half-integers. With a suitable choice of the branches one has

\[
\Phi(z) \to e^{\mp \frac{\pi i}{4}}, \quad |z| \to \infty, \pm \Re(z) > 0.
\]

It satisfies the identity

\[
\Phi(-z)\Phi(z) = 1,
\]

and so it defines a canonical transformation

\[
f(z) \mapsto \Phi(z) f(z)
\]
on the Givental symplectic space (see Appendix A for the details about Givental quantization formalism). We now identify the function \( \Phi(z) \) with its asymptotic expansion at \( |z| \to \infty \) (see Appendix A). Denote by \( \hat{\Phi} \) the quantization of this symplectomorphism acting on the corresponding Fock space. By using Lemma A.3 we obtain

\[
e^G = \hat{\Phi}.
\]

So the operators \( L^{\text{cubic}}_k \) defined in (2.9) have the expressions

\[
L^{\text{cubic}}_k \left( \epsilon^{-1} t, \epsilon \partial/\partial t \right) = \hat{\Phi} L_k \left( \epsilon^{-1} t, \epsilon \partial/\partial t \right) \hat{\Phi}^{-1}, \quad k \geq -1.
\]

Thus by using Lemma A.1 we obtain

\[
L^{\text{cubic}}_k \left( \epsilon^{-1} t, \epsilon \partial/\partial t \right) = \left[ \hat{\Phi} \left( \hat{l}_k + \frac{\delta_{k,0}}{16} \right) \hat{\Phi}^{-1} \right]_{q_i \to t_i, \partial q_i \to \partial t_i, i \geq 0}, \quad k \geq -1,
\] (2.19)

where

\[
l_k = (-1)^{k+1} z^{3/2} \partial_z^{k+1} z^{-1/2}, \quad k \geq -1.
\] (2.20)

Denote \( \Phi_k(z) = \Phi(z) l_k \Phi(z)^{-1} \), then from (2.19) we have

\[
L^{\text{cubic}}_k \left( \epsilon^{-1} t, \epsilon \partial/\partial t \right) = \hat{\Phi}_k \left|_{q_i \to t_i, \partial q_i \to \partial t_i, i \geq 0} \right. + \frac{\delta_{k,0}}{16} - \frac{\delta_{k,-1}}{16}, \quad k \geq -1.
\]

Here we have used the fact that the non-zero cocycle terms of the above quantization formula appear only when \( k = -1 \). Thus the operators \( \tilde{L}^{\text{cubic}}_m, m \geq 0 \) have the following expressions:

\[
\tilde{L}^{\text{cubic}}_m \left( \epsilon^{-1} t, \epsilon \partial/\partial t \right) = \hat{\Psi}_m \left|_{q_i \to t_i, \partial q_i \to \partial t_i, i \geq 0} \right. + \frac{m - 1}{16},
\] (2.21)

where

\[
\Psi_m(z) = \sum_{k=-1}^{\infty} \frac{m^{k+1}}{(k+1)!} \Phi_k(z).
\]
Now let us employ the quantization formulae (2.21) of the operators $\tilde{L}_{m}^{\text{cubic}}$ to prove the theorem. From (2.20) we have

$$\Psi_{1}(z) = \Phi(z)z^{3/2}e^{-\partial_{z}z^{-1/2}\Phi^{-1}(z)} = z^{3/2}(z - 1)^{-1/2}\Phi(z)\Phi(z - 1) e^{-\partial_{z}}z - 1/2 \Phi^{-1}(z).$$

By using the identity

$$\frac{\Phi(z)}{\Phi(z - 1)} = \frac{z - 1/2}{\sqrt{z(z - 1)}}, \quad (2.22)$$

we arrive at

$$\Psi_{1}(z) = z z^{3/2}(z - 1)^{-1/2} e^{-\partial_{z}}z - 1/2 \Phi(z).$$

In order to prove the formula (2.16), we need to compute the residue

$$-\frac{1}{2} \text{Res}_{z=\infty} f(-z) \frac{z - 1/2}{z - 1} f(z - 1) \frac{dz}{z}$$

for $f(z) = q(z) + p(z)$, where $q(z) = \sum_{i \geq 0} q_{i} z^{-i}$ and $p(z) = \sum_{i \geq 0} p_{i} (-z)^{i+1}$. The computation of the above residue can be decomposed into the following four parts:

$$S_{1} = -\frac{1}{2} \text{Res}_{z=\infty} p(-z) \frac{z - 1/2}{z - 1} p(z - 1) \frac{dz}{z}, \quad S_{2} = -\frac{1}{2} \text{Res}_{z=\infty} p(-z) \frac{z - 1/2}{z - 1} q(z - 1) \frac{dz}{z},$$

$$S_{3} = -\frac{1}{2} \text{Res}_{z=\infty} q(-z) \frac{z - 1/2}{z - 1} p(z - 1) \frac{dz}{z}, \quad S_{4} = -\frac{1}{2} \text{Res}_{z=\infty} q(-z) \frac{z - 1/2}{z - 1} q(z - 1) \frac{dz}{z}.$$

It is easy to see that $S_{1} = 0$, $S_{4} = \frac{1}{2} q_{0}^{2}$ and $S_{2} = S_{3}$. By using

$$\frac{z - 1/2}{z - 1} = 1 + \frac{1}{2} \sum_{k \geq 1} z^{-k}, \quad z \to \infty,$$

we obtain

$$S_{3} = \frac{1}{2} \sum_{i \geq 0} p_{i} \left( \sum_{j=0}^{i+1} q_{j} \binom{i+1}{j} + \frac{1}{2} \sum_{j=0}^{i} q_{j} \sum_{k=1}^{i+1-j} (-1)^{k} \binom{i+1}{j+k} \right)$$

$$= \frac{1}{4} \sum_{i \geq 0} p_{i} \sum_{j=0}^{i} \binom{i}{j} (2q_{j+1} + q_{j}).$$

Note that in the last equality we have used the following elementary identity

$$\sum_{k=1}^{i+1-j} (-1)^{k} \binom{i+1}{j+k} = -\binom{i}{j}.$$

As a result, we proved the formula (2.16).

To prove the formula (2.17), we first use the identity

$$\frac{\Phi(z)}{\Phi(z - 2)} = \frac{(z - \frac{1}{2}) (z - \frac{3}{2})}{(z - 1) \sqrt{z(z - 2)}}$$
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to represent $\Phi_2(z)$ in the form
\[
\Psi_2 = z^{3/2} (z - 2)^{-1/2} \frac{\Phi(z)}{\Phi(z - 2)} e^{-2\phi} = \frac{z (z - 1/2) (z - 3/2)}{(z - 1) (z - 2)} e^{-2\phi}.
\]
Then by calculating the following residue
\[
-\frac{1}{2} \text{Res}_{z=\infty} f(z) \frac{z (z - 1/2) (z - 3/2)}{(z - 1) (z - 2)} f(z - 2) \frac{dz}{z^2}
\]
we arrive at the proof of validity of the formula (2.17). The theorem is proved. \(\square\)

3 Virasoro constraints for the GUE partition function with even couplings

We show in this section that the GUE partition function $Z_{\text{even}}(x, s; \epsilon)$ with even couplings satisfies certain Virasoro constraints, and that it also gives a tau function of the discrete KdV hierarchy. To this end, we first consider the GUE partition function which also depends on the odd integer numbered coupling constants $s_1, s_3, \ldots$. We recall the well-known results that this GUE partition function satisfies the Virasoro constraints, and it gives a tau function of the Toda lattice hierarchy. We then take the odd coupling constants to be zero to obtain the desired properties of the GUE partition function with even couplings.

We use the same symbol $Z_N(s)$ as we do in (1.7) to denote the GUE partition function of size $N$ with couplings $s = (s_1, s_2, s_3, \ldots)$, i.e.
\[
Z_N(s) = \frac{(2\pi)^{-N}}{\text{Vol}(N)} \int_{H(N)} e^{-\frac{1}{2} \text{tr} V(M; s)} dM
\]
with
\[
V(M; s) = \frac{1}{2} M^2 - \sum_{j \geq 1} s_j M^j.
\]
Introducing the variable $x$ as we do in (1.9) and expanding the free energy $F_N(s) := \log Z_N(s)$ in powers of $\epsilon$ yields the GUE free energy
\[
F_{\text{GUE}}(x, s; \epsilon) := F_N(s)|_{N=x} - \frac{1}{12} \log \epsilon = \sum_{g \geq 0} \epsilon^{2g-2} F_g(x, s).
\]
It can be represented in the form \([2, 20, 21, 29]\)
\[
F_{\text{GUE}}(x, s; \epsilon) = \frac{x^2}{2x^2} \left( \log x - \frac{3}{2} \right) - \frac{1}{12} \log x + \zeta'(-1) + \sum_{g \geq 2} \epsilon^{2g-2} \frac{B_{2g}}{2g(2g-2)x^{2g-2}}
+ \sum_{g \geq 0} \epsilon^{2g-2} \sum_{k \geq 0} \sum_{i_1, \ldots, i_k \geq 1} a_g(i_1, \ldots, i_k) s_{i_1} \ldots s_{i_k} x^{2-2g} \left( k-\frac{1}{2} \right),
\]
\[
a_g(i_1, \ldots, i_k) = \sum_{\Gamma} \frac{1}{\# \text{Sym} \Gamma},
\]
where the last summation is taken over all connected oriented ribbon graphs of genus \( g \) with \( k \) vertices of valencies \( i_1, \ldots, i_k \). The exponential

\[
ed^\mathcal{F}\text{GUE}(x, s; \epsilon) = Z\text{GUE}(x, s; \epsilon) \quad (3.5)
\]

is called the GUE partition function. From (3.3) we see that the GUE free energy \( \mathcal{F}\text{GUE}(x, s; \epsilon) \) lives in the following Bosonic Fock space

\[
\mathcal{B} = \frac{1}{\epsilon^2} C[\epsilon][[x - 1, s_1, s_2, \ldots]].
\]

By using the shift operator

\[
\Lambda = e^{\epsilon \partial_x}, \quad (3.6)
\]

we define two functions

\[
U = U(x, s; \epsilon) := (\Lambda - 1)(1 - \Lambda^{-1})\mathcal{F}\text{GUE}(x, s; \epsilon), \quad (3.7)
\]

\[
V = V(x, s; \epsilon) := \epsilon \frac{\partial}{\partial s_1}(\Lambda - 1)\mathcal{F}\text{GUE}(x, s; \epsilon), \quad (3.8)
\]

and the operator

\[
L = \Lambda + V + \exp(U)\Lambda^{-1}. \quad (3.9)
\]

**Lemma 3.1** The functions \( U, V \) satisfy the following equations of the Toda Lattice hierarchy:

\[
\epsilon \frac{\partial L}{\partial s_j} = [A_j, L], \quad A_j := (L^j)_+, \quad \forall j \geq 1. \quad (3.10)
\]

Moreover, \( Z\text{GUE} \) is a tau function (cf. Definition 1.2.4 in [8]) of the Toda lattice hierarchy.

The proof of the above lemma can be obtained by using the orthogonal polynomial technique [29], see for example [15] (see also [8], esp. Corollary A.2.2 and Definition 1.2.4 therein).

**Lemma 3.2** The GUE partition function \( Z\text{GUE} \) satisfies the following Virasoro constraints:

\[
L^\text{Toda}_m(s; \epsilon) Z\text{GUE}(x, s; \epsilon) = 0, \quad \forall m \geq -1. \quad (3.11)
\]

Here the Virasoro operators \( L^\text{Toda}_m = L^\text{Toda}_m(s; \epsilon) \) are given by

\[
L^\text{Toda}_{-1} := \sum_{k \geq 2} k s_k \frac{\partial}{\partial s_{k-1}} - \frac{\partial}{\partial s_1} + \frac{x s_1}{\epsilon^2}, \quad (3.12)
\]

\[
L^\text{Toda}_0 := \sum_{k \geq 1} k s_k \frac{\partial}{\partial s_k} + \frac{x^2}{\epsilon^2} - \frac{\partial}{\partial s_2}, \quad (3.13)
\]

\[
L^\text{Toda}_m := \epsilon^2 \sum_{k=1}^{m-1} \frac{\partial^2}{\partial s_k \partial s_{m-k}} + 2x \frac{\partial}{\partial s_m} + \sum_{k \geq 1} k s_k \frac{\partial}{\partial s_{k+m}} - \frac{\partial}{\partial s_{m+2}}, \quad m \geq 1. \quad (3.14)
\]

They satisfy the commutation relations

\[
[L^\text{Toda}_m, L^\text{Toda}_n] = (m - n) L^\text{Toda}_{m+n}, \quad \forall m, n \geq -1.
\]
We note that one can use the observation of [6] and the results of [11] to give a simple and straightforward proof of this lemma.

By using the formulae (3.3), (3.4) and the fact that the total valency of any ribbon graph is an even number, we have the following lemma on the property of the GUE free energy.

**Lemma 3.3** The GUE free energy \( F_{\text{GUE}} \) satisfies the following property: if \( k_1 + \cdots + k_m \) is an odd number, then

\[
\frac{\partial^m F_{\text{GUE}}}{\partial s_{k_1} \cdots \partial s_{k_m}} \bigg|_{s_1 = s_3 = s_5 = \cdots = 0} \equiv 0.
\]

We also list some other useful identities on the GUE free energy in the next lemma.

**Lemma 3.4** The following formulae hold true for the GUE free energy \( F_{\text{GUE}} \):

\[
\begin{align*}
\epsilon_2 \frac{\partial^2 F_{\text{GUE}}}{\partial s_1 \partial s_3} & = \exp(U), \\
\epsilon_2 \frac{\partial^2 F_{\text{GUE}}}{\partial s_1 \partial s_3} & = \exp(U) \left( V(x)^2 + V(x - \epsilon)^2 + V(x)V(x - \epsilon) \right) \\
& + \exp(U) \left( 1 + \Lambda + \Lambda^{-1} \right) \exp(U), \\
\epsilon_2 \frac{\partial^2 F_{\text{GUE}}}{\partial s_2 \partial s_2} & = \exp(U) \left( V(x - \epsilon) + V(x) \right)^2 + \exp(U) \left( \Lambda + \Lambda^{-1} \right) \exp(U), \\
\epsilon \left( \frac{\partial F_{\text{GUE}}}{\partial s_2} \right) & = (\Lambda - 1)^{-1} \left( V^2 + (\Lambda + 1) \exp(U) \right).
\end{align*}
\]

**Proof.** We can obtain these identities by using (1.2.8) and (2.1.7)–(2.1.13) of [8]. The lemma is proved. \( \square \)

Now let us consider the GUE free energy and partition function with even couplings, they are obtained from the GUE free energy and partition function by putting \( s_1 = s_3 = s_5 = \cdots = 0 \), namely,

\[
\begin{align*}
F_{\text{even}}(x, s; \epsilon) & = F_{\text{GUE}}(x, s_1 = 0, s_3 = 0, s_4, \ldots; \epsilon), \\
Z_{\text{even}}(x, s; \epsilon) & = Z_{\text{GUE}}(x, s_1 = 0, s_3 = 0, s_4, \ldots; \epsilon)
\end{align*}
\]

Here and in what follows we restore the notation

\[
s = (s_2, s_4, s_6, \ldots)
\]

introduced in Sect.1. It follows from Lemma 3.3 and the definition (3.8) of \( V \) that after the restriction \( s_1 = s_3 = s_5 = \cdots = 0 \) we have \( V \equiv 0 \). The Lax operator \( L \) given in (3.9) now becomes

\[
L = \Lambda + \exp(U)\Lambda^{-1}
\]

with

\[
U = U(x, s; \epsilon) = (\Lambda - 1) \left( 1 - \Lambda^{-1} \right) F_{\text{even}}(x, s; \epsilon).
\]

Here we note that

\[
F_{\text{even}}(x, s; \epsilon) \in \mathcal{B}^{\text{even}} = \frac{1}{\epsilon_2} \mathcal{C}[\epsilon][[x - 1, s_2, s_4, \ldots]], \quad U(x, s; \epsilon) \in \epsilon^2 \mathcal{B}^{\text{even}}.
\]

From Lemma 3.1 we have the following lemma.
Lemma 3.5 The function $U$ satisfies the discrete KdV hierarchy (aka the Volterra hierarchy)

$$\epsilon \frac{\partial L}{\partial s_{2k}} = \left( L_{2k}^2 \right)_+ , L, \quad k \geq 1$$

(3.21)

and the initial condition

$$\exp(U(x,0;\epsilon)) = x.$$  

(3.22)

It should be noted that solution to the equation (3.21) with initial condition (3.22) exists and is unique in $\epsilon^2 B^{\text{even}}$. Moreover, one can easily get an analogue of the definition of tau function of the discrete KdV hierarchy from [8] such that $Z_{\text{even}}$ is a particular tau function. The tau function of any solution to the discrete KdV hierarchy is uniquely determined up to a linear function of $s$ and $x$. This linear function can further be fixed by the so-called string equation (see below) up to a linear function in $x$. We omit the details because these are just specializations of the results of [8] to the even couplings.

Example 3.6 The $k = 1$ flow of the discrete KdV hierarchy (3.21) is given by

$$\frac{\partial U}{\partial s_2} = \frac{1}{\epsilon} (\Lambda - \Lambda^{-1}) \exp(U).$$

Theorem 3.7 Let us introduce a modification $\tilde{Z}(x,s;\epsilon)$ of the GUE partition function with even couplings by using the relation

$$\log Z_{\text{even}}(x,s;\epsilon) = \left( \Lambda^{1/2} + \Lambda^{-1/2} \right) \log \tilde{Z}(x,s;\epsilon).$$

Then $\tilde{Z}(x,s;\epsilon)$ satisfies the following system of Virasoro constraints:

$$L_n^{\text{even}} \left( \epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s \right) \tilde{Z}(x,s;\epsilon) = 0, \quad n \geq 0,$$

(3.23)

where $\tilde{s} = (\tilde{s}_2, \tilde{s}_4, \ldots)$ is defined by

$$\tilde{s}_{2k} = s_{2k} - \frac{1}{2} \delta_{k,1}.$$  

(3.24)

and the Virasoro operators $L_n^{\text{even}} = L_n^{\text{even}} \left( \epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s \right)$ have the expressions

$$L_0^{\text{even}} = \sum_{k \geq 1} k s_{2k} \frac{\partial}{\partial s_{2k}} + \frac{x^2}{4\epsilon^2} - \frac{1}{16},$$

(3.25)

$$L_n^{\text{even}} = \epsilon^2 \sum_{k=1}^{n-1} \frac{\partial^2}{\partial s_{2k}^2 \partial s_{2n-2k}} + x \frac{\partial}{\partial s_{2n}} + \sum_{k \geq 1} k s_{2k} \frac{\partial}{\partial s_{2k+2n}}, \quad n \geq 1.$$  

(3.26)

These operators satisfy the commutation relations

$$[L_m^{\text{even}}, L_n^{\text{even}}] = (m-n)L_{m+n}^{\text{even}}, \quad \forall m, n \geq 0.$$  

(3.27)

Proof. The Virasoro commutation relation (3.27) can be verified straightforwardly. It then suffices to prove (3.23) for $n = 0, 1, 2$, because the rest of (3.23) can be proved by using (3.27). We denote $\tilde{F} = \log \tilde{Z}(x,s;\epsilon)$.  
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Let us start with the case when $n = 0$. By taking $m = 0$ in (3.11) of Lemma 3.2 we obtain
\[
\sum_{k \geq 1} k s_k \frac{\partial Z_{\text{GUE}}}{\partial s_k} + \frac{x^2}{\epsilon^2} Z_{\text{GUE}} - \frac{\partial Z_{\text{GUE}}}{\partial s_2} = 0.
\]
Put $s_1 = s_3 = s_5 = \cdots = 0$ in this equation and divide it by $Z_{\text{even}}$ we arrive at
\[
\sum_{k \geq 1} 2 k s_{2k} \frac{\partial F_{\text{even}}}{\partial s_{2k}} + \frac{x^2}{\epsilon^2} - \frac{1}{16} \frac{\partial F_{\text{even}}}{\partial s_2} = 0.
\] (3.28)

Now by applying the operator $\left( \Lambda^{1/2} + \Lambda^{-1/2} \right)^{-1}$ on both sides of (3.28) we get
\[
\sum_{k \geq 1} k s_{2k} \frac{\partial \tilde{F}}{\partial s_{2k}} + \frac{x^2}{4 \epsilon^2} - \frac{1}{16} - \frac{1}{2} \frac{\partial \tilde{F}}{\partial s_2} = 0.
\]
This proves (3.23) with $n = 0$.

For the case when $n = 1$, we take $m = 2$ in (3.11) and obtain
\[
2 x \frac{\partial Z_{\text{GUE}}}{\partial s_2} + \sum_{k \geq 1} k s_k \frac{\partial Z_{\text{GUE}}}{\partial s_{k+2}} + \epsilon^2 \frac{\partial^2 Z_{\text{GUE}}}{\partial s_1^2} - \frac{\partial Z_{\text{GUE}}}{\partial s_4} = 0.
\]
Put $s_1 = s_3 = s_5 = \cdots = 0$ in this identity and divide it by $Z_{\text{even}}$ we get
\[
2 x \frac{\partial F_{\text{even}}}{\partial s_2} + \sum_{k \geq 1} 2 k s_{2k} \frac{\partial F_{\text{even}}}{\partial s_{2k+2}} + \epsilon \left( \frac{\partial^2 F_{\text{GUE}}}{\partial s_1^2} + \left( \frac{\partial F_{\text{GUE}}}{\partial s_1} \right)^2 \right) \bigg|_{s_1 = s_3 = \cdots = 0} - \frac{\partial F_{\text{even}}}{\partial s_4} = 0.
\] (3.29)

Then from Lemma 3.3 and the identity (3.13) it follows that
\[
2 x \frac{\partial F_{\text{even}}}{\partial s_2} + \sum_{k \geq 1} 2 k s_{2k} \frac{\partial F_{\text{even}}}{\partial s_{2k+2}} + \exp(U) - \frac{\partial F_{\text{even}}}{\partial s_4} = 0.
\]
On the other hand, by putting $s_1 = s_3 = s_5 = \cdots = 0$ in (3.18) we obtain
\[
\epsilon \frac{\Lambda - 1}{\Lambda + 1} \frac{\partial F_{\text{even}}}{\partial s_2} = \exp(U).
\] (3.30)

By applying the operator $\left( \Lambda^{1/2} + \Lambda^{-1/2} \right)^{-1}$ on both sides of (3.29) and by using (3.30) we arrive at
\[
x \frac{\partial \tilde{F}}{\partial s_2} + \sum_{k \geq 1} k s_{2k} \frac{\partial \tilde{F}}{\partial s_{2k+2}} - \frac{1}{2} \frac{\partial \tilde{F}}{\partial s_4} = 0,
\]
which proves the Virasoro constraint (3.23) for $n = 1$.

The validity of the Virasoro constraint (3.23) for $n = 2$ can be proved in a similar way as we did for the $n = 1$ case by using Lemmas 3.2–3.4, so we omit the details here. The theorem is proved. \(\square\)
Remark 3.8 It was an open question to find the Virasoro constraints for $Z_{\text{even}}(x,s)$ in a compact form \cite{27, 15}. Of course, $Z_{\text{even}}$ itself does satisfy certain Virasoro type constraints, but these constraints may contain non-linear terms. For example, the $L_1^{\text{even}}$ constraint for $Z_{\text{even}}$ reads

\[
\left(2x\frac{\partial}{\partial s_2} + \sum_{k \geq 1} 2k s_{2k} \frac{\partial}{\partial s_{2k+2}} + \exp(U) - \frac{\partial}{\partial s_4}\right) Z_{\text{even}} = 0, \quad U = (\Lambda - 1)(1 - \Lambda^{-1}) \log Z_{\text{even}},
\]

which is a non-linear action on $Z_{\text{even}}$. The key of our study is the introduction of the modification $\tilde{Z}$ of the GUE partition function with even couplings which linearizes the nonlinear constraints, and this enables us to write down all the Virasoro constraints in a closed form.

To finish this section, let us note that the Virasoro constraints (3.23) correspond to the Virasoro symmetries of the discrete KdV hierarchy. The first two of them, in terms of the function $U$ defined in (3.20), have the following form:

\[
\frac{\partial U}{\partial \tau_0} = \sum_{k \geq 1} k s_{2k} \frac{\partial U}{\partial s_{2k}} + 1, \\
\frac{\partial U}{\partial \tau_1} = \frac{1}{2} (3\Lambda + 3\Lambda^{-1} + 2) \exp(U) + x \frac{\partial U}{\partial s_2} + \sum_{k \geq 1} k s_{2k} \frac{\partial U}{\partial s_{2k+2}}.
\]

4 Proof of the Main Theorem

In the previous section we introduced a modification $\tilde{Z}(x,s;\epsilon)$ of the GUE partition function with even couplings, which plays a crucial role in our presentation of the associated Virasoro constraints in terms of linear actions of certain Virasoro operators on the partition function. We also introduced the following modification of the special cubic Hodge free energy:

\[
\tilde{\mathcal{F}}(x,s;\epsilon) = \mathcal{H}_{\text{cubic}}(t(x,s) + \sqrt{2}\epsilon) + \epsilon^{-2} A(x,s) + \frac{\zeta'(-1)}{2}.
\]

From Theorem 3.7 we know that $\tilde{\mathcal{F}}(x,s;\epsilon)$ satisfies the Virasoro constraints

\[
L_n^{\text{even}} (\epsilon^{-1} x, \epsilon^{-1} \tilde{s}, \epsilon \partial / \partial \tilde{s}) e^\tilde{\mathcal{F}}(x,s;\epsilon) = 0, \quad n \geq 0,
\]

where the linear operators $L_n^{\text{even}}$ are given by (3.25), (3.26). Now let us introduce the following modification of the special cubic Hodge free energy:

\[
\hat{\mathcal{F}}(x,s;\epsilon) = \mathcal{H}_{\text{cubic}}\left(t(x,s) + \sqrt{2}\epsilon\right) + \epsilon^{-2} A(x,s) + \frac{\zeta'(-1)}{2}.
\]

Here $A(x,s)$ and $t(x,s)$ are defined in (1.15) and (1.16).

In order to prove the Main Theorem, we first show that $\hat{\mathcal{F}}(x,s;\epsilon)$ satisfies the same system of Virasoro constraints as $\tilde{\mathcal{F}}(x,s;\epsilon)$ does, and then by using the genus expansions of the special cubic Hodge free energy and the GUE free energy with even couplings we arrive at the identity

\[
\tilde{\mathcal{F}}(x,s;\epsilon) = \hat{\mathcal{F}}(x,s;\epsilon).
\]

In this way we prove the validity of (1.14) and also the Main Theorem.

The following lemma is important in establishing the relationship between the Virasoro constraints (4.1) and the ones for $\hat{\mathcal{F}}(x,s;\epsilon)$.
Lemma 4.1 The Virasoro operators $\overline{L}_m^{\text{cubic}}$, $L_m^{\text{even}}$ defined in (2.15)-(2.17) and in (3.25), (3.26) for $m \geq 0$ are related by the following identity:

$$e^{-\frac{A(x,s)}{2\epsilon^2}} \circ L_m^{\text{even}} (\epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s) \circ e^{\frac{A(x,s)}{2\epsilon^2}} = 4^m \overline{L}_m^{\text{cubic}} ((\sqrt{2}\epsilon)^{-1}t, \sqrt{2}\epsilon \partial / \partial t) \big|_{t=t(x,s)} .$$  (4.5)

Here $t(x,s) = (t_0(x,s), t_1(x,s), \ldots)$ is defined as in (1.16).

Proof. In the case when $m = 0$, we have

$$e^{-\frac{A(x,s)}{2\epsilon^2}} \circ L_0^{\text{even}} (\epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s) \circ e^{\frac{A(x,s)}{2\epsilon^2}} = L_0^{\text{even}} (\epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s) - \frac{1}{2\epsilon^2} [A(x,s), L_0^{\text{even}} (\epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s)]$$

$$= \sum_{k \geq 1} k\bar{s}_k \frac{\partial}{\partial \bar{s}_k} - \frac{x^2}{4\epsilon^2} - \frac{1}{16} + \frac{1}{4\epsilon^2} \sum_{k_1, k_2 \geq 1} k_1 k_2 \bar{s}_{k_1} \bar{s}_{k_2}$$

$$+ \frac{x-1}{2\epsilon^2} \sum_{k \geq 1} \bar{s}_k + \frac{1}{2\epsilon^2} \left( \frac{1}{2} - x \right)$$

$$= \sum_{i \geq 1} t_i \frac{\partial}{\partial t_{i-1}} - \frac{1}{4\epsilon^2} \left( \frac{1}{2} - x \right) + \frac{1}{2\epsilon^2} \left( \frac{1}{2} - x \right)$$

$$= \overline{L}_0^{\text{cubic}} ((\sqrt{2}\epsilon)^{-1}t, \sqrt{2}\epsilon \partial / \partial t) .$$

In a similar way, one can prove the validity of (4.5) for $m = 1, 2$. By using the Virasoro commutation relations (2.14) and (3.27) we know that the identity (4.5) also holds true for $m \geq 3$. The lemma is proved. \hfill \Box

From Theorem 2.3 and the above lemma we obtain the following proposition.

Proposition 4.2 The function $\tilde{F}(x,s; \epsilon)$ satisfies the following Virasoro constraints

$$L_n^{\text{even}} (\epsilon^{-1}x, \epsilon^{-1}s, \epsilon \partial / \partial s) e^{\tilde{F}(x,s; \epsilon)} = 0, \quad n \geq 0 .$$  (4.6)

To deduce the validity of the identity (4.1) from the Virasoro constraints (4.2) and (4.3), we need to use the property of the following genus expansions of the special cubic Hodge free energy $\mathcal{H}_{\text{cubic}}(t; \epsilon)$ and the GUE free energy $\mathcal{F}_{\text{even}}(x,s; \epsilon)$ with even couplings:

$$\mathcal{H}_{\text{cubic}}(t; \epsilon) = \sum_{g=0}^{\infty} \epsilon^{2g-2} \mathcal{H}_g(t),$$  (4.7)

$$\mathcal{F}_{\text{even}}(x,s; \epsilon) = \sum_{g=0}^{\infty} \epsilon^{2g-2} \mathcal{F}_g(x,s) .$$  (4.8)
Recall that the genus 0, 1 parts of Conjecture 1.1 is proved in [9], i.e. we have
\begin{align}
\mathcal{F}_0(x, s) &= \mathcal{H}_0(t(x, s)) + A(x, s), \\
\mathcal{F}_1(x, s) &= 2 \mathcal{H}_1(t(x, s)) + \frac{1}{8} \frac{\partial^2 \mathcal{H}_0(t(x, s))}{\partial x^2} + \zeta'(-1). 
\end{align}

From the definitions given in (4.1) and (4.3) it follows that \( \tilde{\mathcal{F}} \) and \( \hat{\mathcal{F}} \) also have the genus expansions
\begin{align}
\tilde{\mathcal{F}}(x, s; \epsilon) &=: \sum_{g=0}^{\infty} \epsilon^{2g-2} \tilde{\mathcal{F}}_g(x, s), \\
\hat{\mathcal{F}}(x, s; \epsilon) &=: \sum_{g=0}^{\infty} \epsilon^{2g-2} \hat{\mathcal{F}}_g(x, s),
\end{align}

and we have
\begin{align}
\tilde{\mathcal{F}}_0(x, s) &= \frac{\mathcal{F}_0(x, s)}{2}, \quad \hat{\mathcal{F}}_0(x, s) = \frac{\mathcal{H}_0(t(x, s)) + A(x, s)}{2}, \\
\tilde{\mathcal{F}}_1(x, s) &= \frac{1}{2} \mathcal{F}_1(x, s) - \frac{1}{16} \frac{\partial^2 \mathcal{F}_0(x, s)}{\partial x^2}, \quad \hat{\mathcal{F}}_1(x, s) = \frac{\mathcal{H}_1(t(x, s)) + \zeta'(-1)}{2}.
\end{align}

Thus by using (4.9) and (4.10) we obtain the following identities
\begin{align}
\tilde{\mathcal{F}}_0(x, s) &= \hat{\mathcal{F}}_0(x, s), \quad \tilde{\mathcal{F}}_1(x, s) = \hat{\mathcal{F}}_1(x, s).
\end{align}

Let us recall two lemmas on properties of the genus \( g \) free energies \( \mathcal{H}_g(t) \) and \( \mathcal{F}_g(x, s) \) which are proved in [7] and [9].

**Lemma 4.3 ([7])** There exist functions \( \mathcal{H}_g(z, z_1, z_2, \ldots, z_{3g-2}) \), \( g \geq 1 \) of independent variables \( z, z_1, z_2, \ldots \) such that
\begin{align}
\mathcal{H}_g(t) &= H_g \left( v(t), \frac{\partial v(t)}{\partial t_0}, \ldots, \frac{\partial^{2g-2} v(t)}{\partial t_0^{3g-2}} \right), \quad g \geq 1
\end{align}

and that
\begin{align}
H_1 &= \frac{1}{24} \log z_1 - \frac{1}{16} z_1 - \sum_{j=1}^{3g-2} j \frac{\partial \mathcal{H}_g}{\partial z_j} = (2g - 2) H_g, \quad g \geq 2.
\end{align}

Here \( v(t) := \frac{\partial^2 \mathcal{H}_0(t)}{\partial t_0^2} \) is the unique power series solution to
\begin{align}
v = t_0 + \sum_{i \geq 1} t_i \frac{v^i}{i!}, \quad v(t)|_{t_i=0, i \geq 1} = t_0.
\end{align}

We note that the explicit expression of \( v(t) \) in this lemma is given in (1.18).
Lemma 4.4 ([9]) There exist functions $F_g(z, z_1, \ldots, z_{3g-2})$, $g \geq 1$ of independent variables $z$, $z_1$, $z_2$, \ldots such that

$$F_g(x, s) = F_g\left(u(x, s), \frac{\partial u(x, s)}{\partial x}, \ldots, \frac{\partial^{3g-2} u(x, s)}{\partial x^{3g-2}}\right), \quad g \geq 1, \quad (4.18)$$

and that

$$F_1 = \frac{1}{12} \log z_1 + \frac{i\pi}{24} + \zeta'(-1) + \sum_{j=1}^{3g-2} j z_j \frac{\partial F_g}{\partial z_j} = (2g-2) F_g, \quad g \geq 2. \quad (4.19)$$

Here $u(x, s) := \frac{\partial^2 F_0(x, s)}{\partial x^2} = \log w(x, s)$, and $w(x, s)$ is the unique series solution to

$$w = x + \sum_{k \geq 1} k \bar{s}_k w^k, \quad w(x, s)|_{\bar{s}_k=0, k \geq 1} = x. \quad (4.19)$$

We note that the explicit expression for $w(x, s)$ in this lemma is given by

$$w(x, s) = \sum_{n=1}^{\infty} \frac{1}{n} \sum_{i_1, \ldots, i_n \geq 0} \text{wt}(i_1) \cdots \text{wt}(i_n) \bar{s}_{i_1} \cdots \bar{s}_{i_n},$$

where we put $\bar{s}_0 = x$ and denote

$$\text{wt}(i) = \begin{cases} 1, & i = 0 \\ i, & \text{otherwise}. \end{cases} \quad (4.19)$$

Lemma 4.5 For any $g \geq 1$, there exist functions $\tilde{F}_g(z, z_1, \ldots, z_{3g-2})$ and $\hat{F}_g(z, z_1, \ldots, z_{3g-2})$ of independent variables $z, z_1, \ldots, z_{3g-2}$ such that

$$\tilde{F}_g(x, s) = \tilde{F}_g\left(u(x, s), \frac{\partial u(x, s)}{\partial x}, \ldots, \frac{\partial^{3g-2} u(x, s)}{\partial x^{3g-2}}\right), \quad (4.20)$$

$$\hat{F}_g(x, s) = \hat{F}_g\left(u(x, s), \frac{\partial u(x, s)}{\partial x}, \ldots, \frac{\partial^{3g-2} u(x, s)}{\partial x^{3g-2}}\right). \quad (4.21)$$

with $u(x, s)$ defined as in Lemma 4.4.

Proof. Observe that, as in [9], under the substitution

$$t_i(x, s) = \sum_{k \geq 1} k^{i+1} \bar{s}_k - 1 + \delta_{i,1} + x \delta_{i,0},$$

we have $v(t(x, s)) = u(x, s)$, where $v(t)$ is defined as in Lemma 4.3. The lemma then follows from Lemmas 4.3 4.4 and the defining equations (4.11), (4.3). \hfill \Box

Now let us proceed to show that equation (4.6) (or (4.2)) possesses a unique solution $\tilde{F}$ under a certain assumption.
Proposition 4.6 Consider the Virasoro constraints
\[ L_n^{\text{even}}(e^{-1}x, e^{-1}s, e \partial / \partial s) e^\mathcal{P}(x, s, \lambda) = 0, \quad n \geq 0 \] (4.22)
for function $\mathcal{P}$ of the form
\[ \mathcal{P} = e^{-2} \mathcal{P}_0(x, s) + \Delta \mathcal{P}, \quad \Delta \mathcal{P} = \sum_{g \geq 1} e^{2g-2} \mathcal{P}_g \left( u(x, s), \frac{\partial u(x, s)}{\partial x}, \ldots, \frac{\partial^{2g-2} u(x, s)}{\partial x^{2g-2}} \right), \] (4.23)
where $\mathcal{P}_0 = \mathcal{F}_0(x, s) = \frac{1}{2} \mathcal{F}_0(x, s)$, $u(x, s) = \frac{\partial^2 \mathcal{F}_0(x, s)}{\partial x^2}$. Then $\Delta \mathcal{P}$ satisfies the following equation:
\[ \sum_{k \geq 0} \lambda^k \left( \frac{k^2}{B^2} \right) + \sum_{r=1}^{k} \left( \frac{k}{B} \right)^r \partial \lambda \left( \frac{1}{B} \right) \left( \frac{\partial \Delta \mathcal{P}}{\partial u_k} \right) - e^2 \sum_{k_1, k_2} \left( \frac{1}{B} \right) \partial \lambda \left( \frac{1}{B} \right) \left( \frac{\partial \Delta \mathcal{P}}{\partial u_{k_1} \partial u_{k_2}} + \frac{\partial^2 \Delta \mathcal{P}}{\partial u_{k_2}} \right) - e^2 \sum_k \partial \lambda \left( \frac{1}{8B^4} - \frac{1}{4B^2} + \frac{1}{8B^2} - \frac{1}{16B^4} = 0. \right) \] (4.24)

Here we denote $B = \sqrt{1 - \frac{4u}{\lambda}}$ and $u_k = \frac{\partial^k u(x, s)}{\partial x^k}$ with $u_0 = u$. Note that equation (4.24) holds true identically in $\lambda$.

Proof. Let us denote
\[ S(\lambda) := \sum_{k \geq 1} k(s_{2k} - \frac{1}{2} \delta_{k, 1}) \lambda^{k-1}, \quad T(\lambda) := \sum_{\ell \geq 1} \frac{1}{\lambda^{\ell+1}} \frac{\partial}{\partial s_2} \lambda^{\ell}. \]
Then it is easy to check that the Virasoro constraints (4.22) can be represented as
\[ (S(\lambda)T(\lambda))_{\leq -2} \mathcal{P}_0 + \frac{x}{\lambda} T(\lambda) \mathcal{P}_0 + (T(\lambda) \mathcal{P}_0)^2 + \frac{x^2}{4 \lambda^2} = 0, \] (4.25)
\[ \left( (S(\lambda)T(\lambda))_{\leq -2} + \frac{x}{\lambda} T(\lambda) + e^2 T(\lambda)^2 + 2 (T(\lambda) \mathcal{P}_0) T(\lambda) \right) \Delta \mathcal{P} = \frac{1}{16 \lambda^2} - T(\lambda)^2 \mathcal{P}_0 - e^2 (T(\lambda) \Delta \mathcal{P})^2. \] (4.26)
Here we use the notion $(W(\lambda))_{\leq -2}$ to denote the part of a power series $W(\lambda)$ which consists of terms with powers of $\lambda$ less than or equal to $-2$. We note that the equation (4.25) holds true since it is just the genus zero Virasoro constraint for $\mathcal{F}_0(x, s)$.

We know from [9] that the genus zero GUE two point functions can be represented in terms of $u(x, s)$ as follows:
\[ \frac{\partial^2 \mathcal{P}_0}{\partial s_{2k} \partial x} = \frac{1}{2} \left( \frac{2k}{k} \right) e^{ku}, \quad \frac{\partial^2 \mathcal{P}_0}{\partial s_2 \partial s_{2k}} = \frac{1}{2} \frac{k l}{k} \left( \frac{2k}{k} \right) \left( \frac{2l}{l} \right) e^{(k+l)u}, \quad k, l \geq 1. \]

From these identities it follows that
\[ T(\lambda) \mathcal{P}_{0, x} = -\frac{1}{2\lambda} + \frac{1}{2\lambda B}, \quad T(\lambda)^2 \mathcal{P}_0 = -\frac{\lambda - 8e^u}{16\lambda(\lambda - 4e^u)^2} + \frac{1}{16\lambda^2}, \] (4.27)
\[ T(\lambda) u = \frac{1}{\lambda} \partial x \left( \frac{1}{B} \right), \quad T(\lambda) u_k = \frac{1}{\lambda} \partial_x^{k+1} \left( \frac{1}{B} \right), \quad k \geq 1. \] (4.28)
On the other hand, by differentiating the l.h.s of (4.25) with respect to $x$ twice we obtain

$$
\frac{1}{2} (S(\lambda)T(\lambda))_{\leq -2} u + \frac{2}{\lambda} T(\lambda)P_{0,x} + \frac{x}{2\lambda} T(\lambda)u + 2 (T(\lambda)P_{0,x})^2 + (T(\lambda)P_{0}) (T(\lambda)u) + \frac{1}{2 \lambda^2} = 0.
$$

Thus by using the relations (4.27), (4.28) we obtain

$$
2 (T(\lambda)P_{0}) (T(\lambda)u_k) = - (S(\lambda)T(\lambda))_{\leq -2} u_k - \frac{x}{\lambda} T(\lambda)u_k - \frac{1}{\lambda^2} \partial^k_x \left( \frac{1}{B^2} \right)
$$

$$
- \frac{1}{\lambda^2} \sum_{r=1}^k \binom{k}{r} \partial^{k-r}_x \left( \frac{1}{B} \right) \partial^{k-r+1}_x \left( \frac{1}{B} \right), \quad k \geq 0.
$$

(4.29)

Note that when acting on functions of $u_k = \partial^k_x u(x, s), k \geq 0$, the operators $T(\lambda)$ and $S(\lambda)$ have the following properties:

$$
T(\lambda) = \frac{1}{\lambda} \sum_{q \geq 0} \partial^{q+1}_x \left( \frac{1}{B} \right) \frac{\partial}{\partial u_q},
$$

$$
(S(\lambda)T(\lambda))_{\leq -2} = \sum_{q \geq 0} (S(\lambda)T(\lambda))_{\leq -2} (u_q) \frac{\partial}{\partial u_q},
$$

$$
T(\lambda)^2 = \frac{1}{\lambda^2} \sum_{q \geq 0} \partial^{q+2}_x \left( \frac{1}{8B^4} - \frac{3}{4B^2} \right) \frac{\partial}{\partial u_q} + \frac{1}{\lambda^2} \sum_{p,q \geq 0} \sum_{m,l \geq 1} \partial^{q+1}_x \left( \frac{1}{B} \right) \partial^{p+1}_x \left( \frac{1}{B} \right) \frac{\partial}{\partial u_p} \frac{\partial}{\partial u_q}.
$$

By using these relations and the formulae given in (4.27)–(4.29), we obtain from (4.26) the equation (4.24). The proposition is proved. \(\square\)

Following the notations of [10], we call equation (4.24) the loop equation for the modified GUE potential.

**Proposition 4.7** The loop equation given by (4.24) has a unique solution

$$
\{ P_g(u, u_1, \ldots, g_{3g-2}) \mid g \geq 1 \}
$$

up to the addition of constants.

**Proof.** The right hand side of the loop equation (4.24) can be expanded as a series $\sum_{g \geq 1} A_g \epsilon^{2g-2}$ in $\epsilon^2$. From the coefficient of $\epsilon^0$ we get the equation

$$
\frac{3}{2} u_1 \frac{\partial P_1}{\partial u_1} \frac{1}{B^4} - \frac{3}{2} u_1 \frac{\partial P_1}{\partial u_1} \frac{1}{B^2} + \frac{\partial P_1}{\partial u} \frac{1}{B} + \frac{1}{8B^2} - \frac{1}{16B^4} = 0,
$$

which is equivalent to the equations

$$
\frac{3}{2} u_1 \frac{\partial P_1}{\partial u_1} = \frac{1}{16}, \quad -\frac{3}{2} u_1 \frac{\partial P_1}{\partial u_1} + \frac{\partial P_1}{\partial u} = -\frac{1}{8}.
$$

By solving this system of linear equations we obtain

$$
P_1 = \frac{1}{24} \log u_1 - \frac{1}{16} u + \text{constant}.
$$
In general, from the coefficients of $\epsilon^{2g-2}$ we get a system of linear equations for $\frac{\partial P_g}{\partial u}, \frac{\partial P_g}{\partial u_1}, \ldots, \frac{\partial P_g}{\partial u_{3g-2}}$ with upper triangular coefficient matrix $M_g$. It is easy to see that
\[
\det M_g = u_1^{(3g-2)(3g-1)/2} \prod_{j=1}^{3g-2} \frac{(2j+1)!!}{2^j}.
\]
So the loop equation uniquely fixes the gradients of the function $P_g$, and we prove the uniqueness part of the proposition. The existence part of the proposition follows from the result of Lemma 4.5. The proposition is proved.

Now we are ready to finish the proof of the Main Theorem. From $[8]$ we already know the identities
\[
\tilde{F}_g(x,s) = \hat{F}_g(x,s), \quad g = 0, 1;
\]
see (4.15). We also know from $[8]$ that
\[
\sum_{j=1}^{3g-2} ju_j \frac{\partial \tilde{F}_g}{\partial u_j} = (2g - 2), \quad \sum_{j=1}^{3g-2} ju_j \frac{\partial \hat{F}_g}{\partial u_j} = (2g - 2) \hat{F}_g, \quad g \geq 2.
\]
Thus the identity (4.4) follows from the Virasoro constraints (4.2), (4.6), the genus expansion property (4.11), (4.12), (4.20), (4.21), and Propositions 4.6, 4.7. The Main Theorem is proved.

5 Proof of Corollary 1.5

We know from the Main Theorem that, under the substitution (1.16), the following identity holds true:
\[
F_{\text{even}}(x,s;\epsilon) = \left( \Lambda^\frac{1}{2} + \Lambda^{-\frac{1}{2}} \right) \mathcal{H}_{\text{cubic}} \left( t(x,s); \sqrt{2\epsilon} \right) + \epsilon^{-2} A(x,s) + \zeta'(-1).
\]
Here $F_{\text{even}}$ is the GUE free energy with even couplings, $A(x,s)$ is defined in (1.15). Then the function $U(x,s;\epsilon)$ defined by (3.20), i.e.
\[
U(x,s;\epsilon) = (\Lambda - 2 - \Lambda^{-1}) F_{\text{even}}(x,s;\epsilon),
\]
satisfies the discrete KdV hierarchy (3.21). On the other hand, from the definition of $W(t,\epsilon)$ given in (1.22) it follows that
\[
U(x,s;\epsilon) = W(t(x,s);\epsilon).
\]
We also know from the relation (1.16) between $t$ and $s$ that
\[
\frac{\partial}{\partial t_0} = \frac{\partial}{\partial x}, \quad \frac{\partial}{\partial s_k} = \sum_{i \geq 0} k^{i+1} \frac{\partial}{\partial t_i}, \quad k \geq 1.
\]
Thus $W(t;\epsilon)$ satisfies the discrete KdV hierarchy (1.24). The corollary is proved.
6 Conclusion

We prove in this paper the Hodge–GUE correspondence conjecture that is proposed in [9], and show that the partition function of the special cubic Hodge integrals of the form (1.3) gives a tau function of the discrete KdV hierarchy as it is conjectured in [7].

Let us briefly review an application of the Main Theorem that is presented in [9]. Assuming the validity of the Hodge–GUE conjecture the following formula was obtained in [9]:

\[
F_g(z, z_1, \ldots, z_{3g-2}) = \frac{z_{2g-2}}{2^{2g}(2g)!} + \frac{D_0^{2g-2} [H_1(z; z_1)]}{2^{2g-3}(2g-2)!} + \sum_{m=2}^{g} \frac{2^{3m-2g}}{(2g-2m)!} D_0^{2(g-m)} [H_m(z, z_1, \ldots, z_{3m-2})],
\]

(6.1)

here \( D_0 := z_1 \partial_z + \sum_{k \geq 1} z_{k+1} \partial_{z_k} \), \( F_g \) and \( H_m \) are related to the GUE and Hodge free energies by (4.16), (4.18), and \( g \geq 2 \). Based on this formula and on the algorithm of computing \( H_g \) developed in [7], the explicit formulae for \( F_g, g = 1, \ldots, 5 \) are obtained in [9] (see Conjectures 3.3.1–3.3.2 therein). For any \( g \geq 2 \), \( F_g \) was also explicitly expressed by primitive special cubic Hodge integrals [9] (see Conjecture 1.5.1 therein). These conjectures are now theorems as they are consequences of the Hodge–GUE conjecture proved in the present paper. The above mentioned results, obtained from the Hodge–GUE correspondence, produce an algorithm which allows one to compute the number of tilings of labelled mixed \( 2m \)-gons on a given oriented real surface. The algorithm is in particular quite efficient when the number of polygons is large.

It is interesting to consider the relationship of the special cubic Hodge integrals (1.1) satisfying the local Calabi–Yau condition (1.2), random matrix models and integrable systems. In [7, 26] it is conjectured that the partition function of these Hodge integrals is a tau function of the so-called fractional Volterra hierarchy. We will study the validity of this conjecture in a subsequent publication.

Appendix A Givental quantization

Denote by \( \mathcal{V} \) the space of Laurent polynomials in \( z \) with coefficients in \( \mathbb{C} \). Define a symplectic bilinear form \( \omega \) on \( \mathcal{V} \) by

\[
\omega(f, g) := -\text{Res}_{z=\infty} f(-z) g(z) \frac{dz}{z^2} = -\omega(g, f), \quad \forall f, g \in \mathcal{H}.
\]

The pair \((\mathcal{V}, \omega)\) is called a Givental symplectic space. For any \( f \in \mathcal{V} \), write

\[
f = \sum_{i \geq 0} q_i z^{-i} + \sum_{i \geq 0} p_i (-z)^{i+1}.
\]

Then \( \{q_i, p_i\}_{i=0}^{\infty} \) gives a system of canonical coordinates for \((\mathcal{V}, \omega)\). The canonical quantization in these coordinates yields operators of the form

\[
\hat{p}_i = \frac{\partial}{\partial q_i}, \quad \hat{q}_i = \frac{1}{\epsilon} q_i
\]

\footnote{It is worth mentioning that in [8] another algorithm for the ribbon graph enumeration, based on the matrix-resolvent method, is obtained which is in particular quite efficient for large genus.}
on the Fock space of formal power series in $q_i$. For any infinitesimal symplectic transformation $A$ on $(\mathcal{V}, \omega)$ which satisfies

$$
\omega(A f, g) + \omega(f, A g) = 0, \quad \forall f, g \in \mathcal{V},
$$

the Hamiltonian associated to $A$ is defined by

$$
H_A(f) = \frac{1}{2} \omega(f, A f) = -\frac{1}{2} \text{Res}_{z=\infty} f(-z) A f(z) \frac{dz}{z^2}.
$$

This Hamiltonian is a quadratic function on $\mathcal{V}$, and its quantization is defined via

$$
\hat{p}_i \hat{p}_j = \epsilon^2 \frac{\partial^2}{\partial q_i \partial q_j}, \quad \hat{p}_i \hat{q}_j = \frac{\partial}{\partial q_i}, \quad \hat{q}_i \hat{q}_j = \frac{1}{\epsilon^2} q_i q_j.
$$

Denote the quantization of $H_A$ by $\hat{A}$. We have, for any two infinitesimal symplectic transformations $A, B$,

$$
[\hat{A}, \hat{B}] = \hat{[A, B]} + C(H_A, H_B),
$$

where $C$ is the so-called 2-cocycle term satisfying

$$
C(p_i p_j, q_k q_l) = -C(q_k q_l, p_i p_j) = \delta_{i,k} \delta_{j,l} + \delta_{i,l} \delta_{j,k},
$$

and $C = 0$ for all other pairs of quadratic monomials in $p, q$.

Define the operators $l_k$ by

$$
l_k = (-1)^{k+1} z^{3/2} \partial_z^{k+1} z^{-1/2}, \quad k \geq -1.
$$

(A.1)

Then we have

**Lemma A.1** ([16]) *The operators $l_k$ are infinitesimal symplectic transformations on $\mathcal{V}$, and their quantizations yield the Virasoro operators defined in (2.5)–(2.7) as follows:*

$$
L_k (e^{-1} t, \epsilon \partial / \partial t) = \hat{l}_k \big|_{q_i \rightarrow t_i, \partial_{q_i} \rightarrow \partial_{t_i}, i \geq 0} + \frac{\delta_{k,0}}{16}, \quad k \geq -1.
$$

(A.2)

**Lemma A.2** ([16]) *The multiplication operators $z^{1-2j}, j \geq 1$ are infinitesimal symplectic transformations on $\mathcal{V}$, and the operators $D_j, j \geq 1$ defined in (2.2) can be represented as

$$
D_j = \hat{z}^{1-2j} \big|_{q_i \rightarrow t_i, \partial_{q_i} \rightarrow \partial_{t_i}, i \geq 0}.
$$

Consider now the quantization $\hat{\Phi}$ of the symplectomorphism $f(z) \mapsto \Phi(z)f(z)$, where the function $\Phi(z)$ was defined by equation (2.18). It will be defined by

$$
\hat{\Phi} = e^{(\log \Phi(z))} \big|_{q_i \rightarrow t_i, \partial_{q_i} \rightarrow \partial_{t_i}, i \geq 0},
$$

where we replace $\log \Phi(z)$ by its asymptotic expansion as $|z| \rightarrow \infty$, $\text{Re}(z) \neq 0$. The latter has the form, up to an inessential piecewise constant term

$$
\log \Phi(z) \sim \sum_{k=1}^{\infty} \frac{B_{2k}}{k(2k-1)} \frac{2^{-2k} - 1}{z^{2k-1}}.
$$

Using (2.2) we immediately arrive at the following lemma.
Lemma A.3 We have
\[ \hat{\Phi} = e^{\sum_{k=1}^{\infty} \frac{B_{2k}}{k(2k-1)} (2^{-2k} - 1) D_k}. \] (A.3)

Remark A.4 The function \( \Phi(z) \) is analytic near \( z = 0 \), \( \Phi(0) = 1 \) and
\[ \log \Phi(z) = -2z \log 2 - 2 \sum_{k=1}^{\infty} \frac{2^{2k} - 1}{2k + 1} \zeta(2k + 1) z^{2k+1}, \quad |z| < \frac{1}{2}. \] (A.4)

One can define another quantum operator \( \hat{\Phi}_0 \) by quantizing the series (A.4). Geometric interpretation of this quantum operator remains an interesting open question.
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