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Loss of sensory input from peripheral organ damage, sensory deprivation, or brain damage can result in adaptive or maladaptive changes in sensory cortex. In previous research, we found that auditory cortical tuning and tonotopy were impaired by cross-modal invasion of visual inputs. Sensory deprivation is typically associated with a loss of inhibition. To determine whether inhibitory plasticity is responsible for this process, we measured pre- and postsynaptic changes in inhibitory connectivity in ferret auditory cortex (AC) after cross-modal plasticity. We found that blocking GABA_A receptors increased responsiveness and broadened sound frequency tuning in the cross-modal group more than in the normal group. Furthermore, expression levels of glutamic acid decarboxylase (GAD) protein were increased in the cross-modal group. We also found that blocking inhibition unmasked visual responses of some auditory neurons in cross-modal AC. Our findings imply that inhibitory plasticity may play a role in reorganizing sensory cortex after cross-modal invasion, suggesting clinical strategies for recovery after brain injury or sensory deprivation.

1. Introduction

Loss of sensory drive as a result of deprivation or deafferentation can lead to a compensatory plastic reorganization of the affected sensory cortex. For example, a homeostatic downregulation of inhibition makes cortical neurons more sensitive to any remaining inputs (see [1], for review). Although the plastic response to the loss of drive can be limited to a single modality, sprouting of inputs responding to other sensory modalities into the deafferented area often results in cross-modal plasticity. For example, in deaf and blind subjects, the spared sensory cortex can be taken over by sensory inputs from other sensory modalities [2–4]. Such cross-modal inputs replace the lost inputs to some extent; thus the mechanisms of recovery might be different from recovery from manipulations affecting a single modality [5]. Because sensory inputs have been changed rather than lost entirely, the loss of inhibition seen after unimodal deprivation may be mitigated. It is important to understand whether cross-modal plasticity has similar or different effects on inhibition than within-modality plasticity because of the prevalence of cross-modal plasticity in patients suffering from deafness and blindness [3, 6, 7].

Cross-modal plasticity in auditory cortex, in addition to providing new capabilities (see [8], for review), can have negative effects on the original auditory function during rehabilitation ([9, 10], see [11], for review). In prelingually deaf children with cochlear implants, auditory cortex responds poorly to auditory signals because it has been permanently taken over by cross-modal inputs [12]. As a result of this maladaptive cross-modal plasticity, deaf patients with cochlear implants exhibit poorer performance in auditory speech recognition tasks than hearing controls [9, 13]. Whether this deficit might result in part from a loss of inhibitory shaping of responses, as seen in deafness without cross-modal plasticity (see [14], for review, [15]), has not been examined.
We addressed this issue using a ferret model in which the extent of cross-modal visual invasion of the auditory pathway can be manipulated (Figure 1). Neonatal lesion of visual and auditory midbrain of ferret pups is sufficient to divert retinal projections to adjacent, deafferented auditory thalamus (MGN), which then carries visual information to auditory cortex [16–18]. In our previous work with this model, we found that primary auditory cortical areas of ferrets rewired with ectopic visual inputs (cross-modal auditory cortex, abbreviated as XMAC) retain substantial auditory function, but sound frequency tuning and tonotopy are compromised [19, 20] much as can occur in humans with peripheral hearing loss [21]. Here we examine whether inhibitory plasticity is a cause of the impaired auditory function. On the one hand, lateral inhibition could be decreased homeostatically in order to compensate for the loss of sensory drive. On the other hand, an increase in inhibition might serve to facilitate parallel processing of both auditory and visual functions in the auditory cortex of the cross-modal animals. Reciprocal inhibition may suppress responses to the less salient stimulus modality. Here we tested these hypotheses using electrophysiological, pharmacological, immunohistochemical, and immunoblot methods. We found that the change in auditory responses after acute blockade of GABA_A receptors was larger in the cross-modal group than in the normal group. In addition, the expression of GAD was higher in the cross-modal group than in the normal group. Our results demonstrate that inhibition is increased in auditory cortex after invasion by ectopic visual inputs. We also found that blocking inhibition could unmask visual responses in auditory cortex, suggesting that subthreshold visual responses are suppressed by strong inhibition. Facilitative or suppressive multisensory integration was not revealed by the removal of inhibition, however. Our results provide important insight into the origin of maladaptive changes that can occur with cross-modal plasticity and stress the importance of designing rehabilitative strategies in the context of the inhibitory plasticity that occurs during recovery from brain damage.

2. Materials and Methods

2.1. Animals. In total, 27 adult pigmented ferrets (Mustela putorius furo) were either purchased from Marshall Farms (North Rose, NY) or bred in house. Nonlactating adults were fed Marshall Farms ferret diet and kept on a 12/12 light/dark cycle. Twelve ferrets were used exclusively for electrophysiological recording (7 in the normal group, 5 in the experimental group), 8 were used for immunohistochemical experiments (5 in the normal group, 3 in the experimental group), and 7 were used for western blotting experiments (3 in the normal group, 4 in the experimental group). All animal protocols were approved by the Institutional Animal Care and Use Committee (IACUC) at Georgia State University and met or exceeded standards of care established by the USDA and the Society for Neuroscience.

2.2. Neonatal Surgery. Surgical procedures were similar to those described previously [19, 20]. Under sterile conditions, ferret kits were deeply anesthetized with isoflurane (1–4% prn) within 24 hr of birth. After the brain was exposed, the left superficial layer of the superior colliculus (sSC) and the central nucleus of the inferior colliculi (ICc) on both sides were cauterized. The brachium of the left inferior colliculus (IC) was sectioned (Figure 1). The incision was closed with surgical adhesive (VetBond, 3 M, St. Paul, MN). Subcutaneous fluids and a respiratory stimulant (doxapram, 2 mg/kg, SQ) were given postoperatively, and the kits were kept warm while they recovered from anesthesia. They were returned to their mother for rearing and maintained until adulthood, at which point they were subjected to electrophysiological recordings.
2.3. Preparation for Adult Electrophysiology. After the lesioned kits attained adulthood (4 months of age and above), they were prepared for terminal electrophysiology recording as described previously [19]. Unlesioned adult animals served as a control for the effects of surgery. The ear canal of each ferret was examined before surgery with an otoscope. Animals were given atropine (0.4 mg/kg SQ) and doxapram (2 mg/kg, SQ) before anesthesia to counteract bradycardia and to reduce mucosal secretions. Anesthesia was induced by intramuscular injection of ketamine (40 mg/kg, IM) and diazepam (2 mg/kg, IM). Dexamethasone (1 mg/kg, IM) was given every 24 hours to prevent cerebral edema. After the cephalic or femoral vein was cannulated, a surgical plane of anesthesia was maintained with a continuous infusion (2–5 mL/h, IV) of a mixture of dexmedetomidine (0.022 mg/kg/hr) and ketamine (5 mg/kg/hr) in lactated Ringer’s with 5% dextrose [22, 23]. Atropine (0.4 mg/kg, SQ) was given as necessary to counteract the bradycardia caused by dexmedetomidine. A tracheotomy was performed for artificial ventilation (SAR 830/P ventilator, CWE Inc., Ardmore, PA). Body temperature was maintained at 38°C with a warming pad. Vital signs including EKG, respiration rate, muscle tone, withdrawal reflexes, and end-tidal CO₂ were monitored during the entire process. The eyes were kept moist with commercial artificial tears solution. Animals were placed in a stereotoxic device to stabilize the head. After the skin on the top of head was incised by a scalpel, the temporal muscles were retracted bilaterally from the skull. Optic chiasm stimulation was used to evoke reliable and consistent activation of visual inputs. Two burr holes (at coordinates A5.5 ± L1.5) were drilled for optic chiasm recording/stimulation electrodes. Saline was added around the drilling area frequently to prevent overheating. Two tungsten rods with Teflon insulation (0.008 bare, 0.011 coated, A-M systems, Inc., Carlsborg, WA) were lowered to a depth (8–10 mm) that yielded strong visual responses to a strobe light. The tungsten rods were connected to a preamplifier and then switched to connect to a stimulus isolation unit (BAK Electronics, Mount Airy, MD). A 0.8–1.0 cm diameter craniotomy was drilled over the left auditory cortex. The dura was removed, and auditory cortex was covered with sterile saline. A metal bar was cemented on the contralateral (right) side of the skull to stabilize the head. The right ear bar was then released to allow access for auditory stimulation.

2.4. Acoustic Stimuli and Visual Stimuli. Acoustic stimuli were generated by TDT system III hard- and software (Tucker-Davis Technologies, Alachua, FL). A calibrated earphone (ER-2 insert earphone, Etymotic Research, IL) was placed in the pinna at the entrance to the right ear canal. All auditory stimuli were given contralaterally. White noise bursts (5 ms ramp, 40–100 ms duration, 80 dB SPL) were used to search for sound-responsive units. After a responsive neuron was found, pure tones were given in a pseudorandom order ranging in 2 kHz steps from 2 kHz to 18 kHz or ranging in half octave steps from 500 Hz to 16 kHz with an intensity of 30 to 80 dB SPL (50 ms duration, 5 ms ramp). Bipolar electrical stimulation of the optic chiasm was also applied (single pulses at 0.5–1 mA, 60 μs duration) to test whether the units were multisensory neurons. In addition, light stimuli were presented on a computer screen ~40 cm from the eyes. Moving bars, gratings, and flashes were used to elicit responses. After a visual neuron was found, the computer screen was moved to a location and height that aligned the center of the visual receptive field approximately at the center of the screen. As reported previously [19, 24], responses to light are difficult to evoke from the cross-modal ferret auditory cortex because the animals are anesthetized, the retinal ganglion cells that rewire their projections to the auditory pathway arise from W-cells, and the visual inputs are sparse. We did not focus our recordings in the lateral AC where subthreshold visual responses have been found in normal ferrets [25] but instead spaced our recordings throughout the region.

2.5. Multibarrel Electrodes for Recording and Iontophoresis. Three-barrel glass micropipette blanks (A-M Systems Inc., Sequim, WA) were used to record evoked activity and for application of drugs. The blanks were pulled by a vertical puller (Kopf vertical pipette puller 720, David Kopf instruments, Tujunga, CA). The tip was examined under a microscope before recording. Any electrodes with a tip bigger than 15 μm were discarded. The recording barrel was filled with 3 M NaCl. A silver wire was inserted into the recording barrel to connect it with the preamplifier. The other two barrels were used as iontophoresis barrels and were filled with 3 mM gabazine (SR-95531, Sigma-Aldrich, St. Louis, MO, pH 3.0). The iontophoresis barrels were connected to the headstage of a three-channel iontophoresis device (Cygnus Technology, Inc., Delaware Water Gap, PA) via silver wire. The headstage and the preamplifier were grounded together to the skin, which served as the ground for the entire recording apparatus. A retaining current (~10 nA) was applied in each barrel to prevent drug leakage. Ejecting currents were +5~+10 nA. Application of drugs was maintained throughout the testing period. Typically it took 5 minutes for running a testing series of different sound frequencies. The electrode was advanced under the pial surface in 5 μm steps up to 2000 μm by a hydraulic microdrive (Kopf Instruments, Tujunga, CA). The first unit encountered in each penetration was isolated and characterized. Penetrations were limited to primary auditory cortex (AI) and anterior auditory field (AAF) as defined by sulcal landmarks and cytoarchitectonics [19, 22]. In order to avoid potential diffusion of iontophoretic drugs, penetration sites were at least ~400 μm apart. Neural responses were amplified (>10000, BAK Electronics, Inc., Mount Airy, MD), bandpass filtered (500 Hz to 5 kHz), and monitored on a digital oscilloscope (Hameg Instruments, Mainhausen, Germany). Responses to 5–10 stimulus presentations were collected from each recording site and digitized at 25 kHz (Brainware software, Tucker-Davis Technologies Inc., Alachua, FL). Spontaneous activity was recorded for 50 ms before each trial. The evoked responses were averaged and normalized to the mean level of recorded spontaneous activity. The recording continued for 1–2 days, after which the animal was deeply anesthetized (>100 mg/kg sodium...
pentobarbital, IP) for perfusion. The perfused brain was extracted for histological examination. Brains were sectioned and stained for Nissl substance. The analysis of lesion size was performed as reported previously [19, 20].

2.6. Electrophysiological Data Analysis. After recording, spike sorting was performed by Brainware software (Tucker-Davis Technologies Inc., Alachua, FL). Single units were isolated as described previously [19]. For each isolated single unit, evoked responses were defined as those within 300 ms of the stimulus onset that were above the mean level of spontaneous activity by at least 20% of the peak firing rate. The boundaries of each frequency tuning curve were defined as the stimuli (intensity and frequency) that yielded these evoked, excitatory responses [22, 26]. The tuning curves were plotted using a Matlab function kindly provided by Professor Jennifer Bizley (Ear Institute, University College of London, London, UK). The characteristic frequency (CF) of each unit was defined as the frequency at which responses were evoked at the lowest sound level. Bandwidth was determined as the width of the tuning curve at 10 dB above the minimum threshold. Multisensory units were defined either as neurons that responded both to visual and auditory stimuli or as neurons that only responded to one modality but could be significantly modulated by stimulation with the other modality [27]. Statistical significance between groups was determined by comparing the number of spikes per trial in response to both stimulus modalities, using Student’s t-test (significance at $P < 0.05$).

2.7. Immunohistochemistry. Immunohistochemical and immunoblot assays were performed exclusively on adult animals that were not used in electrophysiological experiments. To harvest tissue for immunohistochemistry, animals were given a high dose of sodium pentobarbital (>100 mg/kg, IP) to induce deep anesthesia and they were perfused through the heart with 0.1M phosphate buffered saline (PBS, pH 7.4) followed by a mixture of 4% paraformaldehyde and 0.2% glutaraldehyde in 0.1M phosphate buffer (PB, pH 7.4). Brains were extracted and postfixed with 4% paraformaldehyde/30% sucrose for another 24 to 48 hours for cryoprotection. Brains were sectioned frozen in the coronal plane, alternating 30 μm and 30 μm in thickness. One set of 50 μm sections at 160 μm intervals was used for Nissl staining and, one set of 30 μm sections at 160 μm intervals was used for GABA immunohistochemistry. All sections were stored in 0.1M PB until use. The Western blotting protocol was modified from a previous study [30]. The auditory cortex surrounded by suprasylvian sulcus was separated and homogenized in 500 μl lysis buffer (10 mM EGTA, 5 mM EDTA, 1 mM DTT in 10 mM PB, pH 7.0, a protease inhibitor cocktail, and 1 mM phenylmethylsulfonyl fluoride (PMSF)). The homogenates were fractionated by centrifuging at 16,000 × g for 10 min at 4°C. The supernatants were collected as a crude soluble fraction (for GAD Western blots) and placed on ice. The pellets were resuspended in 300 μl 2 mM HEPES, pH 7.2 and ultracentrifuged at 4°C for 45 min at 200,000 x g. The supernatants from this second spin were discarded. The pellets were resuspended in 280 μl 0.5 mM HEPES, 0.32 M Sucrose pH 7.3 and centrifuged at 4°C for 8 min at 450 × g. The supernatants were collected as a membrane fraction (for GABA receptor Western blots). Protein concentrations were measured by a plate reader (Spectramax 340PC, Molecular Devices Corporation, Sunnyvale, CA) using a standard BCA assay (BCA Protein assay kit, Thermo Scientific, Rockford, IL). 10 μg samples per lane were mixed with an equal volume of Laemmli buffer (Bio-Rad, Hercules, CA) and 5% mercaptoethanol, and were denatured at 60°C for 15 min. Samples and standards (Precision Plus protein standard, Bio-Rad) were run on an 8% polyacrylamide SDS gel at 110 V for 100 min. After electrophoresis, proteins were transferred to nitrocellulose membranes using electroblotting (Bio-Rad) at 340 mA for 90 min on ice. The membranes were then stained with Ponceau S and washed in TBST (0.05 M Tris, 0.9% NaCl, 0.1% Tween-20). Non-specific binding was blocked by incubating in 5% non-fat dry milk and 0.1% TBST for 30 min. Blots were incubated overnight with the primary antibodies in 0.1% TBST with 2% non-fat dry milk (rabbit anti-GAD65/67 1:10000, Millipore, Billerica, AB1511; rabbit anti- GABA<sub>A</sub>α1 subunit 1:1000, AB5946, Millipore, 1:1000 with PBS/A and 3% NGS) for 48 to 72 hours at 4°C. After rinsing in PBS/A, sections were incubated with the secondary antibody for 2 hours (biotinylated goat anti-mouse in PBS/A with 3% NGS, diluted 1:200). The secondary antibody was visualized by incubation with avidin-biotin-peroxidase complex (ABC, Vectastain ABC Elite kit, Vector laboratories, Burlingame, CA) for 1 hour at a dilution of 1:160. Sodium azide was left out of the buffer after incubation in the secondary antibody. The peroxidase reaction was performed with 0.01% diaminobenzidine (DAB) and 0.0002% hydrogen peroxide. Nickel ammonium sulfate (1%) and 0.34% imidazole were added to the solution to intensify the reaction product. To control for the specificity of the secondary antibody the primary antibody was omitted from the procedure. In this case, no neuronal staining was found. Sections were mounted, dehydrated, and coverslipped with Permount (Fisher, Pittsburg, PA). Micrographs were taken of immunolabeled sections and adjacent Nissl-stained sections with a Zeiss microscope using Zeiss Axon Vision 3.1 software (Carl Zeiss MicroImaging, Thornwood, NY).
Billerica, MA; rabbit anti-GABA<sub>γ</sub>2, 832-GG2C, 1:1000, PhosphoSolutions, Aurora, CO; rabbit anti-NR2A 1:2000, AB1555, Millipore, Billerica, MA; rabbit anti-NR2B 1:500, AB1557P, Millipore, Billerica, MA). Blots were washed in TBST and incubated with secondary antibodies in 0.1% TBST with 2% non-fat dry milk for 1 hr (horseradish peroxidase-conjugated goat anti-rabbit, 1:10,000, Bio-Rad, Hercules, CA). Blots were washed in TBST and TBS and reacted with chemiluminescent reagents (SuperSignal West Pico Chemiluminescent Substrate, ThermoScientific, Rockford, IL). Images were taken with a chemiluminescent ImageQuant LAS4000 Mini (GE Healthcare Life Science, Pittsburgh, PA). The membranes were washed with TBST and stripped with stripping buffer (Restore, ThermoScientific, Rockford, IL). The second immunostaining was the same as described previously except that the primary antibodies were anti-β-actin (from mouse, A2228, 1:2000 Sigma-Aldrich, Inc., St. Louis, MO, as a loading control for GAD staining) and anti-pan-cadherin (from mouse, C1821, 1:1000, Sigma-Aldrich, Inc., St. Louis, MO, as a loading control for receptor staining). The secondary antibody was horseradish peroxidase-conjugated goat anti-mouse (1:10000, Bio-Rad, Hercules, CA). The images were analyzed with ImageJ software (NIH, Bethesda, MA). The optical densities of the GAD and GABA receptor bands were normalized to those of the loading control bands (β-actin and cadherin) from the same membrane. The relative expression level of each protein from the experimental group was then normalized to the average value of the normal group.

2.9. Statistical Analysis. Statistical comparisons were performed using Sigmasstat software (Systat Software Inc., Chicago, IL) and PASW statistic 18 (SPSS Inc., Chicago, IL) and plotted with SigmaPlot software (Systat Software Inc., Chicago, IL) or Matlab (MathWorks Inc. Natick, MA). For within group comparison, paired t-tests were used for normally distributed data, whereas Wilcoxon rank-sum tests were used for non-normally distributed data. For between group comparisons, Student’s t-tests were used for normally distributed data, and Mann-Whitney U tests were used for non-normally distributed data. Means are given with standard errors of the mean (±SEM) throughout.

3. Results

Previous studies in our lab demonstrated that auditory function is impaired in XMAC, with broader tuning and less organized tonotopy than in normal animals [20]. Here we investigated the mechanism underlying this auditory impairment, asking whether inhibition is altered in XMAC. For the iontophoresis experiments, forty-one auditory neurons from 7 normal animals and 55 auditory neurons and 24 multisensory neurons from 5 experimental animals were recorded.

3.1. Gabazine Increased Responsiveness to Auditory Stimulation. In order to test the hypothesis that altered inhibition contributes to the auditory impairment in XMAC, we examined the effect of gabazine, a GABA<sub>γ</sub> receptor antagonist, on evoked responses to auditory stimulation. Figure 2 shows the post stimulus time histogram (PSTH) of the responses of a single unit in AC from each group. Stimuli were initiated 50 ms after initiation of data acquisition (Figures 2(a) and 2(d)) so that a baseline, prestimulus firing level could be determined. Evoked responses of each auditory neuron before and after gabazine application (measured by spike counts at 10 dB above threshold, Figure 2) were recorded and compared. As expected for a GABA<sub>γ</sub> receptor antagonist, gabazine application led to an increase in the number of spikes. Response magnitudes returned to the pre-gabazine level 30 minutes after cessation of drug application (Figures 2(c) and 2(f)). In contrast, injection of a GABA<sub>γ</sub> receptor agonist or an NMDA receptor antagonist decreased responsiveness to auditory stimuli (not shown).

3.2. GABA<sub>γ</sub> Receptor Blockade Affected Sound Frequency Tuning in XMAC More Than in Normal AC. We reported previously that auditory neurons in XMAC have wider bandwidths and higher thresholds of auditory tuning than auditory neurons in normal AC [20]. We had initially hypothesized that a general loss of inhibition might be responsible for the broader frequency tuning in XMAC compared to normal AC [20]. Alternatively, inhibition in XMAC might be increased as a way to compensate for invasion by ectopic visual inputs and to counteract conflicting activation patterns. To determine how inhibition contributes to sound frequency tuning after cross-modal plasticity, we compared the frequency tuning selectivity (bandwidth) and threshold of auditory responses in normal AC and XMAC. One example before and after gabazine application from each group is shown in Figure 3. As expected, the average thresholds of auditory neurons in normal animals decreased slightly after blocking inhibition by gabazine application, from $51.5 \pm 1.46$ dB to $49.0 \pm 1.47$ dB ($n = 41$, $P = 0.03$, Wilcoxon rank-sum test, Figure 4(a)). The thresholds of auditory neurons in XMAC were affected by gabazine application, falling from $58.0 \pm 1.54$ to $52.7 \pm 1.69$ dB ($n = 55$, $P < 0.001$, Wilcoxon rank-sum test, Figure 4(a)). The decrease in auditory thresholds, however, was not significantly more in XMAC than that in normal AC (normal: $-2.7 \pm 0.88$ dB, XMAC: $-5.3 \pm 1.00$; $P = 0.1$, Mann-Whitney U test, Figure 4(b)).

Gabazine application did not produce a shift in characteristic frequency tuning, either in AC neurons in normal animals or in AC neurons of XMAC animals, but gabazine did significantly broaden the bandwidth of the tuning curves in both normal AC (from $0.7 \pm 0.10$ to $1.0 \pm 0.10$ octaves at 10 dB above threshold; $n = 41$, $P < 0.001$, Wilcoxon rank-sum test, Figure 4(c)) and in XMAC (from $1.2 \pm 0.10$ to $1.7 \pm 0.11$ octaves; $n = 55$, $P < 0.001$, Wilcoxon rank-sum test, Figure 4(c)). The increase in bandwidth was significantly greater in XMAC than that in normal AC (normal: $0.2 \pm 0.06$ versus XMAC: $0.5 \pm 0.10$, $P < 0.05$, Mann-Whitney U test, Figure 4(d)). Thus, contrary to our initial hypothesis, auditory stimulation evoked stronger inhibition in XMAC than in normal AC. This result suggests that inhibition contributes more to the sharpening of frequency tuning in XMAC than it does in normal AC, and may serve to improve
Figure 2: Effects of the GABA<sub>A</sub> receptor antagonist gabazine on evoked responses to sound. ((a)–(c)) Two examples showing a PSTH of the responses of a single unit to a pure tone at its CF in a normal animal, before, during, and after gabazine application. ((d)–(f)) Two examples showing a PSTH of the responses of a single unit to a pure tone at its CF in a cross-modal animal. ‘A’ in the upper traces of each panel indicates the timing of the auditory stimuli. The duration of each auditory stimulus was 100 ms.

sound frequency tuning after the early cross-modal rewiring has occurred.

3.3. Spontaneous Activity Levels Were Lower in XMAC Than in Normal AC. Increased levels of inhibition could have the effect of an overall depression of activity in auditory cortex. To address this possibility, we compared the spontaneous activity levels in normal AC and XMAC. The spontaneous activity level in XMAC was significantly lower than that in normal AC (normal: 2.6 ± 0.29 spikes per trial; XMAC
Figure 3: Two examples of the effect of gabazine on sound frequency tuning. (a) An example of an auditory response in a normal animal. (b) Blockade of inhibition by gabazine in the same neuron shown in (a) decreased the threshold of its auditory response. (c) An example of an auditory response from a neuron in XMAC. (d) Blockade of inhibition by gabazine in the same neuron shown in (c) decreased the tuning sharpness and the threshold of the auditory response in this neuron from XMAC.

1.7 ± 0.15 spikes per trial; Mann-Whitney U test, P < 0.05). These data suggest that the resting activity level of XMAC is lower than that of normal AC. Blockade of GABA_A receptors by gabazine increased spontaneous activity significantly in both normal AC and XMAC (normal before gabazine: 2.6 ± 0.29 spikes per trial versus normal after gabazine: 3.8 ± 0.48, P < 0.001; XMAC before: 1.7 ± 0.15 versus XMAC after: 2.7 ± 0.27, P < 0.001; Wilcoxon rank-sum test, Figure 5(a)), but the increase was not significantly different between the two groups (normal: 63.8 ± 11.45% versus XMAC: 90.6 ± 15.96%, P > 0.05, Mann-Whitney U test, Figure 5(b)). This finding argues that the increased inhibition comes into play only during evoked activity and does not have a tonic effect that leads to cortical depression.

3.4. GABA_A Receptor Blockade Affected Responsiveness to Sound in XMAC More Than in Normal AC. To examine the effect of the change in inhibition on evoked activity in XMAC, we also measured the strength of auditory responses before and after blocking inhibition. Before GABA_A receptor blockade, there was no significant difference in spike numbers per trial between normal AC and XMAC (normal: 4.9 ± 0.53 spikes per trial; XMAC: 5.5 ± 0.66 spikes per trial; Mann-Whitney U test, P > 0.05). We found that blockade of GABA_A receptors by gabazine increased the average number of spikes per trial significantly in both normal AC (from 4.9 ± 0.53 to 7.0 ± 0.69 spikes, normal before versus normal after, Wilcoxon rank-sum test, P < 0.001, n = 41, Figure 5(c)) and XMAC (from 5.5 ± 0.66 to 8.3 ± 0.64 spikes, XMAC before versus after, P < 0.001; Wilcoxon rank-sum test, n = 55, Figure 5(c)). However, this increase in spike number per stimulus was proportionally much greater in the XMAC (88.3 ± 14.1%, n = 55 than in the normal group (48.4 ± 7.66%, n = 41), P < 0.05, Mann-Whitney U test, Figure 5(d)). Consistent with the significantly greater change in bandwidth in the XMAC compared to the normal group shown in Figure 4, these results further support the interpretation that auditory neurons in XMAC receive stronger inhibition during sound stimulation than neurons in normal AC. Although this could have the effect of reducing sound responsiveness, it may also improve selectivity for particular auditory objects.

3.5. GABA_A Receptor Blockade Unmasked Visual Responses in Some Auditory-Only Neurons in XMAC. Because increased levels of inhibition are evoked by auditory stimulation, we wondered if the same is true upon visual stimulation. Our finding that inhibition is stronger in XMAC than in
normal AC suggested to us that auditory and visual inputs may inhibit each other in order for auditory cortex to perform the two different functions within the same region. If this hypothesis is true, then removal of inhibition may unmask responses to the other modality. Therefore, we assayed bisensory responsiveness before and after blockade of inhibition by gabazine. None of the auditory neurons in normal AC responded to visual stimuli under gabazine iontophoresis, but in XMAC, the blockade of inhibition enabled 25.5% of the previously auditory-only neurons (14 out of 55 neurons from 5 XM animals) to respond to electrical stimulation of the optic chiasm (Figures 6(a) and 6(b)). The responses to optic chiasm stimulation were strong, although none of the neurons responded to light stimulation under our conditions.

In typical multisensory cortex or multisensory subcortical regions such as the superior colliculus, multisensory neurons show facilitation or depression to multisensory cues [31]. At least under our stimulation conditions, however, no such integration of bisensory stimuli was observed in the XMACauditory neurons after visual responses were unmasked by GABA (AOX versus A, $P > 0.05$, t-test, Figures 6(c) and 6(d)). These results suggest that visual responses in cross-modal auditory cortex are suppressed via a $\text{GABA}_A$ receptor-dependent process.

3.6. $\text{GABA}_A$ Receptor Blockade Did Not Unmask Responses to Light or Cross-Modal Integration in Multisensory Neurons in XMAC. We reported previously that XMAC contains considerably more multisensory neurons than normal AC [19]. Here we report that the majority of multisensory neurons in XMAC do not exhibit integration with the bisensory stimuli that we employed in this study. Only 8.3% of the recorded multisensory neurons from 5 animals (2 out of 24) showed integration. We reasoned that the lack of integration in XMAC could be caused by GABAgergic suppression of responses to the opposing modality. If so, then blockade of inhibition should release facilitation or suppression. We were able to conduct a complete iontophoresis test battery
on 8 of the multisensory neurons from these 5 animals in the XMAC group. Contrary to our prediction, none of them showed integration either before or after blockade of inhibition. Before blockade of GABA\textsubscript{A} receptors, these neurons responded to both sound and optic chiasm stimulation (Figure 7(a)) but none of them showed significant levels of either facilitation or depression when both stimuli were given (AOX versus A or OX; $P > 0.05$, t-test, Figure 7(c)). After blockade of inhibition, we still did not observe any significant facilitation or depression of responses during bisensory stimulation (Figures 7(b) and 7(d)) ($P > 0.05$, t-test). Furthermore, multisensory neurons that originally responded to both auditory and optic chiasm stimulation did not respond to visual stimulation with light after the removal of inhibition (Figure 7(b)). These results suggest that inhibition does not mask multisensory integration in XMAC. An alternative explanation is that more extensive variation of stimulus parameters (latency, intensity, etc.) may uncover integration. Given the difficulty of recording responsive neurons in during long-term recordings, stimulus repetitions were limited to 5–10 trials for each neuron. Even so, the majority of recorded neurons were lost either during auditory stimulation, visual stimulation, or gabazine application. The optimum stimulus shown to induce maximum integration in previous studies of multisensory cortex [32] was used, so although we did not present all possible stimulus variations, it seems unlikely that we would have missed integration altogether if it existed.

3.7. Neurons in Which Gabazine Unmasked Visual Responses Were Spatially Intermixed with Auditory and Multisensory Neurons in XMAC. We reported in previous research that auditory, visual, and multisensory neurons in XMAC are not
3.8. The Expression of GABA in Normal and XMAC Neurons. To determine whether inhibition is increased presynaptically in XMAC, we immunostained GABAergic neurons (see Section 2 for details). In a previous study, we reported that GABAergic neurons in adult ferrets are distributed uniformly across all layers of auditory cortex [28]. Here we report that the laminar distribution of GABAergic neurons in XMAC was similar to that in normal AC (Figure 9). The adjacent Nissl sections indicate that the layer thickness and overall density of neurons in normal and XMAC are segregated from each other [19]. The finding of inhibition-masked visual responses in XMAC raised an interesting question concerning their distribution. To determine whether neurons that exhibited unmasking of bisensory capability were a spatially separate population from neurons that did not, we mapped the neuronal responses in XMAC. We found that auditory neurons responding to optic chiasm stimulation after but not before blockade of inhibition were located randomly in XMAC (half white circles, Figure 8), and not selectively in one area. They were found surrounded by or adjacent to either auditory or multisensory neurons (white and black circles, resp., Figure 8). These results show that neurons exhibiting unmasking of bisensory responses were neither segregated nor clustered in their distribution.

similar (Figure 9(a)). We also observed that the overall GABA expression pattern and morphology of GABAergic neurons appeared similar between the normal and the cross-modal group (Figures 9(b)–9(e)). These results suggest that the increase in inhibition found by electrophysiological recordings is not likely achieved by a change in the number or distribution of GABAergic somata. Instead, there may be an increase in the number and/or the strength of existing inhibitory synapses.

3.9. The Expression of GAD65 Was Increased in XMAC. As an alternative approach to quantifying possible presynaptic changes in inhibition, we applied Western blotting methods to measure the expression of the synthetic enzyme for GABA (GAD). An antibody recognizing both GAD isoforms (GAD 65 and GAD 67) was used. Samples from the same animal were loaded in two or three lanes on the same gel to control for loading variability (Figure 10(a)). The average optical density of GAD staining was normalized to that of β-actin staining from the same animal. Although the relative expression levels of GAD 65 and 67 combined did not show significant differences between groups (normal: 100 ± 9.01 versus XMAC: 136.4 ± 10.55, \( P = 0.054 \), t-test, Figure 10(b)), the relative expression level of GAD 65 alone in XMAC was significantly higher than that in normal AC (normal: 99.6 ± 9.55 versus XMAC: 131.6 ± 5.82,
Figure 7: One example of the response of multisensory neurons to auditory and optic chiasm stimulation before and after blockade of inhibition by gabazine. (a) Before gabazine application, this multisensory neuron in XMAC responded to both auditory and optic chiasm stimulation but not to light stimulation. (b) The response type was not changed by gabazine application. (c) The mean spikes per trial before blockade of inhibition. Neither facilitation nor depression was found when auditory and optic chiasm stimulation (AOX) were given together. (d) The mean spikes per trial after blockade of inhibition. Neither facilitation nor depression was found when bimodal stimuli were given. Conventions as in Figure 6.

Figure 8: The distribution of neuronal response types before and after application of gabazine. Each panel represents data from one animal. A indicates auditory stimulation. OX indicates optic chiasm stimulation. The + symbols in the legend represent neurons that were responsive to that modality, whereas − symbols represent neurons that were not responsive to that modality. Unmasked visual responses were intermixed with auditory and multisensory neurons. X in the figures indicates a nonresponsive recording site. Scale bar: 1 mm. Arrows at lower right show orientation of the photo. M: medial, L: lateral, R: rostral, and C: caudal.

$P < 0.05$, $t$-test, Figure 10(c)). The relative expression level of GAD 67 in XMAC (151.6 ± 26.09) was not significantly different from that in normal AC (101.8 ± 7.37, $P > 0.05$, $t$-test, Figure 10(d)). These results suggest that inhibition in XMAC increases at least in part at the presynaptic side of the synapse through an increase in GABA content at synapses. Although both isoforms of GAD (GAD 65 and GAD 67) are present in most GABAergic neurons in the brain, GAD 67 is more abundant in cell bodies, whereas GAD 65 is more prominent in axon terminals.
3.10. The Expression Level of GABA$_A$ Receptors Was Not Altered in XMAC. To determine whether there were postsynaptic changes in inhibition and excitation in XMAC, we applied Western blotting methods to quantify the expression levels of GABA$_A$ receptors and NMDA receptors. GABA$_A$R$_{A1}$ and GABA$_A$R$_{y2}$, two of the most prevalent subunits of GABA$_A$ receptors, were examined. NR2A and NR2B, the two plasticity-related subunits of NMDA receptors, were also examined. The average optical density of labeled receptors was normalized to that of cadherin from the same animal to provide a loading control. We did not find any differences in receptor expression levels between the normal and the cross-modal groups. The relative expression level of GABA$_A$R$_{A1}$ (105.1 ± 16.09) in the cross-modal group was not significantly different from that in the normal group (100.1 ± 25.49, $P > 0.05$, $t$-test, Figure 11(a)). In addition, no significant differences were found between groups in the expression of GABA$_A$R$_{y2}$ (normal: 99.8 ± 34.80 versus XMAC: 134.9 ± 33.71, $P > 0.05$, $t$-test, Figure 11(b)). The relative expression levels of NR2A (115.3 ± 14.34) and NR2B (105.1 ± 14.31) in XMAC were also not significantly different from those in normal AC (NR2A: 100 ± 4.61, $P > 0.05$, $t$-test, Figure 11(c); NR2B: 99.8 ± 26.38, $P > 0.05$, $t$-test, Figure 11(d)). These results suggest that the overall expression levels of inhibitory and excitatory neurotransmitter receptors do not change in auditory cortex as a result of invasion by visual inputs.

4. Discussion

The main finding in this study was that neurons in auditory cortex that had been rewired at birth with ectopic visual inputs (XMAC) received stronger inhibition than neurons in normal auditory cortex. Blockade of GABA$_A$R in XMAC increased auditory responses to a proportionally greater extent in XMAC neurons than in normal AC neurons. The expression level of GAD protein but not of GABA$_A$ receptors was increased in XMAC compared to normal AC. This result implies that the broadened auditory tuning found in XMAC does not result from decreased lateral inhibition from neighboring frequency bands.

The increased inhibition in XMAC suggests a role for inhibitory plasticity in XMAC after the period of recovery. For example, we found that blockade of inhibition unmasked responses to stimulation by the other modality in some neurons. This finding argues that the increased inhibition in XMAC plays a role in suppressing responses to the opposing modality during bimodal stimulation. This interpretation is supported by a study on deaf people with cochlear implants, which showed that a visual-dominant bias occurs in audiovisual integration of speech cues, whereas normal hearing individuals exhibit a balance in the importance of cues from the two modalities [35]. Here we provide a possible mechanism through which increased inhibition may improve the electrophysiological data showing that inhibition is increased at synapses in XMAC.
the functioning of the auditory cortex for its original task of sound perception while sacrificing multisensory function. Because the multisensory neurons that are created as a result of the visual inputs could cause perceptual confusion or disrupt normal auditory perception, the increase in intersensory inhibition may allow the auditory cortex to function despite the anomalous input resulting from the early manipulations. These results provide important information about possible barriers to rehabilitation from sensory dysfunction, particularly when cross-modal plasticity occurs.

4.1. Contribution of GABAergic Inhibition to Auditory Tuning after Invasion by Cross-Modal Inputs. In a previous study, we found broader auditory tuning in XMAC than in normal AC. This could occur through a homeostatic decrease of inhibition in XMAC, as occurs in sensory-deprived and deafferented animals (see [1], for review). During development, refinement of synaptic connections involves suppression of some responses by increasing inhibition [36]. Following reductions in afferent drive, through brain damage, sensory deprivation, or deafferentation, the strength of inhibition is decreased to compensate for the loss of inputs, thus maintaining a balance between excitation and inhibition ([37], see [38, 39], for review, [40]). In auditory and somatosensory cortex, deafferentation can induce an immediate expansion of adjacent inputs into the affected area of the cortex [41–44] that results from a loss of inhibition [45–48]. Similarly, in visual cortex, visual deprivation leads to broader orientation tuning and larger receptive fields [49, 50]. This change is caused at least in part by a loss of inhibition [51]. Then how can the increased level of inhibition in XMAC be explained? Cross-modal plasticity in our model involves adding ectopic visual inputs and thus does not represent the degree of sensory loss seen in deafness. The addition of the visual inputs may prevent a loss of inhibition that could result from deafferentation of MGN.

The decrease of inhibition within one modality after loss of inputs can be transient. It has been found that GABA expression in sensorimotor cortex is reduced quickly after forearm nerve block [52] but can recover to normal levels in adult sensory-deprived or deafferented animals. For example, the expression of GABA in inferior colliculus is decreased after unilateral cochlear lesions but returns to normal levels one month later [53]. We found previously that neonatal damage to auditory midbrain in the absence of visual invasion did not significantly alter auditory tuning and tonotopy [20], suggesting that thalamocortically activated lateral inhibition may recover to normal levels after IC lesions. These results thus suggest that the broadening of auditory tuning results from visual invasion and not from deafferentation. After transient changes following damage to sensory pathways, it is important to reestablish receptive fields and excitability levels. Increasing inhibition may play an important role during this process [54]. Furthermore, loss of sensory inputs
from one modality can lead to enhanced perception to the other stimuli [3, 55]. This cross-modal improvement might result from an increase in inhibition. In mice that have olfactory deficits, whisking responses in the barrel cortex are upregulated. With this upregulation, the number of GABAergic neurons is increased [56]. We also found increased inhibition in the auditory cortex after invasion by cross-modal inputs. After recovery from visual invasion, on the one hand, XMAC is reorganized to manage responses to both auditory and visual stimuli. Because auditory and visual neurons are not segregated from each other [19], responses to a single modality may be disturbed by responses to the other modality. Mutual inhibition could be increased in XMAC in order to suppress neighboring firing that may represent a different modality. On the other hand, sprouting of residual auditory inputs to the cortex could contribute to the broader tuning, whereas a reduction in excitatory auditory inputs to XMAC is a possible explanation for the higher auditory thresholds. It seems plausible that the increased inhibition helps to compensate for the decrease in sharpness of tuning that occurs with cross-modal plasticity, and that without it, tuning would be even more compromised. At any rate, the reorganization of XMAC seems to involve a different mechanism than does cortical reorganization after single modality deprivation or deafferentation.

4.2. Possible Mechanism Underlying Impaired Auditory Function after Cross-Modal Plasticity. Our finding that loss of
inhibition is not responsible for broader than normal tuning in XMAC may be explained by the role of lateral inhibition in refinement of auditory tuning during development. Local inhibition shapes sound frequency tuning in auditory cortex [57–60]. Using whole cell recording in auditory cortex, it has been argued that the inhibitory component of auditory receptive fields shows tuning that is similar to the tuning of the excitatory component [61–63], suggesting that refinement of auditory receptive fields may not require feed-forward lateral inhibition. Although intracortical inhibition is necessary for construction of auditory receptive fields [64, 65], refinement of auditory receptive fields relies more on the maturation of excitatory inputs [66] and a balance between excitation and inhibition, rather than on inhibition itself [67, 68]. Here we found that inhibition was increased in XMAC after recovery from neonatal midbrain lesions, despite the fact that auditory tuning was broader in XMAC than in normal AC. Because refinement of auditory receptive fields could depend on narrowing of the axonal projections from excitatory thalamocortical inputs, the widened auditory tuning in XMAC could result from sprouting of auditory thalamocortical afferents after lesion of the inferior colliculi. Our data suggest that excitatory input may play a role in constructing auditory properties during recovery from midbrain damage.

4.3. Multisensory Processing in Primary Sensory Areas. Several recent studies have demonstrated multisensory inputs to primary sensory areas (e.g., [25, 69, 70]), arguing that primary sensory cortex is not “primary” in the sense of receiving only unimodal thalamic input [71]. Bizley and colleagues found visual responses in auditory neurons at the lateral edges of A1, using a more sensitive method that picked up subthreshold activity. Multisensory integration (defined as facilitation or suppression caused by adding the second modality) is a defining characteristic of multisensory neurons in most multisensory cortical and subcortical regions [32, 72]. In cortex receiving bimodal input integration does not necessarily occur, but subthreshold multisensory integration can be released in some neurons by the removal of inhibition [73]. Here we found that after application of GABA receptor antagonists, some auditory neurons were capable of responding to visual stimuli. However, no integration (neither facilitation nor suppression) of these multisensory responses was revealed before or after unmasking. When responses to multiple modalities are forced to coexist in XMAC, multisensory integration would likely interfere with rather than improve sensory perception, especially for auditory-dominant multisensory neurons that are tuned to pure tones. It has been shown that multisensory neurons in superior colliculus lack integration after animals were raised in the dark [74], whereas previously “silent” sensory input channels can be revealed by cross-modal exposure [75]. Our findings provide a possible explanation for these results. Inhibitory plasticity could be the mechanism underlying both the lack of integration and the reopening of silent channels. Overall, our results suggest that injury-induced convergence of multisensory inputs to one primary cortical area can create neurons responding to different modalities, but multisensory integration is suppressed, much like underdeveloped multisensory neurons found in sensory-deprived animals [74]. Further research on cross-modal animals with sensory exposure would shed more light on this question.

5. Conclusions

Taken together, our results suggest that an increase in inhibition contributes to recovery from neonatal deafferentation that impacts multiple modalities. Recently, it was found that inhibition is increased in the peri-infarct zone in mice after stroke. The researchers applied the GABA\_A benzodiazepine antagonist specific for the \( \alpha_5 \)-subunit in a mouse stroke model and found that forelimb and hindlimb control was recovered, suggesting that pharmacological treatment is a possible way to counteract abnormal function after maladaptive plasticity [76]. Our findings of increased inhibition in XMAC may therefore be informative for the design of rehabilitative strategies or pharmacological interventions for patients who have brain damage, sensory/motor dysfunction, or sensory deprivation.

Acknowledgments

This work was supported by grants from the National Science Foundation (IBN-045018), the National Institutes of Health (EY/MH 12696), and the Georgia State University Research Foundation, by a Georgia State University Brains and Behavior scholarship to Yu-Ting Mao, and by the STC Program of the National Science Foundation under Agreement (no. IBN-9876754). The authors thank Professors Robert Liu, Donald Edwards, and Charles Derby for their comments in the preparation of the paper. They also thank Professor Jennifer Bizley for the advice on ferret anesthesia and for the help with Matlab code. They appreciate the assistance received from the core microscopy facility at GSU’s Biology Department. They specifically thank the Department of Animal Resources at GSU for expert animal care. They further thank all Pallas lab members for their comments on the paper.

References

[1] G. Turrigiano, “Homeostatic synaptic plasticity: local and global mechanisms for stabilizing neuronal function,” Cold Spring Harbor Perspectives in Biology, vol. 4, no. 1, Article ID a005736, 2012.
[2] D. L. Hunt, E. N. Yamoah, and L. Krubitzer, “Multisensory plasticity in congenitally deaf mice: how are cortical areas functionally specified?” Neuroscience, vol. 139, no. 4, pp. 1507–1524, 2006.
[3] D. Bavelier and H. J. Neville, “Cross-modal plasticity: where and how?” Nature Reviews Neuroscience, vol. 3, no. 6, pp. 443–452, 2002.
[4] J. P. Rauschecker and M. Korte, “Auditory compensation for early blindness in cat cerebral cortex,” Journal of Neuroscience, vol. 13, no. 10, pp. 4538–4548, 1993.
[5] N. Bolognini, S. Convento, A. Rossetti, and L. B. Merabet, “Multisensory processing after a brain damage: clues on post-injury
crossmodal plasticity from neuropsychology,” *Neuroscience & Biobehavioral Reviews*, vol. 37, no. 3, pp. 269–278, 2013.

[6] L. B. Merabet and A. Pascual-Leone, “Neural reorganization following sensory loss: the opportunity of change,” *Nature Reviews Neuroscience*, vol. 11, no. 1, pp. 44–52, 2010.

[7] A. Sharma, A. A. Nash, and M. Dorman, “Cortical development, plasticity and re-organization in children with cochlear implants,” *Journal of Communication Disorders*, vol. 42, no. 4, pp. 272–279, 2009.

[8] S. L. Pallas and Y. T. Mao, “Development and evolution of multisensory processing,” in *New Handbook of Multisensory Processes*, B. E. Stein, Ed., MIT Press, Cambridge, Mass, USA, 2012.

[9] F. Champoux, F. Lepore, J.-P. Gagné, and H. Théoret, “Visual stimuli can impair auditory processing in cochlear implant users,” *Neuropsychologia*, vol. 47, no. 1, pp. 17–22, 2009.

[10] P. Sandmann, N. Dillier, T. Eichele et al., “Visual activation of auditory cortex reflects maladaptive plasticity in cochlear implant users,” *Brain*, vol. 135, no. 2, pp. 555–568, 2012.

[11] A. Král and A. Sharma, “Developmental neuroplasticity after cochlear implantation,” *Trends in Neurosciences*, vol. 35, no. 2, pp. 111–122, 2012.

[12] D. S. Lee, J. S. Lee, S. H. Oh et al., “Cross-modal plasticity and cochlear implants,” *Nature*, vol. 409, no. 6817, pp. 149–150, 2001.

[13] M. E. Doucet, F. Bergeron, M. Lassonde, P. Ferron, and F. Lepore, “Cross-modal reorganization and speech perception in cochlear implant users,” *Brain*, vol. 129, part 12, pp. 3376–3383, 2006.

[14] S. L. Pallas, *Developmental Plasticity of Inhibitory Circuitry*, Springer, New York, NY, USA, 2010.

[15] S. Desgent and M. Ptito, “Cortical GABAergic interneurons in cross-modal plasticity following early blindness,” *Neural Plasticity*, vol. 2012, Article ID 590725, 20 pages, 2012.

[16] S. L. Pallas, A. W. Roe, and M. Sur, “Visual projections into the auditory pathway of ferrets. I. Novel inputs to primary auditory cortex (AI) from the LP/pulvinar complex and the topography of the MGN-AI projection,” *Journal of Comparative Neurology*, vol. 298, no. 1, pp. 56–68, 1990.

[17] A. Angelucci, F. Clasca, and M. Sur, “Brainstem inputs to the ferret medial geniculate nucleus and the effect of early deafening on novel retinal projections to the auditory thalamus,” *The Journal of Comparative Neurology*, vol. 400, no. 3, pp. 417–439, 1998.

[18] M. Sur, P. E. Garraghty, and A. W. Roe, “Experimentally induced visual projections into auditory thalamus and cortex,” *Science*, vol. 242, no. 4884, pp. 1437–1441, 1988.

[19] Y.-T. Mao, T.-M. Hua, and S. L. Pallas, “Competition and convergence between auditory and cross-modal visual inputs to primary auditory cortical areas,” *Journal of Neurophysiology*, vol. 105, no. 4, pp. 1558–1573, 2011.

[20] Y. T. Mao and S. L. Pallas, “Compromise of auditory cortical tuning and topography after cross-modal invasion by visual inputs,” *The Journal of Neuroscience*, vol. 32, no. 30, pp. 10338–10351, 2012.

[21] H. Thai-Van, E. Veulliet, A. Norenza, J. Guiraud, and L. Collot, “Plasticity of tonotopic maps in humans: influence of hearing loss, hearing aids and cochlear implants,” *Acta Oto-Laryngologica*, vol. 130, no. 3, pp. 333–337, 2010.

[22] J. K. Bizley, F. R. Nodal, I. Nelken, and A. J. King, “Functional organization of ferret auditory cortex,” *Cerebral Cortex*, vol. 15, no. 10, pp. 1637–1653, 2005.

[23] J. K. Bizley and A. J. King, “Visual-auditory spatial processing in auditory cortical neurons,” *Brain Research*, vol. 1242, pp. 24–36, 2008.

[24] A. W. Roe, S. L. Pallas, Y. H. Kwon, and M. Sur, “Visual projections routed to the auditory pathway in ferrets: receptive fields of visual neurons in primary auditory cortex,” *Journal of Neuroscience*, vol. 12, no. 9, pp. 3651–3664, 1992.

[25] J. K. Bizley and A. J. King, “Visual influences on ferret auditory cortex,” *Hearing Research*, vol. 258, no. 1-2, pp. 55–63, 2009.

[26] M. L. Sutter and C. E. Schreiner, “Physiology and topography of neurons with multipiked tuning curves in cat primary auditory cortex,” *Journal of Neurophysiology*, vol. 65, no. 5, pp. 1207–1226, 1991.

[27] B. E. Stein and M. A. Meredith, *The Merging of the Senses*, MIT Press, Cambridge, Mass, USA, 1993.

[28] W. J. Gao, D. E. Newman, A. B. Wormington, and S. L. Pallas, “Development of inhibitory circuitry in visual and auditory cortex of postnatal ferrets: immunocytochemical localization of GABAergic neurons,” *The Journal of Comparative Neurology*, vol. 409, no. 2, pp. 261–273, 1999.

[29] M. M. Carrasco, Y.-T. Mao, T. S. Balmer, and S. L. Pallas, “Inhibitory plasticity underlies visual deprivation-induced loss of receptive field refinement in the adult superior colliculus,” *European Journal of Neuroscience*, vol. 33, no. 1, pp. 58–68, 2011.

[30] J. Shi, S. M. Aamodt, and M. Constantine-Paton, “Temporal correlations between functional and molecular changes in NMDA receptors and GABA neurotransmission in the superior colliculus,” *Journal of Neuroscience*, vol. 17, no. 16, pp. 6264–6276, 1997.

[31] B. E. Stein and T. R. Stanford, “Multisensory integration: current issues from the perspective of the single neuron,” *Nature Reviews Neuroscience*, vol. 9, no. 4, pp. 255–266, 2008.

[32] M. A. Meredith and B. E. Stein, “Visual, auditory, and somatosensory convergence on cells in superior colliculus results in multisensory integration,” *Journal of Neurophysiology*, vol. 56, no. 3, pp. 640–662, 1986.

[33] M. Escalpe, N. J. K. Tillakaratne, D. L. Kaufman, A. J. Tobin, and C. R. Houser, “Comparative localization of two forms of glutamic acid decarboxylase and their mRNAs in rat brain supports the concept of functional differences between the forms,” *Journal of Neuroscience*, vol. 14, no. 3, pp. 1834–1855, 1994.

[34] D. L. Kaufman, C. R. Houser, and A. J. Tobin, “Two forms of the γ-aminobutyric acid synthetic enzyme glutamate decarboxylase have distinct intraneuronal distributions and cofactor interactions,” *Journal of Neurochemistry*, vol. 56, no. 2, pp. 720–723, 1991.

[35] J. Rouger, B. Fraysse, O. Depueine, and P. Barone, “McGurk effects in cochlear-implanted deaf subjects,” *Brain Research*, vol. 1188, no. 1, pp. 87–99, 2008.

[36] Z. Nusser, N. Hájo, P. Somogyi, and I. Mody, “Increased number of synaptic GABA(A) receptors underlies potentiation at hippocampal inhibitory synapses,” *Nature*, vol. 395, no. 6698, pp. 172–177, 1998.

[37] E. H. Murphy, “Effects of pattern deprivation on visual cortical cells in the rabbit: a reevaluation,” *Journal of Neurophysiology*, vol. 53, no. 6, pp. 1535–1550, 1985.

[38] G. Turrigiano, “Too many cooks? Intrinsiac and synaptic homeostatic mechanisms in cortical circuit refinement,” *Annual Review of Neuroscience*, vol. 34, pp. 89–103, 2011.
[39] G. G. Turrigiano, “Homeostatic plasticity in neuronal networks: the more things change, the more they stay the same,” Trends in Neurosciences, vol. 22, no. 5, pp. 221–227, 1999.

[40] C. Vale and D. H. Sanes, “The effect of bilateral deafness on excitatory and inhibitory synaptic strength in the inferior colliculus,” European Journal of Neuroscience, vol. 16, no. 12, pp. 2394–2404, 2002.

[41] D. Robertson and D. R. F. Irvine, “Plasticity of frequency organization in auditory cortex of guinea pigs with partial unilateral deafness,” Journal of Comparative Neurology, vol. 282, no. 3, pp. 456–471, 1989.

[42] V. R. Harrison, S. G. Stanton, D. Ibrahim, A. Nagasawa, and R. J. Mount, “Neonatal cochlear hearing loss results in developmental abnormalities of the central auditory pathways,” Acta Oto-Laryngologica, vol. 113, no. 3, pp. 296–302, 1993.

[43] J. H. Kaas, M. M. Merzenich, and H. P. Killackey, “The reorganization of somatosensory cortex following peripheral nerve damage in adult and developing mammals,” Annual Review of Neuroscience, vol. 6, pp. 325–356, 1983.

[44] M. M. Merzenich, J. H. Kaas, J. Wall, R. J. Nelson, M. Sur, and D. Felleman, “Topographic reorganization of somatosensory cortical area 3b and 1 in adult monkeys following restricted deafenentesis,” Neuroscience, vol. 8, no. 1, pp. 33–55, 1983.

[45] M.-H. Canu, N. Treffort, F. Picquet, G. Dubreucq, Y. Guerardel, and M. Palempin, “Concentration of amino acid neurotransmitters in the somatosensory cortex of the rat after surgical or functional deafenentesis,” Experimental Brain Research, vol. 173, no. 4, pp. 623–628, 2006.

[46] H. J. Ralston III, P. T. Ohara, X. W. Meng, J. Wells, and D. D. Ralston, “Transneuronal changes of the inhibitory circuitry in the macaque somatosensory thalamus following lesions of the dorsal column nuclei,” The Journal of Comparative Neurology, vol. 371, no. 2, pp. 325–335, 1996.

[47] M. B. Calford and R. Tweedale, “Immediate and chronic changes in responses of somatosensory cortex in adult flying-fox after digit amputation,” Nature, vol. 332, no. 6163, pp. 446–448, 1988.

[48] V. C. Kotak, S. Fujisawa, F. A. Lee, O. Kartshekeyan, C. Aoki, and D. H. Sanes, “Hearing loss raises excitability in the auditory cortex,” Journal of Neuroscience, vol. 25, no. 15, pp. 3908–3918, 2005.

[49] A. M. Sillito, “The contribution of inhibitory mechanisms to the receptive field properties of neurones in the striate cortex of the cat,” Journal of Physiology, vol. 250, no. 2, pp. 305–329, 1975.

[50] M. Imbert and P. Busseret, “Receptive field characteristics and plastic properties of visual cortical cells in kittens reared with or without visual experience,” Experimental Brain Research, vol. 22, no. 1, pp. 25–36, 1975.

[51] L. A. Venevento, B. W. Bakkum, J. D. Port, and R. S. Cohen, “The effects of dark-rearing on the electrophysiology of the rat visual cortex,” Brain Research, vol. 572, no. 1-2, pp. 198–207, 1992.

[52] L. M. Levy, U. Ziemann, R. Chen, and L. G. Cohen, “Rapid modulation of GABA in sensorimotor cortex induced by acute deafenentesis,” Annals of Neurology, vol. 52, no. 6, pp. 755–761, 2002.

[53] Q. Wang, Q. Hua, S. Wang, B. Xiao, and H. Liao, “The changes of GABA and GABAergic neurons in inferior colliculus of unilateral cochlear damage rats,” Lin Chung Er Bi Yan Hou Tu Jing Wai Ke Za Zhi, vol. 21, no. 7, pp. 321–323, 2007.

[54] J. Hámori, C. Savy, M. Madarász et al., “Morphological alterations in subcortical vibrissal relays following vibrissal follicle destruction at birth in the mouse,” Journal of Comparative Neurology, vol. 254, no. 2, pp. 166–183, 1986.

[55] J. P. Rauschecker, “Compensatory plasticity and sensory substitution in the cerebral cortex,” Trends in Neurosciences, vol. 18, no. 1, pp. 36–43, 1995.

[56] H. Ni, L. Huang, N. Chen et al., “Upregulation of barrel GABAergic neurons is associated with cross-modal plasticity in olfactory deficit,” PLoS One, vol. 5, no. 10, Article ID e13736, 2010.

[57] Q. C. Chen and P. H.-S. Jen, “Bicuculline application affects discharge patterns, rate-intensity functions, and frequency tuning characteristics of bat auditory cortical neurons,” Hearing Research, vol. 150, no. 1-2, pp. 161–174, 2000.

[58] J. Wang, D. Caspary, and R. J. Salvi, “GABA-A antagonist causes dramatic expansion of tuning in primary auditory cortex,” NeuroReport, vol. 11, no. 5, pp. 1137–1140, 2000.

[59] P. H.-S. Jen and J. Zhang, “The role of GABAergic inhibition on direction-dependent sharpening of frequency tuning in bat inferior collicular neurons,” Brain Research, vol. 862, no. 1-2, pp. 127–137, 2000.

[60] M. L. Sutter, C. E. Schreiner, M. McLean, K. N. O’Connor, and W. C. Loftus, “Organization of inhibitory frequency receptive fields in cat primary auditory cortex,” Journal of Neurophysiology, vol. 82, no. 5, pp. 2358–2371, 1999.

[61] M. Wehr and A. M. Zador, “Balanced inhibition underlies tuning and sharpens spike timing in auditory cortex,” Nature, vol. 426, no. 6965, pp. 442–446, 2003.

[62] L. I. Zhang, A. Y. Y. Tan, C. E. Schreiner, and M. M. Merzenich, “Topography and synaptic shaping of direction selectivity in primary auditory cortex,” Nature, vol. 424, no. 6945, pp. 201–205, 2003.

[63] A. Y. Y. Tan, L. I. Zhang, M. M. Merzenich, and C. E. Schreiner, “Tone-evoked excitatory and inhibitory synaptic conductances of primary auditory cortex neurons,” Journal of Neurophysiology, vol. 92, no. 1, pp. 630–643, 2004.

[64] B.-H. Liu, G. K. Wu, R. Arbuckle, H. W. Tao, and L. I. Zhang, “Defining cortical frequency tuning with recurrent excitatory circuitry,” Nature Neuroscience, vol. 10, no. 12, pp. 1594–1600, 2007.

[65] G. K. Wu, R. Arbuckle, B.-H. Liu, H. W. Tao, and L. I. Zhang, “Lateral sharpening of cortical frequency tuning by approximately balanced inhibition,” Neuron, vol. 58, no. 1, pp. 132–143, 2008.

[66] Y. J. Sun, G. K. Wu, B.-H. Liu et al., “Fine-tuning of pre-balanced excitation and inhibition during auditory cortical development,” Nature, vol. 465, no. 7300, pp. 927–931, 2010.

[67] J. S. Isaacs and M. Scanziani, “How inhibition shapes cortical activity,” Neuron, vol. 72, no. 2, pp. 231–243, 2011.

[68] A. L. Dorran, K. Yuan, A. J. Barker, C. E. Schreiner, and R. C. Froemke, “Developmental sensory experience balances cortical excitation and inhibition,” Nature, vol. 465, no. 7300, pp. 932–936, 2010.

[69] A. Falchier, S. Clavagnier, P. Barone, and H. Kennedy, “Anatomical evidence of multimodal integration in primate striate cortex,” Journal of Neuroscience, vol. 22, no. 13, pp. 5749–5759, 2002.

[70] J. K. Bizley, F. R. Nodal, V. M. Bajo, I. Nelken, and A. J. King, “Physiological and anatomical evidence for multisensory interactions in auditory cortex,” Cerebral Cortex, vol. 17, no. 9, pp. 2172–2189, 2007.
[71] A. A. Ghazanfar and C. E. Schroeder, “Is neocortex essentially multisensory?” *Trends in Cognitive Sciences*, vol. 10, no. 6, pp. 278–285, 2006.

[72] M. A. Meredith and B. E. Stein, “Interactions among converging sensory inputs in the superior colliculus,” *Science*, vol. 221, no. 4608, pp. 389–391, 1983.

[73] B. L. Allman, R. E. Bittencourt-Navarrete, L. P. Keniston, A. E. Medina, M. Y. Wang, and M. A. Meredith, “Do cross-modal projections always result in multisensory integration?” *Cerebral Cortex*, vol. 18, no. 9, pp. 2066–2076, 2008.

[74] M. T. Wallace, T. J. Perrault Jr., W. D. Hairston, and B. E. Stein, “Visual experience is necessary for the development of multisensory integration,” *Journal of Neuroscience*, vol. 24, no. 43, pp. 9580–9584, 2004.

[75] L. Yu, B. A. Rowland, J. Xu, and B. E. Stein, “Multisensory plasticity in adulthood: cross-modal experience enhances neuronal excitability and exposes silent inputs,” *Journal of Neurophysiology*, vol. 109, no. 2, pp. 464–474, 2013.

[76] A. N. Clarkson, B. S. Huang, S. E. Maclsaac, I. Mody, and S. T. Carmichael, “Reducing excessive GABA-mediated tonic inhibition promotes functional recovery after stroke,” *Nature*, vol. 468, no. 7321, pp. 305–309, 2010.
