Hydrodynamics of noncircular vortices in beams of light and other two-dimensional fluids
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The motion of noncircular two-dimensional vortices is shown to depend on a form of coupling between vortex ellipticity and the gradient of fluid density. The approach is based on the perspective that an elliptic vortex can be described as the projection of a virtual construct, a circular vortex with a symmetry axis that is tilted with respect to the direction of propagation. The resulting kinetic equation offers insights into how tilt and vortex velocity coevolve in few-body nonequilibrium settings such as vortex pair nucleation and annihilation. The model is developed and applied in association with optical vortices, and optical experiments are used to verify its predictive power. It is valid for quantum fluids and classical hydrodynamics settings as well.

I. INTRODUCTION

The need to predict vortex motion in two-dimensional fluids is ubiquitous in disciplines ranging from weather prediction to quantum information science. There is a straightforward way of doing this for inviscid, incompressible media because vortices move with the underlying fluid. The same is not true for fluids with a potential energy that depends on local density though. Although vortices are still constrained to move within bulk velocity contours, the contours themselves can become highly distorted, allowing vortices to move relative to the background fluid. Similar to the way in which interface and dislocation motion is described [3–5], a kinetic equation for vortices is then needed for both predictive power and physical insight.

In settings for which such barotropic fluids move in a circular path about isolated vortices, a vortex kinetic equation has been derived [4, 5] and successfully applied [6–8]. The equation includes a correction term that accounts for the influence of fluid density gradients on vortex motion. While this is an important advance, most nonequilibrium vortex dynamics exhibit a distinctly elliptical shape that itself evolves as vortices move [9, 10]. This is particularly evident when vortices of opposite rotation are nucleated or annihilated [11, 12]. In general, even accounting for density gradients results in incorrect predictions for the motion of vortices that exhibit ellipticity.

An ideal setting in which to study inviscid vortex dynamics is within coherent beams of light [13]. There, Maxwell’s equations are a formal analogy to a free-space, two-dimensional Schrödinger equation [11] in which the direction of the time-averaged Poynting vector is viewed as a temporal axis for the transverse plane. A Madelung transformation [15] re-casts the bulk dynamics as an Euler equation, allowing the interpretation of light as an inviscid, compressible, two-dimensional fluid. This hydrodynamic interpretation for linear optical propagation has been tested by tracking multiple unit-charge optical vortices as they move in a laser beam. While simple configurations of vortices with the same charge looked promising for a hydrodynamics interpretation [10], configurations of vortices that include opposite charges inevitably lead to vortex deformation and emergent ellipticity, which has not been accounted for in the hydrodynamic model. Notably, this ellipticity is observed in the plane transverse to laser propagation, in contrast to arbitrary ellipticity from rotating the measurement plane.

For isolated vortex pairs of like and unlike charge, ellipticity can be analytically characterized [17–20], along with expressions for vortex trajectories [21, 22], but these do not give physical insight into why vortices move as they do. For such cases in which vortex ellipticity emerges, previously derived kinetic equations that assume canonical vortex shape cannot describe the dynamics [11, 13, 5, 8]. Therefore, it is clear that a hydrodynamic understanding of optical vortex motion must account for vortex ellipticity; what is not clear is how to do so.

In this paper, two-dimensional, elliptical vortices are treated as the projection of a circular vortex associated with an axis of symmetry that is tilted with respect to the propagation direction of the beam. This formalism allows ellipticity to be described in terms of two angles, polar tilt and azimuthal orientation, instead of the orientation and aspect ratio of the actual ellipse. It simplifies both analysis and interpretation and amounts to describing an ellipse as the shadow of tilted disk, as shown in Fig. 1. The resulting vortex kinetic equation can subsequently be used to predict the trajectories of elliptical vortices. Vortex ellipticity is described in terms of polar tilt and azimuthal orientation, and the kinetic equation shows that these angles are coupled to the gradient in fluid density. It applies to any two-dimensional, inviscid fluid including those with non-linear interaction terms that typify quantum fluids.

This theory provides a means of predicting elliptical vortex motion in a laser beam and offers a hydrodynamic interpretation of the dynamics. It is accompanied by methods for generating and measuring various
optical vortex tilts in the laboratory and quantitatively validates the vortex kinetic theory with two experiments which demonstrate how vortex tilt affects its motion: one in which a vortex moves across the shoulder of a Gaussian beam and the other in which two vortices undergo an annihilation event.

II. PARAXIAL/SCHRÖDINGER TILTED VORTICES

A. Theoretical Formulation

Under a paraxial approximation for the monochromatic electromagnetic vector potential, $A(r_x, t) = e_\nu A_0 \psi(r_x) e^{i(kz-\omega t)}$, electrodynamics are governed by a two-dimensional Schrödinger equation [14]:

$$i\partial_z \psi = -\frac{1}{2k} \nabla_\perp^2 \psi + V\psi.$$  \hfill (1)

Here $V$ is an arbitrary linear operator that can even be a nonlinear function of $\psi$, allowing the results which follow to be applied to both nonlinear optics and quantum fluid settings. Two characteristic lengths, which vary with the behavior of a paraxial vortex field. In the case of elliptical vortices, the background field can only be determined if the circular symmetric reference field, the transverse length $w$ with $\ell \equiv 1$, respectively. For instance, a Laguerre-Gaussian beam $\psi = \psi_{bg} \psi_v$, can be written as the product $\psi_v \psi_{bg}$, where $\psi_v$ and $\psi_{bg}$ are the vortex and background field, respectively. For instance, a Laguerre-Gaussian beam with $\ell = 1, p = 0$, beam waist $w_0$, and characteristic transverse length $w_0/\sqrt{2}$ has a Gaussian background field and a vortex with circular symmetry

$$\psi_{bg}(x, y, 0) = \frac{1}{\sqrt{\pi}} e^{-(x^2+y^2)/2}, \quad \psi_v = x + iy.$$  \hfill (4)

Both here and in general, an accurate vortex description makes it possible to distill out the locally singular behavior of a paraxial vortex field. In the case of elliptical vortices, the background field can only be determined if the form of $\psi_v$ includes its ellipticity.

In the following, we develop a formalism for quantifying the vortex ellipticity by visualizing the two-dimensional ellipse as a projection of a virtual construct, a circular vortex with an axis of symmetry described by tilt angles $\xi$ and $\theta$ as shown in Fig. [1]. With this formalism, vortex ellipticity can be determined without knowing $\psi_{bg}$; instead, the background amplitude will be calculated once the angles of the vortex are known. The task of quantifying such tilt angles for an elliptical vortex within an arbitrary paraxial field is taken up first.

It simplifies the ensuing analysis to treat the complex paraxial field $\psi = \psi_R + i\psi_I$ as a two-dimensional vector field $\vec{u}(\vec{r}, z)$ mapped onto the transverse plane, where $\vec{r}$ is the transverse position vector. For instance, the field of a circular linear-core vortex at the origin, $\psi_{circ} = x + iy$, can be represented as $\vec{u}_{circ}(\vec{r}) = \vec{r}$. This allows us to describe vortex dynamics in terms of the locally homogeneous deformations of a vector-valued continuum. The paraxial equation is now

$$\sigma_0 \partial_z \vec{u} = -\frac{1}{2} \nabla_\perp^2 \vec{u} + V\vec{u},$$  \hfill (5)

where a Pauli-like operator $\sigma_0$ is the natural counterpart to $i$:

$$[\sigma_0] = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  \hfill (6)

To produce an isolated elliptical vortex in this setting, the circular symmetric reference field $\vec{u}_{circ}(\vec{r})$ is deformed using a homogeneous, in-plane deformation $\vec{F}_v$ to give the new vector field,

$$\vec{u}_v(\vec{r}) := \vec{u}_{circ}(\vec{F}_v^{-1}\vec{r}) \equiv \vec{F}_v^{-1} \vec{u}_{circ}(\vec{r}) \equiv \vec{F}_v^{-1}\vec{r}.$$  \hfill (7)

With circular vortices viewed as the reference configuration of a two-dimensional (2D) continuum, elliptical vortices are obtained through a homogeneous deformation by $\vec{F}_v^{-1}$. The vector field $\vec{u}_v$ can thus be more compactly visualized as a deformed continuum instead of assigning a distinct vector to each position.

The polar decomposition theorem allows such 2D deformations to be decomposed into axial stretches or compositions along with a rigid rotation. In particular, $\vec{F}_v = \vec{R}_v \vec{U}_v$, where $\vec{U}_v$ is a symmetric deformation (axial stretch or compression) and $\vec{R}_v$ is a rigid rotation. This is equivalent to $\vec{F}_v = \vec{V}_v \vec{R}_v$, where now the same rotation is applied first and is followed by a different symmetric deformation $\vec{V}_v$ that can be written as $\vec{V}_v = \vec{R}_v \vec{U}_v \vec{R}_v^{-1}$. In our consideration of vortices, it is sufficient to consider a single uniaxial stretch, allowing deformations to be completely described by two angles in the eigenbasis of $\vec{U}_v$:

$$[\vec{U}_v] = \begin{pmatrix} 1 & 0 \\ 0 & \sec \theta \end{pmatrix}, \quad [\vec{R}_v] = \begin{pmatrix} \cos \xi & -\sin \xi \\ \sin \xi & \cos \xi \end{pmatrix}.$$  \hfill (8)

The total vortex deformation, $\vec{F}_v$, is then represented by the matrix

$$[\vec{F}_v] = [\vec{R}_v][\vec{U}_v] = \begin{pmatrix} \cos \xi & -\sin \xi \sec \theta \\ \sin \xi & \cos \xi \sec \theta \end{pmatrix}.$$  \hfill (9)

A useful way to visualize a vortex deformed according to Eq. (9) is to view $\xi$ and $\theta$ as describing the orientation.
and evaluate the result at the vortex center. Since arbitrary paraxial field. Take the gradient of understanding and control of vortex dynamics. This is shown in Fig. 1 where a primed coordinate system is introduced with the symmetry axis of the construct as \(z'\). Projection onto the transverse plane is carried out along this axis. The primed frame is obtained by rotating the original coordinate frame by \(\xi\) about the \(z\) axis followed by a rotation of the frame by \(\theta\) about the new \(x\) axis. The Euler matrix associated with these two rotations is

\[
[R_{3D}] = \begin{pmatrix}
\cos \xi & \cos \theta \sin \xi & \sin \xi \\
\sin \xi & \cos \theta \cos \xi & \cos \xi \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{pmatrix}.
\]  

A comparison of Eqs. (9) and (10) shows that the inverse transpose of planar deformation \(F^{-T}\) is just the \((x, y)\) projection of a three-dimensional rotation \(R_{3D}\). A vortex in the primed plane has an elliptical projection in the original transverse plane, and vortices are completely characterized by their in-plane position and two angles of orientation \(\{r_{1\perp}, R_{3D}\}\). This virtual tilted vortex perspective simplifies analyses and offers intuition into the understanding and control of vortex dynamics.

The continuum analysis of tilted vortices can be extended to quantify vortex orientation associated with an arbitrary paraxial field. Take the gradient of \(\psi = \psi_{bg} \psi_{v}\) and evaluate the result at the vortex center. Since \(\psi_v = 0\) there, this gives \(\nabla_{\perp} \psi = \rho_{bg} \Phi_{bg}^T \nabla_{\perp} \bar{u}_v\), which is equivalent to

\[
\nabla_{\perp} \bar{u} = \rho_{bg} \Phi_{bg}^T \nabla_{\perp} \psi_v.
\]  

Here the background field is expressed in terms of its amplitude and phase, \(\psi_{bg} = \rho_{bg} e^{i \phi_{bg}}\), and the operator \(\Phi_{bg}\) generates vector rotations by \(\phi_{bg}\),

\[
[\Phi_{bg}] = \begin{pmatrix}
\cos \phi_{bg} & \sin \phi_{bg} \\
-\sin \phi_{bg} & \cos \phi_{bg}
\end{pmatrix}.
\]  

As can be seen from Eq. (7), the gradient field, \(\nabla_{\perp} \bar{u}_v\) is just the inverse deformation gradient, \(F^{-1}\). Similarly,

\[
F^{-1} := \nabla_{\perp} \bar{u}\text{ is the inverse deformation gradient of the total paraxial field. With the former evaluated at the vortex center, we can write}
\]

\[
F = \frac{1}{\rho_{bg}} \Phi_{bg} \Phi_{bg}^T.
\]  

In principle, it would be possible to use Eq. (13) to find both \(\xi\) and \(\theta\), but this would be a difficult undertaking since the background amplitude and phase are obtained by removing a vortex with the very tilt angles sought. A different strategy is therefore taken. Recalling the polar decomposition \(F = VR\), with \(V^2 = FF^T\), the analogous symmetric deformation for the vortex field is \(V_{v}^2 = F_F F_F^T\). Performing the calculation of \(FF^T\) using Eq. (13) and noting that both \(R_v\) and \(\Phi_{bg}\) are unitary yields

\[
V^2 = \rho_{bg}^2 V_{v}^2.
\]  

The orientation of an arbitrary paraxial vortex can therefore be described in terms of the orientation of a circular linear-core vortex along with the local background amplitude. While it was convenient to describe vortex stretching in terms of \(U_v\), there is an immediate benefit in calculating \(V^2\) due to its independence from the background phase.

The eigenvalues of \(V^2\) are \(\rho_{bg}^2\) and \(\rho_{bg}^2 \sec^2 \theta\) and the associated eigenvectors are \(\{\cot \xi, 1\}\) and \(\{-\tan \xi, 1\}\). The ratio of the eigenvalues and the eigenvectors is then only in terms of the unknown tilt angles, removing the need for the background amplitude to be known. However, the eigensystem of the left-hand side is completely determined by the paraxial field \(\psi\): One can calculate \(V^2\) from the total paraxial field by using the relationships between \(V^2, F\) and \(\nabla_{\perp} \psi\). As in Appendix C, denote the known eigenvectors of \(V^2\) as \(\nu_j\) with eigenvalues \(\lambda_j\), \(j = 1, 2\). Then the azimuthal rotation \(\xi\) and polar dip \(\theta\) are given by

\[
\theta = \cos^{-1} \left( \pm \sqrt{\frac{\lambda_1}{\lambda_2}} \right), \quad \xi = \cot^{-1} \left( \frac{\nu_{1x}}{\nu_{1y}} \right) + n\pi,
\]  

where \(\lambda_1 < \lambda_2\) and \(n \in \mathbb{Z}\). The signs can be determined from the sign of the components of Eq. (13).

We have found that the paraxial field local to any vortex can be used to quantify its orientation. To summarize the process, it is possible to find the tilt of the circular construct to describe vortex ellipticity by: (i) using derivatives of the total paraxial field to construct \(V^2\) (see Appendix C), (ii) finding the eigenvalues and eigenvectors of \(V^2\), and (iii) using Eq. (15) to solve for \(\xi\) and \(\theta\). After the tilt of the circular-vortex construct is obtained, the background field can be obtained via \(\psi_{bg} = \psi/\psi_v\), which will later be used in Sec. III.

We now turn to realizing and measuring such vortices in a laboratory setting.
B. Experimental Generation of Tilted Optical Vortices

A laser beam is an optimal 2+1D medium in which vortices with a specified tilt can be embedded. In our experiments, laser light is transmitted through a spatial light modulator (SLM) that displays a hologram. The first diffracted order is collected through a 4f imaging system with an aperture, and a translation stage controls the propagation distance before the beam is measured by a CCD camera. The complete experimental set up is shown in Fig. 2(a).

As an example, the field of a single tilted vortex placed at location \( r_0 \) within a host Gaussian beam is given by

\[
\psi_0(x, y) = \psi_{bg}(x, y, 0) U_0 (\hat{r} - \hat{r}_0),
\]

where \( \psi_{bg}(x, y) \) is the same as in Eq. (1). Utilizing the relationship \( U_0 (\hat{r} - \hat{r}_0) = F_+ (\hat{r} - \hat{r}_0) \), the full field of a tilted vortex in a Gaussian beam at \( z = 0 \) is given by

\[
\psi(x, y) = \sqrt{\frac{1}{\pi}} \left\{ [(x - x_0) + i(y - y_0) \cos \theta] \cos \xi + [(y - y_0) - i(x - x_0) \cos \theta] \sin \xi \right\} e^{-(x^2 + y^2)/2},
\]

where \((x_0, y_0)\) is the nondimensional position of the vortex and the characteristic transverse length is \( w_0/\sqrt{2} \). A dimensional expression is used for the experiment (see Appendix B). The field is superimposed with a tilted plane wave to create a hologram which will shape the beam at \( z = 0 \). Example holograms demonstrating the control of vortex tilt are shown in Figs. 2(b)-(e).

To confirm the fidelity of our tilted vortices, the stage is moved to the imaging plane where both the amplitude and phase are measured with collinear phase-shifting digital holography [23]. In addition to the holograms shown in in Fig. 2 the phase measurement of each vortex requires four additional holograms with a phase stepped reference mode (see Appendix B).

Experimental measurements of the field amplitude and phase at the imaging plane are shown in Fig. 2(f)-(m). The measured tilt angles show excellent agreement with the programmed tilt angles. The measured mode size is smaller and the vortex is closer to the edge of the beam than in the hologram because the output of the hologram is the product of the Gaussian within the hologram and the incident Gaussian beam. The result is a smaller generated host Gaussian and a larger apparent vortex offset for the measured mode, but vortex tilt and offset from center are unaffected.

We have shown that tilted vortices can successfully be generated and measured in laser beams. The next step is to consider the evolution of such vortices with propagation and develop a complementary characterization of vortex velocity.

III. VORTEX KINETIC EQUATION THAT INCLUDES TILT

Consider a general paraxial vector field \( \vec{u}(x, y, z) \) that contains a single moving vortex with position described by \( \hat{r}_v(z) \). The vortex is restricted to have unit charge. Define the vortex velocity by \( \vec{v} = \partial_t \hat{r}_v \). At the vortex center, \( \vec{v} = \vec{0} \). Because the value of the paraxial field at the vortex location is always equal to zero, and therefore a constant, it is guaranteed that \( \partial_t \vec{u} = 0 \) for all \( z \). The total derivative of \( \vec{u} \) with respect to \( z \) can also be expressed as

\[
\partial_z \vec{u} = \partial_x \vec{u} \partial_x + \partial_y \vec{u} \partial_y + \partial_{z} \vec{u} = \nabla \perp \vec{u} \partial_z \vec{r}_v + \partial_z \vec{u}.
\]

Using the relationships just mentioned, the total derivative is

\[
\partial_z \vec{u} = \mathbf{F}^{-1} \vec{v} + \partial_z \vec{u} = \vec{0},
\]

with the transverse position evaluated at \( \vec{r}_v(z) \) for all fields and where \( \mathbf{F}^{-1} \equiv \nabla \perp \vec{u} \). This implies that the vortex velocity is

\[
\vec{v} = -\mathbf{F} \partial_z \vec{u}.
\]

We rewrite this using Eqs. (5) and (13) to obtain

\[
\vec{v} = \frac{1}{2 \rho_{bg}} \mathbf{F} F_{\Phi \Phi} \phi_{0}^{-1} \nabla \perp \vec{u}.
\]

Because this is evaluated at the vortex center, the potential term \( \nabla \perp \vec{u} \) drops out. Such terms can affect the vortex
dynamics of course, but only through their influence on the background field.

This expression for vortex velocity can be simplified by noting that a vortex located at \( \mathbf{r}_v \) is described by \( \mathbf{v}_0 = \mathbf{F}_v^{-1}(\mathbf{r} - \mathbf{r}_v) \) so \( \mathbf{v}_0 = \rho_{bg} \Phi_{bg}^T \mathbf{F}_v^{-1}(\mathbf{r} - \mathbf{r}_v) \). The Laplacian term of Eq. \((20)\), evaluated at the vortex center, can therefore be written as

\[
\nabla^2 \mathbf{v} = 2\nabla \cdot (\rho_{bg} \Phi_{bg}^T \mathbf{F}_v^{-1}).
\]

(21)

Substitution of this result into Eq. \((20)\), as well as a laborious reduction, gives

\[
\mathbf{v} = \nabla \varphi_{bg} - \frac{\mathbf{V}^2}{J_v} \sigma_0 \nabla \ln \rho_{bg},
\]

(22)

where \( J_v = \text{Det}(\mathbf{F}_v) \).

For incompressible materials, this equation is consistent with a hydrodynamic interpretation of the paraxial equation \([13]\), i.e., it is just the phase gradient, implying that vortices move with the underlying fluid. However, light exhibits compressibility, so vortex motion is also influenced by local gradients in fluid density, the square of the paraxial field magnitude. In the absence of tilt, the equation above reduces to a form previously obtained in the context of the Gross-Pitaevskii equation for quantum fluids \([4,8]\) in which such density gradients are accounted for.

Equation \((22)\) goes a step further though, revealing the coupling between the vortex tilt and local gradients in the hydrodynamic density. This coupling is strongest when the local density gradient points in the direction of the eigenvector of \( \mathbf{V}^2 \) with unity eigenvalue. Tilt decreases the vortex speed in this direction by a factor of \( \cos \theta \) while increasing the speed in the direction of tilt by a factor of \( \sec \theta \). This implies that, as tilt approaches \( 90^\circ \), the vortex speed in the direction of tilt will approach infinity, provided the untilted velocity is finite in this direction, while that in an orthogonal direction approaches zero.

In contrast, there is no such coupling between the vortex phase gradient and its tilt. Returning to the hydrodynamic perspective, phase gradients are the fluid velocity that may sweep vortices along like a keeled boat drifting downriver without regard for its heading. An amplitude gradient, though, corresponds to a fluid pressure differential, which causes a vortex to move relative to the underlying fluid. Now the orientation of the keel is relevant as the relative motion between the vessel and fluid could cause the boat to cut a path that is not necessarily in the direction of lower pressure.

The combination of Eqs. \((15)\) and \((22)\) comprises a coupled system that can be solved to predict the evolution of vortex position and tilt. Significantly, they hold for both linear and nonlinear optical media. If axial location \( z \) is replaced by time \( t \) the system can be applied directly to predict the dynamics of vortices in quantum fluids within the Gross-Pitaevskii ansatz \([24]\).

We next turn to linear optical experiments to verify the predictive power of this model by looking carefully at two specific test cases.

IV. DYNAMICS AND TILT EVOLUTION IN TWO CASES

A. Case 1: Single Off-Center Tilted Vortex in a Gaussian Beam

In the absence of any tilt, a vortex placed on the side of a Gaussian beam will initially move perpendicular to its radial line \([16]\), but the full trajectory has not been identified and the influence of tilt is yet to be elucidated. Towards this end, consider the initial state of a paraxial field constructed as the product of a vortex, placed on the x axis at \( x_0 \) with initial tilt \( \{\xi, \theta\} \), and a Gaussian beam of waist \( w_0 \) and wave number \( k \). Position is nondimensionalized with \( w_0/\sqrt{2} \) (inplane) and Rayleigh length \( (\text{propagation axis}). A convolution with the paraxial Green’s function \([25]\) is used to derive the field as a function of position along the \( z \) axis where

\[
\psi(x, y, z) = \left[ \cos \xi (x - x_0 + i x_0 z - i y \cos \theta_0) + ... \right.
\]

\[
- y \sin \xi + i x \cos \theta_0 \sin \xi_0 + x_0 (-i + z) \cos \theta_1 \sin \xi_1 \right]
\]

\[
\times \frac{1}{(x-i+z)^2} \sqrt{\pi} \frac{2}{i} e^{i(x^2+y^2)/(2(x+i+z))}.
\]

(23)

The coupled Eq. \((15)\) and \((22)\) can then be solved to find two key results. The first is that vortex tilt does not evolve from its initial value, as confirmed by calculating both \( \xi \) and \( \theta \) as a function of \( z \). Second, the vortex position is given by:

\[
x_v = x_0 - x_0 z \cos \xi_1 \sin \theta_1 \sin \xi_0, \sin \xi_1, \tan \theta_1 \frac{y_v = x_0 \cos \theta_1 \left( \cos^2 \xi_1 \sec^2 \theta_1 + \sin^2 \xi_1 \right)}{24}
\]

Here Eq. \((22)\) has been integrated to construct this vortex trajectory. The result is consistent with the trajectory calculated from intersections of real and imaginary zeros of the propagated mode, confirming the validity of Eq. \((15)\) in this optical setting.

Surprisingly, we see from Eq. \((24)\) that the calculated vortex velocity with propagation is a constant for this single-vortex case. The background field can be determined by using the vortex position from Eq. \((24)\), with \( \xi \) and \( \theta \) calculated as described in Sec. \([11,12]\) and dividing out the total elliptical vortex from the paraxial field of Eq. \((23)\). Figure \(5\) shows a visual depiction of the evolving optical mode and vortex trajectory for a vortex with tilt angles \( \xi_1 = 80^\circ \) and \( \theta_1 = 60^\circ \), where the velocity is clearly seen to be driven by the phase and tilt plus amplitude gradient terms in Eq. \((22)\). Although the vortex velocity remains constant, the evolution of the background field changes the relative strength of the background phase and amplitude gradients such that changes in both the \( x \) and \( y \) components perfectly balance throughout the entire beam propagation, resulting in a constant total velocity. We find that this surprising constant velocity results from the equally-surprising vortex decomposition of the propagating field: The background field is a simple diverging Gaussian and changes in the amplitude and phase gradients exactly cancel.
The impact that vortex tilt has on vortex motion for an off-center vortex in a Gaussian beam is quantified in Fig. 4. The predicted velocities for 13 sets of tilt angles are shown with small circles. In the figure, polar angles are limited to $\theta_i \in [0,90]^\circ$ because greater values would correspond to a vortex of opposite charge. Negatively charged vortices move in the direction opposite to their positive counterparts. Interestingly, the vortex velocity is an even function of azimuth angle $\xi_i$ despite the initial vortex position being offset from the beam center. Also note that the vortex velocity can never be brought to zero via tilt. These results can be compared directly with experimental measurements using the apparatus and holograms summarized in Fig. 2.

Thirteen experiments were carried out in which a vortex was initially offset by the same $x_0 = 0.8$ mm from the center of a $w_0 = 1.1$ mm Gaussian laser beam for various tilts. To measure the trajectory of a given vortex, mode measurements were made as the translation stage in Fig. 2 was stepped back. The vortices were located by computationally identifying intersections of the real and imaginary zeros of the experimental field [26]. Measurements of a Laguerre Gaussian beam as in Eq. (4) were also made at each propagation step to remove any extraneous motion due to beam drift.

Figure 5 shows an example of a measured vortex trajectory for a tilted vortex with $\xi = 22.5^\circ$ and $\theta = 50^\circ$. Dashed lines show the analytical prediction from Eq. (24); the match with data is striking without any fitting parameters. The error bars show one standard deviation across five measurements for each position. Linear fits (not shown) weighted by the unique uncertainties [27].
FIG. 5. Experimentally measured and analytically predicted vortex trajectory with \(\xi = 22.5^\circ\) and \(\theta = 50^\circ\). The experimentally measured vortex position as a function of propagation is shown for both the \(x\) [in red (light gray)] and \(y\) [in blue (black)] directions. Error bars represent one standard deviation of five independent measurements. The dashed lines are the analytical predictions from Eq. (24). Fitted slopes (not shown) calculated using the propagated uncertainties for both the \(x\) and \(y\) motions are well aligned with the analytical prediction and are used to create a single data ellipse in Fig. 4.

are calculated for each trajectory, resulting in \(x\) and \(y\) component velocity and uncertainty measurements.

Figure 4 also shows the resulting comparison of predictions with experimental velocity measurements based on linear fits of the measured vortex position. The crosshairs show the experimentally measured velocities and the elliptical regions bound the experimental uncertainty measurements. With the exception of the untilted vortex case, all of the predicted velocities fall within the uncertainties of the measurements. The trajectories along the \(v_x = 0\) axis with \(\xi_i = 0^\circ\) or \(90^\circ\) have the largest deviations from the predicted values, but even in these data sets the measured trajectories match well with the analytical predictions. The discrepancies are attributed to the lack of programmed tilt in the \(\xi_i\) angle, allowing for any extraneous sources of vortex tilt from pixelation or overlapping stray light to steer the trajectory of the vortex.

Vortex tilt was measured by fitting the phase data described in Fig. 2. The average of five measurements at each \(z\)-step confirm that the vortex tilt does remain constant with propagation, as predicted.

B. Case 2: Vortex Pair in a Gaussian Beam

A two-vortex Gaussian beam provides a strong test of the hydrodynamic interpretation of vortex motion: According to Eq. (22), each vortex should move according to its tilt and the field gradients of both the background Gaussian and the other vortex. This is in contrast with the simpler case of two-vortex motion in an incompressible fluid such as superfluid helium, in which the background amplitude gradients can be neglected because the vortex core size is much smaller than the typical vortex separation. This is why optical vortex pairs move differently from the familiar Magnus effect for vortex pairs in an incompressible fluid: Instead of same-charge pairs circling each other and opposite-charge pairs propelling each other forward, same-charge optical vortices move as if each were a single vortex within a Gaussian beam, moving with straight line trajectories [16, 21] and opposite-charge pairs move at twice the Magnus-predicted speed before heading towards each other and recombining [21], although opposite-charge vortex pair dynamics in laser light have not been experimentally observed.

Consider the scenario where a Gaussian beam contains vortex 1 on the left, located at \((-x_0, 0)\) and vortex 2 on the right, located at \((+x_0, 0)\) at \(z = 0\), with charge restricted to \(|\ell| = 1\). If these vortices are initially untilted, the velocity of the right vortex as calculated from Eq. (22) can be written as:

\[
\vec{v}_{2,z=0,\text{untilded}} = \frac{\lambda}{2\pi} \left( \frac{\ell_1}{2x_0} - \frac{\ell_2}{2x_0} + \frac{2\ell_2x_0}{w_0^2} \right) \hat{y},
\]

where \(\ell_1\) and \(\ell_2\) describe the topological charge associated with the orientation of the each vortex: \(\theta_v = 0^\circ \rightarrow \ell_v = 1\) and \(\theta_v = 180^\circ \rightarrow \ell_v = -1\). The three terms within the parentheses of Eq. (25) describe the phase gradient from vortex 1, the amplitude gradient of vortex 1 (with sign determined by the charge of vortex 2), and the amplitude gradient of the Gaussian beam, respectively. This is visually summarized in Fig. 6.

For the initially circular, like-charge vortex pair, pairwise cancellation of field components implies that each vortex moves in the beam as if the other vortex is not there, vortex 1 moving in along a straight downward line while vortex 2 moves straight upward just as would be expected in the single-vortex case and as is the case for two
idealized point vortices in an incompressible fluid [28].
This may be why previous authors concluded that like-charge linear core optical vortices exhibit no effective interaction [29]. However, for an initially circular pair with opposite charges, the field gradients exactly add so that each vortex initially moves with twice the Magnus-predicted velocity. This characterization of the initial vortex motion from a hydrodynamic interpretation, including the effect of amplitude gradients and tilt as identified in Eq. (22), explains a significant difference between two-vortex motion in incompressible fluids and optics.

To verify the model beyond initial conditions, the trajectories and tilt evolution are analyzed next for the unlike charge pair.

1. Illustration of Tilted Vortex Evolution and Hydrodynamics

Consider the nucleation and subsequent annihilation of an oppositely-charged vortex pair. We initialize the system such that at the midpoint $z = 0$ the vortices are untilted with charges of $\pm 1$ and are symmetrically separated by $2x_0$ on a Gaussian beam for consistency with the same $z = 0$ field of previous studies [21]. The evolving paraxial field can be obtained via convolution with the paraxial Green’s function. The dynamics are consistent with the result for $z > 0$ previously obtained using Hankel transforms [21].

The solution form is particularly simple when considered in the limit of an arbitrarily large beam waist. This leaves only two characteristic lengths, the separation between the vortices $2x_0$ and the wavelength of the light. Position can then be nondimensionalized using $2x_0$ (in plane) and $2kx_0^2$ (propagation axis). The resulting paraxial field, in the limit of a large beam waist wherein the background field becomes uniform, is given by

$$\psi_v(x, y, z) = -\frac{1}{4} + x^2 + y^2 + i(y + 2z)$$ (26)

The coupled equations (15) and (22) can then be solved to find, for instance, that for $z \geq 0$ the evolving vortex tilt of the right vortex is given by

$$\xi(z) = \tan^{-1} \frac{-1 - 4z}{\sqrt{1 - 16z^2}}$$

$$\theta(z) = \cos^{-1} \sqrt{-1 + \frac{2}{1 + 4z}}$$ (27)

shown in Fig. 7 with an associated trajectory described by

$$x_v = \frac{1}{2} \sqrt{1 - 16z^2}, \quad y_v = -2z.$$ (28)

The vortex pair nucleates at $z = -\frac{1}{4}$, annihilates at $z = +\frac{1}{4}$, and traces out a circular trajectory in the $(x, y)$ plane.

Knowledge of the evolving orientation allows the background field to be determined via $\psi_{bg} = \psi/\psi_v$, which can be used to compute the vortex trajectory using Eq. (22). The result is equal to the axial derivative of Eq. (25). The combination of position and tilt is used to produce Fig. 8. When phase gradients within a field get sufficiently steep, a vortex pair can nucleate. In particular, when the phase gradient reaches the $\pi$ threshold, two vortices that happen to have the same tilt nucleate [30], as can be seen in the top left of Fig. 8. The tilts then evolve in opposite directions such that the vortices are of opposite tilt at the mid-point in their life-cycle. They subsequently become re-aligned so that they are once again parallel when annihilation occurs. At both nucleation and annihilation, the polar tilt is $90^\circ$, and the eigenvalue analysis implies that the axial speed must be zero while the lateral speed is infinite. This is consistent with the trajectories plotted.

The results of Eqs. (26) and (27) are the limiting case of an infinite beam waist, but the characteristics of the two-vortex tilt evolution discussed above are also relevant to experiments with finite beams if the initial vortex separation is small compared to the beam waist. A finite beam contributes amplitude and phase gradients that affect the vortex motion, just as in the single-vortex case. Therefore, in our quantitative comparison with experiments below, we include the beam in the Fresnel integration solution of paraxial propagation. The solution is consistent with past work [21].

2. Experimental Vortex Trajectory and Tilt Evolution

To generate two vortices in a laser beam, a hologram is again created by summing a tilted plane wave with the $z = 0$ field with vortex field and background field
The experimentally measured tilts are directly compared to the predicted values in Fig. 10. As the vortices evolve with propagation, it is clear that the vortex tilt not only is increasing until the annihilation point at which the orientations become equal, but closely follows the prediction, marked by the solid lines in the figure. The experimental measurements of both tilt angles are notably noisier near \( z = 0 \), which we attribute not to lower-quality acquired data, but to lower sensitivity on both \( \theta \) and \( \xi \) as \( \theta \) approaches 0 or 180°. For \( \xi \), the orientation of the ellipse axes loses meaning for a circle, and for \( \theta \), the change in ellipticity for a small change in \( \theta \) is greatest near \( \theta = 90° \) and approaches zero for \( \theta \) approaching 0 or 180°. This reduced sensitivity of tilt measurements

\[
\psi_v(x, y, z) = \left[ (x - \frac{1}{2}) + iy \right] \left[ (x + \frac{1}{2}) - iy \right]
\]

\[
\psi_{bg}(x, y, z) = e^{-(x^2+y^2)/\sigma^2}
\]

components given by

As usual, all lengths are nondimensionalized using the separation between vortices. A dimensional version of this is used to get the setup and vortex tracking process are almost identical to those in the single vortex in Sec. IV A (see Appendix A).

Measurements of the tracked vortices, plotted in Fig. 9 show the vortex annihilation dynamics. Three representations of the data are shown, each with error bars denoting one standard deviation across five measurements. We observe the anticipated nearly half circular \( x-y \) trajectory as well as the expected vortex annihilation event at \( z \approx 910 \) mm. Measurements following the annihilation show no reappearance of the vortices (see Fig. 13 in Appendix C). Using a weighted linear fit [27] on the combined data for \( y \) positions of each vortex, the measured \( y \) velocity is \( v_{y,\text{meas}} = -0.364 \pm 0.009 \) mm/m as compared to the predicted \( v_{y,\text{model}} = -0.314 \) mm/m. The slight disagreement can be attributed to systematic error from experimental sources such as beam collimation and roundness, and pixelation, pixel phase error, and finite bit depth on the SLM.

Turning attention to tilt, the evolution can be quantitatively measured from the experimental data by using the formalism developed in Sec. II A (see Appendix C). The experimentally measured tilts are directly compared with the analytical predictions in Fig. 10. As the vortices evolve with propagation, it is clear that the vortex tilt not only is increasing until the annihilation point at which the orientations become equal, but closely follows the prediction, marked by the solid lines in the figure.
for near-circular vortices was confirmed with synthetic data. With this in mind, we note that the fit between experiment and theory for tilt angles $\theta = 90^\circ \pm 60^\circ$ is excellent.

3. Confirming Tilt-Affected Vortex Hydrodynamics

With the position and tilt evolution of a two-vortex system now well-established, we compare the results to the vortex kinematics of Eq. (22) and alternative hydrodynamic approaches. For each approach, we calculate the velocity from the background fields at various $z$ steps according to Table I. In the incompressible fluid case, the vortex velocity is governed purely by the background phase gradients, wherein the vortices are expected to propel each other forward along straight lines. In the compressible fluid case, vortex motion is determined by not only the phase gradients, but also the background amplitude gradients present. For these incompressible and compressible cases, the background field is found by taking the expression for the paraxial field, Eq. (26), and dividing out a circular vortex. In the final compressible plus tilt case, not only do background phase and amplitude gradients contribute to vortex motion, but the orientation of the vortex contributes to its motion, as it is a feature of the vortex itself. In order to find the background field for this case, the tilted vortex, described by Eqs. (27) and (28), is divided out from the expression for the paraxial field.

We compare each of these models to the known trajectory of one of the vortices in an opposite-charge pair, which follows a quarter-circle arc to recombination in the limit of an infinite beam waist (blue solid curve in Fig. 11). The incompressible fluid prediction, [black (vertical) arrows in Fig. 11], is clearly inadequate because it lacks the necessary transverse velocity component. Accounting for compressibility by including the background amplitude gradient, but not tilt [green (light gray) arrows in Fig. 11], is a significant correction near $z = 0$ where the vortices are mostly untilted, but it clearly breaks down near recombination where vortices are most tilted. Only if both the phase and amplitude gradients are included in addition to the evolving tilt of the vortex [red tangent arrows in Fig. 11 from Eq. (22)] do the velocity vectors fall tangent to the established trajectory. Clearly, vortex tilt plays an essential role in vortex motion incompressible hydrodynamics.

| Fluid model               | Velocity equation                                      |
|---------------------------|-------------------------------------------------------|
| incompressible            | $\vec{v} = \nabla \varphi_{bg}$                      |
| compressible              | $\vec{v} = \nabla \varphi_{bg} - \kappa \times \nabla \ln \rho_{bg}$ |
| compressible plus tilt    | $\vec{v} = \nabla \varphi_{bg} - (V_z^2 / J_z) \sigma_0 \nabla \ln \rho_{bg}$ |

TABLE I. Nondimensional models used to calculate velocities for Fig. 11 [8, 28]. In the compressible fluid velocity equation, $\kappa$ is a unit vector in the direction of the vortex circulation vector for a circular vortex. For example, for a vortex of positive (negative) charge, $\kappa = +\hat{z} (\kappa = -\hat{z})$.  

V. CONCLUSIONS

We have presented and experimentally verified a theory for predicting and understanding the dynamics of vortices in 2D fluids. Elliptic vortices are viewed as the projections of a construct, a circular vortex with an axis of symmetry that is tilted with respect to the propagation direction of the laser. This results in a more intuitive way of predicting and visualizing vortex-vortex dynamics. It is the coupling between this tilt and gradients in the background fluid density that was found to be essential in predicting vortex motion with a kinetic equation [Eq. (22)]. The coupling is not relevant for incompressible fluids that form the basis for much of our intuition, and it is not observed in compressible fluids for the many scenarios in which vortices are essentially rectilinear. However, it must be taken into account whenever vortex symmetry is lost, as is the case whenever vortices of opposite charge interact. In those settings, vortices exhibit the character of surfers since their orientation influences subsequent motion.

In the context of optical beams, it has long been known that both amplitude and phase gradients contribute to
the motion of vortices [16], but a full hydrodynamic model for such systems had not yet been identified because the gradients alone are not sufficient. The inclusion of tilt in vortex kinematics is the key that unlocks a hydrodynamic interpretation of vortex motion in optical laser beams, even for purely linear systems in which the vortex amplitude cores are always overlapping.

The coupling between tilt and background amplitude gradient has important implications for understanding and controlling the motion of vortices in other systems. While we derived the kinematics of tilted vortices in the context of propagating paraxial light, the results are equally valid for nonlinear 2D settings as well, including quantum fluids such as superfluid helium, atomic Bose-Einstein condensates, and nonlinear optical media.
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Appendix A: Equipment Details

The single-vortex and two-vortex experiments were each measured in independent setups. A diode laser, \( \lambda = 532 \text{ nm} \), was used for the single-vortex experiments. For the two-vortex experiments, a \( \lambda = 633 \text{ nm} \) HeNe laser was used along with a longer stage. Both experiments use an Epson 83H projector LCD panel with panel dimensions of 9.52 \( \times \) 12.70 mm\(^2\) and pixel pitch of 12.4 \( \mu \text{m} \). A Wincam LCM CCD was chosen because it is windowless, eliminating fringing from coverglass, and has a 2048 \( \times \) 2048 resolution with pixel pitch of 5.5 \( \mu \text{m} \).

Appendix B: Phase-Shifting Digital Holography

A hologram \( \mathcal{H} \) to create a specific field is computer generated by summing a tilted plane wave and that field

\[ \mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1 \]
such that
\[ H(x, y) = \frac{1}{2} e^{i\pi(\cos \alpha x + \sin \alpha y)/L} \]
\[ + A\psi_{\text{field}}(x, y) + B\psi_{\text{ref}}(x, y, \phi_R), \] (B1)

where \( L \) sets the grating spacing and \( \alpha \) determines the angular orientation of the grating. In addition, \( \psi_{\text{field}} \) is the field that is intended to be measured and \( \psi_{\text{ref}} \) is an additional reference beam, only used when measuring the phase. Further, \( A \) and \( B \) are relative weights of the generated field and reference beams. For the single-vortex measurements, \( \alpha = 30^\circ \) was chosen so that the diffraction grating is not aligned with the pixels of the SLM to eliminate potential overlap of signal light with stray light from higher-order pixel diffraction, and \( L = 5 \). In the two vortex experiments, using \( \alpha = 0 \) and \( L = 10 \) produced reasonable results.

To measure the full complex field, including both magnitude and phase, we use collinear phase-shifting digital holography [23]. This technique uses five images generated from five unique holograms. One hologram with \( A = 1 \) and \( B = 0 \) (no reference is generated), such as one of those shown in Fig. 3(b)-(e), is used to obtain the intensity of the field, \( I_{\text{field}}(x, y) \), from which the field magnitude is calculated as \( \sqrt{I_{\text{field}}(x, y)} \). We divide the hologram by its maximum value such that all pixel values are between 0 and 1, to optimize the contrast on the SLM. The four remaining images, \( I(x, y, \phi_R) \), used to reconstruct the phase, are the intensities of the field generated by four holograms in which the encoded beam is interfered with a dimensionless, collinear Gaussian reference with the same beam waist as \( \psi_{\text{field}}(x, y) \) at unique phase shifts, \( \phi_R = 0, \frac{\pi}{6}, \frac{3\pi}{2}, \frac{5\pi}{6} \). The relative weights \( A \) and \( B \) are chosen such that the reference power is low relative to the signal to better see optimal interference near a vortex core. Each of these four holograms is generated and then normalized to the maximum value of all four holograms. The measured intensities from the four interferograms can be used to calculate the phase at pixel location \((x, y)\) via
\[ \Phi(x, y) = -\tan^{-1}\left(\frac{I(x, y, \frac{3\pi}{2}) - I(x, y, \frac{\pi}{2})}{I(x, y, 0) - I(x, y, \pi)}\right), \] (B2)

and \( \psi_{\text{meas}} = \sqrt{I_{\text{field}}(x, y)} e^{i\Phi(x, y)} \) is the experimentally measured complex field.

The paraxial field of a single vortex, where \( x_0 \) and \( w_0 \) have units of distance, is
\[ \psi_{\text{field, single}}(x, y) = \frac{1}{w_0} \sqrt{\frac{2}{\pi}} [(x - x_0) + i y \cos \theta] \cos \xi + [y - i(x - x_0) \cos \theta] \sin \xi e^{-(x^2 + y^2)/w_0^2}. \] (B3)

This expression, with values chosen to work best within the constraints of the equipment, is used to generate the holograms for the single-vortex experiment with \( A = 0.9 \) and \( B = 0.1 \). For the two-vortex experiment, an additional vortex is added with opposite sign such that the paraxial field is
\[ \psi_{\text{field, pair}}(x, y) = \frac{1}{w_0} \sqrt{\frac{2}{\pi}} [(x - x_0) + i y] e^{-(x^2 + y^2)/w_0^2}. \] (B4)

In the two-vortex experiment, the nearly-overlapping vortex cores led to very low optical fields in the region of interest of the beam, so even lower reference power was used: \( A = 0.95 \) and \( B = 0.05 \).

Appendix C: Vortex Generation and Measurement

1. Vortex Holograms

The hologram, generated by substituting Eq. (B4) into Eq. (B1), and the field measured at the \( z = 0 \) imaging plane are shown in Fig. 12. A close-up view of the vortex configuration is shown, along with white dashed outlines tracing over each fork to highlight the vortex locations in the hologram. The measured field amplitude and phase are shown in the right column. The inset on the amplitude plot shows the measured beam waist and vortex displacement, from a 2D amplitude fit using Eq. (B4).

![Two Vortex Hologram](image)  
*FIG. 12. Vortex pair holograms and measured \( z = 0 \) mm field. The left column shows a vortex pair hologram with a close-up view of the vortex configuration. A white dashed outline traces over each fork to highlight them. The measured field amplitude and phase are shown in the right column. The inset on the amplitude plot shows the measured beam waist and vortex displacement from a 2D amplitude fit using Eq. (B4).*
2. Vortex Velocity

Measurements of the amplitude and phase evolution, plotted in Fig. 13, show close-ups of the vortex annihilation dynamics. The vortices are marked with white circles in the phase and move downward and towards each other until they annihilate each other and no vortices remain. Measurements following the annihilation event show no reappearance of the vortices. From the tracked vortex locations, the \( y \) velocity of the vortices is measured. Using a linear fit on the combined data for both the left and right vortices, the measured \( y \) velocity is \( v_{y,\text{meas}} = -0.364 \pm 0.009 \text{ mm/m} \) as compared to the predicted \( v_{y,\text{model}} = -0.314 \text{ mm/m} \).
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FIG. 13. Snapshots of the measured amplitude and phase with propagation show the vortex trajectory and annihilation event. Amplitude data are plotted with limited contours to highlight tilt evolution in the amplitude structure, but the data have resolution equal to that of the phase measurement. Data far beyond the annihilation point confirm that the vortices do not reemerge.

3. Vortex Tilt Measurements

From the tilt formalism in Sec.II, we know that the gradient of \( \psi \) is given by \( \nabla_\perp \psi = \nabla_\perp F^{-1} r_\perp = F^{-1} \). Using this relationship in conjunction with the relationship between \( V^2 \) and \( F \), from the polar decomposition theorem, tilt angles can be found via

\[ V^2 = \left[ \nabla_\perp \psi^{-1} \right] \left[ \nabla_\perp \psi^{-1} \right]^T. \]  (C1)

where

\[ \nabla_\perp \psi(x, y) = \nabla_\perp \begin{bmatrix} \text{Re}[\psi(x, y)] \\ \text{Im}[\psi(x, y)] \end{bmatrix} = \begin{bmatrix} \partial_x \text{Re}[\psi(x, y)] & \partial_y \text{Re}[\psi(x, y)] \\ \partial_x \text{Im}[\psi(x, y)] & \partial_y \text{Im}[\psi(x, y)] \end{bmatrix}. \]  (C2)

This shows that \( V^2 \) can be reconstructed in terms of the derivatives of the real and imaginary parts of the complex field at the location of the vortex for a given \( z \) position, i.e., the full measured field can be used and the background field does not have to be calculated.

The measured complex field is separated into its real and imaginary parts with vortex locations in the \((x, y)\) plane found by the intersection of real and imaginary zeros. The \( V^2 \) matrix can be rewritten in terms of the gradient of an arbitrary field \( \psi \). To obtain the slope at each vortex location, a small window is first cropped around the selected vortex. The real and imaginary parts are separately fit to planes of the form \( z = ax + by + c \).