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ABSTRACT
The object of this article is to develop a statistical approach to criminal linkage analysis that discovers and groups crime events that share a common offender and prioritizes suspects for further investigation. Bayes factors are used to describe the strength of evidence that two crimes are linked. Using concepts from agglomerative hierarchical clustering, the Bayes factors for crime pairs are combined to provide similarity measures for comparing two crime series. This facilitates crime series clustering, crime series identification, and suspect prioritization. The ability of our models to make correct linkages and predictions is demonstrated under a variety of real-world scenarios with a large number of solved and unsolved breaking and entering crimes. For example, a naive Bayes model for pairwise case linkage can identify 82% of actual linkages with a 5% false positive rate. For crime series identification, 74%–89% of the additional crimes in a crime series can be identified from a ranked list of 50 incidents.

1. Introduction

The objective of criminal linkage analysis is to group crime events that share a common offender. Establishing the set of crimes attributable to a common offender (or set of co-offenders) is an important first step for several crime modeling techniques. For example, geographic profiling requires the locations from a criminal's crime series to predict their anchor point (Rossmo 2000). When interest is focused on predicting the locations of future crimes, the connected series of past events can be used to identify the site selection preferences of those committing the crimes, allowing a more precise assessment of future risk (Bernasco and Nieuweerta 2005). Establishing a linkage between crimes allows investigators to pool information from various crime scenes, strengthening the case against a serial offender or aiding in offender profiling (Alison et al. 2010). Linkage analysis has also been submitted as fact evidence in legal proceedings (Hazelwood and Warren 2003).

When sufficient physical evidence, such as DNA or fingerprints, is available, crimes can often be confidently attributed to a specific offender. In the absence of such evidence, it may still be possible to establish, with a high level of confidence, the crimes that were perpetrated by the same individual based on an analysis of the decisions and behaviors of the offender. In the course of planning and carrying out a crime, and in response to the situations encountered, the offender will make a series of decisions, perhaps unknowingly, resulting in a set of unique behaviors (i.e., their modus operandi). Linkage analysis uses the measurable results of these decisions (as recorded in a criminal incident database) to determine if the crimes are linked.

The success of linkage analysis rests on three primary assumptions (Grubin, Kelly, and Brunsdon 2001; Bennell and Jones 2005; Goodwill and Alison 2006; Woodhams, Bull, and Hollin 2007a). The first is that the criminals act consistently. While there might be slight variations in a criminal's behavior as the current goals, situational characteristics, and past learning influence each outcome (Woodhams, Hollin, and Bull 2007b), a large body of literature suggests that there is sufficient consistency in some behavioral variables (especially site selection) to allow successful linkage analysis (Grubin, Kelly, and Brunsdon 2001; Bennell and Canter 2002; Bennell and Jones 2005; Goodwill and Alison 2006; Woodhams and Toye 2007; Bernasco 2008; Tonkin, Grant, and Bond 2008; Johnson, Summers, and Pease 2009; Harbers et al. 2012; Deslauriers-Varin and Beauregard 2013; Bouhana, Johnson, and Porter 2016).

The second assumption is that each offender will exhibit some distinctive offending behaviors. If multiple criminals acted identically, there would be no way to distinguish their crimes (Brown and Hagen 2003). The fact that every person has unique experiences and personality systems suggests that the individual behavior of complex decision makers will exhibit interindividual variations, even when they are presented with the same situations (Shoda, Mischel, and Wright 1994). The more variation there is between offenders, the easier a particular offender's set of crimes can be distinguished from the background (Bennell and Jones 2005).

The third assumption is that important aspects of the criminals' behaviors can be observed, measured, and accurately recorded (Bennell et al. 2012). This is an important concept because the methods investigators use to observe, measure, record, and code the behaviors can have a profound influence on the potential for linkage. For example, Tonkin, Grant, and Bond (2008) suggested that intercrime distance provides better linkage performance precisely because it can be more accurately and reliably recorded than the other available crime variables.

The success of establishing linkages is a function of both the similarity and unusualness of the behavioral features recorded from the crime scene (Bateman and Salfati 2007; Woodhams, Bull, and Hollin 2007a; Bennell, Jones, and Melnyk 2009).
suggestions that some offenders and crime types may be easier to link than others. Criminals that have unusual, but consistent, behavior (compared to other criminals in the jurisdiction) will be easier to link. Likewise, crime types that exhibit a greater variety of behavioral actions and are less situational or context dependent should be easier to link (Bennell and Canter 2002; Bennell and Jones 2005; Woodhams, Hollin, and Bull 2007b).

The term crime linkage can refer to several connected, but slightly different tasks. We refer to pairwise case linkage as the process of determining if a given pair of crimes share the same offender. This is a binary classification problem where each crime pair is considered independently. There have been numerous studies detailing the performance of case linkage methods across a variety of crime types (e.g., Brown and Hagen 2003; Bennell and Jones 2005; Goodwill and Alison 2006; Lin and Brown 2006; Cox and Kosters 2006; Woodhams and Toye 2007; Tonkin, Grant, and Bond 2008; Bennell, Jones, and Melnyk 2009; Markson, Woodhams, and Bond 2010; Tonkin et al. 2011, 2012b; Woodhams and Labuschagne 2012).

Expanding consideration beyond crime pairs, crime series identification is the process of identifying all of the crimes (i.e., the crime series) that were committed by the same offender. One approach, termed reactive linkage in Woodhams, Bull, and Hollin (2007a), starts with an index crime or set of crimes and attempts to discover the additional crimes that share a common offender with the index crime(s). This could be used to generate a list of other crimes that a suspect may have committed for investigative or interrogative purposes. A variety of methods have been proposed for reactive linkage (e.g., Adderley and Musgrove 2003; Adderley 2004; Wang et al. 2013; Reich and Porter 2015). The other approach, termed proactive linkage in Woodhams, Bull, and Hollin (2007a) and what we refer to as crime series clustering, treats crime linkage as a clustering problem and attempts to cluster all of the crimes in a criminal database such that each identified cluster corresponds to a crime series. A variety of clustering methods have been used to group similar crimes for further investigation or offender profiling (e.g., Adderley and Musgrove 2001; Ma, Chen, and Huang 2010; Reich and Porter 2015).

Because many crimes are due to repeat offenders (Langan and Levin 2002), linkage analysis could be important for suspect prioritization. This task attempts to link crimes to offenders by comparing an unsolved crime or crime series to the crimes known to be perpetrated by a set of past offenders. Several supervised learning methods have been employed to generate a ranked list of suspects for further investigation (e.g., Yokota and Watanabe 2002; Santtilla, Fritzon, and Tamelander 2004; Ewart, Oatley, and Burn 2005; Santtilla, Junkkila, and Sandnabba 2005; Snook et al. 2006; Canter and Hammond 2007; Santtilla et al. 2008; Salo et al. 2013; Winter et al. 2013).

The purpose of this article is to introduce criminal linkage analysis from a statistical perspective. Based on Bayesian decision theory, we consider the use of Bayes factors to directly assess the similarity and distinctiveness of a pair of crimes. The resulting model is in the form of a posterior odds ratio (related to the likelihood ratio), with the numerator estimating the joint probability of observing two crime event variables given a common offender (similarity) and the denominator estimating the probability given different offenders (distinctiveness). The Bayes factor provides a convenient multiplicative form for quantifying the evidence, individually and jointly, that two crimes are linked. We show how some models previously used for case linkage (e.g., logistic regression, naive Bayes) estimate the Bayes factor by assuming it is of a special form.

Furthermore, we present a new methodology for crime series identification and clustering by combining the Bayes factors from pairwise comparisons with methods from hierarchical clustering to link sets of crimes. This allows the many existing models for case linkage to be used for crime series identification, clustering, and suspect prioritization. To illustrate the practical use and performance of our methodology, these various types of linkage are applied to a large criminal incident dataset that includes both solved and unsolved crimes.

2. Evidence Variables

One of the initial steps in case linkage involves the collection and preprocessing of the data corresponding to each crime event (Woodhams, Bull, and Hollin 2007a). This may involve extracting and coding offender behaviors or physical descriptions from an incident report, geocoding the address of the crime location, or processing forensic evidence. Let \( V_i \) be the resulting vector of crime variables for crime \( i \). This crime data will contain information regarding the offender (if available), crime, and crime scene (e.g., spatial location, timing, crime type, offender behavior, victim characteristics). As such, the crime data will likely consist of a combination of categorical, discrete, continuous, and missing valued variables.

After the relevant crime data are extracted and coded, case linkage compares the variables from two crimes to assess their level of similarity and distinctiveness. To facilitate this comparison, the crime variables for a pair of crimes can be transformed and converted into evidence variables that are more suitable for linkage analysis. Let \( X_{i,j} = [X_1(i, j), X_2(i, j), \ldots, X_p(i, j)] \) denote the \( p \) evidence variables extracted from the data of crimes \( i \) and \( j \). The \( m \)th evidence variable \( X_{m,i,j} = T_m(V_i, V_j) \) is obtained by applying a transformation function \( T_m \) to the crime data. The transformation functions can take a variety of forms depending on the nature of the data and type of variable, but we assume that they are invariant to the order of the crime variables (i.e., \( T(V_i, V_j) = T(V_j, V_i) \)).

The transformation functions can produce measures of similarity or dissimilarity. For example, spatial distance is an appropriate transformation for comparing the dissimilarity of two crime locations (Bennell and Canter 2002). Temporal dissimilarity can be represented by the number of days between crimes (Goodwill and Alison 2006). A binary measure of similarity for categorical crime variables is the indicator function (Brown and Hagen 2003): \( T(V_i, V_j) = 1 \) for matching categories \( (V_i = V_j) \) and \( T(V_i, V_j) = 0 \) for nonmatching categories \( (V_i \neq V_j) \).

There are many additional transformation functions that are appropriate for linkage data (e.g., groups of behavioral crime variables can be compared with Jaccard’s coefficient (Melnyk et al. 2011) or a matching index (Ellingwood et al. 2013)). The selection of appropriate transformation functions is an important step in the linkage process as different transformations will provide different linkage performance (Bennell et al. 2010; Melnyk et al. 2011; Salo et al. 2013; Ellingwood et al. 2013) and can
impact the class of models available for linkage. The next section shows how the resulting evidence variables are used to estimate the Bayes factor.

### 3. Statistical (Pairwise) Case Linkage

This section formally introduces a statistical approach to pairwise case linkage and proposes the use of the Bayes factor for making decisions regarding linkage. The (log) Bayes factor can be thought of as the weight of evidence (Good 1985, 1991); a measure of how strong the evidence favors the linkage hypothesis. When the number of useful evidence variables is small, it might be possible to calculate the Bayes factor directly. However, when this is not the case we show how the Bayes factor can be estimated (and important variables selected) using several common methods for binary classification (e.g., naive Bayes, logistic regression, Bayesian networks, random forests, and boosting).

#### 3.1. Bayesian Case Linkage

We define criminal case linkage as the task of determining whether two crimes share a common offender. As such, case linkage only considers crime pairs. Extensions for linking a set of crimes (i.e., crime series linkage) is given in Section 4.

Our approach is to cast the case linkage problem in the form of a Bayesian hypothesis test comparing the estimated probability of the linkage hypothesis $H_L$ to the unlinked hypothesis $H_U$ for each pair of crimes. For case linkage, the posterior probability that crimes $i$ and $j$ are linked is given by

$$
\Pr(H_L | X_{i,j}) = \frac{\Pr(X_{i,j} | H_L) \Pr(H_L)}{\Pr(X_{i,j})},
$$

where $X_{i,j}$ represents the extracted evidence variables (see Section 2) from crimes $i$ and $j$, $\Pr(H_L)$ is the prior probability that the two crimes are linked, and $\Pr(X_{i,j} | H_L)$ is the likelihood of observing the data under the linkage hypothesis. The two competing hypotheses can be compared via the posterior odds

$$
\frac{\Pr(H_L | X_{i,j})}{\Pr(H_U | X_{i,j})} = \frac{\Pr(X_{i,j} | H_L)}{\Pr(X_{i,j} | H_U)} \times \frac{\Pr(H_L)}{\Pr(H_U)},
$$

which is a measure of the extent to which the data and prior specifications support the linkage hypothesis.

The first term on the right-hand side of (2) is the Bayes factor (Kass and Raftery 1995; Raftery 1995). The Bayes factor has an attractive form: the numerator can be viewed as a measure of the similarity between crimes and the denominator a measure of their distinctiveness. The numerator, $\Pr(X_{i,j} | H_L)$, is the likelihood of observing the crime data when the crimes are indeed linked. Thus, under the assumption of offender consistency (Canter 1995), this will be large when both crimes have similar characteristics. On the other hand, the denominator $\Pr(X_{i,j} | H_U)$ is the likelihood of observing the data when the crimes were committed by different offenders. This will take large values whenever the characteristics of the two crimes are common among all offenders. For example, if 50% of all burglaries involved the use of force to gain entry, then it would not be too surprising (i.e., 25%) that a pair of unlinked burglary crimes also used force as a method of entry. Thus, the Bayes factor offers a formal and explicit way to measure the similarity between crimes while accounting for their distinctiveness, a crucial requirement of linkage analysis.

#### 3.2. Properties of the Bayes Factor

By rearranging (2), the Bayes factor can be viewed as an odds ratio: the ratio of posterior odds to prior odds. As such, the Bayes factor describes how much additional strength is given to the linkage hypothesis after observing the crime data. Based on this property, Good (1985, 1991) defined the log of the Bayes factor as a “weight of evidence” (in favor of the linkage hypothesis).

The Bayes factor for a pair of crimes $i$ and $j$,

$$
\text{BF}(i, j) = \frac{\Pr(X_{i,j} | H_L)}{\Pr(X_{i,j} | H_U)}.
$$

will take a value between 0 (when it is assessed impossible to observe the data $X_{i,j}$ if the crimes are linked) and $\infty$ (when it is assessed impossible to observe the data if the crimes are unlinked). The Bayes factor can be interpreted as the magnitude with which the crime data favors the linkage hypothesis, for example, a Bayes factor of 5 implies that the linkage hypothesis is supported five times as much by the crime data than the unlinked hypothesis.

Another benefit of using the Bayes factor instead of the posterior odds or posterior probabilities is that it is independent of the prior probabilities. The Bayes factor can be directly compared across studies or samples, while comparisons using the posterior probabilities will need to adjust for different prior probabilities. Also, the prior probability of a linkage will be difficult to estimate in practice when unsolved crimes are involved in the analysis.

Furthermore, decision making concerning a linkage can be based directly on the Bayes factor. According to statistical decision theory (Berger 1985), it is optimal to declare a linkage when the Bayes factor exceeds a threshold based on the prior odds and cost of wrong decision, that is,

$$
\text{BF} \geq \frac{\Pr(H_L)}{\Pr(H_U)} \times \frac{\text{Cost of false linkage claim}}{\text{Cost of missed linkage}}.
$$

This permits decisions based on the costs of making an erroneous linkage decision (e.g., it may be more costly to miss a linkage than issue a false alarm). When the ratio of costs or prior odds are not known, or hard decisions are not necessary, receiver operating characteristic (ROC) curves (Bennell and Jones 2005; Bennell, Jones, and Melnyk 2009) can be constructed from the Bayes factors. These give a visual representation of the trade-off between the false alarm and true detection rate for every possible threshold.

#### 3.3. Estimating the Bayes Factor

When the number of evidence variables is small, direct estimation of the Bayes factor may be possible. However, as the number of evidence variables grows, simplifying models may facilitate better estimations. The selection of a useful modeling strategy
can be assisted by the recognition that pairwise case linkage is essentially a binary classification problem (Bennell and Canter 2002). Taking this view, we examine how various classification methods estimate the Bayes factor for case linkage.

A naive Bayes model makes the simplifying assumption that the evidence variables are independent. Under this assumption, the joint Bayes factor becomes the product of the individual Bayes factors (i.e., \( BF = BF_1 \times BF_2 \times \cdots \times BF_p \), or equivalently \( \log BF = \log BF_1 + \log BF_2 + \ldots + \log BF_p \)). Because this assumption requires that only the univariate Bayes factors be calculated, the computational complexity is reduced significantly. While the assumption of independence is likely to be violated, the resulting model can be quite competitive, especially when there are many evidence variables (Hand and Yu 2001). A naive Bayes classifier was used for suspect identification in Salo et al. (2013) and Winter et al. (2013) using binary behavioral variables.

Logistic regression models the log posterior odds of a linkage as a linear function of the evidence variables,

\[
\log(\text{Posterior Odds}) = \phi + \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p,
\]

where \( X_m (m = 1, 2, \ldots, p) \) is the \( m \)th evidence variable for a pair of crimes and \( \phi \) is an estimate of the log prior odds. Consequently, \( \log BF = \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p \) is the logistic regression estimate of the log Bayes factor. Logistic regression was introduced for case linkage by Bennell and Canter (2002) and subsequently employed in the majority of case linkage studies.

While naive Bayes and logistic regression are popular models for classification, they make strong assumptions about how the evidence variables relate to the Bayes factor. More complex models can offer less restrictive assumptions. For example, Bayesian networks eliminate the independence assumption of naive Bayes by attempting to identify and model the multivariate dependency structure between the evidence variables. This requires more training data and potentially simpler functions for the conditional Bayes factors. Bayesian networks have been used to predict offender profiles from unsolved crimes (Baumgartner, Ferrari, and Palermo 2008; Ferrari et al. 2008), but not to our knowledge for case linkage.

Logistic regression can be extended by regularization methods (i.e., penalized regression) that estimate the coefficients subject to a constraint on their magnitude (Hastie, Tibshirani, and Friedman 2009; Friedman, Hastie, and Tibshirani 2010). This can provide better variable selection (compared to step-wise approaches) and better prediction. Another extension is to relax the linear form that standard logistic regression imposes on the Bayes factors by using generalized additive models (GAM) (Hastie and Tibshirani 1990) or boosting (Friedman, Hastie, and Tibshirani 2000). To facilitate complex interactions between the evidence variables, classification trees (Tonkin et al. 2012b), random forests, gradient boosting, and other ensemble methods can be employed (Berk 2006, 2013).

To summarize, there are four primary steps for Bayesian case linkage. First, transformation functions \( \{T_m\}_{m=1}^{m} \) are established to convert the raw crime data for a pair of crimes into evidence variables. Second, a predictive model is selected (e.g., naive Bayes, logistic regression, boosting). This may require specifying distributions (and hyperparameters) for the evidence variables. Next, training data (possibly augmented with expert opinion) is used to update knowledge about the unknown model parameters. Finally, the resulting (fitted) Bayes factor model is output to allow comparison of new crime pairs. The first three steps could be based on an initial exploratory analysis of the training data. The last step outputs a model \( f \) such that \( BF = f(X_1, X_2, \ldots, X_p) \) predicts the Bayes factor for crime pairs that were not included in the training data.

4. Crime Series Linkage

Pairwise case linkage attempts to establish if a pair of crimes shares a common offender. In practice, there is more interest in crime series linkage, which attempts to identify the set of crimes committed by a common offender. For example, a crime analyst may need to identify the additional crimes that are part of a crime series (crime series identification), create a ranked list of suspects for a particular set of crimes (suspect prioritization), or discover all of the crime series in a criminal incident database (crime series clustering).

Our approach to crime series linkage involves creating measures of similarity between sets of crimes that are functions of the pairwise Bayes factors obtained from case linkage. The sets of crimes are then linked using methods from hierarchical cluster analysis to identify the individual crime series.

4.1. Hierarchical Clustering

Hierarchical clustering is an algorithmic approach to cluster analysis that sequentially forms a hierarchy of cluster solutions (Borgatti 1994; Müllner 2011). The agglomerative approach starts with every observation (e.g., crime incident) in its own cluster. Then it sequentially merges the two closest clusters to form a new larger cluster. This process is repeated until all observations are in the same cluster or a stopping criterion is met. This algorithm requires two similarity measures to be specified: the pairwise similarity between two observations and the similarity between two groups of observations. Equivalently, dissimilarity or distance measures can be used instead of similarity measures with the obvious adjustments to the algorithm. We consider three approaches to measuring the similarity between groups of observations. Single linkage, or nearest neighbor, uses the most similar pair between the two groups as the group similarity measure. In contrast, complete linkage uses the least similar pair between two groups as the measure of group similarity. Average linkage uses the average similarity between all pairs in the two groups.

4.2. Agglomerative Crime Series Clustering

Crime series clustering is fundamentally a clustering problem where we seek to group the crimes into clusters that correspond to a serial offender. We use the log Bayes factor as the pairwise similarity measure between all unsolved crimes. That is, the similarity between crimes \( i \) and \( j \) is \( S(i, j) = \log BF(i, j) \), where \( BF(i, j) \) is the estimated Bayes factor for linkage. We choose to use the Bayes factor rather than the posterior probability (or posterior odds) to remove dependence on the prior probability \( Pr(H_c) \). This will not make a difference if single or complete
linkage is used as these approaches only rely on the ordering of the similarity scores. However, different clustering results could be obtained if posterior probabilities are used with the average linkage clustering.

Once the pairwise similarity between all unsolved crimes has been calculated, a measure for cluster similarity must be constructed. The clusters in hierarchical clustering will consist of either singleton crime incidents or groups of crimes. In this framework, a group of crimes is assumed to be a crime series sharing the same offender(s). Thus, the cluster similarity measure should reflect how likely it is that the crimes in two clusters have the same offender. The initial iterations in the hierarchical clustering algorithm will consist of merging single crime incidents with single crime incidents (incident–incident similarity). In this special case, all three linkage methods (single, complete, and average) give the same result. However, the three methods will differ on how they specify the incident–series similarity and series–series similarity measures.

By using the most similar pair between clusters to define the similarity, the single linkage approach has the tendency to link together long chains of crimes. This has the potential to create clusters in which some crimes are very dissimilar. While this is usually viewed as a disadvantage of single linkage, for crime modeling it may be advantageous. For example, this could detect series from offenders who are slowly changing their preferences or series from multiple co-offenders who sometimes act together and sometimes separately. Complete linkage can avoid the long chains by using the least similar pair to measure the similarity between two clusters. This can better discriminate the series arising from a particular group of co-offenders. Average linkage can be viewed as a compromise between single and complete linkage.

Hierarchical clustering produces a collection of clustering solutions that starts with each crime in its own individual cluster and ends with all crimes in one single cluster. Dendrograms (Figure 1) are graphical representations of the clustering hierarchy showing the entire solution path and cluster similarity scores. Cutting the dendrogram at a given similarity threshold partitions the crimes into disjoint clusters, which estimates the number and composition of the crime series present in the data. Consider the dendrogram in Figure 1 representing the results from average linkage agglomerative clustering, using log Bayes factors, for the 59 crimes from 12 offenders. Each crime is represented by one leaf node at the bottom of the dendrogram. Below the crime number is the label (A–L) of the offender or set of offenders arrested for the crime. Notice that crimes 29 and 30 were the most similar (i.e., had the largest Bayes factor) and were merged first. Because both of these crimes were also very similar to crime 28, the three crimes were grouped together with a score of greater than 10. All of Offender B’s crimes (with or without Offender D’s involvement) were clustered with a score of around 5 suggesting that this offender has offended in a relatively consistent and/or distinctive manner. Contrast this with the crimes from Offender C. While some of their crimes are linked with a score around 4, the full crime series is not connected until the score becomes negative and would include the crimes from Offenders A, H, and G. This offender has likely displayed inconsistencies in their criminal behavior (at least in the crime characteristics that are recorded in the crime variables). Consider the crime series involving Offender A. When co-offending with Offenders H and G, the crimes can be linked with a relatively large score (around 2.5), but when Offender A acts alone (crime 18) or only with Offender H (crime 16) the crimes are clustered into a group with Offender C.

Because the cluster similarity score is based on the log Bayes factor, the score at which two clusters are merged provides insight into the strength of similarity, allowing a crime analyst to act only when appropriate. Sensible thresholds for determining a linkage can be determined from a variety of methods. For example, setting a threshold of 0 would only merge groups when the data favor a linkage between at least one pair of crimes. A threshold of 0 would identify eight crime series from the dendrogram in Figure 1. Furthermore, an appropriate threshold could be derived from Equation (4) or performance on training data.

The dendrogram also facilitates investigations about particular crimes. Starting with a single crime, a path can be traced up the dendrogram to find all of the other crimes that may be part of its series (see Section 4.3 for a more detailed treatment of this concept). This could be used to generate a list of other
agglomerative hierarchical clustering algorithm for crime series clustering

initialize:
1. calculate the similarity between all crime incidents using the log bayes factor
2. assign every unsolved crime to its own cluster (or into predefined clusters if available)
iterate:
3. calculate the similarity between all clusters (using single, complete, or average linkage)
4. merge the two most similar clusters into one new cluster
5. repeat 3-4 until there is a single cluster or stopping criterion is met

Figure 2. Hierarchical clustering algorithm for crime series clustering.

Crimes that a suspect may have committed for investigative or interrogative purposes.

Figure 2 shows the algorithm for agglomerative crime series clustering with Bayes factors. Before analysis, some crimes may already be grouped into series through other forensic evidence (e.g., DNA), suspect descriptions, or by crime analysts. This information can be incorporated into the hierarchical clustering approach by initiating the algorithm with the predetermined clusters and proceeding as usual. This is commonly termed semisupervised clustering.

4.3. Crime Series Identification

Instead of simultaneously clustering all crimes in a criminal database, crime series identification is focused on identifying the additional crimes that are part of a specific existing crime series. Crime series identification can be useful in interrogations (Adderley and Musgrove 2003; Adderley 2004) by providing investigators a list of additional crimes that a suspect may be responsible for. A crime analyst could also use crime series identification when investigating a crime series or suspected crime series to generate a list of additional crimes to investigate.

Assume that \( C = \{V_1, \ldots, V_n\} \subset C \) is a crime series (or single crime) of interest and the goal is to find all of the additional crimes in a criminal incident database \( C \) that are attributable to the same offender(s) responsible for the crimes in \( C \). Our approach is to compare every unsolved crime in \( C \) to every solved crime using single, complete, or average linkage (with the log Bayes factor as the similarity score). A ranked list can be provided to investigators of the crimes most similar to those in \( C \) along with the Bayes factor-based scores.

If it can be assumed that there are many additional crimes in the series, a clustering approach may be advantageous. For example, the results from crime series clustering (i.e., clustering all crime events) can identify similar crimes by tracing a path up the dendrogram. A similar approach starts with \( C \) in a cluster by itself and adds crimes sequentially according the linkage method (e.g., single, complete, average). A potential advantage of the clustering-based approaches is that each additional crime changes the cluster and can affect the subsequent crimes added. This can help investigators find additional crimes attributable to an offender even if their tactics shifted over the course of offending.

5. Analysis of Data

5.1. Data Description

The Baltimore County Police Department provided data on \( n = 10,670 \) breaking and entering crimes reported in 2001–2006. Each crime record includes a geocoded location, the time interval in which the crime could have occurred, the type of property (34 levels), the point of entry (8 levels), the method of entry (16 levels), and an anonymized offender identifier for the solved crimes.

From these crime variables, we considered seven evidence variables for comparing a pair of crimes. Four are continuous valued and three are binary. Spatial distance (spatial) measures the Euclidean distance (in km) between crimes, temporal proximity (temporal) measures the elapsed time (in days) between crimes, time-of-day distance (tod) measures the difference in the time of day (in hours) between crimes, and day-of-week distance (dow) measures the difference in day of week (in days) between crimes. The indicator function was used to create three binary evidence variables: property type (prop), point of entry (poe), and method of entry (poe). Each of these variables has the value 1 when the categories match and 0 if they do not match.

If a crime occurs when the victim or a witness is not present, the exact timing of the crime may not be available. For such
crimes, victims indicate the likely interval of time during which the crime could have occurred (i.e., the event times are interval censored). Because breaking and entering crimes often occur when the victim is away from their property, uncertainty is prevalent in the event timing. Only about 26% of crimes have an exact time recorded and 55% have an interval shorter than 6 hr. Because there is so much uncertainty, using only one point (e.g., earliest time, midpoint, latest time) to represent the event time could result in too much bias (Ratcliffe 2002). To help account for the uncertainty, our transformation functions for the temporal variables calculates the expected absolute differences, accounting for the cyclic nature of time-of-day and day-of-week. For each crime pair, the expected absolute temporal differences are calculated under the assumption that the actual event times are uniformly distributed over the temporal intervals. Because the absolute temporal differences are defined on a circular domain, the time-of-day difference will be between 0 and 12 hr and the day-of-week difference will be between 0 and 3.5 (fractional) days.

We only consider crimes of a single type. While recent work has shown that linkage can successfully incorporate multiple crime types (Tonkin et al. 2011), it has only considered space-time variables. In this situation, a categorical crime-type variable could be added in a straightforward manner. However, including other crime variables that are not similar across crime types would make the model very complex and specialized approaches would have to be considered.

5.2. Training Data

The crime data are partitioned into a training period (2001–2005) to allow exploratory analysis and model building and a testing period (2006) to provide an evaluation of our methods. The training data are composed of all solved crimes occurring from 2001 to 2005. A crime is considered solved if a suspect was arrested. There were a total of 4681 solved breaking and entering crimes during this time period attributed to a total of 4147 detected criminals. While 3375 (81%) of detected criminals were attributed a single crime, 772 (19%) had a series of at least 2 crimes and 149 (4%) were charged with a series of at least 5 crimes. There is also a large amount of co-offending with 1142 (24%) of the crimes involving multiple offenders.

To construct models for pairwise linkage, we need to generate two sets of crime pairs (linked and unlinked) from the training data. Linked pairs are those that share the same offender or group of offenders and unlinked pairs are those that have different offenders. The crime series data present two challenges in creating an appropriate set of crime pairs: unequal series length and co-offending. Because a crime series of length $n$ generates $N = n(n − 1)/2$ linked pairs, a long series will contribute substantially more linked pairs than a short series. A common approach to alleviate the potential bias is to form linked pairs from only a small number (e.g., 2) of crimes from each series (Bennell and Canter 2002; Markson, Woodhams, and Bond 2010). While this approach does treat each series equivalently, it reduces the amount of data used to build our models (Deslauriers-Varin and Beauregard 2013). Instead, we use all $N$ linked pairs from a crime series, but weight each pair by $1/N$. Due to the presence of co-offending, some crimes will be present in multiple series. If not accounted for, this could generate the same linked pair multiple times (but with potentially different weights). To prevent this, we only use the unique linked pairs and assign the smallest weight from all replications. Formally, the weight for a linked crime pair $V_i, V_j$ is $\min(1/N_m : V_i, V_j \in C_m)$, where $C_m$ is the crime series for offender $m$ and $N_m = |C_m|$ is the number of crimes in their series (assuming $V_i$ and $V_j$ are together in at least one crime series). While this approach necessitates models that can handle weighted observations (an alternative is to sample according to the weights), it ensures that all of the data are considered and maintains equal treatment for every series.

We also need to consider co-offending and series length in how we select the crime pairs to generate the unlinked pairs. To account for co-offending, we first make an offender graph that connects two offenders if they have co-offended during the training period. Then we extract the crime groups as the group of offenders who can be connected (i.e., the connected components of the offender graph). Because this associates each crime with only one crime group, we can consider crimes from different crime groups to be unlinked. Although not all crimes within a crime group will be linked (e.g., some crime pairs within a group may have different offenders), this approach increases the chances that two crimes taken from different crime groups are indeed unlinked. To generate the unlinked pairs, we select 40 crimes (with replacement) from each crime group and pair them with 40 crimes from different groups. Duplicates are removed and each unlinked pair is assigned a weight of one.

Additionally, the time between crime pairs in the training set is restricted to be no more than 365 days. This step is taken for several reasons. The test set spans only 1 year, so crime pairs separated by more than this will not be evaluated. Because some Bayes factor models (e.g., logistic regression) can be adversely impacted by outliers and extreme values, limiting the time period has the potential to improve model performance. Also, long stretches between linked crimes may indicate that an offender was incarcerated or not residing in the same area. If they do reoffend, it is more likely that they have different preferences (e.g., they live in a different location or learned different criminal skills). We could also consider a similar spatial constraint (Burrell, Bull, and Bond 2012), but did not in this analysis because Baltimore County was deemed sufficient for an offender to traverse by vehicle if they desired.

This approach leads to 11,077 pairs of linked crimes (with weights) and 42,369 pairs of unlinked crimes. Each pair is then transformed into evidence data and a linked or unlinked label is attached.

5.3. Model Building

Three models were considered for estimating the Bayes factor: logistic regression, naive Bayes, and boosted trees. The estimated parameters from logistic regression are given in Table 1. Spatial and temporal distances (including time-of-day and day-of-week) have a significant negative coefficient implying that “closer” crime pairs are more likely to be linked. Matching property type, method of entry, and point of entry increases the evidence of a linkage (with a matching property-type variable providing the strongest indication).
Table 1. Logistic regression parameter estimates for case linkage.

|          | Estimate | SE  | z-val | p-val |
|----------|----------|-----|-------|-------|
| (Intercept) | -0.16    | 0.16| -1.02 | 0.31  |
| spatial   | -0.31    | 0.01| -22.62| 0.00  |
| temporal  | -0.01    | 0.00| -17.80| 0.00  |
| tod       | -0.10    | 0.02| -5.76 | 0.00  |
| dow       | -0.24    | 0.05| -4.77 | 0.00  |
| prop.match| 1.25     | 0.10| 12.42 | 0.00  |
| poe.match | 0.41     | 0.10| 4.10  | 0.00  |
| moe.match | 0.28     | 0.12| 2.39  | 0.02  |

For the naive Bayes model, the continuous variables were discretized into 20 bins according to equal frequency binning. The estimated (component) Bayes factor for variable $j$ taking a value in bin $k$ is

$$BF_j(k) = \frac{l_j(k)}{u_j(k)} \cdot \frac{L}{U}, \quad (5)$$

where $\{l_j(k), u_j(k)\}$ are the sum of the weights for the (linked, unlinked) observations with values in bin $k$ and $\{L, U\}$ are the total weights for all (linked, unlinked) observations. Figure 3 shows the component plots for all the predictors incorporated in the model. The spatial and temporal proximity variables have the largest range in log Bayes factors indicating that they are most influential. The naive Bayes model estimates the overall log Bayes factor as the sum of the components, that is, $\log BF = \sum \log BF_j$.

Table 2. Variable influence scores from the boosted trees model for case linkage.

| var      | rel.inf |
|----------|---------|
| spatial  | 71.45   |
| temporal | 23.27   |
| tod      | 2.23    |
| prop     | 1.80    |
| dow      | 0.74    |
| poe      | 0.44    |
| moe      | 0.07    |

A gradient boosted tree model (Ridgeway 2013) was also fit using trees with four levels of interaction. The number of iterations (i.e., stopping) was determined from out-of-bag performance. Table 2 shows the normalized variable influence score (Friedman 2001; Ridgeway 2013). For this model, spatial and temporal distances were the most important predictors. Because of the black-box nature of boosted tree (with interactions), it is not clear how each predictor affects the linkage decision.

5.4. Case Linkage Results

A test set was constructed from the 2006 data. There were 946 solved crimes and 5043 unsolved crimes. The solved crimes were committed by 1047 offenders. The distribution of the series length and co-offending rate was similar to the training period.

For the 946 solved crimes in the testing period, we compared all $\binom{946}{2} = 446,985$ crime pairs (564 linked and 446,421 unlinked) by first transforming the crime variables into evidence

Figure 3. Component plots of the estimated log Bayes factor from the naive Bayes model for case linkage. These show the contribution that each evidence variable makes to the overall log Bayes factor. For example, a crime pair that has a spatial proximity of 2.5 km contributes 0.76 to the log Bayes factor, a crime pair with temporal proximity of 100 days contributes -1.07, etc.
variables and calculating the estimated Bayes factors from all models. For each model, the crime pairs were ordered according to their estimated Bayes factor and the predictive performance is determined from the number of actual linkages found in the ordered list.

Two performance metrics were considered in Figure 4. The left plot shows the proportion of the ordered crime pairs that are actual linkages (Precision) for a given number of cases examined. Under the boosted trees model, for example, about 91% of the 100 highest ranked crime pairs are actually linked. ROC curves are shown in the right plot. This shows the proportion of all linked pairs (true positive rate) that would be captured if a given proportion of unlinked pairs (false positive rate) were examined.

Under the naive Bayes model, for example, about 82% of the actual linkages could be identified if a crime analyst was willing to sift through 5% (or 22,350) of the nonlinked crime pairs. The area under the ROC curve (AUC) (Hand 2009) are: 0.956 for naive Bayes, 0.953 for boosted trees, and 0.933 for logistic regression.

These results show that all models have comparable performance if only the crime pairs with the strongest evidence of linkage are evaluated. If more crime pairs are evaluated, the boosted trees and naive Bayes models perform better than logistic regression.

5.5. Series Identification Results

While the results from pairwise case linkage suggest that the Bayes factor can be a useful metric for determining linked crimes, the pairwise only comparisons may not be very helpful to crime analysts who are more interested in capturing all the crimes from a crime series. Therefore, this section evaluates the performance of our approach at crime series identification. There were 150 solved crime series with more than one event during the testing period. For each of these series, one event was removed and the remaining series was compared to the removed event as well as every other event (solved and unsolved) in the testing period. The 5043 unsolved crimes were included to better reflect a realistic implementation (Woodhams and Labuschagne 2012; Tonkin et al. 2012a). The log Bayes factor (from the naive Bayes model) was used as the similarity score for crime pairs and we considered single, complete, and average linkage for comparing each crime to a crime series. This is intended to assess how well an additional crime from a crime series can be identified.

Evaluation is based on the rank of the score assigned to the crime that was removed from the series. If the removed crime was most similar to the remaining series, then the rank was 1. Table 3 shows the proportion of series with rank in the top R. Because unsolved crimes were also compared, it is possible that some unsolved crimes were actually (undetected) members of the crime series. Therefore, we also show the ranking when only solved crimes were included in the comparison. For every crime series we held out each event in turn and returned the fraction

Table 3. Summary of series identification performance using both solved and unsolved crimes (results for solved crimes only are given in parentheses). "P rank R" is the proportion of crime series whose crimes are associated with the true series with a similarity score in the top R rank. The series size is calculated after removing one event for testing. The ranks are based on 5989 crimes, 946 of which are solved.

| Linkage               | P rank 1 | P rank 5 | P rank 10 | P rank 25 | P rank 50 |
|-----------------------|----------|----------|-----------|-----------|-----------|
| (a) All series (n = 150) |          |          |           |           |           |
| Single                | 0.35 (0.48) | 0.52 (0.67) | 0.58 (0.74) | 0.70 (0.80) | 0.73 (0.89) |
| Complete              | 0.30 (0.42) | 0.46 (0.63) | 0.53 (0.72) | 0.65 (0.79) | 0.70 (0.87) |
| Average               | 0.35 (0.48) | 0.53 (0.68) | 0.60 (0.75) | 0.70 (0.81) | 0.74 (0.89) |
| (b) One crime in series (n = 83) |          |          |           |           |           |
| Single                | 0.23 (0.37) | 0.39 (0.57) | 0.46 (0.66) | 0.60 (0.74) | 0.64 (0.87) |
| Complete              | 0.23 (0.37) | 0.39 (0.57) | 0.46 (0.66) | 0.60 (0.74) | 0.64 (0.87) |
| Average               | 0.23 (0.37) | 0.39 (0.57) | 0.46 (0.66) | 0.60 (0.74) | 0.64 (0.87) |
| (c) Two/three crimes in series (n = 45) |          |          |           |           |           |
| Single                | 0.53 (0.64) | 0.72 (0.81) | 0.77 (0.85) | 0.84 (0.87) | 0.85 (0.89) |
| Complete              | 0.45 (0.52) | 0.59 (0.73) | 0.68 (0.82) | 0.76 (0.87) | 0.82 (0.89) |
| Average               | 0.52 (0.65) | 0.73 (0.83) | 0.78 (0.86) | 0.84 (0.88) | 0.86 (0.91) |
| (d) Four or more crimes in series (n = 22) |          |          |           |           |           |
| Single                | 0.42 (0.55) | 0.60 (0.77) | 0.68 (0.84) | 0.77 (0.89) | 0.83 (0.96) |
| Complete              | 0.25 (0.39) | 0.45 (0.64) | 0.52 (0.70) | 0.62 (0.78) | 0.68 (0.84) |
| Average               | 0.43 (0.59) | 0.64 (0.79) | 0.73 (0.84) | 0.79 (0.92) | 0.84 (0.95) |
of the held out events that are within the top \( R \) results, ensuring long and short series are treated equally.

While the overall probability of the correct cluster (P rank 1) is fairly low, the correct cluster is in the top 5 (P rank 5) around 53% of the time and the top 50 (P rank 50) around 74% of the time (with average linkage and all series). Even in the challenging case when only a single crime is available, the additional crime is correctly attributed in 23% of the cases and in the top 50 64% of the cases. Even in the challenging case when only a single crime is available, the additional crime is correctly attributed in 23% of the cases and in the top 50 64% of the cases. Average linkage appears to be the best cluster similarity measure for series identification (for these crime data). Performance is best for crime series consisting of two to three crimes, but then slightly decreases for series longer than four. The explanation for this decrease in performance is unclear. It may be a function of statistical fluctuation (there are only \( n = 22 \) series with more than four crimes) or it may be that longer crime series are committed by offenders who are more difficult to link and consequently apprehend.

We also note that in addition to a ranked list of crimes that could be part of the series, this approach also provides the score (in the form of a Bayes factor) that is directly related to how confident we can be that the crime is linked to the series. This allows the analyst to include crimes to further investigate only when the score is sufficiently high.

### 5.6. Crime Series Clustering Results

All 5989 crimes (both solved and unsolved) from the testing period were clustered using agglomerative hierarchical clustering with single, complete, and average linkage. Figure 5 shows the resulting dendrogram from average linkage. This requires making \( \binom{5989}{2} = 17,931,066 \) pairwise comparisons using the Bayes factor estimates from the naive Bayes model. We labeled any pair that involved an unsolved crime “unknown” as it could not be determined if any of these pairs were linked. This resulted in 564 linked pairs, 446,421 unlinked pairs, and 17,484,081 unknown pairs.

Table 4 provides some evaluation metrics for the clustering results at various thresholds. The table shows the number of clusters if the dendrogram is cut at the corresponding log Bayes factor as well as the number of clusters that consist of two or more crimes. The performance metrics include: the number of linked pairs that are correctly contained in a series (out of 564 possible pairs), the number of unlinked pairs that are incorrectly assigned to the same cluster (out of 446,421), and the number of pairs with unknown linkage contained in a series. The variation of information (VI) (Meilă 2007) is an information-theoretical metric (based on the estimated conditional entropy) that evaluates the overall quality of the cluster solution. Lower values

| log BF | No. of clusters | No. of multi-crime series | No. of linked pairs in a series | No. of unlinked pairs in a series | No. of unknown pairs in a series | VI |
|--------|-----------------|---------------------------|-------------------------------|----------------------------------|---------------------------------|----|
| Single linkage |
| 6.0    | 1845            | 356                       | 393                           | 100,574                          | 2,826,187                        | 3.6 |
| 6.5    | 2838            | 571                       | 307                           | 23,447                           | 564,653                          | 1.88 |
| 7.0    | 3811            | 693                       | 275                           | 1604                             | 44,792                           | 0.72 |
| 7.5    | 4546            | 682                       | 183                           | 128                              | 4608                            | 0.41 |
| 8.0    | 5007            | 560                       | 154                           | 51                               | 2098                            | 0.39 |
| 8.5    | 5365            | 397                       | 120                           | 17                               | 1037                            | 0.40 |
| 9.0    | 5583            | 272                       | 93                            | 5                                | 593                             | 0.41 |
| Complete linkage |
| 0.0    | 795             | 792                       | 297                           | 628                              | 25,111                           | 0.52 |
| 1.5    | 1277            | 1244                      | 281                           | 380                              | 14,528                           | 0.63 |
| 3.0    | 1929            | 1750                      | 264                           | 233                              | 8331                            | 0.51 |
| 4.5    | 2751            | 1972                      | 205                           | 131                              | 5099                            | 0.44 |
| 6.0    | 3789            | 1629                      | 170                           | 57                               | 2910                            | 0.39 |
| 7.5    | 4946            | 845                       | 119                           | 23                               | 1227                            | 0.39 |
| 9.0    | 5626            | 281                       | 64                            | 4                                | 455                             | 0.43 |
| Average linkage |
| 0.0    | 129             | 122                       | 360                           | 11,211                           | 344,188                          | 2.67 |
| 1.5    | 468             | 441                       | 327                           | 2520                             | 72,524                           | 1.46 |
| 3.0    | 1142            | 996                       | 296                           | 821                              | 24,809                           | 0.82 |
| 4.5    | 2215            | 1525                      | 222                           | 300                              | 9811                            | 0.52 |
| 6.0    | 3585            | 1505                      | 193                           | 101                              | 3860                            | 0.41 |
| 7.5    | 4872            | 820                       | 144                           | 30                               | 1515                            | 0.38 |
| 9.0    | 5618            | 281                       | 70                            | 4                                | 472                             | 0.42 |
| Totals: | 564           | 446,421                    | 17,484,081                    | 200                              | 17,484,081                      | 161 |
indicate better performance and a perfect clustering solution will have a score of zero.

As an example, using average linkage with a threshold of 7.5 (selected because it has the lowest VI) results in 820 estimated multi-crime series in the testing period. These crime series contain 144 (25.5%) of the linked pairs, but only mistakenly include 30 (0.007%) of the unlinked pairs. At this particular threshold, the average linkage method assigns the remaining 4052 crimes into singleton clusters indicating that there is not enough evidence to link them with any other crimes.

5.7. Suspect Prioritization Results

This section tests the ability of our system to classify the offender of a crime or crime series. There were 4067 unique crime series in the data, with 3389 having crimes that were committed during the training period, 785 with crimes committed during the testing period, and 107 with crimes committed in both the training and testing periods. We considered the offenders responsible for the 3389 training period crimes series as the possible suspects and recorded their crimes that were committed during the training period only. Next, we compared each of the 107 crime series (using only the crimes from the testing period) to all of the crimes series from the training period.

Because some of the suspects’ past crime series occurred years before the testing period, we do not include the temporal proximity (temporal) variable in the model. This is easy to accommodate in the naïve Bayes model by simply removing the temporal predictor from the model as no recalibration is necessary.

We compared each crime series in the testing set to every crime series from the training period using single, complete, and average linkage (using a naïve Bayes model with the temporal proximity component removed). Suspects are ranked according to the similarity score between their crime series during the training period and the crimes from the current series under consideration. Figure 6 shows the proportion of the true offenders that would be contained in a ranked list of suspects under single, complete, and average linkage. For this scenario, the single linkage technique performs best.

However, there is no guarantee the actual offender is in the list of suspects. Because of time and manpower constraints, police investigators may only be able to investigate (e.g., find and interview) suspects when there is strong evidence that they are responsible. Therefore, it is important to provide not only a ranked list of suspects but also the score (i.e., the estimated log Bayes factor) between the current series and the suspects’ past crime series so investigators can invest their resources only when there is sufficient evidence to do so.

Table 5 provides more details on the performance of this method of suspect prioritization by showing the estimated probability that the true offender will be included in the short list of suspects when investigations are made only when the estimated log Bayes factor exceeds a certain threshold. As an example, for a threshold of 3, around 37 suspects will be candidates for investigation. If one of the suspects is responsible for the new crime series, they will be on the list in about 41% of the cases. However, because only 13.6% (107/785) of the offenders in the testing period are suspects (i.e., were arrested for crimes in the training period) are suspects.

Table 5. Performance of suspect prioritization for single linkage when suspects are investigated only when the score (i.e., log Bayes factor) between their past crimes and the current crime series exceeds a certain threshold. The probability the true offender’s series exceeds the threshold is given conditional on the offender actually being included in the suspect list as well as unconditionally, which assumes there is a 13.6% chance the true offender is in the suspect list.

| Threshold | 0 | 1 | 2 | 3 | 4 | 5 |
|-----------|---|---|---|---|---|---|
| Number of suspects in list | 1st Quartile | 322.2 | 119.8 | 48.8 | 19.0 | 5.8 | 1.0 |
| Median | 440.5 | 196.0 | 88.0 | 37.0 | 13.5 | 5.0 |
| Mean | 466.1 | 211.4 | 94.3 | 43.6 | 17.9 | 6.9 |
| 3rd Quartile | 576.5 | 271.0 | 122.0 | 57.2 | 26.2 | 9.0 |
| Conditional Probability offender in list | Unconditional | 0.10 | 0.09 | 0.08 | 0.06 | 0.04 | 0.02 |
period), the overall probability that an offender can be identified is closer to only 0.06.

While substantially better than random guessing, the performance of these models for suspect prioritization is not exceptional. It is furthermore noted that the reported performance is likely inflated as the crimes’ series from the testing period were not estimated but extracted from the solved crimes and thus known without error (according to police records). While it is possible to increase the probability that an offender is in the suspect list by including past offenders that were active prior to the training period or that committed other types of crimes, it is not clear if this will lead to improved performance as it will also provide a higher false alarm rate.

6. Discussion

It was our aim to assist crime analysts by developing statistical methodology that provides more accurate crime linkage assessments and predictions. The interpretable statistical models offer the potential to put linkage analysis on a more reliable and scientific basis, increase standardization, reduce the cognitive workload placed on the analyst, and improve the prospect of using linkage analysis as evidence in legal proceedings. We derived and proposed the use of the Bayes factor for making pairwise case linkage decisions. Grounded in Bayesian decision theory, the Bayes factor is the ratio between the similarity and distinctiveness of a pair of crimes and a direct measure of the strength of evidence favoring the linkage hypothesis.

Logistic regression, naive Bayes, and boosted trees were used to carry out pairwise case linkage on 446,985 breaking and entering crime pairs using the spatial and temporal proximity between crimes as well as several MO characteristics. We did not focus on finding the optimal tuning parameters, transformation functions, or classification models. We expect performance would be increased through the use of more sophisticated models tuned to specific policing jurisdictions.

Using the pairwise Bayes factors from case linkage and methods from hierarchical clustering, we presented an approach to find the additional events from a crime series (crime series identification). This represents the scenario for a crime analyst tasked with examining a new crime (e.g., reported during the previous night) and attempting to assign it to an existing series. Our method produces a ranked list of candidate crimes according to how likely they are part of the existing crime series. The average linkage method could identify about 74%-89% of the true additional crimes from the series in a list of the top 50 crimes. If there were two or three crimes already in the series, the performance improved to 86%-91%.

We further examined how well our method can identify the offender of a crime series (suspect prioritization). If suspects are only investigated when the log Bayes factor between their past crime series and the current series exceeds 3.0 (under single linkage), then around 37 suspects must be investigated to achieve a 41% chance of finding the true offender, when they are in the suspect list. But because there is a low probability that the offender was actually in the suspect list, the unconditional probability that this method can find the true offender is only around 6%. We speculate that including the suspects’ home location and incorporating methods from geographic profiling has the potential to significantly improve suspect prioritization.

In practice, crime analysts use a variety of methods to make linkage decisions. Even if the performance of our methods alone are not sufficient for a particular scenario, they may still be informative to the decision-making process by providing additional insight into the data or used in conjunction with other methods. However, we have demonstrated the ability of our models to make correct linkages using a variety of real-world scenarios and actual crime data. Importantly, our models also provide a method to evaluate the strength of the linkage assessment, allowing a crime analysis to act only when sufficient evidence exists. Furthermore, the statistical framework provides a foundation to examine the assumptions that linkage analysis rests on, facilitating a standard approach for comparing the results for different crime types across different locations.

The quality of the police data will limit the performance of any linkage methodology. The police data used in this study may have, inter alia, categorical crime variables coded incorrectly, occurrence times rounded to the nearest hour, spatial locations incorrectly geocoded, or incorrect offender information. However, by using raw police data our findings reflect realistic performance under the same conditions that an analyst would experience. The sensitivity of our models to data quality issues is difficult to assess without the analysis of more data from different sources. The ability to make correct linkage decisions depends on both the consistency of the offenders’ behaviors and the distinctiveness of their crimes relative to the other offenders in the jurisdiction as recorded in the crime data. Poor data quality will make it appear to the linkage system that the offenders’ behaviors are either not as consistent or distinctive as they are in reality. As a result, linkage performance will suffer. Bouhana, Johnson, and Porter (2016) offered an approach for measuring how well the crime data can discriminate between serial offenders.

The offender information for solved crimes was obtained from arrest records as other sources, like DNA or conviction information, were not available. Inaccurate offender information in the training data could result in incorrect linkage labels and reduce the performance of the resulting Bayes factor models. Inaccurate offender information in the evaluation data could affect the reported performance of our methods.

All models were implemented in R (R Core Team 2012) using the crimelinkage package (Porter and Reich 2015). Code is available from the author upon request.
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