DPCCN: DENSELY-CONNECTED PYRAMID COMPLEX CONVOLUTIONAL NETWORK FOR ROBUST SPEECH SEPARATION AND EXTRACTION

Jiangyu Han$^{1,3}$, Yanhua Long$^{1,2,*}$, Lukáš Burger$^{3}$, Jan Černocký$^{3}$

$^1$Shanghai Normal University, Shanghai, China
$^2$Unisound AI Technology Co., Ltd., Beijing, China
$^3$Brno University of Technology, Faculty of Information Technology, Speech@FIT, Czechia

ABSTRACT

In recent years, a number of time-domain speech separation methods have been proposed. However, most of them are very sensitive to the environments and wide domain coverage tasks. In this paper, from the time-frequency domain perspective, we propose a densely-connected pyramid complex convolutional network, termed DPCCN, to improve the robustness of speech separation under complicated conditions. Furthermore, we generalize the DPCCN to target speech extraction (TSE) by integrating a new specially designed speaker encoder. Moreover, we also investigate the robustness of DPCCN to unsupervised cross-domain TSE tasks. A Mixture-Remix approach is proposed to adapt the target domain acoustic characteristics for fine-tuning the source model. We evaluate the proposed methods not only under noisy and reverberant in-domain condition, but also in clean but cross-domain conditions. Results show that for both speech separation and extraction, the DPCCN-based systems achieve significantly better performance and robustness than the currently dominating time-domain methods, especially for the cross-domain tasks. Particularly, we find that the Mixture-Remix fine-tuning with DPCCN significantly outperforms the TD-SpeakerBeam for unsupervised cross-domain TSE, with around 3.5 dB SISNR improvement on target domain test set, without any source domain performance degradation.

Index Terms — DPCCN, Mixture-Remix, cross-domain, speech separation, unsupervised target speech extraction

1. INTRODUCTION

Speech separation (SS) aims to separate each source signal from mixed speech. Traditionally, it has been done in the time-frequency (T-F) domain \[^{[1,2]}\]. Recently, a convolutional time-domain audio separation network (Conv-TasNet) \[^{[3]}\] was proposed, and has shown significant performance improvements over previous T-F based techniques. Since then, several works have focused on the time-domain methods, such as the DPRNN \[^{[4]}\], DPTNet \[^{[5]}\], SepFormer \[^{[6]}\], etc. Due to the success of speech separation, researchers started to focus on the target speech extraction (TSE) — a sub-task of speech separation requiring additional target speaker clues to extract only a single speaker speech. Similarly, most of these works are also time-domain related, such as the TD-SpeakerBeam \[^{[5]}\], SpEx+ \[^{[7]}\] and channel-decorrelation \[^{[8]}\].

In the current wave of time-domain based speech separation research, we may however ask “is it really the best to separate speech in time-domain?” Reviewing the latest time-domain results on WSJ0-2mix \[^{[1]}\], a benchmark dataset of speech separation, the scale invariant signal-to-noise ratio (SISNR) \[^{[11]}\] has reached 22.3 dB \[^{[12]}\]. This is an excellent result and if we could achieve it on real speech separation, this SISNR value would be already good enough for real applications. However, authors in \[^{[12]}\] show that, when evaluating the Conv-TasNet on a noisy and reverberated WSJ0-2mix dataset, the separation performance is significantly reduced. Besides, results in \[^{[13]}\] also show that, using time-frequency domain techniques can deliver superior separation performance under complicated reverberant conditions. This may due to the fact that, for the time-domain speech separation systems, all speech transforms are learnt directly from the raw input waveforms. These transforms may be very sensitive to the environment variations, especially for the cross-domain tasks, in which the test conditions deviate far from the conditions of training dataset.

In addition, most state-of-the-art speech separation systems are supervised ones, they are trained to separate the sources from simulated mixtures created by adding up isolated ground-truth sources \[^{[4,5]}\]. This reliance on ground-truth precludes scaling to widely available real-world mixture data and limits the progress on open-domain tasks. Therefore, few latest works start to focus on the unsupervised/semi-supervised speech separation, such as \[^{[14]}\], mixture invariant training \[^{[15]}\] and its extensions \[^{[16,17]}\]. How to well exploit the real-world unsupervised mixtures to boost the current separation and extraction systems becomes very fundamental, important, and challenging.

In this paper, we focus on the noise and reverberation, cross-domain robustness for both speech separation and extraction from the time-frequency perspective. A densely-connected pyramid complex convolutional network (DPCCN) is first proposed. It is motivated by the network architecture in \[^{[18]}\] (we call it DenseUNet for simplicity) – a U-Net \[^{[19]}\] based structure that combines temporal convolutional network (TCN) \[^{[20]}\] and DenseNet \[^{[21]}\] to enhance the separation ability. Our improvements are: 1) the mixture magnitude is discarded, only its complex spectrum is taken as input to the network; 2) the decoder outputs are waveforms instead of the real and imaginary (RI) components of separated speech spectrum, and we replace the RI related loss function to the negative SISNR; 3) a pyramid pooling layer \[^{[22]}\] is added at the end of the decoder to exploit more discriminative global information. Besides, we design a new speaker encoder to generalize the DPCCN to extract only the target speech for TSE task. Furthermore, to improve the system robustness for unsupervised cross-domain TSE, a novel and effective Mixture-Remix approach is proposed to adapt the trained source model to the target domain acoustic characteristics.
negative SISNR, which has been proved to be effective for speech separation. Third, we introduce a pyramid pooling layer at the end of the decoder, considering that the limited receptive field of convolutional network may make the U-Net unable to sufficiently incorporate the useful global information. In the pyramid layer, different levels of global information are obtained by averaging the feature map at different scales, followed by bilinear interpolation upsampling and concatenation operations to form the final feature representation that ultimately carries both local and global context information.

In addition, we design a special speaker encoder to generalize the DPCNN for extracting only the target speech. In the speaker encoder, the magnitude spectrum of enrollment speech is first processed through a 1-D convolution followed by rectified linear unit (ReLU) function. Then a standard 1-D convolution block with channel-wise layer normalization is used to model the temporal information. Next, it is output is reshaped into a 4-D tensor and processed by the following 2-D convolution block. Finally, the average pooling operation along the time axis is used to aggregate the information of target speaker to guide DPCNN to extract the target speech through element-by-element multiplication.

2.2. Mixture-Remix Fine-tuning

The Mixture-Remix fine-tuning approach aims to improve the cross-domain robustness and performance of TSE systems under real scenarios, where only real-world target domain mixture data, and simulated source domain mixtures with isolated ground-truth source signals are available. We do not count on having any isolated ground-truth of target domain training mixtures. We call this scenario as "unsupervised cross-domain TSE", and the target domain mixtures are "unsupervised mixtures". Since most state-of-the-art TSE systems still heavily rely on the simulated training data, there is a huge performance gap between in-domain and cross-domain test conditions, due to acoustic mismatch between the source and target domain signals. Therefore, how to well utilize the available real mixtures to improve the TSE system is a challenging open question.

In Fig. 2 an efficient and simple Mixture-Remix approach is proposed. It generates new supervised TSE training data by remixing the real-world unsupervised mixtures of target domain with the isolated sources of source domain. In this way, the acoustic characteristics of both target and source domain can be captured. Then, the new supervised training data is used to fine-tune the TSE model that already well trained on the simulated source domain data. By doing so, the cross-domain acoustic mismatch can be automatically alleviated. The remixing is performed as illustrated in Fig. 2 given a random target domain unsupervised mixture Mix-2, we randomly select a speaker SpkC with utterance SpkC-1 and SpkC-3 from separation.

2. PROPOSED METHODS

2.1. DPCCN

DPCCN follows a U-Net style to encode mixture spectrum into a high-level representation, then decodes it into the clean speech. In DPCCN, DenseNet is used to alleviate the vanishing-gradient problem and encourage the feature reuse; TCN is clamped between the decoder, considering that the limited receptive field of convolutional network may make the U-Net unable to sufficiently incorporate the useful global information. In the pyramid layer, different levels of global information are obtained by averaging the feature map at different scales, followed by bilinear interpolation upsampling and concatenation operations to form the final feature representation that ultimately carries both local and global context information.

In addition, we design a special speaker encoder to generalize the DPCNN for extracting only the target speech. In the speaker encoder, the magnitude spectrum of enrollment speech is first processed through a 1-D convolution followed by rectified linear unit (ReLU) function. Then a standard 1-D convolution block with channel-wise layer normalization is used to model the temporal information. Next, it is output is reshaped into a 4-D tensor and processed by the following 2-D convolution block. Finally, the average pooling operation along the time axis is used to aggregate the information of target speaker to guide DPCNN to extract the target speech through element-by-element multiplication.

The design of DPCCN is inspired by DenseUNet [18]. We improve it in the following ways: First, we discard the mixture magnitude and only use its real and imaginary (RI) parts as inputs to the network. This is because the RI parts inherently contain the magnitude information. Second, the outputs of DPCNN are waveforms instead of the RI parts of separated speech spectrum. Correspondingly, we replace the original RI related loss function to the standard negative SISNR, which has been proved to be effective for speech separation.

On the noisy and reverberant in-domain LibriSpeech dataset [23], the proposed DPCCN achieves more than 1.4 dB absolute SISNR improvement over all listed state-of-the-art time-domain speech separation methods. For the cross-domain speech separation and extraction tasks, we evaluate the proposed approaches on clean Libri2Mix [24] and Aishell2Mix that we created from Aishell-1 [25] corpus. Results show that the DPCNN-based systems are more robust and achieve significantly better performance than baselines. In particular, on the unsupervised cross-domain TSE tasks, our proposed Mixture-Remix with DPCNN fine-tuning significantly outperforms the TD-SpeakerBeam [8], a 3.5 dB absolute improvement and extraction tasks, we evaluate the proposed approaches on clean Libri2Mix [24] and Aishell2Mix that we created from Aishell-1 [25] corpus. Results show that the DPCNN-based systems are more robust and achieve significantly better performance than baselines. In particular, on the unsupervised cross-domain TSE tasks, our proposed Mixture-Remix with DPCNN fine-tuning significantly outperforms the TD-SpeakerBeam [8], a 3.5 dB absolute improvement in SISNR is obtained on target domain test set without any performance degradation on source domain.

2.2. Mixture-Remix Fine-tuning

The Mixture-Remix fine-tuning approach aims to improve the cross-domain robustness and performance of TSE systems under real scenarios, where only real-world target domain mixture data, and simulated source domain mixtures with isolated ground-truth source signals are available. We do not count on having any isolated ground-truth of target domain training mixtures. We call this scenario as "unsupervised cross-domain TSE", and the target domain mixtures are "unsupervised mixtures". Since most state-of-the-art TSE systems still heavily rely on the simulated training data, there is a huge performance gap between in-domain and cross-domain test conditions, due to acoustic mismatch between the source and target domain signals. Therefore, how to well utilize the available real mixtures to improve the TSE system is a challenging open question.

In Fig. 2 an efficient and simple Mixture-Remix approach is proposed. It generates new supervised TSE training data by remixing the real-world unsupervised mixtures of target domain with the isolated sources of source domain. In this way, the acoustic characteristics of both target and source domain can be captured. Then, the new supervised training data is used to fine-tune the TSE model that already well trained on the simulated source domain data. By doing so, the cross-domain acoustic mismatch can be automatically alleviated. The remixing is performed as illustrated in Fig. 2 given a random target domain unsupervised mixture Mix-2, we randomly select a speaker SpkC with utterance SpkC-1 and SpkC-3 from separation.
the source domain. Then, one of the selected utterance SpkC-1, is used to remix with Mix-2 to generate a three-speakers mixture, and SpkC-3 is taken as the target speaker enrollment speech to the new three-speakers mixture for supervision to extract SpkC-1. During the remixing, each unsupervised mixture is weighted by scaling factor $\alpha$ to produce more discriminative training mixtures as follows:

$$
\alpha = \sqrt{\frac{E_s}{E_m}} \cdot E_m
$$

where $E_s$ and $E_m$ are energy of the selected isolated source signal and the unsupervised mixture belonging to the source and target domains, respectively.

### 3. TASK CONSTRUCTION

#### In-domain SS task:
We use the noisy reverberant dataset proposed in [23]. This simulated dataset sampled at 16 kHz contains 20k, 5k and 3k utterances in training, validation and test sets, respectively. Two speakers from the 100-hour Librispeech [26] and one noise from 100 Nonspeech Sounds [27] are mixed to generate each mixture. Each utterance is convolved with room impulse responses generated by the image method [28] with reverberation time ranging from 0.1s to 0.5s. More details can be found in [23].

**Cross-domain SS and TSE tasks:** the English Libri2Mix [24] and Mandarin Aishell2Mix are used as the supervised source domain and unsupervised target domain dataset, respectively. Each mixture in Aishell2Mix is generated by mixing two speakers’ utterances from Aishell-1 [25]. These utterances are randomly clamped to 4 seconds and rescaled to a random relative SNR between 0 and 5 dB. This simulated Aishell2Mix is taken as the available real-world unsupervised mixture data as described in section 2.2. For TSE task, the first speaker in the mixture of Libri2Mix is taken as the target speaker; its enrollment speech is randomly selected such that it differs from the one in the mixture. While in the Aishell2Mix, only the test set is provided with the ground-truth speech, the others are all unsupervised mixtures. We resample all the data to 8kHz. Details of the cross-domain tasks are shown in Table 1. Both experimental datasets and their simulation code are publicly available.

### 4. EXPERIMENTS

#### 4.1. Configurations

Each Conv2DBlock in DPCCN includes a 2-D convolution, exponential linear units (ELU), and instance normalization (IN). Each Deconv2DBlock includes a 2-D deconvolution, ELU and IN. The TCNs contain 2 layers TCN, and each includes 10 TCN blocks.

#### 4.2. Results and discussion

##### 4.2.1. In-domain task

We first compare robustness of our proposed DPCCN to noise and reverberation with several state-of-the-art separation methods for standard in-domain speech separation in Table 2 where the DPRNN, DPTNet and Sudo rm -rf results are the same as reported in [30], and the results of Conv-TasNet, DCCRN and DenseUNet are produced by ourselves on the same dataset. It is clear that our proposed DPCCN significantly outperforms all other systems. Particullary, the DPCCN achieves a 1.4 dB absolute SISNR improvement over the best time-domain system DPRNN [5]. Such a performance gain indicates that the DPCCN is a good candidate for robust speech separation under complicated conditions. In addition, adding the pyramid layer can bring 0.5 dB SISNR improvement, and the magnitude spectrum does not bring any benefits. We also trained the DPCCN with the loss function reported in DenseUNet [18], and we found that using the negative SISNR loss function can bring a 1.1 dB improvement in SISNR.

##### 4.2.2. Cross-domain tasks

Another way to verify the system robustness is to investigate its performance behavior on cross-domain test sets. Table 3 compares the performance of our proposed DPCCN and sDPCCN with two strong baselines, the Conv-TasNet [4] and the TD-SpeakerBeam [8] for SS and TSE tasks, respectively. We also calculate an “ST-Gap” to show the cross-domain performance gap more clearly. It is defined as the SISNR difference between source and target domain test sets divided by the source domain SISNR, the lower the better.

### Table 2. SISNR/SISNRi performance of different speech separation systems on the noisy and reverberated mixed LibriSpeech dataset.

| System        | Domain     | SISNR / SISNRi |
|---------------|------------|----------------|
| Conv-TasNet   | Time       | 8.3 / 8.72     |
| DPRNN         | Time       | 9.0 / 9.42     |
| DPTNet        | Time       | 8.1 / 8.52     |
| Sudo rm -rf   | Time       | 6.8 / 7.22     |
| DCCRN         | Frequency  | 7.2 / 7.62     |
| DenseUNet     | Frequency  | 8.78 / 9.19    |
| Proposed DPCCN| Frequency  | 10.40 / 10.82  |
|               | w/o magnitude spectrum | 10.36 / 10.78  |
|               | w/o pyramid layer     | 9.88 / 10.30   |

---

https://github.com/jyhan03/icassp22-dataset
Table 3. SISNR/SISNRi performance of speech separation and target speech extraction on Libri2Mix and Aishell2Mix. “TSB” means TD-SpeakerBeam. “ST-Gap” means the relative SISNR degradation between the source domain and the target domain, the lower the better. Systems are all trained on Libri2Mix.

| Task | System | Libri2Mix | Aishell2Mix | Lower ST-Gap |
|------|--------|-----------|-------------|--------------|
| SS   | Conv-TasNet | 11.98 / 11.98 | 2.08 / 2.08 | ↓ 82.6% |
|      | DPCCN   | 13.05 / 13.04 | 5.09 / 5.09 | ↓ 61.0% |
| TSE  | TSB     | 12.20 / 12.23 | 1.85 / -0.65 | ↓ 84.8% |
|      | sDPCCN  | 11.57 / 11.61 | 5.78 / 3.28 | ↓ 50.0% |

In Table 3, all systems are trained on the source domain Libri2Mix but tested on both in-domain (Libri2Mix) and out-of-domain (Aishell2Mix) evaluation sets. Three findings are observed: 1) huge cross-domain performance gap exists in both SS and TSE tasks, either from the absolute SISNR numbers, or from the ST-Gap values; 2) DPCCN always shows much better speech separation performance than Conv-TasNet under both in-domain and cross-domain conditions; 3) significant target domain performance improvement (3.9 dB SISNR) is obtained by sDPCCN over TD-SpeakerBeam, even with slightly worse results on in-domain test set. All these findings confirm that the state-of-the-art time-domain methods, Conv-TasNet and TD-SpeakerBeam, are very sensitive to domain deviations, even for Libri2Mix and Aishell2Mix that are both clean speech but in different languages. Our proposed (s)DPCCN shows more robustness, although the absolute SISNR in target domain is still relative low.

4.2.3. Mixture-Remix fine-tuning

Table 4 presents the target domain performance improvements using our proposed Mixture-Remix fine-tuning for target speech extraction. The 1st line results are upper bound (oracle) performance of sDPCCN trained from Aishell2Mix with ground-truth, and they also demonstrate the large cross-domain performance gap as observed in Table 3.

Table 4. SISNR/SISNRi performance of Mixture-Remix fine-tuning on TSE tasks. “A-L-3Mix” is the three-speakers mixture dataset generated by remixing Aishell2Mix and LibriSpeech. “TSB” refers to the TD-SpeakerBeam.

| System | Train | Fine-tune (A-L-3Mix) | Evaluation | Libri2Mix | Aishell2Mix |
|--------|-------|----------------------|------------|-----------|-------------|
| sDPCCN | Aishell2Mix | - | - | 11.87 | 9.44 / 6.93 |
|        | Libri2Mix | ✓ | - | 11.37 / 11.61 | 5.78 / 3.28 |
|        | + Aishell2Mix | - | - | 11.83 / 11.87 | 6.61 / 4.11 |
| TSB    | Libri2Mix | - | + | 12.36 / 12.59 | 3.13 / 0.63 |

The 3rd line results are from the sDPCCN system first trained on the source domain Libri2Mix training set, and then fine-tuned using only the A-L-3Mix data generated by our Mixture-Remix approach. We find that the SISNR on Libri2Mix is extremely low (only 0.55 dB), which indicates that the English sDPCCN source model has been well adapted to the target Mandarin Aishell2Mix acoustic environments by the Mixture-Remix fine-tuning, and the adapted target model deviates significantly from the source model. Meanwhile, it is interesting to see that on Aishell2Mix, the fine-tuned performance, 4.16 dB is also much worse than the original 5.78 dB, without any fine-tuning operations. This may be due to the fact that, the remixed

Fig. 3. SISNR performance of sDPCCN system varying with different SNR ranges during remixing for Mixture-Remix fine-tuning.

A-L-3Mix mixtures contain three speakers whose acoustic conditions for target speaker are mismatched with the two-speakers mixed training and evaluation sets. Such a phenomenon indicates that the current speech extraction process is very sensitive to the number of speakers in the mixtures.

Therefore, we choose to add the two-speakers mixed source domain training data Libri2Mix, new generated A-L-3Mix mixtures, and their corresponding enrollment speech together to fine-tune the whole source model. The results are shown in the 4th line. To our surprise, both the in-domain and target domain TSE performance are improved: for sDPCCN system, the SISNR is improved from 11.57 to 11.83 dB, and 5.78 to 6.61 dB on Libri2Mix and Aishell2Mix test sets, respectively. And these improvements are consistent for the time-domain TD-SpeakerBeam system. All results indicate that, without sacrificing the performance on source domain test sets, the proposed Mixture-Remix fine-tuning not only can significantly improve the target domain performance for unsupervised cross-domain TSE scenarios, but also generalizes well for time-domain systems.

In addition, it is worth investigating how Mixture-Remix fine-tuning strategy is influenced by the SNR range during remixing. Fig. 3 shows the SISNR performance on Aishell2Mix test set of sDPCCN system varying with different SNR ranges during the remixing stage. In the figure, the sDPCCN is only fine-tuned using the A-L-3Mix data and we see that a higher SNR range than that of the evaluation set (0 to 5 dB) is required to obtain better performance. This may because it is more difficult to extract the target speech from a three-speaker mixture than from a two-speaker mixture. Therefore, for all the fine-tuning experiments in Table 3, the best SNR range, from 15 to 20 dB is used.

5. CONCLUSION

In this study, we propose two novel methods for robust speech separation and extraction. One is the densely-connected pyramid complex convolutional network (DPCCN), and the other is a Mixture-Remix fine-tuning approach. Their robustness are verified not only in noisy and reverberant in-domain speech separation task, but also examined in cross-domain speech separation and extraction tasks. Experiments show that the proposed (s)DPCCN has much better performance and robustness over other state-of-the-art separation and extraction methods. Moreover, the Mixture-Remix fine-tuning is proved to be effective to improve the target speech extraction system under real-world unsupervised cross-domain scenarios. Our future work will focus on generalizing the Mixture-Remix fine-tuning to different unsupervised speech separation tasks.
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