Neuro-fuzzy mid-term forecasting of electricity consumption using meteorological data
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Abstract. Forecasting energy consumption is highly essential for strategic and operational planning. This study uses the Adaptive-Neuro-Fuzzy Inference System (ANFIS) for a mid-term forecast of electricity consumption. The model comprises of three meteorological variables as inputs and electricity consumption as output. Two ANFIS models with two clustering techniques (Fuzzy c-Means (FCM) and Grid Partitioning (GP) were developed (ANFIS-FCM and ANFIS-GP) to forecast monthly energy consumption based on meteorological variables. The performance of each model was determined using known statistical metrics. This compares the predicted electricity consumption with the observed and a statistical significance between the two reported. ANFIS-FCM model recorded a better mean absolute deviation (MAD), root mean square (RMSE), and mean absolute percentage error (MAPE) values of 0.396, 0.738, and 8.613 respectively compared to the ANFIS-GP model, which has MAD, RMSE, and MAPE values of 0.450, 0.762, and 9.430 values respectively. The study established that FCM is a good clustering technique in ANFIS compared to GP and recommended a comparison between the two techniques on hybrid ANFIS model.
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1. Introduction

Over the years, electricity has been observed to be central to a sustainable economy [1] and has been considered as the most important resource in the global economy [2]. It has also experienced global increased demand despite the annual increase in generation. Many developing countries still have low electricity access, most especially sub-Saharan Africa [3], [4]. Population increase, technological advancements, human migration, increase in energy related anthropogenic activities and many more have resulted in increased electricity demand. One of the groups of exogenous variables which influence electricity consumption is the meteorological variable. It has been established that air temperature affects electricity consumption [5]. It highly influences energy consumption during the winter seasons in temperate regions, where electricity is largely used for space heating [6]. Among other factors which influence electricity consumption is the relative humidity, wind speed, solar
irradiance, cloud cover and so on [7]–[9]. In order to efficiently manage the demand side of energy system, there is need for electricity consumption forecast relative to meteorological variables which can be used for the purpose of strategic planning.

The literature is replete with studies on electricity consumption forecast either in the form of an input-output model [10] or as an autoregressive model [11]. These forecasts has been divided based on the time scales to short term, mid-term and long-term forecast [12]. The short-term forecasts are hourly, daily, and weekly time scale forecasts. The mid-term forecast, on the other hand, suggests forecast on a monthly time scale while the long-term forecasts on the yearly time scale. Many of these studies are related to energy consumption in buildings. For example, an investigation of the a campus energy usage was performed by Huang et al. [13]. The authors applied support vector regression (SVR) for a short-term prediction of the next 24-hours consumption in the institution. The day of the week, weekend indicators, temperature factors, historical hourly energy consumption profile, and occupancy indicators were used as model inputs while the output remains the 24-hour ahead energy consumption. Similarly, a study by Massana et al. [2] on the short-term load forecasting for non-residential buildings considered meteorological variables, occupancy, calendar, indoor environment, to forecast electric load of office buildings in a university environment. The study compared the efficiency of multiple linear regression (MLR), support vector regression (SVR), and multi-layer perceptron (MLP) for the forecast. Meteorological data are fuzzy in nature and this has a tendency of affecting the model output. Some studies have investigated the use of other models with fuzziness in the data accounted for. One of the commonest modelling techniques in this regard is the Adaptive Neuro-fuzzy Inference System (ANFIS).

ANFIS technique is a modeling technique which combines the functionality of both the artificial neural network and fuzzy logic in a data-driven model [14]. The adaptive nature of ANFIS makes a non-linear mapping between inputs and output possible within n-dimensional space. ANFIS models follow a supervised learning approach with inputs and outputs. The technique has been used in different studies some of which includes hydrology [15], [16], energy systems [17], [18], geosciences [19] and so on. It has also been used in electricity consumption forecast. For example, Cevik and Cunkas [20] experimented the use of fuzzy logic (FL) and ANFIS for load forecasting. While the model inputs were historical load, temperature difference and season the output is the load forecast. The study established the abilities of both models to be able to process large amount of data with accuracy of the forecast not compromised. Similarly, a one-step ahead forecast was performed by Cheng [21]. The study established the inability of statistical forecasting tools to perform efficiently in a non-linear data space. The study used a time series ANFIS model with a-step ahead integration. Also, Gholamreza et al. [10] applied ANFIS modelling to electricity demand using a combination of meteorological variables and socio-economic variables. Recently, the technique has been hybridized with optimization models like Particle Swarm Optimization (PSO) Genetic Algorithm(GA), Differential Evolution(DE) [22], [23], and so on towards achieving a global optimal parameter for effective predictions. Increased prediction accuracy has been recorded from these hybrids. Significant to the ANFIS model is the clustering technique. Clustering tools group multi-dimensional data into clusters based on density or distance functions according to specified radius of influence. Significant to this study is the study by Tiwari et al. [24]. This study investigated the efficiency of two clustering techniques: the subtractive clustering and the fuzzy-c-means clustering technique on water quality index of a river. However, the point of departure in this present study is the investigation of grid partitioning (GP) and fuzzy-c-means ANFIS integrated clustering technique on electricity consumption forecast. Several studies that utilizes ANFIS models for energy consumption forecast are
building related, however, this study applies ANFIS to forecast for a nexus of electricity consuming sectors which comprises the Gauteng Province of South Africa.

The world of fourth industrial revolution is tending towards not only smart manufacturing but smart buildings which include residential and non-residential buildings. These buildings are expected to be able to capture ambient variables to efficiently and intelligently optimize the energy consumption without user’s interference. Such buildings require intelligent algorithms with fuzzy capabilities for intelligent forecast, which forms one of the relevance of this study. One of these intelligent algorithms is the ANFIS modelling tool selected in this study. Gauteng province used as a case study in this paper constitute 24.1 % South African Population [25]. The province constitutes one provinces in the country with high consumption of electricity [26]. These consumptions largely come from industrial, residential, and non-residential buildings. However, this study investigates the effect of the choice of clustering technique on ANFIS modeling in electricity consumption forecast relative to meteorological variables.

2. Methodology

Two clustering based ANFIS models were developed in this study: the ANFIS-FCM and the ANFIS-GP model. The two models were built with same inputs and output as shown in Figure 1. The performances of these models were evaluated using known statistical metrics and the results reported. The Gauteng province of South Africa was chosen as a case study.

2.1. Data Collection

Meteorological data from representative weather stations in the province were collected from the South African Weather Service within a period of 2007 to 2017 on monthly basis. These stations were selected based on proximity to residential and non-residential and buildings, knowing well that meteorological variables have a close relationship with electricity consumption [9], [27]. This was achieved using GoogleEarth Pro. The meteorological data used in this study include the average temperature, relative humidity, and wind speed as identified to influence electricity consumption. Monthly electricity consumption for the province within the same number of years was collected from the South African Monthly Bulletin.

2.2. Model description

The general ANFIS model follows the Type-II Takagi-Sugeno inference system [28]–[30]. The ANFIS model is a five-layered network consisting of the fuzzy layer, the product layer, the normalized layer, the de-fuzzification layer, and the total output layer. More information on these layers can be obtained in [28], [30]. ANFIS consists of adaptive nodes interconnected by directional links [31]. The ANFIS model used in this work comprises of the three meteorological variables as inputs and the electricity consumption within the period of the data collection as output (as shown in Figure 1).
Clustering forms an integral part of the ANFIS modeling technique. This technique groups individual members into fuzzy classes. It employs several properties to find the similarity groups in the data [32], [33]. Several clustering methods have been identified in the literature with each having its peculiarities. These are classified into partitioning methods, the hierarchical methods, the density-based methods and the model-based methods [34], [35]. In this study, two clustering techniques (FCM and GP) were integrated into the ANFIS model.

2.2.1. Fuzzy C-Means Clustering

The FCM technique follows the conventional Euclidean distance function that includes hyperspherical clusters [36]. The technique is a fuzzified version of the k-means algorithm which minimizes the least square error function $J_m(U, v)$ also known as the c-means function as presented in eqn. (1). The FCM performs well when member classes are not pre-specified. It is very good at suggesting suitable classes for observations. In this study, the number of clusters, partitioning exponent, maximum number of iterations and minimum improvement used were 10, 2, 100, and $1 \times 10^{-5}$ respectively.

$$J_m(U, v) = \sum_{i=1}^{N} \sum_{j=1}^{C} U_{ij}^m ||x_i - v_j||_A^2, \quad 1 \leq m \leq \infty$$  \hspace{1cm} (1)

where $v_j$ = the centre of cluster $j$

$C$ = number of clusters | $2 \leq C < n$

$m$ = weighting exponent

$x_i$= vector data of observations

$A$ = positive definite ($n \times n$) weight matrix

$|| \quad || = n-$dimensional Euclidean space wherein sample data belong.

2.2.2. Grid Partitioning

This is the most commonly used fuzzy partitioning technique to generate fuzzy members from observations within a dataset. Two other fuzzy partitioning techniques are the tree partitioning and the scatter partitioning. The GP technique divides the input space into different fuzzy slices with each specified by a membership function thereby forming a partition. The technique uses similar
membership functions on the input space to generate equal partitions within the symmetric membership function [37]. It has been established that finer grids offers a better model performance [38]. It should be noted that one of the common setbacks of this method is what is referred to as the “curse of dimensionality”. This is the exponential increase in the rule base as the problem size increase [39]. In this model, the Gaussian membership function was used for input and the linear membership function for output. The number of fuzzy rules is relative to the input-output.

3. Results and Discussion

3.1. Model result

The two models were trained and tested with 70 % (84 months) and 30 % (36 months) of the data collected respectively. Shown in Figure 2 is a comparison plot between the actual energy consumption and that produced in the use of the ANFIS-GP model. The predicted ANFIS-GP model fits the trend in the observed data. From Figure 2, a large deviation is observed between the actual electricity consumption and the forecast at June 2015, October 2015, September 2016. While there was significant over-prediction in June 2015 and October 2015, there was significant under-prediction in September 2016. This could be due to misfiring of the ANFIS node. The other time steps during the forecast appears closer to the actual electricity consumption.

![Figure 2. Prediction results for the ANFIS-GP model at testing phase between January 2015 to Dec 2017](image)

Statistical analysis between the actual and predicted results obtained with ANFIS-GP was performed and presented in Table 1. At a confidence level of $\alpha = 0.05$, $F(1.808) < F_{\text{crit}}(3.978)$. The result shows that there is no statistically significant difference between the observed and the predicted electricity consumption.
Table 1. Statistical results between observed energy consumption and the predicted energy consumption using the ANFIS-GP model.

| Source of Variation | SS   | df | MS  | F    | P-value | F crit |
|---------------------|------|----|-----|------|---------|--------|
| Between Groups      | 0.867| 1  | 0.867| 1.808| 0.183   | 3.978  |
| Within Groups       | 33.573| 70 | 0.480|      |         |        |
| Total               | 34.440| 71 |      |      |         |        |

Similarly, a comparison between the actual and the predicted electricity consumption using the ANFIS-FCM model is reported (Figure 3). The result shows that the predicted electricity consumption follows a similar trend with the actual consumption as shown in Figure 3. The model under-predicted in the second month but predicted close to the observed electricity consumption in other months. The prediction in the ANFIS-FCM appears closer to the observed electricity consumption as compared to the ANFIS-GP model. After the significant underprediction in the second month (Figure 3), there was no significant underprediction in subsequent month as opposed to the ANFIS-GP model (Figure 2).

Figure 3. Prediction results for the ANFIS-FCM model at testing phase between January 2015 to Dec 2017

A statistical analysis to determine whether the difference between the observed and the predicted electricity consumption is statistically significant was performed and the results presented in Table 2. At a confidence level $\alpha = 0.05$, $F(0.285) < F_{crit}(3.978)$. The result obtained shows that the difference between the observed electricity consumption and the predicted is not statistically significant.

Table 2. Statistical results between observed energy consumption and the predicted energy consumption using the ANFIS-FCM model.

| Source of Variation | SS   | df | MS  | F    | P-value | F crit |
|---------------------|------|----|-----|------|---------|--------|
| Between Groups      | 0.149| 1  | 0.149| 0.285| 0.595   | 3.978  |
| Within Groups       | 36.586| 70 | 0.523|      |         |        |
| Total               | 36.736| 71 |      |      |         |        |
3.2. Performance Evaluation

Both clustering techniques show no statistically significant difference between their prediction and the actual energy consumption. In order to determine the model performance, the Mean Absolute Deviation (MAD), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) were used on the predicted electricity consumptions and the results are presented in Table 3. The ANFIS-FCM clustering technique records a lower MAD, RMSE, and MAPE value compared to the ANFIS-GP technique. These lower indices basically signify that the two models can predict better energy consumption. ANFIS-AFCM model records a lesser MAPE value which shows a model accuracy of 91.387% while ANFIS-GP model is 90.57% accurate in prediction. FCM based ANFIS model offers a high prospect of model accuracy and is not associated with curse of dimensionality as known for GP-based models.

| Performance Metrics | ANFIS-GP | ANFIS-FCM |
|---------------------|----------|-----------|
| MAD                 | 0.450    | 0.396     |
| RMSE                | 0.762    | 0.738     |
| MAPE                | 9.430    | 8.613     |

4. Conclusions

The effect of the clustering technique in forecasting electricity consumption using ANFIS modeling technique was investigated in this study. A case study of Gauteng Province, South Africa was used with three meteorological variables as model inputs and electricity consumption as output. The results obtained established that the FCM clustering technique performs better than the GP clustering technique. A study by [40] also establishes the effectiveness of the ANFIS-FCM model. GP clustering technique is also associated with curse of dimensionality, such that as the problem size increase, the rule base increases exponentially and thus resulting into increased computational time [39]. Investigating the effect of the clustering technique on a hybrid ANFIS model can be explored to establish the significance of clustering technique selection on either standalone ANFIS or hybrid ANFIS model.
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