ABSTRACT

Deep image prior (DIP) is a recently proposed technique for solving imaging inverse problems by fitting the reconstructed images to the output of an untrained convolutional neural network. Unlike pretrained feedforward neural networks, the same DIP can generalize to arbitrary inverse problems, from denoising to phase retrieval, while offering competitive performance at each task. The central disadvantage of DIP is that, while feedforward neural networks can reconstruct an image in a single pass, DIP must gradually update its weights over hundreds to thousands of iterations, at a significant computational cost. In this work we use meta-learning to massively accelerate DIP-based reconstructions. By learning a proper initialization for the DIP weights, we demonstrate a $10^\times$ improvement in runtimes across a range of inverse imaging tasks. Moreover, we demonstrate that a network trained to quickly reconstruct faces also generalizes to reconstructing natural image patches.

Index Terms— Meta-learning, inverse problems, imaging

1. INTRODUCTION

In recent years, deep learning has emerged as a powerful method for solving inverse problems in imaging. Many methods which train deep convolutional neural networks to take in measurements and output an estimate of the ground truth have been developed for problems in the fields of medical imaging, computational microscopy, computational photography, and more [1]. Generally these methods must be trained on a huge dataset, which may not be accessible in the context of applications like scientific imaging. Moreover, these models are often problem specific and solving a new problem requires training an entirely new network.

Alternatively, Ulyanov et al. propose to view the structure of deep convolutional neural networks as a generative prior over natural images [2]. This approach, referred to as Deep Image Prior (DIP), requires no training data and has been used successfully to solve a range of both linear [3] and non-linear [4] inverse problems. However, a key limitation of DIP is that it requires many iterations and excessive computations to solve a single inverse problem.

Inspired by work showing that meta-learning can speed up the speed at which deep neural networks solve regression tasks [5], we show that the speed at which DIP solves inverse problems in imaging can be improved using meta-learning. We first use meta-learning to find an optimal initialization for removing additive white Gaussian noise from celebA faces. We then demonstrate that this same initialization improves performance across a variety of inverse problems and datasets. Our contributions can thus be summarized as follows:

- Task agnostic meta-learning: We demonstrate that we can use meta-learning to optimize a network to denoise and then use this same network to reconstruct natural image patches.
- Competitive performance: We demonstrate performance and runtimes competitive with state-of-the-art plug and play methods.

2. RELATED WORK

2.1. Deep Image Prior

Recently, there has been considerable interest in using untrained neural networks as generic image priors [2, 5]. These methods, exemplified by DIP, work by parameterizing an image as the output of a neural network and then optimizing the weights of this network so as to minimize the loss between predicted and observed measurement. These methods offer strong performance across a variety of inverse problems in imaging such as superresolution, inpainting, deblurring, compressive sensing [3], phase retrieval [7], computer generated holography [4], and more. In addition, by learning simple Gaussian priors on the distributions of DIP’s weights, one can improve its performance [3]. However, because recovering an image with DIP requires optimizing the network’s weights over thousands of iterations, DIP is slow and computationally expensive.

2.2. Meta-Learning Neural Representations

Meta-learning is defined as a set of methods which learn to learn, or optimize the learning process of a learning algorithm. In other words, the goal of meta-learning is to train a model in a way such that it can adapt to new tasks and data quickly. The most well-known meta-learning algorithm is Model-Agnostic Meta-Learning (MAML). MAML learns a parameter initialization from which a model can adapt to a new task and data in a small number of gradient steps by differentiating through gradient steps to compute a meta-gradient and optimizing the initialization with this meta-gradient [8].

Tancik et al. recently demonstrated that meta-learning can be used to find a set of weights that allow one to quickly fit coordinate-based neural representations of images and neural rendering fields [5]. MAML has also been applied to quickly adapt to neural representations of surfaces [9] and lumigraphs [10]. While coordinate-based representations of images can be used to solve inverse problems in largely the same manner as DIP [11], we will demonstrate in Section 2 that these networks impose weak priors and are less effective than DIP at solving general inverse problems in imaging.

2.3. Meta-learning for Inverse Problems in Imaging

In [12] Wu et al. used meta-learning to update the weights of a generative network so that one could quickly solve a particular compressive sensing problem involving a fixed and learned measurement matrix. Our work goes significantly beyond this one by demonstrating that the same meta-learned initialization can generalize across a
variety of different inverse problems (denoising, compressive sensing, and compressive phase retrieval) and data distributions (faces and natural image patches).

3. PROPOSED METHOD

3.1. Solving inverse problems with neural representations

Our goal is to recover the ground truth signal \( x \in \mathbb{R}^n \) from a measurement \( y = M(x, \epsilon) \in \mathbb{R}^m \), where \( M \) represents a measurement process and \( \epsilon \sim D \) is noise coming from some distribution \( D \). This model is general. For instance, in the context of removing additive white Gaussian noise, the forward model is \( M = I \in \mathbb{R}^n \times n \), where \( I \) denotes an \( n \)-by-\( n \) identity matrix, and \( \epsilon \sim N(0, \sigma^2) \).

To apply neural representations to solve such an inverse problem, we solve the optimization problem

\[
\theta^* = \arg\min_{\theta} ||M(f_{\theta}(z)) - y||^2_2,
\]

where \( f \) is our choice of deep neural network architecture, \( \theta \) are the model parameters, and \( z \in \mathbb{R}^d \) is a fixed randomly initialized latent variable [2]. Our estimate of \( x \), \( x^* \in \mathbb{R}^n \), is then \( x^* = f_{\theta^*}(z) \). Optimizing this objective can be viewed as imposing a generative prior on \( x^* \), with the idea that the structure of \( f \) is suitably chosen so that it is biased towards producing natural images.

3.2. Meta-learning

Optimizing Equation (1) using conventional stochastic gradient descent-based methods is slow. To overcome this difficulty, we apply meta-learning. In the formulation of meta-learning relevant here, the goal is to find a set of initial weights \( \theta_0 \) such that the expected loss \( L(\theta_0) \), in our case, (1), over a distribution of tasks \( T \) is minimized after \( m \) steps of optimizing \( L \) over sampled tasks \( T \sim T \), giving us the following optimization problem [5]:

\[
\theta_0^* = \arg\min_{\theta_0} \mathbb{E}_{T \sim T}[L(\theta_0, T)].
\]

One way of solving Equation (2) is to apply Model Agnostic Meta-Learning (MAML). In MAML, the process of calculating the weights \( \theta_0 \) from the current initialization is referred to as the inner loop. To update this initialization, we wrap the inner loop in another layer of optimization, referred to as the outer loop. More specifically, we apply gradient descent to optimize the loss associated with \( \theta_0 \) on task \( T \) with respect to the initialization as

\[
\theta_0^{t+1} = \theta_0^{t} - \beta \nabla_\theta L(\theta_0, T)|_{\theta = \theta_0^{t}}.
\]

While it is possible to learn a different initialization for each inverse problem, we instead investigate if it is possible to learn an initialization for just one inverse problem, additive white Gaussian denoising, that is also useful for solving other unseen inverse problems. To adapt MAML to denoising, we sample the tasks as pairs of noisy and clean images, \( y \) and \( \tilde{y} = y + n \), where \( n \sim N(0, \sigma^2) \) is additive white Gaussian noise and use an L2 reconstruction loss as our loss function. A visualization of our method is presented in Figure 1.

There is a risk that meta learning results in a deep image prior specific to a certain class of data, thereby giving up the data agnostic nature of DIP that made it so appealing in the first place. Fortunately, as we will demonstrate, the initializations found with meta-learning generalize and can effectively solve inverse problems involving unseen images categories.

3.3. Additional Details

Because neural networks tend to be biased towards producing low frequencies, resulting in blurry outputs [13], we append a Fourier feature mapping to our input to enhance the ability of our networks to model high frequencies [14]. We also improve the inner loop optimization process by learning a per-step learning rate [15], adding a momentum term to the gradient [16], and adding a fixed total variation penalty to the reconstruction loss term [17]. When fitting DIP without meta-learning in our baselines, we jitter the latent variable with additive white Gaussian noise and take the exponential moving average of the intermediate outputs over all the fitting iterations as our final reconstruction [2].

4. EXPERIMENTS

We experimentally compare the performance of meta-initialized DIP (MetaDIP) with several baselines for denoising, compressive sensing, and compressive phase retrieval.

4.1. Datasets

CelebFaces Attributes Dataset (CelebA) [18] is a large-scale face attributes dataset with more than 200K celebrity images. For this task, we use 128 \( \times \) 128 center-cropped images to train and test on. Natural image patches: We curate a high-quality image dataset that combines multiple high resolution image datasets: the Berkeley Seg-
mentation Dataset [19], the Waterloo Exploration Database [20], the DIV2K dataset [21], and the Flick2K dataset [22] and sample random $128 \times 128$ patches from it to test on.

4.2. Training/Architecture Details

For the DIP models, we use a conventional UNet encoder-decoder architecture with skip connections [2]. We learned meta-initializations with the CelebA dataset, where we sampled additive white Gaussian noise at \( \sigma = 25 \). During meta-learning we performed 20 inner loop iterations (GPU memory limited the number of iterations). At inference time we performed 50 iterations. We train all of our meta-initializations with the Adam optimizer [24].

4.3. Baselines

4.3.1. Descriptions

For denoising, we compare MetaDIP against BM3D, a classical unsupervised denoising algorithm [25]; DRUNet, a state-of-the-art deep CNN denoiser [23]; Vanilla DIP, the original DIP [2]; and MAML initialized SIREN, which we will call here MetaSIREN [11].

For the compressive inverse problems, we compare MetaDIP to Vanilla DIP, MetaSIREN, and Plug-and-Play Alternating Direction Method of Multipliers (PnP ADMM) [24] with the BM3D and DRUNet denoisers. PnP ADMM is an iterative algorithm for solving imaging inverse problems. It works by iteratively minimizing a data fidelity term, which measures agreement of the current reconstruction with observed measurements; imposing a prior with an off-the-shelf denoising algorithm; and performing a dual update. PnP algorithms offer state-of-the-art performance on a range of inverse imaging tasks [23], but they are notoriously difficult to tune [27].

4.3.2. Details

For the SIREN experiments, we use a conventional feedforward neural network, but with sinusoidal activations [11]. Like MetaDIP, we meta-learn MetaSIREN with 20 inner loop iterations and 50 inner loop iterations at test time. We train MetaSIREN with the same recipe as MetaDIP, with the exception that we do not learn the learning rate because we found that it made the training unstable and caused training to diverge. Besides changing the number of iterations used, no other hyperparameters are changed at test time for MetaSIREN and MetaDIP. Additionally, the hyperparameters for MetaSIREN and MetaDIP are the same across all inverse problems. In all the tasks, Vanilla DIP results are reported after 50 iterations and 1000 iterations and the intermediate outputs are combined using an exponential moving average to form the final output.

For compressive sensing, the data fidelity term is minimized by using a least-squares update. For compressive phase retrieval, the data fidelity term is minimized by performing 10 subgradient descent steps with respect to the squared error loss. Notably, unlike our meta-learning approaches, the PnP ADMM-based methods require a time-consuming uniform grid search to properly set their hyperparameters, and they need different hyperparameters set for each compressive inverse problem. Specifically, we searched over a 3-by-3-by-3 search grid to set the denoising strength, penalty parameter, and the number of iterations to use.

4.4. Denoising

We first compare the convergence rates (with respect to the normalized mean squared error) of meta-initialized DIP and standard DIP in Figure 2. Meta-initialized DIP converges an order of magnitude faster. Next we present qualitative results for denoising natural image patches in Figure 3. Quantitative results on denoising both faces and natural image patches are summarized in Table 1.

Although MetaDIP does not outperform BM3D, it outperforms MetaSIREN and demonstrates qualitatively good denoising results. Despite being explicitly trained on human face and not natural image patches, the learned initializations are still useful for denoising natural image patches. This suggests that during the meta-learning process learns to use general features that are useful for denoising in a wide variety of settings.

4.5. Compressive Sensing

Compressive sensing refers to the inverse problem where the measurements are of the form

\[
y = Ax + e,
\]

where \( y \in \mathbb{R}^m \), \( A \in \mathbb{R}^{m \times n} \), \( x \in \mathbb{R}^n \), and \( e \in \mathbb{R}^m \) for \( m \ll n \) [1]. Here, we study the instance where the entries are i.i.d. selected from \( N(0, 1/m) \) and \( e \) is additive white Gaussian noise with known variance \( \sigma^2 \). For natural image patches, the qualitative results are presented in Figure 4 and the quantitative results in Table 2.
Fig. 4. Various methods for solving compressed sensing problems applied to problems at \( \sigma = 25 \) and \( \frac{m}{n} = \frac{1}{4} \) involving compressed sensing using an image from the natural images dataset.

| Method          | \( \frac{m}{n} = \frac{1}{4} \) | \( \frac{m}{n} = \frac{1}{8} \) |
|-----------------|-----------------|-----------------|
|                 | PSNR | Time | PSNR | Time |
| ADMM+BM3D       | 26.0 | 35.3 | 27.1 | 70.5 |
| ADMM+DRUNet     | 27.6 | 0.58 | 28.1 | 1.1  |
| DIP (1000)      | 29.4 | 24.9 | 28.5 | 23.2 |
| DIP (50)        | 9.84 | 1.2  | 9.83 | 1.2  |
| MetaSIREN       | 26.5 | 0.53 | 23.7 | 0.73 |
| MetaDIP         | 29.0 | 1.1  | 27.2 | 2.0  |

Table 2. Average PSNRs (dB) and runtimes (seconds) of methods for solving compressive sensing problems involving 128 \( \times \) 128 natural image patches for various downsampling factors.

MetaDIP is much faster than Vanilla DIP and PnP ADMM with BM3D, while being better than PnP ADMM in most settings and having comparable performance with Vanilla DIP. It is slower than Meta+SIREN and PnP ADMM with DRUNet, but has better performance than Meta+SIREN and is occasionally better than PnP ADMM with DRUNet. The results imply that MetaDIP has a strong performance/runtime split compared to the baselines.

### 4.6. Compressive Phase Retrieval

Compressive phase retrieval refers to the inverse problem where the measurements are of the form

\[ y = |Ax + e|. \]  \hspace{1cm} (5)

Here, we study the instance where the entries are i.i.d. selected from \( CN(0, 1/m) \) and \( e \) is additive white Gaussian noise with known variance \( \sigma \). Note that compressive phase retrieval is a nonlinear inverse problem, which is typically more difficult and computationally expensive to solve than standard compressive sensing. Qualitative results are presented in Figure 5 and quantitative results are summarized in Table 3.

| Method          | \( \frac{m}{n} = \frac{1}{4} \) | \( \frac{m}{n} = \frac{1}{8} \) |
|-----------------|-----------------|-----------------|
|                 | PSNR | Time | PSNR | Time |
| ADMM+BM3D       | 29.4 | 40.3 | 28.4 | 75.0 |
| ADMM+DRUNet     | 29.1 | 5.7  | 30.2 | 5.8  |
| DIP (1000)      | 29.3 | 38.5 | 28.4 | 25.2 |
| DIP (50)        | 9.9  | 1.9  | 10.2 | 1.3  |
| MetaSIREN       | 27.4 | 1.6  | 24.7 | 1.8  |
| MetaDIP         | 29.8 | 1.8  | 28.6 | 2.2  |

Table 3. Average PSNRs (dB) and runtimes (seconds) of methods for solving compressive phase retrieval problems involving 128 \( \times \) 128 natural image patches for various downsampling factors.

MetaDIP achieves the best balance of speed and accuracy: It runs far faster than all methods except MetaSIREN and is far more accurate than MetaSIREN. A part of the reason for MetaDIP’s favorable speed is the difficulty of solving a least squares subproblem for the ADMM updates for the compressive phase retrieval problem. These results illustrate the utility of MetaDIP in solving complicated nonlinear inverse problem like compressive phase retrieval.

### 5. CONCLUSION

In this work, we propose to use meta-learning to learn a better initialization of DIP, which drastically reduces the required number of iterations and wall time for solving inverse problems in imaging. Our experiment results shows that our method, MetaDIP, significantly outperforms MAML-initialized SIREN. While its denoising performance trails that of state-of-the-art methods, when solving compressive inverse problems MetaDIP is competitive with PnP methods, relatively fast, and far easier to tune. These result demonstrate that MetaDIP is an efficient, effective, and easy-to-apply method for solving inverse problems in imaging.
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