Abstract

We present GRAPPA, an effective pre-training approach for table semantic parsing that learns a compositional inductive bias in the joint representations of textual and tabular data. We construct synthetic question-SQL pairs over high-quality tables via a synchronous context-free grammar (SCFG) induced from existing text-to-SQL datasets. We pre-train our model on the synthetic data using a novel text-schema linking objective that predicts the syntactic role of a table field in the SQL for each question-SQL pair. To maintain the model’s ability to represent real-world data, we also include masked language modeling (MLM) on several existing table-and-language modeling datasets to regularize our pre-training process. On four popular fully supervised and weakly supervised table semantic parsing benchmarks, GRAPPA significantly outperforms RoBERTa LARGE as the feature representation layers and establishes new state-of-the-art results on all of them.

1 Introduction

Recent pre-training language models (LMs) such as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019) achieve tremendous success in a spectrum of natural language processing tasks, including semantic parsing (Zettlemoyer and Collins, 2005; Zhong et al., 2017; Yu et al., 2018c). For example, by incorporating the BERT encoder, Hwang et al. (2019) is able to boost the parser accuracy on WikiSQL (Zhong et al., 2017) by more than 15%, approaching the upper-bound performance. These advances have shifted the focus from building domain-specific semantic parsers (Zelle and Mooney, 1996; Zettlemoyer and Collins, 2005; Artzi and Zettlemoyer, 2013; Berant and Liang, 2014; Li and Jagadish, 2014) to cross-domain semantic parsing (Zhong et al., 2017; Yu et al., 2018c; Herzig and Berant, 2018; Dong and Lapata, 2018; Wang et al., 2020; Lin et al., 2020).

Despite significant gains on WikiSQL, the overall improvement on the SPIDER benchmark (Yu et al., 2018c) is limited. One possible reason is that SPIDER contains databases with multiple tables and more complex SQL queries. Language models pre-trained using unstructured text data such as Wikipedia and Book Corpus are exposed to a significant domain shift when applied to such tasks. To close this gap, our goal is to learn contextual representations jointly from structured tabular data and unstructured natural language sentences.

Closest to our work, Yin et al. (2020a) and Herzig et al. (2020a) use a large amount of web tables and their textual context (26M and 21M table-
sentence pairs) for pre-training. However, these two approaches suffer from three disadvantages: 1) pre-training on such a large amount of noisy data is slow and expensive; 2) the natural language and tables in the training data are loosely connected; 3) the standard masked language modeling objective is weak at capturing the semantic groundings specific to tabular data.

In this paper, we propose a novel grammar-augmented pre-training framework for table semantic parsing (GRAPPA). Inspired by previous work on data synthesis for semantic parsing (Berant and Liang, 2014; Wang et al., 2015b; Jia and Liang, 2016; Yu et al., 2018b; Andreas, 2020), we induce a synchronous context-free grammar (SCFG) specific to mapping natural language to SQL queries from existing text-to-SQL datasets, which covers most commonly used question-SQL patterns. As shown in Figure 1, from a text-to-SQL example we can create a question-SQL template by abstracting over mentions of schema components (tables and fields) and values. By executing this template on randomly selected tables we can create a large number of synthetic question-SQL pairs. We train GRAPPA on these synthetic question-SQL pairs and their corresponding tables using a novel text-schema linking objective that predicts the syntactic role of a table column in the SQL for each pair. This way we encourage the model to identify natural language phrases that could be grounded to logical form constituents, which is critical for most table semantic parsing tasks.

GRAPPA usually achieves better downstream task performance by pre-training with fewer steps (less than 5 epochs). One possible reason is that it can easily overfit into the inductive biases introduced by the synthetic data, which is consistent with finding from Zhang et al. (2019b) and Herzig et al. (2020a). To prevent overfitting, we include the masked-language modelling (MLM) loss to regularize the pre-training over synthetic data. To this end, we utilize several large-scale, high-quality table-and-language datasets as input and carefully balance between preserving the original natural language representations and injecting the compositional inductive bias.

We pre-train GRAPPA using 475k synthetic examples and 391.5k examples from existing table-and-language datasets. Compared to Yin et al. (2020a) and Herzig et al. (2020a), our pre-training approach dramatically reduces the training time and GPU cost. We evaluate on four popular semantic parsing benchmarks in both fully supervised and weakly supervised settings. GRAPPA consistently achieves new state-of-the-art results on all of them, significantly outperforming all previously reported results. Our pre-training method does not add any additional operations on the top of a BERT-like architecture. This enables our pre-trained model to be easily integrated with any existing state-of-the-art models as BERT does.\(^1\)

2 Methodology

2.1 Motivation

Semantic parsing data is compositional because utterances are usually related to some formal representations such as logic forms and SQL queries. Numerous prior works (Berant and Liang, 2014; Wang et al., 2015a; Jia and Liang, 2016; Iyer et al., 2017; Yu et al., 2018b; Andreas, 2020) have demonstrated the benefits of augmenting data using context-free grammar. The augmented examples can be used to teach the model to generalize beyond the given training examples.

However, data augmentation becomes more complex and less beneficial if we want to apply it to generate data for a random domain. As mentioned in Section 1, Zhang et al. (2019b); Herzig et al. (2020a) note that this approach of utilizing augmented data doesn’t result in a significant performance gain in cross-domain semantic parsing end tasks. The most likely reason for this is that models tend to overfit to the canonical input distribution especially the generated utterances are very different compared with the original ones.

To address this problem, in Section 2.3, we also include a small set of table related utterances in our pre-training data. We add an MLM loss on them as a regularization factor, which requires the model to balance between real and synthetic examples during the pre-training. We note that this consistently improves the performance on all downstream semantic parsing tasks (more detail in Section 4).

2.2 Data Augmentation with Synchronous Context-Free Grammar

We follow Jia and Liang (2016) to design our SCFG and apply it on a large amount of tables to populate new examples. For example, as shown in Figure

\(^1\)Our model is publicly available at [http://huggingface.co/Salesforce/grappa_large_jnt](http://huggingface.co/Salesforce/grappa_large_jnt).
by replacing substitutable column mentions (“locations”), table mentions (“performance”), values (“two”), and SQL logic phrases (“at least”) with the other possible candidates in the same group, our grammar generates new synthetic text-to-SQL examples with the same underlying SQL logic template. We then pre-train BERT on the augmented examples to force it to discover substitutable fragments and learn the underlying logic template so that it is able to generalize to other similar questions. Meanwhile, BERT also benefits from pre-training on a large number of different columns, table names, and values in the generated data, which could potentially improve schema linking in semantic parsing tasks.

**Grammar induction** To induce a cross-domain SCFG, we study examples in SPIDER since it is the only publicly available dataset that includes the largest number of complex text-to-SQL examples in different domains. To further show the generality of our approach, we do not develop different SCFG for each downstream task. Given a set of \((x, y)\) pairs in SPIDER, where \(x\) and \(y\) are the utterance and SQL query respectively. We first define a set of non-terminal symbols for table names, column names, cell values, operations, etc. For example (see Table 1), we group operations such as \(\text{MAX}\), \(\text{MIN}\), \(\text{COUNT}\), \(\text{AVG}\), \(\text{SUM}\) as a non-terminals called \(\text{AGG}\). We can also replace the entities/phrases with their non-terminal types in SQL query to generate a SQL production rule \(\beta\). Then, we group \((x, y)\) pairs by similar SQL production rule \(\beta\). We select 90 most frequent \(\beta\) and randomly select roughly 4 samples each, and manually align entities/phrases with their corresponding non-terminal types to collect natural language templates, \(\alpha\).

**Data augmentation** With \(\langle\alpha, \beta\rangle\) pairs, we can simultaneously generate pseudo natural questions and corresponding SQL queries given a new table or database. We first sample a production rule, and replace its non-terminals with one of corresponding terminals. For example, we can map the non-terminal \(\text{AGG}\) to \(\text{MAX}\) and “maximum” for the SQL query and the natural language sentence, respectively.

We use WikiTables (Bhagavatula et al., 2015), which contains 1.6 million high-quality relational Wikipedia tables. We remove tables with exactly the same column names and get about 340k tables and generate 413k question-SQL pairs given these tables. Also, we generate another 62k question-SQL pairs using tables and databases in the training sets of SPIDER and WikiSQL. In total, our final pre-training dataset includes 475k question-SQL examples.

We note that SCFG is usually crude (Andreas, 2020) especially when it is applied to augment data for different domains. In this work we don’t focus on how to develop a better SCFG that generates more natural utterances. We see this as a very interesting future work to explore. Despite the fact that the SCFG is crude, our downstream task experiments show that it could be quite effective if some pre-training strategies are applied.

### 2.3 Table Related Utterances

As discussed in Section 2.1, in order to leverage the grammar-augmented data in table pre-training, we discover that combining MLM loss on real table related utterances significantly improves end task performance. We collected seven high quality datasets for textual-tabular data understanding (Table 8 in the Appendix), including TabFact (Chen et al., 2019), LogicNLG (Chen et al., 2020a), HybridQA (Chen et al., 2020b), WikiSQL (Zhong et al., 2017), WikiTableQuestions (Pasupat and Liang, 2015), ToTTo (Parikh et al., 2020), and Spider (Yu et al., 2018c). All of them contain Wikipedia tables or databases and the corresponding natural language utterances written by humans. Some utterances are questions over tables or databases, and some of them are descriptions of data content. We only use tables and contexts as a pre-training resource and discard all the other human labels such as answers and SQL queries.

### 2.4 Pre-Training GRAPPA

Unlike all the previous work where augmented data is used in the end task training, we apply the framework to language model pre-training. Training semantic parsers is usually slow, and augmenting a large amount of syntactic pairs directly to the end task training data can be prohibitively slow or expensive. In our work, we formulate text-to-SQL as a multi-class classification task for each column, which can be naturally combined with the MLM objective to pre-train BERT for semantic parsing. Moreover, in this way, the learned knowledge can be easily and efficiently transferred to downstream semantic parsing tasks in the exact same way as BERT (shown in Section 4).
We employ two objective functions for language processing: 1) MLM loss. We follow Hwang et al. (2019) on our SCFG. Each production rule is initialized by RoBERTaLARGE (Liu et al., 2019) and further pre-train on the synthetic data with SQL semantic loss and table-related data with MLM loss. We follow Hwang et al. (2019) to concatenate a user utterance and the column headers into a single flat sequence separated by the </s> token. The user utterance can be either one of the original human utterances collected from the aggregated datasets or the canonical sentences sampled from the SCFG. We add the table name at the beginning of each column if there are some complex schema inputs involving multiple tables. We employ two objective functions for language model pre-training: 1) masked-language modelling (MLM), and 2) SQL semantic prediction (SSP).

**MLM objective** Intuitively, we would like to have a self-attention mechanism between natural language and table headers. We conduct masking for both natural language sentence and table headers. A small part of the input sequence is first replaced with the special token <mask>. The MLM loss is then computed by the cross-entropy function on predicting the masked tokens. We follow the default hyperparameters from (Devlin et al., 2019) with a 15% masking probability.

**SSP objective** With our synthetic natural language sentence and SQL query pairs, we can add an auxiliary task to train our column representations. The proposed task is, given a natural language sentence and table headers, to predict whether a column appears in the SQL query and what operation is triggered. We then convert all SQL sequence labels into operation classification labels for each column. For example in the Figure 1, the operation classification label of the column “locations” is SELECT AND GROUP BY HAVING. For columns that appear in a nested query, we append the corresponding nested keywords before each operation. For instance, since the column “nation” is in the INTERSECT nested sub-query, its labels are INTERSECT SELECT and INTERSECT GROUP BY.

| Non-terminals | Production rules |
|---------------|------------------|
| TABLE → t₁   | 1. ROOT → ("For each COLUMN0 , return how many times COLUMN0 operates SELECT with COLUMN1 OP0 VALUE0 ?", SELECT COLUMN0 , COUNT ( * ) WHERE COLUMN0 OP0 VALUES GROUP BY COLUMN0 ) |
| COLUMN → c₁   | TABLE0 with COLUMN1 OP0 VALUE0 ?", |
| VALUE → v₁    | 2. ROOT → ("What are the COLUMN0 and COLUMN1 of the TABLE0 whose COLUMN2 is OP0 AGG0 COLUMN2 ?", SELECT COLUMN0 , COLUMN1 WHERE COLUMN2 OP0 ( SELECT AGG0 ( COLUMN2 ) ) ) |
| AGG → ( MAX, MIN, COUNT, AVG, SUM) | |
| OP → ( =, ≤, ≠, ..., LIKE, BETWEEN ) | |
| SC → ( ASC, DESC ) | |
| MAX → ("maximum", "the largest"...) | |
| MAX ≤ ("no more than", "no above"...) | |

| Table 1: Examples of non-terminals and production rules in our SCFG. Each production rule is initialized by RoBERTaLARGE (Liu et al., 2019) and further pre-train on the synthetic data with SQL semantic loss and table-related data with MLM loss. We follow Hwang et al. (2019) to concatenate a user utterance and the column headers into a single flat sequence separated by the </s> token. The user utterance can be either one of the original human utterances collected from the aggregated datasets or the canonical sentences sampled from the SCFG. We add the table name at the beginning of each column if there are some complex schema inputs involving multiple tables. We employ two objective functions for language model pre-training: 1) masked-language modelling (MLM), and 2) SQL semantic prediction (SSP). |
parsing scenario, given a question and a table or database schema, a model is expected to generate the corresponding program.

**SPIDER**  
SPIDER (Yu et al., 2018c) is a large-scale complex and cross-domain text-to-SQL dataset. It consists of 10k complex question-query pairs where many of the SQL queries contain multiple SQL keywords. It also includes 200 databases where multiple tables are joined via foreign keys. For the baseline model, we use RAT-SQL + BERT (Wang et al., 2020) which is the state-of-the-art model according to the official leaderboard. We followed the official Spider evaluation to report set match accuracy.

**Fully-sup. WIKI SQL**  
WIKI SQL (Zhong et al., 2017) is a collection of over 80k questions and SQL query pairs over 30k Wikipedia tables. In the original setting, each question is annotated a SQL query in the context of a table. We use (Guo and Gao, 2019), a competitive model on WIKI SQL built on SQLova (Hwang et al., 2019), as our base model. The model employs BERT to encode questions and column names. We adapt the same set of hyperparameters including batch size and maximum input length as in Guo and Gao (2019). For a fair comparison, we only consider single models without execution-guided decoding and report execution accuracy.

**3.2 Weakly-supervised Semantic Parsing**

We also consider weakly-supervised semantic parsing tasks, which are very different from SQL-guided learning in pre-training. In this setting, a question and its corresponding answer are given, but the underlying meaning representation (e.g., SQL queries) are unknown.

**WIKITABLE QUESTIONS**  
This dataset contains 18,496 question-denotation pairs over 2,018 tables (Pasupat and Liang, 2015). The questions involve a variety of operations such as comparisons, superlatives, and aggregations, where some of them are hard to answered by SQL queries. All tables in WIKITABLE QUESTIONS are single Wikipedia tables as in WIKI SQL.

We used the model proposed by Wang et al. (2019) which is the state-of-the-art parser on this task. This model is a two-stage approach that first predicts a partial “abstract program” and then refines that program while modeling structured alignments with differential dynamic programming. The original model uses GloVe (Pennington et al., 2014) as word embeddings. We modified their implementation to encode question and column names in the same way as we do in our fine-tuning method that uses RoBERTa and GRAPPA.

**Weakly-sup. WIKI SQL**  
In the weakly-supervised setting of WIKI SQL, only the answers (i.e., execution results of SQL queries) are available. We also employed the model proposed by Wang et al. (2019) as our baseline for this task. We made the same changes and use the same experiment settings as described in the previous section for WIKITABLE QUESTIONS.

**3.3 Implementation**

For fine-tuning RoBERTa, we modify the code of RoBERTa implemented by Wolf et al. (2019) and follow the hyperparameters for fine-tuning RoBERTa on RACE tasks and use batch size 24, learning rate 1e-5, and the Adam optimizer (Kingma and Ba, 2014). We fine-tune GRAPPA for 300k steps on eight 16GB Nvidia V100 GPUs. The pre-training procedure can be done in less than 10 hours. For all downstream experiments using GRAPPA or RoBERTa, we always use a BERT specific optimizer to fine-tune them with a learning rate of 1e-5, while using a model-specific optimizer with the respective learning rate for the rest of the base models.

**4 Experimental Results**

We conducted experiments to answer the following two questions: 1) Can GRAPPA provide better representations for table semantic parsing tasks? 2) What is the benefit of two pre-training objectives,

| Task & Dataset                          | # Examples | Resource | Annotation | Cross-domain |
|----------------------------------------|------------|----------|------------|--------------|
| SPIDER (Yu et al., 2018c)              | 10,181     | database | SQL        | ✓            |
| Fully-sup. WIKI SQL (Zhong et al., 2017)| 80,654     | single table | SQL        | ✓            |
| WIKITABLE QUESTIONS (Pasupat and Liang, 2015)| 2,203     | single table | answer      | ✓            |
| Weakly-sup. WIKI SQL (Zhong et al., 2017) | 80,654     | single table | answer      | ✓            |
with the baselines using BERT and RoBERTa. Our previous model (RAT-SQL+BERT-large) by a margin of 6%.

Table 3: Performance on SPIDER. We use RAT-SQL + BERT (Wang et al., 2019) as our base model. We run each model three times by varying random seeds, and the average scores are shown.

| Models                          | Dev. | Test |
|---------------------------------|------|------|
| Global-GNN (Bogin et al., 2019) | 52.7 | 47.4 |
| EditSQL w. BERT (Zhang et al., 2019b) | 57.6 | 53.4 |
| IRNet w. BERT (Guo et al., 2019)   | 61.9 | 54.7 |
| RYANSQL w. BERT (Choi et al., 2020) | 70.6 | 60.6 |
| TranX w. TaBERT (Yin et al., 2020a) | 64.5 | -   |
| RAT-SQL (Wang et al., 2019)       | 62.7 | 57.2 |
| w. BERT-large                    | 69.7 | 65.6 |
| w. RoBERTa-large                 | 69.57| -    |
| w. GRAPPA (MLM)                  | 71.08| -    |
| w. GRAPPA (SSP)                  | 73.57| 67.72|
| w. GRAPPA (MLM+SSP)              | 73.43| 69.63|

TL;DR: Compared with RoBERTa, our best model with GRAPPA (MLM+SSP) achieves the new state-of-the-art performance (73.43), surpassing the previous one (69.57) by a margin of 4%. Notably, most previous top systems use pre-trained contextual representations (e.g., BERT, TaBERT), indicating the importance of such representations for the cross-domain parsing task.

Table 4: Performance on fully-sup. WikiSQL. All results are on execution accuracy without execution-guided decoding. We run each model twice and the results are the same. Results on models trained on 10k examples from the training data. As shown in Table 4, GRAPPA improves the performance of the SQLova model by 3.0% compared to RoBERTa, indicating that GRAPPA can make the base parser more sample-efficient.

| Models                          | Dev. | Test |
|---------------------------------|------|------|
| Zhong et al. (2017)             | 60.8 | 59.4 |
| Xu et al. (2017)                | 69.8 | 68.0 |
| Yu et al. (2018a)               | 74.5 | 73.5 |
| Dong and Lapata (2018)          | 79.0 | 78.5 |
| Shi et al. (2018)               | 84.0 | 83.7 |
| Hwang et al. (2019)             | 87.2 | 86.2 |
| He et al. (2019)                | 89.5 | 88.7 |
| Lyu et al. (2020)               | 89.1 | 89.2 |
| Guo and Gao (2019)              | 90.3 | 89.2 |
| w. RoBERTa-large                | 91.2 | 90.6 |
| w. GRAPPA (MLM)                 | 91.4 | 90.7 |
| w. GRAPPA (SSP)                 | 91.2 | 90.7 |
| w. GRAPPA (MLM+SSP)             | 91.2 | 90.8 |
| w. RoBERTa-large (10k)          | 79.6 | 79.2 |
| w. GRAPPA (MLM+SSP) (10k)       | 82.3 | 82.2 |

Through qualitative analysis, we find that RAT-SQL+GRAPPA is better at handling more complex questions. Specifically, we manually inspected evaluation outputs. In some cases where the column name is unusual, GRAPPA can map it to the right position in the SQL output. For example, RoBERTa fails to link “founded” mentioned in the question to “independent year” in the SQL query, but GRAPPA is able to correctly predict the SQL for this example.

**Fully sup. WikiSQL** Results on WikiSQL are shown in Table 4. All GRAPPA models achieve nearly the same performance as RoBERTa. We suspect it is the relatively large training size and easy SQL pattern of WikiSQL make the improvement hard, comparing to SPIDER. Hence, we set up a low-resource setting where we only use 10k examples from the training data. As shown in the bottom two lines of Table 4, GRAPPA improves the performance of the SQLova model by 3.0% compared to RoBERTa, indicating that GRAPPA can make the base parser more sample-efficient.

Moreover, we analyze the predictions in detail, and find that GRAPPA significantly improves the accuracies on column selection in WHERE (from 88.0% to 91.7%) and operator prediction (from 85.7% to 93.2%). This demonstrates that GRAPPA enhances RoBERTa’s capability on schema mapping and logic operation prediction.

**WikiTableQuestions** Results on WikiTableQuestions are shown in Table 5. By using RoBERTa and GRAPPA to encode question and column inputs, the performance of Wang et al. (2019) can be boosted significantly (>6%). Compared with RoBERTa, our best model with GRAPPA (MLM+SSP) can further improve the performance by 1.8%, leading to a new state-of-the-art performance on this task. Similar to the low-resource experiments for WikiSQL, we also show the performance of the model when trained with only 10% of the training data. As
with MLM + SSP again achieves the best performance (MLM + SSP) obtains much better performance than RoBERTa, again showing its superiority of GRAPPA (MLM) in Table 3. By pre-training on the synthetic text-to-SQL examples, GRAPPA (SSP) enlarges the margin by another 2.5%, resulting in a performance comparable to GRAPPA (MLM + SSP). However, GRAPPA (SSP) performs significantly worse than GRAPPA (MLM + SSP) on the hidden test set, which is what we expected. By combining the MLM loss on real natural language and SQL semantic loss on the synthetic data, the pre-trained model can benefit from both training signals and consistently improve the end task performance.

Generalization As mentioned in Section 2.2, we design our SCFG solely based on SPIDER, and then sample from it to generate synthetic examples. Despite the fact that GRAPPA pre-trained on such corpus is optimized to the SPIDER data distribution, which is very different from WIKIQL and WIKITABLEQUESTIONS, GRAPPA is still able to improve performance on the two datasets. In particular, for WIKITABLEQUESTIONS where the underlying distribution of programs (not necessarily in the form of SQL) are latent, GRAPPA can still help a parser generalize better, indicating GRAPPA can be beneficial for general table understanding even though it is pre-trained on SQL specific semantics.

We only see a relatively small performance gain in WIKIQL. One of the reasons is that questions in WIKIQL are relatively simple compared to the other two tasks, strong models are able to learn good representations by only training on the large amount of WIKIQL data. If only 10k of the data is available in WIKIQL training (See Table 4), GRAPPA significantly outperform RoBERTa by 3%. We believe that higher performance can be achieved if a SCFG is developed specifically for WIKIQL and WIKITABLEQUESTIONS.

Pre-training time and data Our experiments on the SPIDER task show that longer pre-training doesn’t improve and can even hurt the performance of the pre-trained model. This also indicates that synthetic data should be carefully used in order to balance between preserving the original BERT encoding ability and injecting compositional inductive bias. The best result on SPIDER is achieved by using GRAPPA pre-trained for only 5 epochs on our relatively small pre-training dataset. We directly use this checkpoint to report results on WIKIQL and WIKITABLEQUESTIONS. Therefore, the conclusion might change for other tasks. Moreover, we encourage future work on studying how the size

| Models            | Dev. | Test  |
|-------------------|------|-------|
| Pasupat and Liang (2015) | 37.0 | 37.1  |
| Neelakantan et al. (2016) | 34.1 | 34.2  |
| Haug et al. (2017)   | -    | 34.8  |
| Zhang et al. (2017)  | 40.4 | 43.7  |
| Liang et al. (2018)  | 42.3 | 43.1  |
| Dasigi et al. (2019) | 42.1 | 43.9  |
| Agarwal et al. (2019) | 43.2 | 44.1  |
| Herzig et al. (2020b) | -   | 48.8  |
| Yin et al. (2020b)   | 52.2 | 51.8  |

Wang et al. (2019) 43.7 44.5
w. RoBERTa-large 50.7(+7.0) 50.9(+6.4)
w. GRAPPA (MLM) 51.5(+7.8) 51.7(+7.2)
w. GRAPPA (SSP) 51.2(+7.5) 51.1(+6.6)
w. GRAPPA (MLM+SSP) 51.9(+8.2) 52.7(+8.2)
w. RoBERTa-large ×10% 37.3 38.1
w. GRAPPA (MLM+SSP) ×10% 40.4(+3.1) 42.0(+3.9)

Table 5: Performance on WIKITABLEQUESTIONS. We use Wang et al. (2019) as a base model. Results trained on 10% of the data are shown at the bottom.

| Models            | Dev. | Test  |
|-------------------|------|-------|
| Liang et al. (2018) | 72.2 | 72.1  |
| Agarwal et al. (2019) | 74.9 | 74.8  |
| Min et al. (2019)  | 84.4 | 83.9  |
| Herzig et al. (2020b) | 85.1 | 83.6  |
| Wang et al. (2019) | 79.3 | 79.3  |
| w. RoBERTa-large  | 82.3 (+2.9) | 82.3 (+3.0) |
| w. GRAPPA (MLM)   | 83.3 (+3.9) | 83.5 (+4.2) |
| w. GRAPPA (SSP)   | 83.5 (+4.1) | 83.7 (+4.4) |
| w. GRAPPA (MLM+SSP) | 85.9 (+6.5) | 84.7 (+5.4) |

Table 6: Performance on weakly-sup. WIKIQL. We use Wang et al. (2019) as our base model.

shown at the bottom two lines Table 5. GRAPPA (MLM + SSP) obtains much better performance than RoBERTa, again showing its superiority of providing better representations.

Weakly sup. WIKIQL Results on weakly supervised WIKIQL are shown in Table 6. GRAPPA with MLM+SSP again achieves the best performance when compared with other baselines, obtain the new state-of-the-art results of 84.7% on this task. It is worth noting that our best model here is also better than many models trained in the fully-supervised setting in Table 4. This suggests that inductive biases injected in pre-trained representation of GRAPPA can significantly help combat the issue of spurious programs introduced by learning from denotations (Pasupat and Liang, 2015; Wang et al., 2019) when gold programs are not available.

5 Analysis

Pre-training objectives GRAPPA trained with both MLM and SSP loss consistently outperforms the one trained with one of them. For example, we can see a 1% gain on the SPIDER dev set by using GRAPPA (MLM) in Table 3. By pre-training on the synthetic text-to-SQL examples, GRAPPA (SSP) enlarges the margin by another 2.5%, resulting in a performance comparable to GRAPPA (MLM + SSP). However, GRAPPA (SSP) performs significantly worse than GRAPPA (MLM + SSP) on the hidden test set, which is what we expected. By combining the MLM loss on real natural language and SQL semantic loss on the synthetic data, the pre-trained model can benefit from both training signals and consistently improve the end task performance.

Pre-training time and data Our experiments on the SPIDER task show that longer pre-training doesn’t improve and can even hurt the performance of the pre-trained model. This also indicates that synthetic data should be carefully used in order to balance between preserving the original BERT encoding ability and injecting compositional inductive bias. The best result on SPIDER is achieved by using GRAPPA pre-trained for only 5 epochs on our relatively small pre-training dataset. We directly use this checkpoint to report results on WIKIQL and WIKITABLEQUESTIONS. Therefore, the conclusion might change for other tasks. Moreover, we encourage future work on studying how the size
and quality of synthetic data would affect the end task performance.

6 Related Work

Textual-tabular data understanding Real-world data exist in both structured and unstructured forms. Recently the field has witnessed a surge of interest in joint textual-tabular data understanding problems, such as table semantic parsing (Zhong et al., 2017; Yu et al., 2018c), question answering (Pasupat and Liang, 2015; Chen et al., 2020b), retrieval (Zhang et al., 2019a), fact-checking (Chen et al., 2019) and summarization (Parikh et al., 2020; Radev et al., 2020). While most work focus on single tables, often obtained from the Web, some have extended modeling to more complex structures such as relational databases (Finegan-Dollak et al., 2018; Yu et al., 2018c; Wang et al., 2020). All of these tasks can benefit from better representation of the input text and different components of the table, and most importantly, an effective contextualization across the two modalities. Our work aims at obtaining high-quality cross-modal representation via pre-training to potentially benefit all downstream tasks.

The closest work to ours are TaBERT (Yin et al., 2020a) and TA-PAS (Herzig et al., 2020a). TaBERT is a language model (LM) for joint text-table representation that incorporates table rows most relevant to the text. It shows superior performances on both strong- and weakly-supervised semantic parsing tasks. TA-PAS is a text-table LM that models the complete table structure and support arithmetic operations over the cells for weakly supervised semantic parsing. Both are trained over millions of web tables and relevant but noisy textual context. In comparison, GRAPPA is pre-trained with a novel training objective, over synthetic data plus a much smaller but cleaner collection of text-table datasets. Another notable difference is that GRAPPA does not use table content during training. Table2Vec (Zhang et al., 2019a) and TURL (Deng et al., 2020) are also closely related but both of them focus on table population and retrieval tasks, and their pre-training objectives focus on the contextualization between the table and its caption.

Pre-training for NLP tasks GRAPPA is inspired by recent advances in pre-training for text (Peters et al., 2018; Devlin et al., 2019; Lewis et al., 2020b,a; Guu et al., 2020). Seminal work in this area including Elmo (Peters et al., 2018) and BERT (Devlin et al., 2019) shows that textual representation trained using conditional language modeling objectives significantly improves performance on various downstream tasks with further fine-tuning, creating an “ImageNet moment” for NLP. This triggered an exciting line of research work under the themes of (1) cross-modal pre-training that involves text (Lu et al., 2019; Peters et al., 2019; Yin et al., 2020a; Herzig et al., 2020a) and (2) pre-training architectures and objectives catering subsets of NLP tasks (Lewis et al., 2020b,a; Guu et al., 2020). GRAPPA extends these two directions further.

Data augmentation for semantic parsing Our work was inspired by existing work on data augmentation for semantic parsing (Berant and Liang, 2014; Wang et al., 2015a; Jia and Liang, 2016; Iyer et al., 2017; Yu et al., 2018b). Berant and Liang (2014) employed a rule-based approach to generate canonical natural language utterances given a logical form. A paraphrasing model was then used to choose the canonical utterance that best paraphrases the input and to output the corresponding logical form. In contrast, Jia and Liang (2016) and Yu et al. (2018b) used prior knowledge in structural regularities to induce an SCFG and then directly use the grammar to generate more training data, which resulted in a significant improvement on the tasks. Unlike these works which augment a relatively small number of data and use them directly in end task training, we synthesize a large number of texts with SQL logic grounding to each table cheaply and use them for pre-training.

7 Conclusion

In this paper, we proposed a novel and effective pre-training approach for table semantic parsing. We developed a context-free grammar to automatically generate a large amount of question-SQL pairs. Then, we introduced GRAPPA, which is an LM that is pre-trained on the synthetic examples with SQL semantic loss. We discovered that, in order to better leverage augmented data, it is important to add MLM loss on a small amount of table related utterances. Results on four semantic parsing tasks demonstrated that GRAPPA significantly outperforms RoBERTa. While the pre-training method is surprisingly effective in its current form, we view these results primarily as an invitation for more fu-
tured work in this direction. For example, this work relies on hand-crafted grammar which often generates unnatural questions; further improvements are likely to be made by applying more sophisticated data augmentation techniques.
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A Appendices

A.1 Additional Analysis

Training coverage As shown in Figure 2, on the challenging end text-to-SQL SPIDER task, RAT-
Task | Question | Table/Database | Annotation |
---|---|---|---|
**SPIDER** | Find the first and last names of the students who are living in the dorms that have a TV Lounge as an amenity. | database with 5 tables e.g. student, dorm, amenity, ... | SELECT T1.FNAME, T1.LNAME FROM student AS T1 JOIN dorm AS T2 ON T1.STUID = T2.STUID JOIN amenity AS T3 ON T2.AMENID = T3.AMENID WHERE T3.AMENITY_NAME = 'TV Lounge'; |
**Fully-sup. WIKI SQL** | How many CFL teams are from York College? | a table with 5 columns e.g. player, position, ... | SELECT COUNT CFL TEAM FROM CFL DRAFT WHERE COLLEGE = 'York'; |
**WIKITABLEQUESTIONS** | In what city did Piotr’s last 1st place finish occur? | a table with 6 columns e.g. year, event, ... | "Bangkok, Thailand" |
**Weakly-sup. WIKI SQL** | How many CFL teams are from York College? | a table with 5 columns e.g. player, position, ... | 2 |

Table 7: Examples of the inputs and annotations for four semantic parsing tasks. **SPIDER** and Fully-sup. **WIKI SQL** require full annotation of SQL programs, whereas **WIKITABLEQUESTIONS** and Weakly-sup. **WIKI SQL** only requires annotation of answers (or denotations) of questions.

| Train Size | # Table | Task |
|---|---|---|
| TabFact | 92.2K | 16K | Table-based fact verification |
| LogicNLG | 28.5K | 7.3K | Table-to-text generation |
| HybridQA | 63.2K | 13K | Multi-hop question answering |
| WikiSQL | 61.3K | 24K | Text-to-SQL generation |
| WikiTableQuestions | 17.6K | 2.1K | Question answering |
| ToTTo | 120K | 83K | Table-to-text generation |
| Spider | 8.7K | 1K | Text-to-SQL generation |

Table 8: Aggregated datasets for table-and-language tasks.

Figure 2: The development exact set match score in **SPIDER** vs. the number of training steps. RAT-SQL initialized with our pre-trained GRAPPA converges to higher scores in a shorter time than RAT-SQL w. BERT.

SQL initialized with GRAPPA outperforms RAT-SQL using RoBERTa by about 14% in the early training stage. This shows that GRAPPA already captures some semantic knowledge in pre-training. Finally, GRAPPA is able to keep the competitive edge by 4%.
Figure 3: Attention visualization on the last self-attention layer.
Figure 4: Attention visualization on the last self-attention layer.