Abstract—We propose a quickest change detection problem over sensor networks where both the subset of sensors undergoing a change and the local post-change distributions are unknown. Each sensor in the network observes a local discrete time random process over a finite alphabet. Initially, the observations are independent and identically distributed (i.i.d.) with known pre-change distributions independent from other sensors. At a fixed but unknown change point, a fixed but unknown subset of the sensors undergo a change and start observing samples from an unknown distribution. We assume the change can be quantified using concave (or convex) local statistics over the space of distributions. We propose an asymptotically optimal and computationally tractable stopping time for Lorden’s criterion. Under this scenario, our proposed method uses a concave global cumulative sum (CUSUM) statistic at the fusion center and suppresses the most likely false alarms using information projection. Finally, we show some numerical results of the simulation of our algorithm for the problem described.
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I. INTRODUCTION

Detection of change in a random process has many applications. Most recently, quickest change detection (QCD), a specific formulation of the more general change detection problem, has been used in as diverse areas as intruder detection [1], cognitive radios [2], covert communication [3] and energy harvesting sensor networks [4]. The common objective in these works has been minimizing a well defined detection delay after a single unknown change point in the observation characteristics under the condition that false alarms do not occur frequently. Two important and well studied aspects of this problem that have helped extend the applicability of the theory of QCD over the seminal works of [5]–[8] have been the availability (or lack thereof) of pre- and post-change distributions to the detection algorithm and the single sensor vs sensor network formulations of the problem.

Change detection problems with unknown pre- or post change distribution have been investigated in [9]–[12] after its first appearance in [7] where the unknown post-change distribution belongs to a single parameter family. For problems with unknown parameters after the change point, [9] has proposed the generalized likelihood ratio and mixture likelihood ratio stopping times that are asymptotically optimal as the average run length goes to infinity. Then, [10] has (asymptotically) optimally solved Lorden’s problem (a minimax QCD problem), Pollak’s problem (a non-Bayesian conditional QCD problem) and the Bayesian formulation of QCD assuming the worst realization of pre- and post-change distributions under the assumption that least favorable distributions (LFDs) exist and are identifiable. In [11], the authors have proposed a novel constraint on the frequency of observations before the change point while the post-change distribution is unknown up to a finite set of alternatives and have successively shown an asymptotically optimal algorithm satisfying this new condition. Finally, the authors of [12] use binning as another alternative method when pre-change distribution is known and is distinguishable from the unknown post-change distribution under some level of discretization.

Similarly, the (decentralized) sensor network problem has been proposed in [13] and has been studied in detail in [14]–[17]. In [14], a Bayesian formulation has been asymptotically solved where the sensors have restricted local memory but full feedback from the fusion center. The authors of [15] have bound the asymptotic detection delay when the sensors have limited or full local memory while processing information to be sent to the fusion center using finite alphabets. The proposed algorithms have achieved asymptotic optimality by quantizing likelihood ratios locally to form messages for limited memory systems and sending local decisions of change for full local memory networks. Then, [16] has proposed using the sum of local CUSUM statistics at the decision center when an unknown subset of sensors undergo change which has also been proven to be asymptotically optimal universally for any such unknown subset. Finally, the paper [17] has limited the frequency of using the channel from the sensors to the fusion center by sending local CUSUM statistics only if they are above a threshold and has proven asymptotic optimality even if sensors undergo change asynchronously.

We proposed a computationally efficient change detection algorithm that utilizes the knowledge of the pre-change distribution to suppress the most likely false alarms when the post-change distribution is unknown in [18]. In the same paper, we have shown that our proposed method is asymptotically optimal up to a multiplicative constant for Lorden’s problem.

In this paper, we extend those results to sensor networks with an unknown subset of affected sensors and with unknown local
distributions after the change point. To the best of our knowledge, this is the first approach to address a QCD problem over sensor networks with unknown local post-change distributions. We also prove asymptotic optimality under Lorden’s criterion.

We are motivated from the fact that if the statistics that describe the change in the local observation process are concave (or convex) over the space of probability distributions, the fusion center can define a global CUSUM statistic that can identify the most likely false alarms to be suppressed via information projection. Further, this global statistic also preserves Lipschitz continuity. Satisfying these conditions, we can extend the information projection test for QCD over a single sensor [18] to the QCD over sensor networks when local post-change distributions are unknown.

Our contributions can be summarized as follows.

1) We introduce a novel framework to address the QCD problem over sensor networks with unknown post-change distributions.

2) We do not assume a finite set of alternatives for the local post-change distributions nor the existence of LFDs. We allow an unknown subset of affected sensors and heterogeneity across the sensors, i.e., alphabets, pre-change and post-change distributions are not necessarily the same across sensors.

3) We extend the idea to suppress most likely false alarms to the QCD problem over sensor networks utilizing the knowledge of the pre-change distribution and the rule for stopping.

4) We show that our algorithm is computationally lighter than the corresponding generalized likelihood ratio test (GLRT) and prove that it is asymptotically optimal for Lorden’s problem up to a multiplicative constant.

II. MODEL AND PROBLEM STATEMENT

Assume there are \( J \) sensors monitoring physically distant locations or different variables of a single process (e.g., pressure, temperature and chemical concentration of a refinement process) For each sensor \( j = 1, \ldots, J \), let \( A_j = \{a_{j,1}, \ldots, a_{j,m_j}\} \) denote the finite alphabet and \( P_j \) denote the probability simplex of probability mass functions (p.m.f.s) \( f_j \) over \( A_j \). The observation at sensor \( j \) at time \( k \) is denoted \( X_{j,k} \) where, before unknown change point \( t_1 \), each random variable \( X_{j,k} \) is i.i.d. with known pre-change p.m.f. \( f_{j,0} \). After \( t_1 \), an unknown subset of sensors \( \mathcal{J} \subset \{1, \ldots, J\} \) undergoes a change and for all \( j \in \mathcal{J} \) and \( k \geq t_1 \), \( X_{j,k} \) are i.i.d. with the unknown post-change distribution \( f_{j,1} \), independent of previous observations \( X_{j,1}, \ldots, X_{j,t_1-1} \). Assume \( \mathcal{J} \neq \emptyset \) and that for each observation process there exists a statistic \( q_j : (P_j, t_1) \rightarrow \mathbb{R} \) concave and Lipschitz continuous with Lipschitz constant \( L_j \) that satisfies \( q_j(f_j,0) = q_{j,0} = 0 \) < \( q_j(f_{j,1}) \). Thus, each \( f_{j,1} \) is sampled from an unknown subset \( F_{j,1} \) of \( q_j^{-1}(\{0, \infty\}) \). We use \( [J] \) to denote \( \{1, \ldots, J\} \), \( X_k \) to denote \( (X_{1,k}, \ldots, X_{J,k}) \), \( X_{j,k}^{l} \) to denote \( (X_{j,k}, X_{j,k+1}, \ldots, X_{j,l}) \), \( X_{j,k}^{l} \) to denote \( (X_{j,k}, \ldots, X_{j,J}) \), and \( \hat{f}_{X_{j,k}^{l}} \) and \( \hat{f}_{X_{j,k}^{l}} \) for the empirical p.m.f.s of \( X_{j,k}^{l} \) and \( X_{j,k}^{l} \). We also prove asymptotic optimality under Lorden’s criterion.

B. Algorithm

Using \( q \), we define a CUSUM statistic to be utilized in the first stage of detection. Our CUSUM statistic is similar to the SUM scheme in [16] where this problem is solved by computing a local CUSUM statistic and then summing them in the fusion center, i.e., \( \sum_{j} \max_{l \leq k \leq 1}(k-l_j + 1)q_j(f_{j,l_j}) \). Although the local maximization over the possible change points reduces the noise in the fusion center, the algorithm proposed in [16] may be suboptimal if multiple sensors are affected simultaneously since the estimated change points are computed locally. Therefore we employ a single maximization at the fusion center. Using a sum of sign changing drift terms for each of the local sensors (ex. \( \sum_{j} k_{j}q_j(f_{j,l_j}) \)), we want the overall drift to become positive even if only a small subset
$\mathcal{J} \subset [J]$ of sensors undergo a change, ex. if $\mathcal{J}$ is a singleton. Therefore we use local statistics that have no drift before the change point and add a negative drift of $-\kappa$ at the fusion center. Let $S_k$ denote the global CUSUM statistic, then

$$S_k = \max_{\tau_k \leq k+1} \,(k-l+1) \left( \sum_j q_j \left( \hat{f}_{X_j^k} - \kappa \right) \right)$$

$$= \max_{\tau_k \leq k+1} \,(k-l+1) \left( q \left( \hat{f}_{X_l^k} \right) - \kappa \right)$$

where $0 < \kappa < \min_j q_j$ and we denote $\min_j q_j - \kappa = \bar{q}$. Given a window size $n$, we define the most likely false alarm distribution $f_n^*$, i.e. the empirical distribution that is most likely under $f_0$ among those for which $S_k \geq c^S_n$, and KL divergence $D_k$ from it as

$$f_n^* = \arg\min_{f \in \mathcal{F}} I(f \| f_0)$$

$$i_k = \arg\max_{\tau_k \leq k+1} \,(k-l+1) \left( q \left( \hat{f}_{X_l^k} \right) - \kappa \right)$$

$$n_k = k - i_k + 1$$

$$D_k = I \left( \hat{f}_{X_{i_k}^k} \parallel f_{n_k}^* \right)$$

Note that if $\{q(f) \geq \frac{c^S_n}{n} + \kappa\} \neq \emptyset$, then $f_n^*$ is unique since since $I(f \| f_0)$ is strictly convex and continuous in $f$. Finally, define the reset times $\tau_k$ and the stopping times $t_S$ and $t_I$ as

$$\tau_{k+1} = \begin{cases} 
  k + 1, & S_k \geq c^S_n, D_k < c^D_{n_k} \\
  \tau_k, & \text{otherwise}
\end{cases}$$

$$t_S = \inf \{ k \mid S_k \geq c^S \}$$

$$t_I = \inf \{ k \mid (S_k, D_k) \geq \left( c^S_n, c^D_{n_k} \right) \}.$$ 

We call $t_I$ as the network information projection test (NIPT) and prove that it is asymptotically optimal as $\gamma \to \infty$ up to a constant factor.

C. Complexity

The algorithm can be initialized by computing the most likely false alarm distributions $f_n^*$ for $n \in \mathcal{O} \left( c^S \right)$. For each $n$, $f_n^*$ is the solution to the convex optimization

$$\min_{f \in \mathcal{P}} I(f \| f_0)$$

s.t. $q(f) \geq \frac{c^S_n}{n} + \kappa$ $f \in \mathcal{P}$. 

Without loss of generality, assume the set of feasible solutions is nonempty, $f_0$ is not feasible and $f_0(a) > 0$ for all $a$. For differentiable $q$, using the KKT conditions, we can reformulate this as a search over Lagrangian parameters $\lambda \geq 0$ and $\nu$ that satisfy

$$\sum_a f_0(a) \exp(\lambda \hat{q}(f)) \exp(-\nu) = 1$$

$$q(f) = \frac{\lambda}{c^S_n} + \kappa$$

where $\hat{q}$ is the gradient of $q$ and $f(a) = f_0(a) \exp(\lambda \hat{q}(f) - \nu)$. Then, if, at each iteration, $q$ and $\hat{q}$ can be computed in $\mathcal{O}(m)$ time from $f$, solving $f_n^*$ has complexity $\mathcal{O}(m \log \frac{1}{\epsilon})$ where $\epsilon$ is the maximum allowable $l_1$ error for the solution. Then, the initialization process for NIPT has complexity $\mathcal{O} \left( c^S n \log \frac{1}{\epsilon} \right)$.

or, as will be shown, $\mathcal{O} \left( \log \gamma \, m \log \frac{1}{\epsilon} \right)$ Finally, the run time complexity to compute $S_k$ and $D_k$ is $\mathcal{O} \left( \gamma m \right)$.

On the other hand, GLRT has no initialization but solves the noniterative optimization

$$\max_{l \leq k+1, J} \sup_{f_l} \sum_{j \in J} \sum_{i \in J} \log \frac{f_i(X_k)}{f_i(X_l)}$$

during run time. Note that, since the set of local post-change distributions are unknown, GLRT can only utilize the knowledge of the super sets $q_j^{-1}([q_j, \infty))$ instead of $\mathcal{F}_{j,1}$. Then, at each iteration $k$, GLRT solves the convex problem

$$\max_{l \leq k+1, J} \min_{f_l \in J} \sum_{j \in J} I \left( \hat{f}_{X_k^l} \parallel f_{j,l} \right)$$

in $\Omega \left( k^2 \, m \log \frac{1}{\epsilon} \right)$ time, using, for example, the center of gravity method [19]. Then, the run time complexity of GLRT is larger than that of the NIPT $\mathcal{O} \left( \gamma m \right)$.

IV. QUICKEST CHANGE DETECTION OVER SENSOR NETWORKS

We prove the asymptotic optimality by lower bounding ARL and upper bounding WADD as a function of the thresholds $c^S_n$ and $c^D_{n_k}$. For the full proofs of Theorem 2 and Lemma 4 see Appendix B of [20].

First, we prove a lemma that characterizes the stopping time $t_I$ in terms of the stopping time $t_S$ and the conditional expected probability that the second stage of the algorithm classifies the empirical distribution as change, i.e. the probability that $D_k \geq c^D_{n_k}$ at $k = t_S$.

**Lemma 1.** For any $f_1, \mathcal{J}$ and $t_1$,

$$E_{f_1, \mathcal{J}, t_1} t_I = \frac{E_{f_1, \mathcal{J}, t_1} t_S}{E_{f_1, \mathcal{J}, t_1} \left[ P_{f_1, \mathcal{J}, t_1} \left( D_{t_1} \geq c^D_{n_{t_1}} \mid t_S \right) \right]}.$$ 

**Proof.** Let us express $E_{f_1, \mathcal{J}, t_1} t_I$ conditional on $t_S$. Whenever $S_k$ crosses the threshold $c^S$, the algorithm stops and declares change at $t_I = t_S = k$ if and only if $D_k \geq c^D_{n_k}$. Otherwise, $D_k < c^D_{n_k}$ and $\tau_{k+1} = k + 1$ resetting the algorithm. Thus,

$$E_{t_I} = \mathbb{E}_{t_S} \left[ (t_I \mid t_S) \right]$$

$$= \mathbb{E}_{t_S} \left[ E_{t_I \mid t_S} \left( t_I \neq t_S \mid t_S \right) \right] E_{t_I}$$

$$= \mathbb{E}_{t_S} \left[ E \left( D_{t_S} \geq c^D_{n_{t_S}} \mid t_S \right) \right]$$

where we have briefly used $E$ and $P$ to denote $E_{f_1, \mathcal{J}, t_1}$ and $P_{f_1, \mathcal{J}, t_1}$ respectively. □
A. Average run length

Using Lemma 1, we show that the ARL increases asymptotically exponentially with the first threshold \(c_S\) at a rate that approaches \(v^* + \frac{2\kappa}{L^2}\) for a suitable choice of \(c_n^D\).

**Theorem 2.** For any \(\rho \in (0, 1)\), if \(c_n^D = c_D^2\) for \(n > (1 - \rho) c_S^2\) and \(c^D \geq \frac{(2\rho)^2 \kappa^2}{2(1 - \rho) L^2}\), then

\[
\text{ARL}(t_1) \geq \exp \left( \left( v^* + \frac{2\kappa}{L^2} + o(1) \right) c_S^2 \right)
\]

as \(c_S^2 \to \infty\) and \(\rho \to 0\).

**Sketch of proof.** We use Lemma 1 to express the detection delay of \(t_1\) when \(t_1 = 1\) in terms of the detection delay of \(t_S\) and the probability that the alarm is suppressed and the algorithm is reset.

Given \(f_1, J, J_t, t\) and \(\rho > 0\), if \(c_n^D = 0\) for \(n \leq (1 + \rho) c_S^2\), then \(c_n^D = 0\) in which case the second stage of the algorithm, comparing \(D_k\) with \(c_n^D\), does not suppress any alarm.

The next theorem established our upper bound for WADD using Lemma 3 and the bound \(t_S \leq t_I\).

**Theorem 5.** For any \(f_1, J, t_1\) and \(\rho > 0\), if \(c_n^D = 0\) for \(n \leq (1 + \rho) c_S^2\), then

\[
\text{WADD}(t_1) \leq \frac{2c_S^2}{q}
\]

as \(c_S^2 \to \infty\) and \(\rho \to 0\).

**Proof.** Any \(f_1, J, J_t, t_1, t\),

\[
\text{WADD}(t_1) = \sup_{f_1, J, J_t, t_1} \text{esssup} \left\{ \left( t_1 - t_1 + 1 \right) \left| X_{t_1}^{t_1-1} \right| \right\}
\]

\[
\leq \sup_{f_1, J} \left( E_{f_1, J, t_1} \left( \left( t_1 - t_1 + 1 \right) \left| X_{t_1}^{t_1-1} \right| \right) \right)
\]

\[
\leq \frac{2c_S^2}{q}
\]

where we have used Lemma 3 and the fact that \(t_S \leq t_I\).

**Corollary 6.** For any \(f_1, J, t_1\) and \(0 < \kappa < \frac{1}{2} \min_j \frac{1}{q_j}\), there exists \(\rho \in (0, 1)\) such that \((1 + \rho) c_S^2 \leq (1 - \rho) c_S^2\) and if \(c_n^D = 0\) for \(n \leq (1 + \rho) c_S^2\), then \(c_n^D = c_D^2\) for \(n > (1 - \rho) c_S^2\) and \(c^D \geq \frac{(2\rho)^2 \kappa^2}{2(1 - \rho) L^2}\)

\[
\text{WADD}(t_1) \leq \frac{\log \gamma}{q \left( \frac{c_S^2}{2} + \frac{c_D^2}{2} \right)}
\]

as \(\gamma \to \infty\) and \(\rho \to 0\).

**Proof.** For \(0 < \kappa < \frac{1}{2} \min_j \frac{1}{q_j}\), \(q_j = \min_j \frac{1}{q_j} - \kappa > 0\) and we can choose \(\rho \in (0, 1)\) such that \(\frac{c_S^2}{\rho} \leq \frac{c_D^2}{\kappa} \).

Let \(c_n^D = \frac{(2\rho)^2 \kappa^2}{2(1 - \rho) L^2}\) for \(n > (1 - \rho) c_S^2\) and \(c_n^D = 0\) for \(n \leq (1 + \rho) c_S^2\). Then, by Theorem 2 and 5, there exist \(c_S^2\) and \(\rho\) such that

\[
\text{ARL}(t_1) \sim \exp \left( \left( v^* + \frac{2\kappa}{L^2} \right) c_S^2 \right) \geq \gamma
\]

\[
\text{WADD}(t_1) \sim \frac{2c_S^2}{q}
\]

Thus, for \(c_S^2 \geq \frac{\log \gamma}{\left( v^* + \frac{2\kappa}{L^2} \right)}\) we have \(\text{WADD}(t_1) \sim \frac{2\log \gamma}{\left( v^* + \frac{2\kappa}{L^2} \right)}\).
V. NUMERICAL RESULTS

In this section we give a numerical example by describing the problem and comparing the empirical detection performance with our bound in (4).

Consider the finite alphabet \{−4, \ldots, 4\}. Over a sensor network with 3 nodes, we let the local pre-change distributions \(f_{1,0}\) to be zero mean discrete Gaussian with \(\sigma^2 = 1\), i.e. \(f_{1,0}(a) = C \exp \left(-\frac{a^2}{2\sigma^2}\right)\) where \(d \sim 1\). The unknown post-change distributions \(f_{1,1}\) satisfy \(\sigma^2 \geq \sigma_j^2 = 2\). For \(q_j(f_j) = \sigma_j^2 - 1\), \(q_j\)s are concave over \(P_j\), thus, we can utilize the NIPT. We randomly specify 1000 different post-change distributions from \(\mathcal{F}_{j,1} = \{\sigma^2 \geq 2\}\), let \(t_1 = 1\) or \(\infty\) and average over 1000 realizations for each ARL and WADD.

We have proven the asymptotic optimality of network information projection testing for Lorden’s criteria up to a multiplicative constant. Under some constraints on \(c_n^D\) and \(\kappa\), our two stage algorithm first performs similar to a CUSUM method with its drift changing property and then compares the empirical distribution to a likely false alarm given the threshold at the first stage and the number of samples that lead to an alarm. We have also given a numerical example of the performance of the algorithm for a special case of the problem.

As future work, we want to find tighter bounds, especially in Theorem 5 to prove asymptotic optimality with the optimum constant. Our algorithm is not fully decentralized since it requires \(f\) at the fusion center whenever the first threshold is crossed, \(S_k \geq c^S\), to compute \(D_k\). Thus, we also want to construct a fully decentralized asymptotically optimal algorithm for the QCD problem over networks with unknown local post-change distributions. One method we are considering for decentralization is by modifying the second stage of our algorithm with \(c^D = \infty\). Finally, we also want to investigate the effect of having different change points across sensors that get affected and that of quantization for distribution over continuous alphabets.

APPENDIX A

PROPERTIES OF \(\sum_j q_j\)

A. Concavity

For any \(f, g \in \mathcal{P}\) and \(\alpha \in [0, 1]\),

\[
q(\alpha f + (1 - \alpha)g) \\
= \sum_j q_j \left( \sum_a f(a) + (1 - \alpha)g(a) \right) \\
\geq \sum_j \alpha q_j \left( \sum_a f(a) \right) + (1 - \alpha)q_j \left( \sum_a g(a) \right) \\
= \alpha \sum_j q_j \left( \sum_a f(a) \right) + (1 - \alpha) \sum_j q_j \left( \sum_a g(a) \right) \\
= \alpha q(f) + (1 - \alpha)q(g)
\]

and \(q\) is concave over \(\mathcal{P}\).
B. Lipschitzness

For any $f, g \in \mathcal{P}$, $q$ is Lipschitz continuous over $\mathcal{P}$ with Lipschitz constant $\sum_j L_j$.

$$|q(f) - q(g)| = \left| \sum_j q_j \left( \sum f(a) \right) - \sum_j q_j \left( \sum g(a) \right) \right|$$

$$\leq \sum_j \left( \sum f(a) - \sum g(a) \right)$$

$$\leq \sum_j L_j \left\| \sum f(a) - \sum g(a) \right\|_1$$

$$= \sum_j L_j \left\| \sum f(a) - \sum g(a) \right\|_1$$

$$\leq \sum_j L_j \left\| f - g \right\|_1$$

$$= \left( \sum_j L_j \right) \left\| f - g \right\|_1$$

where we have used the Lipschitz continuity of $q$ at $f_0$. Using the $l_1$ inequality in [21],

$$P_\infty (\text{nl}_S \leq N|t_S) \leq N \max_{n/N} 2^m \exp \left( \frac{n}{2} \left( \frac{c^S}{n} + \frac{\kappa}{L} \right)^2 \right)$$

since $n \leq N < \frac{c^S}{\kappa}$. For the second term in (6), if $c_n^D = c^D$,

$$P_\infty \left( \text{nl}_S > N, D_{t_S} \geq c_{n}^D | t_S \right)$$

$$= \sum_{n>N} P_\infty (\text{nl}_S = n|t_S) P_\infty (D_{t_S} \geq c^D | n_{t_S} = n, t_S)$$

$$\leq \sum_{n>N} P_\infty (I(f_n \geq c^D | n_{t_S} = n, t_S)$$

$$\leq \sum_{n>N} \exp \left( -2^m \exp \left( -nc^D \right) \right)$$

APPENDIX B

PROOFS OF THEOREMS

A. Proof of Theorem 2

**Theorem.** For any $\rho \in (0, 1)$, if $c^D_n = c^D$ for $n > (1 - \rho) \frac{c^S}{\kappa}$ and $c^D \geq \frac{(2-\rho)^2\kappa^2}{L^2}$, then

$$\text{ARL}(t_I) \geq \exp \left( \left( v^* + \frac{2\kappa}{L^2} \right) c^S \right)$$

as $c^S \to \infty$ and $\rho \to 0$ where $v^* > 0$ satisfies

$$\psi(v^*) = \log E_\infty \exp \left( v^* \left( \sum_j X_{j,k} - \kappa \right) \right) = 0.$$ 

**Proof.** From Lemma [1]

$$E_\infty t_I = \frac{E_\infty t_S}{E_\infty (D_{t_S} \geq c_{n}^D | t_S)}.$$ 

(5)

Given $\rho \in (0, 1)$, let $N$ denote $(1 - \rho) \frac{c^S}{\kappa}$. Then, for the denominator in (5),

$$P_\infty (D_{t_S} \geq c_{n}^D | t_S) \leq P_\infty (\text{nl}_S \leq N|t_S)$$

$$+ P_\infty (n_{t_S} > N, D_{t_S} \geq c_{n}^D | t_S)$$

(6)

For the first term in (6),

$$P_\infty (\text{nl}_S \leq N|t_S) \leq N \max_{n/N} P_\infty (n_{t_S} = n|t_S)$$

$$\leq N \max_{n/N} P_\infty \left( q \left( \hat{f}_{X_{t_{S}-n+1}} \right) \geq \frac{c^S}{n} + \frac{\kappa}{L} | t_S \right)$$

$$\leq N \max_{n/N} P_\infty \left( \left\| \hat{f}_n - f_0 \right\|_1 \geq \frac{c^S}{n} + \frac{\kappa}{L} | t_S \right)$$

Next, let $k^*$ denote the latest upper or lower threshold crossing time after a reset.

$$E_\infty t_I \geq \frac{\exp \left( v^* c^S \right)}{2^m N \exp \left( \frac{(2-\rho)^2\kappa^2}{2(1-\rho)L^2} c^S \right) + \frac{(N+1)^m \exp(-nc^D)}{1-\exp(-c^D + \frac{m\log(N+1)}{N})}}$$

If $c^D \geq \frac{(2-\rho)^2\kappa^2}{2(1-\rho)L^2}$, the first term in the denominator dominates $E_\infty t_I \geq \exp \left( (v^* + o(1)) c^S \right)$ as $c^S \to \infty$, $\rho \to 0$. □
B. Proof of Lemma \[3\]

**Lemma.** For any \(f_1, \mathcal{J}, t_1\) and \(X_1^{t_1-1}\), the stopping time \(t_1\) satisfies

\[
E_{f_1, \mathcal{J}, t_1} \left( (t_1 - t_1 + 1)^+ | X_1^{t_1-1} \right) \leq E_{f_1, \mathcal{J}, t_1} \left( t_1 + t_1^{(u^*)+1} - t_1 + 1 \right)^+.
\]

**Proof.** Let us define \(t_S^{(u)}\) as the \(u\)th time \(S_k\) crosses \(c^S\) and \(t_I\) as the the stopping times applied on the samples starting at \(X\). Then, \(t_S^{(0)} = 0\) and for all \(u \geq 1, t_S^{(u)} = t_S^{(u-1)} + t_I^{(s^*)+1}\).

We first show that for \(u^* = \inf \{ u \mid t^{(u)}_S \geq t_1 \}\),

\[
t_1 \leq t_1 - 1 + t_I^{(s^*)+1}.
\]  

(7)

Let \(u\) be an arbitrary nonnegative integer. Without loss of generality, assume \(t_1 \geq t_S^{(u)}\). Then, either \(t_1 \geq t_S^{(u)}\) or the algorithm is restarted and \(t_1 = t_S^{(u)} + t_I^{(s^*)+1}\). Therefore, we have for all \(u, t_1 \leq t_S^{(u)} + t_I^{(s^*)+1}\).

Similarly, let \(u\) and \(t_S^{(u)} < k \leq t_S^{(u+1)}\) be arbitrary. If \(t_{k+1} \leq k\), then there exists \(k'\) such that \(k < k' < k + t_S^{(u)} - 1\) and \(t_{k+1} = k'\). Thus, \(t_S^{(u+1)} \geq k' \leq k + t_S^{(u)} - 1\). Else, \(t_{k+1} < k + t_S^{(u)} - 1\). Setting \(u + 1 = u^*, k = t_1\) we get (7).

\[
t_1 \leq t_S^{(u^*)} + t_I^{(s^*)+1} = t_1 - 1 + t_I^{(s^*)+1}.
\]

Then, for any \(f_1, \mathcal{J}, t_1\) and \(X_1^{t_1-1}\),

\[
(t_1 - t_1 + 1)^+ \leq \left( t_1 + t_S^{(u^*)+1} - t_1 + 1 \right)^+ = t_I^{(s^*)+1}
\]

and

\[
E_{f_1, \mathcal{J}, t_1} \left( (t_1 - t_1 + 1)^+ | X_1^{t_1-1} \right) \leq E_{f_1, \mathcal{J}, t_1} \left( t_I^{(s^*)+1} | X_1^{t_1-1} \right) \text{ since for all } j, q_{j,1} \geq q_{j,0} > 0 \text{ and } \mathcal{J} \neq \emptyset. \text{ Thus,}
\]

\[
E_{f_1, \mathcal{J}, t_1} \left( t_I^{(s^*)+1} | X_1^{t_1-1} \right) \leq \sum_{t > T} P_{f_1, \mathcal{J}, t} (t_S > t)
\]

\[
\leq T \sum_{t > T} 2^m \exp \left( - \frac{t - \rho^2 q^2}{2(1 + \rho)^2 L^2} \right) - \exp \left( - \frac{c^S q^2}{2(1 + \rho)^2 L^2} \right)
\]

Next, we bound the denominator of (8) using the fact that \(t_S \leq T\) with high probability. We also use the fact that whenever

as \(c^S \to \infty \text{ and } \rho \to 0\).
Finally,
\[ E_{f_1 J_1} t_1 \leq \frac{c^S}{2} + 2^n \exp\left(-\frac{c^2}{2(1+\rho)l^2} \right) \]
and \( E_{f_1 J_1} t_1 \leq \frac{c^S}{2} \) as \( c^S \to \infty \) and \( \rho \to 0 \).
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