PAPER

Critical behaviour of the quasi-periodic quantum Ising chain

To cite this article: P J D Crowley et al J. Stat. Mech. (2022) 083102

View the article online for updates and enhancements.

You may also like

- Passivity of Lotka-Volterra and quasi-polynomial systems
  Llinc Márton, Katalin M Hangos and Attila Magyar

- Temporal non-equilibrium dynamics of a Bose-Josephson junction in presence of incoherent excitations
  Mauricio Trujillo-Martínez, Anna Posazhennikova and Johann Kroha

- Quantum plasmon excitations in gold-fullerene mixture films
  Vasily Lavrentiev, Dagmar Chvostova, Mykhaylo Motylenko et al.
Critical behaviour of the quasi-periodic quantum Ising chain

P J D Crowley¹,², *, C R Laumann¹ and A Chandran¹

¹ Department of Physics, Boston University, Boston, MA 02215, United States of America
² Department of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139, United States of America
E-mail: philip.jd.crowley@gmail.com

Received 24 May 2022
Accepted for publication 4 July 2022
Published 10 August 2022

Abstract. The interplay of correlated spatial modulation and symmetry breaking leads to quantum critical phenomena intermediate between those of the clean and randomly disordered cases. By performing a detailed analytic and numerical case study of the quasi-periodically (QP) modulated transverse field Ising chain, we provide evidence for the conjectures of reference (Crowley et al 2018 Phys. Rev. Lett. 120 175702) regarding the QP-Ising universality class. In the generic case, we confirm that the logarithmic wandering coefficient $w$ governs both the macroscopic critical exponents and the energy-dependent localisation length of the critical excitations. However, for special values of the phase difference $\Delta$ between the exchange and transverse field couplings, the QP-Ising transition has different properties. For $\Delta = 0$, a generalised Aubry–André duality prevents the finite energy excitations from localising despite the presence of logarithmic wandering. For $\Delta$ such that the fields and couplings are related by a lattice shift, the wandering coefficient $w$ vanishes. Nonetheless, the presence of small couplings leads to non-trivial exponents and localised excitations. Our results add to the rich menagerie of quantum Ising transitions in the presence of spatial modulation.
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1. Introduction

In the vicinity of a quantum Ising phase transition in a spatially homogeneous (clean) system, the magnetisation (the order parameter) fluctuates on the respective macroscopic length and time scales,

\[ \xi \sim \delta^{-\nu}, \quad \xi_t \sim \xi^z, \]  \hfill (1)

where \( \nu \) and \( z \) are the correlation length and dynamic exponent respectively, and \( \delta \) is the control parameter which measures the deviation from the transition [1]. These fluctuations of the order parameter are mediated by long wavelength, low energy excitation modes. In the clean transverse field Ising model (TFIM) the transition is in the celebrated Onsager universality class with \( \nu = z = 1 \) [2, 3].

Spatial modulation of the couplings can change the universality class of a quantum phase transition. One feature of this is that locally different regions of the system may be closer to, further from, or even on different sides of, the critical point \( \delta = 0 \). This is quantified by \( \delta_i \), the local deviation from the transition point at the spatial position \( i \). If the fluctuations of the spatially averaged \( \delta \) in a region of size \( l \) grow sufficiently quickly with \( l \), then the clean transition is perturbatively unstable by the Harris–Luck criterion [4–6]. Accordingly, random modulation destabilises the clean Ising transition and ultimately the system flows to an infinite-randomness critical point [7–13]. Both quasi-periodic and hyper-uniform modulation allow the fluctuations of \( \delta \) to be tuned, and can send the system to new fixed points [5, 14–25].

For sufficiently strong smooth quasi-periodic (QP) modulation of the couplings in the TFIM, Crowley [25] showed that the fluctuations of \( S_l(j) = \sum_{i=j}^{j+l-1} \delta_i \), the \textit{wandering},
Table 1. Summary of critical exponents for smooth quasi-periodic Ising transitions: the logarithmic wandering coefficient $w$, correlation length exponent $\nu$, dynamical exponent $z$, susceptibility exponent $\gamma$ and localisation length exponent $\zeta_L$ for the model in equation (3) in various regimes. All data presented for $2\pi Q = (1 + \sqrt{5})/2$ the golden mean. The exponents for cases 2 and 3 are obtained here for the first time. (Case 0) Weak QP modulation is irrelevant to the clean Ising transition. (Case 1) Strong QP modulation is generically relevant due to the logarithmic wandering $w > 0$; this enhances $\nu$ logarithmically (indicated by superscript $+$), modifies $z$ and $\gamma$, and induces localisation of the finite energy modes. (Case 2) For special relative phases $\Delta = Q(N + \frac{1}{2})$, $w$ vanishes but the weak couplings nonetheless induce localisation. This case violates the conjecture that $w$ controls the macroscopic critical exponents. (Case 3) For $\Delta = 0$, a generalised Aubry–André-type duality prevents localisation of the finite energy modes. Nonetheless, the wandering modifies equilibrium exponents.

| Case   | $w$     | $\nu$ | $z$   | $\gamma$ | $\zeta_L$ |
|--------|---------|-------|-------|----------|-----------|
| 0 Ising (weak modulation) | 0       | 1     | 1     | $\frac{7}{4}$ | —         |
| 1 QP-Ising (generic $\Delta$) | 1.2     | $1^+$ | 1.9   | $2.6^+$  | 1.9       |
| 2 Zero-wandering ($\Delta \in Q(N + \frac{1}{2})$) | 0       | 1     | $\frac{3}{2}$ | 2.2     | $\frac{3}{2}$ |
| 3 Aubry–André ($\Delta = 0$) | 1.5     | $1^+$ | 2.0   | $2.7^+$  | —         |

The logarithmic growth violates the Harris–Luck criterion but not strongly enough to drive the system to infinite randomness. Crowley [25] argued that the resulting QP-Ising transitions belonged to a new line of intermediate fixed points parameterised by $w$. At the QP-Ising transitions, macroscopic observables obey power-law scaling (as in the clean Ising transition but with distinct scaling data), while the finite energy excitations are localised (as in the disordered Ising transition). Table 2 summarises the critical behaviours of the clean, QP modulated and disordered Ising transitions which have been studied in the literature. Case 1 in table 1 provides representative values of the critical exponents for the QP-Ising transition with a specific $w$.

In this article, we extend the study of [25] and provide evidence in support of two conjectures:

(A) The logarithmic wandering coefficient $w$ captures the microscopic detail necessary to determine the macroscopic critical exponents of the QP-Ising transition. That is, $w$ parameterises a line of critical fixed points.

(B) The finite energy excitations are localised with a localisation length $\zeta(\epsilon)$ which diverges as $\epsilon \to 0$ with the same dynamical exponent $\zeta_L$ as that governing the equilibrium correlations. Thus, $\zeta_L = z_L$ up to logarithmic corrections.

While the two conjectures are generically true at the QP-Ising transition, fine tuning can violate either of them. The zero-Wandering case and Aubry–André case (cases 2
and 3 in table 1) provide examples of finely tuned models that violate the first and second conjecture respectively.

A challenge in the study of QP models is to separate physically robust observables from the mathematically intriguing tower of multi-fractal turtles on which they ride. Our approach is to focus on the macroscopic exponents which govern spatially averaged response and neglect the highly structured scale-dependent fluctuations about the mean trends in any given correlator. Thus, we supplement a calculation of $\nu$ with measurements of the dynamical exponent $z$ and susceptibility exponent $\gamma$. $z$ sets the low temperature behaviour of the specific heat $c \sim T^{1/z}$ and is extracted from the global density of states $\rho \sim \epsilon^{1/z-1}$, while $\gamma$ controls the divergence of the susceptibility to a longitudinal field $\chi \sim \delta^{-\gamma}$, and is extracted from spatially averaged two-point correlation functions using scaling relations.

The paper is structured as follows. We first review the QP-TFIM (section 2) and its equilibrium properties (section 3). We then calculate the logarithmic wandering $w$ for different values of $\Delta$ and show that strong-smooth modulation violates the Harris–Luck criterion (section 4). In section 5, we compute $\nu$, $z$ and $\gamma$ for the QP-Ising transition and provide evidence in support of conjecture (A) in smooth and square-wave modulated TFIMs. We also compute the critical exponents for the zero-wandering and Aubry–André transitions, and show that conjecture (A) is violated for the zero-wandering transition. In section 6, we turn to the localisation properties of the Fermionic excitations. We show that the excitations are localised with $z_L = z$ at the zero-wandering and the QP-Ising transitions, but are critically delocalised at the Aubry–André transition. The Aubry–André transition therefore violates conjecture (B). We end in section 6.5 with striking dynamical consequences of the localisation for wave-packet spreading.

2. Preliminaries

2.1. Model

The Hamiltonian of the one-dimensional QP-TFIM [25, 31] is

$$H = -\frac{1}{2} \left( \sum_{j=1}^{L-1} J_j \sigma^x_j \sigma^x_{j+1} + \sum_{j=1}^{L} h_j \sigma^z_j \right) - B \sum_{j=1}^{L} \sigma^x_j. \quad (3)$$

Here $\sigma^\alpha_j$ are the usual Pauli matrices, $B$ represents a longitudinal field which we henceforth set $B = 0$, and the couplings $J_j = J(Q_j)$ and $h_j = h(Q_j)$ are obtained from sampling $2\pi$-periodic functions $J(\theta)$ and $h(\theta)$ with wave-number $Q$. Quasi-periodicity requires that the ratio of the wavelength $2\pi/Q$ to the lattice length $a = 1$ is irrational:

$$Q \notin 2\pi \mathbb{Q}. \quad (4)$$

Our analysis focuses on pure tone sinusoidal modulation:

$$J(\theta) = \bar{J} + A_J \cos(\theta + Q/2 + \phi)$$
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Figure 1. Quasi-periodically modulated transverse field Ising model. (a) In the spin chain the exchange couplings \( J_j \) and the fields \( h_j \) are QP modulated (5). (b) The Jordan Wigner transformation maps the spin chain to a chain of non-interacting Majorana fermions.

\[
h(\theta) = \bar{h} + A_h \cos(\theta + \phi + \Delta)
\]

where \( \bar{J}, \bar{h}, A_J, A_h > 0 \) without loss of generality. This model is depicted in figure 1(a). The results for the single tone case easily generalise to generic continuous \( J(\theta), h(\theta) \). In table 2 and generally, if either of \( J(\theta), h(\theta) \) has zeroes, the modulation is termed strong-QP; whereas if either has discontinuities it is termed discontinuous-QP.

The QP-TFIM (with \( B = 0 \)) is Ising-symmetric. That is, \( H = PHP \) for \( P = \prod \sigma_i^z \).

The ground state phases are classified according to this symmetry: the paramagnetic (PM) phase is Ising symmetric, while in the ferromagnetic (FM) phase the symmetry is spontaneously broken.

The QP-TFIM satisfies Ising duality. Under the transformation:

\[
(\sigma_i^x \sigma_{i+1}^x, \sigma_i^z) \rightarrow (\tau_{i+1}^x \tau_{i+1}^x)
\]

the QP-TFIM with couplings \( h_i, J_i \) maps to another QP-TFIM with couplings \( h_i', J_i' = J_{i-1}, J_i' = h_i \). Thus any self dual points coincide with phase transitions.

2.2. Commensurate approximation

We may approach the limit of QP (i.e. incommensurate) modulation through a series of commensurate approximations \( Q = 2\pi p_i/q_i \), where the co-prime integers \( p_i, q_i \) constitute the \( i \)th best rational approximation to the irrational \( Q/2\pi \). The best rational approximations \( p/q \) to an irrational \( z \) are those which minimise \(|z - p/q|\) over all rationals with a denominator no larger than \( q \). The incommensurate limit is obtained on taking \( q_i \rightarrow \infty \).

As per the elementary results of Diophantine approximation [32], the best approximations \( p_i/q_i \) are given by truncating the continued fraction expansion,

\[
\frac{Q}{2\pi} = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \cdots}}},
\]

at the \( i \)th level. For specificity, we focus on the golden ratio \( Q/2\pi = \tau \equiv (1 + \sqrt{5})/2 \), for which the best rational approximations are \( p_i/q_i = F_{i+2}/F_{i+1} \) where \( F_i \) are the Fibonacci numbers. However, our results are readily generalisable to \( Q/2\pi \) equal to any badly
Table 2. Symmetry breaking fixed points of modulated Ising chains: different modulation organised by universality (rows), and the localisation of low energy excitations (columns). QP modulation is Ising relevant if it is either strong or discontinuous ($J(\theta), h(\theta)$ have zeros or jump discontinuities respectively). In this manuscript we focus on the role of $\Delta$ for strong and smooth QP modulation (bold).

| Spatial structure of low energy excitations | Delocalised | Localised |
|-------------------------------------------|------------|-----------|
| **Ising**                                 | Clean or periodic modulation [2, 26] | Strongly hyper-uniform random disorder [24] |
|                                           | Weak-continuous-QP modulation [5] |                                      |
|                                           | Fine-tuned discontinuous-QP [5, 15, 16, 19–23, 27–30] |                                      |
| **QP-Ising**                              | Aubry–André strong-continuous-QP modulation ($\Delta = 0$) | Generic strong-continuous-QP modulation ($\Delta \neq 0$), (see also [25, 31]) |
|                                           | Generic-discontinuous-QP modulation |                                      |
| **Infinite randomness**                   | Independent random disorder [10–12] | Weakly hyper-uniform random disorder [24] |
approximable number. Badly approximable numbers are defined by the property that $\max_i a_i$ is finite.

In the commensurate approximation, the QP-TFIM (3) is invariant under translations by $q_i$ lattice sites. The modes of the system are Bloch waves which can be calculated exactly in the infinite system limit $L \to \infty$. On length scales $\ell < q_i$, the scaling properties of correlation functions is controlled by the critical properties of QP-Ising universality class, whereas on scales $\ell \gg q_i$ the periodicity is apparent, and the scaling of correlations is correspondingly dictated by the Onsager universality class. Thus $q_i$ plays the role of a finite size cut-off to the QP-Ising transition.

2.3. Jordan–Wigner transformation to Majorana fermions

Using the Jordan–Wigner transformation
\[
\gamma_{2i-1} = \sigma_i^z \ldots \sigma_{i-1}^z \sigma_i^x \\
\gamma_{2i} = \sigma_i^z \ldots \sigma_{i-1}^z \sigma_i^y,
\] (8)
the QP-TFIM (3) maps to a quadratic Hamiltonian (see figure 1(b)):
\[
H = \frac{i}{2} \left( \sum_{j=1}^{L-1} J_j \gamma_{2j} \gamma_{2j+1} + \sum_{j=1}^L h_j \gamma_{2j-1} \gamma_{2j} \right)
= \frac{1}{4} \sum_{i,j=1}^{2L} H_{ij} \gamma_i \gamma_j
\] (9)
where $\gamma_i$ are Majorana fermions satisfying $\{\gamma_i, \gamma_j\} = 2\delta_{ij}$. The antisymmetric-Hermitian matrix $H$ has non-zero elements $H_{ij}$ only for $|i-j| = 1$. The eigenvalues of $H$ come in $\pm$ pairs $\epsilon_{\alpha} = -\epsilon_{\beta}$, whose corresponding eigenvectors are related by complex conjugation $\psi_{\beta}^* = \psi_{\alpha}$. Let $\alpha = 1 \ldots L$ label the $L$ positive eigenvalues. Define the Majorana fermions:
\[
\eta_{2\alpha-1} = \sqrt{2} \sum_{j=1}^{2L} \text{Re}(\psi_{\alpha}^j) \gamma_j, \quad \eta_{2\alpha} = \sqrt{2} \sum_{j=1}^{2L} \text{Im}(\psi_{\alpha}^j) \gamma_j
\] (10)
where $\{\eta_{\alpha}, \eta_{\beta}\} = 2\delta_{\alpha\beta}$. Re-writing $H$ in terms of these Majorana fermions
\[
H = \frac{i}{2} \sum_{\alpha=1}^{L} \epsilon_{\alpha} \eta_{2\alpha-1} \eta_{2\alpha} = \sum_{\alpha=1}^{L} \epsilon_{\alpha} \left( c_{\alpha}^d c_{\alpha} - \frac{1}{2} \right).
\] (11)
Above, the complex fermions $c_{\alpha} = (\eta_{2\alpha-1} + i \eta_{2\alpha})/2$ encode the excitations of the TFIM.

2.4. Spatial structure of excitation modes

Transport properties, such as the thermal conductivity, are dictated by the spatial structure of excitations above the ground state.

In the clean TFIM, $H$ is translationally invariant, and the $\psi_j^o$ are delocalised Bloch waves. This give rise to ballistic spreading of energy which is locally injected into the
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In non-interacting one-dimensional models, random modulation leads to exponentially localised excitations $\psi_j^\alpha \sim \exp(-|j - j_{\text{loc.}}|/\zeta)$ each with some localisation centre $j_{\text{loc.}}$ and localisation length $\zeta$ [33].

Similar localisation of all excitations is seen in the equilibrium phases of randomly modulated [34], or strongly QP modulated Ising chains [25, 31]. At the transition, the modulation-induced localisation competes with the development of long-range order, which necessitates an extended soft mode at zero energy. This forces $\zeta$ to diverge as a function of energy

$$\frac{1}{\zeta} \xrightarrow{\epsilon \to 0} 0.$$  

In mesoscopic systems, this produces a vanishing fraction of delocalised low energy states with $\zeta \gtrsim L$. Certain QP-modulation leads to excitations with fractal structure [35–41]. Wavepackets formed from fractal modes spread sub-ballistically but without bound [42], so they are delocalised.

2.5. Scaling limit and scaling content

At a phase transition, correlation functions become scale free [1]. In the vicinity of the transition, single parameter scaling posits that correlation functions are controlled by a single length scale $\xi$ and time scale $\xi_t$ which both diverge at the transition:

$$\xi \sim [\delta]^{-\nu} \quad \xi_t \sim \xi^z.$$  

Above, $[\delta] = [\log(J_i/h_i)]$ is the average deviation from the transition, and $\nu$ and $z$ are respectively the correlation length and dynamic critical exponents. Here, and throughout the manuscript, $[\cdot]$ denotes spatial averaging (averaging over the site index). The dynamic critical exponent also controls the long-wavelength features of the dispersion $\epsilon \sim |k|^z$ and the low energy features of the density of states $\rho(\epsilon) \sim \epsilon^{1/z-1}$.

In a homogeneous system ($A_j = 0, A_h = 0$), the scales $\xi, \xi_t$ determine the correlations in the vicinity of the transition

$$\langle \sigma^z_i(t) \sigma^z_{i+r}(0) \rangle_c \sim \frac{1}{|r|^2\Delta_s} C_{xx}\left(\frac{r}{\xi}, \frac{t}{\xi_t}\right),$$  

where $\Delta_s$ is the spin scaling dimension and $\langle \cdot \rangle_c$ denotes the connected part of the ground state correlator. In a spatially inhomogeneous systems, $\langle \sigma^z_i(t) \sigma^z_{i+r}(0) \rangle_c$ varies with the position $i$. One can define mean and typical correlators by taking either the spatial arithmetic-mean or the spatial geometric-mean respectively, and these may display different scaling behaviour [10–13, 24].

In this manuscript, we focus on the mean correlators, as these determine macroscopic physical quantities via linear response. These mean correlators similarly define scaling functions
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\[ \left\langle \sigma_x^r(t)\sigma_x^{r+r}(0) \right\rangle_c \sim \frac{1}{|r|^{2\Delta\sigma}} C_{xx}\left(\frac{r}{\xi}, \frac{q}{\xi}, \frac{t}{\xi} \right) \]  

(15)

where we have included the dependence on the period of commensurate modulation \( q \) (see section 2.2), which functions much like a finite size cut-off. The critical data \( C_{xx}, \Delta\sigma, \nu, z \) of the inhomogeneous case may be altered from the homogeneous case.

The susceptibility \( \chi \) to a longitudinal field \( B \) is an example of a physical quantity controlled by a mean correlator. This diverges at the critical point \( \chi \sim [\delta]^{-\gamma} \). Differentiating the free energy density \( f \) we find

\[
\chi = -\frac{\partial^2 f}{\partial B^2} \bigg|_{B=0} = \sum_r \int_{-\beta/2}^{\beta/2} d\tau \left[ \left\langle \sigma_x^r(0)\sigma_x^{r+r}(i\tau) \right\rangle_c \right], \\
\sim \int dr \int_{-\beta/2}^{\beta/2} d\tau \frac{1}{|r|^{2\Delta\sigma}} C_{xx}\left(\frac{r}{\xi}, \frac{i\tau}{\xi} \right). 
\]

(16)

The dependence on \( \xi, \xi_t \) can be scaled out of the above integral, yielding the relation

\[
\chi \sim \xi\xi_t^{1-2\Delta\sigma} \sim [\delta]^{-\nu(1-z-2\Delta\sigma)} = [\delta]^{-\gamma}. 
\]

(17)

This provides a means to access susceptibility exponent \( \gamma \) from the scaling of spatially averaged correlation functions. The clean TFIM is a well-known example of the Onsager universality class [2] with exponents \( z = 1, \nu = 1, \gamma = 7/4 \) and \( \Delta\sigma = 1/8 \).

3. Phase diagram of the QP-TFIM

3.1. Magnetic ordering of the phases

We highlight an interesting slice, \( \bar{J} = \bar{h} \), of the ground state phase diagram of the QP-TFIM equation (3) in figure 2. There are four phases. When typical exchange coupling is larger than the typical field the system magnetically orders [34]. In the magnetically ordered phases if the couplings \( J_j \) are weakly modulated, \( \bar{J} > A_J \), the phase is the usual gapped FM phase of the clean TFIM, and neighbouring spins align. However, if the couplings \( J_j \) are strongly modulated, \( \bar{J} < A_J \), the system is in the gapless QP-FM phase in which spins either align or anti-align with their neighbours depending on the sign of the \( J_j \). By duality the analogous statements hold for the PM and QP-PM phases which occur when the fields are weakly (\( \bar{h} > A_h \)) or strongly (\( \bar{h} < A_h \)) modulated respectively.

In the FM and PM phases, the local magnetizations (e.g. \( \langle \sigma_x^j \rangle \) and \( \langle \sigma_z^j \rangle \)) vary smoothly as the global couplings are tuned. In contrast in the QP-PM and QP-FM phases, these observables are sensitive to small changes to the global couplings (i.e. \( A_J, A_h \)) as these lead to sign reversals in the local couplings. Nonetheless, suitably
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Figure 2. Phase diagram for sinusoidal couplings (5). The hatched region defines the weakly modulated regime where there are no weak couplings \( J(Qi), h(Qi) > 0 \forall i \). In this region we find the usual gapped ferromagnetic (blue) and paramagnetic (green) phases. These are separated by a continuous transition in the clean Ising class (segment \( AB \)). In the strong modulation (unhatched region) excitations are localised. Within the strong modulation region we find two new modulated gapless phases: the QP-PM (yellow), and the QP-FM (red). The continuous transitions between (double line) and out of these phases (dashed lines) are in the new QP Ising class.

Spatially averaged observables vary smoothly within these phases and can satisfy scaling near the critical boundaries.

Figure 3 shows a density plot of the excitation gap across the same phase diagram as figure 2. As usual, the FM and PM phases are gapped. The QP-FM phase is gapless because of the density of arbitrarily weak bonds across which the Ising ordering direction can locally flip at low energy and similarly for the QP-PM phase. We note that the QP-Ising transition can take place between gapped QP-modulated phases when the coupling function \( J(\theta), h(\theta) \) has jump discontinuities.

3.2. QP-FM order parameter and experimental signatures

It is well known that the FM phase spontaneously breaks the \( \mathbb{Z}_2 \) symmetry and selects one of the two degenerate ground states in which the spins are either aligned or anti-aligned to the \( x \)-axis. This long-range magnetic order is manifest in the non-zero value of the symmetry broken order parameter \( \lim_{r \to \infty} \langle \sigma_x^r \sigma_x^r \rangle = \langle \sigma_x^r \rangle \langle \sigma_x^r \rangle \sim m^2 \) where \( m = \langle \sigma_z^r \rangle \) is the normalised magnetisation.

As in the FM, in the QP-FM, the system spontaneously selects one of the two degenerate ground states related by the global spin flip. In these ground states neighbouring spins are aligned or anti-aligned according to the sign of the couplings \( J_j \). The effect of sign structure is easily removed by considering the absolute value of spin–spin correlations, yielding the corresponding order parameter for the QP-FM phase \( \lim_{r \to \infty} |\langle \sigma_x^r \sigma_x^r \rangle| = m^2 \).

For condensed matter realisations of the QP-Ising model, as with the antiferromagnet, experimental signatures of the order are evident in neutron scattering.
Figure 3. Spectral gap: the solid, double-solid and dashed lines denote the phase transitions of the QP-Ising model (see figure 2). In the strongly modulated regime (below the dotted line) the excitation spectrum is localised. The value of the gap $\epsilon_{\text{min}}/A_h$ is denoted by colour (legend inset). The PM and FM phases (above dashed line) are gapped, whereas in the QP-FM and QP-PM phases the gap goes to zero as $q \to \infty$. Parameters: $\phi = \sqrt{3}, \Delta = \sqrt{2}, q = 144$.

experiments which probe the structure factor

$$S^{\alpha\beta}(k) = \sum_r e^{-ikr} \left[ \langle \sigma_j^\alpha \sigma_{j+r}^\beta \rangle \right].$$

(18)

In the QP-FM limit, $A_J > J \gg h, A_h$, the ground state correlations are given by $\langle \sigma_j^z \sigma_{j+r}^z \rangle = \langle \sigma_j^y \sigma_{j+r}^y \rangle = 0$ and $\langle \sigma_j^x \sigma_{j+r}^x \rangle = 1(-1)$ where there are an even (odd) number of negative spin couplings in region $J_j, J_{j+1}, \ldots, J_{j+r-1}$. Thus as $r$ is varied the value of $\langle \sigma_j^x \sigma_{j+r}^x \rangle$ flips sign on average every $\rho^{-1}$ sites, where $\rho$ is the fraction of negative couplings. This order persists over long distances and leads to a peak in $S^{xx}(k)$ at $k = \pm \kappa$, where

$$\kappa = 2\pi \rho = \int_0^{2\pi} d\theta \text{ sign } J(\theta) = \arccos \left( \frac{\bar{J}}{A_J} \right).$$

(19)

This peak is visible in figure 4, upper panel. This peak in $S^{xx}(k)$ at non-trivial $k$ is a clear signature of the quasi-periodic order and is not seen in the random Ising model which exhibits a single peak at $k = 0$ when the $J_j$ are predominantly positive, and $k = \pi$ when they are predominantly negative.

This ordering persists for non-zero $h, A_h$, throughout the QP-FM phase, along with the associated peak in the structure factor at non-zero $0 < k < \pi$ persists throughout the QP-FM phase, before disappearing continuously at the transition.

3.3. Majorana 0-modes and phase boundaries

The precise phase boundaries can be identified most easily by analysing the Majorana edge modes. In the thermodynamic limit of the FM and QP-FM phases, two of the
Figure 4. Signatures in the magnetisation structure factor: in the QP-FM limit $A_J > J \gg \bar{h}, A_h$ the structure factor shows peaks at $k = \pm \kappa$ (black arrows, see equation (19)) data shown for $q = 10^946, \bar{h} = A_h = 0$ integrated over resolution scale $\delta k = 2\pi/400$. Additional subsidiary peaks are determined by the details of the QP structure of the couplings. The peaks tune between the $\kappa = 0$ (ferromagnetic order) when all the couplings are positive ($J > A_J$) and $\kappa = \pi$ (antiferromagnetic order) when all the couplings are negative ($J < -A_J$). This order persists throughout QP-FM phase before disappearing at the transition.

Majorana eigen-modes $\eta_L$ and $\eta_R$ have zero energy,

$$[H, \eta_L] = [H, \eta_R] = 0. \quad (20)$$

In the fermionic language, $\eta_L$ and $\eta_R$ are the unpaired topological edge modes of the Kitaev chain [43], whereas in the TFIM, they encode the two symmetry breaking ground states.

Expanding equation (20) in the basis of local fermions $\gamma_j$, the coefficients $\psi_{j/L}^L/R$ satisfy the two recursion relations

$$\psi_{2i+1}^L = \frac{h_i}{J_i} \psi_{2i-1}^L/R, \quad \psi_{2i-2}^L = \frac{h_i}{J_{i-1}} \psi_{2i}^L/R. \quad (21)$$

Any linear combination of $\psi_j^L, \psi_j^R$ yields a valid zero mode. Choosing $\eta_L$ and $\eta_R$ to be localised at opposite ends of the chain, one finds that $\eta_L$ has support only on odd sites, and $\eta_R$ has support only on even sites: $\psi_0^L = 0, \psi_1^R = 0$.

The localisation length $\zeta_0$ controls the decay of the edge modes into the bulk of the chain $\psi_{2i+1} \sim \psi_1^L e^{-l/\zeta_0}$. Solving for the localisation length of the left mode one finds

$$\frac{1}{\zeta_0} = \lim_{l \to \infty} \frac{1}{l} \log \left| \frac{\psi_1}{\psi_{2l+1}} \right| = \lim_{l \to \infty} \frac{1}{l} \sum_{j=1}^{l} \log \left| \frac{J_j}{h_j} \right| = [\delta_j]. \quad (22)$$

Here the local reduced coupling is

$$\delta_j = \log |J_j| - \log |h_j|. \quad (23)$$
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At the transition out of the symmetry breaking phase, the zero modes mix into bulk modes and cease to exist. For the edge modes to mix with bulk modes their localisation length must diverge. This gives the condition for criticality

$$[\delta_j] = 0.$$  (24)

Equation (24) corresponds to the familiar condition $[\log |J_j|] = [\log |h_j|]$ for the critical point of the random TFIM [34].

As the sequence $Q_j \mod 2\pi$ is equi-distributed on the interval $[0, 2\pi]$, we may re-cast the sum in equation (24) into an integral:

$$[\delta_j] = \lim_{l \to \infty} \frac{1}{l} \sum_{j=1}^{l} \log \left| \frac{J_j}{h_j} \right| = \int_0^{2\pi} \frac{d\theta}{2\pi} \log \left| \frac{J + A_J \cos(\theta + Q/2)}{h + A_h \cos(\theta + \Delta)} \right|. \quad (25)$$

The zeros of this integral may be obtained analytically [31]. In the $\tilde{h} = \tilde{J}$ plane, this yields the phase boundaries

$$A_h = A_J, \quad (26a)$$

$$\frac{\tilde{J} = \tilde{h}}{A_h} = \frac{1 + (A_J/A_h)^2}{2} \quad \text{for } A_J < A_h, \quad (26b)$$

$$\frac{\tilde{J} = \tilde{h}}{A_h} = \frac{(A_J/A_h)^{-1} + A_J/A_h}{2} \quad \text{for } A_J > A_h. \quad (26c)$$

These lines are shown in figure 2. They meet at the bi-critical point $\tilde{J} = \tilde{h} = A_J = A_h$. Under the action of the duality transformation (6) the line (26a) is self dual, whereas (26b) and (26c) are interchanged.

Note that the phase boundaries depend only on the energetic scales $\tilde{J}, \tilde{h}, A_J, A_h$ of the model, and are independent of the wave vector $Q$ and the phases $\phi$ and $\Delta$.

4. Wandering of QP modulation

The primary effect of quasi-periodic modulation on the critical TFIM is captured by the its wandering. In this section, we define and analyse the wandering itself and in section 5 we consider the implications for the critical data.

The wandering records the variation of the reduced coupling $\delta_j$ when summed over regions of finite length $l$. The Onsager universality of the clean TFIM may persist in the presence of modulation only if a criterion due to Harris [4] and Luck [5, 6] is satisfied. We find generic strong continuous and discontinuous QP modulation violates this criterion, albeit much more weakly than random modulation, and thus leads to universality which is intermediate to the clean and random cases.
4.1. Distinct cases analysed

Up to this point, our analysis has applied to the QP-TFIM irrespective of the value of the phase difference $\Delta$. However, on the self-dual critical boundary $A_J = A_h$, when the value $\Delta/Q$ takes special rational values lead to fine tuned critical behaviour, distinct from the generic case. Thus, we separate our discussion into the following cases (cf table 1):

0. **Ising**: when $A_J < \bar{J}$, $A_h < \bar{h}$ the modulation is weak and irrelevant to the clean Ising transition [5, 6], independent of $\Delta$.

1. **QP Ising**: for strong modulation ($A_J > \bar{J}$ or $A_h > \bar{h}$) with generic $\Delta$ on the critical lines dB, BE, BC, the universality class of the transition is QP-Ising, with universal content completely determined by the wandering coefficient $w$ [25].

2. **Zero-Wandering**: for strong modulation on the self-dual boundary (BC) with $\Delta = Q(d + 1/2)$ for $d \in \mathbb{N}$, the wandering coefficient vanishes due to fine tuning and the Harris–Luck criterion is satisfied by the clean Ising transition. However, we find that the critical data are nonetheless modified and the system behaves as if in the QP-Ising class but with a broken relationship between wandering $w$ and critical exponents.

3. **Aubry–André**: strong modulation with $\Delta = 0$ on the self-dual boundary BC, the wandering coefficient is again finite and we find the equilibrium scaling content is described by the generic QP-Ising transition (case 1). However, the excitations are de-localised at all energies due to an Aubry–André type symmetry.

4.2. Harris–Luck criterion

The Harris–Luck criterion concerns the behaviour of the wandering, which is defined as the sum of reduced couplings over a region of length $l$

$$S_l(j) = \sum_{i=j}^{j+l-1} \delta_i. \quad (27)$$

This quantity characterises the local deviation from criticality over the region, $\delta_{\text{local}}(l) = S_l(j)/l$. $\delta_{\text{local}}(l)$ has mean value $[\delta_j]$ and typical fluctuations of scale $\sigma(S_l)/l$, with

$$\sigma(S_l) = \sqrt{[S_l(j)^2] - [S_l(j)]^2}. \quad (28)$$

We decompose the local averaged reduced coupling into its mean value, and fluctuations about the mean

$$\delta_{\text{local}}(l) \sim [\delta_j] + c_j \sigma(S_l)/l \quad (29)$$

where $c_j$ is some $O(l^0)$ number dependent on microscopic details. It is clear that $\delta_{\text{local}}(l)$ cannot converge to its mean value in the limit of large $l$ if the fluctuations are asymptotically larger than mean. This imposes the consistency condition
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\[
\lim_{l \to \infty} \sigma(S_l) / \langle |\delta_l| \rangle < \infty. \tag{30}
\]

To see how this condition bounds the critical exponents, set \( l \) to \( \xi \), the length-scale up to which the critical point controls the ground state correlations. This recasts (30) as the Harris–Luck criterion for the stability of the transition to spatial modulation:

\[
\lim_{\xi \to \infty} \sigma(S_{\xi}) / \xi^{1-1/\nu} < \infty. \tag{31}
\]

Random modulation provides a useful example. In this case \( \sigma(S_{\xi}) \sim \sqrt{\xi} \) whilst in the clean TFIM \( \nu = 1 \). These quantities violate (31), indicating that in the vicinity of the transition, the fluctuations in \( |\delta| \) on the length scale \( \xi \sim |\delta|^{-1} \) are too large to determine the phase of the system. Random modulation is therefore a relevant perturbation to the clean Ising transition. The random Ising chain flows to an infinite-randomness critical point with \( \nu = 2 \) \([10–12]\), the minimal value which satisfies (31).

4.3. Case 0: Ising

In the QP-TFIM, we use the equivalence of spatial averages \([\cdot]\), and phase averages \([\cdot]_\phi\) to recast \( \sigma^2(S_l) \) in a simple form:

\[
\sigma^2(S_l) = \sum_{k \neq 0} |\hat{\delta}_k|^2 \frac{\sin^2(Qkl/2)}{\sin^2(Qk/2)}. \tag{32}
\]

Above, the Fourier coefficient \( \hat{\delta}_k \) is defined as:

\[
\delta(\theta) = \log \left| \frac{J(\theta)}{h(\theta)} \right| = \sum_k \hat{\delta}_k e^{i\theta}. \tag{33}
\]

The values of \( \sigma^2(S_l) \) in the weakly modulated regime \((\bar{J} > A_J, \bar{h} > A_h)\) are depicted in figure 5 (upper panel, grey dots). We see that \( \sigma^2(S_l) \) is a non monotonic function, bounded by its asymptotically separated infimum and supremum

\[
l^{-2} \lesssim \sigma^2(S_l) \lesssim 1. \tag{34}
\]

Here \( A_l \lesssim B_l \) is equivalent to \( A_l < cB_l \) for some finite \( c \) and all sufficiently large \( l \). Certain sub-series saturate the lower scaling bound, for example in figure 5 (upper panel) \( \sigma^2(S_l) \) scales as its infimum when \( l \) is a Fibonacci (gold line) or Lucas (green line) number.

As the infimum and supremum are asymptotically separated, we characterise the scaling behaviour by the Cesàro mean

\[
\left[ \sigma^2(S_l) \right]_{\text{Cesàro}} = \frac{1}{l} \sum_{l' = 1}^{l} \sigma^2(S_{l'}). \tag{35}
\]

In the weakly modulated regime
Figure 5. Logarithmic wandering of $\sigma^2(S_l)$: $\sigma^2(S_l)$ (grey dots) has diverging infimum and supremum. The Césaro mean is shown (blue), as are sub-series with $l =$ Fibonacci (gold) and Lucas numbers (green). Ising case: the supremum is bounded by a constant, and the infimum decreases exponentially. QP Ising case: the supremum and Césaro mean increase logarithmically. The analytic prediction of section 4.4.2 is shown in red. Zero wandering case: $\Delta \in Q(N + 1/2)$, the wandering has the same qualitative behaviour as case 0. Aubry–André case: $\Delta = 0$ shows the same qualitative behaviour as case 1, with slightly larger $w$. Parameters $(J = h)/(A_J = A_h) = 2, 1/2$, and $Q/2\pi = \tau$ the golden ratio.
for some constant $c$. At the clean Ising transition $\nu = 1$ and the Harris–Luck criterion (31) is not violated either by the supremum or the Cesáro mean. The clean Ising transition is therefore stable to the introduction of weak QP modulation [5, 6].

4.4. Case 1: QP-Ising

In the strongly modulated regime, $\sigma^2(S_l)$ is a non-monotonic function with an asymptotically separated infimum and supremum (figure 5, second panel, grey)

$$1 \lesssim \sigma^2(S_{\xi}) \lesssim \log l.$$ (37)

As in the weakly modulated case, the Fibonacci (gold line) and Lucas (green line) numbers follow the infimum. The Cesáro mean scales logarithmically

$$\left[\sigma^2(S_l)\right]_{\text{Cesáro}} \sim w \log l$$ (38)

where $w$ is the logarithmic wandering coefficient. The Harris–Luck criterion (31) is violated and the critical lines $BC$, and the parabolic phase boundaries $dB$ and $BE$ shown in figure 2 all have critical behaviour distinct from the clean model.

4.4.1. Intuition for log-wandering.

The log-wandering originate from the logarithmic divergence in $\delta(\theta)$ (33). In a region of size $l$ running over sites site $i \leq j < i + l$, the values of the reduced coupling are set by $\delta(\theta)$ evaluated at $\theta = Qj \mod 2\pi$. These values are sufficiently uniformly distributed over the interval $[0, 2\pi]$ that we can gain intuition from considering $S_l$ as analogous to the Riemann sum

$$\sum_{j=1}^{l} \delta(2\pi j/l) \approx l \int_{0}^{2\pi} d\theta \delta(\theta) \sim O(l).$$ (39)

Shifting the region of interest by varying $i$ moves this roughly uniformly lattice of $\theta$ values around, and induces fluctuations on this Riemann sum, these fluctuations are analogous to quantity $\sigma^2(S_l)$. When $\delta(\theta)$ is bounded and continuous, these fluctuations are $O(1)$, whereas when $\delta(\theta)$ has a logarithmic divergence, the fluctuations are dominated by how close one samples to the divergence and one finds $\sigma^2(S_l) \sim \log l$ [25].

4.4.2. The logarithmic wandering coefficient $w$.

The logarithmic wandering coefficient $w$ controls the strength of the violation of the Harris–Luck criterion. As $w$ determines the universal content of the QP-Ising transition [25], we derive its precise value below. From the definition of $w$ (38), the Cesáro mean (35) and $\sigma^2(S_l)$ (32)
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\[ w = \lim_{l \to \infty} \frac{1}{\log l} \sum_{k \neq 0} \left| \hat{\delta}_k \right|^2 \sum_{l' = 1}^{l} \frac{\sin^2(\Delta k' l / 2)}{l \sin^2(\Delta k / 2)}. \]  

(40)

For strongly modulated smooth couplings, the zeros in \( J(\theta), h(\theta) \), imply that

\[ \hat{\delta}_k = \frac{1}{2\pi} \int_0^{2\pi} d\theta e^{-ik\theta} \log \left| \frac{J(\theta)}{h(\theta)} \right| \sim \frac{1}{k}. \]  

(41)

The logarithmic growth of the sum (41) with \( l \) is due to exponentially spaced \( O(1) \) terms, which appear when the denominator \( \sin^2(\Delta k / 2) \) takes an \( O(1/k^2) \) small value.

Equation (40) can be simplified. We note first that the series \( f_k = k^2 |\hat{\delta}_k|^2 \) is a quasi-periodic in \( k \) and has the following values on the different critical lines

\[ f_k \equiv k^2 |\hat{\delta}_k|^2 \]

\[ = \begin{cases} 
T_k^2(\bar{J}/A_J) & \text{for } BE \\
4 \sin^2[(\Delta/2 - Q/4)k]T_k^2(\bar{J}/A_J) & \text{for } BC \\
4 \sin^2[(\Delta/2 - Q/4)k] & \text{for } B 
\end{cases} \]  

(42)

where \( T_k(z) = \cos(k \arccos(z)) \) is the \( k \)th Chebyshev polynomial of the first kind. The properties of the line \( dB \) follow by duality from \( BE \). In all cases of (42), if \( Q \) is rationally independent of \( \Delta \), and \( \arccos(\bar{J}/A_J) \), then the \( O(1) \) terms of the sum in (40) uniformly sample the values of \( f_k \) and (40) factorises as

\[ w = [f]_{\text{Cesàro}} w_Q. \]  

(43)

The Cesàro mean of \( f_k \) can be evaluated on the various critical lines,

\[ [f]_{\text{Cesàro}} = \lim_{k \to \infty} \frac{1}{k} \sum_{k' = 1}^{k} f_{k'}. \]

\[ = \begin{cases} 
1/2 & \text{for } DB \text{ and } BE \\
1 & \text{for } BC \\
2 & \text{for } B. 
\end{cases} \]  

(44)

The second factor,

\[ w_Q = \lim_{l \to \infty} \frac{1}{\log l} \sum_{k \neq 0} \sum_{l' = 1}^{l} \frac{\sin^2(Q k' l / 2)}{k^2 l \sin^2(Q k / 2)}. \]  

(45)

Crowley and Speyer [25, 44] showed that this limit converges to a finite value for \( Q/2\pi \) equal to any badly approximable number. For example, in the case
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\( Q/2\pi = \tau \equiv (1 + \sqrt{5})/2 \), \( w_Q \) may be exactly evaluated \([25, 44]\)

\[
w_Q = \frac{2\pi^2}{15\sqrt{5} \log \tau} = 1.22 \ldots .
\]  

(46)

This calculation of \( w_Q \) is readily generalised to other quadratic numbers. Putting it all together for \( Q/2\pi = \tau \),

\[
w = \begin{cases} 
0.61 \ldots & \text{for } DB \text{ and } BE \\
1.22 \ldots & \text{for } BC \\
2.44 \ldots & \text{for } B.
\end{cases}
\]  

(47)

4.5. Case 2: zero wandering

For \( \Delta = (Qd + Q/2) \mod 2\pi \) with \( d \in \mathbb{N} \) the wandering coefficient is zero due to an exact cancellation. As the exchange and field couplings are related by a lattice shift \( J_{j+d} = h_j \), the sum \( S_l(j) \) separates into two boundary pieces for \( l > d \),

\[
S_l(j) = \sum_{i=j}^{j+d-1} \log |J_i| - \sum_{i=j+l-d}^{j+l-1} \log |h_i|.
\]  

(48)

As a result, \( \sigma(S_l) = \sigma(S_{d+l}) \) for all \( l > d \) and the Harris–Luck bound (31) is not violated. Nevertheless, we will see later that this zero-wandering transition is not in the clean Ising universality class, due to the presence of small couplings.

4.6. Case 3: Aubry–André

For \( \Delta = 0 \) on the line \( BC \), the calculation proceeds similarly the QP-Ising case (section 4.4), and the wandering grows logarithmically as in equation (38), with a slightly enhanced value of \( w \).

The calculation of \( w \) is distinct only in technical details. Specifically,

\[
|\delta_k|^2 = \frac{4}{k^2} \sin^2(Qk/4) T_k^2(\bar{J}/A_J).
\]  

(49)

The factor \( \sin^2(Qk/4) \) is always \( O(1) \) for \( Qk/2\pi \) close to an odd integer, and always small for \( Qk/2\pi \) close to an even integer. The largest contribution to the sums in (40) comes from these terms.

As the factor \( \sin^2(Qk/4) \) is not self-averaging in the manner that allowed the factorisation (43) we must instead absorb this term into the sum \( w_Q \).

This results in the factorisation \( w = [f]_{\text{Cesàro}} w_Q \) (as before in (43)) for \( f_k = 2T_k^2(\bar{J}/A_J) \) (for which \( [f]_{\text{Cesàro}} = 1 \)), and
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\[ w_Q = \lim_{l \to \infty} \frac{1}{\log l} \sum_{k \neq 0} \sum_{l' = 1}^{l} \frac{2 \sin^2(Qk/4) \sin^2(Qkl')}{k^2 l \sin^2(Qk/2)} = 1.54 \ldots \]  

(50)

5. Equilibrium critical exponents

We now discuss the consequences of the wandering analysis for the equilibrium critical exponents. The QP Ising and Aubry–André cases have logarithmic wandering and are in the QP Ising universality class of [25]. Remarkably, the zero-wandering transition also has modified critical data. We support the analysis in this section with numerical measurements.

5.1. Correlation length exponent \( \nu \)

We saw in section 4.2 that the Harris–Luck criterion sets a condition which must be satisfied for the phase transition to be stable to additional spatial modulation. Consistent with the finding in the randomly modulated TFIM [10–12, 24], we conjecture that, as in the randomly disordered case, the correlation length exponent is altered so that the Harris–Luck criterion is saturated

\[ \lim_{\xi \to \infty} \frac{\sigma(S_\xi)}{\xi[|\delta_j|]} = 1. \]

(51)

Applying (51) to the generic QP-Ising and Aubry–André transitions we find

\[ \delta \sim \sqrt{\log \xi / \xi}. \]

(52)

That is \( \nu = 1^+ \), when \( \nu \) is defined as \( \delta \sim \xi^{-1/\nu} \) and + denotes a logarithmic correction. In contrast, for the zero-wandering transition, the correlation length of the clean Ising transition satisfies (51) and \( \nu = 1 \).

5.2. Specific heat and dynamical exponent \( z \)

In the vicinity of the transition, the integrated density of states obeys the following scaling

\[ n(\epsilon) = \int_0^\epsilon d\epsilon' \rho(\epsilon') \sim \epsilon^{1/z}. \]

(53)

We use this relationship to estimate \( z \) analytically by extracting the low energy integrated density of states from a leading order approximation of the characteristic polynomial below in section 5.2.1.
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A macroscopic way to measure the dynamical exponent is provided by the low-
temperature heat capacity
\[ c = \frac{du}{dT} = \frac{d}{dT} \int_0^\infty d\epsilon \epsilon \rho(\epsilon) n_F(\epsilon/T). \] (54)

Here \( n_F(\epsilon/T) = (1 + e^{\epsilon/T})^{-1} \) is the Fermi–Dirac distribution. For power law density of
states \( \rho \sim \epsilon^{1/z-1} \),
\[ c = \frac{d}{dT} T^{1/z+1} \int_0^\infty dx \ x^{1/z} n_F(x) \sim T^{1/z}. \] (55)

5.2.1. QP-Ising (generic \( \Delta \) and \( AA \) (\( \Delta = 0 \)) transition. The following calculation
proceeds identically for generic \( \Delta \) and \( \Delta = 0 \) because they both have logarithmic
wandering \( \sigma^2(\{S_i\})_{\text{Cesàro}} \sim w \log l \).

Consider the excitation spectrum of the QP-TFIM. For finite period \( q \), this spectrum
consists of states with band index \( \alpha = 1 \ldots q \), momentum \( k \in [-\pi/q, \pi/q] \) and energy
\( \epsilon_\alpha(k) \). Let \( \epsilon^*_\alpha = \max_k \epsilon_\alpha(k) \) be the highest energy of the
\( \alpha \)th band, thus
\[ n(\epsilon^*_\alpha) = \frac{\alpha}{q} \sim (\epsilon^*_\alpha)^{1/z}. \] (56)

Thus the top of the lowest band lies at an energy \( \epsilon^*_0 \sim q^{-z} \). We note \( \epsilon_0(k) \) is the root of
smallest magnitude of the characteristic polynomial \( \chi(\epsilon_0, k) = 0 \), where
\[ \chi(\epsilon, k) = |\mathcal{H}(k) - \epsilon| = \prod_{\alpha=1}^{q} (\epsilon^2_\alpha(k) - \epsilon^2) = \sum_{n=1}^{q} \chi_{2n} \epsilon^{2n}. \] (57)

This allows us to estimate \( \epsilon_0 \) by truncating \( \chi(\epsilon, k) \) to quadratic order
\[ 0 = \chi(\epsilon_0) \approx \chi_2 \epsilon_0^2 + \chi_0. \] (58)

From the form of \( \mathcal{H}(k) \) the coefficients \( \chi_0, \chi_2 \) are found to be
\[ \chi_0 = (-1)^q \prod_i h_i - e^{-ikq} \prod_i J_i \] (59a)
\[ \chi_2 = (-1)^{q-1} \sum_{i=0}^{q-1} \sum_{\ell=0}^{q-1} \left( \prod_{n=i}^{i+\ell-1} |J_n|^2 \prod_{n=i+\ell+1}^{i+q-1} |h_n|^2 \right). \] (59b)

At the transition, \( P = |\prod_i J_i| = |\prod_i h_i| \). We therefore find
\[ \chi_0 = (-1)^q 2(1 - \sigma \cos kq) P^2 \] (60a)
\[ \chi_2 = q(-1)^{q-1} P^2 \sum_{i=0}^{q-1} \frac{e^{2S_i(i)}}{|h_{i+1}|^2}. \] (60b)
where $\sigma = \text{sign}(\prod_i J_i h_i)$ and $S_i(i)$ is given by (27). As we are interested in the maximum energy of the 0th band, we set $\cos(kq) = -\sigma$. This yields

$$-\frac{\chi_2}{\chi_0} = \frac{q}{4} \sum_{i=0}^{q-1} \left[ \frac{e^{2S_i(i)}}{|h_{i+1}|^2} \right], \quad (61)$$

To make progress it is necessary to approximate further. We: (i) neglect the correlations between the numerator and the denominator of the summand, (ii) replace the denominator $h_{i+1}$ with a single characteristic energy scale $\bar{h}$, and (iii) treat the $S_i(i)$ as Gaussian independently distributed variables with mean $\langle S_i \rangle = 0$ and variance $\sigma^2(S_i) = w \log \ell$. This neglects correlations between $S_i(i)$ for different $i$, and non-Gaussianity of each $S_i(i)$. Making this approximation yields

$$-\frac{\chi_2}{\chi_0} \approx \frac{q}{4\bar{h}^2} \sum_{\ell=0}^{q-1} \left[ e^{2S_\ell(i)} \right] \approx \frac{q}{4\bar{h}^2} \sum_{\ell=0}^{q-1} e^{2w} \sim q^{2+w}. \quad (62)$$

By (58) this estimate implies that $\epsilon_0 \sim \sqrt{-\chi_0/\chi_2} \sim q^{-1-w}$ and hence $z \approx 1 + w$. Using the results of section 4.4.2 for $Q/2\pi = \tau = (1 + \sqrt{5})/2$, we obtain

$$z \approx 1 + w = 2.22 \ldots. \quad (63)$$

for the QP-Ising transition on the critical line $BC$.

In figure 6 this prediction is compared with numerics. The data is compared with extracted values for $z$ indicated by the dashed lines. Specifically, in each case we extract values of $z^{-1}$ by a least squares fit to the relationship

$$\log [n(\epsilon)]_\phi = z^{-1} \log \epsilon + \text{cons.} \quad (64)$$

The values of $n(\epsilon)$ are computed exactly using the method of [45, 46], for $q = 1346269$. The numerics confirms the power law behaviour with an exponent $z \approx 1.9$, giving some discrepancy with the estimate (63). The power law behaviour of the integrated DOS $n(\epsilon) \sim \epsilon^{1/z}$ is additionally confirmed numerically for other choices of $Q$ in the appendix.

5.2.2. Zero-wandering transition ($\Delta \in Q(N + 1/2) \mod 2\pi$). When $\Delta = Q/2$, we have the relation $J_j = h_j$. Equation (60) simplifies to

$$\chi_0 = (-1)^q 2(1 - \sigma \cos kq) \left( \prod_i J_i^2 \right), \quad (65a)$$

$$\chi_2 = q(-1)^{q-1} \left( \prod_i J_i^2 \right) \sum_{j=1}^q \frac{1}{J_j^2}. \quad (65b)$$
Figure 6. Integrated density of states: in all cases the integrated density of states scales as a power law $n(\epsilon) \sim \epsilon^{1/z}$. (QP Ising) In agreement with [25], we obtain $z \approx 1.9$ (red, dashed). This deviates from the naive estimate $z = 1 + w = 2.22$ (green, dashed). (Zero wandering) We obtain $z = 3/2$ in agreement with calculations in section 5.2.2 (black, dashed). (Aubry–André) The wandering $w$ is slightly enhanced and we find an enhanced value of $z \approx 2.0$ (blue dashed). Estimates of $z$ were obtained by linear fit. Parameters: $q = 1346269$ with $n(\epsilon)$ evaluated at energies $\epsilon = \tau^{-n}$ for $n \in \mathbb{N}$.

Assuming that the sum is dominated by the minimal coupling $J_{\text{min}} \sim 1/q$, we obtain

$$
\epsilon_0^* \approx \sqrt{\frac{X_0}{\chi_2}} = \sqrt{\frac{4}{q \sum_i \frac{1}{J_i^2}}} \sim \frac{\min |J_i|}{\sqrt{q}} \sim q^{-3/2}.
$$

(66)
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Figure 7. Variation of $z$ with $w$: estimates of $z$ extracted from the data shown in figure 6 (sine modulation, $Q/2\pi = \tau$), appendix C (sine modulation, $Q/2\pi = Mn = (n + \sqrt{n^2 + 4})/2$ for $n = 1 \ldots 5$) and appendix D (square waves $Q/2\pi = M_1, M_2$).

This plot confirms the approximate relationship $z = 1 + w$ (black dashed) over intermediate values of $w$. All of the data for sine modulation fall in a small region (red-dashed box), which is enlarged in the inset.

Thus, $z = 3/2$. In figure 6, we see that this agrees well with numerics.

The argument presented here is easily generalised to $\Delta = (Qd + Q/2) \bmod 2\pi$ for generic $d \in \mathbb{N}$ and predicts $z = 3/2$ provided $q > d$. The estimate $z = 3/2$ agrees well with numerics for general $d$ (data not shown).

5.2.3. Variation of the dynamical exponent $z$ with logarithmic wandering coefficient $w$. The QP-Ising case describes the transition for generic $\Delta$. Crowley [25] conjectured that the QP-Ising critical exponents are a function of the logarithmic wandering coefficient $w$ alone. This conjecture is confirmed by figure 7. Figure 7 includes data for sine wave modulation (5) with $Q/2\pi = Mn$, the $n$th metallic mean (blue) for $n = 1 \ldots 5$ (data in figure 11 in appendix) [90]; sine wave modulation with $\Delta = 0, Q/2\pi = \tau$ (gold) (data in figure 6); and square wave modulation with $Q/2\pi = \tau \equiv M_1$ (green) and $Q/2\pi = M_2$ (red), (data in figure 12 in appendix).

The extracted values of $(w, z)$ support the conjecture that $z$ is a function of $w$ alone across a variety of QP-modulated models. Furthermore, the analytical estimate $z \approx 1 + w$ (black dotted line) is a good approximation to $z$ over intermediate values of $w$. The deviation at low $w$ is a finite size effect, while at large $w$, the crudeness of the approximation becomes apparent.

The square wave data in figure 7 is calculated from systems in which the couplings and fields take two values $J_i \in \{J, J + A_J\}$, $h_i \in \{h, h + A_h\}$ according to a QP sequence. This sequence is constructed in exactly the same way as the sinusoidal case: $J_j = J(Qj), h_j = h(Qj)$ but with $J(\theta), h(\theta)$ chosen to be $2\pi$-periodic square waves. The square wave wandering analysis (see supp. mat.) is a simple extension of the sinusoidal case (section 4), and similarly yields logarithmic wandering. The key difference from the
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sinusoidal case is that the square wave logarithmic wandering coefficient $w$ has continuous parametric dependence on the ratios $A_J/J$, $A_h/h$ (see appendix). Thus for square waves $w$ may be continuously tuned to zero by taking $A_J, A_h \to 0$ without leaving the QP-Ising universality class. The ability to continuously tune $w$ allows a more extensive exploration of the relationship $z(w)$.

The square wave wandering analysis generalises mutatis mutandis to the case of any QP sequence in which the couplings take values drawn from a finite alphabet $J_j \in \{J_a, J_b, J_c, \ldots\}$, $h_j \in \{h_a, h_b, h_c, \ldots\}$. Thus generically such sequences have logarithmic wandering. However, we note that there are fine tuned sequences which also have no wandering (see appendix D1.2) [5, 15, 16, 19–23, 27–30], analogous to the fine tuned zero-wandering case. The methodology we present allows the study of TFIMs modulated by generic QP sequences whereas previous analyses have been restricted to special sequences which satisfy an inflation rule [5, 14–23, 27–30, 47, 48].

5.3. Magnetic susceptibility and the scaling dimension $\Delta_\sigma$

We turn to the value of the scaling dimension $\Delta_\sigma$ in the different cases. In terms of macroscopic properties of the system, $\Delta_\sigma$ controls the divergence with $\delta$ of the magnetic susceptibility to a longitudinal field $\chi = \partial m / \partial B \big|_{B=0}$. Near the critical point $\chi \sim [\delta]^{-\gamma}$ with an exponent

$$\gamma = \nu (1 + z - 2\Delta_\sigma).$$

The relationship (67) is Fisher’s scaling law in $d = z + 1$ dimensions. The relation follows directly from the free energy in equations (16) and (17).

We extract $\Delta_\sigma$ by minimising the mean deviation of $\langle \sigma_x^r \sigma_x^{r+r} \rangle r^{2\Delta_\sigma}$ over $r = 1 \ldots q$ for $q = 21$ to 987. We also verify data collapse for the extracted values of $\Delta_\sigma$ in figure 8. In the QP-Ising and zero wandering cases we find $\Delta_\sigma \approx 0.16$, consistent with [25] which studied only the QP-Ising case. The Aubry–André case has slightly enhanced wandering coefficient as compared to the QP-Ising value and consequently a slightly enhanced scaling dimension $\Delta_\sigma \approx 0.17$. The extracted values of $\Delta_\sigma$ and $z$ yield the values $\gamma = 2.6^+$, 2.2 and 2.7$^+$ in the QP-Ising, zero-wandering and Aubry–André cases respectively. These are larger than the Onsager value of $\gamma = 1.75$ at the clean Ising transition (see table 1).

6. Localisation of excitations

On the critical boundary, the TFIM possesses an extended zero energy mode. The zero mode is described by equation (21), which has infinite localisation length at the critical point (cf equation (22))

$$\frac{1}{\zeta(0)} = [\delta_j] = 0.$$  (68)
Figure 8. Spin–spin correlations: spin–spin correlations $\langle \sigma_x^i \sigma_x^{i+r} \rangle q^{-2\Delta_x}$ vs $r/q$ collapses for a range of $q$ for $\Delta_x = 0.16$ (QP-Ising and zero wandering cases) and $\Delta_x = 0.17$ (Aubry–André case). The solid line shows pure power law decay $\sim r^{-2\Delta_x}$. This shows good fit for the QP-Ising and zero wandering cases, indicating a simple scaling function, whereas the Aubry–André case shows short range deviation from this form. The clean Ising decay with $\sim r^{-1/4}$ is shown (dotted) for comparison.

In the unmodulated TFIM, the zero mode is uniform; it arises as the zero energy and momentum limit of linearly dispersing fermionic low energy excitations. With QP modulation, the mode need not be spatially uniform. Nevertheless, it cannot be localised. There are accordingly several scenarios for the structure of the low energy excitations:
The modes may remain ballistic, in which case the total bandwidth $W$ of the Bloch bands remains finite as the incommensurate limit is taken. The wavefunctions are uniformly extended with small spatial fluctuations.

- The modes may become multifractal; $W$ vanishes as a non-trivial power law in the incommensurate limit, but the finite energy inverse localisation length remains zero $1/\zeta(\epsilon) = 0$.

- The finite energy modes may localise, so long as the localisation length diverges as $\epsilon \to 0$:

\[
\zeta(\epsilon) \sim \epsilon^{-1/z_L}. \tag{69}
\]

In this case, the total bandwidth $W$ in any small energy window at finite energy $\epsilon$ decays exponentially with $\exp(-q/\zeta(\epsilon))$.

We find that all three of these scenarios are realised. When the QP modulation is irrelevant to the clean Ising transition (Ising case), the low energy excitations are ballistic. With strong modulation, the excitations generically localise with a localisation exponent $z_L = z$ which coincides with that extracted from the equilibrium density of states (QP-Ising and zero-wandering cases). This agrees with the behaviour found in previous QP [25, 31] and random [10–12, 24] Ising chains. On the other hand, in the Aubry–André case, the model possesses enhanced Aubry–André-type symmetry which requires that the localisation length be energy independent—since it must be finite at $\epsilon = 0$, none of the excitation modes can localise. In this case, the dynamical exponents decouple in the sense that $z$ remains non-trivial while $z_L$ is not defined.

In the following, we first provide an elementary upper bound on the total bandwidth $W$ of the TFIM in terms of the couplings in the chain and then use that as a tool to investigate excitations in each of the cases.

### 6.1. Bandwidth bounds

In the strongly modulated regime, $A_J > \bar{J}$ or $A_h > \bar{h}$, there are arbitrarily small couplings in the chain. These small couplings force $W \to 0$ as $q \to \infty$. Thus, the transition in the strongly modulated regime cannot support ballistic excitations.

At finite $q$, the spectrum contains $q$ bands with energies $\epsilon_\alpha(k)$ for $\alpha = 1 \ldots q$ and Bloch momenta $k \in [-\pi/q, \pi/q]$. If there is a finite density of ballistic modes, then the mean (absolute) group velocity $\bar{v}$ is finite. Explicitly,

\[
\bar{v} = \left[ |\partial_k \epsilon_\alpha(k)| \right]_{k,\alpha} = \frac{1}{q} \sum_\alpha \int_{-\pi/q}^{\pi/q} \frac{dk}{2\pi/q} \left| \partial_k \epsilon_\alpha(k) \right|. \tag{70}
\]

Since the Bloch bands $\epsilon_\alpha(k)$ have only two turning points as a function of $k$ (see supp. mat.),

\[
W = \pi \bar{v} \tag{71}
\]

where $W = \sum_\alpha W_\alpha$ and $W_\alpha = \max_k \epsilon_\alpha(k) - \min_k \epsilon_\alpha(k)$ is the width of the $\alpha$th band.
In the appendix, we prove the elementary result that the smallest coupling bounds the total bandwidth:

$$W \leq 2\pi \min_i(|J_i|, |h_i|).$$

(72)

Here, the minimum runs over the couplings in the period $q$. Since the smallest coupling in the strong modulation regime is typically $1/q$, we find

$$W \lesssim q^{-1} \to 0.$$  

(73)

Outside of the hatched region in figure 2, equation (73) proves the density of ballistically propagating excitations at any energy vanishes. The inequality is not strong enough to distinguish localisation from multifractality. Numerically, we observe that all excitations are exponentially localised away from the phase boundaries. The behaviour on the critical line is more complicated and discussed case by case below.

### 6.2. Ising case: ballistic excitations

For weak amplitude modulation ($A_J < \bar{J}$ and $A_h < \bar{h}$), all of the couplings in equation (3) are finitely bounded away from zero and the bandwidth bound equation (72) is finite. We find numerically that the critical excitations up to a finite mobility edge propagate ballistically as in the clean Ising model. This is consistent with the irrelevance of weak quasi-periodic modulation at the clean Ising critical point.

### 6.3. QP-Ising and zero wandering cases: localised excitations

Numerically, the arbitrarily weak couplings in the strongly modulated regime are sufficient to localise the finite energy excitations (QP-Ising and zero-wandering cases). The data in figure 9 confirms that the relationship

$$1/\zeta(\epsilon) \sim n(\epsilon)$$

holds for the envelope of the inverse localisation length data and thus that $z_L = z$. The visible substructure in the data is controlled by the fractal properties of the spectra and states of QP models and we do not investigate it further here.

The data for $1/\zeta(\epsilon)$ is extracted from a least squares fit to the relationship

$$\log[|\psi_i^{\alpha} \bar{\psi}_{i+r}^{\alpha}|] = -\frac{r}{\zeta(\epsilon)} + \text{const}$$

(75)

where $\psi_i^{\alpha}$ is the eigenmode of $\mathcal{H}$ at energy $\epsilon_{\alpha}$. For figure 9 we have further used that $n(\epsilon_{\alpha}) = \alpha/q$.

### 6.4. Aubry–André case: multifractal excitations

At the special point $\Delta = 0$, the critical delocalisation $1/\zeta(0) = 0$ extends to the whole spectrum $1/\zeta(\epsilon) = 0$.

This is enforced by a special duality which generalises the well known Aubry–André duality [49–52]. The Aubry–André model is dual to itself under the Fourier transform.
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Figure 9. Localisation length $\zeta(\epsilon)$: the inverse localisation length $[1/\zeta(\epsilon)]$ versus the integrated density of states $n(\epsilon)$ at several points on the $BC$ critical line. The dashed line indicates the relationship $n(\epsilon) \sim [1/\zeta(\epsilon)]$. In the QP-Ising and zero-wandering cases, the inverse localisation length is bounded by an envelope $\sim \epsilon^{1/z} \sim n(\epsilon)$. In the Aubry–André case, the localisation length is $1/\zeta(\epsilon) = 0$ for all $\epsilon$ as confirmed by the scaling $[1/\zeta(\epsilon)]_\epsilon \sim 1/q$ (inset). Parameters: $q = 6765$.

Many properties follow from this duality. For example, if $\mathcal{H}$ has finite bandwidth, and hence extended modes, then its dual model has a pure point spectrum and localised modes, and vice versa [40, 53]. A corresponding duality which applies to a wider class of single particle quasi-periodic models is obtained if one considers the class of 1D short range hopping models which are dual to 1D short range hopping models [31, 40].

https://doi.org/10.1088/1742-5468/ac815d
Consider a single particle Hamiltonian of the form

$$\mathcal{H} = \sum_{j=-\infty}^{\infty} \sum_{a=-\infty}^{\infty} t_a(Qj/2)|j+a\rangle\langle j|$$

(76)

where the QP modulated $a$-site hops and on-site potentials are set by the $2\pi$ periodic functions $t_a(\theta)$ and $t_0(\theta)$, respectively. Hermiticity, $\mathcal{H} = \mathcal{H}^\dagger$, requires that $t_{-a}(\theta) = t_a^*(\theta - Qa/2)$. The unitary $\mathcal{V} = \frac{1}{\sqrt{N}}\sum_{nm} e^{iQnm/2}|n\rangle\langle m|$ Fourier transforms $\mathcal{H}$ to a dual model of the same class

$$\tilde{\mathcal{H}} = \mathcal{V}\mathcal{H}\mathcal{V}^\dagger = \sum_{j=-\infty}^{\infty} \sum_{a=-\infty}^{\infty} \tilde{t}_a(Qj/2)|j+a\rangle\langle j|$$

(77)

where the dual hops are defined by

$$\tilde{t}_a(\theta) = \sum_{b=-\infty}^{\infty} \int_{-\pi}^{\pi} \frac{d\theta'}{2\pi} e^{i(b-a)\theta} t_b^*(\theta').$$

(78)

As the high order Fourier components of $t_a(\theta)$ contribute to long range hops in the dual basis, generic modulated nearest-neighbor hopping models are dual to models with long-range hopping. However, for special models the hopping is local in both bases.

On the vertical critical line at $\Delta = 0$ the single particle Hamiltonian $\mathcal{H}$ in equation (9), and its corresponding dual $\tilde{\mathcal{H}}$ are nearest neighbour hopping models. $\mathcal{H}$ is a tridiagonal matrix with on-site potentials and nearest neighbour hops set by,

$$t_0(Qj/2) = 0$$

$$t_1(Qj/2) = i e^{i k/2}[\bar{J} + A J \cos(Qj/2 + \phi)]$$

(79)

while $\tilde{\mathcal{H}}$ has corresponding elements,

$$\tilde{t}_0(Qj/2) = 2\bar{J} \sin(Qj/2 - k/2)$$

$$\tilde{t}_1(Qj/2) = e^{i(\phi - Q/4)} A J \sin(Qj/2 + Q/4 - k/2).$$

(80)

The amplitude of all longer range ($a > 1$) hops vanishes, $t_a, \tilde{t}_a = 0$ [91].

A relation due to Thouless [54] states that for tridiagonal model $\mathcal{H}$, the localisation length $\zeta$ and density of states are related by

$$\frac{1}{\zeta(\epsilon)} = \int d\epsilon' \rho(\epsilon') \log |\epsilon - \epsilon'| - [\log |t_1(\theta)|]_\theta.$$  

(81)

As $\mathcal{H}$ and $\tilde{\mathcal{H}}$ are unitarily related, they have the same density of states. Applying (81) to both $\mathcal{H}$ and $\tilde{\mathcal{H}}$, we find that the difference of the inverse localisation lengths,

$$\frac{1}{\tilde{\zeta}(\epsilon)} - \frac{1}{\zeta(\epsilon)} = [\log |t_1(\theta)|]_\theta - [\log |\tilde{t}_1(\theta)|]_\theta.$$  

(82)

is set by an energy independent constant. It is further known that lattice model wave-functions cannot be localised in both real and reciprocal space [40, 53], i.e. $1/\zeta(\epsilon) > 0$.
implies $1/\tilde{\zeta}(\epsilon) = 0$ and vice versa. Thus critical delocalisation $1/\zeta(0) = 0$ implies the rhs of (82) is non-positive: i.e. $[\log |t_1(\theta)|]_\theta \leq [\log |\tilde{t}_1(\theta)|]_\theta$. Hence $1/\zeta(\epsilon) = 0$ for all $\epsilon$.

The critical delocalisation of the excitations at all energies is verified in figure 9. The numerically extracted $1/\zeta(\epsilon)$ are found to be independent of energy (up to finite size fluctuations) and tend to zero as $q \to \infty$ (figure 9, lower panel, inset).

6.5. Dynamics of wavepackets

The localisation properties of the modes can also be seen in the asymptotic spreading of wavepackets. The spreading of a fermionic wavepacket created at site $i$ is captured by the time-evolved Majorana operators expanded in the initial basis

$$e^{-iHt}\gamma_i e^{iHt} = U_{ij}(t)\gamma_j$$

(83)

where

$$U_{ij}(t) = (e^{-iHt})_{ij} = 2\Re\sum_{\alpha=1}^q \bar{\psi}_i^\alpha \psi_j^\alpha e^{-i\epsilon_\alpha t}.$$ 

(84)

The probability of a transition from site $i$ to $j$ in time $t$ is $P_{ij}(t) = |U_{ij}(t)|^2$, and we denote its spatial average by

$$\bar{P}(r,t) = [P_{i,i+r}(t)]_i = \left[U_{i,i+r}(t)|^2\right]_i.$$ 

(85)

This can be used as a proxy for a broad class of dynamical correlation functions $\langle O_{i+r}(t)O_i(0) \rangle$ as the action of any local parity-symmetric observable (i.e. not involving Jordan–Wigner strings) is simply to create or destroy local Majorana excitations.

Density plots of $\log \bar{P}(r,t)$ are shown in figure 10. In each case we see the wavepacket spreading to be consistent with $r \sim t^{1/z}$ spreading of excitations (black dashed lines).

In the Ising case of weak modulation, excitations below a finite mobility edge are delocalised and ballistic. The delocalized excitations spread without bound, forming a clearly visible ballistically propagating wavefront ($z = 1$) (figure 10, left). The excitations above the mobility edge leave behind the localised remnant in the vicinity of $r = 0$ (red vertical stripes).

In the QP-Ising and zero-wandering cases, all excitations are localized, but with a diverging localization length as $\epsilon \to 0$. The wavefront propagates sub-ballistically to infinity with non-trivial exponent $z$ (dashed line), but the weight at the front decays asymptotically with $t$. More precisely, at a distance $r$ only excitation modes with a localisation length $\zeta(\epsilon) > r$ can participate in the wavefront. Thus, the weight decays with a power law and $\bar{P}(r,t)$ saturates to a form $\lim_{t \to \infty} \bar{P}(r,t) \sim r^{-2}$. This is seen in (figure 10, centre panels). The limiting form is obtained as
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Figure 10. Wavepacket spreading: density plots of log $\bar{P}(r, t)$ are shown for the four cases of section 4.1, in each case the lines $r \propto t^{1/z}$ are plotted as guides (dashed) using the respective values $z = 1, 1.89, 1.5, 2$ consistent with figure 6. For the Ising case (weak modulation, left), a ballistic front $r \sim t$ is evident. This carries the weight in the delocalised low energy excitations. The localisation of high energy excitations above a cut-off appears as weight trapped near $r = 0$. For the QP-Ising case (centre-left) and zero-wandering case (centre-right) all but a vanishing fraction of excitations are localised. At distance $r$ the fraction of excitations with localisation length $\zeta > r$ participate in the wave-front. This fraction vanishes as $r$ increases and $P(r, t) \sim r^{-2}$ at large $t$. For the Aubry–Andrè case (right) all excitations are delocalised, and a diffusive wave-front is observed. The saturation to a limiting form $P(r, t) \sim r^{-\beta}$ at late times is a finite size effect (see main text and figure 11).

Parameters: $(\bar{J} = \bar{h})/(A_J = A_h) = 1.05$ (left), $0.5$ (otherwise), $q = 2584$.

\[
\lim_{t \to \infty} P_{ij}(t) \sim \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \, P_{ij}(t)
= 2 \sum_{\alpha} |\psi_{i\alpha}^r|^2 |\psi_{j\alpha}^r|^2
\sim \int dr_0 \int d\epsilon \, \epsilon^{3/2-1} e^{-2\epsilon^{1/z}/(|r_0 - i| + |r_0 - j|)}
\sim \frac{1}{|i - j|^2}
\]  

(86)

where we have used the ansatz $|\psi_{i\alpha}^r|^2 \sim e^{-2|r - r_0|/\zeta(\epsilon_{\alpha})}/\zeta(\epsilon_{\alpha})$, with localisation length $1/\zeta(\epsilon) = c \epsilon^{1/z}$, localisation centres $r_0$ uniformly distributed over the sample, and density of state $\rho(\epsilon) \sim \epsilon^{1/z-1}$.

In the Aubry–Andrè case the excitations are delocalised and spread asymptotically without bound. The wavefront spreading is consistent with $r \sim t^{1/z}$. However finite size effects also cause $P_{ij}(t)$ to saturate to an infinite time form which decays as a power law $\lim_{t \to \infty} \bar{P}(r, t) \sim r^{-\beta}$, similar to the QP-Ising and zero-wandering cases. The asymptotically spreading Aubry–Andrè cases can be distinguished from the localised QP-Ising and zero-wandering cases by verifying that the finite-$q$, infinite time form of $\lim_{t \to \infty} P_{ij}(t)$ is

https://doi.org/10.1088/1742-5468/ac815d
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Figure 11. Entropy of $P_{i,i+r}$ at finite size saturation: the saturation of $S_1$ ($S_2$) with increasing $q$ indicate that all (some) of the weight of $P_{i,i+r}$ does not spread. Data is from the lower critical line $BC$ (blue) and the upper critical line $AB$ (gold). (QP-Ising and zero-wandering cases) $S_1$ and $S_2$ saturate indicating bounded spreading of correlations on the lower critical line $BC$. On the upper critical line $AB$, $S_1$ is unbounded but $S_2$ saturates, due to the presence of localised and diffusive modes. (Aubry–André case) Neither $S_1$ or $S_2$ saturates, indicating unbounded operator of $P_{i,i+r}$, due to the fully delocalised spectrum. Parameters: $(\bar{J} = \bar{h})/(A_f = A_h) = 0.5$ (blue), $1.05$ (gold), $\Delta = Q/2$ (upper plot) $\Delta = 0$ (lower plot).

increasingly delocalised as the finite size length scale $q$ is increased, and hence there is unbounded wave-packet spreading in the $q \to \infty$ limit.

We verify that the power law decay of $\lim_{t \to \infty} P_{ij}(t)$ is genuine for the zero-wandering and QP-Ising cases, but is a finite size effect in the Aubry–André case by considering the behaviour of the von-Neumann entropy $S_1$ and 2nd Renyi entropy $S_2$ as $q$ is increased where

$$S_1 = -\lim_{t \to \infty} \left[ \sum_r P_{i,i+r} \log P_{i,i+r} \right]_i$$

$$S_2 = -\lim_{t \to \infty} \left[ \log \sum_r P_{i,i+r}^2 \right]_i .$$

The behaviours of $S_1$ and $S_2$ with increasing $q$ allow us to distinguish three cases
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• Delocalised spectrum: if the entire spectrum is delocalised, \( \lim_{t \to \infty} P_{ij}(t) \) is spread over increasingly many sites and both \( S_1 \) and \( S_2 \) grow asymptotically without bound. This is seen for both the Aubry–André case (figure 11, lower panel, blue data) and for the Ising case when there is no mobility edge (figure 11, lower panel, gold data).

• Localised spectrum: if there are no more than a vanishing fraction of delocalised states \( \lim_{t \to \infty} P_{ij}(t) \) saturates to a limiting form, and hence both \( S_1 \) and \( S_2 \) saturate to a finite value, this is seen both for the zero wandering case (figure 11, upper panel, blue data) and for the QP-Ising case (data not shown).

• Finite mobility edge: for a spectrum with a finite localised fraction and finite delocalised fraction, \( \lim_{t \to \infty} P_{ij}(t) \) has a component that saturates, and a component that spreads, hence \( S_2 \) saturates whereas \( S_1 \) grows without bound. This is seen for the Ising case when there is a mobility edge (figure 11, upper panel, gold data).

7. Discussion

Weak quasi-periodic modulation is perturbatively irrelevant at the clean Ising transition [5]. However, sufficiently strong QP modulation, or QP sequences destabilize this transition and drive the TFIM to a new QP Ising fixed point. The critical properties of this fixed point are found to be intermediate to the clean and randomly disordered cases. We have focussed on two specific conjectures of [25], detailed in section 1, and have presented evidence that they generically hold. We have additionally shown that with fine tuning either of these conjectures may be violated.

The second conjecture posited the equality of the dynamical exponent and the localisation exponent \( z = z_L \). In randomly modulated, and generic QP modulated transitions the localisation of excitations and change to universality class are concomitant [10–12, 25], and supports the idea that they are necessarily related. However, as we show modulation can induce modified critical scaling without localising excitations (as for \( \Delta = 0 \)), while [24] shows correlated modulation may localise excitations without altering critical scaling, it follows that these two phenomena may be fully decoupled (see table 2). This has consequences for the dynamics of correlation functions, as the delocalisation of excitations in the Aubry–André case (\( \Delta = 0 \)) allows the operator spreading to continue without bound.

It is straightforward to realize QP modulation in optical experiments by introducing multiple lasers with incommensurate wavelengths [55–64]. The harder experimental element in such contexts is the preservation of an effective Ising symmetry. Possible host systems include: chains of trapped ions with hyperfine degrees of freedom [65, 66]; Rydberg ions trapped in optical tweezers [67, 68]; the staggering transition of ultracold atoms [69]; or the zig-zag transition in trapped ions [70, 71].

Though the aforementioned technological developments in optical experiments have driven a recent interest in smooth QP modulation [25, 31, 72–77], there is a more longstanding interest in QP models [78–86] originally motivated the discovery and growth of quasicrystals [87–89]. These systems do not naturally realise smooth QP modulation,
but rather QP sequences, as described in section 5.2.3. These are captured in our analysis by choosing $J_j = J(Q_j)$, $h_j = h(Q_j)$ with $J(\theta)$, $h(\theta)$ as piece-wise constant 2\pi periodic functions. Ising chains modulated by QP sequences have logarithmic wandering, and hence (by the conjectures of [25] confirmed here) critical scaling described by the QP-Ising universality. However, as these Ising chains have no small couplings we expect them to have fully delocalised spectra formed of multi-fractal excitations. This is consistent with our observations, and the findings of previous studies in free particle models modulated by QP sequences [37, 39, 42]. Thus, we refine the conjecture of [25] in the case of modulation with QP sequences. At the Ising transition we conjecture these models to have the same critical properties and phenomenology as the Aubry–André case studied in this manuscript, that is, critical exponents set by the wandering coefficient $w$ only, with delocalised excitations and hence no localisation length exponent $z_L$. We lastly note that the discussion here includes the full class of QP sequences, and furthermore any modulation generated by discontinuous $J(\theta)$, $h(\theta)$, which are all captured using our methodology. This extends previous work [5, 14–23, 27–30, 47, 48] which has been restricted to QP sequences satisfying an inflation rule.
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Appendix A. Relation of group velocity to bandwidth

In this section we show the result that

$$W = \pi \bar{v}$$

(A1)

where $\bar{v}$ is the mean absolute group velocity, and $W$ the total bandwidth, these are given respectively by

$$\bar{v} = \frac{1}{q} \sum_{\alpha} \int_{-\pi/q}^{\pi/q} \frac{dk}{2\pi/q} \left| \partial_k \epsilon_k(k) \right|$$

(A2)

$$W = \sum_{\alpha} \left( \max_k \epsilon_k(k) - \min_k \epsilon_k(k) \right).$$

(A3)
We show below (appendix A1) that each band has exactly one maximum and one minimum, from this it follows that

$$\int_{-\pi/q}^{\pi/q} dk |\partial_k \epsilon_\alpha(k)| = 2 \left( \max_k \epsilon_\alpha(k) - \min_k \epsilon_\alpha(k) \right)$$

(A4)

and (A1) follows.

A1. Band extrema

The excitation mode energies $\epsilon_\alpha(k)$ are the roots of the characteristic polynomial $\chi(\epsilon, k) = 0$, where

$$\chi(\epsilon, k) = |\mathcal{H}(k) - \epsilon| = \prod_{\alpha=1}^q (\epsilon_\alpha^2(k) - \epsilon^2) = \sum_{n=1}^q \chi_{2n}\epsilon^{2n}.$$  

(A5)

All coefficients $\chi_{2n}$ are independent of $k$ for $n > 0$. Thus all the dependency on $k$ comes from $\chi_0$

$$\chi_0 = (-1)^q \left| \prod_i^q h_i - e^{-ikq} \prod_i^q J_i \right|^2$$

$$= (-1)^q \left[ P_h^2 + P_J^2 - 2P_hP_J \cos(kq) \right]$$

(A6)

for $P_h = \prod_i^q h_i$, $P_J = \prod_i^q J_i$. Thus $\chi_0$ has extrema at $kq = 0, \pi$ and changes monotonically between them. As

$$\frac{\partial \epsilon_\alpha(k)}{\partial k} = \frac{\partial \chi}{\partial \epsilon} \bigg|_{\epsilon=\epsilon_\alpha(k)} \frac{\partial \chi_0}{\partial k}$$

(A7)

we see that $\partial_k \epsilon_\alpha(k)$ changes sign only where $\partial_k \chi_0$ changes sign, and hence each band has exactly two extrema. Here we have used that $\partial_\epsilon \chi$ does not change sign as $k$ is varied

$$\text{sign} \left( \frac{\partial \chi}{\partial \epsilon} \bigg|_{\epsilon=\epsilon_\alpha(k)} \right) = (-1)^{q-\alpha}$$

(A8)

where $\alpha = 1 \ldots q$ indexes the positive roots from smallest to largest.

Appendix B. Spectral measure of tri-diagonal matrices

We prove the bound

$$W = \sum_\alpha W_\alpha \leq 2\pi \min_i (|J_i|, |h_i|) \sim q^{-1}$$

(B1)

where $W_\alpha = \max_k \epsilon_\alpha(k) - \min_k \epsilon_\alpha(k)$ is the width of the $\alpha$th band is the total width of the $\alpha$th band of $\mathcal{H}$. This bound is trivially generalisable to any tri-diagonal matrix.
The momentum appears as a phase $e^{i k q}$ gained on hopping a distance $q$. Without loss of generality we choose a gauge in which the phase appears entirely on $J_{\text{min}} = \min(|J_i|, |h_i|)$, the smallest magnitude coupling of either form.

As we showed in appendix A1 that the $k$-dependence of the characteristic polynomial $|\mathcal{H} - \epsilon| = 0$ is entirely in a simple cosine dependence of constant term $\chi_0 = |\mathcal{H}|$. A consequence of this is that each band $\epsilon_\alpha(k)$ has two stationary points, which lie at $k = 0, \pi/q$, with $\epsilon_\alpha(k)$ changing monotonically between them. Thus it follows

$$
\sum_\alpha W_\alpha = \sum_\alpha |\epsilon_\alpha(\pi/q) - \epsilon_\alpha(0)|
= \sum_\alpha \left| \int_0^{\pi/q} dk \partial_k \epsilon_\alpha \right|
= \sum_\alpha \int_0^{\pi/q} dk |\partial_k \epsilon_\alpha|.
$$

From first order perturbation theory $\partial_k \epsilon_\alpha = \langle \epsilon_\alpha | \partial_k \mathcal{H} | \epsilon_\alpha \rangle$. Which yields

$$
\sum_\alpha W_\alpha = \sum_\alpha \int_0^{\pi/q} dk |\langle \epsilon_\alpha | \partial_k \mathcal{H} | \epsilon_\alpha \rangle| \leq \int_0^{\pi/q} dk |\partial_k \mathcal{H}|_1
$$

where $|A|_1 = \text{tr} \left( \sqrt{AA^\dagger} \right)$ denotes the Ky Fan norm. The equality in (B3) follows from the fact that $|\epsilon_\alpha\rangle$ forms a complete basis. This can be seen explicitly by using the eigen-decomposition $\partial_k \mathcal{H} = \sum_\lambda |\lambda\rangle \lambda \langle \lambda|.$

$$
\sum_\alpha |\langle \epsilon_\alpha | \partial_k \mathcal{H} | \epsilon_\alpha \rangle| = \sum_\alpha \left| \sum_\lambda |\langle \lambda | \epsilon_\alpha \rangle|^2 \lambda \right|
\leq \sum_{\alpha, \lambda} |\langle \lambda | \epsilon_\alpha \rangle|^2 |\lambda|
= \sum_\lambda |\lambda|
= |\partial_k \mathcal{H}|_1.
$$

The final step is to show

$$
|\partial_k \mathcal{H}|_1 = 2q \min_i(|J_i|, |h_i|).
$$

This follows from our gauge choice, in which we put the phase exclusively on the smallest coupling $J_{\text{min}} = \min_i(|J_i|, |h_i|)$. Thus $\partial_k \mathcal{H}$ is a $q \times q$ matrix with two non-zero elements, one, $iq J_{\text{min}} e^{i k q}$, on the first-diagonal, and its conjugate $-iq J_{\text{min}} e^{-i k q}$ on the
first-sub-diagonal. This matrix has two eigenvalues \( \pm qJ_{\text{min}} \), and so its Ky Fan norm is \( |\partial_k \mathcal{H}|_1 = 2qJ_{\text{min}} \) for all \( k \), so (B5) and hence (B1) follows via (B3).

**Appendix C. Numerically extracted \( z \) for smooth modulation with \( Q/2\pi \) a metallic mean**

Figure 12 shows additional data for the integrated density of states for sinusoidal modulation (5) from the lower critical line \( BC \), for different values of \( Q \). We study \( Q/2\pi = M_n \), where

\[
M_n \equiv n + \frac{\sqrt{n^2 + 4}}{2} = n + \frac{1}{n^{1/2^{n-1}}},
\]

are the ‘metallic means’, and \( M_1 \equiv \tau \) is the golden ratio. The values of \( z \) extracted from this data are shown in figure 7. As in the main text, we calculate \( n(\epsilon) \) using the method of [45, 46].

**Appendix D. Wandering analysis for square waves**

In this appendix we calculate the logarithmic wandering coefficient \( w \) for square wave modulation, comment on some previous results, and compare calculations with the estimate \( z \approx 1 + w \).

We consider the square wave modulation \( J_j = J(Q_j), h_j = h(Q_j) \)

\[
J(\theta) = J + A_J \Pi_D(\theta + Q/2 + \phi) \\
h(\theta) = h + A_h \Pi_D(\theta + \phi + \Delta)
\]

where \( \Pi_D(\theta) \) is a \( 2\pi \) periodic square wave with duty cycle \( 0 < D < 1 \)

\[
\Pi_D(\theta) = \begin{cases} 
1 & 0 < \theta \leq 2\pi D \\
0 & 2\pi D < \theta \leq 2\pi 
\end{cases}
\]

This yields couplings which are drawn from the two value alphabets \( J_j \in \{J, J + A_J\} \) and \( h_j \in \{h, h + A_h\} \). The results of this analysis similarly will generalise to general discontinuous \( J(\theta), h(\theta) \). We note that the previously studied cases of generalised Fibonacci sequences [14, 16, 19–23] are special cases of (D1). We take \( J, h, A_J, A_h > 0 \) without loss of generality.

**D1. Square wave wandering coefficient \( w \)**

For continuous \( J(\theta), h(\theta) \), \( w \) is independent of the energetic scales of the model. In contrast for \( J(\theta), h(\theta) \) with jump discontinuities, one finds \( w \) depends explicitly on the
Figure 12. DOS for smooth modulation with different $Q$: data is shown (solid colours) for the integrated DOS $n(\epsilon)$ for $Q/2\pi = M_n$ for $n = 1 \ldots 5$ (see equation (C1)). Couplings (5) used with values of $(J = h)/(A_J = A_h)$ shown in legend, value of $q$ and $Q$ inset. Fit line $n(\epsilon) \sim \epsilon^{1/z}$ (dotted black) with value of $z$ inset. Data is averaged over $\phi, \Delta$, statistical error on the mean is smaller than point size.
modulation amplitude. Repeating the calculation of \(w_\delta\) for square wave modulation one finds
\[
\hat{\delta}_k = \frac{e^{ik\pi D} \sin(\pi kD)}{\pi k} \left( e^{-ikQ/2} \log \left| 1 + \frac{A_j}{J} \right| - e^{-ik\Delta} \log \left| 1 + \frac{A_h}{h} \right| \right) \tag{D3}
\]
which yields
\[
[f]_{\text{Cesàro}} = \lim_{k \to \infty} \frac{1}{k} \sum_{k'=1}^{k} k'^2 |\delta_{k'}|^2 \tag{D4}
\]
\[
= \frac{1}{2\pi^2} \left( \log^2 \left| 1 + \frac{A_h}{h} \right| + \log^2 \left| 1 + \frac{A_j}{J} \right| \right). \tag{D5}
\]
This quantity appears in equation (43), and otherwise the calculations proceed as in the main text. The key difference being that \([f]_{\text{Cesàro}}\) and \(w = [f]_{\text{Cesàro}}w_Q\) now have parametric dependence on the energy scales \(J, h, A_j, A_h\).

**D1.1. Special case:** \(\Delta = Q(N + 1/2)\). In this case the wandering is zero \(w = 0\). This follows from the same arguments as the sinusoidal case in the main text, and was previously noted for \(\Delta = Q/2\) in [28]. In the sinusoidal case, which is similarly Harris–Luck marginal, the presence of small couplings nonetheless leads to an altered dynamical exponent. Here in the corresponding square wave case, there are no small couplings. That is, \(\min J_j, \min h_j\) do not scale with the finite size length scale \(q\) and the modulation is Ising irrelevant.

**D1.2. Special case:** \(2\pi D = Q(N + 1/2)\). We note there is a corresponding dependence on special values of \(D\), analogous to the special values of \(\Delta\). E.g. we notice if \(D = Q/2\pi\) that
\[
\hat{\delta}_k = \frac{\sin(kQ/2)}{\pi k} \left( \log \left| 1 + \frac{A_j}{J} \right| - e^{ik(Q/2-\Delta)} \log \left| 1 + \frac{A_h}{h} \right| \right) \tag{D6}
\]
leading to an exact cancellation with the denominator of (40) and hence \(w = 0\). Such an exact cancellation occurs for all \(D = nQ/2\pi + m\pi\) for \(n, m \in \mathbb{N}\). A previously studied instance of this exact cancellation is if the \(h_i\) and \(J_i\) follow the Fibonacci word, which is known to be Ising irrelevant [5, 15, 16, 19–23, 27–30].

**D1.3. Numerically extracted \(z\) for square waves.** Figure 13 shows numerically values of \(z\) for square wave modulation with \(Q/2\pi = M_1, M_2\) (see (C1)). As in the main text, we calculate \(n(\epsilon)\) using the method of [45, 46].
Figure 13. Square wave density of states: the integrated DOS $n(\epsilon)$ is plotted for square wave modulation appendix D1 various values of $(J = h)/(A_J = A_h)$. $n(\epsilon)$ is averaged over $\phi$ and $\Delta$. Each line is coloured according to the value of $w$ (legend inset). $Q/2\pi = M_1 = (1 + \sqrt{5})/2$ (upper plot), $Q/2\pi = M_2 = 1 + \sqrt{2}$ (lower plot). Error bars not shown; as with the sinusoidal case, fluctuations are deterministic and do not average out. Parameters: $D = 1/e$, and $q = 1,346,269$ (upper plot), $q = 1,136,689$ (lower plot).
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