A Group-Based Droop Control Strategy Considering Pitch Angle Protection to Deloaded Wind Farms
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Abstract: To promote the frequency stability of a system with high penetration of wind power integrated into it, this paper presents a systematic frequency regulation strategy for wind farms (WFs). As preparation for frequency response, a coordinated deloading control (CDC) scheme combining the over-speed control (OSC) and the pitch angle control (PAC) methods is proposed for wind turbine generators (WTGs) to preserve power reserve. The novelty lies in the consideration of high wind speed situations and pitch angle protection. Then, a group-based droop control (GBDC) scheme is proposed for a WF consisting of WTGs with the CDC. In this scheme, WTGs are divided into two groups for different controls. To improve the frequency response performance and ensure stable operation, the droop coefficients of the WF, groups, and all WTGs are determined according to their frequency regulation capabilities (FRCs). Moreover, pitch angle protection during the frequency response process is considered in this scheme. The effectiveness of the GBDC scheme is verified by comparing it with several existing droop control schemes in various situations.
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1. Introduction

Owing to the properties of cleanness, renewability, and abundance, the exploitation of wind energy for power generation has been identified with vital significance by many countries in recent decades [1]. As wind penetration increases, the intermittency of wind power and the de-inertia behavior of wind turbine generators (WTGs) bring unprecedented challenges to the frequency stability of the power system [2]. In this situation, the ancillary service of frequency regulation provided by WTGs becomes indispensable.

To address this problem, WTGs can preserve a part of the output reserve for frequency regulation through a so-called deloading control. Generally, there are two kinds of deloading controls: pitch angle control (PAC) and over-speed control (OSC). With the PAC method in [18,19], power reserves are produced by increasing the pitch angles of WTGs to reduce the wind power coefficients before frequency events. Although the PAC method can complete the deloading task at various ranges of wind speeds, the frequent action on the blade
pitch angle can easily cause wear on the mechanical devices of WTGs and, consequently, shorten their service lives [20]. With the OSC method, the rotor speed is adjusted to exceed the optimal value to obtain a sub-optimal wind power coefficient so that an active power headroom can be produced for frequency regulation. Considering convenience and the harmlessness property, references [17, 21] suggest that WTGs can accomplish a deloading task through an independent OSC approach. However, the optimal rotor speed gradually approaches its limit with increasing wind speed, which indicates the attenuation of the exceeding room. Given the wide range of operating environments, the OSC method may not fulfill the deloading requirements, especially when an order of large deloading extent coincides with a high wind speed situation. Considering the harmful property of the PAC and the narrow control range of the OSC [22], a sophisticated deloading scheme combining the PAC and the OSC is demanded as preparation for frequency regulation.

The frequency regulation controls of deloading WTGs are similar to those of WTGs in the MPPT state. Affected by the wake effect [23–25], the frequency regulation capability (FRC) of each WTG in a wind farm (WF) can be different because of the various arriving wind speeds. Thus, setting the same control parameters for different WTGs will not only waste resources but even endanger operating stability [26]. In order to solve this problem, some works adjust the control parameters of WTGs in the MPPT state according to the kinetic energy stored in their rotors [7, 9, 27–29]. For WTGs in the deloading state, references [30, 31] proposed reserve-based control schemes where the droop loop gains are generally proportional to the power reserve margins. However, large droop coefficients for WTGs at high wind speed will inevitably lead to large-scale movements of the blade pitch angle, which will have a negative effect on the WTGs’ long-term service. Moreover, the FRCs of WTGs are underestimated by reserve-based strategies. Therefore, a novel frequency regulation strategy from the perspective of a WF is urgently demanded.

This paper proposes a systematic control strategy to enable WFs to participate in system frequency regulation. The main contributions of this paper are as follows: First, this paper presents a coordinated deloading scheme (CDS) combining the OSC and the PAC methods. Compared with the traditional deloading scheme, the CDS applies to the situation of high wind speed where the OSC cannot accomplish the deloading target alone. The problem of frequent pitch angle actions caused by the PAC is also addressed through the CDS. Second, the FRCs of deloading WTGs and WFs are evaluated based on the mechanism of power point tracking control, which is more precise than the prevalent reserve-based evaluation. Third, a group-based droop control (GBDC) scheme considering the diversity of WTGs is proposed for deloading WFs. In this scheme, WTGs are divided into two groups for different controls. The performance of frequency regulation is improved since the droop coefficients are determined according to the FRCs. On the premise of improving frequency response guarantee, pitch angle protection is also considered in this scheme. Moreover, since the control methods proposed for over-frequency and under-frequency events are symmetrical, this paper is presented from an under-frequency perspective for concision and comprehensibility.

2. Cooperative Deloading Scheme
2.1. MPPT Control Principle

Doubly fed induction generators (DFIGs) and direct-drive permanent magnet synchronous generators (PMSGs) are currently the most prevalent wind generators. These two types of WTGs are both composed of a wind turbine, a generator, and a couple of back-to-back power electronic converters. As these WTGs adopt analogous power control frameworks, the research in this paper applies to both DFIGs and PMSGs. In this paper, the simplified model of WTGs in [32] is applied and modified for simulation efficiency. Since the research is mainly focused on the mechanism between the system and the frequency response power with different schemes, parametric uncertainty is not considered in this paper.
Ignoring the loss caused by mechanical friction, the mechanical power, \( P_m \), extracted by the wind turbine can be calculated by

\[
P_m = \frac{1}{2} \rho \pi R^2 C_p(\lambda, \beta) v^3
\]

(1)

where \( \rho \), \( R \), \( v \), and \( \beta \) are the air density, blade radius, wind speed, and blade pitch angle, respectively. The power coefficient, \( C_p \), is defined as

\[
C_p = 0.5176 \left( \frac{116}{\lambda_i} - 0.4\beta - 5 \right) \cdot e^{-\frac{21}{\lambda_i}} + 0.0068\lambda
\]

(2)

where

\[
\frac{1}{\lambda_i} = \frac{1}{\lambda + 0.08\beta} - \frac{0.035}{\beta + 1}
\]

(3)

The \( \lambda \) among the above equations represents the tip–speed ratio, which can be obtained by

\[
\lambda = \frac{\omega_r R}{v}
\]

(4)

where \( \omega_r \) is the angular speed of the WT. In this paper, a one-mass drive train model is adopted, and the rotating equation of the WTG is described as

\[
P_e - P_m = -J \omega_r \frac{d\omega_r}{dt}
\]

(5)

The mechanical power and the power coefficient curves of wind turbines are presented in Figures 1 and 2, respectively. For each definite wind speed, there is a so-called optimal tip–speed ratio, \( \lambda_{opt} \), and a corresponding rotor speed, \( \omega_{r opt} \), enabling maximum power extraction efficiency. The black dashed curve in Figure 1 is the well-known MPPT curve, consisting of an ordinary operation zone, Zone2 (Segment BC); two constant speed zones, Zone1 and Zone3 (Segments AB and CD); and a constant power zone, Zone4 (Ray DE). WTGs in Zone1, 3, and 4 are under protection controls, which are not suitable for participating in frequency regulation. Thus, the studies in this paper are mainly focused on the WTGs in Zone2.

![Figure 1. Mechanical power and the MPPT curves.](image-url)
The optimal active power reference of a WTG in Zone 2 is given by

$$P_{\text{MPPT}} = K_{\text{opt}} \alpha_r^3$$  \hspace{1cm} (6)

where $K_{\text{opt}}$ is the MPPT coefficient, whose expression is

$$K_{\text{opt}} = \frac{1}{2} \rho \pi R^5 \lambda_{\text{opt}} \left( \alpha_{r, \text{opt}} \right)$$  \hspace{1cm} (7)

As explained above, WTGs in Zone 2 are in safe operation; thus, $\beta$ is set to zero in order to acquire the maximum wind energy harvest.

### 2.2. Coordinated Deloading Scheme

To address the secondary-frequency-dip issue, WTGs are generally released from the MPPT state to preserve active power reserve margins for frequency regulation. The deloading ratio is generally determined according to the system structure and the operating status of the WF. With an appropriate frequency regulation strategy, 10% deloading work can provide adequate headroom in a system with wind penetration up to 50% [21]. For a given deloading ratio, $d\%$, the deloading power reference is

$$P_{\text{del}} = (1 - d\%) P_{\text{MPPT}}$$  \hspace{1cm} (8)

As illustrated in Figure 3, WTGs can reach the assigned deloading points by adjusting the power point tracking curve. The brown dashed curve is the prevalent over-speed curve (deloading without the PAC). When the wind speed is 9.5 m/s (a low wind speed case), there is aadequate margin between the MPPT point, B, and the reference rotor speed for speed protection, $\omega_{r, \text{ref}}$. Thus, WTGs can switch to the deloading point, B1, through the traditional OSC method. The active power reference under this control is given by

$$P_{\text{del}} = K_{\text{del}} \alpha_r^3$$  \hspace{1cm} (9)

The $K_{\text{del}}$ in (9) is the deloading power point tracking (DPPT) coefficient, which is calculated by

$$K_{\text{del}} = \frac{1}{2} \rho \pi R^5 \lambda_{\text{del}} \left( \alpha_{r, \text{del}} \right)$$  \hspace{1cm} (10)

where $\lambda_{\text{del}}$ is the corresponding deloading tip–speed ratio, which can be obtained from (2–4) or Figure 2. Since the WTG is at low wind speed and only the OSC is used for deloading, the pitch angle, $\beta$, in (10) is equal to 0.
When the wind speed is 10.5 m/s (a high wind speed case), the optimal rotor speed, \( \omega_r \text{opt} \), at the MPPT point, A, is close to \( \omega_r \text{ref} \). The rotor speed at the OSC-deloaing point, A', exceeds the reference rotor speed, which means the deloading requirement is beyond the OSC-deloaing potential. In such a situation, the PAC should be applied to help accomplish the required deloading ratio.

To minimize the action of the pitch angle and maximize the stored kinetic energy, the deloading power point, A1, is located at the maximum speed line. Then, we can find a deloading pitch angle \( \beta_0 \) (\( \beta_0 = 1.9 \) when \( d\% = 10\% \)), with which the mechanical power curve at 10.5 m/s wind speed intersects the \( \omega_r \text{ref} \) line at A1. The blue dashed line is the DPPT line when \( v = 10.5 \text{ m/s} \) and \( d\% = 10\% \). As the deloading rotor speed is at the reference value, the DPPT coefficient should be further adjusted to

\[
K_{\text{del}} = \frac{P_{\text{del}}}{\rho^3 \text{ref}} = \frac{(1 - d\%)K_{\text{opt}} \omega^3 \text{opt}}{\omega^3 \text{ref}}
\]  

As \( \omega_r \text{opt} \) varies with wind speed, \( K_{\text{del}} \) can be considered as a function of \( v \) and \( d\% \). The deloading pitch angle can be obtained through a lookup table method. Table 1 shows part of the \( \beta_0 \) table.

**Table 1.** Lookup table for deloading pitch angle.

| Wind Speed (m/s) | 10% Deloading | 20% Deloading |
|------------------|---------------|---------------|
| 10.4             | 1.947         | 2.899         |
| 10.7             | 1.806         | 2.753         |
| 11.0             | 1.649         | 2.553         |
| 11.3             | 1.493         | 2.308         |
| 11.6             | 1.347         | 2.042         |
| 11.9             | 1.216         | 1.788         |

The boundary between high wind speed and low wind speed is given by

\[
v_b = \frac{\omega_r \text{ref}R}{\lambda_{\text{del}}}
\]  

(12)
The definition of \( v_b \) is the maximum wind speed where WTGs can fulfill the deloading requirement only through the OSC. Because of the correlation between \( \lambda_{del} \) and \( d\% \) depicted in Figure 2, \( v_b \) also varies with \( d\% \). The DPPT coefficient is rewritten as

\[
K_{del} = \begin{cases} 
\frac{1}{2} \rho \pi R^2 \lambda_{del}^3 C_p(\lambda_{del}, 0), & v_0 \leq v \leq v_b \\
\frac{1}{2} \rho \pi R^2 \lambda_{opt}^3 C_p(\lambda_{opt}, 0) \cdot \frac{(1-d\%) \omega_{r opt}^3}{\omega_{r ref}^3}, & v_b \leq v \leq v_1 
\end{cases}
\]  

(13)

where \( v_0 \) and \( v_1 \) are the cut-in wind speed and the minimum wind speed in the constant speed interval (Zone3), respectively.

The procedure for each control cycle of the CDS scheme is described in detail in Figure 4. When receiving deloading signals from the system operator, the control center broadcasts the deloading order, \( d\% \), and wind speed boundary, \( v_b \), to all the WTGs. Then, WTGs in low wind speed adjust the DPPT coefficients, \( K_{del} \), according to (13), and they accomplish the deloading task through the OSC. For the WTGs in high wind speed, the PAC and the OSC are both applied to deload. The corresponding \( K_{del} \) can be calculated from (13), and the deloading pitch angle is obtained through the \( \beta_0 \) table.

![Figure 4. Algorithm of the CDS.](image-url)
2.3. The Developed Pitch Angle Control

The frequency response of deloading WTGs is realized by extracting the reserve power stored by the OSC and the PAC. Figure 5 presents the active power reference of a WTG, which can be calculated by

\[ P_{\text{ref}} = P_{\text{ref}} + \Delta P_{\text{ref}} = K_{d}\omega^3 - K_{p}\Delta f - K_{d}\frac{df}{dt} \] (14)

For the WTGs with the OSC, an increase in active power reference, \( \Delta P_{\text{ref}} \), produces an imbalance between electrical and mechanical power, causing a reduction in the rotor speed, \( \omega_r \), according to (5). The mechanical power thus increases with \( \omega_r \) approaching the optimal speed, \( \omega_r^{\text{opt}} \). In this process, the reserve power stored by the OSC can be naturally extracted. However, the reserve power provided by the PAC cannot be released spontaneously because of the lack of frequency response from the pitch angle.

To overcome this problem, a developed pitch angle control (DPAC) scheme, as shown in Figure 6, is introduced in this paper. \( \beta_f \) in Figure 6 is the frequency response component of the pitch angle. To release the power reserve provided by the PAC, the pitch angle decreases with the rotor speed in this scheme. As is shown in Figure 7a, \( \beta \) is proportional to \( \omega_r \) within the interval \([\omega_r^{\text{opt}}, \omega_r^{\text{ref}}]\). Thus, the expression of \( \beta_f \) is

\[ \beta_f = \begin{cases} -\beta_0, & \omega_r \leq \omega_r^{\text{opt}} \\ K_{p}\omega_r + B_{\beta}, & \omega_r^{\text{opt}} < \omega_r \leq \omega_r^{\text{ref}} \\ 0, & \omega_r > \omega_r^{\text{ref}} \end{cases} \] (15)

Figure 5. Configuration of active power reference.

Figure 6. Configuration of DPAC.
3. Evaluation of Frequency Regulation Capability

As calculated in (14), the active power reference is adjusted according to the frequency deviation, $\Delta f$, and the rate of change of frequency (ROCOF), $df/dt$. To avoid operating on the left of the MPPT curve, which causes instability of small disturbances, $\Delta P_{\text{ref}}$ in (12) cannot transcend a certain limit. Inspired by reference [17,33], the limit is obtained by

$$
\Delta P_{\text{max}} = P_{\text{MPPT}} - K_{\text{del}}\omega_{\text{r opt}}^3
= K_{\text{opt}}\omega_{\text{r opt}}^3 - K_{\text{del}}\omega_{\text{r opt}}^3
$$

"Figure 7. Schematic of DPAC: (a) turning the pitch angle depending on rotor speed; (b) mechanical power with the DPAC scheme.

The coefficients $K_\beta$ and $B_\beta$ are given by

$$
K_\beta = \frac{\beta_0}{\omega_{\text{r ref}} - \omega_{\text{r opt}}}
$$

$$
B_\beta = \frac{\beta_0 \cdot \omega_{\text{r opt}}}{\omega_{\text{r ref}} - \omega_{\text{r opt}}}
$$

As the value of $\beta_0 + \beta_f$ decreases to 0 at the optimal rotor speed, $\omega_{\text{r opt}}$, the synchronization between the extractions of the power reserve stored by the OSC and the PAC can be realized. The above conclusion can also be verified in Figure 7b. With the DPAC scheme, the mechanical power curve reaches the maximum value through an optimal route. Additionally, the proposed PAC scheme retains the speed protection function. When the reference rotor speed is exceeded, the pitch angle will increase to keep the rotor speed within a safe range. $\beta_{\text{opt}}$ in Figure 6 is the speed protection component of the pitch angle.
We can readily acquire the limits at wind speeds of 10.5 m/s and 9.5 m/s from Figure 3, which are Segment AA2 and Segment BB2, respectively. Naturally, the power increase limit of the WF is the sum of those of the WTGs, which is

$$\Delta P_{WF, max} = \sum_{i=1}^{n} \Delta P_{WTG, max}^i$$  \hspace{1cm} (19)

where $\Delta P_{WTG, max}^i$ is the limit of the $i$-th WTG, and $n$ is the number of WTGs in the WF.

In the frequency regulation process, the active power increases with the drop in the system frequency. The FRC in this paper is defined as the difference between the power increase and the limit. The FRC of the $i$-th deloading WTG can be calculated by

$$P_{WTG, cap}^i = \Delta P_{WTG, max}^i - \Delta P_{WTG, ref}^i$$  \hspace{1cm} (20)

The total FRC of the WF can be estimated by

$$P_{WF, cap} = \sum_{i=1}^{n} P_{WTG, cap}^i$$  \hspace{1cm} (21)

The limits $\Delta P_{WTG, max}^i$ and $\Delta P_{WF, max}^i$ are the FRCs prior to disturbances, which are also defined as the maximum FRCs. For the long-term service of WTGs, frequent actions on pitch angle should be inhibited during frequency regulation. Therefore, WTGs in the WF are divided into two groups according to whether the PAC is applied in the deloading process. The two groups, $G_1$ and $G_2$, are defined by

$$G_1 = \{ i | v_0 \leq v_i \leq v_b \}$$  \hspace{1cm} (22)

$$G_2 = \{ i | v_b \leq v_i \leq v_1 \}$$  \hspace{1cm} (23)

The WTGs of $G_1$ are at low wind speed, and the deloading tasks of them are accomplished only with the OSC. Inversely, the WTGs of $G_2$ are at high wind speed and are deloaded with the OSC and the PAC.

The power increase limit of these two groups can be calculated by

$$\Delta P_{max}^{G_1} = \sum_{i \in G_1} \Delta P_{WTG, max}^i$$  \hspace{1cm} (24)

$$\Delta P_{max}^{G_2} = \sum_{i \in G_2} \Delta P_{WTG, max}^i$$  \hspace{1cm} (25)

Similarly, the FRCs of these two groups are calculated by

$$P_{cap}^{G_1} = \sum_{i \in G_1} P_{WTG, cap}^i$$  \hspace{1cm} (26)

$$P_{cap}^{G_2} = \sum_{i \in G_2} P_{WTG, cap}^i$$  \hspace{1cm} (27)

4. The Group-Based Droop Control

As a commonly applied method of frequency regulation, droop control is favorable for both transient and steady-state characteristics of the system frequency [10,35]. Based on the evaluation of FRC in Section 3, a novel droop scheme for WFs in CDS-deloading operation is presented in this section. Considering the sensitivity to measurement errors [10,34], the virtual inertia loop gains are universally set to 0.
4.1. Total Droop Coefficient of the WF

In the frequency regulation process, the control center determines the total droop coefficient of the WF. The total droop coefficient is defined as the sum of all droop gains of WTGs:

\[
K_{p}^{WF} = K_{p}^{G_1} + K_{p}^{G_2} = \sum_{i \in G_1} K_{p}^{WTG_i} + \sum_{i \in G_2} K_{p}^{WTG_i} = \sum_{i=1}^{n} K_{p}^{WTG_i} \tag{28}
\]

where \(K_{p}^{G_1}\) and \(K_{p}^{G_2}\) are the total coefficients of \(G_1\) and \(G_2\), respectively.

To improve the frequency response of the WF, \(K_{p}^{WF}\) should be determined depending on the FRC of the WF. When the FRC is large, a large droop gain can be set to make full use of the resources; when the FRC is small, the droop gain should be sufficiently small in case the headroom of the power increase is exceeded. The droop gain of WFs is determined as follows:

\[
K_{p}^{WF} = \frac{\Delta P_{WF}^{max}}{|\Delta f|_{max}} \tag{29}
\]

where \(|\Delta f|_{max}\) is the threshold of low-frequency load shedding. As such, \(K_{p}^{WF}\) is proportional to the maximum FRC, and the frequency response power can be calculated by

\[
\Delta P_{ref} = \frac{\Delta P_{WF}^{max}}{|\Delta f|_{max}} \cdot \Delta f \tag{30}
\]

when the frequency deviation touches the threshold, \(|\Delta f|_{max}\). \(\Delta P_{ref}\) is equal to the maximum FRC of the WF.

4.2. Total Droop Coefficients of the Groups

As mentioned in Section 3, WTGs in \(G_2\) deload with the OSC and the PAC methods. The frequency response of these WTGs is probably likely to cause the action of pitch angles. Thus, the total droop coefficients (TDCs) of \(G_1\) and \(G_2\) should be determined reasonably in different disturbances so that the pressure of the mechanical devices of WTGs in \(G_2\) can be alleviated. When the system frequency fluctuates gently, the response of WTGs in \(G_2\) should be minimized, and the frequency regulation task is mainly completed by \(G_1\). However, when the fluctuation is intense, the response of WTGs in \(G_1\) alone can no longer meet the demand of frequency regulation in the WF. In this case, the resources in \(G_2\) should be effectively extracted to support frequency stability.

Therefore, a pair of exponential membership functions are introduced to allocate the frequency regulation tasks of \(G_1\) and \(G_2\). The variable of the functions is the ratio of the FRC of \(G_1\) and the power increase limit of the WF, calculated by

\[
x = \frac{P_{cap}^{G_1}}{\Delta P_{WF}^{max}} \tag{31}
\]

The participation degrees of these two groups are then obtained by

\[
\frac{K_{p}^{G_1}}{K_{p}^{WF}} = \frac{\Delta P_{max}^{G_1}}{\Delta P_{max}^{WF}} \left(\frac{1}{1 + e^{-a(x-0.1)}}\right) \left(\frac{1}{1 + e^{-a(x+0.1)}}\right) \tag{32}
\]

\[
\frac{K_{p}^{G_2}}{K_{p}^{WF}} = 1 - \frac{K_{p}^{G_1}}{K_{p}^{WF}} \tag{33}
\]

The constant, \(a\), is the conversion factor. A larger \(a\) means a higher participation degree of the frequency response from \(G_1\) and more protection for WTGs in \(G_2\). However,
a too-large value of $a$ may also weaken the frequency regulation effect, as it limits the participation of $G_2$ to a large extent. Considering the effect from both aspects, $a$ is set to 800 in this paper.

The dynamic properties of the participating extent of the two groups $K_p^{G_1}/K_p^{WF}$ and $K_p^{G_2}/K_p^{WF}$ are depicted in Figure 8. When $\frac{P_{cap}^{G_1}}{\Delta P_{max}^{WF}}$ is greater than 0.1, it means that there are still sufficient frequency regulation resources in $G_1$. Thus, $K_p^{G_1}/K_p^{WF}$ at this time equals 1. WTGs in $G_1$ take over the whole droop control task of the WF, while WTGs in $G_2$ only add a small amount of active power through the virtual inertia control. Inversely, when $\frac{P_{cap}^{G_1}}{\Delta P_{max}^{WF}}$ is less than 0.1, the resources of $G_1$ are close to running out. Thus, $K_p^{G_1}/K_p^{WF}$ decreases gradually with $\frac{P_{cap}^{G_1}}{\Delta P_{max}^{WF}}$. The task undertaken by $G_1$ gradually decreases while that of $G_2$ increases. To prevent an excessive response to the frequency deviation, which endangers the stable operation of the WTGs of $G_1$, the slope of the curves around 0.1 is sufficiently large. As the $\frac{P_{cap}^{G_1}}{\Delta P_{max}^{WF}}$ ratio decreases further, which means the resources of both $G_1$ and $G_2$ are running out, $K_p^{G_1}/K_p^{WF}$ and $K_p^{G_2}/K_p^{WF}$ converge to $\Delta P_{max}^{G_1}/\Delta P_{max}^{WF}$ and $\Delta P_{max}^{G_2}/\Delta P_{max}^{WF}$, respectively. At this time, the frequency regulation tasks of $G_1$ and $G_2$ are assigned according to their own resources.

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{figure8.pdf}
\caption{Exponential membership functions.}
\end{figure}

4.3. Droop Coefficients of WTGs

Due to the wake effect, the arriving wind speed of a WF possesses a declining trend while traversing each row of WTGs. The universal parameter setting of the conventional droop control is not suitable for WTGs with different FRCs. Moreover, FRCs also vary because of wind fluctuation and power variation in the frequency response process. In this situation, the droop coefficients of WTGs in each group are proportional to their real-time FRCs, i.e.,

$$K_p^{WTG \ i} \propto \frac{P_{cap}^{WTG \ i}}{P_{cap}^{WTG}}$$

(34)

Considering the constraint of (19), $K_p^{WTG \ i}$ for WTGs in the two groups can be calculated by

$$K_p^{WTG \ i} = \begin{cases} 
K_p^{G_1}, & i \in G_1 \\
K_p^{G_2}, & i \in G_2
\end{cases}$$

(35)

WTGs with greater capabilities provide more output in frequency regulation while those with less capability give a small output increase to guarantee stable operation. Therefore, the resources of frequency regulation can be efficiently utilized with the proposed coefficients.
5. Case Studies

The simulations in this paper are implemented using MATLAB/Simulink. A developed low-order power system model [32] (Figure 9) is adopted to verify the proposed GBDC scheme of a deloading WF. The voltage control involving the dynamics of the system’s reactive power is not considered. The system contains a 20 MW small hydropower station, a 120 MW thermal power plant with combined-cycle gas turbines, and a wind farm. All of the conventional power plants are equipped with droop control to participate in frequency regulation, and the gains of the droop loops, $K_p$, are set to 20. $H_e$ in Figure 9 is the equivalent inertia time constant of the system, which can be calculated by [35,36]

$$H_e = r_W H_W + r_T H_T$$  \hspace{1cm} (36)

![Figure 9. Primary frequency control of the low-order system.](image)

$H_W$ and $H_T$ are the inertia time constants of the hydropower station and the thermal power plant, and the values of them are 3.6 s and 6.5 s, respectively. $r_W$ and $r_T$ are the hydro and thermal penetrations, which are 10% and 50%, respectively. The load damping, $D$, is 0.5 in each unit.

The wind farm is composed of twenty 3 MW DFIGs, arranged in four rows (as shown in Figure 10). The wind power penetration of the system is 30%. The GBDC scheme is compared with three different droop control schemes, namely, (1) traditional fixed droop control (FDC), (2) adaptive droop control (ADC), and (3) no droop control (NDC), for wind farms. In the FDC scheme, every WTG responds to the frequency with a fixed droop coefficient. The droop coefficients of the FDC scheme are obtained by the trial and error method to ensure that all WTGs operate stably in the frequency response process. The ADC scheme has no function of pitch angle protection; thus, the droop coefficients of all WTGs are proportional to their maximum FRCs, which are calculated by

$$K_{WTG}^{PD} = \frac{\Delta P_{WTG \ max}}{|\Delta f|_{\max}}$$  \hspace{1cm} (37)

The WTGs in all these schemes operate with a 10% deloading ratio through the CDS strategy. The gains of the virtual inertial control are all set to 0. Additionally, all the generators in this system respond to the frequency deviation through a ±0.01 Hz dead band.
is 49.83 Hz, which is almost the same.

With the GBDC scheme, the frequency nadir, is higher than that with the FDC and the NDC schemes by 0.06 Hz and 0.15 Hz, respectively, and the steady-state frequency is closer to the standard frequency, 50 Hz. It needs to be pointed out that the frequency curves of the proposed scheme and the ADC scheme are slightly different. The reason for this is that the different droop coefficient distributions in these two schemes cause different rotor speeds of the WTGs; thus, the sum of \( P_{\text{ref}} \) in (14) is also different.

![Figure 10. Structure of the wind farm.](image)

### 5.1. Case 1: Small Load Disturbance

The free wind speed in this case is 11.00 m/s and remains unchanged. The wind direction is shown in Figure 10. Due to the wake effect, the actual wind speed received by each row of WTGs gradually decreases. In this paper, the arriving wind speed of each row is calculated by the Jansen wake model [24]. The wind speeds from front to back are set as 11.00 m/s, 9.57 m/s, 9.41 m/s, and 9.36 m/s. The WTGs in the first row are under high wind speed, while the others are under low wind speed. At \( t = 30 \) s, the system load suddenly increases from 120 MW to 126 MW.

The results of Case 1 are presented in Figure 11. Since both the GBDC and the ADC schemes determine the total droop coefficient according to the FRC of the wind farm, the total active power increase in the wind farm is greater than in the case of the FDC scheme. With the GBDC scheme, the frequency nadir, \( f_{\text{nadir}} \), is 49.83 Hz, which is almost the same as that with the ADC scheme. \( f_{\text{nadir}} \) with the GBDC and the ADC schemes is higher than that with the FDC and the NDC schemes by 0.06 Hz and 0.15 Hz, respectively, and the steady-state frequency is closer to the standard frequency, 50 Hz. It needs to be pointed out that the frequency curves of the proposed scheme and the ADC scheme are slightly different. The reason for this is that the different droop coefficient distributions in these two schemes cause different rotor speeds of the WTGs; thus, the sum of \( P_{\text{ref}} \) in (14) is also different.

![Figure 11. Cont.](image)
The dynamics of WTGs are also presented in Figure 11 to prove the advancement of the GBDC scheme. We can observe in Figure 11c,d that, when the disturbance is small, the resources of frequency regulation in $G_1$ (represented by WTG#6) are adequate; thus, there is no need for WTGs in $G_2$ (represented by WTG#1) to participate in the droop control of the WF. When the proposed scheme is adopted, the power increase in WTG#1 is negligible, which is the same as that using the NDC scheme and much smaller than those with the FDC and ADC schemes. The power increase in WTG#6 with the proposed droop scheme is larger than those with the other schemes, which suggests that the power deficit is supplemented...
by the WTGs in $G_1$. As the WTGs all deload with the CDS, the pitch angles of WTG#1 are all $1.649^\circ$ in the initial stage of the simulation. The pitch angle curve of the proposed scheme is the same as that of the NDC scheme and almost remains unchanged. With the FDC scheme, the pitch angle is gradually reduced to $1.460^\circ$. Due to the larger power increase, the change in the pitch angle of the ADC scheme is greater, which is reduced to $1.312^\circ$.

5.2. Case 2: Large Load Disturbance

The wind speed of the wind farm is the same as that in Case 1. At $t = 30$ s, the load increases from 120 MW to 136 MW.

The results of Case 2 are presented in Figure 12. Because of the FRC-based droop coefficients, the power increases in the WF with the GBDC and the ADC schemes are very close, and they are both higher than those with the other two schemes. $f_{\text{nadir}}$ with the GBDC scheme is 49.71 Hz, which is the same as that with the ADC scheme and higher than that with the FDC and NDC schemes by 0.30 Hz and 0.55 Hz, respectively. The steady-state frequency with the GBDC and the ADC schemes is 49.71 Hz, which is higher than those with the FDC and NDC schemes by 0.01 Hz and 0.03 Hz, respectively.

![Figure 12](attachment:image1.png)

**Figure 12. Cont.**
WTG#1 and WTG#6 are almost the same as those in the GBDC scheme. As the deviation power of WTG#1; \((9.88 \text{ m/s to } 10.50 \text{ m/s}, 9.05 \text{ m/s}, 8.89 \text{ m/s}, \text{ and } 8.83 \text{ m/s at arriving wind speeds of each row are reduced from } 11.50 \text{ m/s}, 10.09 \text{ m/s}, 9.93 \text{ m/s}, \text{ and })

The power and pitch angle curves of WTG#1 and WTG#6 are also presented in Figure 12. In the GBDC scheme, \(G_1\) and \(G_2\) are both appointed to participate in frequency regulation because of the large frequency deviation. The power increases in WTG#1 and WTG#6 are larger than those in the FDC scheme. In the ADC scheme, the peak powers of WTG#1 and WTG#6 are almost the same as those in the GBDC scheme. As the deviation decreases in the frequency regulation process, the GBDC scheme reduces the participating degree of \(G_2\). This is why the power of WTG#1 decreases faster than that in the ADC scheme. In the ADC scheme, the pitch angle of WTG#1 is reduced from \(1.649^\circ\) to \(0.770^\circ\) to capture more mechanical power. In the FDC scheme, the settled value is \(1.160^\circ\) at \(t = 34.9 \text{ s}\) and finally returns to \(1.649^\circ\).

Compared with the traditional FDC scheme, the GBDC and the ADC schemes can both improve the frequency response performance. For the same extent of frequency improvement, the GBDC scheme makes the pitch angle move less than the ADC scheme.

5.3. Case 3: Wind Disturbance

In this case, the system load remains unchanged at 120 MW. Initially, the wind speed of the WF is \(11.00 \text{ m/s, and it drops to } 10.30 \text{ m/s at } t = 30 \text{ s}\). To simplify the simulation, the time delay of the wind speed drops of each row of WTGs is ignored. Therefore, the arriving wind speeds of each row are reduced from \(11.50 \text{ m/s}, 10.09 \text{ m/s, } 9.93 \text{ m/s}, \text{ and } 9.88 \text{ m/s to } 10.50 \text{ m/s, } 9.05 \text{ m/s, } 8.89 \text{ m/s, and } 8.83 \text{ m/s at } t = 30 \text{ s, respectively.}

The results of Case 3 are presented in Figure 13. It can be seen in Figure 13b that, due to the decrease in wind speed, the power of the WF decreases at \(t = 30 \text{ s}, producing a disturbance in the system frequency. When detecting the frequency deviation, the WF begins to increase its output to participate in frequency regulation. The power increases in the GBDC and the ADC schemes are larger than that in the FDC scheme because of the larger droop coefficients. Therefore, the frequency curves of these two schemes are higher than those of the FDC and the NDC schemes in the whole simulation. The \(f_{\text{nadir}}\) of the NDC scheme is \(49.82 \text{ Hz and appears at } 34.33 \text{ s. At the same time, the frequencies of the} \)
proposed scheme and the ADC scheme are both 49.89 Hz, while the frequency value of the FDC scheme is 49.87 Hz.

Figure 13. Simulation results of Case 3: (a) system frequency; (b) active power of WF; (c) active power of WTG#1; (d) active power of WTG#6; (e) pitch angle of WTG#1.
As the deloading pitch angle, $\beta_0$, varies with the wind speed, the pitch angle of the WF increases to a new value at $t = 30\, \text{s}$. After that, the pitch angle of the FDC and the ADC schemes is reduced so that the power reserve stored by the PAC can be extracted. The active power curves of WTG#1 and WTG#6 are presented in Figure 13c,d, which represent the WTGs of $G_2$ and $G_1$, respectively. With the proposed scheme, the power increase in WTG#1 is the same as that with the NDC scheme, which is negligible. The power increase in the ADC scheme is the largest, as the first row of WTGs possess the largest FRC. As for the power increase in WTG#6, the schemes, in descending order, are the proposed scheme, the ADC scheme, the FDC scheme, and the NDC scheme. With the proposed scheme, the pitch angle of WTG#1 remains at the new deloading value, 1.900°, the same as that with the NDC scheme. The curves of the ADC and the FDC schemes decrease to 1.469° and 1.691°, respectively.

5.4. Case 4: Random Wind Conditions

To verify the practicality of the proposed scheme, a simulation under continuous wind and load disturbances is carried out in this section. The wind speed of each row is shown in Figure 14a, while the load disturbance is presented in Figure 14b. Moreover, the uncertainty of the frequency measurement is also included as a disturbance to test the robustness of the schemes. The measurement error is shown in Figure 14c.

![Disturbances](a) wind disturbance; (b) load disturbance; (c) frequency measurement error.

Figure 14. Disturbances: (a) wind disturbance; (b) load disturbance; (c) frequency measurement error.
The simulation results are presented in Figure 15. Compared with the NDC scheme, where WTGs do not participate in frequency regulation, the other schemes can all mitigate the frequency fluctuations. The frequency curves of the GBDC and ADC schemes are coincident and fluctuate more gently than that of the FDC scheme most of the time. Since there is no frequency regulation control, the pitch angle in the NDC scheme only changes with the wind speed. Therefore, the pitch angle of the NDC scheme can be applied as a reference to evaluate the fluctuation of the other schemes. As introduced in [37], the expressions of the indices are as follows:

\[
\begin{align*}
\text{ISE}_{\Delta f} &= \int_{0}^{t_s} [\Delta f(t)]^2 \, dt \\
\text{ITSE}_{\Delta f} &= \int_{0}^{t_s} t|\Delta f(t)|^2 \, dt \\
\text{IAE}_{\Delta f} &= \int_{0}^{t_s} |\Delta f(t)| \, dt \\
\text{ITAE}_{\Delta f} &= \int_{0}^{t_s} t|\Delta f(t)| \, dt
\end{align*}
\tag{38}
\]

\[
\begin{align*}
\text{ISE}_{\Delta \beta} &= \int_{0}^{t_s} [\Delta \beta(t)]^2 \, dt \\
\text{ITSE}_{\Delta \beta} &= \int_{0}^{t_s} t|\Delta \beta(t)|^2 \, dt \\
\text{IAE}_{\Delta \beta} &= \int_{0}^{t_s} |\Delta \beta(t)| \, dt \\
\text{ITAE}_{\Delta \beta} &= \int_{0}^{t_s} t|\Delta \beta(t)| \, dt
\end{align*}
\tag{39}
\]

where \( t_s \) is the simulation time, and \( \Delta \beta(t) \) is the difference between the pitch angles of the evaluated and the NDC schemes.

The curves of the indices are presented in Figures 16 and 17. The comparison proves that the ADC and the GBDC schemes can both improve the frequency to a satisfactory level.

As for the pitch angle indices, the accumulative error of the GBDC is closest to the reference (curves of the NDC scheme), which means that the fluctuation is the most gentle.
Figure 16. Indices of frequency deviation: (a) ISE; (b) ITSE; (c) IAE; (d) ITAE.

Figure 17. Cont.
6. Conclusions

This paper proposes a sophisticated frequency regulation strategy for WFs. To prepare an adequate active power reserve for frequency response, a CDC scheme combining the OSC and the PAC is presented. In this scheme, WTGs at different ranges of wind speed deload using different methods. For WTGs at low wind speed, only the OSC is adopted so that the frequent pitch angle action caused by the PAC is avoided. For WTGs at high wind speed, the deloading work is accomplished by the coordination of the OSC and the PAC. In this study, the PAC is only adopted as a supplementary control method. Compared with the OSC scheme, the coordination enables the WTGs at high wind speed to possess a large deloading ratio.

For the frequency response of WFs consisting of WTGs with the CDC scheme, a GBDC scheme is proposed in this paper. In this scheme, the droop coefficients of the WF and the WTGs are determined according to the precisely evaluated FRCs. To improve the frequency response and ensure stable operation, the droop coefficients are proportional to the FRCs in the whole process. Moreover, to reduce the pitch angle action in the frequency response process, the WTGs are divided into two groups according to whether the PAC is adopted in the deloading process. Then, a pair of exponential functions are adopted to determine their participation degrees of frequency response. The simulations demonstrate that the GBDC scheme can improve the system frequency to the same extent as the ADC scheme, while the pitch angle action of the GBDC scheme is smaller. In some small disturbances, the GBDC scheme can even make the pitch angle fluctuate more gently than the conventional FDC scheme.
One consideration for future work is the influence of parametric uncertainty. In this paper, the interest is mainly focused on the mechanism between the system frequency and the frequency response power of WFs with different schemes. The WTG model is simplified to improve simulation efficiency. Considering various problems that may be encountered in practice, including the difficulty of parameter measurement, the frequency regulation methods based on parametric uncertainty and their influence on the frequency stability are of vital significance. Moreover, wind power fluctuation is a main disturbance source to the frequency. An accurate wind power prediction is helpful to develop the frequency regulation strategy. Therefore, a novel strategy that contains deloading and frequency response schemes based on wind power prediction is under ongoing investigation.
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