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The big jump principle explains the emergence of extreme events for physical quantities modelled by a sum of independent and identically distributed random variables which are heavy-tailed. Extreme events are large values of the sum and they are solely dominated by the largest summand called the big jump. Recently, the principle was introduced into physical sciences where systems usually exhibit correlations. Here, we study the principle for a random walk with correlated increments. Examples are the autoregressive model of first order and the discretized Ornstein-Uhlenbeck process both with heavy-tailed noise. The correlation leads to the dependence of large values of the sum not only on the big jump but also on the following increments. We describe this behaviour by two big jump principles, namely unconditioned and conditioned on the step number when the big jump occurs. The unconditional big jump principle is described by a correlation dependent shift between the sum and maximum distribution tails. For the conditional big jump principle, the shift depends also on the step number of the big jump.

I. INTRODUCTION

The big jump principle (BJP) is a concept of extreme value statistics. Since its first formulation in 1964 [1], studies are ongoing in fields like large deviation theory [2–4] and financial mathematics [5–7]. The original principle [1] relates the sum \( x_N = \sum_{i=1}^{N} \delta_i \) and the maximum \( \delta_{\text{max}} = \max(\delta_1, \ldots, \delta_N) \) of \( N \) independent and identically distributed (IID) random variables \( (\delta_1, \delta_2, \ldots, \delta_N) \) following a subexponential (e.g. heavy-tail) distribution. The principle states that the tail distributions are asymptotically equal

\[
\text{Prob}(x_N > z) \sim \text{Prob}(\delta_{\text{max}} > z) \quad (1)
\]

for large \( z \) and any finite \( N \). This formula means that the ratio of both sides converges \( \text{Prob}(x_N > z)/\text{Prob}(\delta_{\text{max}} > z) \to 1 \) for \( z \to \infty \), i.e. the right tails of the distributions match. Large values of the sum \( x_N \) are solely described by large values of maximum \( \delta_{\text{max}} \). The latter is called the big jump. All remaining summands are negligible because the big jump dominates the statistics of the sum.

In the language of physics, the BJP connects large excursion of a random walk model \( x_N \) with the maximum increment \( \delta_{\text{max}} \). The principle explains the emergence of macroscopical extreme events by the emergence of a single microscopical extreme event. Roughly speaking, this scenario is very different from what we find for processes modelled with narrow distributions, where the extreme of the sum is controlled by the accumulation of many small jumps all adding up to the extreme event (a case which is typically exponentially unlikely). The main challenge is the corporation of correlations into the theory. Recently, the BJP draw attention in statistical physics [8–12]. These works studied, amongst other things, Lévy walks, renewal processes, continuous time random walks and the Lévy Lorentz gas. Other than the BJP, the statistics of extreme events are studied for many different correlated physical systems [13–19].

This article is a new addition for the investigation of the BJP in physical systems where correlations are present. We demonstrate an exactly solvable model showing the detailed influence of the correlations on the big jump principle. We study a random walk model \( \hat{x}_N = \sum_{i=1}^{N} \delta_i \) with correlated increments \( \delta_i \). The correlated process is constructed via increments given by the weighted sum \( \hat{\delta}_i = \sum_{j=1}^{i} M_{i-j} \delta_j \) with some positive memory kernel \( M_{i-j} \). Here as before the \( \hat{\delta}_i \)s are IID subexponential random variables following the BJP Eq. (1). This model appears in many different contexts. An import example are waiting times (or steps) appearing in the correlated continuous time random walk [20–25] with application in animal telemetry data [26], biological movements [27], external force fields [28] and porous media diffusion [29]. This problem can also be seen as the discrete Ornstein-Uhlenbeck process with heavy-tailed noise [30, 31] and the autoregressive model of first order with the corresponding heavy-tailed noise [32–35] which is a specific example of fractional Lévy stable motion [36–39].

We will find two ways to extend the BJP, i.e. we give the relationship between statistics of large values of the sum \( \hat{x}_N \) and of large values of the maximum increment \( \hat{\delta}_{\text{max}} = \max(\hat{\delta}_1, \ldots, \hat{\delta}_N) \). Let \( b \) be the step number when we locate the maximum of \( \hat{\delta}_{\text{max}} = \hat{\delta}_b \). In the first method, we condition on \( b \). The second method is unconditioned on the step number of the maximum occurrence. In contrast to the IID case, the step number \( b \) is relevant. Large values of the sum \( \hat{x}_N \) are described not only by the big jump but also by the subsequent increments following the big jump (see conditions on the memory kernel below). Of course, this is due to the effects of correlations with positive \( M_{i-j} \). For both cases, we find a renormalization of the big jump, taking
the sequence of all subsequent increments after the big jump into account.

The article is constructed as follows. Sec. II introduces the model. Sec. III presents the main results. Sec. IV discusses an example with $N = 2$ increments. Sec. V derives the unconditional BJP. Sec. VI derives the conditional BJP. Sec. VII give a summary.

II. RANDOM WALK WITH CORRELATED INCREMENTS

A. Basics

We consider the IID random variables $(\delta_1, \ldots, \delta_N)$ with a probability density function (PDF) following a power law

$$f_{\delta_i}(z) \sim Az^{-1-\alpha}$$

(2)

for large $z$. The notation $f_{\delta_i}(z)$ indicates that the random variable is written as the subscript and $z$ is its value. The exponent is $0 < \alpha < 2$ with $\alpha \neq 1$ and $A$ is some prefactor. Then the IID BJP reads $f_{x_N}(z) \sim f_{\delta_{\text{max}}}(z) \sim NAz^{-1-\alpha}$. This relation is valid for any $N$. A similar notation is $x_N \overset{d}{\sim} \delta_{\text{max}}$ which means that both random variables are similarly distributed for large values. In addition, in the large $N$ limit the IID BJP connects the Lévy generalized central limit theorem (dealing with the sum of random variables) with the tail of the Fréchet distribution (dealing with the maximum).

In this article, we consider as examples one-sided and two-sided PDFs. As an example for a one-sided PDF, we investigate the Pareto PDF $f_{\delta_i}(z) = \alpha z^{-1-\alpha}$ with $z \geq 1$ and otherwise this function is equal zero. The mean is $(\delta_i) = \int_0^\infty z f_{\delta_i}(z)dz = \alpha/(\alpha - 1)$ for $\alpha \in (1,2)$ while no mean exists for $\alpha \in (0,1)$. As a two-sided PDF, we consider the symmetric $\alpha$-stable PDF $f_{\delta_i}(z) = \mathcal{L}_{\alpha,\kappa,\epsilon,\mu}(z)$ with the skewness parameter $\kappa = 0$, the scale parameter $\epsilon = 1$ and the location parameter $\mu = 0$. In general, the Lévy stable PDF $\mathcal{L}_{\alpha,\kappa,\epsilon,\mu}(z)$ is defined via the characteristic function $\varphi(k) = \langle \exp(ikz) \rangle = \exp [ik\mu - c|k|^\alpha (1 - i\epsilon \text{sign}(k) \tan(\pi \alpha/2))]$ which is for the symmetric PDF given by $\varphi_{\delta_i}(k) = \exp(-|k|^\alpha)$. The large $z$ behaviour is $f_{\delta_i}(z) \sim A|z|^{-1-\alpha}$ with $A = \sin(\pi \alpha/2)\Gamma(\alpha + 1)/\pi$.

In App. A, we present a way to find corrections of the IID BJP for the Pareto random variables with $\alpha > 1$, i.e. the mean $(\delta_i)$ exists and is positive. The basic idea is to replace the remaining variables (not being the maximum) by their mean $(\delta_j)$, i.e. we neglect the fluctuations of the remaining random variables. Then we get the correction to the IID BJP as $x_N \overset{d}{\sim} \delta_{\text{max}} + (N - 1)\langle \delta_i \rangle$. In Fig. A.1, we see that this correction describes the sum distribution pretty well also left from the right tail. We present in App. A the derivation

B. Model

The crucial assumption of the BJP in Eq. (1) is the IID behaviour of the increments. We will drop this assumption now. We consider the random walk model

$$\tilde{x}_N = \sum_{i=1}^N \tilde{\delta}_i$$

(3)

with correlated increments. We construct the increments by a sum of IID heavy-tailed random variables weighted with a memory kernel

$$\tilde{\delta}_i = \sum_{j=1}^i M_{i-j} \delta_j$$

(4)

where the kernel is positive $M_{i-j} > 0$. The kernel is decreasing $M_{i-j_2} < M_{i-j_1}$ for increasing steps $j_2 > j_1$ and we define $M_0 = 1$. Here as before, the IID random variables $\delta_i$ are given by Lévy or Pareto PDFs though the theory is actually more general.

This type of a correlated process was studied, inter alia, in [21] for the continuous time random walk model with correlated waiting times. An illustrative and important example is given by the memory kernel

$$M_{i-j} = m^{i-j}$$

(5)

where the parameter $0 < m < 1$ controls the correlations. We call this the exponential kernel because $m^{i-j} = \exp[(i-j)\log(m)]$ with the correlation length $-1/\log(m)$. The increments follow the recursive equation

$$\tilde{\delta}_i = m \tilde{\delta}_{i-1} + \delta_i.$$  

(6)

This formula can be found in different fields. For example, it is the discretized version of the heavy-tailed Ornstein-Uhlenbeck process (when $\tilde{\delta}_i$ follows the symmetric $\alpha$-stable PDF). In the field of time series analysis, this formula is also known as autoregressive model of first order with heavy-tailed noise [33–35]. Another example for the memory kernel in Eq. (4) is the power law kernel

$$M_{i-j} = (i-j+1)^{-\beta}$$

(7)

with $0 < \beta < 1$. We call this the algebraical kernel. This kernel is non-integrable in contrast to Eq. (5).
We rearrange the summands of the random walker \( \tilde{x}_N = \sum_{i=1}^{N} \left( \sum_{j=1}^{i} M_{i-j} \delta_{j} \right) \) with respect to the IID random variables \( \delta_{i} \) and obtain
\[
\tilde{x}_N = \sum_{k=1}^{N} W_{N-k} \delta_{k} \tag{8}
\]
with the weight
\[
W_{N-k} = \sum_{i=0}^{N-k} M_{i} \tag{9}
\]
We changed the indices to indicate this rearrangement. For the exponential memory kernel \( M_{i} = m^{i} \) the weight is
\[
W_{N-k} = \frac{1 - m^{N-k+1}}{1 - m} \sim \frac{1}{1 - m} \tag{10}
\]
where we used \( 0 < m < 1 \) in the large \( N \) limit with fixed \( k \). On the other hand, the large \( N \) limit with fixed \( k \) of the weight for the algebraical kernel \( M_{i} = (l+1)^{-\beta} \) is
\[
W_{N-k} \sim \frac{N^{1-\beta}}{1-\beta} \tag{11}
\]
Since \( 0 < \beta < 1 \), the weight \( W_{N-k} \) is increasing with \( N \) indicating a stronger correlation compared to the exponential memory case.

### C. Limiting PDF of \( \tilde{x}_N \) for large \( N \)

Before we continue with the derivation of the BJL, we present the limiting distribution of \( \tilde{x}_N \) for large \( N \) in order to get a first feeling for the basic properties of the studied process. For the sum of uncorrelated increments, the limiting distribution is stable as described by Lévy’s generalised central limit theorem. The question we address is how this changes in the presence of correlations. For study of correlated sums, we also refer to [40–42].

Let’s begin with the two-sided symmetric PDF \( f_{\delta}(z) = L_{\alpha,0,1,0}(z) \). Since \( \tilde{x}_N \) is a linear combination of Lévy distributed random variables, the sum is also described by this law with a new scale parameter
\[
\tilde{f}_{\tilde{x}_N}(z) = L_{\alpha,0,c,0}(z) \tag{12}
\]
which is valid for any \( N \). See the definition of \( L_{\alpha,\kappa,c,\mu}(z) \) above. Here, \( c = \gamma_N \) is given by the scale factor
\[
\gamma_N = \sum_{k=1}^{N} (W_{N-k})^{\alpha} \tag{13}
\]
In the case of no correlation, i.e. \( M_0 = 1 \) and \( M_l = 0 \) for \( l \geq 1 \), this factor is \( \gamma_N = 1 \). An important observation is the large \( N \) behaviour of \( \gamma_N \) for the two different memory kernels which we derive in App. C. For the exponential memory kernel it scales linearly
\[
\tilde{\gamma}_N \sim \frac{1}{(1 - m)^{\alpha}} N \tag{14}
\]
We see that this is the scaling of the IID case, besides a renormalized prefactor. For the algebraical memory kernel the scaling factor behaves as
\[
\tilde{\gamma}_N \sim \frac{1}{(1 - \beta)^{\alpha}} \frac{N^{1+\alpha(1-\beta)}}{1 + \alpha(1-\beta)} \tag{15}
\]
with the exponent \( 1 < 1 + \alpha(1-\beta) < 3 \).

On the other hand, the sum \( \tilde{x}_N \) for the Pareto PDF \( f_{\delta}(z) = \alpha z^{-1-\alpha}, z \geq 1 \), is described by a Lévy stable law only in the large \( N \) limit, similar to the IID case. We show in App. B that the PDF behaves as
\[
f_{\tilde{x}_N}(z) \sim L_{\alpha,\kappa,c,\mu}(z) \tag{16}
\]
for large \( N \). The skewness parameter is \( \kappa = 1 \). The scale parameter is \( c = -\alpha \Gamma(-\alpha) \cos (\pi \alpha/2) \). The location parameter \( \mu \) is defined as in Eq. (13). The location parameter is \( \mu = 0 \) for \( \alpha \in (0,1) \) and \( \mu = \langle \tilde{x}_N \rangle = \langle \delta \rangle \lambda_N \) for \( \alpha \in (1,2) \) with the location factor
\[
\lambda_N = \sum_{k=1}^{N} W_{N-k} \tag{17}
\]
Note that \( \tilde{\lambda}_N = \tilde{\gamma}_N \) for \( \alpha = 1 \). Analogue to the procedure in App. B we can derive the large \( N \) behaviour of the location factor. For the exponential memory kernel, it behaves as
\[
\tilde{\lambda}_N \sim \frac{1}{1 - m} N \tag{18}
\]
for large \( N \). The skewness parameter is \( \kappa = 1 \). The scale parameter is \( c = -\alpha \Gamma(-\alpha) \cos (\pi \alpha/2) \). The location parameter is \( \mu = 0 \) for \( \alpha \in (0,1) \) and \( \mu = \langle \tilde{x}_N \rangle = \langle \delta \rangle \lambda_N \) for \( \alpha \in (1,2) \) with the location factor
\[
\lambda_N \sim \frac{1}{(1 - \beta) (2 - \beta)} N^{2-\beta} \tag{19}
\]
with the exponent \( 1 < 2 - \beta < 2 \). In case of no correlation, the location factor is for any \( N \) given by \( \lambda_N = N \).

Let us conclude this subsection, with two observations. First, the large \( z \) behaviour of right hand sides of Eq. (12) and (16) is \( f_{\tilde{x}_N}(z) \sim \gamma_N A z^{-1-\alpha} \). Note that here the symbol \( \sim \) means also large \( N \) for the Pareto case, see Eq. (16). For the exponential memory kernel, it scales linearly
\[
\gamma_N \sim \frac{1}{(1 - m)^{\alpha}} N \tag{14}
\]
We see that this is the scaling of the IID case, besides a renormalized prefactor. For the algebraical memory kernel the scaling factor behaves as
\[
\tilde{\gamma}_N \sim \frac{1}{(1 - \beta)^{\alpha}} \frac{N^{1+\alpha(1-\beta)}}{1 + \alpha(1-\beta)} \tag{15}
\]
with the exponent \( 1 < 1 + \alpha(1-\beta) < 3 \).

On the other hand, the sum \( \tilde{x}_N \) for the Pareto PDF \( f_{\delta}(z) = \alpha z^{-1-\alpha}, z \geq 1 \), is described by a Lévy stable law only in the large \( N \) limit, similar to the IID case. We show in App. B that the PDF behaves as
\[
f_{\tilde{x}_N}(z) \sim L_{\alpha,\kappa,c,\mu}(z) \tag{16}
\]
for large \( N \). The skewness parameter is \( \kappa = 1 \). The scale parameter is \( c = -\alpha \Gamma(-\alpha) \cos (\pi \alpha/2) \). The location parameter is \( \mu = 0 \) for \( \alpha \in (0,1) \) and \( \mu = \langle \tilde{x}_N \rangle = \langle \delta \rangle \lambda_N \) for \( \alpha \in (1,2) \) with the location factor
\[
\lambda_N = \sum_{k=1}^{N} W_{N-k} \tag{17}
\]
Note that \( \tilde{\lambda}_N = \tilde{\gamma}_N \) for \( \alpha = 1 \). Analogue to the procedure in App. B we can derive the large \( N \) behaviour of the location factor. For the exponential memory kernel, it behaves as
\[
\tilde{\lambda}_N \sim \frac{1}{1 - m} N \tag{18}
\]
For the algebraical memory kernel, the location parameter behaves as
\[
\tilde{\lambda}_N \sim \frac{1}{(1 - \beta) (2 - \beta)} N^{2-\beta} \tag{19}
\]
with the exponent \( 1 < 2 - \beta < 2 \). In case of no correlation, the location factor is for any \( N \) given by \( \lambda_N = N \).

Let us conclude this subsection, with two observations. First, the large \( z \) behaviour of right hand sides of Eq. (12) and (16) is \( f_{\tilde{x}_N}(z) \sim \gamma_N A z^{-1-\alpha} \). Note that here the symbol \( \sim \) means also large \( N \) for the Pareto case, see Eq. (16) (we show later that this large \( z \) behaviour is also valid for finite \( N \)). Secondly, for large \( N \), the PDF of the rescaled correlated sum \( (\tilde{\gamma}_N)^{-1/\alpha} (\tilde{x}_N - \mu) \) converges to the \( N \)-independent Lévy PDF \( L_{\alpha,\kappa,c,\mu}(z) \) where \( \kappa \) and \( c \) are
stated as above and the large \( z \) behaviour is \( A z^{-1-\alpha} \). In Fig. B.1 in App. B we show this limiting behaviour. This result can be seen as a modification of the generalised central limit with a renormalization of the scaling sequences Eq. (18) and (19). In the following, we leave the \( N \to \infty \) case and derive the BJPs for any finite \( N \) where the only effect is renormalisation of the parameters. Importantly, in this section, we learned how the memory kernel leads to a renormalisation effect described by \( \tilde{\gamma}_N \) and \( \tilde{\lambda}_N \). We will find a similar behaviour again when treating the BJPs.

### III. MAIN RESULTS

We present the two main results of this article. As mentioned, we want to study the relationship between the distribution of the sum \( \tilde{x}_N \) and of the maximum correlated increment

\[
\tilde{\delta}_{\text{max}} = \max(\tilde{\delta}_1, \tilde{\delta}_2, \ldots, \tilde{\delta}_N),
\]

i.e. what is the BJP for the correlated random walk \( \tilde{x}_N \)? Instead of a unique BJP as in the IID case Eq. (1), the random walk model with correlated increments exhibits two BJPs. We call them the unconditional and the conditional BJP. Let the maximum \( \tilde{\delta}_{\text{max}} \) happen at the step number \( b = 1, \ldots, N \), i.e. \( \tilde{\delta}_{\text{max}} = \tilde{\delta}_b \). The unconditional BJP is

\[
\Prob(\tilde{x}_N > z) \sim \frac{\tilde{\gamma}_N}{N} \Prob(\tilde{\delta}_{\text{max}} > z)
\]

for large \( z \) and any \( N \). This relationship is independent of \( b \). The conditional BJP is

\[
\Prob(\tilde{x}_N > z | b) \sim \Prob(\tilde{\delta}_{\text{max}} > z | b)
\]

conditioned on the occurrence of the big jump \( \tilde{\delta}_{\text{max}} \) at \( b \) for large \( z \) and any \( N \). We show in Fig. 1 these two BJPs for the model with \( N = 2 \) and observe perfect matching as predicted by the theory. Before we derive these results in generality (i.e. for general \( N \)), we discuss this case \( N = 2 \) next to understand the nature of both BJPs.

### IV. EXAMPLE WITH \( N = 2 \)

In this section, we present the key points for \( N = 2 \). All statements in this section will be derived later in generality for any \( N \). So, we consider the two increments

\[
\tilde{\delta}_1 = \delta_1,
\]

\[
\tilde{\delta}_2 = M_1 \delta_1 + \delta_2
\]

and the random walk is found on

\[
\tilde{x}_2 = \tilde{\delta}_1 + \tilde{\delta}_2 = \delta_1 + M_1 \delta_1 + \delta_2
\]

FIG. 1. a The unconditional BJP for \( N = 2 \) with the memory kernel \( M_1 = 0.8 \). The figure shows the histograms of the rescaled maximum \( (\tilde{\gamma}_N/N)^{1/\alpha} \tilde{\delta}_{\text{max}} \) (blue circles) and the sum \( \tilde{x}_N \) (red squares). These unconditional distributions match as predicted in Eq. (21). We used \( \delta_i \) following the Pareto PDF with \( \alpha = 1.5 \) and \( 10^7 \) realizations. b The conditional BJP with the same parameters as in figure a. The figure shows the rescaled conditional maximum \( W_{N-b} \tilde{\delta}_{\text{max}} \) (blue circles) and the conditional sum \( \tilde{x}_N \) (red squares) both conditioned on the maximum step number \( b = 1 \) (the two upper curves) and \( b = 2 \) (the two lower curves). The conditional distributions match as predicted in Eq. (22).

FIG. 2. a Scatter plot between \( \tilde{\delta}_{\text{max}} \) and \( \tilde{\delta}_{\text{max}} \) (purple circles) where \( N = 2 \). The \( \delta_i \) follow the uniform PDF on the interval \([0, 1]\). The memory kernel is \( M_0 = 1 \) and \( M_1 = 0.5 \). The number of realizations is \( 10^3 \). A line with slope one is shown (black line). There is no linear relationship between \( \tilde{\delta}_{\text{max}} \) and \( \tilde{\delta}_{\text{max}} \) when both are large since the parent distribution is narrow. b The same parameters as the left scatter plot but now the IID random variables \( \delta_i \) follow the Pareto PDF with \( \alpha = 3/2 \). There is a linear relationship between \( \tilde{\delta}_{\text{max}} \) and \( \tilde{\delta}_{\text{max}} \) when both are large as predicted in Eq. (25) (black line). While the naked eye sees in this example a linear relationship for large values (on the right) we also obtained the correlation coefficient \( r_c \) using the top 1% of the data set (see main text). It is 0.119 for the sample in the left and 0.999 for the right scatter plot. c Histograms of \( \tilde{\delta}_{\text{max}} \) (green crosses) and \( \tilde{\delta}_{\text{max}} \) (blue circles) for the left scatter plot with the uniform IID random variables but now with \( 10^6 \) realizations. There is no matching of the distributions. d Histograms of \( \tilde{\delta}_{\text{max}} \) (green crosses) and \( \tilde{\delta}_{\text{max}} \) (blue circles) for the right scatter plot with the Pareto IID random variables but now with \( 10^6 \) realizations. There is a matching of the right tails.
after two steps. Recall that $M_1 < 1$ and this is valid for both the exponential and algebraic memory case. The IID random variables $\delta_1$ and $\delta_2$ are heavy-tail distributed. We have to discuss two questions: What is the influence of the maximum of the IID random variables $\delta_{\text{max}} = \max(\delta_1, \delta_2)$, first, on the big jump $\tilde{\delta}_{\text{max}} = \max(\tilde{\delta}_1, \tilde{\delta}_2)$ and, secondly, on the correlated random walker $\tilde{x}_2$? The answers to both questions will enable us to understand the relationship between $\tilde{\delta}_{\text{max}}$ and $\tilde{x}_2$.

The BJP for the IID heavy-tailed random variables $\delta_1$ and $\delta_2$ of Eq. (1) is $\delta_1 + \delta_2 \sim \delta_{\text{max}}$. We always compare the right tails of the distributions. This identity holds in the limit when the random variable $\delta_{\text{max}}$ is very large. Importantly, it is irrelevant for this IID BJP which of the two random variables $\delta_1$ and $\delta_2$ is the maximum.

Assuming the maximum of the IID random variables is the first one $\delta_{\text{max}} = \delta_1$. The increments are $\tilde{\delta}_1 = \delta_{\text{max}}$ and $\tilde{\delta}_2 = M_1 \delta_{\text{max}} + \delta_2$. Further assuming that $\delta_{\text{max}}$ is very large reduces the second increment to only one term $\delta_2 \approx M_1 \delta_{\text{max}}$. This term is smaller than $\delta_{\text{max}}$ since $M_1 < 1$ so that the big jump is $\tilde{\delta}_{\text{max}} = \tilde{\delta}_1 = \delta_{\text{max}}$. On the other hand, assuming the maximum of the IID random variables is the second one $\delta_{\text{max}} = \delta_2$. Then the increments are $\tilde{\delta}_1 = \delta_1$ and $\tilde{\delta}_2 = M_1 \tilde{\delta}_1 + \delta_{\text{max}}$. Here, it is $\delta_2 > \delta_1$ so that $\tilde{\delta}_{\text{max}} = \delta_2$. Further assuming that $\delta_{\text{max}}$ is very large allows to neglect the term $M_1 \delta_1$ in $\delta_{\text{max}}$ so that $\tilde{\delta}_{\text{max}} \approx \delta_{\text{max}}$. Both cases are summarized with the observation that the big jump is approximately the same as the maximum of the IID random variables

\[ \tilde{\delta}_{\text{max}} \approx \delta_{\text{max}} \quad (25) \]

when both are large enough, see the scatter plot in Fig. 2. We present two examples, one where Eq. (25) doesn’t hold, that is the uniform PDF for $\delta_1$, and one example where the equation holds, that is the Pareto PDF for $\delta_1$. In App. D1, we show Eq. (25) by calculating the exact expression of the PDF of $\delta_{\text{max}}$ and then approximate for large values.

A relationship as Eq. (25) yields a straight line in the scatter plot for large values which is a first visible indicator of the existence of such big jump principle relationships. In order to verify this behaviour we suggest using the Pearson correlation coefficient between the samples of $\delta_{\text{max}}$ and $\tilde{\delta}_{\text{max}}$, namely $r_c = \langle (\delta_{\text{max}} - \langle \delta_{\text{max}} \rangle)(\tilde{\delta}_{\text{max}} - \langle \tilde{\delta}_{\text{max}} \rangle) \rangle / \sqrt{\langle \delta_{\text{max}}^2 \rangle - \langle \delta_{\text{max}} \rangle^2} \sqrt{\langle \tilde{\delta}_{\text{max}}^2 \rangle - \langle \tilde{\delta}_{\text{max}} \rangle^2}$ where the averaging $\langle \ldots \rangle$ is performed over the sample. We suggest the test a particular number of large values, let’s say one percent of the largest $\delta_{\text{max}}$. Then the uniform $\delta_1$ in Fig. 2, we find $r_c \approx 0.119$ and for the Pareto $\delta_1$, we find $r_c \approx 0.999$. A value near one $r_c \approx 1$ indicates that there is indeed a strong linear relationship between large values of $\delta_{\text{max}}$ and $\tilde{\delta}_{\text{max}}$.

We also show the PDFs of $\delta_{\text{max}}$ and $\tilde{\delta}_{\text{max}}$ in Fig. 2. For the uniform random variables, there is no matching of the PDFs in the rights tails. In particular, we have $f_{\tilde{\delta}_{\text{max}}}(z) = 2z$ for $0 < z < 1$ and, on the other hand, $f_{\delta_{\text{max}}}(z) = (2 - M_1)z$ for $0 < z < 1$ and $(1 + M_1 - z)/M_1$ for $1 < z < 1 + M_1$ which is derived in App. D2. Both PDFs are clearly different. In case of the Pareto PDF, we observe that the right tails of the maximum distributions match. Below, we will focus on the matching of the PDF tails as observables of choice.

As we just saw, for large values of $\delta_{\text{max}}$, it is irrelevant if the largest jump is made in step one or two. However, for large values of $\tilde{x}_2 = \delta_1 + \delta_2$, it is relevant. Assuming the maximum of the IID random variables is the first one $\delta_{\text{max}} = \delta_1$ and also very large. Then the random walk is approximately $\tilde{x}_2 \approx (1 + M_1)\delta_{\text{max}}$ where we used $\delta_1 = \delta_{\text{max}}$ and $\delta_2 \approx M_1 \delta_{\text{max}}$ for large $\delta_{\text{max}}$ as just explained. The crucial point is that not only the big jump $\delta_{\text{max}} = \delta_{\text{max}}$ but also the subsequent increment $\delta_2 \approx M_1 \delta_{\text{max}}$ contributes to large values of $\tilde{x}_2$. On the other hand, assuming the maximum of the IID random variables is the second one $\delta_{\text{max}} = \delta_2$ and also very large. Then the random walk is approximately $\tilde{x}_2 \approx \delta_{\text{max}}$ where we used that $\delta_1$ can be neglected and $\delta_2 \approx \delta_{\text{max}}$ for large $\delta_{\text{max}}$ as just explained. Both cases are summarized with the observation that the position of the random walker is approximately

\[ \tilde{x}_2 \approx W_2 - \delta_{\text{max}} \quad (26) \]

with the weights $W_0 = 1$ and $W_1 = 1 + M_1$. Here, the
value $b = 1, 2$ is the step number of maximum of the IID random variables, i.e. for $b = 1$ we have $\delta_{\max} = \delta_1$ and for $b = 2$ we have $\delta_{\max} = \delta_2$. Due to Eq. (25), the relationship Eq. (26) can also be stated as

$$\tilde{x}_2 \approx W_{2-b}\tilde{\delta}_{\max}, \quad (27)$$

which finally gives the relationship between $\tilde{x}_2$ and $\tilde{\delta}_{\max}$ when both are large, see Fig. 3. The scatter plot between $\tilde{x}_2$ and $\tilde{\delta}_{\max}$ reveals the relevance of the step number $b$. The two possibilities of $\tilde{\delta}_{\max}$ being the first or the second increment can be seen by the two lines in the scatter plot where each line has the slope $W_{2-b}$ as predicted by Eq. (27) with $b = 1$ or 2. Furthermore, Eq. (27) is the variable transform of the conditional BJP of Eq. (22). In Fig. 1 we presented the conditional distributions. Until now, we always conditioned on the step number of $\tilde{x}_N$ and $\tilde{\delta}_{\max}$ over all $b$ weighted with the probability of $b$. We will discuss this below.

For the exponential memory kernel, it is straightforward to increase $N$ and get again similar statements. We just learned that for the first two increments $\delta_1$ and $\delta_2$ we find the relationships Eq. (25) and (27). Now we consider $N = 3$. The third increment is $\tilde{\delta}_3 = M_i\tilde{\delta}_2 + \delta_3$, which has the same structure as the second increment $\tilde{\delta}_2 = M_i\tilde{\delta}_1 + \delta_2$, i.e. it depends on the previous increment multiplied with $m$ plus a IID random variable. Therefore, above results Eqs. (25) and (27) are valid also for $N = 3$. Generally for any finite $N$, we have the same structure $\tilde{\delta}_i = M_i\tilde{\delta}_{i-1} + \delta_i$ so that we can claim generality of above results. For the algebraical memory kernel, it is $\tilde{\delta}_i \neq M_i\tilde{\delta}_{i-1} + \delta_i$. Nevertheless, we will derive the results of this section for both memory kernels and all $N$. In particular, that the large values of $\tilde{x}_2$ (and also $\tilde{x}_N$) depend on the step number $b$ of the big jump makes it necessary to describe two BJPs, namely unconditional and conditioned on $b$.

V. UNCONDITIONAL BIG JUMP PRINCIPLE

We derive the unconditional BJP which is the relationship of the tail distributions between large values of the maximum $\tilde{\delta}_{\max}$ and the sum $\tilde{x}_N$. In the next section we will consider the conditional distributions of these variables conditioned on the step number of $\tilde{\delta}_{\max}$.

A. Tail of the Maximum Distribution for $\tilde{\delta}_{\max}$

The unconditional cumulative distribution function (CDF) of the maximum is per definition

$$F_{\tilde{\delta}_{\max}}(z; N) = \text{Prob}(\tilde{\delta}_{\max} \leq z) = \text{Prob}(\tilde{\delta}_1 \leq z, \ldots, \tilde{\delta}_N \leq z), \quad (28)$$

i.e. every increment $\tilde{\delta}_i$ is less or equal than the value $z$. In particular, here, it is irrelevant which increment is the maximum. Here and only in this subsection, we add $N$ in the argument of $F_{\tilde{\delta}_{\max}}(z; N)$ to highlight the $N$-dependence. We always assume $N$ to be finite.
We show in App. D for the case with a power law PDF \( f_\delta(z) \sim A z^{-1-\alpha} \) that the large \( z \) behaviour of \( F_{\delta_{\max}}(z; N) \) is given by the product

\[
F_{\delta_{\max}}(z; N) \sim F_{\delta_{\max}}(z; N-1) F_b(z). \tag{29}
\]

For \( N = 2 \) we have clearly a multiplication of two CDFs just like the IID case. This was precisely the point in previous Sec. IV. Generally, the formula Eq. (29), which is valid only for large \( z \), is similar the IID case where the well-known maximum CDF \( F_{\delta_{\max}}(z; N) = [F_b(z)]^N \) describes the maximum of the \( N \) IID random variables \( \delta_i \). However, in the correlated case, only the first increment \( \delta_1 = \delta \) has the same statistical properties as those of the IID process. This gives the term \( F_{\delta_i}(z) \) in Eq. (29). The following \( N-1 \) increments \( \delta_i, i \geq 2 \), are correlated and therefore are governed by the term \( F_{\delta_{\max}}(z; N-1) \) instead of \( F_{\delta_{\max}}(z; N-1) = [F_b(z)]^{N-1} \).

The maximum PDF is the derivative \( f_{\delta_{\max}}(z; N) = d/dz F_{\delta_{\max}}(z; N) \) and therefore

\[
f_{\delta_{\max}}(z; N) \sim f_{\delta_{\max}}(z; N-1) + f_b(z). \tag{30}
\]

Here, we used that both CDFs \( F_{\delta_{\max}}(z; N-1) \) and \( F_b(z) \) are about 1 for large \( z \). Thus, we can deduce (proof by induction) that the tail of the maximum increment PDF follows

\[
f_{\delta_{\max}}(z; N) \sim N A z^{-1-\alpha} \sim N f_b(z) \tag{31}
\]

which is the same as the tail of \( f_{\delta_{\max}}(z; N) \) describing the maximum of the IID random variables. Summarized, we can say that

\[
\text{Prob}(\delta_{\max} > z) \sim \text{Prob}(\delta_{\max} > z) \tag{32}
\]

for large \( z \), see Fig. 4. This formula is the general statement of the exemplary results of Eq. (25).

In Fig. 5, we present the scatter plot between \( \tilde{\delta}_{\max} \) and \( \tilde{\delta}_{\max} \) for the algebraical memory kernel for two different PDFs of \( \delta_i \), namely the two-sided symmetric Lévy PDF and the Pareto PDF. For the first example, we observe a straight line for large values \( \tilde{\delta}_{\max} \approx \delta_{\max} \). But for the second example, we see some offset \( \tilde{\delta}_{\max} \approx \delta_{\max} + C \). The reason for that is the correction to the BJP which we already found for the IID case, see Sec. II and App. A. We can find the offset \( C \) here by replacing the remaining random (which are not the maximum) variables by their mean, see details for the correlated random walk also in App. A. Let’s say \( \tilde{\delta}_{\max} \) happens at \( b \) so that \( \tilde{\delta}_{\max} = \tilde{\delta}_b \). Per definition, the \( b \)-th increment is \( \tilde{\delta}_b = \delta_b + \sum_{j=1}^{b-1} M_{b-j} \). Assuming \( \delta_b \) is large, we claim

\[
\tilde{\delta}_b \sim \delta_b + (\delta_j) \sum_{j=1}^{b-1} M_{b-j}. \tag{33}
\]

This formula is conditioned on the step number \( b \). Now we average over \( b \). Thus, we get the unconditional relationship \( \tilde{\delta}_{\max} \sim \delta_{\max} + C \) with the offset \( C = \langle \delta_j \rangle \sum_{j=1}^{b-1} M_{b-j} \). The probability \( \Phi(b) \) that \( \tilde{\delta}_{\max} \) appears at \( b \) will be discussed below when we study the conditional BJP. In Fig. 5, the offset \( C \) is visible in the scatter plot for the Pareto case because small \( \beta \) and large \( N \) lead to a large \( C \). If we would sample more data, we eventually would find even larger maxima so that the offset will be less visible in the scatter plot. But even for small \( C \) we find that this correction describes well also other distributions of this work at hand. In App. A, we present the correction terms for the conditional and unconditional sum and maximum distributions.

### B. Tail of the Sum Distribution for \( \tilde{x}_N \)

We already calculated the unconditional PDF of \( \tilde{x}_N \) when the IID random variables \( \delta_i \) follow the symmetric Lévy PDF, see Eq. (12). We also found the PDF of \( \tilde{x}_N \) for the Pareto case when \( N \to \infty \), see Eq. (16). Hence, we are left with the Pareto case when \( N \) is finite which we perform now.

The unconditional PDF of the sum \( \tilde{x}_N \) is the \( N \)-fold convolution

\[
f_{\tilde{x}_N}(z) = (f_{W_{N-1} \delta_1} * \ldots * f_{W_0 \delta_N})^{(N)}(z). \tag{33}
\]

The effect of correlations enters in this equation through the factors \( W_{N-1}, \ldots, W_0 \). The 2-fold convolution is defined as \( (f * g)^{(2)}(z) = \int_0^z f(x)g(z-x)dx \) and higher orders subsequently. We calculate the Laplace transform \( \hat{f}_{\tilde{x}_N}(s) = \int_0^\infty f_{\tilde{x}_N}(z)\exp(-zs)dz \). The \( N \)-fold convolution is in Laplace space the \( N \)-product

\[
\hat{f}_{\tilde{x}_N}(s) = \prod_{i=1}^N \hat{f}_{\delta_i}(W_{N-i}s). \tag{34}
\]

The small \( s \) behaviour of the Laplace transform for the increment Pareto PDF is \( \hat{f}_{\delta_i}(s) \sim 1 + \alpha \Gamma(-\alpha)s^\alpha \) when \( \alpha \in (0,1) \) and \( \hat{f}_{\delta_i}(s) \sim 1 - (\delta_j)s + \alpha \Gamma(-\alpha)s^\alpha \) when \( \alpha \in (1,2) \). Therefore, we find the large sum behaviour given by the small \( s \) expansion \( \hat{f}_{\tilde{x}_N}(s) \sim \Gamma(-\alpha)\gamma_N s^\alpha \) for both \( \alpha \in (0,1) \) and \( \alpha \in (1,2) \) with the scaling factor \( \gamma_N = \sum_{i=1}^N (W_{N-i})^\alpha \) (see Eq. (13)). Inverse Laplace transform \( s \to z \) gives the large \( z \) behaviour

\[
f_{\tilde{x}_N}(z) \sim \gamma_N \alpha z^{-1-\alpha}. \tag{35}
\]

We finally have all results to state the unconditional BJP.

### C. Unconditional Big Jump Principle

We compare the tail of the maximum distribution of Eq. (31) with the tail of the sum distributions of Eq. (12)
and (35). We find the unconditional BJP
\[
\text{Prob}(\tilde{x}_N > z) \sim \frac{\tilde{\gamma}_N}{N} \text{Prob}(\delta_{\text{max}} > z)
\]  
for large \( z \) and any \( N \). We presented it earlier in Eq. (21).

This formula implies the random variable transform
\[
\tilde{x}_N \sim \left( \frac{\tilde{\gamma}_N}{N} \right)^{1/\alpha} \delta_{\text{max}}
\]
for large values because
\[
f_{(\tilde{\gamma}_N/N)^{1/\alpha}}(z) \sim (\tilde{\gamma}_N/N)f_{\delta_{\text{max}}}(z). \]
In Fig. 6 we compare the theory of Eq. (36) with Monte-Carlo simulations and find perfect agreement.

VI. CONDITIONAL BIG JUMP PRINCIPLE

In contrast to the IID case, the step number when the big jump happens plays an important role. For example, when we observe the scatter plot between \( \tilde{x}_N \) and \( \delta_{\text{max}} \) we don’t observe a single line with the slope given by the prefactor \( (\tilde{\gamma}_N/N)^{1/\alpha} \) of Eq. (37), see Fig. 3. The reason is that Eq. (36) refers to the unconditional distributions and the scatter plot depends on the time steps when the big jump occurs, i.e. we are dealing with conditional distributions.

Generally, the unconditional PDFs are
\[
f_{\tilde{x}_N}(z) = \sum_{b=1}^{N} \Phi(b)f_{\tilde{x}_N|b}(z|b),
\]
\[
f_{\delta_{\text{max}}}(z) = \sum_{b=1}^{N} \Phi(b)f_{\delta_{\text{max}}|b}(z|b).
\]

The conditional PDFs \( f_{\tilde{x}_N|b}(z|b) \) and \( f_{\delta_{\text{max}}|b}(z|b) \) depend on the time step \( b = 1, \ldots, N \) when the maximum \( \delta_{\text{max}} \)

![FIG. 6. Histogram for \((\tilde{\gamma}_N/N)^{1/\alpha}\delta_{\text{max}}\) (blue circles) with \((\tilde{\gamma}_N/N)^{1/\alpha} \approx 2.745 \) and \( \tilde{x}_N \) (red squares) compared with the unconditional BJP of Eq. (36) (black line) where \( N = 5 \). The \( \delta_{\text{max}} \) follow the Pareto PDF with \( \alpha = 3/2 \). The memory kernel is exponential with the parameter \( m = 0.9 \). The number of realizations is \( 10^6 \).](image1)

![FIG. 7. a Probability \( \Phi(b) \) that the big jump \( \delta_{\text{max}} \) occurs at \( \delta \) with \( N = 100 \) for no memory (green), exponential memory with \( m = 0.9 \) (blue) and algebraical memory with \( \beta = 0.5 \) (red). The \( \delta_{\text{max}} \) follow the two-sided Lévy PDF with \( \alpha = 1.5 \). The number of realizations is \( 10^6 \). b The same figure as the left figure but the IID random variables \( \delta_{\text{max}} \) follow the Pareto PDF with \( \alpha = 1.5 \).](image2)

![FIG. 8. Conditional probability \( \Phi(b|\delta_{\text{max}} > z) \) for \( z = 1 \) (black), \( z = 100 \) (blue) and \( z = 10^5 \) (red). The \( \delta_{\text{max}} \) follow the Pareto PDF with \( \alpha = 0.5 \). The memory kernel is algebraical with \( \beta = 0.5 \). We used \( N = 10 \) and \( 10^5 \) realizations.](image3)

![FIG. 9. Histograms for \( \tilde{\delta}_{\text{max}} \) (blue circles) and \( \tilde{x}_N/W_{N-b} \) (red squares) both conditioned on the step number of the big jump \( \delta_{\text{max}} \) compared with the conditional BJP of Eq. (40) (black lines) where \( N = 5 \), i.e. the black lines are \( \alpha z^{-1-\alpha}/\Phi(b) \). The three curves matching in the upper line represent \( b = 1 \) and the three curves matching in the lower line represent \( b = 5 \). As explained in the main text, we estimated \( \Phi(1) \approx 0.0284 \) and \( \Phi(5) \approx 0.6795 \). The \( \delta_{\text{max}} \) follow the Pareto PDF with \( \alpha = 1.5 \). The memory kernel is algebraical with the parameter \( \beta = 0.5 \). The number of realizations is \( 10^6 \).](image4)
The memory kernel is algebraical with

\[
\Phi(b) = 1/N. 
\]

Before we continue, we have to discuss a subtle issue regarding \( \Phi(b) \). We presented previously the relationship between \( \delta_{\text{max}} \) and \( \tilde{x}_N \) when both are large are predicted in Eq. (41) and indicate at which step \( \delta_{\text{max}} \) occurred.

From the large \( z \) behaviour of the unconditional PDFs \( f_{\tilde{x}_N}(z) \) of Eq. (12) and (35) and \( f_{\delta_{\text{max}}}(z) \) of Eq. (31), we can conclude the large \( z \) behaviour of the conditional PDFs from Eq. (38). We get

\[
\begin{align*}
  f_{\tilde{x}_N|b}(z|b) & \sim \frac{(W_N-b)^\alpha}{\Phi(b)} A z^{-1-\alpha}, \\
  f_{\delta_{\text{max}}|b}(z|b) & \sim \frac{1}{\Phi(b)} A z^{-1-\alpha},
\end{align*}
\]

see Fig. 9. On a side note, if we would condition on the occurrence of \( \delta_{\text{max}} \) and not \( \delta_{\text{max}} \) both conditional PDFs behave as \( f_{\tilde{x}_N|b}(z|b) \sim (W_N-b)^\alpha N A z^{-1-\alpha} \) and \( f_{\delta_{\text{max}}|b}(z|b) \sim N A z^{-1-\alpha} \) because here \( \Phi(b) = 1/N. \) In particular, the conditional maximum PDF has the same large \( z \) behaviour as the unconditional one, but this is only true if we condition on the IID big jump \( \delta_{\text{max}}. \) In Sec. IV, we considered the condition on \( \delta_{\text{max}}. \)

### Alternative Argumentation

We present an alternative argumentation to find the conditional BJP. The interesting point here is that we can use the IID BJP and find easily the conditional BJP without long calculations. In some sense, this alternative discussion here is a generalisation of Sec. IV. Most results in this subsection were shown previously.

When we compare the large \( z \) behaviour of the conditional PDFs Eq. (39), we find the conditional BJP

\[
\begin{align*}
  \text{Prob}(\tilde{x}_N > b|b) & \sim (W_N-b)^\alpha \text{Prob} \left( \delta_{\text{max}} > b|b \right) \\
  \tilde{x}_N & \sim W_{N-b} \delta_{\text{max}}
\end{align*}
\]

conditioned on the occurrence of the big jump \( \delta_{\text{max}} \) at \( b \) for large \( z \) and any \( N, \) see Fig. 9. We presented this result earlier in Eq. (22). The conditional BJP is governed by the random variable transform

\[
\tilde{x}_N \overset{d}{\sim} W_{N-b} \delta_{\text{max}}
\]

conditioned on the step number \( b \). If the biggest jump was the last one, \( b = N, \) the correlations don’t play a role, while the effect is largest if \( b = 1. \) This equation is the generalisation of the exemplary result of Eq. (27). It can be visualised in a scatter plot between \( \tilde{x}_N \) and \( \delta_{\text{max}}. \) For large values of the random variables, one sees \( N \) lines with each the slope \( W_{N-b} \) depending on \( b. \) In Fig. 2 it was presented for \( N = 2, \) in Fig. 10 we present \( N = 5. \)
We rearrange the definition of the sum \( \tilde{x}_N = \sum_{i=1}^{N} \left( \sum_{j=1}^{i} M_{i-j} \delta_j \right) \) according to
\[
\tilde{x}_N = \sum_{l=0}^{N-1} M_l \sum_{k=1}^{N-l} \delta_k = \sum_{l=0}^{N-1} M_l x_{N-l},
\]
i.e. the correlated sum \( \tilde{x}_N \) is written in terms of a weighted sum of the uncorrelated sum \( x_N \). Let’s assume that the maximum of the IID random variables \( \delta_{\text{max}} \) happens at step number \( b \) and is also large. This is the condition on the appearance of \( \delta_{\text{max}} \) and not \( \delta_{\text{max}} \).
This implies \( x_{N-l} \overset{d}{\approx} \delta_{\text{max}} \) for \( N-l \geq b \) which is the IID BJP of Eq. (1). Thus, Eq. (42) becomes
\[
\tilde{x}_N \overset{d}{\approx} \sum_{l=0}^{N-b} M_l \delta_{\text{max}} = W_{N-b} \delta_{\text{max}}
\]
where the terms with \( N-l < b \) can be neglected. This is Eq. (41).

Eq. (43) has an important implication, namely all increments with \( i \geq b \) are statistically described by a single term
\[
\tilde{\delta}_i \overset{d}{\approx} M_{i-b} \delta_{\text{max}}.
\]
This is a relation between the \( i \)-th increment \( \tilde{\delta}_i \) with \( i = b, \ldots, N \) and the maximum of the noise increments \( \delta_{\text{max}} = \delta_b \). Eq. (44) can be seen by comparison of the prefactors between Eq. (43) and the definition \( \tilde{\delta}_i = \sum_{j=0}^{i} M_{i-j} \delta_j \). Thus, the sum \( \sum_{j=0}^{i} M_{i-j} \delta_j \) is solely described by the single term \( M_{i-b} \delta_{\text{max}} \) which is influenced by the big jump directly and all other summands can be neglected. Based on Eq. (44), we find three key points under the assumption of large \( \delta_{\text{max}} \):

1) The big jump is statistically the same as the maximum of the IID random variables \( \tilde{\delta}_{\text{max}} \overset{d}{\approx} \delta_{\text{max}} \) when both are large.

2) The increments following the big jump can never be neglected when summing up to \( \tilde{x}_N \).

3) The correlated sum conditioned on \( b \) is statistically
\[
\tilde{x}_N \overset{d}{\approx} W_{N-b} \delta_{\text{max}}
\]
when both sides are large.

In particular, the third point is the conditional BJP of Eq. (40).

We have seen how the interplay between big jump and correlations lead to the conditional BJP. Let’s conclude this observation with another implication. Take the example of the IID random variables following the Pareto PDF \( f_{\delta}(z) \). The non-negligible subsequent increments after the big jump lead to an amplification of the sum \( \tilde{x}_N \) compared to \( x_N \). We demonstrate this in Fig. 11 for the two memory kernels. The earlier the big jump happened the bigger is the influence of the big jump on the random walk due to the correlations. In other words, once a very large maximum occurred we can predict the future since the future depends only on the big jump (from the past) and the deterministic value of the correlation.

B. Large \( N \) behaviour in the Scatter Plot

In Fig. 12, we present the scatter plot between \( \tilde{\delta}_{\text{max}} \) and \( \tilde{x}_N \) for the large value of \( N = 500 \). We present the exponential and algebraical memory kernel case. For both cases, we don’t see \( N \) lines as in the scatter plots of Fig. 2 and 10 where we present small \( N \). The reason is simply that we don’t have enough realizations which are necessary to sample the rare events. Furthermore, we observe two different behaviours between the exponential and algebraical memory case. While exponential case yields a straight line, the algebraical case looks like a triangle. This is because the weight \( W_{N-b} \) for large \( N \) either converges (exponential memory) or not (algebraical memory). Here, it is important that we don’t fix \( b \) as previously in Eq. (10) and (11). We explain now both cases in detail.

For the exponential memory, we still can use the large \( N \) behaviour of Eq. (10), namely \( W_{N-b} \approx 1/(1-m) \), even when we don’t fix \( b \). The latter is important. For large \( N \) only values \( b \approx N \) yield \( W_{N-b} \approx 1/(1-m) \). But this amount of \( W_{N-b} \) is negligible to those \( W_{N-b} \) which behave as \( 1/(1-m) \). So we get the conditional BJP of
Eq. (40) for large $N$ as
\[
\text{Prob}(\tilde{x}_N > z|b) \sim \frac{1}{(1-m)^\alpha} \text{Prob}(\tilde{\delta}_{\text{max}} > z|b) \tag{45}
\]
for large $z$. The prefactor in the right hand side doesn’t depend on $b$. So this is also the unconditional BJP for large $N$ which we can show directly. When we take the large $N$ limit of the prefactor $\tilde{x}_N/N$ in the unconditional BJP Eq. (36), we find again Eq. (45) but now not conditioned on $b$. The variable transform of Eq. (45) is
\[
\tilde{x}_N \overset{d}{\sim} \frac{1}{1-m} \tilde{\delta}_{\text{max}} \tag{46}
\]
under the assumption of large $N$. The prefactor $1/(1-m)$ is the slope we observe in the scatter plot of Fig. 12.

In contrast, for the algebraical memory kernel, the weight $W_{N-b}$ for large $N$ but not fixed $b$ cannot be replaced by $N^{1-\beta}/(1-\beta)$. The latter assumes fixed $b$, see Eq. (11). For large $N$, there is a non-negligible amount of $W_{N-b}$ which is not similar to this limit. And this is what we observe in the scatter plot. It is statistically difficult to observe $N$ lines because it would require a tremendous amount of realizations of $\tilde{x}_N$. What one observe instead for a large but finite amount of realizations is a triangle structure confined by the lowest and largest slope
\[
\tilde{\delta}_{\text{max}} \leq \tilde{x}_N \leq \frac{N^{1-\beta}}{1-\beta}, \tag{47}
\]
see Fig. 12. The upper bound diverges, so when $N \to \infty$ it is not really useful. One should hope it works for finite but large $N$. Of course, for a large enough number of realizations one would finally observe $N$ lines but this is practically difficult. In this sense the case of power law memory kernel is vastly different from the exponential case.

**VII. SUMMARY**

We studied the relationship between the maximum $\tilde{\delta}_{\text{max}}$ and the correlated sum $\tilde{x}_N$ in the limit when both are large. In contrast to the well-studied IID case, here the step number $b=1,\ldots,N$ of the big jump $\tilde{\delta}_{\text{max}}$ is relevant. We found three key observations under the assumption that the maximum of the IID random variables $\delta_{\text{max}}$ is large: 1) The big jump is statistically the same as the maximum of the IID random variables $\tilde{\delta}_{\text{max}} \overset{d}{\sim} \delta_{\text{max}}$ provided both are large, 2) the increments after the big jump are statistically described by $\delta_i \overset{d}{\sim} M_{-i}\delta_{\text{max}}$ with $i \geq b$, see Eq. (44), and 3) large values of the correlated sum conditioned on $b$ are statistically the same as the weighted big jump $\tilde{x}_N \overset{d}{\sim} W_{N-b}\tilde{\delta}_{\text{max}}$. In particular, the increments after the big jump contribute to the tail statistics of $\tilde{x}_N$. We described these mechanisms and, in particular, the dependence of the step number of the big jump on $\tilde{x}_N$ with two BJPs. These are the unconditional BJP of Eq. (36) and the conditional BJP of Eq. (40). Beyond that, we believe that the results of this work are suitable for a generalisation when studying other correlated random walks. For example, the well-known time series analysis models ARMA and ARFIMA processes [34, 36, 37] can be written as a weighted sum of IID random variables. Furthermore, the studied techniques can be used in the evaluation of rare events in time series data where heavy-tails and correlations are present, e.g. transport of contamination in disordered media [29, 43] and precipitation [44].
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**Appendix A: Correction term for the BJPs**

1. IID random variables

We assume that the IID random variables $\delta_i$ follow the Pareto PDF with $\alpha > 1$, i.e. the mean $\langle \delta_i \rangle$ exists. Clearly for the Pareto PDF all random variables are positive and hence $x_N > \delta_{\text{max}}$. Here, we find a correction to the IID BJP $x_N \overset{d}{\sim} \delta_{\text{max}}$ with the following idea.

The random walk is defined by the sum $x_N = \sum_{i=1}^{N} \delta_i$. Now we assume that the maximum happened at $b$, i.e. $\delta_{\text{max}} = \delta_b$, is very large. Then we replace all remaining random variables $\delta_i$, $i \neq b$, by the mean $\langle \delta_i \rangle$. This replacement neglects the fluctuations of the remaining variables due to the dominating large value of the maximum. We get
\[
x_N \overset{d}{\sim} \delta_{\text{max}} + (N-1)\langle \delta_i \rangle \tag{A1}
\]
or similarly $x_N \overset{d}{\sim} \delta_{\text{max}} + \langle x_{N-1} \rangle$, see Fig. A.1.

We can derive this relationship also from the expansion of the PDFs. The sum PDF is the convolution $f_{x_N}(z) = \{f*\ldots*f\}^{(N)}(z)$ which is in Laplace space the product $\tilde{f}_{x_N}(s) = \{\tilde{f}_b(s)\}^N$. The Laplace transform of the random variable PDF is $\tilde{f}_b(s) = \alpha \Gamma(-\alpha)s^\alpha + 1 - \langle \delta_i \rangle s + O(s^2)$. In order to get the tail of $f_{x_N}(z)$ we only
need the lowest order non-integer exponents of $s$ in the Laplace transform. Hence, we use the small $s$ expansion $\tilde{f}_{x_N}(s) \sim N\alpha \Gamma(-\alpha)s^\alpha - N(N-1)\alpha(\delta_i)\Gamma(-\alpha)s^{1+\alpha}$. Inverse Laplace transform gives

$$f_{x_N}(z) \sim N\alpha z^{-1-\alpha} + N(N-1)\alpha(1+\alpha)\langle \delta_i \rangle z^{-2-\alpha}. \quad (A2)$$

Now we need the maximum PDF which is $f_{\delta_{\text{max}}}(z) = Nf_{\delta_1}(z)f_{\delta_2}(z)^{N-1} \sim Nf_{\delta_1}(z) = N\alpha z^{-1-\alpha}$. In order to get the correction of Eq. (A1), we make the ansatz for the variable transform $\delta_{\text{max}} + C$. The PDF is $f_{\delta_{\text{max}}+C}(z) = f_{\delta_{\text{max}}}(z-C)$. The large argument behaviour $N\alpha(z-C)^{-1-\alpha}$ with large $z-C$ is

$$f_{\delta_{\text{max}}+C}(z) \sim N\alpha z^{-1-\alpha} + N\alpha(1+\alpha)Cz^{-2-\alpha}. \quad (A3)$$

Comparison between Eq. (A2) and (A3) yields

$$C = (N-1)\langle \delta_i \rangle \quad (A4)$$

and therefore shows Eq. (A1). In terms of the PDFs, the correction yields

$$f_{x_N}(z) \sim f_{\delta_{\text{max}}}(z-C). \quad (A5)$$

Summarized, we learn from this IID case that Eq. (A1) can be found quite easily by the theme: Neglect the fluctuations of the remaining variables (which are not the maximum) and replace their values by the mean.

### 2. Correlated random walk

We consider the correlated random walk model and start with the maximum $\delta_{\text{max}}$. We found the relationship $\tilde{\delta}_{\text{max}} \sim \delta_{\text{max}}$, see Eq. (32). Also here we can find a correction similar to the IID case of Eq. (A1). Per definition the correlated increment is the weighted sum $\tilde{\delta}_i = \sum_{j=1}^{d} M_i - \delta_j$, see Eq. (4). We condition the appearance of the maximum $\tilde{\delta}_{\text{max}}$ at the step number $b$. Still per definition, it is $\tilde{\delta}_b = \delta_b + \sum_{j=1}^{b-1} M_{b-j} - \delta_j$. When the maximum is very large, we replace the remaining variables by their mean (remember we assume $\alpha > 1$ and Pareto). We get

$$\tilde{\delta}_b \sim \delta_b + \langle \delta_i \rangle \sum_{j=1}^{b-1} M_{b-j}. \quad (A6)$$

The IID maximum $\delta_b$ is conditioned on the occurrence of $\delta_{\text{max}}$. So $\tilde{\delta}_b$ follows the conditional PDF $f_{\delta_{\text{max}}|b}(z|b) \sim \alpha z^{-1-\alpha}/\Phi(b)$ where $\Phi(b)$ is the probability that $\delta_{\text{max}}$ happens at $b$, see Eq. (38). We get the corrected conditional maximum PDF

$$f_{\delta_{\text{max}}|b}(z|b) \sim \frac{1}{\Phi(b)} \alpha \left[ z - \langle \delta_i \rangle \sum_{j=1}^{b-1} M_{b-j} \right]^{1-\alpha}, \quad (A7)$$

FIG. A.1. Histograms of the IID maximum $\delta_{\text{max}}$ (blue) and the IID sum $x_N$ (red) compared with the IID BJP $N\alpha z^{-1-\alpha}$ (dotted line) and the correction $N\alpha(z-C)^{-1-\alpha}$ with $C = (N-1)(\delta_i)$, see Eq. (A1) and (A5). The IID random variables follow the Pareto PDF with $\alpha = 1.5$. We used $N = 10^2$ and $10^5$ realizations.

FIG. A.2. a Histogram of $\tilde{\delta}_{\text{max}}$ (blue) conditioned on $b = 4$ compared with the large $z$ behaviour $\alpha z^{-1-\alpha}/\Phi(b)$ (dotted line) and the correction of Eq. (A7) (solid line). The $\delta_i$ follow the Pareto PDF with $\alpha = 1.5$. The memory kernel is algebraical with $\beta = 0.3$. We used $N = 5$ and $10^6$ realizations. b Histogram of $\delta_{\text{max}}$ (blue) compared with the large $z$ behaviour $N\alpha z^{-1-\alpha}$ (dotted line) and the correction of Eq. (A8) (solid line). The IID random variables follow the Pareto PDF with $\alpha = 1.5$. The memory kernel is algebraical with $\beta = 0.3$. We used $N = 10^2$ and $10^5$ realizations.

FIG. A.3. a Histogram of $\tilde{x}_N$ (red) conditioned on $b = 4$ compared with the large $z$ behaviour $(W_{N-b})^{\alpha z^{-1-\alpha}}/\Phi(b)$ (dotted line) and the correction of Eq. (A9) (solid line). The $\delta_i$ follow the Pareto PDF with $\alpha = 1.5$. The memory kernel is algebraical with $\beta = 0.3$. We used $N = 5$ and $10^6$ realizations. b Histogram of $\tilde{x}_N$ (red) compared with the large $z$ behaviour $\gamma_{\alpha\delta_i}N^{\alpha z^{-1-\alpha}}$ (dotted line) and the correction of Eq. (A10) (solid line). The IID random variables follow the Pareto PDF with $\alpha = 1.5$. The memory kernel is algebraical with $\beta = 0.3$. We used $N = 10^2$ and $10^5$ realizations.
see Fig. A.2. The unconditional maximum PDF is obtained by summing over all $b$ with the weight $\Phi(b)$, see Eq. (38). We get

$$f_{\delta_{\text{max}}}(z) \sim N \alpha \left[ z - \langle \delta_i \rangle \sum_{b=1}^{N} \left( \Phi(b) \sum_{j=1}^{b-1} M_{b-j} \right) \right]^{-1-\alpha},$$

(A8)

see Fig. A.2.

Now we describe the corrections for the correlated sum PDF. We repeat the just presented ansatz. Per definition, it is $\tilde{x}_N = \sum_{k=1}^{N} W_{N-k} \delta_k$, see Eq. (8). We take out the $b$-th IID increment $\tilde{x}_N = W_{N-b} \delta_b + \sum_{k=1,k \neq b}^{N} W_{N-k} \delta_k$. We assume that the big jump $\delta_{\text{max}}|b$ happens at $b$ and that it is also large so that $\tilde{\delta}_{\text{max}}|b \sim \delta_b$. Note that the IID big jump $\delta_i$ is conditioned on the step number of $\tilde{\delta}_{\text{max}}|b$. We replace the remaining increments by their mean and get

$$\tilde{x}_N|b \sim W_{N-b} \delta_b + \langle \delta_i \rangle \sum_{k=1,k \neq b}^{N} W_{N-k}. \quad (A9)$$

Since $\delta_b \sim \alpha z^{-1-\alpha}/\Phi(b)$, we find the correction for the conditional BJP

$$f_{\tilde{x}N|b}(z|b) \sim \frac{(W_{N-b})^\alpha}{\Phi(b)} \alpha \left[ z - \langle \delta_i \rangle \sum_{k=1,k \neq b}^{N} W_{N-k} \right]^{-1-\alpha},$$

(A10)

see Fig. A.3. The corrections for the unconditional BJP are obtained by summing over all $b$ with the weight $\Phi(b)$, see Eq. (38). We get

$$f_{\tilde{x}N}(z) \sim \tilde{\gamma}_N \alpha \left[ z - \langle \delta_i \rangle \sum_{b=1}^{N} \left( \Phi(b) \sum_{k=1,k \neq b}^{N} W_{N-k} \right) \right]^{-1-\alpha},$$

(A11)

see Fig. A.3.

**Appendix B: Distribution of $\tilde{x}_N$ in the large $N$ limit**

We calculate the large $N$ limit of the correlated sum PDF $f_{\tilde{x}N}(z)$ where the uncorrelated increments follow the Pareto PDF $f_{\delta_i}(z) = \alpha z^{-1-\alpha} \Theta(z-1)$ with the Heaviside step function $\Theta(z-1) = 1$ for $z \geq 1$ and $\Theta(z-1) = 0$ for $z < 0$.

We use the characteristic function which is the product

$$\varphi_{\tilde{x}N}(k) = \prod_{i=1}^{N} \varphi_{\delta_i}(W_{N-i}k) \quad (B1)$$

First, we calculate the characteristic function of the uncorrelated increments

$$\varphi_{\delta_i}(k) = \int_{-\infty}^{\infty} e^{ikz} f_{\delta_i}(z)dz$$

$$= \int_{-\infty}^{\infty} \cos(kz) f_{\delta_i}(z)dz + i \int_{-\infty}^{\infty} \sin(kz) f_{\delta_i}(z)dz$$

$$= \alpha \Gamma(-\alpha) |k|^\alpha \cos \left( \frac{\pi \alpha}{2} \right)$$

$$+ \frac{F \left( \left\{ \frac{1}{2}, 1 - \frac{\alpha}{2} \right\}, \left\{ \frac{1}{2} \right\}, -\frac{k^2}{\alpha} \right)}{\alpha \Gamma(-\alpha) |k|^{-1+\alpha} \sin \left( \frac{\pi \alpha}{2} \right)}$$

$$+ i \left[ -\alpha \Gamma(-\alpha) |k|^{-1+\alpha} \sin \left( \frac{\pi \alpha}{2} \right) \right]$$

(B2)

The last step can be checked with Mathematica using $f_{\delta_i}(z) = \alpha z^{-1-\alpha} \Theta(z-1)$. The small $k$ expansion is

$$\varphi_{\delta_i}(k) \sim \alpha \Gamma(-\alpha) |k|^\alpha \left[ 1 - i \text{sign}(k) \tan \left( \frac{\pi \alpha}{2} \right) \right]$$

$$+ 1 + i \frac{\alpha}{\alpha - 1} k + O(k^2) \quad (B3)$$

Therefore for large $N$ we get

$$\varphi_{\tilde{x}N}(k) \sim \exp \left[ ik\mu - c |k|^\alpha \left( 1 - i \beta \text{sign}(k) \tan \left( \frac{\pi \alpha}{2} \right) \right) \right]$$

(B4)

with

$$\beta = 1,$$

$$c = -\alpha \Gamma(-\alpha) \cos \left( \frac{\pi \alpha}{2} \right) \sum_{i=1}^{N} (W_{N-i})^\alpha,$$

(B5)

$$\mu = \left\{ \begin{array}{ll}
0 & \text{for } \alpha \in (0, 1), \\
 \frac{\alpha}{\alpha - 1} \sum_{i=1}^{N} W_{N-i} & \text{for } \alpha \in (1, 2).
\end{array} \right.$$  

Finally, the characteristic function of the shifted and rescaled correlated sum is

$$\varphi_{A_N(\tilde{x}_N-B_N)}(k) = e^{-ikA_NB_Nk} \prod_{i=1}^{N} \varphi_{\delta_i}(A_NW_{N-i}k). \quad (B6)$$

$A_N$ and $B_N$ can be chosen such that the limiting distribution is independent of $N$. One finds $A_N = (\tilde{\gamma}_N)^{-1/\alpha}$ and $B_N = \mu$ so that the rescaled random variable converges for large $N$ to $L_{\alpha,c,c/\tilde{\gamma}_N,0}(z)$, see Fig. B.1.
Appendix C: Scaling factor $\tilde{\gamma}_N$ in the large $N$ limit

Here, we calculate the large $N$ limit of the scaling factor defined in Eq. (13) as

$$\tilde{\gamma}_N = \sum_{k=1}^{N} (W_{N-k})^\alpha. \quad (C1)$$

First, we begin with the exponential memory kernel. From Eq. (10) we know that the large $N$ behaviour of the weight is $W_{N-k} \sim 1/(1-m)$. Hence, we can conclude

$$\tilde{\gamma}_N \sim \frac{1}{(1-m)^\alpha} N. \quad (C2)$$

Secondly, for the algebraical memory kernel we find the large $N$ limit of the scaling factor

$$\tilde{\gamma}_N = \frac{N}{\sum_{k=1}^{N} \sum_{j=0}^{N-k} (j+1)^{-\beta}} \quad (C3)$$

by the following arguments. The inner sum behaves asymptotically as

$$\sum_{j=0}^{N-k} (j+1)^{-\beta} \sim \int_0^{N-k} (j+1)^{-\beta} dj \sim \frac{(N-k+1)^{1-\beta}}{1-\beta}. \quad (C4)$$

The outer sum behaves asymptotically as the integral

$$\sum_{k=1}^{N} \left( \frac{(N-k+1)^{1-\beta}}{1-\beta} \right) \sim \int_1^{N} \left( \frac{(N-k+1)^{1-\beta}}{1-\beta} \right)^{\alpha} dk \quad (C5)$$

which can be calculated to

$$\tilde{\gamma}_N \sim \frac{1}{(1-\beta)^{\alpha(1-\beta)}} N^{1+\alpha(1-\beta)} \quad (C6)$$

with the exponent range $1 < 1 + \alpha(1-\beta) < 3$.

Appendix D: Maximum CDF

The maximum PDF of the correlated increments follows the same tail as the maximum PDF of the uncorrelated increments

$$f_{\delta_{\text{max}}} (z) \sim N A \mu^{-1-\alpha}, \quad (D1)$$

i.e it is independent of the correlations. We derive this result by rewriting the definition of the maximum PDF and finding a formula suitable for a proof by induction.

The maximum PDF is $f_{\delta_{\text{max}}}(z) = d/dz F_{\delta_{\text{max}}}(z)$ with the cumulative distribution function (CDF) $F_{\delta_{\text{max}}}(z) = \text{Prob}(\delta_1 \leq z, \ldots, \delta_N \leq z)$ which is

$$F_{\delta_{\text{max}}}(z) = \int_{-\infty}^{z} dz_1 \cdots \int_{-\infty}^{z} dz_N f_{\delta_1, \ldots, \delta_N}(z_1, \ldots, z_N). \quad (D2)$$

$f_{\delta_1, \ldots, \delta_N}(z_1, \ldots, z_N)$ is the joint PDF of the correlated increments $(\delta_1, \ldots, \delta_N)$. We rewrite this joint PDF using the chain rule of probability so that

$$f_{\delta_1, \ldots, \delta_N}(z_1, \ldots, z_N) = \prod_{i=1}^{N} f_{\delta_i | \delta_1, \ldots, \delta_{i-1}}(z_i | z_1, \ldots, z_{i-1}) \quad (D3)$$

Note that for $i = 1$ the right hand side gives $f_{\delta_1}(z_1)$. We can simplify these conditional PDFs. When the first $i-1$ uncorrelated increments $\delta_1, \ldots, \delta_{i-1}$ are given, then $i$th correlated increment is the sum of a constant and the $i$-th uncorrelated increment $\delta_i = \sum_{j=1}^{i-1} M_{i-j} \delta_j + \delta_i$, see Eq. (4). Therefore, the conditional PDFs of Eq. (D3) are the single PDFs with shifted argument

$$f_{\delta_i | \delta_1, \ldots, \delta_{i-1}}(z_i | z_1, \ldots, z_{i-1}) = f_{\delta_i} \left( z_i - \sum_{j=1}^{i-1} M_{i-j} z_j \right). \quad (D4)$$

Hence, we get the correlated maximum CDF in a suitable form

$$F_{\delta_{\text{max}}}(z) = \int_{-\infty}^{z} dz_1 \cdots \int_{-\infty}^{z} dz_N \prod_{i=1}^{N} f_{\delta_i} \left( z_i - \sum_{j=1}^{i-1} M_{i-j} z_j \right). \quad (D5)$$

Now we approximate this formula and find an expression predestinated for a proof by induction to show Eq. (D1).

We approximate the first inner integral over $z_N$, ...
The approximation in the last step is due to the binomial theorem for large values of $z$. The remaining $N-1$ integrals over $z_1, \ldots, z_{N-1}$ in Eq. (D5) are exactly the maximum CDF for $N-1$ variables $F_{\delta_{\text{max}}}(z; N-1)$. We added the number of variables $N-1$ into the notation and will continue with this notation for the following formulas. Therefore the maximum CDF Eq. (D5) behaves as

$$F_{\delta_{\text{max}}}(z; N) \sim F_{\delta_{\text{max}}}(z; N-1)F_{\delta_N}(z).$$  \hfill (D7)

It is important to mention that we implied the condition $M_{N-j} < 1$ for the validity of this formula. We explain it for $N = 2$. The CDF $F_{\delta_i}(z - M_1z_1)$ in Eq. (D6) requires $z - M_1z_1 > 1$ which yields $z_1 < (z-1)/M_1 \sim z/M_1$ for large $z$. Only for $M_1 < 1$ it is $z/M_1 > z$ so that the integral over $z_1$ in Eq. (D5) goes until $z$ and not only until $z/M_1$. And this gives Eq. (D7).

The maximum PDF is the derivative of the maximum CDF Eq. (D7) and behaves as

$$f_{\delta_{\text{max}}}(z; N) \sim f_{\delta_{\text{max}}}(z; N-1)F_{\delta_N}(z) + F_{\delta_{\text{max}}}(z; N-1)f_{\delta_N}(z).$$  \hfill (D8)

Furthermore, we can use here that both CDFs are about 1 for large $z$ so that

$$f_{\delta_{\text{max}}}(z; N) \sim f_{\delta_{\text{max}}}(z; N-1) + f_{\delta_N}(z).$$  \hfill (D9)

We finally found the formula suitable for a proof by induction to show the tail behaviour Eq. (D1). Starting with $N = 2$ we can directly get $f_{\delta_{\text{max}}}(z; 2) \sim 2\delta z^{-1-\alpha}$. Furthermore, assuming the scaling $f_{\delta_{\text{max}}}(z; N) \sim NAz^{-1-\alpha}$ of Eq. (D1) is correct, we see from Eq. (D9) that $f_{\delta_{\text{max}}}(z; N+1) \sim (N+1)\alpha z^{-1-\alpha}$. Thus, the scaling Eq. (D1) is indeed correct.

1. Pareto IID random variables for $N = 2$

We calculate the maximum PDF $f_{\delta_{\text{max}}}(z)$ for $N = 2$ when the IID random variables follow the Pareto PDF $f_{\delta_i}(z) = \alpha z^{-1-\alpha}$ with $z > 1$. We use $m = M_1$. From Eq. (D5), we get

$$f_{\delta_{\text{max}}}(z) = \frac{d}{dz}F_{\delta_{\text{max}}}(z)$$

$$= \int_{-\infty}^{z} f_{\delta_i}(z)f_{\delta_i}(z_2 - m z)dz_2 + \int_{-\infty}^{z} f_{\delta_i}(z_1)f_{\delta_i}(z - m z_1)dz_1.$$  \hfill (D10)

The first integral gives

$$\int_{-\infty}^{z} f_{\delta_i}(z)f_{\delta_i}(z_2 - m z)dz_2 = f_{\delta_i}(z)F_{\delta_i}(z - m z).$$  \hfill (D11)

For the second integral, we derive the indefinite integral

$$\int f_{\delta_i}(z_1)f_{\delta_i}(z - m z_1)dz_1 = I(z_1, z).$$  \hfill (D12)

Mathematica gives us

$$I(z_1, z) = \frac{\alpha}{1-\alpha} z^{-2} z_1^{-\alpha} (z - m z_1)^{-\alpha} \left(1 - \frac{m z_1}{z}\right)$$

$$\times \left[ a m z_1 \times 2 F_1(1-\alpha, 1+\alpha, 2-\alpha, m z_1/m) \right]$$

$$+ (a-1)z \times 2 F_1(-\alpha, 1-\alpha, m z_1/z)$$  \hfill (D13)

where $2 F_1$ is the hypergeometric function. The integrand of Eq. (D12) yields 3 different regions for $z$. Thus, we get the second integral as

$$\int_{-\infty}^{z} f_{\delta_i}(z_1)f_{\delta_i}(z - m z_1)dz_1$$

$$= \begin{cases} 0, & z \in (-\infty, 1+\alpha), \\ I \left( \frac{z-1}{m}, z \right) - I(1, z), & z \in (1+\alpha, \frac{1}{1-m}], \\ I(1, z) - I(z, 1), & z \in (\frac{1}{1-m}, \infty). \end{cases}$$  \hfill (D14)

So we find the maximum PDF exactly as the sum of the first integral Eq. (D11) and the second integral Eq. (D14).

The large $z$ behaviour is the sum of the large $z$ behaviours of Eq. (D11) and (D14). The first integrals behaves as $f_{\delta_i}(z) = \alpha z^{-1-\alpha}$. The second integral gives also (after some calculations) the same behaviour $\alpha z^{-1-\alpha}$. So that we finally have

$$f_{\delta_{\text{max}}}(z) \sim 2\alpha z^{-1-\alpha}.$$  \hfill (D15)

This is the same large $z$ behaviour as for the IID maximum $f_{\delta_{\text{max}}}(z) \sim 2\alpha z^{-1-\alpha}$. Therefore it shows $\delta_{\text{max}} \sim z^{-1-\alpha}$ for $N = 2$ where we get the large $z$ behaviour from the exact expression of $f_{\delta_{\text{max}}}(z)$.

2. Uniform IID random variables for $N = 2$

We calculate the maximum PDF $f_{\delta_{\text{max}}}(z)$ for $N = 2$ when the IID random variables follow the uniform PDF on the interval $[0, 1]$, i.e. $f_{\delta_i}(z) = \Theta(1-z)\Theta(z)$ where $\Theta$ is the Heaviside step function. We use $m = M_1$. From
Eq. (D5), we get

$$f_{\delta_{\text{max}}} (z) = \frac{d}{dz} F_{\delta_{\text{max}}} (z)$$

$$= \int_{-\infty}^{z} f_{\delta_i} (z_2 - mz) dz_2 + \int_{-\infty}^{z} f_{\delta_i} (z_1) f_{\delta_i} (z - mz_1) dz_1.$$  

(D16)

The first integral gives

$$\int_{-\infty}^{z} f_{\delta_i} (z) f_{\delta_i} (z_2 - mz) dz_2 = (1 - m) z \Theta(z) \Theta(1 - z).$$  

(D17)

The second integral gives

$$\int_{-\infty}^{z} f_{\delta_i} (z_1) f_{\delta_i} (z - mz_1) dz_1 = z \Theta(z) \Theta(1 - z) + \frac{1 + m - z}{m} \Theta(z - 1) \Theta(1 + m - z).$$  

(D18)

Finally, the maximum PDF is

$$f_{\delta_{\text{max}}} (z) = \begin{cases} (2 - m) z/(1 + m - z)/m & \text{for } 0 < z < 1, \\ 1 & \text{for } 1 < z < 1 + m \end{cases}$$  

(D19)

which we observe in Fig. 2.
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