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Abstract
The role of organizational technological innovations in economic development is empirically examined in this paper. The recent inventory trends since the 1980s have two interesting characteristics at the macro-level. First, the inventories have been declining over time. Second, the developed countries have smaller changes in inventories than that of the developing. At the firm-and-industry level, previous studies identify this recent trends in the context of modern production systems such as just-in-time and lean production as one source of economic growth especially for the case of developed countries. However, this phenomenon has highlighted less at the country level. Thus, we highlight the nexus between these recent inventory trends and economic growth which leads us to the following hypothesis: the long term declining trend of inventories ratio either over GDP or total capital investment exerts a significantly positive impact on economic development. By using 31 years of relevant panel data of 88 and up to 152 countries and by using panel data econometric techniques, we find that there exists a robust positive relationship between reduction and smaller changes in inventories and economic growth (GDP per capita growth) and economic development (GDP per capita level) across the globe.
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Introduction
The study of inventory in macro-economic context has been revived recently through a series of theoretical and empirical articles [1-3]. The general conclusion of these studies is that the long term trend of inventories to GDP ratio has been steadily decreasing since the 1980s although fluctuations still persist. However, there has not been as yet a comprehensive empirical study of the relationship between these recent decreasing trends of inventories to macro-economic growth. Consequently, our aim is to show that this decreasing trend is linked with higher economic growth, levels of economic development, and productivity; this linkage is detected by considering a larger sample of countries or using different sub-sample classified by level of development. To identify this relationship robustly we use several panel data econometric techniques such as Fixed Effects, GMM, and Hausman-Taylor models.

With these techniques, especially GMM, and by using growth rates as our main dependent variable and the inventories to sales (GDP or total capital investment) as a major interest variable included in the set of explanatory variables, we intend to bring empirical evidence that growth rates are significantly influenced by inventory ratios. As far as we know this is the first comprehensive attempt to bring such evidence on a macro scale (i.e. on a country basis). As a corollary of this attempt is to confirm the above-mentioned decreasing trend of the inventories ratio in our panel data econometric study by examining the coefficient of the explanatory variable of the inventories ratio in the growth model: if this coefficient is as we expect negative and significant then there is a robust evidence that many countries in the world manage their inventories in such a way as to decrease the inventories to sales ratio. We then also bring qualitative evidence via the review of some recent articles that such a change or improvement in inventory management is a robust evidence that many countries in the world manage their inventories as one source of economic growth especially for the case of developed countries. However, this phenomenon has highlighted less at the country level. Thus, we highlight the nexus between these recent inventory trends and economic growth which leads us to the following hypothesis: the long term declining trend of inventories ratio either over GDP or total capital investment exerts a significantly positive impact on economic development. By using 31 years of relevant panel data of 88 and up to 152 countries and by using panel data econometric techniques, we find that there exists a robust positive relationship between reduction and smaller changes in inventories and economic growth (GDP per capita growth) and economic development (GDP per capita level) across the globe.

Effectively, it is well known that the mass production system that took place in the USA during the second industrial revolution during the period of approximately 50 years from 1870 to 1920 has been gradually replaced by modern manufacturing techniques which started with Toyota in Japan since the 1960s. By the first decade of the 21st century, there is evidence (see section 2) that many countries in the world, especially advanced ones, are using modern techniques of technology and organization usually termed under the umbrella of flexible production: just-in-time (JIT) and quality control, lean production, and so on. A prolific literature covers all these historical developments in journals and books in various disciplines. Thus, in economics, Milgrom and Roberts [3] in their pioneering article have already stated that “…Manufacturing is undergoing a revolution. The mass production model is being replaced by a vision of a flexible multiproduct firm that emphasizes quality and speedy response to market conditions while utilizing technologically advanced equipment and new forms of organization…”

Thus, the gradual adoption of new production systems which we will collectively call lean production systems (LPS) has improved the management of inventories on a micro and macro basis and hence as more and more firms become “leaner” in their functioning, their inventories to sales ratio decreases over a long period of time. As we mean both manufacturing and services, but we will use the term manufacturing or production system for simplicity.

Milgrom and Roberts (1995), Milgrom et al. (1991) complement and expand Milgrom and Roberts’s (1990) pioneering article.
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more and more firms become leaner, also countries become leaner in production. Consequently, indirectly, the aim of our paper is also to provide empirical evidence as to whether our sample of 88 countries’ modernization of their economies by adopting in various degrees principles of the LPS, which entail lower inventories through time, is compatible with higher growth and development. Hence, we include in a standard macro-economic growth model the variable inventories to GDP (or total capital investment) ratio, which is a good proxy for LPS. The coefficient of this variable should be significantly negative (the higher the level of development the lower the inventories ratio (or changes in inventories) in the context of panel data); in this way we also show that the consequences of using LPS adoption (economic growth) in various groups of countries by the level of development.

There is considerable empirical evidence that on a micro basis, firms and industries, through adopting LPS or similar production systems saw their inventories decreasing over a long period of time, thus independently from business cycles fluctuations, hence confirming the theoretical findings of the already examined seminal papers by Milgrom and Roberts as well as more recently Facio et al.

From existing literature, we can find many empirical evidence of the inventories behavior on different levels of analysis. On a micro basis, Chen et al. [4] found that American companies reduced inventories between 1981 and 2000 (See also Chen et al. [5] for an extension of this conclusion to retail and wholesale industries). Bo [6] has found that inventory stock is negatively associated with fixed investment for Dutch firms. On a macro basis, on the other hand, not many studies has highlighted for this recent trends except for Chikan et al. [7], Chikan and Kovacs [8], and Williams [9]. They have empirically shown that inventories to GDP ratio decreases over time for some selected OECD countries, and they refer to the LPS in order to explain this decrease. However, these studies in general use the inventories ratio as a dependent variable and not in the context of macroeconomic growth, although they relate inventories to several other variables.

In section 2 we review and present relevant literature which examines the links between new production systems and inventories. In section 3 we present our econometric modeling, data, variables and proxies. In section 4 we provide our econometric results; there we will use panel data econometric techniques such as fixed effects, GMM, and the Hausman-Taylor model with our dependent variable being the growth rate in GDP per capita, GDP per capita level, and labor productivity level; we will include a comprehensive sample of countries and sub-samples. In section 5 we conclude.

Modern production systems and inventories

This section attempts to relate the long term declining trend in the inventories ratio since approximately the 1980s to modern production systems. We can only infer such a relationship by examining some very relevant articles in the literature; we see this relationship as the most probable explanation of this trend; thus, it is like an assumption we make in our study. We confirm this assumption by our robust empirical evidence that declining inventories ratios are positively related to economic growth across many countries.

A series of empirical findings by Chikan et al. has recently re-examined the behavior of inventories on a macro basis and found that since the 1980s this behavior has changed: the trend steadily decreased and rather did not follow anymore the traditional view that inventories do not alter significantly in the long term. These authors provide two possible reasons for this significant change: the introduction and proliferation of new production systems (“…new management, organization or technological innovations…”); [8] and globalization and hence reduced inventories in developed countries may show up in the so called low cost countries. In this section we review some other related articles which conclude in a similar way that new production systems seem to be the cause of this new decreasing trend in the inventories ratios. As to the globalization issue we will bring empirical evidence that it might play its role as well.

Macro-economic growth depends on micro-economic growth through the existence of major production systems which are more related to micro-economic considerations. Thus, in economic history, scholars usually have related economic development to the following production systems: the craft system mainly in Middle Ages, the factory system mainly during the first industrial revolution in the UK, the mass production system mainly during the second industrial revolution in the USA, and the lean (or flexible, or modern, or just-in-time related, etc) production system which started in Japan after World War II and has been spreading around the world since then. Each one of these systems organized labor, capital and other factors of production in a different way and hence the consequences of such organization have been different in each case in terms of economic growth, labor productivity, waste, inefficiencies, and so on. Therefore, for each one of these systems the overall technology is different (for the more precise relationship between modern production systems and technology. Technology here is taken to represent both technical and organizational innovations, or in general process innovations [10-12]. In the last 30 years the lean production system has received a huge attention and therefore has been analyzed accordingly for its advantages over the other production systems [13].

Theoretical Background about Decreasing Inventories

Theoretically, we will refer mainly to several leading and pioneering papers in the literature in order to examine the close theoretical relationship between modern production systems and decreasing trends in inventories ratios. First, Milgrom and Roberts have shown through mathematical models of ‘complementarities’ that “…one expects to see a pattern of the following sort linking changes in a wide range of variables: lower prices, lower marginal costs, more frequent Product Redesigns and Improvements, higher Quality in Production, Marked by Fewer Defects, speedier Communication with Customers and Processing of Orders, more Frequent Setups and Smaller Batch Sizes, with Correspondingly Lower Levels of Finished-Goods and Work-In-Process Inventories and of Back Orders per Unit Demand, speedier Delivery from Inventory, lower Setup, Wastage, and Changeover Costs, lower Marginal Costs of Product Redesign…” The complementarities between all these variables are due to indivisibilities and hence non-convexities. As these authors mention (ibid, p. 515) “these non-convexities then explain why the successful adoption of modern manufacturing methods may not be a marginal decision”. As these authors conclude, due to these complementarities the expected trend would be “to find an increasing proportion of manufacturing
firms adopting the modern manufacturing strategic cluster that we have described" (ibid, p. 527). Overall, Milgrom and Roberts (ibid) show that theoretically we should expect a continuous decrease in inventories that takes place in a parallel way along changes in their other variables mentioned above by adopting modern production systems which can be related to many aspects of production. Thus, Holweg [14] clearly shows the genealogy of lean production (LPS) with other modern production systems, such as just in time (JIT); or Powell et al. [15] who link LPS with enterprise resource planning systems; or Winkler and Seebacher [16] who talk about manufacturing flexibility; and so on.

Second, for a very comprehensive and recent treatment of input and output inventories behavior in a general equilibrium macro-economic model, we can now briefly examine the article of Iacoviello et al. These authors relate the importance of LPS and JIT/VC in contributing to the persistent decline of input inventories to GDP ratio through time. It is worth summarizing these authors' findings here because they provide strong theoretical and empirical evidence for our arguments. These scholars have constructed a dynamic stochastic general equilibrium model that takes into account both input and output inventories, both goods and services sectors, depreciation, and other desirable features of a comprehensive model. Input inventories (which are materials and work-in-progress and constituting about 75% of total inventories) are very countercyclical, contrary to output inventories which are mildly procyclical. As clearly shown in their graphs the input inventories to GDP ratio has been steadily declining since about the mid-1980s in the USA. Through Bayesian estimation methods, Iacoviello et al. successfully capture the counter-cyclical and declining trend of the input inventory to output ratio; and through their general equilibrium model, the authors derive the steady-state ratios of input and output inventories which are a function of several parameters such as the weight of input inventories in the CES aggregate, the elasticity of substitution, and so on. These parameters are determined by "...new methods of inventory management like just-in-time production or flexible manufacturing system..." (ibid, p. 1184) which have been eminent since 1984. As the authors emphasize (ibid, p. 1192), "...the prevailing view in the literature is that a decline in \( M / Y \) likely resulted from improvements in inventory management and production techniques, such as "just-in-time" production, "flexible manufacturing systems", and "material resources planning"..." (M and F stand for input and output inventories respectively; \( Y \) stands for GDP).

Third, in more concrete terms we can also refer to the production smoothing as seen in LPS and JIT systems. The objective of this smoothing "...is to reduce the variability of the production rate at the final stage of manufacturing operations so as to create a stable demand stream for the other manufacturing operations at the preceding stages. Therefore, production smoothing is a key element of TPS (Toyota production system), and, hence, a key component of the JIT philosophy..." [17]. Many techniques have been devised in order to achieve production smoothing and hence efficient inventories planning within the context of LPS and JIT as Yavuz and Akcali show in their article. Although production smoothing primarily examines volatility or variance of production, it is nonetheless important to link production smoothing to inventories and their trend to diminish over time [18,19]. Thus, Morton et al. conclude that subcontracting (a special feature of JIT) reduces the variability of production and inventory. It is worth noting that Wen [20] showed that "...under the production smoothing motive, the covariance between inventory investment and sales is negative at all cyclical frequencies..." This, supports the main consequence of the LPS cum JIT structures that as the sales increase in the long term, inventories decrease*. Fourth, Bils and Kahn [21] have shown that "...a persistent rise in real marginal cost, absent intertemporal substitution, creates a persistent reduction in inventory holdings relative to expected shipments". Finally, the study by Brox and Fader [22] is also worthwhile mentioning because it clearly shows the efficiency superiority of JIT firms (in relation to non-JIT firms) by relating output, costs and inventories amongst other variables.

Implementation of LPS in the world

On a country basis there is substantial evidence that the penetration of modern production systems or LPS as we call it here is increasing all over the world. In general, the more advanced a country is the more it prefers to use LPS. Thus, for example, Demeter and Matysuz [23] surveyed 610 firms in 23 countries around the world. Out of these 610, 330 reported being "lean" (LPS), which represents a 54% of penetration in total (although the large firms reported a higher "leanness" than SMEs, that is 67%). In this survey, 14 countries are European; also Argentina, Australia, Brazil, Canada, China, Israel, New Zealand, the USA, and Venezuela are included. In a recent study of 28 European countries by Holm et al. [24] in terms of work organization, on average, about 64% might be considered as belonging to LPS (we added the total average of the first two columns of these authors’ Tables 1 and 2).

For the USA, a study by White et al. [25], showed that for a sample of 474 firms (either very large, employing more than 1000 people; or SMEs, employing less than 230 people), the penetration of LPS was already very high: concerning 10 "lean" practices, the implementation ranged from 91.4% for large firms (82.2% for SMEs) for the practice of total quality control, to 81.8% for large firms (66.1% for SMEs) for JIT purchasing; and so on. A comparative study by Phan and Matsu [2010, p. 190] showed that "...JIT production was aggressively implemented in Korean and US plants while it was not so focused in German and Italian plants. In between those is Japan where JIT production has been adopted earlier than other countries..." Overall, we have found articles of LPS implementation for almost all countries* in our sample, but an exhaustive examination of these articles is out of scope of the present paper.

Empirical Model, Data, and Variables

Empirical model

Our starting point is the standard growth model that has been extensively used in the last 20 years or so since the seminal studies by Mankiw et al. [26], Barro and Sala-i-Martin [27,28], Islam [29], Barro and Sala-i-Martin [27], Silva and Teixeira [30]. We can summarize their modeling relevant to our study as follows. A basic Cobb-Douglas production function can take the form:

\[
Y(t) = K(t)H(t)^{A}L(t)^{1-A} \quad (1)
\]

where: \( Y \) is output; \( K \) is physical capital stock; \( H \) is the stock of human capital; \( L \) is labor; \( A \) represents the level of technology in general; and \( t \) is time.

It is important to stress the meaning and importance of the term \( A \) which is defined not only in the narrow sense of production technology, but it also includes resource endowments, institutions, etc. Islam clearly shows that "...higher values of \( A \) are associated not only with higher

*The authors then quote several papers related to this statement.

*Wen (2005) did not have in mind these structures of LP and JIT, but it is not unreasonable to deduce the above conclusion from his proposition.

*This literature is available on request.
### Table 1: Descriptive Statistics of variables (for the 4-year average data).

| Country | IRG (ΔInventories/GDP) | IRI (ΔInventories/GCF) |
|---------|------------------------|------------------------|
|         | Mean       | S.D   | Min  | Max  | Mean       | S.D   | Min  | Max  |
| Angola  | -3.74      | 7.32  | -14.59 | 0.75 | -0.27      | 0.56  | -1.10 | 0.06 |
| Argentina | 15.98 | 5.24  | 9.06  | 21.32 | 0.04      | .     | 0.04  | 0.04 |
| Armenia | 0.94       | 0.90  | -0.44 | 1.98 | -0.57      | 1.38  | -3.04 | 0.10 |
| Australia | 0.28   | 0.12  | 0.13  | 0.50 | 0.01       | 0.00  | 0.00  | 0.02 |
| Austria  | 0.75       | 0.51  | 0.10  | 1.82 | 0.03       | 0.02  | 0.00  | 0.07 |
| Belarus  | 2.50       | 2.22  | -0.01 | 6.00 | 0.08       | 0.08  | 0.00  | 0.21 |
| Belgium  | 1.12       | 1.11  | 0.11  | 3.39 | 0.06       | 0.04  | 0.00  | 0.13 |
| Bolivia  | 0.86       | 0.81  | -0.20 | 1.97 | 0.03       | 0.05  | -0.01 | 0.12 |
| Brazil   | 0.37       | 0.47  | -0.70 | 0.75 | 0.02       | 0.03  | -0.04 | 0.04 |
| Bulgaria | 4.08       | 3.04  | -1.77 | 7.09 | 0.11       | 0.15  | -0.24 | 0.21 |
| Cameroon | -0.05      | 3.70  | -8.33 | 4.56 | 0.01       | 0.13  | -0.27 | 0.18 |
| Canada   | 0.25       | 0.49  | -0.53 | 0.75 | 0.01       | 0.02  | -0.03 | 0.04 |
| Chile    | 1.20       | 1.04  | 0.06  | 3.47 | 0.06       | 0.06  | 0.05  | 0.16 |
| China    | 5.36       | 2.68  | 1.95  | 8.91 | 0.14       | 0.07  | 0.05  | 0.24 |
| Colombia | 7.05       | 8.75  | 1.61  | 23.74 | 0.09       | 0.04  | 0.02  | 0.14 |
| Costa Rica | 0.65 | 1.97  | -1.87 | 4.14 | 0.01       | 0.10  | -0.13 | 0.16 |
| Cote d'Ivoire | 0.30 | 0.84  | -1.51 | 1.05 | 0.00       | 0.09  | -0.21 | 0.06 |
| Croatia  | 2.29       | 0.54  | 1.67  | 2.97 | 0.10       | 0.05  | 0.07  | 0.17 |
| Cyprus   | 1.92       | 1.28  | 0.35  | 3.69 | 0.07       | 0.04  | 0.02  | 0.12 |
| Czech Republic | 0.63 | 0.88  | -0.78 | 1.52 | 0.02       | 0.03  | -0.03 | 0.06 |
| Denmark  | 0.58       | 0.25  | 0.32  | 0.98 | 0.03       | 0.01  | 0.01  | 0.04 |
| Ecuador  | 1.09       | 1.20  | -0.62 | 2.33 | 0.04       | 0.05  | -0.03 | 0.10 |
| Egypt, Arab Rep. | 0.87 | 1.08  | 0.08  | 3.46 | 0.03       | 0.04  | 0.00  | 0.11 |
| El Salvador | 0.42   | 0.51  | -0.54 | 1.00 | 0.02       | 0.03  | -0.05 | 0.06 |
| Estonia  | 2.56       | 1.45  | 1.51  | 5.36 | 0.08       | 0.05  | 0.06  | 0.19 |
| Finland  | 0.70       | 0.67  | -0.22 | 1.77 | 0.03       | 0.03  | -0.02 | 0.07 |
| France   | 0.38       | 0.42  | -0.27 | 1.09 | 0.02       | 0.02  | -0.02 | 0.05 |
| Gabon    | 0.31       | 1.03  | -1.42 | 1.62 | 0.01       | 0.03  | -0.04 | 0.05 |
| Georgia  | 14.34      | 13.22 | 0.59  | 30.92 | 0.18       | 0.11  | 0.02  | 0.28 |
| Germany  | 0.17       | 0.60  | -0.61 | 1.39 | 0.01       | 0.03  | -0.03 | 0.06 |
| Ghana    | 0.12       | 0.32  | -0.12 | 0.79 | 0.00       | 0.02  | -0.02 | 0.03 |
| Greece   | -1.11      | 8.91  | -22.21 | 7.97 | 0.63       | 1.15  | -0.09 | 2.91 |
| Guatemala | 0.76   | 0.51  | 0.12  | 1.69 | 0.04       | 0.03  | 0.00  | 0.08 |
| Honduras | 2.71       | 2.45  | -1.45 | 7.25 | 0.09       | 0.09  | -0.11 | 0.22 |
| Hong Kong SAR, China | 1.20 | 0.98  | -0.01 | 2.64 | 0.04       | 0.03  | 0.00  | 0.08 |
| Country                      | G1  | G2   | G3  | (G1+G2+G3) (for 88 countries) |
|-----------------------------|-----|------|-----|-------------------------------|
| Hungary                     | 2.81| 0.91 | 1.71| 4.58                          |
| Iceland                     | 0.17| 0.35 | -0.40| 0.66                          |
| India                       | 1.90| 1.15 | 0.60 | 4.31                          |
| Indonesia                   | 3.27| 3.55 | -2.90| 9.63                          |
| Iran, Islamic Rep. G2       | 2.59| 6.91 | -1.79| 11.93                         |
| Ireland                     | 0.58| 0.36 | 0.18 | 1.00                          |
| Israel                      | 0.86| 0.76 | 0.17 | 2.26                          |
| Italy                       | 0.28| 0.29 | -0.40| 0.58                          |
| Japan                       | 0.36| 0.19 | 0.06 | 0.59                          |
| Kazakhstan                  | 1.28| 2.04 | -1.53| 3.80                          |
| Korea, Rep. G3              | 0.52| 0.76 | -1.25| 1.20                          |
| Latvia                      | 4.73| 6.43 | 0.22 | 19.59                         |
| Lithuania                   | 0.15| 1.45 | -2.05| 1.89                          |
| Luxemburg                   | 1.22| 2.07 | 2.73 | 4.38                          |
| Macedonia, FYR G2           | 2.41| 2.52 | -1.66| 4.44                          |
| Malaysia                    | -0.39|0.93 | -2.02| 0.75                          |
| Malta                       | 0.84| 1.63 | 2.77 | 0.02                          |
| Mexico                      | 3.12| 1.26 | 1.50 | 4.83                          |
| Mongolia                    | 3.25| 0.77 | 2.41 | 4.25                          |
| Morocco                     | 0.97| 0.62 | -0.05| 1.78                          |
| Namibia                     | 0.94| 1.95 | -1.64| 4.09                          |
| Netherlands                 | 0.10| 0.30 | -0.33| 0.69                          |
| New Zealand                 | 0.73| 0.49 | -0.03| 1.29                          |
| Nicaragua                   | 1.25| 2.61 | -4.03| 5.31                          |
| Norway                      | 0.92| 1.20 | -1.13| 2.18                          |
| Pakistan                    | 1.55| 0.35 | 0.77 | 1.92                          |
| Panama                      | 2.63| 2.06 | -0.54| 5.13                          |
| Paraguay                    | 1.59| 0.71 | 0.61 | 2.87                          |
| Peru                        | 1.03| 0.75 | -0.07| 2.38                          |
| Philippines                 | 0.62| 1.55 | -0.73| 4.29                          |
| Poland                      | 2.94| 3.15 | 0.35 | 1.07                          |
| Portugal                    | 0.64| 0.42 | 0.34 | 1.63                          |
| Romania                     | 3.54| 4.74 | -0.70| 12.11                         |
| Russian Federation G2       | 3.64| 2.14 | 1.19 | 6.80                          |
| Saudi Arabia                | 1.24| 1.82 | -1.95| 2.77                          |
| Senegal                     | -3.38|3.95 | -8.04| 1.60                          |
| Serbia                      | 2.55| 3.28 | -0.73| 5.83                          |
| Singapore                   | 0.56| 2.73 | 3.62 | 5.24                          |
| Slovak Republic G3          | 1.86| 3.79 | -2.20| 8.57                          |
| Slovenia                    | 0.78| 1.67 | -1.90| 2.70                          |
| South Africa                | 0.49| 0.81 | -1.09| 1.16                          |
| Spain                       | 0.43| 0.36 | -0.09| 1.03                          |
| Sri Lanka                   | 0.73| 0.83 | 0.01 | 2.41                          |
| Sweden                      | 0.26| 0.32 | -0.39| 0.57                          |
| Switzerland                 | 0.53| 0.64 | -0.02| 2.01                          |
| Thailand                    | 0.85| 0.64 | -0.38| 1.97                          |
| Tunisia                     | 1.03| 0.70 | -0.11| 2.01                          |
| Turkey                      | 0.29| 0.78 | -0.37| 1.97                          |
| Ukraine                     | 2.74| 3.37 | 0.00 | 7.29                          |
| United Kingdom G3           | -1.43|4.75 | -13.18| 6.00                          |
| United States               | 0.43| 0.22 | 0.12 | 0.75                          |
| Uruguay                     | 1.19| 0.91 | 0.19 | 2.84                          |
| Uzbekistan G1               | -3.62|5.32 | -9.75| 3.45                          |
| Venezuela, RB G2            | 1.37| 1.84 | 1.33 | 3.85                          |
| Vietnam                     | 7.04| 5.47 | 1.88 | 15.28                         |
| Average                     | 1.68| 4.85 | -9.75| 30.92                         |

Note: the initial data of national inventories and GDP were such that the ratio of IRG should be divided by 100 in order to be compatible with the IRI ratio in this table.

**Table 2**: Descriptive statistics on IRI and IRG (4-year average) by country and group.
levels of per capita income, but also with higher growth rates. This is an important conclusion in econometric work, because we can use growth rates or levels in GDP per capita in order to measure the effect of A and expect a positive relationship in both cases. In addition, as Islam [29] also shows, the endogenous character of technology A can be more safely demonstrated in panel data regressions.

Overall then we can use the following conventional notation of the panel data literature; thus, in level terms we have:

\[ y_{it} = y_{i,t-1} + \sum_{j=1}^{n} \beta j + \eta_i + \mu_i + \epsilon_{it} \]  

(2)

Where \( \eta_i \) is a time variant error term; \( \mu_i \) (which is a function of A) is the time-invariant individual country-effect term in a panel data set up, and \( \epsilon_i \) is the transitory error term that varies across countries and time periods and has mean equal to zero.

Simplifying (2) by eliminating the time related term \( \eta_i \) (a usual practice in empirics) and also including more explanatory variables such as the inventories ratios and control variables \( x_{it} \) we have the equation (3) below:

\[ y_{it} = \alpha_{it-1} + \beta x_{it} + \mu_i + \epsilon_{it} \]  

(3)

In order to eliminate the unobserved effect \( \mu_i \) from (3) the first difference generalized method of moments (GMM-difference) estimator was proposed by Arellano and Bond [31]:

\[ y_{it} - y_{i,t-1} = \alpha (y_{i,t-1} - y_{i,t-2}) + \beta (x_{it} - x_{i,t-2}) + (\epsilon_{it} - \epsilon_{i,t-2}) \]  

(4)

To eliminate some weak features of GMM-difference Blundell and Bond [32] suggested the GMM-system estimators by using eqns. (3) and (4) together. In particular one advantage of GMM-system is that the potential endogeneity of all explanatory variables can be controlled by appropriate lags and instruments; also another advantage is the superiority in finite sample properties. In addition, as Bond et al. [33] report “…it is not unreasonable to consider the system GMM estimator in the context of empirical growth models…” On the contrary, the same authors found that the first differences GMM estimator does not perform well in this context.

To check for the over-identifying restrictions and of the appropriate instruments, the Sargan [34] or the Hansen [35] tests can be used. The Hansen test is more appropriate in most panel data cases because Sargan’s statistic is a special case of Hansen’s test under the assumption of homoscedasticity; thus in the case of non-sphericity in the errors (e.g. in the case of heteroscedastic errors) the more general Hansen test should be used [36]. However, one should be careful in using Hansen’s test because it can be weakened by too many instruments. Let Roodman [36] summarize this conclusion: “…The Sargan and difference-in-Sargan tests are not so vulnerable to instrument proliferation as they do not depend on an estimate of the optimal weighting matrix. But they require homoskedastic errors for consistency and that is rarely assumed in this context…”

Consequently in our estimated regressions we only report Hansen’s test and at the same time endeavored to use as few instruments as possible as well as to use the two step procedure that is robust to heteroscedasticity. In addition, we check the instrument proliferation with the difference-in-Hansen tests which although not reported in our tables of results show that our instruments are used safely. Finally, to check for autocorrelation of residuals the Arellano-Bond AR (2) in first differences test is used. There is no need to report the AR (1) first differences test, because it usually rejects the null hypothesis, but this is expected since \( \Delta \epsilon_{it} = \epsilon_{it} - \epsilon_{i,t-1} \) and \( \Delta \epsilon_{i,t-1} = \epsilon_{i,t-1} - \epsilon_{i,t-2} \), both have \( \epsilon_{i,t-1} \). The test for AR (2) in first differences is more important, because it will detect autocorrelation in levels. Again, in the literature in the tables of results, it is customary that only AR (2) is reported.

In summary, we will use three econometric techniques. First, the GMM is perhaps the most adequate method to use as it treats several issues in a comprehensive way: full endogeneity between variables, lags structure, and panel data. Second, the fixed effects (FE) method which controls for unobserved country heterogeneity correlated with independent variables but does not treat the issue of full endogeneity properly. Our tables of results do not include any random effects (RE) regressions since the Hausman test confirms our choice of FE as being the right model to use. Finally we also use the Hausman-Taylor method because we include two time invariant variables by necessity (due to lack of data for the whole period), that is, R&D, and institutional quality.

Data and proxies

Except for the institutional variables (they come from World Governance Indicators) all other data come from the World Development Indicators (WDI) database provided by the World Bank. We used the WDI source to determine our sample of countries. This source separates countries in four groups: First, the ‘low income economies’ with a GNI per capita less than $975 in 2008 (as published in 2010). Middle-income economies are those with a GNI per capita of more than $975 but less than $11,906. In addition, lower middle-income (LMI) and upper middle-income (UMI) economies are separated at a GNI per capita of $3,855. HI (High-income) economies are those with a GNI per capita of $11,906 or more. In our paper we consider the last three groups of nations for estimation purposes and a combination of these three groups (thus excluding the group with less than $975 per capita). Within these three groups (also called G1, G2, and G3 henceforth, with G3 being the richest group) we excluded some countries which are oil producing, at war, or very small (Appendix).

The time span used in these regressions is 31 years (1978-2008) in terms of six periods (by taking 5-year average for each one of the 6 periods) or in terms of 7-8 periods (by taking 4-year average for each one of the 7-8 periods) Thus, average growth rates (and other variables of the regressions) over 5 year periods or 4-year periods were used for robustness checking. As per standard practice we use growth rates of GDP per capita or GDP per capita in level terms or productivity levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable. Our variable of immediate interest is inventories to sales ratio which takes the form of either inventories levels as our dependent variable.

*Variables are expressed in logs.

It is wise to use data before the global financial crisis of 2008/9 for obvious reasons (e.g. abnormal decline in GDP, etc.)

This is a usual practice to eliminate the influence of business cycles (see Islam 1995).

The lag is built into the average.

A square term of the proxies was initially included but was found insignificant thus suggesting a linear form.
In our empirical work, we shall proxy the technical and organizational technology embodied in LPS by the inventories to sales ratio. As we have already seen above, although quality increases in tandem with decreasing inventories under the impact of LPS (see for example Alles et al., [37] for links between reducing inventories and increasing quality), we do not have readily available a measure of quality control or improvement on a country basis. On the contrary, the proxy inventories to sales ratio has been already established in literature as a good proxy for the JIT/QC or LPS. In this respect see for example, Lieberman and Demeester [38], Nakamura M. and Nakamura A [39], Biggart and Gargeya [40], Ramey and Vine [41], Bairam [42], Salem and Jacques [43], Capkun et al. [44], Irvine [45], Swamidass [46], Lim and Sanidas [47], Sanidas [48,49], as well as Sanidas and Park [49]. This literature review shows that, on a micro basis there is evidence that inventories to sales ratio has been decreasing over a long period of time (thus independent of business cycles) in many firms and sectors in countries where the LPS has been implemented. However, not all firms and not all sectors experience this decreasing long term trend and hence not all countries experience the same degree of inventories to sales (or GDP) ratio reductions. On a macro basis Chikan, Kovacs and Williams use the same proxy of inventories to GDP ratio.

On a macro basis, we do not have a readily available series of sales in order to construct the inventories ratios. We will then use two alternatives for sales, namely, gross domestic investment and GDP (the latter has been used by many other researchers). We shall call IRG* the inventories to GDP ratio and “IRI” the inventories to investment ratio, defined as follows:

\[
IRG = \frac{INV - INV_{i-1}}{GDP}, \text{ and } IRI = \frac{INV - INV_{i-1}}{GCF}
\]

where \(INV\) stands for total national inventories, and GCF stands for gross capital formation, the index \(j\) stands for country, and \(t\) stands for year. Some basic descriptive statistics on IRG and IRI for the sample countries are shown in Table 2. An important comment in this table is that more developed countries have the tendency to have a lower inventory ratio to sales as Figure 1 shows, thus confirming our analysis so far.

Figures 2a-2c show the yearly trend of IRG for selected countries such as the developing China, India and Mexico, the Newly Industrialized Economies (S. Korea, Hong Kong and Singapore) and the developed countries (United States, Germany and Japan); Figures 3a-3c show the corresponding trends for IRI. In these Figures we can observe, for example, that even though IRG and IRI seem to be fluctuating along with business cycles, most countries’ IRG and IRI have been drifting downwards in the long run; China’s IRG is decreasing even more substantially [50]. However, not all countries show consistently a decreasing trend; thus, Mexico or India’s IRG or IRI has been increasing from the early 2000s. Furthermore note that the more developed a country is, the smaller the level of inventories to sales is (thus confirming Figure 1). All these differences in the behavior of inventories ratios between various countries will be taken into account in our panel data econometric analysis [51].

**Empirical evidence**

First we will examine the GDP per capita growth rates as our dependent variable. Our GMM results are shown in Tables 3a and 3b. Table 3a presents results when IRG (inventories ratio to GDP) is used, whereas Table 3b presents results when the variable IRI is used. In both tables, results are categorized according to the group of countries used in the sample: G3 for the most advanced nations; or G1+G2 for developing and less developing nations; or G1+G2+G3; or all countries.

Also in both tables some results are related to the 4-year averages case, and other results are related to the 5-year averages case [52-55]. Finally, all results are categorized according to the lag in-built in IRG or IRI.

![Figure 1a: Relationship between per-capita GDP and IRG.](image)

Note: based on selected countries and period for 10 years averaged from 1999 to 2008. See abbreviation of country name and its code in the Appendix.

\(^{1}\)Only the change in inventories from year to year is available on a macro basis.

\(^{2}\)Inventories are raw materials, work-in-progress goods, and final goods held by firms to meet temporary or unexpected fluctuations in production or sales (WDI 2010).
inflation rate representing monetary policy. On the other hand the strictly exogenous variables are the initial level of income at the start of each period, population growth, and the secondary education ratio. A typical lag structure is one to four lags for the dependent variable, IRG or IRI, and inflation rate, whereas it is two to five lags for the capital formation ratio.

All variables have the expected sign and are significant. According to
existing literature, the signs of GDP per capita initial year, government consumption, population growth, and inflation are expected to be negative as they are in our regressions. On the contrary, the signs of the investment ratio and FDI are expected to be positive as they are in our regressions [56-58]. The signs for education and openness are expected to be also positive but sometimes they are also reported to be negative.
The signs of IRG and IRI are expected to be negative: higher growth rates of R&D per capita are associated with lower inventories to sales ratio over time (as per panel data). The AR (2) and Hansen tests are satisfactory for all regressions shown in these two tables.

Regarding the FE method, the results, as shown in Table 3c, are overall similar to those of the GMM method, although the magnitude and signs of some coefficients of the control variables are not always consistent. However, the magnitude and sign of our variables of immediate interest, IRG and IRI, are very similar to those obtained with GMM. Due to lack of data for the entire 31-year period (used in our regressions) for the variables R&D (RAD) and institutional performance (INS), the Hausman-Taylor (HT) estimation method is applied. This method enables us to estimate the direct impact of technical innovations (as proxied by R&D) and institutions (INS) in the regressions.\footnote{World Development Indicators (WDI) has consistent R&D data (as % of GDP) available from 1999 to 2008 and Worldwide Governance Indicators (WGI) for INS cover the period from 1996 to 2009. Thus we took 10-year average of R&D expenditure and institutional quality to be used in the HT model, which allows us to have consistent and unbiased estimators through the use of instrumental variables technique. In any case, using R&D and INS as invariant to time might be close to reality because these two variables do not change much over time.} Unsurprisingly, R&D and INS are significantly related with economic growth and the presence of these variables does not affect much the statistical significance of IRG or IRI in the HT model. This suggests that IRG or IRI works as a significant independent force on economic growth. The IRI or IRG has a negative and large coefficient on economic growth. The IRI or IRG has a negative and large coefficient in a parallel way.

We will now turn to the level variables of GDP per capita and labor productivity as our dependent variable, according to our theoretical growth models discussed in section 3. The GMM results are presented in Table 4a. The control variables are the same as previously. Since we have the dependent variable expressed in level terms, then we also included the lagged dependent of previous year or even (previous two years). The results shown are for either all countries together or for only the three major groups G1, G2, and G3, or for the combinations of

### Table 3a: The effect of LPS on Economic Growth (GMM Model).

| Dependent Variable: Real GDP per capita Growth Rate | G3 | G1+G2 | G1+G2+G3 | All Countries |
|---|---|---|---|---|
| ln(RGDP\_INT) | -1.08*** | -0.95*** | -1.13*** | -0.95*** |
| ln(GC) | 0.31 | (0.79) | -1.46*** | -0.40*** |
| ln(I) | 3.11*** | (11.27) | 2.46*** | (5.06) |
| ln(G) | 0.99*** | (2.11) | 3.30*** | (15.70) |
| ln(SSE) | 2.56*** | (5.28) | 2.33*** | (3.76) |
| ln(OP) | 0.36** | (1.64) | 0.50** | (3.37) |
| ln(SSE) | 2.56*** | (5.28) | 2.79*** | (9.12) |
| ln(IRF) | -0.03*** | (4.77) | -0.02*** | (6.62) |
| ln(FDI) | 0.03** | (2.42) | 0.02** | (1.48) |
| ln(G) | -0.95*** | (-3.81) | -0.80*** | (-3.25) |
| ln(G) | 0.36** | (1.64) | 0.50** | (3.37) |
| ln(A) | 0.03** | (1.48) | 0.02** | (1.38) |
| ln(G) | 0.05** | (3.69) | 0.05** | (3.32) |
| ln(G) | 0.08** | (6.66) | 0.06** | (2.64) |
| ln(G) | 0.05** | (18.81) | 0.04** | (13.95) |
| ln(G) | 0.07*** | (17.29) | 0.07*** | (22.93) |
| ln(G) | 0.06** | (22.26) | 0.08** | (27.03) |
| ln(G) | 0.07** | (23.47) | 0.13** | (67.54) |

Notes: *denotes statistical significance at the 10%. **at the 5%, ***at the 1% level. T-statistics are in parenthesis. The G3 group is the richest (above US$11,906 in 2008); the G2 group being the middle range one (between US$3,855 and US$11,906); and the G1 group being the lowest income range one (between US$975 and US$3,855). See Table 1 for more precise definitions of variables.
### Table 3: The effect of LPS on Economic Growth (Fixed Effects Model).

| Dependent Variable | Real GDP per-capita Growth Rate | G3 | G1+G2 | G1+G2+G3 | All | G2+G3 | G1+G4+G3 |
|--------------------|---------------------------------|----|-------|----------|-----|-------|-----------|
| (1)                | (2)                             | (3) | (4)   | (5)      | (6) | (7)   | (8)       |
| ln(RGDPc_INI)      | -1.18***                        | -1.10*** | -1.47*** | -1.30*** | -0.93*** | -0.97*** | -0.88*** |
|                  | (-6.81)                         | (-5.03) | (-11.77) | (-8.88) | (-26.23) | (-14.16) | (-12.11) |
| ln(GC)             | -1.75***                        | -2.09*** | -2.26*** | -1.49*** | -3.66*** | -2.66*** | -3.98*** |
|                  | (-2.92)                         | (-4.45) | (-4.35) | (-3.58) | (-68.69) | (-15.20) | (-32.48) |
| ln(I)              | 1.05***                         | 0.92**  | 0.61*** | 1.42*** | 2.74***  | 2.70***  | 2.99***  |
|                  | (3.05)                          | (2.23)  | (4.20)  | (3.43)  | (66.15)  | (60.62)  | (40.33)  |
| POPG               | -0.16***                        | -0.15*  | -0.04*  | -0.14*  | -0.49*** | -0.32*** | -0.44*** |
|                  | (-2.18)                         | (-1.68) | (-0.54) | (-1.88) | (-37.07) | (-7.15)  | (-21.36) |
| ln(OP)             | 0.16                             | 0.38    | -0.15  | -0.07   | -0.16    | 0.18     | 0.13     |
|                  | (0.67)                          | (1.04)  | (-0.50) | (-0.29) | (-1.45)  | (2.23)   | (0.92)   |
| ln(SSE)            | 2.75***                         | 2.84*** | 3.25*** | 3.01***  | 1.99**   | 2.18**   | 1.91***  |
|                  | (9.10)                          | (8.24)  | (8.00)  | (10.74) | (77.85)  | (18.75)  | (41.52)  |
| ln(FDI)            | -0.43***                        | -0.01*  | -0.01*** | -0.01*** | -0.006*** | -0.005*** | -0.003*** |
|                  | (-2.43)                         | (-1.58) | (-3.25) | (-3.25) | (-184.71) | (-183.89) | (-136.81) |
| ln(RGRC_INI)       | 0.02 (1.50)                     | 0.01*   | 0.01    | 0.01**  | 0.008***  | 0.003***  | 0.007***  |
|                  |                                 | (1.09)  | (1.29)  | (1.29)  | (36.76)  | (16.30)  | (7.45)   |
| ln(RI)             | -0.56*                          | -0.08*** | -0.04*** | -0.06*** | -0.17***  | -0.30***  | -0.16***  |
|                  | (-1.81)                         | (-2.28) | (-4.96) | (-5.51) | (-11.03) | (-6.21)   | (-7.22)   |
| ln(RI_tag_1-i)     | -0.44**                        | -0.04*** | -0.04*** | -0.06*** | -0.17***  | -0.30***  | -0.16***  |
|                  | (-5.19)                         | (-4.96) | (-4.96) | (-5.51) | (-11.03) | (-6.21)   | (-7.22)   |
| Constant           | 2.30                            | 1.66    | 7.04*** | 1.11     | 1.28***  | 3.40***  | 1.66***  |
|                  | (1.16)                          | (3.34)  | (10.74) | (5.25)   | (6.21)   | (7.22)   | (8.86)   |
| No. obs.           | 188                             | 188     | 188     | 188      | 568      | 514      | 439      |
| No. Countries      | 36                               | 36      | 36      | 36       | 88       | 88       | 88       |
| Period (4-year or 5-year) | 5-year   | 5-year | 5-year | 5-year | 4-year   | 4-year   | 4-year   |
| AR(2)              | 0.661                           | 0.574   | 0.949   | 0.655   | 0.096    | 0.581    | 0.069    |
| Hansen             | 0.746                           | 0.766   | 0.791   | 0.898   | 0.644    | 0.144    | 0.195    |
|                  |                                 | (0.029) | (0.50)  | (0.547) | (0.297)  | (0.297)  | (0.165)  |
|                  |                                 | (0.057) | (-0.005) | (-0.005) | (-0.005) | (-0.005) | (-0.005) |
| ln(RGRC_lag_1-1)   | -0.147*                         | -0.147* | -0.152* | -0.121** | -0.152*  | -0.120** | -0.139** |
| ln(RGRC_lag_1-2)   | -0.114*                         | -0.113* | -0.118* | -0.139** | -0.151*** | -0.155** | -0.154** |
| ln(RGRC_lag_1-3)   | -0.154*                         | -0.068** | -0.154** | -0.055  | -0.154** | -0.055  | -0.139** |
| Constant           | 19.824                         | 19.953  | 48.214*** | 53.349*** | 53.922*** | 51.545*** | 47.551*** |
| No. obs.           | 219                             | 219     | 296     | 300      | 515      | 519      | 797      |
| No. Countries      | 36                               | 62      | 62      | 62       | 88       | 89       | 89       |
| Periods (4-year or 5-year) | 4-year   | 4-year | 4-year | 4-year | 4-year   | 4-year   | 4-year   |
| R-sq (within)      | 0.442                          | 0.245*  | 0.618   | 0.602   | 0.511    | 0.503    | 0.454    |
| Note: G1, G2, and G3 stand for LMI (Lower-middle income), UMI (upper-middle income), and HI (High-income) economies, respectively. Middle-income economies are those with a GNI per capita of more than $1,090. LMI (Lower-middle income) and UMI (upper-middle income) economies are separated at a GNI per capita of $3,855. HI (High-income) economies are those with a GNI per capita of $11,906 or more.

*denotes statistical significance at the 10%, **at the 5%, ***at the 1% level. Standard errors are in parenthesis. Period dummies are included in all models; however, they are not reported. For models (1), (3), and (5) we used log of FDI for robustness check; in this case we calculated log (FDI+1) to avoid log of zero.

Notes: *denotes statistical significance at the 10%, **at the 5%, ***at the 1% level. T-statistics are in parenthesis. See Table 5A for definitions of groups G1, G2, and G3.
the sub groups such as G1+G2 or G2+G3 (for some other sub groups, we find similar results but not reported here for space limitations). The results are robust again showing the right signs as expected and with significant coefficients. In particular the variable inventory to GDP ratio \( \text{IRG} \) is again significant and has a negative sign as in the case of GDP per capita growth rates being the dependent variable. The fixed effects results are shown in Table 4b with similar conclusions as for the GMM results.

These results are overall robust since we used many countries, several samples\(^1\) according to stages of economic development, 4-year or 5-year averages to smooth out business cycles; three different econometric methods for panel data; several control variables at the same time; and various lags of the key variables IRG and IRI. The magnitude of coefficients is reasonable and as expected. For example, both investment in new capital of equipment and machines (lnI) and inventories ratios (IRG and IRI) are important in contributing to economic growth; the elasticity of new capital is larger than that of the LPS proxies. Also, R&D as a proxy of technical innovations and INS as a proxy for institutional quality are, in parallel with other variables, larger for the less developed nations in most models; the same applies for some other coefficients such as investment; and so on. In particular FDI and sometimes trade openness are significant, thus confirming the globalization issue mentioned earlier. Overall, our empirical evidence regarding the role of each variable in the two groups. Thus, for both the LPS proxies and the sub groups such as G1+G2 or G2+G3 (for some other sub groups, we find similar results but not reported here for space limitations). The results are robust again showing the right signs as expected and with significant coefficients. In particular the variable inventory to GDP ratio \( \text{IRG} \) is again significant and has a negative sign as in the case of GDP per capita growth rates being the dependent variable. The fixed effects results are shown in Table 4b with similar conclusions as for the GMM results.

These results are overall robust since we used many countries, several samples\(^1\) according to stages of economic development, 4-year or 5-year averages to smooth out business cycles; three different econometric methods for panel data; several control variables at the same time; and various lags of the key variables IRG and IRI. The magnitude of coefficients is reasonable and as expected. For example, both investment in new capital of equipment and machines (lnI) and inventories ratios (IRG and IRI) are important in contributing to economic growth; the elasticity of new capital is larger than that of the LPS proxies. Also, R&D as a proxy of technical innovations and INS as a proxy for institutional quality are, in parallel with other variables, larger for the less developed nations in most models; the same applies for some other coefficients such as investment; and so on. In particular FDI and sometimes trade openness are significant, thus confirming the globalization issue mentioned earlier. Overall, our empirical evidence regarding the role of each variable in the two groups. Thus, for both the LPS proxies and the sub groups such as G1+G2 or G2+G3 (for some other sub groups, we find similar results but not reported here for space limitations). The results are robust again showing the right signs as expected and with significant coefficients. In particular the variable inventory to GDP ratio \( \text{IRG} \) is again significant and has a negative sign as in the case of GDP per capita growth rates being the dependent variable. The fixed effects results are shown in Table 4b with similar conclusions as for the GMM results.

These results are overall robust since we used many countries, several samples\(^1\) according to stages of economic development, 4-year or 5-year averages to smooth out business cycles; three different econometric methods for panel data; several control variables at the same time; and various lags of the key variables IRG and IRI. The magnitude of coefficients is reasonable and as expected. For example, both investment in new capital of equipment and machines (lnI) and inventories ratios (IRG and IRI) are important in contributing to economic growth; the elasticity of new capital is larger than that of the LPS proxies. Also, R&D as a proxy of technical innovations and INS as a proxy for institutional quality are, in parallel with other variables, larger for the less developed nations in most models; the same applies for some other coefficients such as investment; and so on. In particular FDI and sometimes trade openness are significant, thus confirming the globalization issue mentioned earlier. Overall, our empirical evidence regarding the role of each variable in the two groups. Thus, for both the LPS proxies and the sub groups such as G1+G2 or G2+G3 (for some other sub groups, we find similar results but not reported here for space limitations). The results are robust again showing the right signs as expected and with significant coefficients. In particular the variable inventory to GDP ratio \( \text{IRG} \) is again significant and has a negative sign as in the case of GDP per capita growth rates being the dependent variable. The fixed effects results are shown in Table 4b with similar conclusions as for the GMM results.

These results are overall robust since we used many countries, several samples\(^1\) according to stages of economic development, 4-year or 5-year averages to smooth out business cycles; three different econometric methods for panel data; several control variables at the same time; and various lags of the key variables IRG and IRI. The magnitude of coefficients is reasonable and as expected. For example, both investment in new capital of equipment and machines (lnI) and inventories ratios (IRG and IRI) are important in contributing to economic growth; the elasticity of new capital is larger than that of the LPS proxies. Also, R&D as a proxy of technical innovations and INS as a proxy for institutional quality are, in parallel with other variables, larger for the less developed nations in most models; the same applies for some other coefficients such as investment; and so on. In particular FDI and sometimes trade openness are significant, thus confirming the globalization issue mentioned earlier. Overall, our empirical evidence regarding the role of each variable in the two groups. Thus, for both the LPS proxies and the sub groups such as G1+G2 or G2+G3 (for some other sub groups, we find similar results but not reported here for space limitations). The results are robust again showing the right signs as expected and with significant coefficients. In particular the variable inventory to GDP ratio \( \text{IRG} \) is again significant and has a negative sign as in the case of GDP per capita growth rates being the dependent variable. The fixed effects results are shown in Table 4b with similar conclusions as for the GMM results.

These results are overall robust since we used many countries, several samples\(^1\) according to stages of economic development, 4-year or 5-year averages to smooth out business cycles; three different econometric methods for panel data; several control variables at the same time; and various lags of the key variables IRG and IRI. The magnitude of coefficients is reasonable and as expected. For example, both investment in new capital of equipment and machines (lnI) and inventories ratios (IRG and IRI) are important in contributing to economic growth; the elasticity of new capital is larger than that of the LPS proxies. Also, R&D as a proxy of technical innovations and INS as a proxy for institutional quality are, in parallel with other variables, larger for the less developed nations in most models; the same applies for some other coefficients such as investment; and so on. In particular FDI and sometimes trade openness are significant, thus confirming the globalization issue mentioned earlier. Overall, our empirical evidence regarding the role of each variable in the two groups. Thus, for both the LPS proxies and the sub groups such as G1+G2 or G2+G3 (for some other sub groups, we find similar results but not reported here for space limitations). The results are robust again showing the right signs as expected and with significant coefficients. In particular the variable inventory to GDP ratio \( \text{IRG} \) is again significant and has a negative sign as in the case of GDP per capita growth rates being the dependent variable. The fixed effects results are shown in Table 4b with similar conclusions as for the GMM results.
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Panel data techniques such as GMM which takes into account the issue of endogeneity between growth rates and inventories ratios. We achieved this threefold aim. We used panel data for at least 88 countries (such as lean production, etc.). In inventories the ratio has been declining. And third, we highlight the positive role. Second, this positive role exists because the long term trend of a standard macro-economic growth model that the long term trend is a natural consequence of these systems. As recent theoretical and empirical studies show, the behavior of inventories ratios changed in-time, etc.) in the light of some pioneering theoretical articles which clearly show that the declining trend of the inventories ratios is between the introduction of modern production systems or possibly globalization (captured by FDIs and global production networks). In order to see how spread out in the world these systems have been we conducted a literature review and global production networks. In order to see how spread out in the world these systems have been we conducted a literature review and positively influenced by the declining trend of the inventories ratio see previous Tables. Standard errors are in parenthesis.

Notes: see previous Tables. Standard errors are in parenthesis.

Table 4a: The effect of LPS on Economic Development (GDP per Capita, Labor Productivity, and Total Factor Productivity) in Levels (GMM Model)

Conclusion

The aim of this paper is threefold. First, it is to show in the context of a standard macro-economic growth model that the long term trend of inventories ratio (either over GDP or investment) plays a significant and positive role. Second, this positive role exists because the long term trend of the inventories ratio has been declining. And third, we highlight the possible link between this declining ratio (or smaller changes in inventories) is between the introduction of modern production systems (such as lean production, etc.).

As far as we know this is the first rigorous econometric attempt to achieve this threefold aim. We used panel data for at least 88 countries all over the world for the period 1978 to 2008 by grouping the dependent variable of GDP per capita growth and several control variables plus the inventories ratio into four or five years periods in order to eliminate the influence of business cycles. To carry out the empirical analysis we used panel data techniques such as GMM which takes into account the issue of endogeneity between growth rates and inventories ratios.

We reviewed the new production systems (lean or flexible, just-in-time, etc.) in the light of some pioneering theoretical articles which clearly show that the declining trend of the inventories ratios is a natural consequence of these systems. As recent theoretical and empirical studies show, the behavior of inventories ratios changed since the 1980s. This coincided with the gradual introduction of the new production systems or possibly globalization (captured by FDIs and global production networks). In order to see how spread out in the world these systems have been we conducted a literature review that brings evidence of a considerable penetration of these modern production systems in the countries we examined.

Our results show that controlling for various explanatory variables, economic growth of the countries included in our study is significantly and positively influenced by the declining trend of the inventories ratio (thus the coefficient of this ratio is negative) in the context of panel data analysis. These results are robust since we have separated our sample into sub-samples of groups of countries and since we used several panel data.
techniques (FE, GMM, and HT). Also we used several samples ranging from 69, mostly 88, and sometimes up to 152 countries. Consistently, our results indicate that countries which continually reduce inventories ratios have higher rates of economic growth even, after controlling for initial development stage, physical and human capital, population growth, government consumption, inflation rate, trade openness, FDI, and furthermore, institutional quality and technology levels. The magnitude and signs of all coefficients are consistent and as expected according to standard practice in empirical economics.
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