Drift kinetic theory of alpha transport by tokamak perturbations
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Upcoming tokamak experiments fueled with deuterium and tritium are expected to have large alpha particle populations. Such experiments motivate new attention to the theory of alpha particle confinement and transport. A key topic is the interaction of alphas with perturbations to the tokamak fields, including those from ripple and magnetohydrodynamic modes like Alfvén eigenmodes. These perturbations can transport alphas, leading to changed localization of alpha heating, loss of alpha power, and damage to device walls. Alpha interaction with these perturbations is often studied with single particle theory. In contrast, we derive a drift kinetic theory to calculate the alpha heat flux resulting from arbitrary perturbation frequency and periodicity (provided these can be studied drift kinetically). Novel features of the theory include the retention of a large effective collision frequency resulting from the resonant alpha collisional boundary layer, correlated interactions over many poloidal transits, and finite orbit effects. Heat fluxes are considered for the example cases of ripple and the toroidal Alfvén eigenmode (TAE). The ripple heat flux is small. The TAE heat flux is significant and scales with the square of the perturbation amplitude, allowing the derivation of constraints on mode amplitude for avoidance of significant alpha depletion. A simple saturation condition suggests that TAEs in one upcoming experiment will not cause significant alpha transport via the mechanisms in this theory. However, saturation above the level suggested by the simple condition, but within numerical and experimental experience, which could be accompanied by the onset of stochasticity, could cause significant transport.

1. Introduction

Next generation tokamak experiments fueled with deuterium and tritium, including ARC (Sorbom \textit{et al.} 2015), SPARC (Creely \textit{et al.} 2020), and ITER (Ikeda \textit{et al.} 2007), will have significant populations of highly energetic particles, including alpha particles and energetic particles resulting from external heating. These energetic particles will strongly affect overall experiment performance. Alpha particle behavior is particularly important because alphas are expected to dominate plasma heating in many cases (Heidbrink 2002). Redistribution and loss of alpha particles could modify bulk plasma profiles due to changed localization of heating, could lead to loss of power needed to heat the plasma, and could cause damage to device walls (Heidbrink 2002, 2008), making study of alpha confinement and transport critical to the design, operation, and analysis of next generation experiments.

A major source of alpha particle transport is interactions with perturbations to the tokamak fields, which often come from ripple or magnetohydrodynamic (MHD) modes.

† Email address for correspondence: tolman@ias.edu
Ripple is a periodic, stationary magnetic perturbation of the plasma equilibrium due to the discrete nature of toroidal field coils. MHD modes are fluctuations of the plasma which include Alfvén eigenmodes (AEs) (Cheng & Chance 1986; Heidbrink 2008), driven by energetic particles, neoclassical tearing modes (NTMs) (La Haye 2006), destabilized by tokamak bootstrap current, and fishbones (Betti & Freidberg 1993), also destabilized by energetic particles. A major mechanism of such transport is the anomalous radial motion introduced by the perturbation via drifts and changed magnetic field direction. When an alpha particle’s motion is in phase with the periodicity of the perturbation, this radial motion results in transport. Transport of this nature has sometimes been described as bounce harmonic resonant transport (Linsker & Boozer 1982; Mynick 1986; Park et al. 2009; Kim et al. 2013; Logan et al. 2013).

Energetic particle transport is often analyzed numerically [for examples, see Snicker et al. (2013) and Collins et al. (2017)], using orbit following codes, including ASCOT (Hirvijoki et al. 2014; Varje et al. 2019), OFMC (Tani et al. 1981), and ORBIT (White & Boozer 1995). These codes numerically evolve the trajectories of a large ensemble of energetic particles in a tokamak magnetic equilibrium modified by a perturbation, often including the effect of collisions on individual particle trajectories. Understanding the physical mechanisms of transport can be challenging in numerical studies. In addition, codes may not have adequate phase space resolution to appropriately treat transport.

Analytically, energetic particle transport is often studied by considering the behavior of a single particle. Foundational works on transport identify the onset of significant energetic particle redistribution with individual particle trajectories becoming stochastic in phase space (Goldston et al. 1981; Sigmar et al. 1992; Collins et al. 2016). For MHD modes, this stochasticization can be attributed to particles becoming trapped and de-trapped in overlapping phase space islands created by resonances with the mode (White et al. 2010), while for ripple transport, this stochastic diffusion can be caused by large radial jumps at the turning points of trapped particle orbits (Goldston et al. 1981). Other works use guiding center equations of motion to examine resonance and drifts that exist when a single particle moves in a mode (Poli et al. 2008).

Such theories do not reveal the behavior of the perturbed energetic particle distribution function and do not allow the calculation of the concomitant energetic particle flux. Thus, an analytic drift kinetic evaluation of energetic particle heat transport by perturbations is sorely needed. This theory should calculate the perturbed particle distribution caused by a field perturbation while retaining all phase differences between this distribution perturbation and the radial particle velocity perturbation that leads to transport. Past work (Nagaoka et al. 2008) as well as a recent review (Todo 2019) have highlighted this need.

In this paper we develop such a theory for alpha particles. The theory as presently formulated does not treat species of energetic particles other than alphas because of the importance alphas have in determining next generation tokamak behavior and because the standardized form of the alpha distribution simplifies the calculation. The theory could later be adapted to other types of energetic particles with more complex distribution functions. Our theory is a drift kinetic extension of single particle studies which use guiding center theory. It includes correlated interactions over many poloidal transits, finite orbit effects, and a large effective pitch angle scattering collision frequency resulting from the narrow boundary layers encompassing the resonant interaction of the perturbation with the alphas. This large effective pitch angle scattering collision

† Information on ripple in ITER can be found in Kurki-Suonio et al. (2009); information on ripple in SPARC in Scott et al. (2020).
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frequency resolves the alpha resonance with the perturbation and provides the dissipation and decorrelation necessary for transport. [Traditional single particle theories of energetic particle transport often posit that collisions are not important because large energetic particle velocities reduce the particle collision frequency (Heidbrink & White 2020). However, in a kinetic theory, the presence of sharply localized in phase space boundary layers enhances the importance of these collisions such that their consistent inclusion is crucial, as we will show.]

Throughout the work, we assume that the perturbations responsible for transport are below the threshold for stochasticity. Most tokamaks will experience a large number of magnetic and electric field perturbations localized at different flux surfaces and with different mode numbers. These distinct field perturbations can work together to cause transport of alphas across the device even in the absence of stochasticity. In this scenario, collisions provide radial steps between neighboring mode surfaces, leading to the heat transport we calculate.† The transport is akin to a quasilinear evaluation with a collisionally broadened overlap of the isolated mode surfaces spaced within a collisional step size of each other. Indeed, as our results will ultimately prove to be independent of collision frequency, it may be that they are even valid for mild resonance overlap, as long as the slowing down distribution is not significantly distorted. This "sea" of perturbations of various toroidal mode numbers is reduced to a tractable problem by focusing on a single toroidal mode centered at a flux surface. The transport associated with the first few bounce and transit harmonics and the most resonant poloidal mode is then evaluated, because these contributions dominate the overall transport. The transport due to other poloidal mode numbers and higher bounce and transit harmonics will be smaller because of their phase mismatch.

The techniques developed herein are kept in fully general form so that they can be used for tokamak perturbations of any frequency, toroidal periodicity, poloidal periodicity, and radial structure (provided that the perturbation is treatable with drift kinetics). However, two perturbations are given as examples. First, alpha particles are found to have many resonances with ripple, but these resonances drive negligible transport. Second, alpha particles resonate with toroidal Alfvén eigenmodes (TAEs). These resonances drive significant alpha heat flux that increases with the square of mode amplitude. The heat flux expression can be used to derive a constraint on mode amplitude for avoidance of significant alpha depletion. A simple model for TAE saturation is developed to estimate TAE amplitude. The saturation estimate is consistent with numerical results presented elsewhere (Slaby et al. 2018) and is comfortably below the stochastic threshold given in Berk et al. (1992). As an example, the constraints and the saturation amplitude are evaluated for SPARC-like parameters. The estimate suggests that the TAE amplitude in SPARC will not cause significant depletion. However, a TAE saturation amplitude above that suggested by the simple model, but within experimental and modelling experience, could cause alpha particle depletion.

The structure of this paper follows. Section 2 introduces the mathematical description of the tokamak equilibrium and the drift kinetic equation which is used to describe alpha transport. It provides parameters for a SPARC-like tokamak which will be used as an example tokamak equilibrium throughout the paper. Then, the section and appendix A derive the slowing down distribution, which describes the unperturbed alpha population. Section 3 introduces the form of the perturbations which we study in this paper, and describes the particular parameters that describe ripple and TAE, the perturbations

† Such transport is analogous to the situation illustrated in figures 3 and 4 of Berk et al. (1995).
we use as examples. Section 4 discusses the plasma response to these perturbations, first giving the equation that governs how the alpha distribution function responds to perturbed fields, then solving this equation for the response as a function of the parameters describing the perturbation. Section 5 develops general formulae for the alpha particle heat flux from both trapped and passing alpha particle populations. These formulae are the key results of this paper. This section also considers the nature of a resonance function and phase factor that are key components of the formulae. Section 6 considers this heat flux for the case of ripple, and shows that it is very small. Section 7 derives compact expressions for trapped and passing fluxes for the TAE. These fluxes are used to understand what amplitude of TAE causes significant alpha depletion. A simple saturation condition is developed and the amount of transport caused by this saturated amplitude is considered. The conclusion, section 8, summarizes the paper results, gives implications for future experiments, and presents avenues for future work.

2. Equilibrium and governing equations

In this section, we first describe the tokamak magnetic equilibrium in which the alpha particle transport occurs and the parameters that describe alpha particles in this equilibrium. Then, we introduce the drift kinetic equation which is used to study alpha behavior. Next, we calculate the equilibrium alpha particle slowing down distribution function. The section concludes by giving specific tokamak parameters which will be used as examples throughout the paper.

2.1. Equilibrium and phase space coordinates

The coordinates describing the tokamak equilibrium are $\psi$ (the poloidal flux function), $\vartheta$ (the poloidal angle), and $\alpha$, defined by

$$\alpha \equiv \zeta - q(\psi) \vartheta. \quad (2.1)$$

Here, $\zeta$ is the toroidal angle. The safety factor is $q$, which characterizes the twist of the background magnetic field by $q(\psi) \equiv \hat{b} \cdot \nabla \zeta / \left( \hat{b} \cdot \nabla \vartheta \right)$ with $\hat{b}$ giving the direction of the equilibrium magnetic field. We study the behavior of alpha particles confined by a magnetic field which is axisymmetric and stationary except for the perturbation. Such a field is stated to zeroth order in the perturbation via the Clebsch representation as

$$\vec{B} = \nabla \alpha \times \nabla \psi = I(\psi) \nabla \zeta + \nabla \zeta \times \nabla \psi, \quad (2.2)$$

with $I(\psi)$ characterizing the strength of the toroidal magnetic field by $B_\zeta = I(\psi) / R$, where $R$ is the major radius coordinate. We do not consider background electric fields because they do not affect alpha particle trajectories as strongly as the magnetic fields.

† At this point, $\vartheta$ is a fully general straightened field line poloidal coordinate which must only be chosen such that $q(\psi) = (\hat{b} \cdot \nabla \zeta) / (\hat{b} \cdot \nabla \vartheta)$. This allows for shaping and finite aspect ratio. Later, in section 5 a circular-cross-section, high-aspect-ratio approximation is used to obtain analytic expressions for the flux.

‡ Later in the paper, an approximate form of this definition, $q(\psi) \approx \left( R \hat{b} \cdot \nabla \vartheta \right)^{-1}$, with $R$ the major radius coordinate, will be used to simplify expressions.
As noted previously, the unit vector corresponding to this field is
\[
\vec{B}/B \equiv \hat{b}.
\] (2.3)

The poloidal component of the field is denoted \(B_p\), and can be found from \(B_p \approx \epsilon B/q\), with the inverse aspect ratio \(\epsilon \approx r/R\), where \(r\) is local the minor radius. [The flux coordinate and the minor radius are related by \(\partial/\partial \psi = (1/RB_p) \partial/\partial r.\)] The shear of the field is given by
\[
s \equiv (r/q) \partial q/\partial r.
\] (2.4)

The total magnetic and electric fields affecting the alpha particles will include both the equilibrium magnetic field and magnetic and electric fields resulting from the perturbations, which are discussed in section 3. The total magnetic field from all of these sources is denoted \(\vec{B}_{tot}\) (with unit vector \(\hat{b}_{tot}\)) and the total electric field is \(\vec{E}_{tot}\). Several parameters can be defined in terms of the total field or the unperturbed field; the total quantities are in general only used before the perturbation analysis is carried out.

Alpha particles in these fields are characterized by their velocity, \(v\) (or, equivalently, energy normalized to mass, \(\mathcal{E} \equiv v^2/2\)), the sign of \(v\|\), their velocity parallel to the equilibrium magnetic field, and their pitch angle, which may be defined relative to the total magnetic field,
\[
\lambda_{tot} = \frac{B_0 v^2_{\perp,tot}}{B_{tot} v^2},
\] (2.5)
with \(B_0\) the equilibrium on-axis magnetic field strength, or relative to the unperturbed field,
\[
\lambda = \frac{B_0 v^2_{\perp}}{B v^2}.
\] (2.6)

(Here, \(v_{\perp,tot}\) is the speed perpendicular to total field and \(v_{\perp}\) is the speed perpendicular to the unperturbed field.)

The alpha particle mass and charge are given by \(M_\alpha\) and \(Z_\alpha\), respectively; \(\Omega_{tot} \equiv Z_\alpha e B_{tot}/M_\alpha c\) is the gyrofrequency in the total field and \(\Omega \equiv Z_\alpha e B/M_\alpha c\) the gyrofrequency in the unperturbed field. The alpha particle poloidal gyrofrequency is \(\Omega_p \equiv Z_\alpha e B_p/M_\alpha c\). The alpha particle gyroradius is \(\rho_\alpha \equiv v_{\perp}/\Omega\), and the poloidal gyroradius \(\rho_{p\alpha} \equiv v_{\perp}/\Omega_p\).

2.2. Drift kinetic equation and equilibrium alpha particle distribution

We study the effect of perturbations on the energetic alpha particle distribution function \(f\) using Hazeltine’s drift kinetic equation \cite{Hazeltine1973}. This formalism is appropriate when \(\rho_\alpha\) (which at the alpha particle birth speed is typically a couple of centimeters) is much less than the length scales relevant to the problem, including the perpendicular scale length of the perturbation and the scale length of the alpha particle

\[
\text{This follows from the expression for the particle drifts, given in (2.13), where we can find that for alphas the tangential component of the } \vec{E} \times \vec{B}\text{ drift is given by } \vec{v}_E \times \vec{B} \cdot \nabla \alpha = -c \Phi_0/\partial \psi, \text{ with } \Phi_0 \text{ the background potential, while the } \nabla B\text{ drift is given by } \vec{v}_B \cdot \nabla \alpha = \rho_\alpha v_0/(aR), \text{ with } \rho_\alpha \text{ the alpha gyroradius and } v_0 \text{ the alpha birth speed. Typically, } \partial \Phi_0/\partial \psi \sim -(T_i/e\tilde{n}_i) \partial n_i/\partial \psi, \text{ with } T_i \text{ and } n_i \text{ the background ion temperature and density, respectively. Taking the scale length of the ion population to be the device minor radius } a \text{ gives } \vec{v}_E \times \vec{B} \cdot \nabla \alpha \sim \rho_i v_i/a^2, \text{ with } \rho_i \text{ the ion gyroradius. The tangential component of the } \nabla B\text{ drift is then larger than the tangential component of the } \vec{E} \times \vec{B}\text{ drift by a factor of } \epsilon \rho_\alpha v_0/(\rho_i v_i), \text{ which is large.}
density,
\[ a_\alpha \equiv - \frac{n_\alpha}{RB_B \partial n_\alpha / \partial \psi}, \tag{2.7} \]
with \( n_\alpha \) the alpha particle density. The drift kinetic equation reads:
\[
\frac{\partial f}{\partial t} + \left( v_{||,tot} \hat{b}_{tot} + \vec{v}_{tot} \right) \cdot \nabla f + \left[ \frac{Z_\alpha e}{M_\alpha} \left( v_{||,tot} \hat{b}_{tot} + \vec{v}_{tot} \right) \cdot \vec{E}_{tot} + \frac{\lambda_{tot} v^2}{2B_0} \frac{\partial B_{tot}}{\partial t} \right] \frac{\partial f}{\partial \vec{E}}
= C \{ f \} + \frac{S_{fus} \delta (v - v_0)}{4\pi v^2}. \tag{2.8} \]

Here, \( S_{fus} \) is the source rate due to fusion, \( v_0 \) is the alpha particle birth speed \((1.3 \times 10^9 \text{ cm s}^{-1})\), and \( \vec{E}_{tot} \) is the total electric field (equal to the contribution from the perturbations, since we neglect the background electric field). The velocity parallel to the total field is \( v_{||,tot} \). The energetic alpha collision operator represents collisions with the background plasma electrons and ions, and is given by \cite{Cordey1976, Catto2018}.

\[
C \{ f \} = \frac{1}{\tau_s v^2} \frac{\partial}{\partial v} \left[ \left( v^3 + v_e^3 \right) f \right] + \frac{2v^3 B_0}{\tau_s v^3 B} \frac{\partial}{\partial \lambda} \left( \frac{v}{v} \frac{\partial f}{\partial \lambda} \right), \tag{2.9} \]

(Note that the distinction between the total and the unperturbed field is unimportant in the collision operator.) The first term represents electron and ion drag while the second represents pitch angle scattering off of bulk ions. Here, the alpha slowing down time is given by
\[
\tau_s (\psi) = \frac{3M_\alpha T_e^{3/2} (\psi)}{4 \left( 2\pi m_e \right)^{1/2} Z_\alpha e^4 n_e (\psi) \ln A_e}, \tag{2.10} \]

with \( \ln A_e, T_e, n_e, \) and \( m_e \), the Coulomb logarithm, the electron temperature, density, and mass, respectively. The critical speed at which alpha particles switch from being mainly decelerated by electrons to being mainly decelerated by ions is found by summing over background ions,
\[
v_e^3 (\psi) = \frac{3\pi^{1/2} T_e^{3/2} (\psi)}{(2m_e)^{1/2} n_e (\psi)} \sum_i \frac{Z_i^2 n_i (\psi)}{M_i}, \tag{2.11} \]

with \( Z_i, n_i, \) and \( M_i \) the charge, density, and mass of each of the background species. This is of similar size to \( v_\lambda \), the speed at which pitch angle scattering is important to the behavior of the equilibrium energetic alpha population, which does not have the narrow boundary layers encountered later:
\[
v_\lambda (\psi) \equiv \frac{3\pi^{1/2} T_e^{3/2} (\psi)}{(2m_e)^{1/2} n_e (\psi)} M_\alpha \sum_i Z_i^2 n_i (\psi). \tag{2.12} \]

The drift velocity is given by
\[
\vec{v}_{d,tot} = \frac{c}{B_{tot}^2} \vec{E}_{tot} \times \vec{B}_{tot} + \frac{\lambda_{tot} v^2}{2B_0 \Omega_{tot}} \hat{b}_{tot} \times \nabla B_{tot} + \frac{v^2}{\Omega_{tot}} \hat{b}_{tot} \times \left( \hat{b}_{tot} \times \nabla \hat{b}_{tot} \right), \tag{2.13} \]

where the different terms represent, respectively, the \( \vec{E} \times \vec{B} \) drift, the \( \nabla B \) drift, and the curvature drift. We use \( \vec{v}_d \) to refer to the zeroth order drift in the presence of only the unperturbed field.

The alpha particle distribution, \( f \), consists of an equilibrium component, \( f_0 \), and a response to any electromagnetic perturbations, \( f_1 \). Using \eqref{2.8}, \( f_0 \) can be calculated to be the familiar slowing down distribution:
Table 1: Example tokamak parameters used in this paper, similar to those planned for SPARC (Creely et al. 2020, Rodriguez-Fernandez et al. 2020). The bulk plasma is assumed to be an equal mix of deuterium and tritium. For convenience, this table includes the alpha particle birth speed, \( v_0 \), even though this parameter is the same in any tokamak.

| Parameter | Value |
|-----------|-------|
| \( B_0 \) | \( 1.2 \times 10^5 \) G |
| \( R \) | 185 cm |
| \( n_e, n_i \) | \( 4 \times 10^{14} \) cm\(^{-3} \) |
| \( T_e \) | 20 keV |
| \( v_0 \) | \( 1.3 \times 10^9 \) cm s\(^{-1} \) |

The derivation of this expression for suprathermal alphas is given in Appendix A.

2.3. Example tokamak parameters

When numerical examples are needed in this paper, we use the equilibrium parameters given in Table 1, which are similar to those planned for SPARC, a DT tokamak experiment currently under development (Creely et al. 2020, Rodriguez-Fernandez et al. 2020).

3. Form of electromagnetic perturbations

The aim of this paper is to calculate the response of the tokamak background described previously to a magnetic field perturbation, an electric field perturbation, or a combination thereof. In this section, we describe the form of these perturbations and discuss the example cases used in this paper.

3.1. General description of perturbations

As discussed in 2.2, the drift kinetic treatment bounds the scale length of the perturbation to be much longer than the alpha particle gyroradius, but the form of the perturbation is otherwise flexible. In general, perturbations to the tokamak background field can be represented by a perturbed vector potential,

\[
\vec{A}_1 = \vec{A}_\perp (\psi, \vartheta, \alpha, t) + A_\parallel (\psi, \vartheta, \alpha, t) \hat{b},
\]

and a perturbed electric potential \( \Phi_1(\psi, \vartheta, \alpha, t) \). These correspond to a perturbed electric field \( \vec{E}_1 = -\nabla \Phi - (1/c) \partial \vec{A}_1 / \partial t \) and a perturbed magnetic field \( \vec{B}_1 = \nabla \times \vec{A}_1 \). We refer to the parallel perturbed magnetic field resulting from \( \vec{A}_\perp \) as \( B_1\parallel \). The overall magnetic field unit vector \( \hat{b}_{tot} \) is related to the perturbation and the background field by

\[
\hat{b}_{tot} \approx \hat{b} + B^{-1} \left( \nabla A_\parallel \times \hat{b} \right).
\]

A perturbation can be characterized by a frequency \( \omega \), a toroidal mode number \( n \), a poloidal mode number \( m \), and an effective radial wave number \( k_\psi \), or by a sum of components each characterized by these quantities. These fully-general forms are maintained in the paper until specific examples are computed in sections 6 and 7.
The first example perturbation considered in this paper is ripple, which results from the discrete nature of tokamak field coils. Ripple is composed of a perpendicular vector potential perturbation and corresponding parallel magnetic field $B_{\perp \parallel}$ and is time independent. It is characterized by a high $n \approx 18$ and low $m$ in most devices; its radial scale length is roughly determined by the device size or some fraction thereof, so $k_{\psi} \sim 1/a$ (note that $k_{\psi}$ depends on several other parameters, including $n$, but we require only knowledge of the rough size of $k_{\psi}$ for ripple). These characteristics mean that the drift kinetic formalism is appropriate. Ripple is typically of strongest magnitude on the low field side in regions of high safety factor $q$, high minor radius normalized to major radius $\epsilon$, and high shear $s$. [Information on ripple in ITER can be found in Kurki-Suonio et al. (2009); information on ripple in SPARC in Scott et al. (2020).] A summary of these typical values, as well as the specific example values of key ripple parameters used to demonstrate the evaluation of alpha heat flux, is given in table 2.

The second example perturbation is the TAE. The TAE is a special class of Alfvén wave that exists in a tokamak; its structure is described by magnetohydrodynamics (Van Zeeland et al. 2006). The TAE is destabilized by energetic particles (Fu & Van Dam 1989). TAEs, and many other MHD modes, are time dependent, with magnetic fields perpendicular to the background field, and result in no parallel electric field (White 2013). They are represented by a vector potential with $\vec{A}_\perp = 0$ and an electric potential that obeys

$$ -\frac{1}{c} \frac{\partial A_\parallel}{\partial t} - \hat{b} \cdot \nabla \Phi = E_\parallel = 0. \tag{3.3} $$

[This representation of the modes is used frequently in orbit-following codes (Hirvijoki et al. 2012).] The TAE frequency is given by $\omega \approx v_A/\langle 2qR \rangle$, with $v_A$ the on-axis Alfvén speed, $v_A \equiv B_0/\sqrt{4\pi n_i m_i}$, with $m_i$ the average ion mass (Heidbrink 2008). TAEs mostly exist in the core and outer core of the tokamak, where $q$, $\epsilon$, and $s$ have low to moderate values (Rodrigues et al. 2015). A simple analytic estimate predicts that the most strongly driven TAEs are characterized by toroidal mode numbers $n$ ranging from $\sqrt{\epsilon R q_p}/(q v_A)$ to $R q_p/(q v_A)$, depending on if TAEs are driven primarily by trapped or passing particles (Fu & Cheng 1992; Breizman & Sharapov 1995; Fülöp et al. 1996; Rodrigues et al. 2015). Alpha-driven TAEs interact with both trapped and passing particle populations, such that the most destabilized values of $n$ will be intermediate between these values. However, for the specific value of $n$ we use to compute numerical examples in this paper, we select a value near the bottom of the range in order to strictly obey the drift kinetic ordering. (Higher $n$ modes are narrower and their width may approach the alpha gyroradius, such that drift kinetics is not a good description of their behavior.) The poloidal mode number $m$ is given by $n q - 1/2$ (Heidbrink 2008) and the radial wave number $k_{\psi}$ is given by $k_{\psi} = n q / (\epsilon R)$ (Breizman & Sharapov 1995; Rodrigues et al. 2016; Tolman et al. 2019). The condition (3.3) and the TAE parameters can be used to find $\Phi = v_A A_\parallel/c$. A summary of the typical TAE characteristics and the specific values used as examples in this paper are given in table 2.

† Inclusion of finite ion gyroradius effects introduces a parallel electric field, but these effects are small and are outside the scope of the MHD model often used to describe TAE structure.

‡ This estimate results from balancing the width of the mode $1/k_{\psi} \sim \epsilon R/(n q)$, with the width of the particle orbit of resonant alpha particles (which scales with $v_A \sqrt{\epsilon}/\Omega_p$ for trapped particles and with $v_A/\Omega_p$ for passing particles). Various variations of this balance exist in the literature.
Table 2: Defining characteristics of this paper’s two demonstration perturbations and typical equilibrium parameters where these perturbations exist. The value \( n \) is, for ripple, a common ripple periodicity, and, for TAEs, the range of strongly-driven toroidal mode numbers. However, other values of \( n \) are also sometimes of interest for these perturbations. The specific values of these quantities used for numerical examples in this paper are also included. "N/A" denotes parameters for which specific example values are not needed.

4. Plasma response to perturbations

In this section, we calculate the plasma response to the perturbation described in the previous section. Doing so requires developing a phenomenological understanding of the transport and the role of the collision operator. Later, in section 5, this plasma response and an expression for the radial velocity resulting from the perturbation will be used to calculate the alpha heat flux caused by the perturbation.

4.1. Initial equation setup

To first order in the perturbation, the drift kinetic equation \((2.8)\) is

\[
\partial_t f_1 + (v\hat{b} + \vec{v}_d) \cdot \nabla f_1 + \left[ (v\hat{b}_{tot} + \vec{v}_{d,tot}) \cdot \nabla \psi \right] \frac{\partial f_0}{\partial \psi} + \left[ \frac{Z_\alpha e}{M_\alpha} (v\hat{b} + \vec{v}_d) \cdot \vec{E}_1 \right] \frac{\partial f_0}{\partial \mathcal{E}} = C \{ f_1 \}, \tag{4.1}
\]

where \( f_1 \) is the distribution function response to the perturbation and \( \left[ (v\hat{b}_{tot} + \vec{v}_{d,tot}) \cdot \nabla \psi \right] \) is the component of \( \left[ (v\hat{b}_{tot} + \vec{v}_{d,tot}) \cdot \nabla \psi \right] \) resulting from the perturbation. Further analysis of this equation is simplified by working in a coordinate that follows the alpha particle orbit, which has a finite departure from a flux surface. This variable is the following constant of the alpha particle’s motion \( \psi_* \)

\[
\psi_* \equiv \psi - \frac{I v_{\parallel}}{\Omega} \tag{4.2}
\]

† This drift kinetic angular momentum is a constant of the alpha particle’s motion because the left-hand side of \((A1)\) operating on it is zero:

\[
(v\hat{b} + \vec{v}_d) \cdot \nabla \psi_* = \vec{v}_d \cdot \nabla \psi - v_{\parallel} \hat{b} \cdot \nabla \left( I v_{\parallel}/\Omega \right) - \vec{v}_d \cdot \nabla \left( I v_{\parallel}/\Omega \right). \]

It can be shown (Helander & Sigmar 2005; Parra & Catto 2010) that \( \vec{v}_d \cdot \nabla \psi = v_{\parallel} \hat{b} \cdot \nabla \left( I v_{\parallel}/\Omega \right) \) and \( \vec{v}_d \cdot \nabla \left( I v_{\parallel}/\Omega \right) = 0 \), such that \( (v\hat{b} + \vec{v}_d) \cdot \nabla \psi_* = 0 \).
The coordinate $\alpha$ is modified from (2.1) in accordance:

$$\alpha_* \equiv \zeta - q_* \vartheta,$$

with

$$q_* = q(\psi_*),$$

the safety factor evaluated at $\psi_*$ instead of $\psi$. Consistent with the approximation (A10), we can take that $\partial f_0 / \partial \psi_* \approx \partial f_0 / \partial \psi$. The perturbed distribution $f_1$ has two parts, such that $f_1 = h + (Z_\alpha e\Phi/M_\alpha) \partial f_0 / \partial \mathcal{E}$. The second term is an adiabatic response to the perturbation, which does not participate in transport (it is exactly out of phase with the perturbed velocity that causes transport).

Evaluation of $\left[ (v_{||} \hat{b}_{tot} + \vec{v}_d) \cdot \nabla \psi \right]_1$ gives that the equation governing $h$ is

$$\partial_t h + (v_{||} \hat{b} + \vec{v}_d) \cdot \nabla h - C \left\{ h + \frac{Z_\alpha e\Phi}{M_\alpha} \frac{\partial f_0}{\partial \mathcal{E}} \right\} = - \frac{Z_\alpha e}{M_\alpha} \left( \frac{\partial \Phi}{\partial \mathcal{t}} - \frac{v_{||} \partial A_{||}}{e \mathcal{t}} + \frac{\lambda v^2}{2c\Omega} \frac{\partial B_{1||}}{\partial \mathcal{t}} \right) \frac{\partial f_0}{\partial \mathcal{E}} - C \left( \frac{\partial \Phi}{\partial \alpha_*} - \frac{v_{||} \partial A_{||}}{c} \frac{\partial \alpha_*}{\partial \mathcal{t}} + \frac{\lambda v^2}{2c\Omega} \frac{\partial B_{1||}}{\partial \alpha_*} \right) \frac{\partial f_0}{\partial \psi_*}. \tag{4.5}$$

Note that the collision operator acting on the adiabatic component is not zero, as it sometimes is in similar calculations.

The perturbed fields $\Phi$, $A_{||}$, and $B_{1||}$ are functions of $\psi$, $\zeta$, and $\vartheta$ and can be Fourier analyzed in those coordinates, then rewritten in terms of $\psi$, $\alpha$, and $\vartheta$. For example, the electric potential is given by

$$\Phi(\psi, \vartheta, \alpha) = \sum_{m,n,\omega} \Phi_{mn\omega} \cos \left[ n\alpha - \omega t + (nq - m) \vartheta + \int \psi \psi' \frac{k_{\psi}}{RB_p} \right] = \sum_{m,n,\omega} \Re \left[ \Phi_{mn\omega} e^{in\alpha_* - i\omega t + i(nq_* - m)\vartheta + i \int \psi \psi' \frac{k_{\psi}}{RB_p}} \right]. \tag{4.6}$$

Moreover, for use in (4.5), the fields can also be written in terms of the starred coordinates, so that, for example,

$$\Phi(\psi, \vartheta, \alpha) = \sum_{m,n,\omega} \Re \left[ \Phi_{mn\omega} e^{in\alpha_* - i\omega t + i(nq_* - m)\vartheta + i \int \psi \psi' \frac{k_{\psi}}{RB_p} + i k_{\psi} f_{\psi' \psi} \frac{1}{RB_p}} \right]. \tag{4.7}$$

Due to the dominance of parallel streaming over drifts, we may take that $\vec{v}_d \cdot \nabla \vartheta \ll v_{||} \hat{b} \cdot \nabla \vartheta$. Also, the form of the magnetic field introduced in (2.2) can be used to show $v_{||} \hat{b} \cdot \nabla h = v_{||} \hat{b} \cdot \nabla \vartheta \partial h / \partial \vartheta$. Then, (4.5) becomes

$$\partial_t h + v_{||} \hat{b} \cdot \nabla \vartheta \frac{\partial h}{\partial \vartheta} + \omega_{\alpha_*} \frac{\partial h}{\partial \alpha_*} = C \left\{ h + \frac{Z_\alpha e\Phi}{M_\alpha} \frac{\partial f_0}{\partial \mathcal{E}} \right\} - i \sum_{m,n} D_{nm} S_{mn\omega} e^{in\alpha_* - i\omega t + i(nq_* - m)\vartheta + i \int \psi \psi' \frac{k_{\psi}}{RB_p} + i k_{\psi} f_{\psi' \psi} \frac{1}{RB_p}}, \tag{4.8}$$
where
\[ \omega_{\alpha} \equiv \vec{v}_d \cdot \nabla \alpha + v_{\parallel} \dot{\vec{b}} \cdot \nabla \left( \partial \frac{I v_{\parallel}}{\Omega} \frac{\partial q}{\partial \psi} \right) = v_{\parallel} \dot{\vec{b}} \cdot \nabla \alpha + \frac{B v_{\parallel}}{\Omega b \cdot \nabla \vartheta} \] (4.9)
and \( S_{mn\omega} \) is given by
\[ S_{mn\omega} (\vartheta, v, \lambda) = \Phi_{mn\omega} - \frac{v_{\parallel}}{c} A_{mn\omega} + \frac{\lambda v^2}{2e\Omega} B_{1\parallel mn\omega}. \] (4.10)
(The \( \vartheta \) dependence displayed in \( S_{mn\omega} \) is due to the dependence of \( v_{\parallel} \) on this quantity.)

Also, we define
\[ D_{n\omega} (v, \psi_*) \equiv c n \frac{\partial f_0}{\partial \psi_*} \left( 1 - \frac{\omega}{n\omega_*} \right) \] (4.11)
with
\[ \omega_* = \frac{c M_\alpha \partial f_0 / \partial \psi_*}{Z_\alpha e \partial f_0 / \partial \mathcal{E}}. \] (4.12)

Note that the drifts on the left side of (4.8) are caused by the unperturbed fields. Thus, we can employ the following form of \( h \):
\[ h (\psi_*, \vartheta, \alpha_*, t, v, \lambda, \sigma) = \sum_{n, \omega} h_{n\omega} (\vartheta, v, \lambda, \sigma) e^{in\alpha_* - i\omega t + i\psi_*} \psi_0^{k\omega}. \] (4.13)

Here, we have introduced the variable \( \sigma \), defined as follows:
\[ \sigma = \begin{cases} 0, \text{trapped particles} \\ \frac{v_{\parallel}}{|v_{\parallel}|}, \text{passing particles} \end{cases}. \] (4.14)

4.2. Role of collisionality, phenomenological description of transport, and form of collision operator

At this point, a discussion of the role of collisionality in the transport reveals the appropriate treatment of the collision operator in (4.8). This role is directly analogous to that played by collisionality in superbanana plateau tokamak transport [see discussion in Shaing (2015); Calvo et al. (2017); Catto (2019a)]. It is also similar to the role played by collisionality in the plateau regime of neoclassical transport [see Helander & Sigmar (2005)], in the damping of plasma echos [see Su & Oberman (1968)], and in other wave-particle resonance processes (Duarte et al. 2019; Catto 2020).

Our analysis of the transport equation (4.8) will reveal that the effect of the perturbations on particle motion is highest for particles which are in resonance with the mode, that is, those for which all terms on the left side of (4.8) vanish. If there were no collisionality, the effect of the perturbation drift [represented by the second term on the left side of (4.8)], on such resonant particles would diverge. So collisionality is necessary to resolve the singularity of the resonance.

\[ A \text{ small boundary layer of finite width in pitch} \]

\[ \dagger \text{The quantity } \omega_{\alpha_*} \text{ is found as follows: } \left( v_{\parallel} \dot{\vec{b}} + \vec{v}_d \right) \cdot \nabla \alpha_* = \left( v_{\parallel} \dot{\vec{b}} + \vec{v}_d \right) \cdot \left( \nabla \zeta - q \nabla \vartheta + \left( I v_{\parallel}/\Omega \right) \left( \partial q/\partial \psi \right) \nabla \vartheta \right) \approx \vec{v}_d \cdot \nabla \alpha + v_{\parallel} \dot{\vec{b}} \cdot \nabla \left[ \vartheta \left( I v_{\parallel}/\Omega \right) \left( \partial q/\partial \psi \right) \right]. \]

\[ \ddagger \text{Here, we refer only to behavior existing within the equation we solve: a linearized drift kinetic equation with a perturbation of zero or real frequency. Physically, it is possible for other effects to resolve the resonance. For instance, resonant particles will dephase from the} \]
angle space and velocity space will collisionally disrupt resonance with the mode, and the perturbed distribution function will vary sharply near this layer. Pitch angle scattering, represented by the second term in (2.9), rather than drag, is the important collisional behavior because the second derivative of the pitch angle scattering operator is stronger near the resonance boundary layer than the first derivative of the drag. A schematic picture of $h$ about a resonant location in pitch-angle space is given in figure 1. A possible physical interpretation of this resonance structure is that particles drift while resonant with the wave until they pitch angle scatter, giving rise to gradual diffusion (Helander & Sigmar 2005). This understanding yields a phenomenological estimate of the heat flux which should result from the transport being considered. The heat flux will be given by

$$Q_\alpha \sim M_\alpha v_{res}^2 \delta \lambda \left\{ \left[ \left( v_{\parallel} \hat{b}_{tot} + \hat{v}_{d,tot} \right) \cdot \nabla \psi \right]_1 \Delta t \right\}^2 \Delta t^{-1} \frac{\partial n_\alpha}{\partial \psi} ,$$

with $M_\alpha$ the alpha particle mass, $v_{res}$ a characteristic alpha resonant velocity, $\delta \lambda$ the fraction of particles that are resonant with the mode, $\left( v_{\parallel} \hat{b}_{tot} + \hat{v}_{d,tot} \right) \cdot \nabla \psi$ the radial velocity caused by the perturbation, $\Delta t$ the time that a particle moves before becoming decorrelated by a collision (such that $\left( v_{\parallel} \hat{b}_{tot} + \hat{v}_{d,tot} \right) \cdot \nabla \psi$ is the step a particle takes before becoming decorrelated). The fraction of particles affected by the mode is estimated from the width of the boundary layer representing the broadened resonance, given by balancing the left side of (4.8) (we use $\omega_\alpha$, to include pitch angle dependence) perturbation as they are moved by it, resulting in nonlinear resolution of the resonance through the formation of phase space islands. The addition of a small imaginary component to the perturbation frequency is also able to resolve the resonance. However, it is not clear that phase space island formation (in the absence of resonance overlap) or an imaginary component of the frequency provide the decorrelation and dissipation necessary for transport. The relationship between these mechanisms and pitch angle collisions in resolving the resonance and in causing transport is an interesting avenue for future work. One possibility is that resonance resolution by these mechanisms is similar enough to the collisional resolution that fluxes calculated in this paper are valid in cases where collisional resolution is less important than other mechanisms.
with the pitch angle scattering part of the collision operator, \( \frac{\nu_{\text{pas}}}{\nu_\omega} \),
\[
n_\omega, \delta \lambda \sim \frac{\nu_{\text{pas}}}{\delta \lambda^2},
\]
with \( \nu_{\text{pas}} \) representing the coefficient of the second term of \( \frac{\nu_{\text{pas}}}{\nu_\omega} \). [Note that the effect of the collision operator on the adiabatic component, \( (Z_\alpha e\Phi/M_\alpha) \partial f_0/\partial \mathcal{E} \), is negligible in comparison to the sharp variation of \( h \) in the resonant boundary layer.] Thus, we have
\[
d \delta \lambda \sim \left( \frac{\nu_{\text{pas}}}{n_\omega} \right)^{1/3}.
\]
The decorrelation time \( \Delta t \) is given by \( \Delta t \sim \delta \lambda^2/\nu_{\text{pas}} \), such that estimated flux is
\[
Q_\alpha \sim \frac{M_\alpha v_{\text{res}}^2}{n_\omega} \left[ \left( v_\parallel \hat{b}_{\text{tot}} + \vec{v}_{d,\text{tot}} \right) \cdot \nabla \psi \right]^2 \left\{ \partial f_0/\partial \mathcal{E} \right\}.
\]
Note that this flux is independent of the collision frequency \( \nu_{\text{pas}} \) because \( \delta \lambda \times \Delta t \) is independent of the collision frequency. The role of the collisions is crucial to the transport, but collisionality does not appear in the final expression for the flux. Thus, in the following steps we use a Krook collision operator (Bhatnagar et al. 1954; Mynick 1986), that is, an operator for which \( C \{ h \} = -v h \). The Krook operator \( \nu \) is related to \( \nu_{\text{pas}} \) by \( \nu \sim \nu_{\text{pas}}/\delta \lambda^2 \) [recall that the pitch angle scattering operator \( \frac{\nu_{\text{pas}}}{\nu_\omega} \) depends on the second derivative of \( h \) with respect to \( \lambda \)]. We also ignore the effect of the collision operator on the adiabatic response because the sharp variation of \( h \) is more important.

Whenever collisions play a role in the calculation, they allow the convergence of a sum or resolve a singularity, actions which are not qualitatively sensitive to the full form of the collision operator.

### 4.3. Solution for \( h \) with the Krook operator

Inserting the Krook operator and the form \( 4.13 \) into \( 4.8 \) reveals the equation to be solved for each \( h_\omega \):
\[
v_\parallel \hat{b} \cdot \nabla \vartheta \frac{\partial h_\omega}{\partial \vartheta} - i (\omega - n_\omega \alpha + iv) h_\omega = -i D_{\text{nw}} \sum_m S_{mn\omega} e^{i(nq - m)\vartheta + ik_\psi v_\parallel R B_p \Omega}.
\]
Now, recall the variable \( \tau \), which characterizes the progression of particles along the magnetic field [see \( A.6 \)]. Then, defining
\[
A(\tau) \equiv \omega - n_\omega \alpha - v_\parallel \hat{b} \cdot \nabla \left[ (nq - m) \vartheta + \frac{k_\psi v_\parallel}{R B_p \Omega} \right],
\]
\( 4.19 \) may be written
\[
\frac{\partial}{\partial \tau} \left[ h_\omega e^{-i \int_{\tau_0}^{\tau} d\tau' (\omega - n_\omega \alpha + iv)} \right] = -i D_{\text{nw}} \sum_m S_{mn\omega} e^{-i \int_{\tau_0}^{\tau} d\tau' [A(\tau') + iv]} e^{ik_\psi v_\parallel (\vartheta = 0) R B_p \Omega}.
\]
Here, we have chosen \( \tau_0 \) such that \( \vartheta (\tau_0) = 0 \). The perturbed distribution function \( h_\omega \) can then be found by integrating from \( \tau = -\infty \), where \( h_\omega = 0 \), forward to the "present" time \( \tau = 0 \), with \( \vartheta (\tau = 0) = \vartheta \),
\[
h_\omega e^{-i \int_{\tau_0}^{\tau} d\tau' (\omega - n_\omega \alpha + iv)} \bigg|_{\tau = 0} = -i D_{\text{nw}} e^{ik_\psi v_\parallel (\vartheta = 0) R B_p \Omega} \sum_m \int_{-\infty}^{0} S_{mn\omega} e^{-i \int_{\tau_0}^{\tau} d\tau' [A(\tau') + iv]} d\tau.
\]
Moving the exponential on the left side to the right side gives

\[
h_{n\omega} = -iD_{n\omega} \sum_{m} e^{i(nq_s-m)\theta + \frac{ik_q}{\pi p_{||}} \tau} \int_{-\infty}^{0} S_{mn\omega} e^{-i \int_{0}^{\tau} d\tau' [\Lambda(\tau') + iv]} d\tau.
\]  

(4.23)

The preceding expression represents the response of the plasma distribution to the presence of a perturbation of the tokamak fields. Next, we work to write this expression in a form which can be more easily evaluated and understood. The expression can be split into contributions from each complete bounce (for a trapped particle) or poloidal transit (for a passing particle) of duration given by

\[
\tau_b \equiv \oint d\tau,
\]  

(4.24)
such that

\[
h_{n\omega} = -iD_{n\omega} \sum_{m} e^{i(nq_s-m)\theta + \frac{ik_q}{\pi p_{||}} \tau} \sum_{j=0}^{\infty} \left[ \int_{-j\tau_b}^{-j+1\tau_b} S_{mn\omega} e^{-i \int_{0}^{\tau} d\tau' [\Lambda(\tau') + iv]} d\tau \right].
\]  

(4.25)

Note that at the trapped-passing boundary, the value of \(\tau_b\) for a trapped particle is twice that for a passing particle. This complication will not affect the calculation that follows as velocity space integrations account for both signs of \(v_{||}\). Each portion of the integral may be modified with the change of variables \(\tau \rightarrow \tau + j\tau_b\), such that the entire integral reduces to the geometric series

\[
h_{n\omega} = -iD_{n\omega} \sum_{m} e^{i(nq_s-m)\theta + \frac{ik_q}{\pi p_{||}} \tau} \sum_{j=0}^{\infty} e^{ij} \oint d\tau [\Lambda(\tau) + iv] \int_{-\tau_b}^{0} S_{mn\omega} e^{-i \int_{0}^{\tau} d\tau' [\Lambda(\tau') + iv]} d\tau.
\]  

(4.26)

This transformation requires that \(\oint d\tau \Lambda(\tau)\) be the same (up to a factor of \(2\pi\)) for each bounce or transit, which corresponds to the existence of periodicity. Trapped particles, which traverse the same values of \(\vartheta\) on each orbit, automatically fulfill this condition, because \(\oint d\tau \Lambda(\tau)\) is trivially the same for each bounce. Passing particles do not reverse course and traverse values of \(\vartheta\) ranging from negative infinity to infinity. For them, the split is only possible when the particle motion is resonant with the wave, such that the contributions to transport from each transit are the same. When the particle is not in phase with the wave, however, \(4.25\) will approach zero integrated over the entire passing particle trajectory because of the rapid oscillation of the phase factor, unmitigated by periodicity. The following analysis is appropriate for all trapped particles and for resonant passing particles. The analysis will reveal in \(4.29\) onwards that transport comes from resonant particles only, such that the formulation is appropriate for all transport causing particles, passing and trapped.

Because of the small imaginary part provided by the collisionality, the series \(4.26\) is convergent and may be summed as

\[
h_{n\omega} = \sum_{m} \frac{-iD_{n\omega} e^{i(nq_s-m)\theta + \frac{ik_q}{\pi p_{||}} \tau}}{1 - e^{i \oint d\tau [\Lambda(\tau) + iv]}} \int_{-\tau_b}^{0} S_{mn\omega} e^{-i \int_{0}^{\tau} d\tau' [\Lambda(\tau') + iv]} d\tau.
\]  

(4.27)

Expanding the denominator about its zeros using \(e^{i2\pi l} = 1\), with \(l\) any integer, denoting the bounce or poloidal transit harmonic, gives

\[
h_{n\omega} = \sum_{m,l} D_{n\omega} e^{i(nq_s-m)\theta + \frac{ik_q}{\pi p_{||}} \tau} \oint d\tau [\Lambda(\tau) + iv - 2\pi l] \int_{-\tau_b}^{0} S_{mn\omega} e^{-i \int_{0}^{\tau} d\tau' [\Lambda(\tau') + iv]} d\tau.
\]  

(4.28)
Alpha particles are in general very unlikely to pitch angle scatter because of their high energy. Thus, for nearly all particles, \( \nu \oint d\tau \ll \oint \mathcal{A} d\tau - 2\pi l \). In this limit, analogous to the limit that occurs in the plateau regime of neoclassical transport [see Helander & Sigmar (2005)], (4.28) approaches

\[
(h_n) = -i\pi D_{n\omega} \sum_{m,l} \delta(Q_l) \left[ e^{i(nq_\star - m)\vartheta + \frac{i k v_{||}}{\pi l s}} - i \int_{\tau_0}^\tau d\tau' A(\tau') \right] \oint S_{m\omega} e^{-i \int_{\tau_0}^\tau d\tau' A(\tau')} d\tau.
\]

(4.29)

Here, we have also split the integral in the exponential into two parts which both have limits at \( \tau_0 \), where \( \vartheta(\tau_0) = 0 \). In addition, we have introduced a delta function \( \delta(Q_l) \) with a resonance function as its argument,

\[
Q_l(v, \lambda) \equiv \oint \mathcal{A} d\tau - 2\pi l.
\]

(4.30)

Only particles for which \( Q_l \) is very close to zero participate in transport, and the strength of pitch angle scattering is accentuated for them from the normal weak level. The sharp variation in \( h_{n\omega} \) between resonant particles and non-resonant particles (visible schematically in figure 1) leads to this accentuation.

These resonances, discussed at greater length in section 5.4, are bounce harmonic resonances, which occur when the mode frequency, the particle bounce frequency, and the tangential precession frequency resonate. Such resonances are familiar from treatments of neoclassical toroidal viscosity of bulk tokamak plasmas (Linsker & Boozer 1982; Mynick 1986; Park et al. 2009; Kim et al. 2013; Logan et al. 2013) and also appear in treatments of Alfvén eigenmode stability [see, for example, Borba & Kerner (1999)] and in single particle analyses of energetic particle transport by neoclassical tearing modes, another type of tokamak perturbation (Polli et al. 2008).

Finally, using (4.13) to obtain the full form of \( h \) in terms of the unstarred coordinates gives the expression needed to form the heat flux,

\[
h = - \sum_{m,n,\omega,l} \left[ i\pi \left[ e^{i(nq_\star - m)\vartheta + \frac{i k v_{||}}{\pi l s}} - i \int_{\tau_0}^\tau d\tau' A(\tau') \right] \right] D_{n\omega} \delta(Q_l) \]

\[
\times \oint S_{m\omega} e^{-i \int_{\tau_0}^\tau d\tau' A(\tau')} d\tau.
\]

(4.31)

5. Expression for flux

In this section, we show how to use the alpha distribution perturbation \( h \) derived in the previous section to obtain the resulting alpha heat flux. This heat flux is the quantity of practical use in understanding and predicting tokamak discharges. In addition, we discuss key parts of the expression for this flux.

5.1. Setup of flux expression

To find the heat flux, the perturbation to the distribution function, \( h \), found in (4.31), is multiplied by the perturbed radial velocity that also results from the electromagnetic perturbation,

\[
\left[ (v_\parallel \mathbf{\hat{b}}_{\text{tot}} + \mathbf{\hat{v}}_d, \text{tot}) \cdot \nabla \psi \right]_1.
\]

The result is weighted by energy and integrated

\[ \text{† Some techniques for computing energetic particle transport, like the use of orbit following codes, focus only on the perturbed radial velocity. However, consistent consideration of both components is critical. An experimental demonstration of energetic particle transport caused by the product of the distribution function perturbation and the perturbed radial velocity is given} \]
over the distribution function. Then, this quantity is averaged over the flux surface:

\[ Q_\alpha = \left\langle \int d^3v \left( M_\alpha v^2 / 2 \right) h \left[ (v_\parallel \hat{b}_{tot} + \vec{v}_{d,tot}) \cdot \nabla \psi \right] \right\rangle. \] (5.1)

Here, the flux surface average is defined by

\[ \langle A \rangle \equiv \oint \frac{A d\vartheta d\varphi}{\vec{B} \cdot \nabla \vartheta} \cdot \nabla \vartheta. \] (5.2)

To enable analytic evaluation of the flux, we now adopt the following approximate expression for the strength of the axisymmetric magnetic field:

\[ B = B_0 \left( 1 - \epsilon(\psi) \cos \vartheta \right), \] (5.3)

with \( \epsilon \approx r/R \) (as introduced in section 2) small. Then,

\[ \langle A \rangle \approx \frac{B_0}{4\pi^2 qR} \oint \frac{A d\vartheta d\varphi}{\vec{B} \cdot \nabla \vartheta}. \] (5.4)

The perturbation to the distribution function \( h \) may be found in (4.31). The perturbed radial velocity \( \left[ (v_\parallel \hat{b}_{tot} + \vec{v}_{d,tot}) \cdot \nabla \psi \right] \) may be read off from (4.5), giving

\[ \left[ (v_\parallel \hat{b}_{tot} + \vec{v}_{d,tot}) \cdot \nabla \psi \right] = \sum_{m,n,\omega} \text{incS}_{mn\omega} e^{im\omega t - i\omega n \psi} \frac{\psi'}{\pi \varrho}. \] (5.5)

The flux has contributions from both trapped and passing particles, and will be evaluated in slightly different ways for each of these populations. In general, we illustrate the trapped particle techniques first, then modify them for passing particles later. One of the key differences between the trapped and the passing calculations is the treatment of the particle pitch angle \( \lambda \) (2.6). For trapped particles, integration in pitch angle is carried out in terms of the trapping variable \( \lambda \), which is defined in terms of \( \lambda \),

\[ \kappa^2 = \frac{1 - (1 - \epsilon) \lambda}{2\epsilon \lambda}. \] (5.6)

This variable is defined such that, for a trapped particle, the angle of the turning point in the magnetic field (5.3) is given by \( 2 \sin^{-1}(\kappa) \). Deeply trapped particles have \( \kappa = 0 \) and barely trapped particles have \( \kappa = 1 \). For passing particles, the analogous variable is

\[ k \equiv \frac{1}{\kappa}, \] (5.7)

where a value of \( k = 1 \) corresponds to a barely passing particle and a value of \( k = 0 \) corresponds to a fully passing particle. [A pedagogical introduction to the trapping parameter can be found in Helander & Sigmar (2005).] With the definitions of \( \lambda \) (2.6) and \( \kappa \) (5.6) we can write the differential in (5.1) as

\[ d^3v = \frac{\pi B v^3 dv d\lambda}{B_0 v_\parallel}; \quad d\lambda = \frac{-4\epsilon \kappa dk}{(1 - \epsilon + 2\epsilon \kappa^2)^2}; \] (5.8)

an equivalent expression in terms of \( k \) holds for passing particles.

in Nagaoka et al. (2008). Todo (2019) discusses these results and the importance of developing energetic particle transport theories that self consistently treat both of these components.
5.2. Discussion of synergistic transport from different \( m \)

To evaluate the flux, \( \text{(4.31)}, \text{(5.4), (5.5), and (5.8)} \) are inserted into \( \text{(5.1)} \). Note that the resulting flux includes sums over two different sets of \( m \) and \( n \): one set for the perturbed distribution function \( \text{(4.31)} \), and one for the perturbed radial velocity \( \text{5.5} \). The complex quantities are written as their real equivalent and the \( \zeta \) integral is evaluated using the identities \( \oint d\zeta \sin (n\zeta - \phi_a) \sin (n'\zeta - \phi_b) = \pi \delta_{mn'} \cos (\phi_a - \phi_b) \) and \( \oint d\zeta \cos (n\zeta - \phi_a) \sin (n'\zeta - \phi_b) = \pi \delta_{mn'} \sin (\phi_a - \phi_b) \), with \( \phi_a \) and \( \phi_b \) some phase and \( \delta_{mn'} \) the Kronecker delta. Using these expressions, and stating the \( \vartheta \) integral in terms of \( \tau \) \( \text{[A.6]} \), we find for trapped particles

\[
Q_{\alpha,t} = \sum_{l,m,m',n,n'} \frac{\delta_{nn'}cM_\alpha \epsilon \pi}{2qR} \int_0^{\nu_0} d\nu \int_0^1 d\kappa \int_0^{\nu_0} d\nu' \int_0^1 d\kappa' \frac{\nu^5 \delta (Q_l) \kappa n' S_{m'n'\omega'}}{(1 - \epsilon + 2\epsilon \kappa^2)^2}
\]

\[
\times \left\{ \sin \left[ (m - m') \vartheta + (\omega - \omega') t - \int \frac{(k_\psi - k'_\psi)}{RB_p} d\psi \right] \left( S_{mn\omega} \cos \int_{\tau_0}^\tau A d\tau' - C_{mn\omega} \sin \int_{\tau_0}^\tau A d\tau' \right) \right.
\]

\[
- \cos \left[ (m - m') \vartheta + (\omega - \omega') t - \int \frac{(k_\psi - k'_\psi)}{RB_p} d\psi \right] \left( C_{mn\omega} \cos \int_{\tau_0}^\tau A d\tau' + S_{mn\omega} \sin \int_{\tau_0}^\tau A d\tau' \right) \right\}
\]

(5.9)

(the subscript \( t \) indicates this is a trapped particle expression). Here, we have defined

\[
C_{mn\omega} (v, \kappa) \equiv \oint S_{mn\omega} \cos \left[ \int_{\tau_0}^\tau d\tau' A (\tau') \right] d\tau \tag{5.10}
\]

and

\[
S_{mn\omega} (v, \kappa) \equiv \oint S_{mn\omega} \sin \left[ \int_{\tau_0}^\tau d\tau' A (\tau') \right] d\tau. \tag{5.11}
\]

Equivalent expressions in terms of \( k \) instead of \( \kappa \) apply to passing particles. Consideration of \( \text{(5.9)} \) makes clear that there is no coupling between perturbation components of different toroidal mode numbers: the perturbed distribution function of one \( n \) will not interact with the perturbed radial velocity of another \( n' \). However, perturbations (or components of one perturbation) with the same toroidal mode number, but different poloidal mode numbers, can couple via the \( \cos [(m - m') \vartheta \ldots] \) and \( \sin [(m - m') \vartheta \ldots] \) terms. For perturbations of very different \( m \), these terms are highly oscillatory, such that the integral over \( \vartheta (\tau) \) will be small, as required by the Riemann-Lebesgue lemma. The flux resulting from this coupling approaches zero.

For perturbations of similar poloidal mode number, the coupling is significant and the perturbations cause synergistic transport in which the perturbed distribution function from one perturbation interacts with the perturbed drift velocity of the other to cause transport. Note that this synergistic transport will oscillate with time at a frequency equal to the difference between the two perturbations, as is typical for beat frequency phenomena. Transport at such a beat frequency has been observed experimentally in studies of transport in the presence of NTMs and field perturbations caused by resonant magnetic perturbations (Snicker et al. 2018). Evaluation of the flux for synergistic transport between poloidal harmonics requires numerical integration of \( \text{(5.9)} \). Furthermore, for the case of interaction between TAE harmonics with the same \( n \) and \( \omega \), but different values of \( m \), the relationship \( q_\alpha - m = 1/2 \) (see table \( 2 \)), ensures that the harmonics will have different values of \( q \) and different radial profiles. The resulting rapid sinusoidal
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oscillations tend to reduce their contributions to transport. Thus, from here on, we evaluate the flux for a single perturbation, characterized by one value of \( m, n, \) and \( \omega \), with the knowledge that if a perturbation of a similar poloidal mode number is also present in the device at the same radial location, transport may be altered in a synergistic manner. We denote the single \( m, n, \) and \( \omega \) flux \( Q_{\alpha,mn\omega} \).

### 5.3. Assumption of \( q_* \approx q \) and final statement of flux

The flux \( Q_{\alpha,mn\omega} \) is a function of flux \( \psi \); the perturbation is also a function of this variable. However, \( \psi_* \), defined in (4.2), not \( \psi \), is a constant of the alpha particle’s motion, such that the alpha particle response is a function of \( \psi_* \). In the flux expression \( Q_{\alpha,mn\omega} \), \( \psi_* \) appears only in the variable \( q_* \) through the dependence of \( Q_l \) and \( \lambda \) on this quantity. Recalling (4.4) and (4.2), we have

\[
q_* \approx q(\psi) - \frac{\partial q}{\partial \psi} \frac{IV}{\Omega} = q - \frac{qsv}{\epsilon R \Omega_p} \tag{5.12}
\]

[note that here we have provided \( q_* \) in terms of both \( \partial q/\partial \psi \) and shear \( s \), [2.4]]. Because \( v \) is a function of \( \vartheta \), this quantity varies poloidally in a complicated manner. Such complication introduces significant challenge in the evaluation of the flux, in particular making the term that enforces resonance, \( \delta(Q_l) \), dependent on \( \vartheta \).

In this work, we thus choose to neglect the difference between \( q \) and \( q_* \), leaving a detailed study of the effect of the difference between these quantities to future work. This simplification places constraints on the values of shear \( s \) for which our work is valid. Because \( q_* \) appears in the combination \( (nq - m) \), we can compare \( q_* \) to the other terms in this combination to develop the following condition for the validity of setting \( q_* = q \):

\[
s \ll \frac{\epsilon R \Omega_p (nq - m)}{nq v}. \tag{5.13}
\]

The degree of restriction that this condition places on the magnitude of the shear depends on the characteristics of the perturbation in question. For ripple, the condition is

\[
s \ll \frac{\epsilon R}{\rho_{p\alpha}}, \tag{5.14}
\]

a generous condition which allows the approximation to be valid even in the high shear regions near the tokamak edge where the ripple is important. For the TAE, the equivalent expression is

\[
s \ll \frac{\epsilon R}{nq \rho_{p\alpha}}, \tag{5.15}
\]

which, given the fairly high values of \( n \) characterizing TAEs, is a more restrictive condition, though it should still hold in much of the low-shear core plasma where TAE activity is most common.

With the replacement \( q_* \to q \), the outer \( \tau \) integral in (5.9) can be commuted past \( \delta(Q_l) \). In addition, using (2.14), we can insert

\[
\frac{\partial f_0}{\partial \psi} \approx \frac{\partial n_\alpha/\partial \psi}{4\pi (v^3 + v_c^3) \ln (v_0/v_c)} \approx \frac{\partial n_\alpha/\partial \psi}{4\pi v^3 \ln (v_0/v_c)} \tag{5.16}
\]

into the definition of \( D_{n\omega} \) (4.11). (Recall that we have also taken \( \partial f_0/\partial \psi_* \approx \partial f_0/\partial \psi \).)
Table 3: Quantities involved in resonance condition. The complete elliptic integral of the first kind is denoted by $K(\kappa)$; the complete integral of the second kind is $E(\kappa)$.

| Quantity | Trapped particles | Passing particles |
|----------|-------------------|-------------------|
| $\tau_b$ | $\frac{8qRKK(\kappa)}{v\sqrt{2\pi}} \left( 2E(\kappa) - K(\kappa) + 2\pi E(\kappa) - (1 - \kappa^2)K(\kappa) \right)$ | $\frac{4qRkK(k)}{2\Omega_pR^2K(\kappa)} \left( 2E(\kappa) - (2 - k^2)K(k) + 4sE(k) \right)$ |

This gives, for trapped particles,

$$Q_{\alpha,mn,\omega,t} = -\sum_l \epsilon \frac{M_\alpha e^2 n^2 \partial n_\alpha / \partial \psi}{8qR \ln (v_0/v_c)} \int_0^{v_0} dv \int_0^1 dk \frac{k v^2 \delta(Q_l)}{(1 - \epsilon + 2\epsilon k^2)^2} \left( C_{mn\omega}^2 + S_{mn\omega}^2 \right).$$

(5.17)

The equivalent expression for passing particles is below, adding a subscript $p$ to make clear the expression refers to passing particles:

$$Q_{\alpha,mn,\omega,p} = -\sum_l \epsilon \frac{M_\alpha e^2 n^2 \partial n_\alpha / \partial \psi}{8qR \ln (v_0/v_c)} \int_0^{v_0} dv \int_0^1 dk \frac{k v^2 \delta(Q_l)}{(1 - \epsilon + 2\epsilon k^2)^2} \left( C_{mn\omega}^2 + S_{mn\omega}^2 \right).$$

(5.18)

These expressions are central results for this paper and can be used to evaluate the alpha flux caused by a wide range of tokamak perturbations. In later sections, they will be applied to the flux resulting from ripple and TAEs as examples. Already, the expressions display clear and expected trends. That the flux is driven by the alpha density gradient is shown by the expression’s dependence on $\partial n_\alpha / \partial \psi$. That the flux increases with the perturbed amplitude squared is also clear. The following subsections examine the elements of these fluxes that remain opaque: the term $\delta(Q_l)$, which enforces the resonance condition, and the term $C_{mn\omega}^2 + S_{mn\omega}^2$, which we refer to as a "phase factor."

5.4. Resonance condition

The flux expressions (5.17) and (5.18) include the delta function $\delta(Q_l)$. This delta function enforces the resonance given in equation (4.30) and determines which particles are able to be transported by the mode and to contribute to the alpha flux. The expression for the resonance (4.30) can be evaluated to read [setting $q_\ast = q$, as discussed in section 5.3]

$$Q_l(v, \kappa) = \omega \tau_b - n\omega_{\alpha^*} \tau_b - 2\pi \sigma (nq - m) - 2\pi l,$$

(5.19)

where the bounce or transit time $\tau_b$ is defined in (4.24), $\sigma$ is defined in (4.14), and the transit average drift is defined by

$$\omega_{\alpha^*} = \tau_b^{-1} \int \omega_{\alpha^*} d\tau.$$

(5.20)

The terms in (5.19) can be evaluated for trapped and passing particles to give the expressions in terms of $v$ and $\kappa$ or $k$ in Table 3. The term $\delta(Q_l)$ in the flux expression

† This evaluation follows from using the definitions of $\tau$ (A6) and $\omega_{\alpha^*}$ (4.9). In a magnetic field with strength described by (5.3), the parallel velocity appearing in $\omega_{\alpha^*}$ and $d\tau$ is $v_\parallel = \pm v \sqrt{[1 - (1 - \epsilon)\lambda - 2\epsilon \lambda \sin^2 \theta]/2}$. The changes of variable given later on in (5.21) and (5.28) are needed.
thus relates the pitch angle and speed of particles that participate in transport and contribute to the flux.

5.5. Evaluation of phase factor

The term $C_{mn}^2 + S_{mn}^2$ in (5.17) and (5.18) depends on integrals defined in (5.10) and (5.11). These integrals are evaluated along particle trajectories, which advance with $\tau$ (A.6). This complex term, which we refer to as a "phase factor," determines how effective a given resonance is at creating a perturbation to the alpha distribution function. In this subsection, we write the phase factor for trapped and passing particles in a form that can be integrated numerically or approximated.

We begin with trapped particles. Trapped particles follow banana orbits, represented schematically in figure 2, with two legs on which the particle velocity is in opposite directions. Our evaluation assumes that the particle orbit is in resonance at a particular harmonic $l$ with the mode via (5.19). Only such resonant particles are able to contribute to the flux. The integrals in the phase factor are evaluated along each of these legs, which contribute in distinct ways that depend on $l$ and finite orbit effects to the overall phase factor.

We begin by introducing the variable $x$, which is the following function of $\psi$:

$$\kappa \sin x \equiv \sin (\psi/2).$$  

(5.21)

The definition of $\kappa$ (5.6) can be used to show that the banana bounce points occur at $x = \pm \pi/2$, so that the use of $x$ standardizes the necessary integration. Now, to write $C_{mn}^2$ and $S_{mn}^2$ explicitly, we must write various quantities that appear in $\tau$ (A.6) or $\Lambda$ (4.20) in terms of $x$. The parallel velocity in the magnetic field (5.3) is given by

$$v_{||} = \pm \kappa v \sqrt{2\epsilon \lambda} \cos x \approx \pm \kappa v \sqrt{2\epsilon} \cos x,$$

(5.22)

where the last expression exploits that for trapped particles $\lambda$ differs from 1 by at most $\pm \epsilon$. The drift term appearing in $\Lambda$, (4.9), is given by

$$\omega_{\alpha_*} = \frac{v^2}{2\Omega_\rho R^2} \left( 1 - 2\kappa^2 \sin^2 x + 4\kappa^2 \cos^2 x \right).$$

(5.23)
We will also use \( \hat{b} \cdot \nabla \theta \approx 1/(qR) \) to simplify our expressions.

To make our presentation of the phase factor more compact, we define a set of expressions \([a_t(x), b_t, c_t(x), \text{ and } d_t(x)\)] given in Table 4. Then, the contribution of the outer leg 1, which has velocity in the direction of positive \( \theta \), to \( C_{mn\omega} \) (5.10) can be shown to equal (where we have again taken \( \lambda \approx 1 \))

\[
C_{mn\omega,\text{outer}} = \frac{2qR \left( \Phi_{mn\omega} + \frac{\nu^2}{2\epsilon} B_1||mn\omega| \right)}{\nu \sqrt{2\epsilon}} \int_{-\pi/2}^{\pi/2} dx \frac{a_t(x) + b_t - c_t(x) - d_t(x)}{\sqrt{1 - \kappa^2 \sin^2 x}}.
\]

Meanwhile, the inner leg is given by

\[
C_{mn\omega,\text{inner}} = \frac{2qR \left( \Phi_{mn\omega} + \frac{\nu^2}{2\epsilon} B_1||mn\omega| \right)}{\nu \sqrt{2\epsilon}} \int_{-\pi/2}^{\pi/2} dx \frac{-\cos(\pi l - a_t(x) + b_t + c_t(x) - d_t(x))}{\sqrt{1 - \kappa^2 \sin^2 x}}.
\]

Here, our use of \( l \) follows from the recognition that only particles which are in resonance according to (5.19) contribute to the flux, and that the quantity \( 2\pi l \) accumulates from \( \omega \) and \( n\omega_d \), integrated over the entire orbit starting from \( x = 0 \). The inner leg value can be restated by applying the relationship \( \cos(x + \pi l) = (-1)^l \cos x \) and flipping the limits so they agree with those given for the outer leg:

\[
C_{mn\omega,\text{inner}} = \frac{2qR \left( -1 \right)^l \left( \Phi_{mn\omega} + \frac{\nu^2}{2\epsilon} B_1||mn\omega| \right)}{\nu \sqrt{2\epsilon}} \int_{-\pi/2}^{\pi/2} dx \frac{-\cos(-a_t(x) + b_t + c_t(x) - d_t(x))}{\sqrt{1 - \kappa^2 \sin^2 x}} + \frac{A_{mn\omega} qR \left( -1 \right)^l}{c} \int_{-\pi/2}^{\pi/2} dx \frac{2\kappa \cos x \cos(-a_t(x) + b_t + c_t(x) - d_t(x))}{\sqrt{1 - \kappa^2 \sin^2 x}}.
\]

Equivalent expressions hold for \( S_{mn\omega} \). Forming and evaluating the quantity \( C_{mn\omega}^2 + S_{mn\omega}^2 \) reveals that the dependence on \( b_t \) vanishes, as is to be expected given that this parameter depends on the parallel velocity evaluated at \( \theta(\tau_0) = 0 \), an arbitrary location. Suppressing the \( x \) dependence of \( a_t, c_t, \text{ and } d_t \) for compactness, the full phase factor

\begin{table}
\centering
\begin{tabular}{|c|c|}
\hline
Expression & Value \\
\hline
\( a_t(x) \) & \( \frac{2qR}{v \sqrt{2\epsilon}} \int_0^x dx' \left( \omega - \frac{\nu^2}{2\epsilon} R^2 \right) \right) \frac{1 - 2\kappa^2 \sin^2 x'}{\sqrt{1 - \kappa^2 \sin^2 x'}} \\
\hline
\( b_t \) & \( \frac{k_v \sqrt{2\epsilon} \nu}{\nu} \) \\
\hline
\( c_t(x) \) & \( b_t \cos x \) \\
\hline
\( d_t(x) \) & \( 2(nq - m) \sin^{-1}(\kappa \sin x) \) \\
\hline
\end{tabular}
\caption{Definition of quantities used in the trapped particle phase factor.}
\end{table}
\[ C_{mn\omega}^2 + S_{mn\omega}^2 = \]
\[ \frac{4q^2 R^2}{\Phi_{mn\omega} + \frac{v^2}{2e\ell} B_{1\parallel mn\omega}} \left\{ \Phi_{mn\omega} + \frac{v^2}{2e\ell} B_{1\parallel mn\omega} \int_{-\pi/2}^{\pi/2} dx \left( \frac{\cos(a_t - c_t - d_t) + (-1)^l \cos(-a_t + c_t - d_t)}{\sqrt{1 - k^2 \sin^2 x}} \right) \right\} \]
\[ - \frac{A_{\parallel mn\omega} k}{c} \int_{-\pi/2}^{\pi/2} dx \left( \frac{\cos(a_t - c_t - d_t) - (-1)^l \cos(-a_t + c_t - d_t)}{\sqrt{1 - k^2 \sin^2 x}} \right)^2 \]
\[ + \left\{ \Phi_{mn\omega} + \frac{v^2}{2e\ell} B_{1\parallel mn\omega} \int_{-\pi/2}^{\pi/2} dx \left( \frac{\sin(a_t - c_t - d_t) + (-1)^l \sin(-a_t + c_t - d_t)}{\sqrt{1 - k^2 \sin^2 x}} \right) \right\} \]
\[ - \frac{A_{\parallel mn\omega} k}{c} \int_{-\pi/2}^{\pi/2} dx \left( \frac{\sin(a_t - c_t - d_t) - (-1)^l \sin(-a_t + c_t - d_t)}{\sqrt{1 - k^2 \sin^2 x}} \right)^2 \right\}. \]

(5.27)

Though this expression is daunting, in practice many simplifications are possible. First, most modes have only a subset of \( \Phi_{mn\omega}, B_{1\parallel mn\omega}, \) and \( A_{\parallel mn\omega}, \) and these quantities may be proportional to each other. In addition, it is sometimes possible to neglect some of the terms in the arguments of the cosine. The integrals can also be approximated in a variety of ways.

Passing particles are simpler to treat than trapped particles. For passing particles the variable \( x \) is defined as:

\[ x \equiv \frac{\vartheta}{2}. \]

(5.28)

Recalling the variable \( k \) defined in (5.7), the parallel velocity in the magnetic field (5.3) for passing particles is given by

\[ v_{||} = \pm \frac{v \sqrt{2\epsilon \lambda}}{k} \sqrt{1 - k^2 \sin^2 x}. \]

(5.29)

Note that \( \lambda \) can be very small for passing particles and thus cannot be set to 1 as it was for the trapped particles. For passing particles, the drift (4.9) is:

\[ \omega_{\alpha_{\star}} = \frac{\lambda v^2}{2\Omega_p R^2 k^2} \left[ k^2 - 2k^2 \sin^2 x + 4s \left( 1 - k^2 \sin^2 x \right) \right]. \]

(5.30)

We again define certain expressions to make the presentation of the phase factor more compact in Table 5. A passing particle orbit goes around the entire device, from \( x = -\pi/2 \) to \( x = \pi/2 \). Its \( C_{mn\omega} \) is given by

\[ C_{mn\omega} = \frac{2kqR \left( \Phi_{mn\omega} + \frac{\lambda v^2}{2e\ell} B_{1\parallel mn\omega} \right)}{v \sqrt{2\epsilon \lambda}} \int_{-\pi/2}^{\pi/2} \frac{dx}{\sqrt{1 - k^2 \sin^2 x}} \cos(a_p + b_p - c_p - d_p)
\]
\[ - \frac{2\sigma qRA_{\parallel mn\omega}}{c} \int_{-\pi/2}^{\pi/2} dx \cos(a_p + b_p - c_p - d_p). \]

(5.31)
Expression Value
\[ a_p (x) = \frac{2\eta R k \sigma}{v \sqrt{2} \lambda} \int_0^x dx' \left[ \omega - \frac{n v^2 \lambda (k^2 - 2 x'^2 \sin^2 x' + 4 \sin^2 (1 - k^2 \sin^2 x'))}{2 \pi^2 \sigma \lambda R} \right] \]
\[ b_p = \frac{\sigma k \sqrt{\frac{1}{\lambda}}}{k \lambda} \]
\[ c_p (x) = b_p \sqrt{1 - k^2 \sin^2 x} \]
\[ d_p (x) = \frac{2 (n q - m) x}{k} \]

Table 5: Definition of quantities used in the passing particle phase factor. Note that \( \sigma \) is the parameter introduced \((4.14)\), which characterizes the direction of a particle’s motion in \( \theta \).

An analogous expression holds for \( S_{mn \omega} \). Forming the sum of the two terms gives

\[
\frac{C_{mn \omega}^2 + S_{mn \omega}^2}{4 q^2 R^2} = \left\{ \frac{k \left( \Phi_{mn \omega} + \frac{\lambda}{2 \pi} B_1 \right) B_1 |_{mn \omega}}{v \sqrt{2} \lambda} \right\} \left\{ \begin{array}{c} \int_{-\pi/2}^{\pi/2} dx \cos (a_p - c_p - d_p) \sqrt{1 - k^2 \sin^2 x} - \frac{\sigma A |_{mn \omega}}{c} \int_{-\pi/2}^{\pi/2} dx \cos (a_p - c_p - d_p) \\ \int_{-\pi/2}^{\pi/2} dx \sin (a_p - c_p - d_p) \sqrt{1 - k^2 \sin^2 x} - \frac{\sigma A |_{mn \omega}}{c} \int_{-\pi/2}^{\pi/2} dx \sin (a_p - c_p - d_p) \end{array} \right\}^2.
\]

Again, in practice this complicated expression can be simplified in a variety of ways.

6. Ripple flux

In this section, we consider the trapped and passing fluxes \((5.17)\) and \((5.18)\) for our first example perturbation: ripple, which has characteristic parameters described in table 2. We will find that the contribution of bounce harmonic resonances to the transport for this perturbation is small because \( n q \) is very high. Because of this realization, we do not provide an analytic expression for the flux.

First, we consider the structure of the resonances between alphas and ripple in a tokamak with parameters given in table 1. These are plotted in figures 3, 4, and 5 for trapped particles with \( \sigma = 0 \), for passing particles with \( \sigma = 1 \), and for passing particles with \( \sigma = -1 \). Specifically, these figures show, for typical values of \( l \), the values of \( v \) and \( \kappa \) (or \( k \)) for which \( Q_l (v, \kappa) = 0 \) and the delta function in \((5.17)\) or \((5.18)\) has support. The lines in the plot identify the areas of phase space which could contribute to transport. The resonance structure is only shown up to the alpha birth velocity \( v_0 \) because alpha particles are unable to interact with perturbations through resonances above this velocity.

Trapped ripple resonances are shown in figure 3. Trapped resonances can occur at most values of \( \kappa \) for negative values of \( l \) of intermediate magnitude \((l = -5 \text{ and } l = -10 \text{ are shown in the plot})\). An alpha particle is born at \( v_0 \) and a specific value of \( \kappa \). As the particle slows down, it will move left along the \( x \)-axis while maintaining the same value of \( \kappa \). During this process, the alpha interacts with the perturbation when it crosses a resonance line. Note that in this case, the lines representing some harmonics are multivalued in \( \kappa \).
at some velocities. This simply means that at that velocity, multiple pitch angles are able to interact with the mode.

A series of resonances near the trapped-passing boundary ($\kappa = 1$) also exists. These

---

Figure 3: Trapped particle ($\sigma = 0$) resonance structure [i.e., where $Q_l(v, \kappa) = 0$] for ripple with parameters given in table 2 in a tokamak described by the values in table 1.

Figure 4: Passing, $\sigma = 1$, particle resonance structure [i.e., where $Q_l(v, \kappa) = 0$] for ripple with parameters given in table 2 in a tokamak described by the values in table 1.

Figure 5: Passing, $\sigma = -1$, particle resonance structure [i.e., where $Q_l(v, \kappa) = 0$] for ripple with parameters given in table 2 in a tokamak described by the values in table 1.
include parts of harmonics $l < 0$ and all of $l = 0$ shown in the plot. There are also several more resonances, corresponding to $l > 0$, at $\kappa \approx 1$, which are not displayed in the plot for clarity. Because the resonances at $\kappa \approx 1$ are very close to each other in pitch angle and very near to the trapped-passing boundary layer where other boundary layer physics enters (Catto 2018), the use of the Krook operator to represent pitch angle scattering is not well justified, making the treatment in this paper unsatisfactory for this region. A more elaborate boundary layer theory is necessary to satisfactorily treat these resonances, so in this paper we focus on the lower $\kappa$ parts of the trapped resonances with $l < 0$.

For passing particles, shown in figures 4 and 5, which have $\sigma \neq 0$ in (5.19), the large value of $nq$ characterizing ripple means that resonances occur at values of $l$ of large magnitude. At alpha birth (the right side of the plot), particles near trapped-passing boundary ($k = 1$) resonate with ripple, while at lower speeds, freely passing particles (small $k$) resonate with ripple.

After understanding the resonance structure, the next step in the evaluation of flux is to consider the phase factor $C_{mn\omega}^2 + S_{mn\omega}^2$, discussed in section 5.5. However, this phase factor is very small for ripple resonances. As an example, figure 0 shows the numerically evaluated phase factor for the $l = -5$ trapped harmonic displayed in figure 3. Specifically, this plot shows the quantity (6.27) as a function of $v$, where (5.27) is numerically evaluated at the value of $\kappa$ that is resonant at that value of $v$. The small values of the phase factor evident in figure 0 are typical of those for all ripple resonances.

These small values result from the highly oscillatory nature of ripple phase factor, which we demonstrate using the original definition of $C_{mn\omega}$, (5.10), and of $S_{mn\omega}$, (5.11). In particular, the argument of the sinusoids in (5.10) and (5.11) can be roughly approximated by

$$\int_{\tau_0}^{\tau} A(\tau', v, \kappa) d\tau' \approx -n\omega_{\alpha} (\tau - \tau_0) - nq \vartheta(\tau) \quad (6.1)$$

for values of $v$ and $\kappa$ satisfying the resonance condition. [Here, $\omega_{\alpha}$ is defined in (5.20).] To obtain this expression, we have considered the definition of $A$, (4.20), and inserted $m = 0$, $q_* \approx q$, and $\omega = 0$, as appropriate for ripple. Then, we have treated $\omega_{\alpha}$ as though it were constant and independent of $\tau$ [we note that a similar approximation was used to evaluate related phase factors in previous studies of the effect of non-axisymmetries on bulk plasma (Park et al. 2009)]. Then, the resonance condition (5.19) can be applied to (6.1) to reveal

$$\int_{\tau_0}^{\tau} A(\tau', v, \kappa) d\tau' \approx \begin{cases} -\frac{2\pi l(\tau - \tau_0)}{\tau_b} - nq \vartheta(\tau), & \text{trapped particles} \\ -\frac{2\pi l(\tau' - \tau_0)}{\tau_b}, & \text{passing particles} \end{cases} \quad (6.2)$$

(For the passing expression, we have taken the additional approximation $\sigma (\tau - \tau_0) / \tau_b \approx \vartheta(\tau) / 2\pi$.) These expressions indicate that the arguments of the sinusoids in (5.10) and (5.11) change very quickly if, for trapped particles, $|l + nq|$ is large or, for passing particles, $|l|$ is large. The corresponding phase integrands in the phase factor are highly oscillatory. The Riemann-Lebesgue lemma states that such integrals must approach zero as $|l + nq|^{-1}$ for trapped particles and $|l|^{-1}$ for passing particles.

Ripple is characterized by $nq >> 1$. Then, consideration of the harmonics $l$ character-
Figure 6: Exact, numerically evaluated trapped phase factor for the $l = -5$ resonance of ripple. (Note that the phase factor is evaluated for the lower $\kappa$ branch of the resonance only, whenever two branches exist. Our approach is not capable of treating the higher branch, where resonances are bunched very closely together.) The normalization is determined using the coefficients of $B_{1\parallel m\omega}$ in (5.27): the sum of integrals $(\int_{-\pi/2}^{\pi/2} dx [\cos \ldots] / \sqrt{1 - \kappa^2 \sin^2 x})^2 + (\int_{-\pi/2}^{\pi/2} dx [\sin \ldots] / \sqrt{1 - \kappa^2 \sin^2 x})^2$ is normalized to $4\pi^2$.

izing resonances that exist in a typical tokamak, illustrated in figures 3, 4, and 5, reveals that for trapped particles $|l + nq|$ is always large and for passing particles $|l|$ is large. Based on Eq. (6.2) and the discussion in the previous paragraph, this means the phase factors for ripple perturbations are extremely small, as exemplified in figure 6. With such a small phase factor, the flux described by (5.17) and (5.18) is negligible. Therefore, bounce harmonic resonant transport is very weak for ripple perturbations and will not create noticeable alpha heat flux. Alpha transport from ripple may, however, occur via other mechanisms, including stochastic ripple diffusion and ripple trapping (Goldston et al. 1981; White et al. 1995; Catto 2018). In addition, further work should consider the impact of externally-applied 3D magnetic field perturbations, such as those used for ELM control, which could cause significant alpha transport (Sanchis et al. 2018).

7. TAE flux

In this section, we evaluate the trapped and passing fluxes (5.17) and (5.18) for the example case of the TAE, which has characteristic parameters described in table 2. We

† The reader might ask if it is possible to construct any tokamak in which $|l + nq|$ is small for trapped particle ripple resonances and $|l|$ is small for passing particle ripple resonances. For trapped particles, this would require $nq \sim -l$ in (5.19). This reduces to the requirement $v \sim \Omega_p R$, which requires unrealistically small machine size or magnetic field. A similar condition is found for passing particles.

† Some of these mechanisms are collisionless. One might at first expect collisionless processes to be unimportant in steady state, where refilling of loss regions is necessary for sustained transport. However, alpha particles are continuously introduced to the tokamak via fusion, which serves to refill loss regions. Therefore, consideration of collisionless processes in tokamak design is critical to achieving satisfactory steady state behavior.
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Figure 7: Trapped particle ($\sigma = 0$) resonance structure [i.e., where $Q_l(v, \kappa) = 0$] for a TAE with parameters given in table 2 in a tokamak described by the values in table 1.

Figure 8: Passing, $\sigma = 1$, particle resonance structure [i.e., where $Q_l(v, \kappa) = 0$] for a TAE with parameters given in table 2 in a tokamak described by the values in table 1.

We find that the TAE can cause significant alpha heat flux, and develop a constraint the TAE amplitude must obey to prevent significant alpha depletion. At the end of the section, we develop a simple saturation model for TAE. This model suggests that TAEs in SPARC-like tokamaks will saturate below the level at which bounce harmonic resonant transport can cause significant alpha depletion. However, saturation amplitudes above those suggested by our model, but within computational and experimental experience, could cause depletion.

7.1. Evaluation of flux

The resonance structures for the TAE are shown in figures 7, 8, and 9. Trapped particles are able to resonate with the TAE at low values of the harmonic $l$, as seen in figure 7. Near the alpha particle birth speed (the right edge of the plot) the mode resonates with a small subset of pitch angles nearer the trapped-passing boundary ($\kappa = 1$). As the alpha particles slow down (moving left along the $x$-axis), a wider range of pitch angles can resonate with the mode. For a given value of $\kappa$, lower values of $l$ are able to resonate with higher speed particles.

Passing particle resonances (with both $\sigma = 1$ and $\sigma = -1$) with the TAE are similar, with alpha particles near birth resonating with barely passing particles and those that have slowed down resonating at a wider variety of pitch angles. These resonance structures
Figure 9: Passing, $\sigma = -1$, particle resonance structure [i.e., where $Q_l(v, \kappa) = 0$] for a TAE with parameters given in table 2 in a tokamak described by the values in table 1.

Can be seen in figures 8 and 9. Again, lower values of $l$ tend to resonate with higher velocity particles for a given value of $k$. As the drift $\omega_{\alpha r}$ is negative, an $l = 0$ resonance is only possible for $\sigma = 1$, but we will soon find the transport associated with this sign of $\sigma$ is very small. Note that fully passing particles (with $k = 0$) resonate at the Alfvén speed and one third of the Alfvén speed. This aligns with the resonance structure described in simplified treatments of TAE resonance which focus on freely passing particles (Heidbrink 2008; Betti & Freidberg 1992).

Now, we move to the evaluation of the TAE flux, starting with trapped particles. Again, this procedure begins with consideration of the phase factor (5.27). Full evaluation of this quantity must be done numerically. However, a tolerable approximation of its value can be made for low values of $l$. At low $l$ for typical TAE parameters, the dominant term in the sinusoids of the phase factor is the finite orbit width term $c_t$. This can be verified numerically. After neglecting $d_t$, the terms in the phase factor which are proportional to $A_\parallel$ can be neglected as higher order in $\epsilon$. Then, the terms $\cos (c_t) = \cos (b_t \cos x)$ (for even $l$) and $\sin (c_t) = \sin (b_t \cos x)$ (for odd $l$) can be written in terms of Bessel functions using the Bessel generating function $e^{ib_t \cos x} = \sum_{n=-\infty}^{\infty} i^n e^{inx} J_n (b_t)$.

Here, $J_n$ represents the Bessel function of the first kind of order $n$. Higher values of $n$ in the sum are more oscillatory and do not contribute much to the phase factor integral. So, only the lowest $n$ are maintained. This process gives:

$$C_{mnw}^2 + S_{mnw}^2 \approx \begin{cases} 
8\Phi_{mnw}^2 J_0 (b_t)^2 K(\kappa)^2 \epsilon v^2, & l \text{ even} \\
32\Phi_{mnw}^2 J_1 (b_t)^2 (\sin^{-1} \kappa)^2 \epsilon \kappa^2 v^2, & l \text{ odd}.
\end{cases}$$

The approximation in (7.1) is compared to a full numerical evaluation of (5.27) for $l = 0$, $l = 1$, and $l = 2$ in figure 10. This comparison shows that, although the approximation is not exact, it captures key trends in the phase factor for low values of $l$. The approximation is less good for higher values of $l$, where $a_t$ becomes more important and cannot be neglected.

However, higher values of $l$ will have minimal contribution to the flux for three reasons. First, the resonance structures in figures 7, 8, and 9 make clear that, for a given value of $\kappa$, higher values of $l$ correspond to lower values of $v$. These values of $l$ contribute less heat flux, which depends on $v^2$. Second, the second term in $1 - \omega / (n\omega_*)$, which appears in the flux expression (5.17), scales with velocity like $1/v^2$ [as we will see later on in (7.3)], further reducing the contribution of lower velocities to the flux. Finally, similar arguments
Figure 10: Exact, numerically evaluated phase factor for trapped particles interacting with the TAE compared to the approximate form given in (7.1), for \( l = 0, 1, 2 \). The approximation reproduces overall trends well for low values of \( l \). For higher values of \( l \), the neglect of \( a_t \) in the approximation is inappropriate; however, higher values of \( l \) have very small contributions to the flux. The normalizations in these plots are found in the same way as those in figure 6.
to those used in the consideration of the ripple phase factor show that the sinusoids in the phase factor will become highly oscillatory for high values of \( l \), such that the value of the phase factor must shrink by the Riemann-Lebesgue lemma. This can be verified computationally. In figure 10, the phase factor for \( l = 2 \) is already smaller than for \( l = 0 \) and \( l = 1 \), which is an example of this effect. Because higher \( l \) harmonics have such small contributions to the flux, in this section we compute the contributions from \( l = 0, 1, 2 \) only.

We now proceed with the evaluation of (5.17). To lowest order in \( \varepsilon \), the denominator of (5.17) is 1. The delta function enforcing the resonance is \( \delta (Q_{\ell}) \), with \( Q_{\ell} \) as evaluated in (5.19) with \( \sigma = 0 \) for trapped particles. This delta function is used to evaluate the velocity integral, recalling the general property that

\[
\delta [f (x)] = \sum_i \delta (x - a_i) \frac{df}{dx}(a_i)
\]

for any function \( f (x) \) with roots \( a_i \). Furthermore, we can write that

\[
1 - \frac{\omega}{n\omega_x} = 1 - \frac{3\Omega_p\omega}{nv^2},
\]

with \( a_\alpha \) the alpha scale length defined in (2.7). For typical values of \( a_\alpha, a_\alpha/R \sim \varepsilon \); inserting this scaling and the resonant value of \( v \) where \( Q_{\ell} (v, \kappa) = 0 \) gives that

\[
1 - \frac{\omega}{n\omega_x} = 1 - \mathcal{O} (\varepsilon),
\]

such that \( 1 - \omega/(n\omega_x) \) may be set to 1 to lowest order in \( \varepsilon \) (at higher values of \( l \) than those considered here, where the resonant \( v \) becomes very small for many values of \( \kappa \), this replacement would not be appropriate). Then, the contribution to the flux from each \( l \) reduces to a fairly compact integral over \( \kappa \). This integral is different for \( l \) even and \( l \) odd:

\[
Q_{\alpha, m\omega, \ell} = -\frac{4M_\alpha n^2 e^2 \Phi^2}{\ln (v_0/v_e)} \frac{\partial n_\alpha}{\partial \psi} \int_0^{\kappa_0} d\kappa J_0 \left( \frac{\sqrt{\pi \kappa_0 \varepsilon \nu_{res}}}{R_p} \right)^2 \left( \frac{\sigma_0}{\sigma} (v_{res}) \right)^2, l \text{ even}
\]

\[
\int_0^{\kappa_0} d\kappa J_1 \left( \frac{\sqrt{\pi \kappa_0 \varepsilon \nu_{res}}}{R_p} \right)^2 \left( \sin^{-1} \kappa \right)^2, l \text{ odd}
\]

(7.5)

Here, \( \nu_{res} \) is the resonant velocity at which \( Q_{\ell} (v_{res}, \kappa) = 0 \). The value of \( \kappa \) in resonance at the birth velocity \( v_0 \) is called \( \kappa_0 \), i.e., using (5.19) and table 3

\[
0 = \frac{8qRK (\kappa_0) \omega}{v_0\sqrt{2\varepsilon}} - \frac{4nqv_0 \left[ 2E (\kappa_0) - K (\kappa_0) \right]}{\Omega_p R \sqrt{2\varepsilon}} - 2\pi l.
\]

(7.6)

The integrals in (7.5) can easily be evaluated numerically for specific values of the relevant parameters.

To obtain a closed expression, we now make another set of approximations for the values of \( \kappa_0 \). For \( l = 0 \), \( \kappa_0 \) is low, and the resonance condition (7.6) is expanded about \( \kappa_0 = 0 \) to \( \mathcal{O} (\kappa_0^2) \) and then solved for \( \kappa_0 \). For higher values of \( l \), with higher values of \( \kappa_0 \), different approximations are used. The quantity \( 2E (\kappa_0) - K (\kappa_0) \) vanishes at the point \( \kappa_0 \approx 0.91 \) and is small near that value. Resonances with \( l > 0 \) have values of \( \kappa_0 \) in this region. For \( l = 1 \), we can simply approximate \( \kappa_0 \) with this value. For resonances of higher \( l \), we can neglect the term proportional to \( 2E (\kappa_0) - K (\kappa_0) \) in the resonance condition (7.6). Also, we make the replacement \( K (\kappa_0) \to \ln \left( \frac{4}{\sqrt{1 - \kappa_0^2}} \right) \) in the remaining terms [this is the
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Expression Value

\[ C_{0,t} = 1 - \frac{\Omega_p R v_A}{n q v_0^2} \]

\[ C_{1,t} = \frac{0.28 \alpha^2 q^2 v_0^2}{\pi R^2 \Omega_p^2} \left( 1 - \sqrt{\frac{1}{1 + \frac{2 \Omega_p R v_A}{n q v_0^2}}} \right) \]

\[ C_{2,t} = \left( 1 - 16 e^{-\frac{2 \pi v_0 \sqrt{2}}{v_A}} \right) \left( 1 - \sqrt{\frac{1}{1 + \frac{\Omega_p R v_A}{n q v_0^2}}} \right) \]

Table 6: Coefficients of harmonics of contributions to flux used in Eq. (7.8). Only values for \( l = 0, 1, 2 \) are given because higher values of \( l \) have negligible contributions to the flux. We have inserted \( \omega \approx \frac{v_A}{2 q R} \) to simplify the coefficients.

The integrands can be expanded about \( \kappa = 0 \) to lowest non-trivial order in \( \kappa \) \( [\mathcal{O}(\kappa)] \) for \( l \) even and \( \mathcal{O}(\kappa^3) \) for \( l \) odd. Prior to making the expansion for odd \( l \), the velocity in the argument of \( J_1 \) is replaced with the birth velocity. Comparison of the resulting approximate integrands to the numerically evaluated integrands shows that the approximations are good throughout the integration interval. Then, we calculate

\[ Q_{\alpha, m n \omega, t} \approx -\frac{\sqrt{\epsilon M_n \pi e^2 \Phi_{m n \omega}^2 \Omega_p R^2}}{4 \sqrt{2 \ln (v_0/v_c)}} \frac{\partial n_\alpha}{\partial \psi} \sum_l C_{l,t}, \quad (7.8) \]

where \( C_{l,t} \) is a parameter given in table 6 for the most important low \( l \) harmonics.

This expression, giving the trapped particle alpha heat flux from a TAE of a given magnitude, is a central result of this paper. For the example parameters in this paper, \( \sum_l C_{l,t} \approx 1.07 \).

Now, we consider passing particles, with flux given by the expression in (5.18). The first step is to approximate the phase factor (5.32). The dominant term in the phase factor sinusoids is again \( c_p \). However, it is not possible to use the Bessel generating function for the passing particles, so instead we simply take \( \cos c_p \approx \cos b_p \) and \( \sin c_p \approx \sin b_p \). Then the phase factor becomes, for \( l \) even or odd,

\[ \frac{C_{m n \omega}^2 + S_{m n \omega}^2}{4 q^2 R^2} = \frac{\pi^2 k^2 \Phi_{m n \omega}^2}{2 \epsilon^2 v^2} \left( \frac{2 K(k)}{\pi} - \frac{\sigma v \sqrt{2 \epsilon \lambda}}{k v_A} \right)^2. \quad (7.9) \]

This approximation is compared to the full numerical evaluation of the phase factor in table 7.

Notably, the phase factor is very small for \( \sigma = 1 \) in both the numerically evaluated and the approximated forms. This results from the cancellation between the contribution to

† The \( l = 0 \) approximation, and the fluxes that follow from it, only provide physical values when \( v_A < v_0^2 q n / (\Omega_p R) \). When device Alfvén speed violates this inequality, the \( l = 0 \) resonance vanishes, and its contribution should be neglected.
Table 7: Exact, numerically evaluated phase factor for passing particles interacting with
the TAE compared to the approximate form given in (7.9). The approximation reproduces
overall trends well for low values of \( l \). Note that the phase factor is much smaller for \( \sigma = 1 \)
than for \( \sigma = -1 \). The normalizations in the plots in this figure are different from those
used in the analogous plots for trapped particles, found in figure 6 and figure 10. In
addition to being in terms of \( k \) and \( \lambda \), the normalization is a factor of 2 higher, which
reflects that passing phase factors are intrinsically larger.

Thus, moving forward we evaluate only the contribution from \( \sigma = -1 \).

The denominator in (5.18) cannot be set to 1 as it was for the evaluation of the
trapped flux (5.17); however, the delta function is applied in the same way as for the
trapped particles, using (5.19), and $1 - \frac{\omega}{\langle n_\omega \rangle}$ is again 1 to lowest order in $\epsilon$. We set $\sigma = -1$ because, as discussed previously, this is the only significant contribution to the flux. Then the integral to be evaluated is

$$Q_{\alpha,mn\omega,p} = -\frac{M_\alpha n^2 \pi^2 c^2 \Phi_{mn\omega}^2 qR}{4 \ln (v_0/v_c)} \frac{\partial n_\alpha}{\partial \psi} \sum_l \int_{k_0}^{k_{l+1}} dk \frac{k (2K(k) + v_{res}\sqrt{2\epsilon})^2}{(1 - \epsilon) k^2 + 2 \epsilon} \left| \frac{\partial Q_A}{\partial v_{res}} \right|, \quad (7.10)$$

where $v_{res}$ is the resonant velocity at which $Q_{l}(v_{res}, k) = 0$. The upper limit of integration is the value of $k$ in resonance at the birth velocity $v_0$, which can be found for each value of $l$ using (5.19) and the passing quantities in table 3.

For $l = 1$, a good approximation for $k_0$ is found from expanding the resonance condition about $k_0 = 0$ to $\mathcal{O}(k_0^2)$. In contrast, for $l = 2$, a good approximation is found by expanding about $k_0 = 1$ to $\mathcal{O}([\ln (1 - k_0)]$. This process gives, with $\omega \approx v_A / (2qR)$ used to simplify the expressions:

$$k_0 = \begin{cases} \sqrt{2} \sqrt{\frac{\omega^2}{v_A^2} - 1}, & l = 1 \\ 1 - 8e^{-\omega_v (3\sqrt{\Omega_p R + 4\pi v_0})_{mqA}^{R_A}}, & l > 1 \end{cases} \quad (7.11)$$

The integrand can again be expanded about $k = 0$ to lowest non-trivial order in $k$. Then, we find, where we have inserted $\omega \approx v_A / (2qR)$

$$Q_{\alpha,mn\omega,p} \approx -\frac{M_\alpha n^2 \pi v_0 c^2 \Phi_{mn\omega}^2 qR}{\ln (v_0/v_c)} \frac{\partial n_\alpha}{\partial \psi} \sum_l C_{l,p}, \quad (7.12)$$

where $C_{l,p}$ are parameters given in table 3. Again, we include only harmonics $l \leq 2$. Higher harmonics have small contribution to the flux. This expression, giving the passing particle alpha heat flux from a TAE of a given magnitude, is another central result of this paper. For the example parameters in this paper, $\sum_l C_{l,p} \approx 0.41$. The passing flux is larger than the trapped flux. This results from multiple factors. For instance, there are more passing particles than trapped particles in the isotropic alpha population. Also, the passing phase factor tends to be larger than the trapped phase factor.

The expressions for the trapped, (7.8), and passing, (7.12), fluxes can be compared to the phenomenological flux, (4.18). In particular, for the trapped flux, (7.8), setting $n\omega_{\alpha} \sim n v_{res}^2 / (\Omega_p R^2)$ and $\left(\vec{v}_{||} \hat{d}_{tot} + \vec{v}_{d,tot}\right) \cdot \nabla \psi \sim n c \Phi_{mn\omega}$ reproduces the dependencies seen in (7.8). For the passing flux, setting $n\omega_{\alpha} \sim \omega \approx v_A / (2qR), v_{res} \sim v_A \sim v_0$ and making the same replacement as for the trapped for the radial velocity reproduces the dependencies seen in (7.12). As intuition suggests, the heat flux scales with the square of the perturbation amplitude, $\Phi_{mn\omega}$, and increases with the periodicity of the mode, $n$. 

| Expression | Value |
|------------|-------|
| $C_{1,p}$  | $\frac{4v_A}{81\sqrt{2}v_0} \left[ 1 - 8e^{-\omega_v (3\sqrt{\Omega_p R + 4\pi v_0})_{mqA}^{R_A}} \right]$ |

Table 8: Coefficients of harmonics of contributions to the flux used in Eq. (7.12).
7.2. Interpretation of flux and development of saturation condition

The magnitude of the alpha flux caused by the TAE is understood by comparing the rate of the diffusion it causes to the rate of slowing down. Slowing down (described in appendix A) removes alpha particles from the energetic population and transfers their energy to the local bulk plasma, leaving the alpha particles as helium ash. So, with \( D \) the diffusion coefficient describing the TAE flux and \( a \) the device minor radius, if

\[
\frac{D \tau_s}{a^2} \ll 1, \tag{7.13}
\]

TAE diffusion is weak and does not remove alpha particles before they can give their energy to the background plasma and transition to ash. When

\[
\frac{D \tau_s}{a^2} \sim 1, \tag{7.14}
\]

TAE diffusion is very strong. It would be capable of diffusing alpha particles across the whole poloidal tokamak cross section (with an area that scales as \( a^2 \)) in a slowing down time if mode activity of similar strength existed across that area. (Note that the width of an individual mode is significantly smaller than \( a \).) At this level, alpha particles diffuse sufficiently fast to cause significant modification to the alpha heat deposition profile. (At this point the perturbative approach used in this paper becomes inappropriate. For losses at this level, a quasilinear treatment which retains the radial flux losses in (A1) for \( f_0 \) is needed.) The diffusion coefficient is related to the flux by

\[
D \equiv -\frac{2 Q \alpha}{R^2 B_p^2 \rho_n M_\alpha v_0^2}, \tag{7.15}
\]

such that the condition for avoiding strong TAE diffusion, (7.13), becomes

\[
\sqrt{2 \epsilon \Omega_p \pi v_A^2 R^2} \frac{4}{4n v_0^2} \sum_l C_{l,t} \left( \frac{B_{1mn\omega}}{B} \right)^2 \frac{\tau_s}{a^2} \ll 1 \tag{7.16}
\]

for trapped particles and

\[
\frac{2 \pi q v_A^2 R}{v_0} \sum_l C_{l,p} \left( \frac{B_{1mn\omega}}{B} \right)^2 \frac{\tau_s}{a^2} \ll 1 \tag{7.17}
\]

for passing particles. Here, we have stated the flux in terms of the strength of the perturbed magnetic field, \( B_{1mn\omega}/B \sim n c \Phi_{mn\omega}/(v_A R B_p) \), which is more commonly seen in the literature than \( \Phi_{mn\omega} \). In addition, we have used \( \ln (v_0/v_c) \approx 1 \). For fixed tokamak equilibrium parameters and fixed radial location \( \epsilon \), these conditions constrain the maximum amplitude for the mode to avoid serious alpha depletion. We plot the value of \( D \tau_s/a^2 \) as a function of the normalized mode amplitude, \( B_{1mn\omega}/B \), in figure 11.

Understanding how this constraint compares to typical TAE amplitudes requires a rough estimate for mode saturation. We now develop such an estimate. TAE saturation has been estimated using a variety of methods. Some works balance the linear growth rate of the instability with the rate at which particles get trapped by the wave and flatten the gradient driving the instability, sometimes including collisions which restore the original gradient (Wu & White 1994; Fu & Park 1995; Wang & Briguglio 2016; Zhou & White 2016; Todo 2019). Other works consider the effects of zonal flows and nonlinear mode couplings (Spong et al. 1994; Chen & Zonca 2012). Our technique for estimating saturation is similar to the first of these approaches in that it also considers TAE drive reduction due to the flattening of the alpha gradient and collisional refilling.
Figure 11: The strength of the diffusion caused by a TAE [i.e., the left side of (7.16) and (7.17)] as a function of amplitude for trapped and passing particles. This quantity must remain well below 1 to avoid significant alpha depletion. The saturated TAE amplitude suggested by a simple model presented in this paper, Eq. (7.19), is indicated by the purple dash-dotted line. However, experiments and other models and numerical treatments of saturation often find amplitudes ranging in magnitude from $1 \times 10^{-5}$ to $100 \times 10^{-5}$.

of this gradient. However, we consider the removal of the drive to be due to flattening, rather than due to particle trapping.

The mechanism of saturation is represented schematically in figure 12. As the TAE grows, the non-adiabatic particle response $h$ reduces the alpha gradient responsible for mode drive. However, collisions concurrently act to restore the original particle gradient by counteracting this flattening. The balance of these processes results in mode saturation. (If the original drive were not restored fast enough by collisions, $h$ and the mode amplitude would shrink, while if it were restored faster than it was reduced, $h$ and mode amplitude would grow.) Mathematically, this balance is stated

$$
\frac{cnS_{mn\omega}}{\omega} \frac{\partial h_{mn\omega}}{\partial \psi} \sim \nu_{pas} \frac{\partial^2 h_{mn\omega}}{\partial \lambda^2}.
$$

The left side is the rate at which the drive for $h_{mn\omega}$, $cnS_{mn\omega} \partial f_0 / \partial \psi$, is reduced by $h_{mn\omega}$. The right side, $\nu_{pas} \partial^2 h_{mn\omega} / \partial \lambda^2$, is the rate at which the original drive is restored by collisions.

This saturation condition can be evaluated in two different limits. The first, low collisionality, limit occurs when $\partial h_{mn\omega} / \partial \psi \sim (\partial h_{mn\omega} / \partial \kappa) (\partial \kappa / \partial \psi) \sim h_{mn\omega} / (R^2 B_p \delta \lambda)$, with $\delta \lambda$ given by (4.17). (This expression is for trapped particles; the equivalent passing expression is in terms of $k$.) The second, high collisionality, limit occurs when $\partial h_{mn\omega} / \partial \psi \sim k_\psi h_{mn\omega} / (R B_p)$, with $k_\psi$ given by the value for the TAE given in table 2. The transition between the two limits occurs when $k_\psi \sim 1 / (R \delta \lambda)$. Inserting $\partial^2 h_{mn\omega} / \partial \lambda^2 \sim h_{mn\omega} / (\delta \lambda)^2$, with $\delta \lambda$ given by (4.17) with $n_\omega \alpha_* \sim \omega$, and $cnS_{mn\omega} \sim$
Figure 12: Schematic representation of TAE saturation. The non-adiabatic particle response \( h \) reduces the alpha gradient, \( \partial f_0/\partial \psi \) and the drive to the TAE. Collisions (represented by \( \nu \)) restore the original particle gradient. The balance of these processes, as expressed in (7.18), results in mode saturation.

\[
\alpha \Phi_{mn\omega} \sim \nu_A RB_p B_1/B \text{ reveals the saturated amplitude of the TAE:}
\]

\[
\frac{B_1}{B} = \begin{cases} 
\frac{R\nu^{2/3}_p \omega^{1/3}}{v_A}, & \frac{\nu_{pas}}{\omega} < \left( \frac{\epsilon}{nq} \right)^3, \\
\frac{\epsilon R\nu^{2/3}_p \omega^{2/3}}{nqv_A}, & \frac{\nu_{pas}}{\omega} > \left( \frac{\epsilon}{nq} \right)^3.
\end{cases}
\]  

(7.19)

Here, \( \nu_{pas} \sim v^3_A/(v^3_0 \tau_s) \) [from the second term in the collision operator (2.9)]. Similar scalings of saturated amplitude with collisionality are found elsewhere in the literature (Berk et al. 1992; Slaby et al. 2018; White et al. 2019). For the parameters used in tables [1] and [2] the low collisionality limit is appropriate, and gives an amplitude of roughly \( B_1/B \approx 1.1 \times 10^{-5} \). This saturation estimate is comfortably below the stochastic threshold given in Berk et al. (1992), making it consistent with our assumption throughout the paper that the TAE amplitude is below the threshold for stochasticity.

Saturated AE amplitudes observed experimentally (Nazikian et al. 1997; Van Zeeland et al. 2006; Fasoli et al. 1997) and predicted computationally (Fitzgerald et al. 2016) or analytically (Zonca et al. 1995) using other models have found amplitudes ranging from \( 10^{-5} \) to \( 10^{-3} \) across a wide range of machine parameters and types of energetic particle populations; in extreme cases, amplitudes of \( 10^{-2} \) have even been found (Todo et al. 2003). Thus, our estimated amplitude is at the bottom of the range typically found in the literature.

The expected saturated amplitude at the example parameters used in this paper, \( 1.1 \times 10^{-5} \), is indicated on the plot of diffusion strength, figure [11], with a purple dash-dotted line, revealing that at this amplitude, \( D\tau_s/a^2 \) is small for both the trapped and the passing populations. At this amplitude, significant redistribution of alphas due to this TAE is not expected, though some localized alpha gradient flattening may occur. (In addition, synergistic action with overlapping modes of different \( m \) and \( n \) could change the transport; since TAEs consist of coupled poloidal harmonics, this change is likely to
occur.) An increase in saturated amplitude from the level predicted in our simplified model, but still within the $10^{-5} - 10^{-3}$ range commonly seen in the literature, could lead to significant redistribution. This significant activity is especially likely for the passing population.

8. Conclusion

This work has developed the drift kinetic theory of transport that results from resonance between alpha particle motion and a perturbation to the tokamak magnetic and electric fields. The theory allows the calculation of the alpha particle heat flux of trapped and passing particles that results from these perturbations, (5.17) and (5.18). These expressions are examined for two specific perturbations: ripple and TAE. For ripple, this mechanism causes negligible alpha particle transport, as discussed in section 6. For TAE, the mechanism causes significant heat flux [given by (7.8) for trapped particles and (7.12) for passing particles] which allows the development of constraints on TAE amplitude to avoid significant depletion of the alpha population [given by (7.16) for trapped particles and (7.17) for passing particles]. A simple saturation condition suggests that the TAE amplitude in a tokamak scenario similar to that which might occur in the next generation tokamak SPARC is below this limit. This is a reassuring conclusion because significant alpha transport due to TAEs has the potential to seriously impair tokamak operation.

However, the presence of other mechanisms for TAE transport [such as the removal of alphas due to their being born in stochastic regions as considered further in Sigmar et al. (1992) and Collins et al. (2016)] and the precedent for larger saturation amplitude in the experimental and analytical literature suggest that caution is still important.

Our expressions for the radial heat transport are independent of the collision frequency even though each wave-particle resonance path in velocity space is at the center of a narrow collisional boundary layer. Indeed, our resonant plateau model is reminiscent of quasilinear treatments in the sense that the narrow collisional boundary layer results in and gives meaning to the delta function behavior that removes the collision frequency when the alpha heat flux is evaluated [see the diffusive limit in Duarte et al. (2019) and the pitch angle scattering treatment of Catto (2020)]. Our expressions for the alpha heat fluxes are most appropriate when the phase space islands about the wave-particle resonance curves do not overlap. However, the expressions may remain reasonable even as the islands begin to overlap provided the TAE amplitude remains below the threshold for full stochasticity.

Avenues for future work based on this paper fall into three categories: analytical, numerical, and experimental. On the analytical front, future work should adapt and improve the formalism developed in this paper so that it can be used to study other species of energetic particle, which have more complicated distribution functions than the alpha distribution function. This will enable comparison of this model’s predictions to current experiments without alpha particles. In addition, analytical work could focus on the calculation of the flux for perturbations for which the approximation $q \approx q_*$, discussed in section 5.3, is not possible. This includes the neoclassical tearing mode (La Haye 2006), for which $nq \sim m$, making it necessary to avoid the condition in (5.13). Evaluation of the flux from such perturbations requires modified techniques. Finally, additional analytical work should consider adaptation of the techniques developed in this paper for use with a more precise collision operator than the Krook operator. This would allow the study of resonances, like some of the ripple resonances discussed in section 6, which are spaced too closely for the Krook operator to be appropriate.

On the numerical front, effort should be made to determine the relative importance
of the transport mechanisms studied in this paper and those that are the focus of other works on energetic particle transport. Other mechanisms include overlapping phase space islands from different resonances, the transfer of alpha particles across topological boundaries (for example, the trapped-passing boundary), and convective transport which occurs when an alpha particle near the edge stays in phase with a perturbation without scattering until it leaves the device (Heidbrink 2008). Simulations of alpha transport due to tokamak perturbations using the orbit following codes discussed in the introduction can be examined to distinguish transport resulting from these mechanisms. Such simulations should take care to properly resolve the boundary layer around the resonant velocity and pitch angles. We note that collisional boundary layer behavior was recently observed in White et al. (2019), but was attributed to an alternate mechanism.

On the experimental front, the predictions in this paper should be validated against estimates of alpha particle flux from measurements of actual experiments. Such validation will be possible in next generation experiments which are dominantly alpha heated, like SPARC and ITER, and may be possible in "afterglow" scenarios of experiments with some alpha heating, like the forthcoming JET DT campaign. [Afterglow scenarios, discussed in Sharapov et al. (1999), occur when external heating is suddenly turned off in order to transiently observe alpha particle effects.] If the formalism in this paper is adapted to distributions typical of energetic particles resulting from ICRF or beams, which are common in current day experiments, precise comparison to current experiments is possible. Already, current experimental measurements can be examined for evidence of general trends suggested by our work. For instance, part of the energetic particle flux resulting from energetic particle mode perturbations has been nicely demonstrated to scale with mode amplitude squared in Nagaoka et al. (2008). This agrees with our predictions.
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Appendix A. Derivation of equilibrium alpha particle slowing down distribution

The equilibrium energetic alpha distribution, \( f_0 \), is determined by (2.8) in the unperturbed magnetic field (2.2):

\[
\left( v_\parallel \hat{b} + \vec{v}_d \right) \cdot \nabla f_0 = C \{ f_0 \} + \frac{S_{fus} \delta (v - v_0)}{4\pi v^2}.
\]

This expression is solved by separating its terms by size and solving for the corresponding size terms in the distribution function, with \( f_0 = f_0^0 + f_0^1 + \ldots \). The largest term in the unperturbed drift kinetic equation (A1) is the streaming term, so that

\[
v_\parallel \hat{b} \cdot \nabla f_0^0 = 0.
\]
This equation shows $f_0^0$ is a flux function, i.e.,

$$f_0^0 = f_0^0(\psi, v, \lambda).$$  \hspace{1cm} (A3)

The next order expression includes the drift term (which can be shown to be small compared to the streaming term by the poloidal alpha gyroradius over the perpendicular scale length of $f_0^0$), the collision operator (which is small by the connection length $qR$ over the alpha mean free path), and the source term (which must be the same size as the collision operator for alpha particles to slow down before they are lost due to other processes). This expression reads

$$v_\parallel \hat{b} \cdot \nabla f_0^1 + \vec{v}_d \cdot \nabla f_0^0 = C \{ f_0^0 \} + \frac{S_{fus} \delta (v - v_0)}{4\pi v^2}. \hspace{1cm} (A4)$$

Because $f_0^0$ spatially depends only on $\psi$, we have that

$$\vec{v}_d \cdot \nabla f_0^0 = v_\parallel \hat{b} \cdot \nabla (v_\parallel \hat{b} \cdot \nabla \psi \partial f_0^0 / \partial \psi) = v_\parallel \hat{b} \cdot \nabla \left( \frac{I_{v_\parallel}}{\Omega} \right) \partial f_0^0 / \partial \psi, \hspace{1cm} (A5)$$

where the final expression can be derived as explained in equation (8.14) of Helander & Sigmar [2005].

We define the variable $\tau$ characterizing the progression of particles along the magnetic field,

$$d\tau \equiv \frac{dl}{v_\parallel} = \frac{d\psi}{v_\parallel \hat{b} \cdot \nabla \theta (\tau)},$$ \hspace{1cm} (A6)

with $dl$ a unit of distance along the magnetic field. Integration over $\tau$ over a closed orbit annihilates the left side of (A4), giving

$$\oint \frac{d\psi}{v_\parallel \hat{b} \cdot \nabla \theta} \frac{d\theta}{v_\parallel \hat{b} \cdot \nabla \psi} \left( f_0^0 \frac{I_{v_\parallel}}{\Omega} \frac{\partial f_0^0}{\partial \psi} \right) = 0 = \oint \frac{d\psi}{v_\parallel \hat{b} \cdot \nabla \theta} \left[ C \{ f_0^0 \} + \frac{S_{fus} \delta (v - v_0)}{4\pi v^2} \right]. \hspace{1cm} (A7)$$

Because $f_0^0$ is not a function of $\theta$ [recall (A3)], the integrand on the right side must be identically zero. Enforcing this condition using (2.9) (note that alphas are born isotropically, so only the first term in $C$ is important here) gives the slowing down distribution,

$$f_0^0(\psi, v) = \frac{S_{fus} (\psi) \tau_s (\psi) H (v_0 - v)}{4\pi [v^3 + v_0^3 (\psi)]}. \hspace{1cm} (A8)$$

Insertion of the slowing down distribution into (A4) gives that

$$v_\parallel \hat{b} \cdot \nabla \left( f_0^1 + \frac{I_{v_\parallel}}{\Omega} \frac{\partial f_0^0}{\partial \psi} \right) = 0, \hspace{1cm} (A9)$$

which shows that $f_0^1 + \left( I_{v_\parallel}/\Omega \right) \partial f_0^0 / \partial \psi$ is a flux function. Evaluation of the drift kinetic equation to the next order allows the derivation of neoclassical alpha transport driven by the term $\left( I_{v_\parallel}/\Omega \right) \partial f_0^0 / \partial \psi$, as discussed in Catto [2018]. However, in this paper we focus on transport caused by perturbations and take that $f_0 = f_0^0$. This means that we assume

$$\frac{I_{v_\parallel}}{\Omega f_0} \frac{1}{f_0} \frac{\partial f_0^0}{\partial \psi} \ll 1, \hspace{1cm} (A10)$$

which is equivalent to stating $\rho_{pa}/a_\alpha \ll 1$, with $a_\alpha$ the alpha particle scale length defined in (2.7).
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