Characterizing the nonlinear interaction of S- and P-waves in a rock sample
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The nonlinear elastic response of rocks is known to be caused by the rocks’ microstructure, particularly cracks and fluids. This paper presents a method for characterizing the nonlinearity of rocks in a laboratory scale experiment with a unique configuration. This configuration has been designed to open up the possibility the nonlinear characterization of rocks as an imaging tool in a field scenario. The nonlinear interaction of two traveling waves: a low-amplitude 500 kHz P-wave probe and a high-amplitude 50 kHz S-wave pump has been studied on a room-dry 15 x 15x 3 cm slab of Berea sandstone. Changes in the arrival time of the P-wave probe as it passes through the perturbation created by the traveling S-wave pump were recorded. Waveforms were time gated to simulate a semi-infinite medium. The shear wave phase relative to the P-wave probe signal was varied with resultant changes in the P-wave probe arrival time of up to 100 ns, corresponding to a change in elastic properties of 0.2%. In order to estimate the strain in our sample, we also measured the particle velocity at the sample surface to scale a finite difference linear elastic simulation to estimate the complex strain field in the sample, on the order of 10^-6, induced by the S-wave pump. We derived a fourth order elastic model to relate the changes in elasticity to the pump strain components. We recover quadratic and cubic nonlinear parameters: \( \beta = -872, \delta = -1.1 \times 10^{10} \), respectively, at room-temperature and when particle motions of the pump and probe waves are aligned. Temperature fluctuations are correlated to changes in the recovered values of \( \beta \) and \( \delta \) and we find that the nonlinear parameter changes when the particle motions are orthogonal. No evidence of slow dynamics was seen in our measurements. The same experimental configuration, when applied to Lucite and aluminum, produced no measurable nonlinear effects. In summary, a method of selectively determining the local nonlinear characteristics of rock quantitatively has been demonstrated using traveling sound waves.

I. INTRODUCTION

Mechanical waves provide information for characterizing the bulk properties of materials noninvasively. Classical methods usually create a map of linear information, such as elastic modulus, to detect structures. Imaging structures is just a beginning; many applications require more specific information with the goal of determining the quantitative nature of the structures. In rocks, nonlinear elastic properties vary over several orders of magnitude, making them good candidates for imaging. This nonlinearity is primarily due to the microstructure of the rocks. An understanding of this microstructure is increasingly important for subsurface exploration. This study aims to characterize the nonlinearity of rocks in a laboratory scale experiment with a configuration that mimics a potential field scenario. In the experiment we perturb the propagation of a low amplitude high frequency P-wave probe with a high amplitude low frequency S-wave pump. We use a configuration with a large distance between the probe source and receiver (30 probe wavelengths) and a propagating pump wave. This experiment is designed as a preliminary study working toward an imaging method based on the nonlinear interaction of two waves.

Guyer et al demonstrated that nonlinearities in rocks can be observed with strains as low as \( 10^{-8} \), this level of sensitivity means that almost any kind of wave propagation can induce a nonlinear effect; the challenge is in its detection. Field observation of nonlinear responses induced by strong or weak earthquakes are well documented (see for instance), and wave-speed variations on the order of 0.05% have been measured during earthquakes on the San Andreas fault. Actively induced nonlinear responses have been observed in-situ at the scale of a few meters. Laboratory measurements are also helpful in understanding the nonlinear elastic response. Of particular importance is the role of additional compliance due to micro-cracks including anisotropy and fluid saturation effects. These studies were based on changes in acoustic signals under quasi-static uni-axial stress or hydrostatic pressure. Because of the difficulty in measuring the small changes induced by nonlinearities at small strains \( (10^{-8} - 10^{-5}) \), most laboratory studies of nonlinearity in rocks use samples in resonance. At these strain amplitudes, no plastic deformation occurs and tiny perturbations of soft bonds are responsible for the nonlinear behavior. These methods are generally based on monitoring the frequency and damping of particular resonances and thus they average the nonlinear response during several cycles of tension/compression.

To avoid this averaging, Dynamic Acousto-Elasticity
(DAE) attempts to account for the dynamics of the nonlinear interaction within a cycle and is the closest method to the one proposed here. First developed in medical characterization of bone and other materials, it was later applied to rocks. The method relies on monitoring the material several times during a resonant period. The monitoring is performed with a very low strain probe wave and the high strain resonant wave is called the pump. This probe wave monitors changes in the ultrasound properties, (wave-speed and attenuation), during the quasi-static compression and tension of the material, caused by the pump wave. This method takes advantage of a uniform strain along a short probe path due to both a 1-D geometry and the resonance of the sample. The ideas of DAE have also been applied for in-situ measurement by Renaud et al.

With the goal of developing an imaging technique for the nonlinear elastic properties, we propose a DAE experiment with a unique configuration. First, the probe source-receiver distance is large compared to the pump wavelength. This allows us to estimate the nonlinearity not only locally around a source-receiver pair, but also in a larger region. Second, the resonant pump wave is replaced by a propagating wave, time-gated to mimic an infinite sample. We then measure the change in the arrival time of the probe as the pump wave crosses its path. Finally, the P-wave pump is replaced with an S-wave allowing us to change the relative particle motions of the pump and probe, by varying the polarization of the shear wave. In the following we detail the motivations for these three unique aspects of our experiment: large source-receiver distance, propagating pump and S-wave pump.

The possibility of nonlinear parameter tomography for a large source-receiver distance is treated theoretically for a harmonic field in Belyaeva et al. Because we use a propagating wave in our experiment, the strain is neither uniform nor static along the probe path. The homogeneous strain distribution assumption also does not hold in Geza et al., where an attempt at nonlinear imaging is presented.

The propagating pump wave is common to all in-situ methods and has also been tested for a DAE method. In these methods, the strain is generally estimated using embedded instruments. At the laboratory scale, a different option is preferred. Our sample mimics a 2D medium because the source wave transducer has a diameter approximately the same size as the smallest dimension of the sample. We can thus measure the strain on the surface and reasonably infer its distribution within the sample with finite difference modeling, resulting in an estimation of the strain distribution as a function of time. The pump wave field is different than it would be in a semi-infinite medium due to differences in geometrical spreading and conversions at the surface. However, the pump wave remains a propagating wave which is sufficient to illustrate the feasibility of the method for in-situ measurement. In addition, preliminary measurements in a cube show similar results.

Both nonlinear propagation of seismic waves and in-situ methods of nonlinear characterization involve shear strain components, the interaction of which is the underlying physics of the nonlinear elasticity. There is a gap between field observations and laboratory experiments in rocks because, as far as the authors know, the nonlinear perturbation of the medium is usually considered to be due to only compressive strain components and does not typically include shear strain components. The reason for this may come from the absence of quadratic nonlinearity induced by a shear strain. Laboratory rock experiments include nonlinear effects on shear wave propagation such as shear wave splitting under uni-axial stress and shear wave generation from P-wave mixing, but this does not include a shear strain component in the origin of the nonlinearity. The choice of a shear wave pump in this paper aims to consider a realistic pump strain field in a subsurface experiment, that includes shear components. As for experiments, we found no theoretical studies on the effect of shear strain on nonlinear elasticity; to rectify this a fourth order elasticity model is presented, inspired by a series of papers by Destrade et al.

The nonlinear characterization technique is presented in section II by discussing the experimental set-up, signal acquisition procedure, and strain estimation method. A fourth order elasticity model is introduced in section II followed by the definition of the nonlinear parameters measured experimentally. Experimental results are then presented in section IV to characterize the nonlinear response of a room-dry Berea Sandstone sample.

II. NONLINEAR WAVE MIXING EXPERIMENT

The characterization of nonlinearity requires two fundamental measurements. First the effect of the pump wave on the probe propagation is determined from the modulation of the propagation time through the sample. And second, the strain induced by the pump wave has to be measured in order to quantify the nonlinearity. This second step is done by the use of both a laser vibrometer to estimate the strain at the surface, and also numerical modeling of the pump propagation to estimate the strain in the whole sample.

A. Experimental set-up

Figure II shows the experimental setup. We use a 15×15×3 cm block of Berea Sandstone, with linear properties summarized in Table II. We choose Berea Sandstone because it is relatively well-studied as well as relatively homogeneous. We generate the low-amplitude (strain less than 10−7, see section II C) 500 kHz probe signal with a P-wave transducer with a 2.5 cm diameter (Olympus Panametrics Videoscan V102-RB) on the left face of the sample (i.e. propagating in the +x−direction);
FIG. 1. Experimental set-up: a P-wave transducer generates an ultrasonic pulse at 500 kHz in a 15 x 15 x 3 cm sample. The probe signal is recorded, after propagation through the sample, by an identical transducer. The pump signal is generated with a S-wave transducer at 50 kHz. The particle velocity are digitized at 250 MHz by an oscilloscope triggered with the signal generator. The reference coordinate system has a +x axis along the probe propagation (left to right), +z axis pointing down and the +y axis perpendicular to the large surface.

TABLE I. Berea Sandstone sample parameters

| Property             | Value     |
|----------------------|-----------|
| Compressional wave speed | $c_p = 2450$ m/s |
| Shear wave speed      | $c_s = 1550$ m/s |
| Density              | $\rho = 2700$ kg/m$^3$ |
| Elastic modulus       | $\lambda = 15$ GPa |
| Length               | $L = 15$ cm |
| High                 | $H = 15$ cm |
| Thickness            | $\epsilon = 3$ cm |

We excite the probe wave at a much lower frequency than the pump so that we can consider the pump wave to be in a steady-state during the probe propagation. For our experiment, the ratio of the excited P-wave probe wavelength to that of the S-wave pump is about 1/6, although the recorded difference is somewhat smaller (see Figure 2), due to dispersion in the sample. The choice of a shear wave for the pump allows us to control the main direction of strain and gives a slower change in the strain distribution. The number of cycles of the pump signal is chosen to avoid reflections from the bottom of the sample ($z = 15$ cm) in order to mimic a semi-infinite medium with no resonance. The wavelength at this frequency is $\lambda_s = 3.1$ cm so, with 6 cycles, and a return-time of 200 $\mu$s, there is no reflection returning within the time of the probe propagation across the sample (60 $\mu$s). The maximum delay of the probe excitation (after the pump excitation) is $\phi = 120$ $\mu$s. After probe excitation, the total observation time (180 $\mu$s) is still less than the return time. The probe wavelength ($\lambda_p = 4.5$ mm) ensures that the perturbation induced by the shear wave pump is uniform as seen by the probe propagation. The phase delay between the probe and the pump signals is changed to scan several cycles of tension and compression induced by the pump.

We use an arbitrary waveform generator to create the probe, pump and trigger signals. A power amplifier is needed for the pump signal in order to reach sufficiently high strains. At the receiving P-wave transducer, we are interested in the probe signal and not in the pump; obviously when the pump and probe are both active, we record both signals. To mitigate this, a second or-

...
filtering is compensated with a pre-amplifier (+50 dB). In addition, we use a low-pass filter, cut-off frequency \( f_c = 1.5 \) MHz to eliminate some high-frequency noise. The acquisition of the probe signal by the P-wave receiver and the shear pump displacement measured by the laser vibrometer are synchronized via the trigger signal. The electronics are fully controlled via MATLAB: transmission and receiving parameters, as well as the recording of the signals. The delay \( d_p = 8 \) ms between two consecutive acquisitions, for example between \( \phi_1 \) and \( \phi_2 \) is chosen to avoid the superposition of consecutive signals, i.e. to avoid recording the reverberation of the shear wave pump in the sample. For the same reason the delay is the same between two consecutive sequences \( \phi_1 \phi_2 \phi_0 \) and \( \phi_1 \phi_2 \phi_1 \).

**B. Nonlinear signal observation**

Each data point is obtained from the three signals shown in Figure 2. First, we record \( \phi_1 \) the probe pulse with no pump present, shown in a). Second, we record \( \phi_2 \) the perturbed probe with the pump turned on: solid line in b). Third, we record \( \phi_3 \) the pump signal alone (dashed line, b). We then subtract the pump signal (dashed) from the perturbed probe and pump signal (solid) to estimate the perturbed probe, shown in c). The perturbed probe, Figure 2(c), is compared to the original one to estimate the nonlinear perturbation.

The measured arrival time modulation \( T_{M, \text{meas}} \), induced by the interaction over the propagation path of the probe wave with the pump wave, is defined as

\[
T_{M, \text{meas}} (\phi) = T_p (\phi) - T_o (\phi),
\]

where \( T_o \) is the arrival time of the original probe, \( T_p \) that of the perturbed probe, and \( \phi \) is the phase shift (a time delay added to the transmitted pulse) between the probe and pump signals. \( T_M \) is measured by cross-correlating the original (shown in Figure 2(a)) and the perturbed (shown in Figure 2(b)) pulses. The correlation is computed in a two period window, centered on the maximum of the signal \( (3.3 \mu s < t < 7.3 \mu s) \) in Figure 2. The changes in in time travel are small, much smaller than the time sampling interval, so we interpolate the peak of the cross-correlation with a second-order polynomial before picking the maximum. We discard data for which the waveforms change, defined as a correlation coefficient of less than 0.99. We observed that the subtraction of the low frequency part of the signal does not modify the waveform, and that the perturbation is small enough to neglect any stretching of the probe pulse due to distortion of the waveform.

The \( T_{M, \text{meas}} \) between the original and perturbed probe is shown as a function of the phase shift between the probe and pump in Figure 3 solid line). Each point is an average of 30 acquisitions. We apply a low pass filter with a cutoff frequency at \( 100 \) kHz (twice the pump frequency) to \( T_{M, \text{meas}} (\phi) \) to remove high frequency components induced by noise. The signal \( T_{M, \text{meas}} (\phi) \) clearly has two frequency components, one around the pump frequency as well as a very low frequency trend. The presence of the pump frequency suggests that \( T_{M, \text{meas}} \) contains a term proportional to the pump strain, this is the so-called quadratic nonlinearity. Then, the low frequency trend requires an additional term that is always positive. The most likely candidate is the square of the strain; this cubic linearity is known to be large in rocks. Because the probe wave experiences approximately three tension-compression cycles during its propagation from source to receiver, the hysterisis known to play an important role rocks can not be clearly observed.

We repeated the experiment in aluminum and lucite, as shown in Figure 4 the measured time modulation is very small in these materials \( (\pm 0.2 \) ns), without any clear component at the pump frequency. These signals are at least an order of magnitude higher than what we would expect for aluminum \( (T_M \approx 0.5 \) ns for a \( 10^{-5} \) strain according to 23), our strain is \( \approx 10^{-6} \) and are almost certainly experimental noise. In Lucite, the nonlinear parameters are even smaller (see 24), confirming the significance of both aluminum and Lucite measurements. This comparison with standard linear material ensures that \( T_{M, \text{meas}} \) does...
not originate in the lab equipment, but depends on the sample studied.

FIG. 3. A comparison of the nonlinear response of different materials. The responses in both Lucite and Aluminum shown as dashed and dotted lines are significantly smaller than those recorded for Berea Sandstone as a solid line.

C. Estimating the strain

As will be shown in the following section, the characterization of the nonlinearity directly relies on the estimation of the strain pump. We thus need to characterize the pump field within the sample. At the order of magnitude ($< 10^{-5}$ in strain) and at the pump frequency (50 kHz) we are considering, direct measurements are impossible to perform with strain gauges. Previous studies used a laser vibrometer to measure the particle velocity at a particular point on the sample, and then interpolated the strain assuming vibration at a single resonance. A similar method is used in this experiment, but since the wave-field is not a single resonance, we require a more careful numerical modeling of the wavefield.

1. Numerical model

We use a 3D, isotropic, purely-elastic (i.e. lossless) finite difference model, following the method described in references  
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The spatial meshing of the model is 0.5 mm and the time sampling is 0.08 \( \mu \)s.

The challenge in modeling this experiment is in obtaining an accurate model of the transducer, so that the modeled and recorded waveforms match one another. We model the transducer with 1250 point force sources distributed on a disk with a diameter of 2.5 cm. We then use the x-component of the particle velocity \( V_x \) recorded by a laser vibrometer (polytech CLV-3D, see Fig. 1) as the input force signal for the simulation. In other words, we record the particle velocity experimentally, and then use that signal to drive the simulated transducer. Note that the laser signal records the surface particle velocity at the position \((x = 7.5, y = 3, z = 3.6 \text{ cm})\) while the shear transducer creates a force along the \(x\)-axis at the position \((x = 7.5, y = 1.5, z = 0 \text{ cm})\). Because of this, we scale the amplitude of the numerical result to match that of the experiment. This is valid because we are doing a linear simulation. The scaling of the model using only a single point measurement of particle velocity may induce errors in the strain estimation, particularly when there are diffraction effects.

2. Pump strain field

![Figure 4b](image_url)  

Figure 4 a) shows good first order agreement between \( V_x \) measured by the laser and modeled, after calibration. The apparent small difference in frequency between the two signals could be caused by a number of things, the most likely of which is interferences of different wave types. From the calibrated simulation, we obtain the stress throughout the sample, at all times. We then compute the strain, using a linear Hooke’s law. The elastic response of the sample does not contain a pure shear wave since the transducer has a finite size. The radiation pattern of the transducer is represented in polar coordinates in Figure 4 b) for different strain...
components. The radiation pattern represents the relative amplitude of each strain as a function of the angle in the $xz$-plane for a strain $\epsilon_{ij}$ and at a 3-cm distance from the transducer. The main strain component is the shear $\epsilon_{xz}$ strain that corresponds to the propagating S-wave pump. The strain magnitudes can be compared by computing the absolute maxima of each strain ($\|\epsilon_{ij}\|$). The following ratios are found:

$$\|\epsilon_{zz}\| \approx 1.5\|\epsilon_{xx}\| \approx 2\|\epsilon_{zz}\| \approx 3\|\epsilon_{yy}\| \approx 40\|\epsilon_{yz}\|.$$  

(2)

The compressive strains are on the same order of magnitude but the shear strain $\epsilon_{xy}$ and $\epsilon_{yz}$ can be neglected and thus are not represented in Figure 4. The components $\epsilon_{xz}$ and $\epsilon_{xx}$ have a similar pattern to that of the tangential and radial component of the displacement field created by a shear transducer in an elastic half-space. The other two components $\epsilon_{yy}$ and $\epsilon_{zz}$ are not present in a half-space but arise from the limited size of the sample along the $y$-direction and thus need to be taken into account in the nonlinear characterization of the material.

3. Probe strain field

For the probe strain estimation we apply a similar method with a few changes. First, another laser vibrometer was utilized to achieve a higher sensitivity around the probe frequency 500kHz (a Polytech system with a OFV-505 optics head controlled by OFV-5000 with VD-06 decoder). Second, a sufficient amplitude of excitation was used to obtain a signal significantly above the noise. The particle velocity was deduced by increasing the input amplitude and then scaling the laser-measured amplitude. The input maximum voltage for the probe source transducer was set at 10 times the usual voltage: 20 V instead of 2 V. With a 2-V input signal, only the transducer was sensitive enough to measure a signal; the laser vibrometer signal was too noisy to obtain a reliable signal. The linearity of the transducer emission was checked by comparing the acoustic signal recorded by the probe receiver (Figure 1) with a 2-V and a 20-V input. Both signals have the same waveform and vary by a factor 10 in amplitude. We measured the resulting $x$-component of the particle velocity close to the probe receiver at $(x = 15, y = 1.5, z = 1 \text{ cm})$. We then divide the particle velocity by a factor 10 to scale the amplitude of the numerically modeled strain data. In addition to this scaling, the positions and the directions of the point force sources were changed for the probe simulation (see Figure 4). The result shows that the volumetric strain decreases nearly linearly along the propagation path from $9 \times 10^{-8}$ around $x = 0 \text{ cm}$ to $4 \times 10^{-8}$ around $x = 15 \text{ cm}$. The value of $10^{-7}$ used above can thus be thought of as a rough upper bound for the strain excited by the probe.

III. THEORETICAL DESCRIPTION OF THE NONLINEARITY

In this section we establish a fourth order nonlinear Hooke’s law that relates the pump strain to the elasticity variation. This model depends on many elastic moduli that can not all be measured in the present experiment. We then present an approximation of the model and two nonlinear coefficients are defined. Finally we relate the measured change in travel-time to the nonlinear coefficients.

A. Fourth order elasticity theory

As mentioned in section III, the present experiment requires a model of the elastic response which includes both quadratic and cubic nonlinearities. In addition, the probe wave interacts with the pump wave over several cycles and we observe no hysteresis. Consequently, hysteresis is not included in the model. The description of a nonlinear elastic system starts from the strain energy $W$. The stress $\sigma_{ij}$ associated with the strain is then given by

$$\sigma_{ij} = \frac{\partial W}{\partial \epsilon_{ij}},$$  

(3)

where $\epsilon_{ij} = \frac{\partial u_i}{\partial x_j}$ is the Eulerian strain with $u_i$ the displacement along the $i$-axis with $i = x, y, z$. The derivative in Eq. 3 implies that the strain energy must be fourth-order in the strain to result in a third order (cubic) stress-strain relationship. For an isotropic material (we neglect the 4% anisotropy measured in our sample) Landau and Lifshitz show that the strain energy can be described by the three invariants:

$$I_k = tr(L^k), \quad k = 1, 2, 3$$  

(4)

where $L$ is the Lagrangian strain: $L_{ij} = \frac{1}{2}(\epsilon_{ij} + \epsilon_{ji} + \sum_k \epsilon_{ik} \epsilon_{kj})$. The subscript denotes the minimum order of the invariant $I_{1,2,3}$; these invariants are the traces of $L$, $L^2$, $L^3$, respectively. For linear elasticity only the first two orders are considered: $I_1$ and $I_2$. Landau & Lifshitz write the strain energy $W_3$ up to third order by including terms in $I_3$, $I_1 I_2$ and $I_1^3$. There are 4 combinations of the invariants in the strain energy at the fourth order: $I_1 I_3$, $I_1^2 I_2$, $I_2^2$ and $I_1^3$, thus the fourth-order strain energy is.

$$W = \frac{\lambda}{2} I_1^2 + \mu I_2 + \frac{A}{3} I_3 + B I_1 I_2 + \frac{C}{3} I_1^3 + E I_1 I_3 + F I_1^2 I_2 + G I_2^2 + H I_1^3,$$  

(5)

where $A$, $B$ and $C$ are the third order elastic moduli and $E$, $F$, $G$ and $H$ are the fourth order elastic moduli.

In order to understand the present experiment, we first consider the ideal case of a P-wave probe propagating along the $x$-axis and a pure S-wave pump propagating along the $z$-axis polarized along the $x$-axis. The probe and
pump waves induce $\epsilon_{xx}$ and $\epsilon_{zz}$ strain components, respectively. The strain energy $W$, computed as a function of these two strain components including terms at the fourth order and below is

$$W = \frac{M}{2} \epsilon_{xx}^2 + \frac{\mu}{2} \epsilon_{zz}^2 + \gamma_1 \epsilon_{xx}^3 + \gamma_2 \epsilon_{xx} \epsilon_{xx}^2 + \gamma_3 \epsilon_{xx}^4 + \gamma_4 \epsilon_{xx} \epsilon_{xx}^2 + \gamma_5 \epsilon_{xx}^4$$  \hspace{1cm} (6)

In Eq. (6) the linear elastic modulus, $M$ is given by

$$M = \lambda + 2\mu,$$

the third order coefficients are

$$\gamma_1 = \frac{M}{2} + \frac{A + 3B + C}{3},$$

$$\gamma_2 = \frac{M}{2} + \frac{A + 2B}{4},$$

and the fourth order coefficients are

$$\gamma_3 = \frac{M}{8} + \frac{A + 3B + C}{2} + E + F + G + H,$$

$$\gamma_4 = \frac{M}{4} + \frac{5A + 14B + 4C}{8} + \frac{3E + 2F + 4G}{4},$$

and

$$\gamma_5 = \frac{M}{8} + \frac{A + 2B}{8} + \frac{G}{4}.$$  

The stress is computed from the strain energy by $\sigma_{ij} = \frac{\partial W}{\partial \epsilon_{ij}}$; because we are interested in changes in the probe wave, we require only $\sigma_{xx}$, the probe stress

$$\sigma_{xx} = M \epsilon_{xx} + 3\gamma_1 \epsilon_{xx}^2 + \gamma_2 \epsilon_{xx}^2 + 4\gamma_3 \epsilon_{xx}^3 + 2\gamma_4 \epsilon_{xx} \epsilon_{xx}^2 + \gamma_5 \epsilon_{xx}^4.$$  \hspace{1cm} (7)

In Eq. (7) the first term (Hooke’s law) is responsible for linear probe wave propagation, the second and fourth terms are the quadratic and cubic nonlinearities in the probe propagation respectively, and the third term governs the nonlinear propagation of the pump. It is the fifth term $2\gamma_4 \epsilon_{xx} \epsilon_{xx}^2$ that describes the interaction of the two waves. Renaming the probe strain $\epsilon_p = \epsilon_{xx}$ to highlight the amplitude difference between probe and pump: $\epsilon_p \ll \epsilon_{zz}$, we observe that this interaction term is clearly the dominant nonlinear effect. We then simplify Eq. (7) to include only the linear propagation and the interaction of the pump and probe

$$\sigma_{xx} = \epsilon_p (M + 2\gamma_4 \epsilon_{xx}^2).$$  \hspace{1cm} (8)

From Eq. (8) the importance of the cubic term in $\epsilon_p \epsilon_{xx}^2$ for the nonlinear coupling is highlighted. In this case there is no quadratic coupling term in $(\epsilon_p \epsilon_{xx})$ because the corresponding term in strain energy $(\epsilon_p \epsilon_{xx}^2)$ is not present. Other pump strain components will introduce this dependence. Including this stress in the dynamic response of the elastic system gives a nonlinear (wave-like) equation of propagation for the P-wave probe

$$\rho \ddot{u}_x = \frac{\partial \sigma_{xx}}{\partial x} = \rho \frac{\partial^2 u_x}{\partial x^2} M \left(1 + \frac{dM}{M}\right).$$  \hspace{1cm} (9)

In section [III] we show that the nonlinear term $dM/M$ is directly related to the measured arrival time modulation. In the simplified example discussed here, $dM/M$ contains only a cubic term: $dM/M = \delta_{xx} \epsilon_p \epsilon_{xx}^2$, with $\delta_{xx} = 2\gamma_4$ the cubic coefficient reported in line 3 of Table [II].

This ideal case of a pure shear wave illustrates the computation of the fourth order wave mixing coefficients, but in Section [III] we note that the pump wave field is more complex than a pure shear strain. We thus need to consider other strain components. For a P-wave probe propagating along the $x$–axis, there are 4 combinations of pump strain summarized in Table [II]. For each case the strain energy is computed and the nonlinear stress-strain relationship is obtained by differentiating $W$ with respect to $\epsilon_{xx}$ (as in Eqs. (6) to (8)). The linear term remains unchanged since it relates to the linear propagation of the probe and not to nonlinear wave mixing. Each combination of strain gives one quadratic coefficient, which weights the coupling between the probe strain $\epsilon_p$ and the pump strain $\epsilon_{ij}$, and one cubic coefficient for the coupling with $\epsilon_{ij}^2$. In the case of a P-wave pump along the $x$–axis, $\epsilon_{xx}$ includes both the probe strain $\epsilon_p$ and the pump strain $\epsilon_{xx}$. Substituting $\epsilon_{xx} = \epsilon_p + \epsilon_{xx}$ along with $\epsilon_{xx} = 0$ in Eq. (7) and neglecting the nonlinear propagation of waves $(\epsilon_p^2, \epsilon_p^3, \epsilon_{xx}^2$ and $\epsilon_{xx}^3)$ yields the probe stress $\sigma_{xx}$

$$\sigma_{xx} = M \epsilon_p + 6\gamma_1 \epsilon_p \epsilon_{xx} + 12\gamma_3 \epsilon_p \epsilon_{xx}^2.$$  \hspace{1cm} (10)

The quadratic coefficient $\beta_{xx} = 6\gamma_1/M$ and the cubic coefficient $\delta_{xx} = 12\gamma_3/M$ are reported in the first line of Table III. The quadratic coefficients gathered in Table III (second column) were obtained by Guyer et al. (p. 47) and the cubic coefficients are given in Table II (p. 268) as a function of the elastic tensors ($C_{ijkl}$ and $C_{ijkl}$). The quadratic coefficient is nonzero only with a compressive strain pump ($i = j = k = l$, and $m \neq n$).

**B. Nonlinear coefficients approximation**

From the strain pump characterization, in Section III we know that $\epsilon_{xx}, \epsilon_{yy}, \epsilon_{zz}$ and $\epsilon_{xz}$ are of the same order of magnitude; the other strain components are at least an order of magnitude smaller and can thus be neglected. Consequently a complete expression of the fourth-order nonlinear elastic model of our experiment is given by

$$\frac{dM}{M} = \beta_{xx} \epsilon_{xx} + \beta_{yy} \epsilon_{yy} + \beta_{zz} \epsilon_{zz} + \delta_{xx} \epsilon_{xx}^2 + \delta_{yy} \epsilon_{yy}^2 + \delta_{zz} \epsilon_{zz}^2 + \delta_{xz} \epsilon_{xz}^2 + \delta_{yz} \epsilon_{yz}^2 + \delta_{zx} \epsilon_{zx}^2 + \delta_{zy} \epsilon_{zy}^2.$$  \hspace{1cm} (11)
This expression contains seven interconnected parameters, which include all of the seven fourth-order elastic parameters. The experiment does not allow us to estimate all parameters independently, we thus need to simplify Eq. (11). First of all, the order of magnitude for linear, quadratic, and cubic elastic moduli are different (i.e. \( \lambda, \mu << A, B, C << E, F, G, H \)) and we can thus neglect terms containing linear moduli in the expressions for the quadratic moduli, and terms with the linear and quadratic moduli in the expression for the cubic moduli. Since only the quadratic and cubic nonlinearities can be measured independently in our experiment, we need to go from 7 unknowns to only 2. One simple way to achieve this is to assume that quadratic coefficients are of the same order of magnitude: \( A \approx B \approx C \), and the same assumption for the cubic coefficients: \( E \approx F \approx G \approx H \). This lead to a proportionality between the different coefficients of the same order: \( \beta_{xx} \approx \delta_{xy} \approx \frac{\tilde{\beta}_{xx}}{4} \approx \frac{\tilde{\delta}_{yy}}{4} \). Under these assumptions, the approximate nonlinearity is:

\[
\frac{dM}{M} \approx \beta \left( \epsilon_{xx} + \frac{2}{5} \epsilon_{yy} + \frac{2}{5} \epsilon_{zz} \right) + \tilde{\delta} \left( \frac{c_{xx}^4}{12} + \frac{c_{yy}^4}{12} + \frac{c_{xz}^4}{32} + \frac{c_{yz}^4}{32} \right). \tag{12}
\]

The nonlinear parameters \( \tilde{\beta} \) and \( \tilde{\delta} \) are coefficients of the quadratic and cubic nonlinearity respectively and can be thought of as averaged elastic moduli: \( \tilde{\beta} \equiv \frac{(A + B + C)}{3M} \), \( \tilde{\delta} \equiv \frac{(E + F + G + H)}{4M} \). They are representative of the nonlinearity but can vary with the strain distribution since the approximation implies that all strain invariants of the same order play the same role in the strain energy (Eq. 5). Those parameters can also be considered as empirically defined since only one parameter per order of nonlinearity can be measured with one configuration of probe and pump waves.

Such a model is useful for describing the elastic response of the rock at a fixed pump amplitude. Nevertheless, it does not capture all the complexity of the mechanical response of the rock because the nonlinear coefficients change with the pump amplitude as will be shown in section IV E. The nonlinear characterization of rocks depends on the amplitude of the perturbation, this is why the quantification of the strain is so important.

This also implies that monitoring or imaging nonlinearities has to be done with a constant pump amplitude to ensure repeatability.

C. Relating measurements to the nonlinear parameters

In a linear elastic medium the wave speed \( c_p \) is constant or equivalently the stress \( \sigma \) is proportional to the strain \( \epsilon \) as in Hooke’s law: \( \sigma = cM \), with the elastic modulus \( M = \lambda + 2\mu \), where \( \lambda \) and \( \mu \) are the Lamé parameters. A consequence of Hooke’s law is a constant wave speed \( c_p^2 = M\rho^{-1} \), with \( \rho \) the density of the material. In this section, we detail the necessary extension of Hooke’s law for the nonlinear wave mixing considered in this experiment. The arrival time modulation induced by the pump strain (Fig. 3), can be explained as a variation of the wave speed \( c_p \), or equivalently the elastic modulus \( M \). Assuming a homogeneous medium, \( c_p \) can also be defined as \( c_p = \ell_x T^{-1} \) where \( T \) is the time of propagation along a distance \( \ell_x \) (assumed to be along the \( +x \)-axis). Differentiating both expressions for \( c_p \) gives

\[
\frac{dc_p}{c_p} = \frac{d\ell_x}{\ell_x} - \frac{dT}{T}, \tag{13}
\]

and

\[
\frac{dc_p}{c_p} = \frac{dM}{2M} \frac{d\rho}{\rho}. \tag{14}
\]

In rocks, the variation in distance of propagation \( d\ell_x \) and density \( d\rho \) can be neglected in Eq. 13 and 14 respectively. Equating these two expressions shows that changes in time and elastic modulus are proportional to one another, i.e. that

\[
\frac{dT}{T} = -\frac{dM}{2M}.
\]

For an infinitesimal distance along the propagation path \( dl \), the propagation time is \( T = dl/c_p \), the change in arrival time is then

\[
dT \approx -\frac{dM}{2c_p M}. \tag{15}
\]

To go from the infinitesimal changes in time and modulus to the observed changes in travel time, we need to
integrate equation (15) over the path length $\Gamma$

$$TM_{NL} = -\frac{1}{2c_p} \int_{\Gamma} \frac{dM}{M} dl.$$ \hspace{1cm} (16)

In equation (16), $TM_{NL}$ models the arrival time modulation measured in Figure 3 as a function of the variation of the elastic nonlinearity $dM/M$, integrated over the propagation path. In addition, the nonlinearity is a function of the pump strain as defined in Eq. (12). To estimate $TM_{NL}$ from the pump strain as described in section IV C and because the pump transducer is approximately the same size as the S-wave pump wavelength, the strain needs to be averaged within the ultrasonic beam. For the sake of clarity, this average is included in the strain notation: $\epsilon_{ij}(l,T) \equiv \epsilon_{ij}(l,r,T)_r$, where $r$ is the radius of the beam. With this, along the insertion of $T = l/c_p$ into the time variable of the strain, the time modulation from the nonlinear elasticity $TM_{NL}$ along the whole propagation path becomes

$$TM_{NL}(\phi) = -\frac{\tilde{\beta}}{2c_p} \int_{\Gamma} \epsilon \left( l, \phi + \frac{l}{c_p} \right) dl - \frac{\tilde{\delta}}{2c_p} \int_{\Gamma} \epsilon^2 \left( l, \phi + \frac{l}{c_p} \right) dl,$$ \hspace{1cm} (17)

where $\epsilon = \epsilon_{xx} + \frac{2}{5} \epsilon_{yy} + \frac{2}{5} \epsilon_{zz}$ and $\epsilon^2 = \epsilon_{xx}^2 + \frac{5}{12} \epsilon_{yy}^2 + \frac{5}{12} \epsilon_{zz}^2$, these strains includes the average within the ultrasonic beam. In the present experiment, with a homogeneous material, the propagation path $\Gamma$ is a straight line of length $L$ along the $x$-axis. In this case, the total arrival time modulation can be written as

$$TM_{NL}(\phi) = \tilde{\beta} Q(\phi) + \tilde{\delta} C(\phi),$$ \hspace{1cm} (18)

where the quadratic term is defined as:

$$Q(\phi) = -\frac{1}{2c_p} \int_0^L \epsilon \left( x, \phi + \frac{x}{c_p} \right) dx,$$ \hspace{1cm} (19)

and the cubic part is

$$C(\phi) = -\frac{1}{2c_p} \int_0^L \epsilon^2 \left( x, \phi + \frac{x}{c_p} \right) dx.$$ \hspace{1cm} (20)

These expressions state that the arrival time modulation can be computed from the strains within the medium estimated as described in section IV C.

IV. EXPERIMENTAL RESULTS

A. Estimating the nonlinear parameters

The nonlinear parameters $\tilde{\beta}$ and $\tilde{\delta}$ are then estimated by minimizing the difference between the arrival time modulation computed from the modeled strain and particle velocity (Eq. 15) and the experimentally measured one (Eq. 1). It is helpful to point out that the quadratic and cubic parts of the time modulation have different frequency contents. If the pump signal is a monochromatic signal, which is close to the observation of figure 3, then the strain can be written as $\epsilon \propto \cos(\omega t)$, consequently $Q(\phi) \propto \cos(\omega t)$ and $C(\phi) \propto 1 + \cos(2\omega t)$. This means that the two nonlinear parameters can be estimated separately by frequency filtering around their corresponding dominant frequencies via,

$$TM_{meas} = TM_{slow} + TM_{fast},$$ \hspace{1cm} (21)

where $TM_{slow}$ contains the frequencies down to $\frac{\omega}{2\pi}$ ($F_0 = 50$ kHz is the pump frequency) and $TM_{fast}$ includes the frequencies between $\frac{\omega}{2\pi}$ and $2F_0$. Then $\tilde{\beta}$ and $\tilde{\delta}$ are computed with:

$$\tilde{\beta} \approx \frac{TM_{fast}}{Q},$$ \hspace{1cm} (22)

$$\tilde{\delta} \approx \frac{TM_{slow}}{C}.$$ \hspace{1cm} (23)

These expressions make sense only for a perfect fit between measurement and simulation where the ratios in Eq. 23 and 22 are constant for different values of the phase shift $\phi$. Because of experimental error, modeling inaccuracies etc., an error minimization is performed to estimate $\tilde{\beta}$ and $\tilde{\delta}$. Finally, the measured time modulation $TM_{meas}$ and the time modulation $TM$ computed from the strain as described in Eq. 15 show good agreement as shown in Figures 5. The travel-time perturbation begins after 20 $\mu s$, which is when the pump wave reaches the probe’s propagation path. The pump oscillation induces the $TM_{fast}$ and slowly, the $TM_{slow}$ signal increases when the pump wave penetrates more and more of the probe’s path. The phase of the fast part of the signal $TM_{fast}$ is related to the quadratic nonlinearity $Q\beta$ and agrees particularly well. The poorer agreement between $TM_{slow}$ and the cubic nonlinearity and $C\delta$ is likely directly related to the accumulation of errors between the experimental strain and the estimated strain. It could also be a result of slow-dynamics, although the discussion in section IV C indicates that this is less likely. The nonlinear quadratic parameter found in this experiment: $\tilde{\beta} = -872$ is the same range as the quadratic nonlinearity determined for 1-D nonlinear elastic model with similar materials.23,26 (where the pump induces only $\epsilon_{xx}$ strain component). We found $\tilde{\delta} = -1.1 \times 10^{10}$ for the cubic parameter which is around two orders of magnitude bigger than in similar studies. The nonlinear parameters are defined differently in those studies, however discrepancies of about an order of magnitude have been observed for different samples of the same type of rocks (Lavoux Limestone).23,44

We have now demonstrated that we can observe a change in the probe wave’s travel-time induced by the shear-wave pump. In this section we explore three aspects of how the elastic modulus of the rock changes
during the experiment. First, we look at the change in the modulus $M = \lambda + 2\mu$ induced by the pump. These results indicate that we are not observing so-called slow-dynamics. As mentioned in the introduction, rocks are known to exhibit a slow-dynamic response, in which the rock is changed by a strong excitation (e.g., our pump) and returns to its initial state slowly, over minutes to days (i.e., over much longer time-scales than our measurements). Section IV C explores this phenomenon for our experimental setup. We then look at changes in temperature, also known to affect nonlinear measurements.

FIG. 5. a) The nonlinear parameters $\beta = -872, \delta = -1.1 \times 10^7$ are computed from the fit between $TM_{fast}$ (black line) and $\tilde{\beta} C(\phi)$ (dashed black) for the fast part, and between $TM_{slow}$ (red line) and $\delta C(\phi)$ (dashed red) for the slow part using Eq. 23 and 22. b) The Time Modulation $TM$ computed from Eq. 18 (dashed line) is in agreement with the measured signal $TM_{meas}$ (solid line).

B. Nonlinear response of a Berea Sandstone

We first explore how the modulus changes with strain. Inverting Eq. 14 shows that the change in elastic modulus is directly related to the relative time modulation as

$$\frac{dM(\phi)}{M} \approx -2 \frac{TM(\phi)}{T_o}. \quad (24)$$

From this, we compute the change in modulus from the traveltime modulation. To understand the relationship between this change in modulus and the strain, induced by the pump, in the sample, we plot the left-hand side of Eq. 24 as a function of the cumulative pump strain

$$\epsilon(\phi) = \int_0^L \epsilon \left(x, \phi + \frac{x}{c_p}\right) dx. \quad (25)$$

It is now possible to represent the change of modulus $M$ as a function of the strain. The maximum change is approximately $0.2\%$ of the elastic modulus (c.f. I), which is similar to observations at large scale during slow slip events or volcanism.

The curve shown in figure 6 shows a decrease in $M$ with time ($\phi = 0$ is the top of the plot), as well as an increase in the cumulative pump strain. The quadratic term (Eq. 19) is responsible for the small oscillations of the elastic modulus while the cubic term (Eq. 20) explains this global weakening (decrease of $M$) of the material. This weakening is a result of the accumulation of strain over the time that the pump interacts with the sample, and is not evidence of slow-dynamics. More precisely, in Eq. 20 we see that the cubic non-linearity is governed by the integration of $\epsilon^2$ along the path, over time. What we observe in Figure 6 is the increase of this integral with time, i.e., as the pump continues to oscillate within the sample it causes the integral of the square of the strain (Eq. 25) to increase with time. Thus, we are seeing an accumulation of the nonlinear effect as the pump continues to propagate in the sample. In a perfect steady state regime, each oscillation would describe the same curve. This regime is not reached due to the finite size of the sample and the short recording time.

C. Absence of slow-dynamics

As explained above, the change of elasticity shown in Figure 5 is instantaneous. Nevertheless, as mentioned in the introduction, it is known that the nonlinear re-
The nonlinear response of materials are known to be sensitive to environmental parameters. We measured $\beta$ and $\delta$ 300 times with a maximal strain of $2.5 \times 10^{-6}$ over a long period of time (14 days) during which the room temperature switched two times from the maximum to the minimum (from 22°C to 15°C) allowed by the room thermostat. The sample was placed in a isothermal box in order to slow down the change in temperature and damp the fluctuations; a thermometer was also placed in the box to monitor the temperature. Figure 8 shows the evolution of $\beta$ and $\delta$ as a function of the time and thus temperature. The maximum of the cross-correlation between the cubic non-linearity $\delta$ and the temperature is remarkable (0.91), and still important for $\beta$ (0.78). The curious decorrelation in $\beta$ between day 2 and 6 probably involves other experimental parameters such as the humidity and pressure that are also known to perturb the nonlinear response.

Another unexplained feature of this experiment is the first measurement of $\beta$ after half a day with no pump on day 7 which is 50% smaller than subsequent points. This bias was noted for all the experiments and for this reason, the first measurement is excluded when an average is performed. This phenomenon is probably related to a slow-dynamic effect with a very long recovery time as it is not observed after 2.2 hours (8000 s) in the previous experiment (Figure 7). Both the effects of temperature decorrelation and first acquisition bias are only present on $\beta$ demonstrating that $\beta$ and $\delta$ are independent and likely have different physical origins. The following section discusses the physical meaning of these nonlinear parameters.

In making these measurements, we were not able to directly monitor the strain amplitude as the laser vibrometer was not available. Estimates of strain are based on the application of the same voltage to the pump transducer as used in previous experiments. Our goal here, is to characterize the effect that varying temperature has on our results. It remains possible that the origin of this effect is not a change in the nonlinearity of the rock itself, but instead a change in the apparatus resulting in a change in the induced pump strain. It is clear, however, that the effect of temperature cannot be ignored; to mitigate this effect in other experiments, we use a combination of shielding to reduce temperature fluctuations and speed to make the measurements as quickly as possible to avoid the effects of such fluctuations on the result. Note also that the large fluctuations shown in Figure 8...
are a result of a $\sim 10^\circ C$ fluctuation which is significantly more than is usually observed in our laboratory.

**E. Strain amplitude dependency**

![Graph showing strain amplitude dependency](image)

**FIG. 9.** $\tilde{\beta}$ and $\tilde{\delta}$ (respectively red and black) as a function of the maximum induced strain in the sample by different amplitudes of the shear wave pump. Above 0.6 microstrain, $\tilde{\beta}$ decreases with strain whereas $\tilde{\delta}$ increases implying different mechanisms. The abscissa is the maximum of the strain over the whole propagation time of the pump measured along the probe path ($0 < x < 15$ cm, $0 < y < 3$ cm, $1.5 < z < 4.5$ cm). The variation of this maximal strain along the $x$-axis shown in the inset illustrates the inhomogeneous spatial distribution of strain in the sample, obtained from the finite difference simulation.

In the description of the nonlinear parameters given in section **III C** we discuss a nonlinear Hooke’s law. This can, of course, be translated to a wave equation in which the wave speed becomes strain dependent (cf Eq. [9]). As a result, the wave propagation becomes strain (or equivalently source amplitude) dependent. For rocks it is reported that the wave speed-strain relationship is itself amplitude dependent meaning that the nonlinear parameters depend on the strain. In other words, the nonlinear response of rocks depends on the maximum strain. The nonlinear elastic model is thus valid only at a fixed maximum strain of the pump, and the nonlinear coefficients $\tilde{\beta}$ and $\tilde{\delta}$ are functions of this amplitude.

Our experimental set-up enables the characterization of this feature of the nonlinearity. Estimates of the nonlinear parameters were repeated for 18 pump shear wave amplitudes. The induced strain along the probe path, estimated by the method described in section **III C**, attains a maximum ranging from 0.3 to 2.2 microstrain. Figure [9] shows $\tilde{\beta}$ and $\tilde{\delta}$ as a function of the strain and their standard deviation among 300 sets of 18 pump amplitudes. Each set represents one hour of acquisition. The averaging over 300 acquisitions is performed after an adjustment of the median value of each acquisition set in order to remove the environmental effects such as the temperature effects discussed above. The standard deviation is clearly related to the signal to noise ratio as it decreases with increasing pump strain and is much bigger for $\tilde{\beta}$, whose estimation is based on a signal approximately 7 times smaller than that of $\tilde{\delta}$. Figure [9] demonstrates that above a microstrain $\tilde{\delta}$ increases linearly with the strain and $\tilde{\beta}$ decreases linearly with it. The changes are noticeable but remain small for nonlinearities (less than 20%). The quadratic nonlinearity decreases with the absolute strain while the cubic nonlinearity, which is primarily responsible for the rock softening, increases. This is in agreement with the observations of Renaud et al. [24, 25]. The different strain dependencies for the 2 nonlinear parameters suggests that the underlying mechanisms from which the quadratic and cubic nonlinearity originate are different.

The inset in figure [9] shows the spatial distribution of the strain along the probe wave path, modeled with finite difference and scaled to the experiment as described above, and clearly shows that the strain in the medium is not homogeneous. The antisymmetry axis at $x = 7.5$ cm is in agreement with the wave response (in strain) to a point force: compression in one half space and tension in the other one. The free boundaries conditions at $x = 0$ and $x = 15$ cm also have a clear effect on the spatial distribution of strain.

Because of this antisymmetry the maximal strain is only an indicator of the strain amplitude it has to be interpreted carefully when comparing to methods where the strain is nearly uniform. Furthermore, since the nonlinear parameters are amplitude dependent, the spatial distribution of the strain may also affect the measurement, even with the spatio-temporal integration described in Eq. [17].

**F. Pump orientation**

![Graph showing pump orientation](image)

**FIG. 10.** The measured (solid lines) and modeled (dashed lines) time modulations are shown for different values of the angle $\theta$ between the $x$-axis and the orientation of the S-wave transducer $\vec{p}$. The main pump direction of the strain is indicated by the colored arrows and the probe direction is in black. The red line correspond to the standard case where probe and pump are along the $x$-axis in red (particle motions are aligned). The normalized nonlinear parameters $\tilde{\beta}$ and $\tilde{\delta}$ in the inset show the anisotropy of the nonlinear response.
The shear wave pump creates an anisotropy in the medium, as any uni-axial static load would do (p. 64). In other words, the mechanical response of an isotropic medium becomes dependent on the direction of the pump; this effect vanishes when the pump is turned off. In this section we study this effect by changing the direction of the strain pump shear wave particle motion relative to the probe direction. Previously, the propagation of the probe wave and the pump strain occurred in the $x-$direction in the $xz$-plane (Figure 1). This rotation is a technical challenge of maintaining constant coupling between the S-wave transducer and the sample. We solve this by applying a homogeneous and perfectly oriented force (along the $z-$axis) to the transducer. This force should create a constant coupling, insensitive to a rotation around the $z-$axis. We find the best solution to be a cylindrical load above the transducer with a significant layer of S-wave couplant to provide adequate lubrication during rotation and to minimize the variation in coupling due to drying of the couplant. The rotation of the transducer was carefully performed by small steps in angle to minimize any other perturbation from the change in weight distribution. The stability of the method was checked visually with a transparent sample and quantitatively as described below.

The $x-$component of the displacement was measured with another shear wave transducer placed at the position of the laser beam in Fig. 3 cm under the pump transducer on the ($\vec{z}, \vec{y}$) surface. The measurements of the $x-$component of the displacement for the pump transducer oriented along $\vec{p} = \cos \theta \vec{x} + \sin \theta \vec{y}$ were found to be close to the projection of $\vec{p}$ along $\vec{x}$, within a 10% error. This indicates that the coupling remains relatively constant during the rotation of the pump transducer.

The nonlinear elastic model in Eq. 12 do not includes the $\epsilon_{zy}$ because we noted that this term was negligible (see Eq. 4). When $\theta = \frac{\pi}{2}$, the main component of the displacement is along $y-$axis and $\epsilon_{yz}$ becomes the main strain component. Including this term in the elastic model modifies equation 12 as follows:

$$\frac{dM}{M} \approx \delta \left( \epsilon_{xx} + \frac{2}{5} \epsilon_{yy} + \frac{2}{5} \epsilon_{zz} \right)$$

$$+ \beta \left( \epsilon_{xx}^2 + \frac{5}{12} \epsilon_{yy}^2 + \frac{5}{12} \epsilon_{zz}^2 + \frac{3}{32} \epsilon_{xy}^2 + \frac{1}{16} \epsilon_{yz}^2 \right).$$

(26)

Then, the same procedure described in section IIIC is performed to estimate $\beta$ and $\delta$ as a function of the angle $\theta$. The finite difference simulation was performed for $\theta = [0, \frac{\pi}{4}, \frac{\pi}{2}]$ in order to estimate the strain components within the sample and compute the quantities defined in Eq. 13 and 20 with the only change of $c^2 = c_{xx}^2 + \frac{5}{12} c_{yy}^2 + \frac{5}{12} c_{zz}^2 + \frac{3}{32} c_{xy}^2 + \frac{1}{16} c_{yz}^2$. The nonlinear parameters $\beta$ and $\delta$ are estimated from the measured time modulation using Eq. 22 and 23. Because no laser measurements were available in this experiment, only the relative value of strain is estimated and the nonlinear parameters are normalized by their value at $\theta = 0$.

The measured and simulated time modulations are shown in figure 10 and establish the dependency of the nonlinear parameters on the angle $\theta$. No value of $\beta$ is at $\theta = \frac{\pi}{4}$ because the measured fast component of $T M_{meas}$ is very close to the noise level and does not have any phase correlation with the modeled signal. Nevertheless, the value of $\beta(\frac{\pi}{2}) = 0.7$ indicates that the quadratic nonlinearity decreases when the direction of the particle motion of the pump is orthogonal to that of the probe. On the contrary $\delta(\frac{\pi}{2}) = 4$ shows an increase of the cubic nonlinearity in this case. This apparent anisotropy has to be considered carefully because, $\beta$ and $\delta$ may vary with the strain distribution (see section IIIA). This distribution clearly changes when the pump transducer is rotated and this may bias the anisotropy measurement.

V. CONCLUSION

Previous experiments of nonlinear elastic effects depended on standing waves and finite-sized samples under compressional stress. In this work, we demonstrate the feasibility of using two propagating waves for estimating nonlinear properties of a rock. In our experiments, a microstrain pump wave modulates a probe wave; the resulting arrival time modulation was determined to be a cubic function of the complex strain field. The measured time modulation is on the order of tens of nanoseconds, measured in a Berea Sandstone sample with a 50 kHz S-wave pump and a 0.5 MHz P-wave probe. We fit the time modulation data with a two-parameter model: a quadratic and a cubic nonlinearity term related theoretically to averaged elastic moduli of third and fourth order respectively. Temperature, strain amplitude, and the polarization of the pump wave relative to the probe wave direction can affect the measured time delays; longer term slow-dynamic effects do not appear to be significant. Future work will be directed towards investigating larger samples and different types of rocks.
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FIG. 8. The 14-day evolution of $\tilde{\beta}$, $\tilde{\delta}$ (red dots) and the room temperature (in Celsius, black dots) demonstrates the strong correlation between $\tilde{\delta}$ and the temperature, and a fair correlation between $\tilde{\beta}$ and the temperature.