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Abstract: The Effective Acceleration Model (EAM) predicts the Time-of-Arrival (ToA) of the Coronal Mass Ejection (CME) driven shock and the average speed within the sheath at 1 AU. The model is based on the assumption that the ambient solar wind interacts with the interplanetary CME (ICME) resulting in constant acceleration or deceleration. The upgraded version of the model (EAMv3), presented here, incorporates two basic improvements: (a) a new technique for the calculation of the acceleration (or deceleration) of the ICME from the Sun to 1 AU and (b) a correction for the CME plane-of-sky speed. A validation of the upgraded EAM model is performed via comparisons to predictions from the ensemble version of the Drag-Based model (DBEM) and the WSA-ENLIL+Cone ensemble model. A common sample of 16 CMEs/ICMEs, in 2013-2014, is used for the comparison. Basic performance metrics such as the mean absolute error (MAE), mean error (ME) and root mean squared error (RMSE) between observed and predicted values of ToA are presented. MAE for EAM model was 8.7±1.6 hours while for DBEM and ENLIL was 14.3±2.2 and 12.8±1.7 hours, respectively. ME for EAM was -1.4±2.7 hours in contrast with -9.7±3.4 and -6.1±3.3 hours from DBEM and ENLIL. We also study the hypothesis of stronger deceleration in the interplanetary (IP) space utilizing the EAMv3 and DBEM models. In particularly, the DBEM model perform better when a greater value of drag parameter, of order of a factor of 3, is used in contrast to previous studies. EAMv3 model shows a deceleration of ICMEs at greater distances, with a mean value of 0.72 AU.
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1. Introduction

Interplanetary coronal mass ejections (ICMEs) are the main sources of the most intense variability of the interplanetary space environment (Gosling 1993; Zhang et al., 2007; Paouris and Mavromichalaki, 2017a; Papaioannou et al., 2020). Their corresponding geospace disturbances affect a wide range of technological systems in space (satellites, communications, GPS systems) and on ground (ground induced currents on power grids and pipelines), as well as human health (astronauts in orbit, and crew and passengers on high latitude flights; Gopalswamy, 2009; Hanslmeier, 2010 and references therein). To safeguard against those hazards, we need better predictions of the ICME properties upon Earth arrival. Vourlidas, Patsourakos and Savani, (2019) reviewed the open issues related to the CME forecasting, as well as the current capabilities of the scientific community to address them. The pertinent open issues concerning CME/ICME forecasting are: (a) the Time-of-Arrival (ToA) at Earth, (b) the speed of the ICME at 1 AU or speed-of-arrival (SoA) and (c) the magnitude and the sign of the southward component (Bz) of the ICME magnetic field. The latter is the most important parameter for the prediction of the strength of the resulting geomagnetic storm (see e.g. Gosling et al., 1993).

In this work, we focus on the ToA problem. In recent years, many models have been developed to predict the ToA. These models are very diverse also in complexity and the physical approaches as well as in the number of assumptions taken into account. The different categories according to Vourlidas, Patsourakos and Savani, (2019) are: (a) empirical models (Gopalswamy et al., 2001; Schwenn et al., 2005; Kilpua et al., 2012; Colaninno et al., 2013; Mostl et al., 2014; Vrsnak et al., 2014; Makela et al., 2016; Rollett et al., 2016; Wood et al., 2017; Mostl et al., 2017; Paouris and Mavromichalaki 2017a; 2017b), (b) drag-based models (Vrsnak et al., 2013; Shi et al., 2015; Hess and Zhang, 2015; Dumbovic et al., 2018; Napoletano et al., 2018; Kay et al., 2020), (c) physics-based shock models (Corona-Romero et al., 2015; 2017), (d) MHD models (Millward et al., 2013; Shiota and Kataoka, 2016; Riley et al., 2018; Wold et al., 2018; Pomoei and Poedts, 2018) and, (e) machine learning models (Sudar et al., 2016; Liu et al., 2018).

Previous studies mention various techniques to predict the ToA with interesting results. However, there is a major issue related to the validation and verification of these different models. The researchers are performing verification and validation studies in such a way that the comparison between the models is nearly impossible. In particular, they are using different samples of CME/ICME events, input CME parameters and different sets of metrics as well as they are using different set of events to train or tune their models (see e.g. Fry et al., 2001; Gopalswamy et al., 2005; McKenna-Lawlor et al., 2006; Taktakishvili et al., 2009; Vrsnak et al., 2014; Mays et al., 2015; Paouris & Mavromichalaki, 2017b; Dumbovic et al., 2018; Wold et al., 2018). One common statistical metric used in the evaluation of model performance is the mean absolute error (MAE) between the predicted and the actual ToA. The MAE ranges between 3.5 and 17.7 hours for various models (Vourlidas, Patsourakos and Savani, 2019). The most critical aspect for proper model performance comparison is the event sample. In particular, the MAE of 3.5 hours arising from samples of 7 (Hess and Zhang, 2015) and 8 (Corona-Romero et al., 2015) events, while a worse MAE of 17.7 hours arose from a much larger sample of 214 ICMEs (Paouris and Mavromichalaki, 2017b). However, Wold et al. (2018) studied a large sample of 273 events and they found a MAE of almost 10.4 hours. A possible explanation of the variability of MAE results in these works is that MAE used primarily as a measure of how the study was set up (if the models were actually optimized or not for the examined sample) and secondarily for the accuracy of the model. The mean value of MAE for all of the models is 10±2 hours. This value reflects the state-of-the-art that can be achieved with the currently available data (Vourlidas, Patsourakos and Savani, 2019).
The Community Coordinated Modeling Center (CCMC) and in particular the CME Arrival Time and Impact Working Team (https://ccmc.gsfc.nasa.gov/assessment/topics/helio-cme-arrival.php) is leading an effort to quantify and establish a set of metrics together with a CME validation event set which will provide a benchmark against current and future models which can be assessed (see Verbeke et al. 2018). The most efficient and reliable method to compare the results from the various models is the development of a common set of events and a common set of metrics.

In our study we focus on the improved version of Effective Acceleration Model (hereafter, EAMv3) and the comparison of this version with the ensemble version of the drag-based model (DBEM) and WSA-ENLIL+Cone ensemble model. In order to have a reliable comparison of EAMv3 with other models we employ the sample used by Mays et al. (2015) and Dumbovic et al. (2018), focusing only on the 16 CMEs/ICMEs which finally arrived on Earth. This is the first time that three different models are tested with the same set of ICMEs thus providing a consistent way to compare their metrics. These metrics are the mean absolute error (MAE), the mean error (ME) and the root mean squared error (RMSE).

The paper is structured as follows. In Section 2, we explain the upgrades of EAMv3 model and in Section 3, we are presenting the validation of EAMv3 model through the comparison with WSA-ENLIL+Cone and DBEM models. In Section 4, we focus on the analysis concerning the overestimation of ToA from all models studying the possible stronger deceleration of the ICMEs in the interplanetary (IP) space, and finally the conclusions presented in the last section (Section 5).

2. Effective Acceleration Model

2.1 Effective Acceleration

Paouris and Mavromichalaki (2017a, hereafter Paper I), using a large sample of 266 well-established CME/ICME pairs, estimated the acceleration or the deceleration of the ICME in the interplanetary space. To calculate the acceleration (or deceleration) simple kinematic equations and input parameters were used. These parameters were the CME onset time, transit time, initial and 1 AU speeds and the distance (1 AU).

The fundamental assumption of the EAM model is that the ICME interaction with the ambient solar wind results in a constant “effective acceleration” of the CME from Sun to 1 AU. The core of the model is an empirical relation for the acceleration as a function of the initial speed of the CME, which is obtained from coronagraph data. From the derived value of the effective acceleration, it is possible to estimate the ToA of the CME or of the preceding shock, via simple kinematic equations.

In Paouris and Mavromichalaki (2017b, hereafter Paper II) the effective acceleration was calculated for each CME/ICME pair using the relation:

$$\alpha = \frac{\Delta \nu}{TT} = \frac{v_f - u_0}{TT} \text{[m s}^{-2}\text{]}$$  \hspace{1cm} (1)

where $v_f$ [km s$^{-1}$] is the mean solar wind speed in the sheath (the area between the shock driven by the ICME and the main part of the ICME) using data from Solar Wind Electron Proton Alpha Monitor (SWEPAM; McComas et al., 1998) of Advanced Composition Explorer (ACE; Stone et al., 1998), and $u_0$ [km s$^{-1}$] is the initial speed of the CME obtained by Large Angle and Spectrometric Coronagraph (LASCO; Brueckner et al., 1995) coronagraphs of Solar and Heliospheric Observatory (SOHO; Domingo et al. 1995). This speed ($u_0$) is the linear speed and
not the speed in the direction of propagation and is affected by the projection effects (see e.g. Burkepile et al., 2004; Vrsnak et al., 2007; Paouris et al., 2020 and references therein). The transit time of ICME $TT$ [s] is calculated using the times of first appearance of CME in LASCO coronagraphs and the arrival time of the shock on ACE. The acceleration (or deceleration) was calculated only for ICMEs which were associated with a shock, i.e. 214 events from Paper I list, from 1996 up to 2009.

The transit time of ICME $TT$ is calculated using the times of first appearance of CME in LASCO coronagraphs and the arrival time of the shock on ACE.

The previous version of our model (EAMv2) was relying on a second order polynomial fit between the linear speed $u_0$ from LASCO coronagraphs and the effective acceleration $\alpha$ as follows:

$$\alpha = 1.41392 \left[ \text{ms}^{-2} \right] - 26.30 \times 10^{-4} \left[ \text{m s}^{-1} \right] u_0 - 1.14717 \times 10^{-6} \left[ \text{m}^{-1} \right] u_0^2$$

with a very high correlation coefficient of $r = 0.981$ when excluding outliers. We consider as outliers, the points outside the 99% prediction bands. In Equation 1 we see that the effective acceleration and the linear speed of CME are not independent.

Nevertheless, the uncertainties in Equation 1 originate from both speeds $v_f$ and $u_0$. Both CME speed and angular width of the CME from coronagraph data are subject to projection effects. CMEs are observed in coronagraph images due to the Thompson scattered electrons. This emission is optically thin and CMEs which are actually 3D structures are represented as a 2D structures in the coronagraph field-of-view (FOV) (see e.g. Burkepile et al., 2004; Vrsnak et al., 2007; Paouris et al., 2020 and references therein).

To minimize these uncertainties, we use a new approach to calculate the effective acceleration, eliminating the speed of the flow in the sheath $v_f$ from Equation 1. In particular, we use:

$$\alpha = \frac{2d}{TT} - \frac{2u_0}{TT} \left[ \text{m s}^{-2} \right]$$

where $u_0$ is the projected linear speed from LASCO, $TT$ is the transit time between the first appearance of the CME in the LASCO C2 and the arrival time of the shock at 1 AU from ACE data, and $d$ is the Sun-Earth distance taken to be 1 AU.

These new values of effective acceleration as a function of the linear speed of CME lead to a new 2$^{nd}$ order polynomial function of the form:

$$\alpha = 2.8476 \left[ \text{ms}^{-2} \right] - 23.70 \times 10^{-4} \left[ \text{m s}^{-1} \right] u_0 - 2.65072 \times 10^{-6} \left[ \text{m}^{-1} \right] u_0^2$$

with a correlation coefficient of $r = 0.982$.

The scatter plots between the linear speed of the CME from LASCO and the effective acceleration using Equation 1 and Equation 3 are presented in Figures 1a and 1b. In Figure 1a, the distribution of the points is narrower, especially for CME linear speeds less than 1000 km s$^{-1}$, in contrast to the distribution of the points in Figure 1b. The calculation of effective acceleration in Figure 1b, is based only on the linear speed of CME, without considering $v_f$ and its uncertainties, as the transit time is the same in both Equations 1 and 3. At this point, we should mention that in both Figures 1a and 1b we do not present the uncertainties but the calculated effective acceleration as a function of linear CME speed.
2.2 Correction of CME Linear Speed

In Paper II we used the Leblanc et al. (2001) empirical method to correct the linear speed of CMEs for projection effects. The method is based on the association of each CME to their source on the solar disk (e.g. solar flare) because the location of the flare associated CMEs is well identified contrary to CMEs associated with filaments. Coupling ICME to their sources was considered for the event list of Paper I. The requirements for Leblanc’s method are the projected CME half-angular width, the linear speed, and the heliographic position (latitude and longitude) of the associated solar flare. Excluding CMEs associated with filaments as well as halo CMEs, where the true half angular width is highly uncertain, there were 87 CME/ICME events associated with solar flares. Then, for this sample, we applied Leblanc’s method and finally an empirical relation between the linear speed $u_0$ of the CME (projected speed on the plane-of-sky POS from LASCO) and the radial speed $u_r$ (corrected speed) was found:

$$u_r = 41.516 + 1.027 \cdot u_0 \text{ [km s}^{-1}\text{]}$$ \hspace{1cm} (5)

This linear relation leads to a minor improvement of ToA estimation of about one hour in our model. As shown in Table 1, the initial MAE of 18.58 hours (EAMv1) decreased to 17.65 hours (EAMv2) but remained above the average of other models with mean MAE of almost 10 hours (Vourlidas, Patsourakos and Savani, 2019). We note that the majority of the models using > 40 events have average MAE of almost 13.5 hours, according to the Table 1 of Vourlidas, Patsourakos and Savani (2019), and in all cases the MAEs are greater than 10.4 hours. One explanation about the small MAE values in small samples is that in most of the cases the events are carefully picked and the models are actual fine-tuned for those events. In those cases, the reported MAE is more of a measure of the best case scenario for performance. Another factor is whether the MAE comes from an actual forecast or a hindcast, which is actually a process where the forecast performed using some parameters that were not available originally (e.g. multi-viewpoint observations to obtain the CME radial speed).

Based on this minor improvement derived from the utilization of the corrected speed (Equation 5), we search for a possible correction of the CME linear speed ($u_0$) to be applied before running the model. In particular, we use a linear equation of the form:
\[ u_r = b_0 u_0 + b_1 \]  

(6)

In particular, we reverse the problem by parameterizing the corrected speed of CMEs, \( u_r \), in order to minimize the MAE of the whole sample. Then, the factors \( b_0 \) and \( b_1 \) were calculated using the sample of 214 events from Paper II yielding values of \( b_0 = 0.543 \) and \( b_1 = +45.6 \) with a minimum MAE value of 12.74 hours. This version of the model gives ToA within ±5 hours for 25% of the sample and within ±10 hours for 50% of the sample. Only 11 events (5% of the sample) have a ToA error larger than ±30 hours. The various EAM versions, are compared in Table 1, for the same 214 event sample.

### Table 1: The metrics for the previous and the current version of EAM model

| Model (Version) | Description | ME   | MAE   | RMSE  |
|-----------------|-------------|------|-------|-------|
| EAMv1           | - Acceleration from Equation 1 | -3.03±1.53 | 18.58±0.87 | 22.47±0.95 |
|                 | - LASCO linear speed           |       |       |       |
| EAMv2           | - Acceleration from Equation 3 | -0.28±1.48 | 17.65±0.85 | 21.55±0.96 |
|                 | - deprojected CME speed using Equation 5 |       |       |       |
| EAMv3           | - Acceleration from Equation 3 | +3.66±1.05 | 12.74±0.64 | 15.82±0.75 |
|                 | - Linear relation for CME speed using Equation 6 |       |       |       |

3. Validation of the EAM Upgraded Version

As mentioned earlier, the model developers are performing their own verification and validation analysis and it is almost impossible to compare the various results because the samples are all different. To avoid this, for validation of EAMv3 upgraded version we use a sample of 16 events used also by Mays et al (2015) and Dumbovic et al. (2018). We note that the sample of 214 events from Paper I covering the period January 1996 – December 2008, is independent from the sample of 16 events used here for the validation of the model which covers the period April 2013 – September 2014. The events and their parameters are shown in Table 2. In particular, Columns 2 and 3 give the CME onset date and time (in UT), and Column 4 provides the mean value of the CME speed from the ensemble modeling (Mays et al., 2015). We note that the mean CME speed is the average speed obtained from all the available runs for each one of the 16 CMEs. CME measurements and simulation summary results for each event utilized also by Mays et al. (2015) and Dumbovic et al. (2018) are available at [https://iswa.ccmc.gsfc.nasa.gov/ENSEMBLE/](https://iswa.ccmc.gsfc.nasa.gov/ENSEMBLE/). Columns 5 and 6 show the ICME arrival date and time (in UT) based on in situ observations at L1 from ACE. Finally, Columns 7-9 contain the prediction error between the predicted arrival time and the actual arrival time of the ICME at L1, given by the equation: \( \Delta t_{err} = t_{predicted} - t_{observed} \), from ENLIL, DBEM and EAMv3 models, respectively. The latter three lines of Table 2 contain the statistical metrics of MAE, ME and RMSE for all three models utilized the sample of 16 common events. The standard errors are calculated with a simple bootstrap method with replacement which yields 10⁶ resamples.
In Figure 2 the histogram of the CME arrival time prediction error ($\Delta t$) for each one of the 16 events is presented. It is evident that all models show a tendency for early prediction and underestimate the ToA, i.e. the ICME arrived later than the predicted time and as a result the arrival time error, $\Delta t$ is negative. In particular, the mean error (ME) for ENLIL, DBEM and EAMv3 models is equal to -9.67, -6.13 and -1.36 hours respectively. In 10 cases (62.5%) all models converge with the same results for the error $\Delta t$, specifically in three cases all models are overestimating ($\Delta t > 0$) the ToA, and in seven cases are underestimating ($\Delta t < 0$) the ToA.
Figure 2: Errors ($\Delta t$) between the predicted and the actual arrival time of the ICME for each case of 16 events for ENLIL, DBEM and EAM models

4. Effects of CME Propagating Conditions on ToA

The WSA-ENLIL+Cone ensemble model and DBEM have ME of -6.13 and -9.67 hours, respectively. The negative values, imply that the predicted ToA precedes the actual ToA. For our sample of 16 ICMEs all three models underestimate the ToA; however, the EAMv3 model shows a smaller ME of only -1.36 hours.

The improvement on the metrics of EAMv3 model, as it was described in Section 2, is based on the new approach for the calculation of the effective acceleration as well as the linear relation for the CME speed. This linear relation has a slope of almost 0.5 indicating that the speeds which serves as input in EAMv3, should be much smaller than the ones calculated using coronagraph white light images. The speeds, used by Mays et al. (2015) and Dumbovic et al. (2018), are the 3D speeds obtained by the triangulation method utilizing data from Solar TErrestrial RElations Observatory (STEREO; Kaiser et al., 2008) A and B spacecrafts. In particular, the CME initial parameters are determined using the Stereoscopic CME Analysis Tool (StereoCAT) developed by CCMC (see Mays et al., 2015). StereoCAT tracks specific CME features, based on triangulation of transient CME features manually identified using two different coronagraph fields of view. From this process the 3D speed, position, and the projected angular width are derived.

The question which arises here is the following: if we assume that the 3D speeds are very close to the real ones, then it is possible to have a stronger deceleration, perhaps in distances beyond 30 solar radii which is close to the limit of the FOV of the coronagraphs? Especially, for the very fast CMEs only a few points are available in the height-time measurements for the calculation of CME kinematics and as a result it is probable to lose this information, i.e. of deceleration of a CME in larger distances.
What does this value (0.5) of the slope possibly indicates? A potential answer might be that the deceleration of CMEs in the IP space due to drag is more important and it is insufficiently captured from the models. To investigate this scenario, we perform an analysis with EAMv3 and DBEM. The ToA problem is reversed for these 16 common events. In particular, we utilized the known values of onset and arrival CME times at Earth to find the optimal values of input parameters enforcing $\Delta t = 0$ between the predicted by the model and the actual ToA. For the EAMv3 model, the CME speed and acceleration (or deceleration) were fine-tuned to get $\Delta t = 0$. We note that we are not making any speed corrections using Equation 6 for the EAMv3 reverse modelling. In the first part of our analysis we calculate the optimal CME initial speed ($u_0$) to take $t_{\text{predicted}} = t_{\text{observed}}$ ($\Delta t = 0$) applying Equation 4. The optimal CME speed and the corresponding acceleration from Equation 4 are presented in columns 3 and 4 of Table 3. The second part utilizes the mean CME speed (column 5 in Table 3) assuming that this CME speed is the “true” initial speed and then we calculate the optimal effective acceleration (column 6 in Table 3) to take $\Delta t = 0$. For comparison, we present the LASCO 2nd order speed at a distance of 20 solar radii in column 2 of Table 3.

The DBEM model uses more input parameters, such as the drag parameter ($\gamma$), the solar wind speed ($w$), and the CME kinematic and geometric properties (onset date & time, onset radial distance, initial speed, angular half-width and longitude). For each event, DBEM reverse modeling was applied using the latest version of DBEM (i.e. v25) to find optimized $\gamma$ and $w$. The CME properties which were used as an input were taken by Dumbovic et al. (2018). In DBEM after the user provides input values and their uncertainties, the ensemble is generated randomly assuming that each input parameter follows a normal distribution with observational input value as mean and standard deviation derived from $3\sigma$ uncertainty. For that purpose, the median values of the CME parameters from the ensembles in Mays et al. (2015) and Dumbovic et al. (2018) were calculated for each CME event. For each event, we perform reverse modelling with DBEM using the whole parameter space of possible $w$ and $\gamma$ values, searching for $[w, \gamma]$ combinations which result in both perfect ToA and SoA. Perfect ToA match is defined within ±1 hour of actual observed ToA, and perfect SoA match is defined ±10 km s⁻¹ of actual observed SoA. However, DBEM reverse modelling does not result in unique $[w, \gamma]$ solution and mathematically it is possible that solutions are obtained outside of realistically expected $w$ and $\gamma$ ranges (as e.g. derived in Vrsnak et al., 2013). Therefore, we constrain parameter space of possible $w$ and $\gamma$ values to only “realistic” values of [300, 600] km s⁻¹ and [0.01, 0.59] $\times 10^7$ km⁻¹, respectively. These ranges were obtained for this particular sample by searching best fit $\gamma$ values for perfect ToA and SoA separately, using measured values of $w$ upstream of the shock/sheath and behind the ICME trailing edge for each event. The measured $w$ values were obtained from in-situ data from the Solar Wind Experiment (SWE; Ogilvie et al., 1995) on the Wind spacecraft (Szabo, 2015). We note that we assume that the parameter space of possible $w$ and $\gamma$ values are the same for each event.

From 50 000 DBEM runs performed for each event we obtained minimum, maximum and median values of $\gamma$ and $w$ that are able with the other input parameters to produce the perfect ToA (Figure 3). The corresponding optimal median values of $w$ and $\gamma$ are also presented in Table 4. We note that for one event (event 10 in Table 4) no optimized $w$ and $\gamma$ could be obtained using the CME input and constrained parameter space of possible $w$ and $\gamma$ values as described above. The possible reasons for this might be unrealistic CME input, unrealistic $[w, \gamma]$ parameter space or impossibility of drag-based equation to describe the propagation of this particular CME, however, the deeper analysis is out of the scope of this paper.
From this analysis, two interesting conclusions can be drawn. First, the DBEM underestimation of the ToA is related to the underestimated drag. The optimal input values for the drag coefficient $\gamma$ are, in all cases, higher than the values used in Dumbovic et al. (2018). Second, the input CME speeds seem to be overestimated if we compare the speeds in columns 3 and 5 of Table 3. In particular, 14 cases (87.5%), has optimal CME speeds lower than the mean values calculated using coronagraph white light images. We have an indication here that a possible correction might be needed not only for POS speeds (e.g. LASCO linear speed) but also for measurements obtained from triangulation (CME input speeds in Mays et al. (2015) and Dumbovic et al. (2018). We do not state that the speeds are wrong, but the CME propagation is insensitive to coronal speeds. The overestimation of the CME initial speed, especially for fast CMEs, is also mentioned in Dumbovic et al. (2018) and in Mays et al. (2015). Furthermore, the optimal effective acceleration is negative (column 6 in Table 3) in 14 cases which implies that the majority of the events decelerate with much lower values in contrast to the acceleration values of column 4 in Table 3, in order to achieve $\Delta t = 0$.

Table 3: Input parameters and their optimal values for EAMv3 model to take minimum error ($\Delta t = 0$) for the sample of 16 ICMEs.

| Event | LASCO speed at 20 $R_{\odot}$ | Optimal CME input Speed$^a$ | Acceleration$^b$ from Equation 4 | Mean CME input speed | Optimal acceleration$^c$ |
|-------|-------------------------------|-------------------------------|----------------------------------|----------------------|--------------------------|
| 1     | 819                           | 607.4                         | 0.4535                           | 1026.9               | -3.2785                 |
| 2     | 1903                          | 1171.7                        | -3.2650                          | 2008.0               | -13.1164                |
| 3     | 884                           | 387.2                         | 0.8704                           | 883.7                | -2.3441                 |
| 4     | 1164$^e$                      | 959.1                         | 0.5173                           | 1005.7               | -2.3541                 |
| 5     | 822$^e$                       | 937.2                         | 1.1668                           | 774.5                | 0.0050                  |
| 6     | 1714                          | 1044.8                        | -5.3001                          | 2424.8               | -18.0869                |
| 7     | 940                           | 182.7                         | 0.8802                           | 880.2                | -2.5821                 |
| 8     | 494$^d$                       | 180.8                         | 1.2640                           | 737.1                | -1.5729                 |
| 9     | 712$^d$                       | 1056.2                        | 0.8760                           | 881.7                | -0.6436                 |
| 10    | 510                           | 49.3                          | 0.8741                           | 882.4                | -2.6473                 |
| 11    | 2069$^b$                      | 589.2                         | -0.7610                          | 1393.8               | -6.5986                 |
| 12    | 834                           | 574.3                         | 1.3065                           | 720.5                | -0.6642                 |
| 13    | 1468                          | 443.7                         | -1.2978                          | 1538.5               | -7.6167                 |
| 14    | 1245$^i$                      | 1286.8                        | -0.7985                          | 1404.2               | -6.0326                 |
| 15    | 1035$^i$                      | 362.3                         | 1.6350                           | 585.8                | -0.0728                 |
| 16    | 451$^k$                       | 343.3                         | 1.6844                           | 564.5                | 0.0455                  |

*a: Optimal CME input (launch) speeds $u_0$ for EAMv3 model which produce for each event $\Delta t = 0$.

*b: For the speeds in (a) we calculate the acceleration from Equation 4.

*c: The optimal acceleration values for $\Delta t = 0$ when utilizing the mean CME input speed as $u_0$.

*d: The CME onset time in CDAW is 22:12

*e: The CME onset time in CDAW is 14:43

*f: The CME onset time in CDAW is 06:00

*g: The CME onset time in CDAW is 01:36

*h: The CME onset time in CDAW is 01:26

*i: The CME onset time in CDAW is 13:26

*j: The CME onset time in CDAW is 12:48

*k: The CME onset time in CDAW is 17:00
An important aspect of our analysis is the role of drag forces on the ToA (see the review by Manchester et al., 2017 and references therein). The best way to study our hypothesis, that the deceleration of CMEs in the interplanetary space due to drag forces is more important, especially for fast CMEs, was to use the drag-based ensemble model (DBEM). In all cases the optimal drag parameter (γ) is greater than 2.1-4.8 times in contrast to the γ value which has been used in Dumbovic et al. (2018) (see Table 4). Similar results were also observed for the speed of the ambient solar wind (w) and for 14 cases w is greater than the value used in the same study. The γ ranges for the CME sample are plotted in Figure 3a. The solar wind speed (w) ranges are shown in Figure 3b. The optimal γ values are much higher than the values estimated previously (solid red line), which clearly indicates that the drag parameter was underestimated in Dumbovic et al. (2018).
The range of values found for each event is represented with the blue bars and the median values are marked with the red dots. The number above each red dot indicates the number of found results (values) in 50,000 runs that matched perfect ToA. Red solid and dotted lines denote mean and uncertainty range of $\gamma$ and $w$ values used in Dumbovic et al. (2018).

### 5. Discussion and Conclusions

Our work has a twofold objective. First, to improve the empirical Effective Acceleration Model (new version: EAMv3) used for the estimation of the shock arrival time (ToA) and the ICME speed upon arrival (SoA). Second, to investigate the propagation effects on CMEs/ICMEs using this EAMv3 and the ensemble version of the drag-based model (DBEM).

The improved version of EAMv3 model is based on: a) the conclusion that the calculation of the ICME effective acceleration or deceleration reduces uncertainties by using the minimum number of inputs (e.g. only LASCO linear speed – see Equation 3) and b) a new linear relation for the corrected speed of the ICME (Equation 6).

EAMv3 is based on the same sample of 214 ICMEs used in our previous work (Paper I) covering the years 1996-2009. The new EAMv3 has a MAE of 12.7 hours which implies an improvement of almost 6 hours in contrast to the first version (EAMv1) with a MAE of 18.6 hours (Table 1). This performance is comparable with the MAE of 10.4 hours from the study of Wold et al. (2018) where they also used a very large sample of 273 CMEs. At this point we should mention that a further improvement might be possible if the EAM model developed utilizing a sample of CMEs with their radial speeds (e.g. using multi-viewpoint observations) and not the projected ones from a single viewpoint (e.g. LASCO). It would be interesting to examine how the radial speed calculated using multi-viewpoint observations affects the performance of the EAM model presented here. This will be studied in a future work. The validation and verification of EAMv3 model is performed with the same CME/ICME list of events, used in Mays et al. (2015) and Dumbovic et al. (2018). This list contains 16 CME/ICME events during the years 2013-2014. These CMEs/ICMEs events are fast events with a mean value of their initial speed equal to almost 1100 km s$^{-1}$. In particular, 9 CMEs has average speeds between 550 and 900 km s$^{-1}$ and 7 CMEs has speeds greater than 1000 km s$^{-1}$.
For the first time, to the best of our knowledge, a comparison between three very different models, i.e. an empirical data driven model (EAMv3), a drag-based model (DBEM) and an MHD analytical model (WSA-ENLIL+Cone model) is presented using the same sample and the same metrics. These metrics are the mean error (ME), the mean absolute error (MAE) and the root mean squared error (RMSE). All models overestimate the ToA with a ME of -9.67±3.43, -6.13±3.27 and -1.36±2.66 hours for DBEM, ENLIL and EAMv3 respectively. The MAE for these models are 14.31±2.18, 12.84±1.65 and 8.65±1.57 hours (Table 2).

The CME kinematic properties such as the POS speed and the angular width are suffering from projection effects (see e.g. Burkepile et al., 2004; Vrsnak, 2007; Paouris et al., 2020) that lead to underestimation of the true radial CME speed and overestimation of the angular width (Burkepile et al., 2004; Temmer et al., 2009). A method to obtain a CME speed close to the true radial speed is multi viewpoint reconstruction (Mierla et al., 2008, Temmer et al., 2009, Lee et al., 2015). Therefore, we use the mean values of 3D CME speeds, obtained utilizing the StereoCAT tool (see Mays et al., 2015). These speeds used also as input in the works of Mays et al. 2015 and Dumbovic et al. 2018. The new linear relation of the radial speed as a function of the LASCO linear speed (Equation 6), used by EAMv3 model, with a slope of almost 0.5 perhaps indicates a stronger deceleration in further distance from Sun (beyond 30 Rsun), something which is not captured by the triangulation method for the sample of 16 ICMEs.

Wood et al. (2017), studied 28 CMEs associated with magnetic clouds during the period 2008-2012 and found that the deceleration occurs beyond 10 Rsun in most cases. Liu et al. (2013), also finds a similar result for a case study of three ICMEs. In particular, the phase of the rapid deceleration lasts about 5–10 hours and stops around 40–80 solar radii from the Sun for the examined cases. The very fast ICME of 7 March 2012 (peak speed of 2000 km s^{-1}) accelerates up to 10-15 solar radii and then decelerates rapidly out to about 50 solar radii. The moderate ICME of 12 December 2008 (700 km s^{-1}) accelerates with a lower rate up to 20 solar radii and then decreased out to 80-90 solar radii (see also Manchester et al., 2017).

So, we perform the following test to examine this scenario. We derive the distances where the initial CME speed (u0) becomes equal to the corrected speed (ur) as it is calculated by Equation 6. The input parameters for this process are the 3D CME speeds, under the assumption that these speeds are very close to the real ones, and the optimal acceleration (columns 5 and 6) of Table 3. In 11 cases it was possible to calculate these distances and we found a mean distance of 0.72 AU supporting our assumption. This result is not a surprising one. Gopalswamy et al. (2001), mentioned that the acceleration cessation distance is 0.76 AU and is in reasonable agreement with observations.

One could say that this result is biased by the basic assumption of EAM model that: the ICME interacts with the ambient solar wind with a constant “effective acceleration” from the Sun up to 1 AU, and this is correct, at least, up to a point. Nevertheless, it is still a very interesting result confirming also previous works (see Liu et al., 2013; Wood et al., 2017). Our assumption for deceleration in further distances, which are not actually captured due to the physical limitations in the FOV of the coronagraphs, is possible to be –finally– a fact and not just a hypothesis. Our work is in agreement with the results mentioned by Wood et al. (2017). This work proves our hypothesis as well as in 14 cases with CME speeds greater than 600 km s^{-1} (fast CMEs as in our sample), calculated measurable deceleration in the interplanetary medium, after reaching their peak velocities. Many of these CMEs still exhibit some degree of deceleration even in distances of 1 AU.
We find that CMEs are decelerating more effectively in IP space than assumed. This is evident by the need to increase significantly (up to $\approx 3x$) the drag parameter magnitude in drag-based models such DBEM. We reach this conclusion by using the known CME onset and arrival times to derive the optimal drag parameter values for perfect ToA (within ±1 hour of actual observed ToA). The mean value of the drag parameter for these 15 ICMEs is $0.33 \times 10^{-7}$ km$^{-1}$ while in the work of Dumbovic et al. (2018), it was $0.1 \times 10^{-7}$ km$^{-1}$ which is greater by a factor of $\approx 3$. We are going to investigate this very interesting subject also utilizing measurements from the SECCHI/HI instruments tracking ICMEs the whole way from Sun up to Earth in future work.

We realize that the results could be different for a different sample, e.g. if the sample of CMEs consists of slower CMEs or for a different period of solar cycle. Nevertheless, these results may be very important for space weather forecasts, as the most important CMEs for geomagnetic effects and Solar Energetic Particles (SEPs) are fast Halo CMEs (see e.g. Zhang et al., 2007; Gopalswamy, 2009; Dumbovic et al, 2015; Papaioannou et al., 2016; 2018). Our future work will try to quantify these errors by utilizing as many as possible ICMEs from various published lists e.g. list in Paper I and Vourlidas et al. (2017) providing useful information for each class of CMEs as a function of their initial linear speed.
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