ReliefF Matching Feature Selection for Emotion Recognition based on EEG Signal
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Abstract ReliefF Matching Feature Selection (RMFS) is proposed in the paper, which can solve the problem of individual specificity and global threshold mismatch of emotion recognition. Firstly, EEG was decomposed into six emotion-related bands by wavelet packet, then EMD was employed for extracting the 10 categories of features of wavelet coefficient and IMF component of the reconstructed signal; Secondly, the optimization formula of the feature group weight was proposed based on feature sets selected by ReliefF, and it can get the weights of different test features, which were the global optimal matching feature group and the corresponding matching channel, so it can eliminate the redundant information and solve the problem of individual specificity. Finally, SVM was employed to identify the test feature group data to obtain emotional recognition results. The experimental results show that the average correct rates of RMFS for two-category of the valence and the arousal are 93.28\% and 93.32\%, and the four-categories are higher than 83\%. The efficiency of the single subject using RMFS is improved by 42.65\%, which is better than the traditional ReliefF algorithm.
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1 Introduction

The 21st century is known as the century of artificial intelligence and brain science [1]. Emotion recognition is to automatically identify human emotional states by acquiring human physiological and unphysiologic signals, and to realize human-computer interaction more friendly and naturally [2]. According to the 10-20 international system of 16, 32, 64 or 128 channels distributed on the entire scalp to obtain multi-channel EEG sensor signals, the increase in the number of electrodes will cause the feature dimension to rise sharply, resulting in excessive calculations. At the same time, some scholars have proved that the data of a few electrodes does not affect the accuracy of emotion recognition [3-4]. This may be achieved by 16 subjects’ universal optimal channels for using Relief algorithm to channel selection. The same features cannot accurately reflect the information of some subjects, because of the individual differences between subjects [6]. In Ref.[7], Lin used the F-score algorithm to select subject-independent features, and the corresponding accuracy of emotion recognition remains basically unchanged by using a half of the features.

Jenke et al. [8], in the study, based on the unique model of different emotion recognition accuracy evaluation method, imply to dimensionality reduction by using ReliefF algorithm. In addition, Bos [9], Schmidt, Traitor [10], Zhang, Lee [11] et al. According to the famous "emotional valence hypothesis" (Asymmetry of the forehead (F3, F4) when the brain is dealing with negative and positive emotions,) and they selected to perform two types of emotion recognition in the valence dimension. Mommennezhad and A [12] used wavelet transform for feature extraction, and the accuracy rates of the two-class recognition of valence and arousal degree were 0.73 and 0.77, respectively; Lin Jingxin [13-16] extracted time-domain and frequency-domain features, and used KNN for the two classifications of valence and arousal potency have an average recognition accuracy rate of 69.9\% and 71.2\%. In the above
research progress, the same problem is individual specificity and global threshold mismatch of emotion recognition, and lead to a low emotional recognition rate.

In order to solve the above problems, this paper proposes RMFS algorithm [17-19]. This may be achieved by reducing the feature dimension, eliminating the redundant, prioritizing weighting channels and improving the accuracy of emotional recognition for being weighted formula is optimized for the characteristics of the different subjects set of weights, thus optimizing the matching characteristics of the subjects groups.

2 Method

2.1 ReliefF algorithm

The ReliefF algorithm [20-22] is a feature selection algorithm, which is, assigning weights to feature vectors based on the correlation between signal features and classification labels, and deleting feature subsets that have a small impact on the classification effect based on the weights.

Specific method: randomly select a sample X in a certain signal characteris α, and find its corresponding type label C; find K nearest neighbor samples H in other samples similar to sample X, and then find the K samples M closest to sample X in samples different from X. If the distance d₁ (α, X, H) of sample X from H on the EEG signal α is smaller than (or greater than) the distance d₂ (α, X, M from M), and it will indicate that the feature is beneficial to the classification of the signal (or caused a negative effect), then increase (or decrease) the weight of the feature W.

Owing that the signal samples initially drawn are random and unrepresentative, the ReliefF algorithm needs to be repeated M times to obtain the average value of the weight of each attribute (the degree of effect of the attribute on the classification effect).

2.2 ReliefF Matching Feature Selection

The RMFS algorithm [23] conducts the research on subject-related and subject-independent channel selection, which consists of RMFS feature type selection and RMFS channel selection.

First, the RMFS feature type selection[24] is used to achieve the weights of all kinds of features of subjects. What’s more, effectively reducing the number of channels and improving the emotion recognition rate by selecting a feature group with a high recognition rate, and then selecting RMFS channels based on the weight of these features.

2.2.1 RMFS Matching Feature Type Selection

We adopted ReliefF matching feature selection algorithm for each type of feature weight calculation, determined the contribution of each type of characteristics of classification (the accuracy of recognition rate), and a variety of feature combinations are treated as the basis.

Among them, the weight coefficients of various types of features need to be calculated. The change of weight coefficient is shown in formula (1).

\[
W(f_l) = W(f_l) - \frac{1}{mk} \sum_{i=1}^{k} \text{diff}(f_l, R_i, H_l) + \frac{\sum_{C=class(R_i)} \frac{P(C)}{1-P(class(R_i))} \sum_{j=1}^{k} \text{diff}(f_l, R_j, M(C))}{mk}
\]

(1)

Formula (1) is the total sample for m sample concentration of the \(i^{th}\) a calculation formula of the sample weight, among them, \(W(f_l)\) is a set weights, the value of \(f_l\) feature for the first \(l, H_i\) and R the spacing of the same sample, \(M(C)\) is the spacing between R and different sample, \(P(C)\) is a \(C\) in the sample concentration proportion, the \(\text{diff}(f_l, R_j, R_2)\) represents the distance between sample \(R_1\) and \(R_2\) on the characteristics of \(f_l\), when \(f_l\) continuous:

\[
\text{diff}(f_l, R_1, R_2) = \frac{R_1[f_l] - R_2[f_l]}{\max(f_l) - \min(f_l)}
\]

(2)

All feature weights in the feature subset by ReliefF algorithm are added to obtain the weight of each type of feature and learn the contribution of “per subject” to as a basis for the classification [25].

However, when performing emotion recognition, it is necessary to use the combination of multiple types of features as classification. Based on this, and the ReliefF algorithm does not well in eliminating simplified special effects, this paper imply the ReliefF Matching Feature Selection Method (RMFS).
This paper reveals that ReliefF is not only computing the weight of feature types and channels, and acquiring the classification by employing cross validation to adjust the weights, but also eliminating irrelevant and redundant information to obtain matching feature groups for identification, so as to improve the identification accuracy and reduce the running time.

The RMFS matching feature selection steps are as follows:

RMFS matching feature selection

Enter: EEG Data.
Output: Matching feature set.
Step1: Calculating class $n$ features weights by traditional ReliefF. ($n \leq 10$)
Step2: If the weights are all positive, the features will be sorted in descending order of weights and go to Step4.
Step3: If the weight value is negative, the corresponding feature will be removed, and the process returns to Step 1 to recalculate the weights of the remaining features with positive weights. Repeating this step until the weights of all features are positive, and go to Step 2.
Step4: Gaussian kernel SVM classifier and 20times 5-Fold cross-validation were used to gain the first $n$ and $n+1$ types of feature recognition accuracy rates $p(n+1)$ and $p(n)$.
Step5: Set the threshold $\delta_i = 0.01$ and judge: $|p(n+1) - p(n)| < \delta_i$.

1. If $|p(n+1) - p(n)| < \delta_i$, it will output matching feature group.
2. If $|p(n+1) - p(n)| > \delta_i$, it will judge the size relationship $p(n+1)$ between $p(n)$.

A. When only $p(n+1) > p(n)$, we calculate the first $n$ features weights on the basis of formula (3) to obtain a larger gain.

\[ W_i(f_n) = W(f_n)[1 + \frac{p(n+1) - p(n)}{p(n)} \frac{\sum_{i=1}^{n} W(f_i)}{W(f_n)}] \tag{3} \]

B. When $p(n+1) < p(n)$, the $n+1$ feature is moved to the end of the column, and the rest is moved as before. The weight of the $n$ features is calculated on the basis of formula (4):

\[ W_i(f_{n+1}) = W(f_{n+1})[1 - \frac{p(n) - p(n+1)}{p(n)} \frac{\sum_{i=1}^{n} W(f_i)}{W(f_{n+1})}] \tag{4} \]

Step6: Go to step 4, repeat the above steps, and finally meet 5(3) to complete the feature selection.

In Ref. [26] and Feature weights said the $n^{th}$ terms, the proportion of its use value in the proportion of matching feature set of cumulative values [26]. It may be achieved by making contribution to the classification of higher features in groups plays a more important role for make the right value characteristics of greater rights worth to more incremental, and the weights of the characteristics of the small get smaller increment. RMFS matching feature selection is judged each feature, and adjusted the proportion of each adjustment weight in the matching feature group.

As a consequence, the features with larger weights get more gain, and features with smaller weights get smaller. In this way, the features with higher classification contribution play a greater role in the feature group, which screen the preferred matching feature group, and improve the recognition accuracy rate, and reduce the running time.

### 2.2.2 RMFS channel selection

The RMFS algorithm is used to treat the channel as a whole. After calculating the channel weights, the cross-validation method is appropriate for acquiring the contribution of different channels to the classification. The weight is adjusted on the basis of
the contribution to removing. RMFS channel selection

Enter: Feature groups corresponding to 32 channels

Output: Matching feature set of optimal channels

Step1: Calculation with the weight of 32 channels
Step2: If the weight is negative, we will remove the corresponding channel, return to Step1, recalculate the weights of the remaining channels with positive weights and arrange them in descending order. Repeat this step until all channels have positive weights, and go to Step3
Step3: We set a variable threshold δ2 (δ2 = 0.05, 0.1 ... 0.9), take weights and the first n channels less than δ2, and use different thresholds to form different of the combinations of channel.
Step4: Performing 20 times 5-fold cross-validation through the SVM classifier to obtain the recognition accuracy and running time of different channel combinations
Step5: Outputting the matching feature set of the optimal channel

After the weights of the features and channels by the RMFS channel selection are calculated. The cross-validation method is used to acquire the contribution of different features and channels to the classification. The weights are adjusted on the basis of the contributions to obtain the matching feature group and the optimal channel.

3 Experiments and Results

3.1 Single participant feature selection

The DEAP dataset contains EEG and peripheral physiological signals recorded from 32 subjects. In the data collection process, 560 samples were randomly divided into two groups: one part is valence labels, and another part is arousal labels, and each was taken 1/2 sample as training set and the rest as test set. All randomized trials were repeated 10 times to eliminate randomness. The result after taking the mean value was the final classification accuracy.

Table 1 shows the result of selecting the feature category of the 25th participant using the DEAP dataset, and we discovered an increase in accuracy of classification and weights especially in feature types. When there are more than 4 features, the recognition accuracy does not change significantly, but program run-time has been significantly improved. In valence recognition, based on the first four features, and the accuracy rate is 95.35%. Although the accuracy rate and weight sum of the awakening based on the top 6 features are "." in Table 1, it shows that the weight of 5 features is greater than 0 and the rest are negative, but the running time can be measured.

| The first n features | Valence | Arousal | The running time (%) |
|---------------------|---------|---------|-----------------------|
|                     | Accuracy (%) | The sum of weighs | Accuracy (%) | The sum of weighs |                  |
| 1                   | 83.43   | 0.3772  | 84.25     | 0.3896   | 685.31          |
| 2                   | 91.03   | 0.6136  | 90.37     | 0.6257   | 710.10          |
| 3                   | 93.33   | 0.8066  | 93.48     | 0.7644   | 786.46          |
| 4                   | 95.35   | 0.9370  | 93.96     | 0.9033   | 836.29          |
| 5                   | 95.55   | 0.9603  | 93.40     | 0.9356   | 870.11          |
| 6                   | 95.42   | 0.9724  | —         | —        | 956.86          |
Using to the poor spatial resolution of the EEG signal, and the feature types are used to select directly while ensuring the same rate of emotional recognition. On the one hand, it will increase the use of channels to result in excessive calculation. On the other hand, it will affect the real-time of emotional recognition. The channel selection method is to take the channel as a whole and delete them on the basis of the corresponding recognition accuracy of the channel to obtain the optimal subset of channels. Therefore, Fig. 1 presents the advanced RMFS combined the advantages of both is not only improving the recognition accuracy, but also reducing run time.

Figure 1 The flow chart of RMFS
Compared with the first three features, the accuracy rate is increased by 0.0202, which is greater than the set threshold $\delta$. As the increasing of number of features, the absolute value of the increment of accuracy is less than $\delta$. Based on the first 4 features, the accuracy rate of the two-category classification is 93.96%, with the accuracy rate of the first 3 feature groups is 93.48%, and the difference between them is 0.048 and less than the threshold. The first 3 features of the feature set are preferred.

Due to individual differences between subjects, different groups of matching feature groups are different, as well as different features directly affect the size of the corresponding channel weights and affect the recognition results. Additionally, selecting the characteristic group that matches the subject is an important prerequisite for correctly identifying emotions. The classification accuracy above the valence and arousal from our dataset are respectively shown in Fig.2 and Fig.3. The three curves in the figure are the selection features using the RMFS algorithm. The three curves in the figure respectively with using RMFS algorithm, Characteristics of Wavelet Coefficient (COE) and IMF reflect the law of the change of accuracy of different methods in the process of channel selection. Table 2 shows the running times of the identification programs of the first $n$ channels when different thresholds $p (p = 0.05, 0.1...0.9)$ are selected for the channels used.

**Figure 2** potency two classification channel selection result

**Figure 3** wake-up two classification channel selection results
It can be seen from Figures 2 and 3 that the recognition accuracy rate of feature selection used the RMFS algorithm increases with the increase of the sum of the weights of the selected channels. When the sum of the weights of the channels is 0.6, the classification results of the two groups have reached a maximum value: 95.46% and 93.63%, respectively. The number of 12 channels’ running time of the recognition program is 586.28s, which is 42.64% shorter than the 836.29s time with no channel selection is performed; When the channel weight sum is 0.9, the accuracy rate of identification does not increase significantly with the increase of the channel weight sum. The numbers of channels with valence and arousal degree are 27 and 25, respectively, and the time taken increases to 799.61s. The channel corresponding to the weight sum of 0.6 is selected in the two categories of potency and arousal degree with time complexity.

**Table 2** Program running time with different p-values for channel selection

| Order number | Item | Sum of channel weights | Running time (s) | Number of channel (V, A) |
|--------------|------|------------------------|------------------|--------------------------|
| 1            | 0.5  | 524.59                 | 9, 9             |
| 2            | 0.6  | 586.28                 | 2, 12            |
| 3            | 0.7  | 634.25                 | 16, 14           |
| 4            | 0.8  | 726.51                 | 19, 18           |
| 5            | 0.9  | 799.61                 | 27, 25           |

**3.2 Impact of RMFS on feature selection**

The 32-bit subjects in DEAP were allowed to selected as the experimental objects, in order to increasing the sample size, a 4-second overlapping time window was used to divide the 60s sample into 14 segments, each segment was corresponded to 1024 data points, divided into two groups, and 100 random experiments were performed.

Fig. 4-5 show that there are significant differences in the matching feature group composition among different individuals’ the matching feature group composition and weight of the dichotomy of valence and arousal degree of all subjects respectively, which are composed of COE Mean, COE Std, IMF Std and Eng. However, the matching feature set of 32.81% of the samples contained 4 types of features, 59.38% of the samples contained 3 types of features, and only 7.81% of the subjects' classification results were significantly affected by the 2 characteristics. The matching feature group is composed of Eng and IMF Diff, and the weight of IMF Diff without RMFS feature selection is negative, and indicating that it has a negative impact on the classification of the majority of samples, and only starts in the second degree of arousal of this subject. To strong positive effects, as shown in the red dotted box in Fig. 5. We demonstrate that these four types of matching features and their weights can be applied to most subjects, but not match all the subjects. At the same time, if the sample proportion increases, the specific proportion of matching features will further increase.

![Figure 4](image-url) Composition of 32-bit subject titer two-category matching feature group and its weight
3.3 The results of comparison between RMFS algorithm and ReliefF algorithm

In order that verifying the effectiveness of the RMFS, we analyze the results of the dual classification of emotions on valence and arousal on 32 subjects, and two different characteristics are used for classification experiments as a reference. The two sets of characteristics are: wavelet coefficients class features and COES, IM and wavelet energy (IMFS).

Two sets of experiments are selected through the ReliefF channel, and then used SVM classifier for recognition. Table 3 subjects for each emotional recognition result and comparative experiment results: RMFS represents experiments by using RMFS, ReliefF-COES represents experiments by using COES, and ReliefF-IMFS represents experiments by using the IMFS.

Table 3 Results of 32 - bit subjects 'affective dichotomy of valence and arousal

|     | Valence            | Arousal            |     |     |     |
|-----|--------------------|--------------------|-----|-----|-----|
|     | RMFS (%)           | ReliefF- COES (%)  | RMFS (%) | ReliefF- COES (%) | RMFS (%) | ReliefF- IMFS (%) |
| 1   | 96.08              | 89.56              | 98.04 | 91.32 | 89.10 |
| 2   | 89.38              | 83.39              | 88.86 | 81.11 | 74.86 |
| 3   | 91.94              | 88.54              | 74.85 | 97.18 | 91.47 | 89.33 |
| 4   | 83.11              | 78.37              | 70.71 | 76.67 | 67.13 |
| 5   | 91.52              | 82.31              | 67.24 | 78.73 | 68.17 |
| 6   | 95.58              | 90.10              | 93.55 | 88.25 | 74.55 |
| 7   | 96.68              | 91.10              | 96.66 | 89.14 | 75.03 |
| 8   | 98.63              | 89.37              | 93.66 | 86.14 | 76.27 |
| 9   | 88.26              | 82.58              | 73.14 | 82.91 | 72.93 |
| 10  | 96.30              | 87.59              | 76.86 | 86.79 | 78.80 |
| 11  | 90.07              | 84.14              | 69.49 | 89.01 | 82.87 |
| 12  | 95.10              | 87.79              | 69.53 | 95.65 | 89.81 |
| 13  | 91.80              | 87.15              | 76.03 | 92.28 | 90.69 |
| 14  | 90.77              | 83.80              | 76.40 | 91.06 | 84.60 |
| 15  | 95.98              | 88.34              | 77.20 | 97.35 | 89.58 |
| 16  | 93.36              | 90.18              | 79.35 | 95.02 | 88.14 |

Figure 5 Composition of 32-bit subjects' arousal degree binary classification matching feature group and its weight
From the above experimental results, the accuracy of the experimental recognition is better than the results of the comparison experiment after the feature selection of the RMFS:

1. The highest and lowest recognition rates of valence based on the RMFS are 98.63% and 83.11%, respectively, and the average recognition rate is 93.28%; the highest and lowest accuracy rates of arousal are 98.04% and 80.88%, and the average recognition rate is 93.32%;

2. The average recognition rate of the two classifications of valence and arousal of COES features are 88.42% and 87.46%, respectively, the classification results are improved by 5.5% and 6.7%, respectively.

3. The experimental results by using IMFS features are 76.59% and 77.51%, and the classification results of the RMFS algorithm are improved by 21.8% and 20.4%.

In the two comparative experiments, the recognition accuracy of the latter is lower than that of the former, which also corresponds to the proportion of the two types of features in the matching feature group.

The statistical results of emotional two-category and four-category classification of 32-bit participants based on RMFS algorithm are statistically analyzed, and divided into different intervals according to the accuracy of the sample, as used in Figure 6-7. Figure 6 is the statistical results of classification in the recognition of valence and arousal.

From Figure 6, it can be seen that the 84.375% of subjects have a recognition accuracy rate higher than 90% in the two categories of valence and arousal degree, of which 34% have a higher accuracy rate than 95%, and merely 3.125% in the awakening degree two classifications. The accuracy rate of the subjects' recognition is lower than 85%.

Experimental results presented that the RMFS algorithm is significantly better than the traditional Relief algorithm.

The emotions of 32 subjects are classified: happiness, anger, sadness and relaxation, as well as obtained their respective classification accuracy rates. The average accuracy rates of the four types of emotions are weighted by the respective accuracy rates.
The effectiveness of the RMFS algorithm is proved through the same comparative test of the two categories of emotions. The experimental results are listed in Table 4.

### Table 4  The accuracy of the four categories of emotions of 32 subjects

| Order number | Happiness (%) | Anger (%) | Sad (%) | Relax (%) | RMFS (%) | Relief-COES (%) | Relief-IMFS (%) |
|--------------|---------------|-----------|---------|-----------|-----------|----------------|----------------|
| 1            | 97.79         | 96.80     | 92.70   | 96.25     | 95.04     | 87.62          | 73.51          |
| 2            | 87.55         | 86.71     | 75.65   | 88.94     | 82.34     | 74.80          | 52.80          |
| 3            | 91.76         | 91.78     | 90.43   | 78.96     | 89.08     | 86.96          | 66.42          |
| 4            | 79.52         | 73.58     | 79.44   | 93.23     | 77.66     | 68.53          | 50.57          |
| 5            | 80.00         | 86.33     | 80.56   | 91.55     | 82.92     | 72.30          | 45.66          |
| 6            | 91.00         | 95.60     | 89.18   | 76.71     | 89.49     | 84.57          | 63.64          |
| 7            | 98.48         | 96.63     | 93.97   | 96.14     | 95.70     | 87.18          | 64.76          |
| 8            | 97.00         | 97.11     | 86.00   | 84.76     | 89.68     | 82.29          | 62.55          |
| 9            | 81.20         | 80.12     | 76.04   | 71.62     | 76.81     | 72.54          | 55.02          |
| 10           | 95.40         | 88.02     | 89.66   | 93.92     | 91.47     | 81.36          | 61.26          |
| 11           | 76.96         | 81.99     | 74.50   | 98.44     | 80.89     | 71.69          | 49.82          |
| 12           | 95.93         | 95.40     | 88.80   | 95.22     | 91.66     | 83.81          | 56.75          |
| 13           | 82.83         | 81.98     | 81.28   | 99.64     | 90.17     | 80.78          | 51.86          |
| 14           | 90.77         | 88.31     | 77.93   | 85.65     | 84.33     | 77.34          | 56.39          |
| 15           | 93.01         | 90.93     | 95.78   | 93.99     | 93.02     | 84.52          | 59.33          |
| 16           | 93.12         | 88.98     | 93.73   | 88.45     | 90.53     | 85.91          | 64.60          |
| 17           | 90.03         | 87.23     | 74.61   | 99.93     | 85.49     | 67.37          | 46.86          |
| 18           | 92.73         | 92.57     | 88.09   | 76.88     | 88.12     | 82.85          | 55.24          |
| 19           | 93.31         | 92.89     | 88.66   | 80.71     | 88.30     | 84.36          | 58.68          |
| 20           | 92.62         | 92.71     | 86.71   | 91.83     | 89.63     | 84.82          | 67.73          |
| 21           | 92.93         | 92.05     | 89.28   | 97.43     | 92.34     | 84.59          | 58.33          |
It should be noted that since the experiment of the 23rd participant without including samples of relaxation emotions, the classification accuracy of relaxation is 0, and its average accuracy is weighted by the accuracy of the first three types of emotions.

The highest recognition rates of the four types of emotions of 32 subjects are 98.71%, 98.84%, 95.78%, and 100%, which are all greater than 95%. The average recognition rate of the four types of emotions based on the RMFS algorithm is 88.32%, which is 9.1% higher than the experimental results of the COES feature.

In particular, the reason is that the two matching feature sets of valence and arousal are used in the four categories, which adds the advantage of one feature. When emotions divided by more dimensions are classified, the emotion recognition rate based on the RMFS algorithm will be higher. The statistical results of four types of emotions used in Figure 7.

**Figure 7** Statistical results of emotion classification

Figure 7 shows that more than 75% of the subjects have an accuracy rate of greater than 85% for the three types of emotions: happiness, anger, and relaxation. 37.5% of the subjects had a recognition accuracy rate higher than 90% in the average accuracy rate, and 75% of the subjects had a recognition accuracy rate higher than 85%. Furthermore, the overall recognition result of the four emotion categories is better.
4 Conclusion

These studies presented RMFS algorithms are significantly better than classifying by the traditional ReliefF algorithm using the 32-bit EEG data from the DEAP dataset to perform emotion recognition. Revealing the emotional recognition of EEG signal:

(1) The weight formula is optimized to acquire the classification contribution of the feature group and the matching feature group of the subject, as well as its proportion in the matching feature group. In particular, the feature groups with few contributions are eliminated to improve the recognition rate and efficiency of the algorithm;

(2) In addition, in order to obtaining a higher accuracy of recognition rate, effectively identifying the channels on the basis of subjects’ specific features; specific feature groups of different subjects and select channels on the basis of subjects’ specific features

(3) Compared with the traditional ReliefF algorithm, it can achieve higher recognition accuracy in the second and fourth types of emotion recognition.

In summary, RMFS proposed in the paper can obtain the global matching feature groups and matching feature groups of different subjects, thereby improving the recognition accuracy and algorithm efficiency, and verifying the effectiveness and feasibility of the RMFS algorithm.
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