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Abstract. In this paper, we study the entries of the principal eigenvector of the signless Laplacian matrix of a hypergraph. More precisely, we obtain bounds for this entries. These bounds are computed trough other important parameters, such as spectral radius, maximum and minimum degree. We also introduce and study a new parameter related to edges of the hypergraph. This parameter is a spectral measure of a structural characteristic that can be thought of as an edge-variant of regularity.
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1. Introduction

Spectral graph theory analyzes the structure of graphs through the eigenvalues and eigenvectors of matrices associated with them. Researchers, motivated by the success of this theory, have studied many hypergraph matrices aiming to develop a spectral hypergraph theory. See for example [11, 17, 18]. In 2012, Cooper and Dutle [8] proposed the study of hypergraphs through tensors, and this new approach has been widely accepted by researchers of this area. However, to obtain eigenvalues of tensors has a high computational cost [13]. In this regard, we see that the study of hypergraphs via matrices still has its place. Indeed, it worth pointing out that more recently, some authors have renewed the interest to study matrix representations of hypergraphs, as in [1, 10, 14, 15, 19].

The study of eigenvectors of a matrix has many applications. In particular, the principal eigenvectors of irreducible matrices form the basis of the PageRank algorithm used by Google [2]. Moreover, the study of the principal eigenvector for graphs is interesting because the value of each of its entry may be seen as a spectral measure of the centrality of the vertex associated with this entry. Another interesting property of this vector is that the quotient and the subtraction of its two extreme entries can be understood as measurements of the irregularity (i.e., a measure of how close or far the hypergraph is to being regular).

In 2000, Papendieck and Recht [16] obtained an upper bound for the maximal entry of the principal eigenvector of the adjacency matrix of a graph. In 2005, Zhang [20] investigate the ratio of any two extreme entries of the principal eigenvector of a graph. In 2007, Cioabă and Gregory [7] improved some results of [16] and [20]. In 2009, Das [9] obtained an upper bound for the maximal entry of the principal eigenvector of the signless Laplacian matrix of a graph and more recently Cardoso and Trevisan [5], studied the principal eigenvector of the adjacency tensor of a hypergraph. Here we will study the principal eigenvector of the signless Laplacian matrix of a hypergraph. More specifically, we are interested in studying the extreme entries (i.e., the largest and the...
some results that we prove in this paper are new even in the context of graphs.

Let $\mathcal{H}$ be a hypergraph whose incidence matrix is $\mathbf{B}(\mathcal{H})$. The \textit{signless Laplacian matrix} of $\mathcal{H}$ is defined as $\mathbf{Q}(\mathcal{H}) = \mathbf{BB}^T$. This matrix has already been studied in [4, 6]. The main goal of this paper is the study the principal eigenvector of this matrix. Theorems such as Perron-Frobenius and Rayleigh Principle can be inherited directly from matrix theory. In this way, we have the basic tools to study the spectral radius and the principal eigenvector of this matrix.

In the last section of this paper, we call the attention to various hypergraph parameters which are yet to be explored. When $\mathcal{H}$ is a uniform hypergraph we define, for each edge $e = \{v_1, \ldots, v_k\}$, the number $x(e) = x_{v_1} + \cdots + x_{v_k}$, where $x = (x_v)$ is the principal eigenvector of $\mathbf{Q}(\mathcal{H})$. Thus, we define $x(\max)$ and $x(\min)$ as the largest and the smallest value reached by $x(e)$ and $\Gamma(\mathcal{H})$ as the quotient between $x(\max)$ and $x(\min)$. Remarkably, this last parameter provides the following characterization of a hypergraph which can be thought of as an edge-variant of regularity.

\textbf{Theorem 4.9.} Let $\mathcal{H}$ be a uniform hypergraph. $\Gamma(\mathcal{H}) = 1$ if, and only if, for each edge the sum of the degrees of its vertices is constant.

We observe that if a hypergraph $\mathcal{H}$ has the parameter $\Gamma(\mathcal{H})$ greater than 1, then the sum of the vertices in each edge is not constant, so we can say that $\Gamma(\mathcal{H})$ is a measure of the distribution of degrees of vertices along the edges of the hypergraph.

The remaining of the paper is organized as follows. In Section 2, we present some basic definitions about hypergraphs and matrices, and prove some technical lemmas. In Section 3, we study the entries of the principal eigenvector of $\mathbf{Q}$, obtaining bounds for them. In Section 4, we will prove Theorem 4.9 and obtain some results about the new parameters defined in this section.

\section{2. Preliminaries}

In this section, we shall present some basic definitions about hypergraphs and matrices, as well as terminology, notation and concepts that will be useful in our proofs.

A \textit{hypergraph} $\mathcal{H} = (V, E)$ is a pair composed by a set of vertices $V(\mathcal{H})$ and a set of (hyper)edges $E(\mathcal{H}) \subseteq 2^V$, where $2^V$ is the power set of $V$. $\mathcal{H}$ is said to be a \textit{k-uniform} (or a $k$-graph) for $k \geq 2$, if all edges have cardinality $k$. Let $\mathcal{H} = (V, E)$ and $\mathcal{H}' = (V', E')$ be hypergraphs, if $V' \subseteq V$ and $E' \subseteq E$, then $\mathcal{H}'$ is a \textit{subgraph} of $\mathcal{H}$.

The \textit{open neighborhood} of a vertex $v \in V(\mathcal{H})$, denoted by $N(v)$, is the set formed by all vertices, distinct from $v$, that have some edge in common with $v$. The \textit{neighborhood} of $v \in V(\mathcal{H})$ is defined as $N[v] = N(v) \cup \{v\}$. The \textit{edge neighborhood} of a vertex $v \in V$, denoted by $E[v]$, is the set of all edges that contain $v$.

The \textit{degree} of a vertex $v \in V$, denoted by $d(v)$, is the number of edges that contain $v$. More precisely, $d(v) = |E[v]|$. A hypergraph is $r$-\textit{regular} if $d(v) = r$ for all $v \in V$. We define the \textit{maximum}, \textit{minimum} and \textit{average} degrees, respectively, as

$$
\Delta(\mathcal{H}) = \max_{v \in V} \{d(v)\}, \quad \delta(\mathcal{H}) = \min_{v \in V} \{d(v)\}, \quad d(\mathcal{H}) = \frac{1}{n} \sum_{v \in V} d(v).
$$

Let $\mathcal{H}$ be a hypergraph. A \textit{walk} of length $l$ is a sequence of vertices and edges $v_0e_1v_1e_2 \cdots e.lv_l$ where $v_{i-1}$ and $v_i$ are distinct vertices contained in $e_i$ for each $i = 1, \ldots, l$. The \textit{distance} between two vertices is the length of the shortest walk connecting these two vertices. The \textit{diameter} of the hypergraph is the largest distance between two
of its vertices. The hypergraph is connected, if for each pair of vertices \( u, w \) there is a walk \( v_0 e_1 v_1 e_2 \cdots e_t v_t \) where \( u = v_0 \) and \( w = v_t \). Otherwise, the hypergraph is disconnected.

A multigraph is an ordered pair \( \mathcal{G} = (V, E) \), where \( V \) is a set of vertices and \( E \) is a multi-set of pairs of distinct, unordered vertices, called edges. Its adjacency matrix \( A(\mathcal{G}) \), is the square matrix of order \(|V|\), where \( a_{ii} = 0 \) and if \( i \neq j \), then \( a_{ij} \) is the number of edges connecting the vertices \( i \) and \( j \).

For a hypergraph \( \mathcal{H} \), its clique multigraph \( \mathcal{C}(\mathcal{H}) \), has the same vertices as \( \mathcal{H} \). The number of edges between two vertices of this multigraph is equal the number of hyper-edges containing them in \( \mathcal{H} \). For more details see [6].

**Example 2.1.** The hypergraph \( \mathcal{H} = (\{1, \ldots, 5\}, \{123, 145, 345\}) \) and its clique multigraph \( \mathcal{C}(\mathcal{H}) = (\{1, \ldots, 5\}, \{12, 13, 14, 15, 32, 34, 35, 45, 45\}) \) are illustrate in Figure 1.

![Figure 1. The hypergraph \( \mathcal{H} \) and its clique multigraph \( \mathcal{C}(\mathcal{H}) \).](image)

Let \( \mathbf{M} \) be a positive irreducible square matrix, its spectral radius \( \rho(\mathbf{M}) \) is its largest eigenvalue and its principal eigenvector \( \mathbf{x} \) is the positive normalized eigenvector from Perron-Frobenius Theorem. We call the pair \((\rho, \mathbf{x})\), as principal eigenpair. Let \( \mathcal{H} = (V, E) \) be a hypergraph. The incidence matrix \( \mathbf{B}(\mathcal{H}) \) is defined as the matrix of order \(|V| \times |E|\), where \( b(v, e) = 1 \) if \( v \in e \) and \( b(v, e) = 0 \) otherwise. Its matrix of degrees \( \mathbf{D}(\mathcal{H}) \) is a square matrix of order \(|V|\), where \( d_{ii} = d(i) \), and \( d_{ij} = 0 \) if \( i \neq j \). Recall that the signless Laplacian matrix is defined as \( \mathbf{Q} = \mathbf{BB}^T \). We say that the spectral radius, the principal eigenvector and the principal eigenpair of \( \mathbf{Q} \), are the spectral radius, the signless Laplacian vector and the signless Laplacian eigenpair of \( \mathcal{H} \), respectively.

**Lemma 2.2 ([6]).** Let \( \mathcal{H} \) be a \( k \)-graph, \( \mathbf{B} \) its incidence matrix, \( \mathbf{D} \) its matrix of degrees and \( \mathbf{A}_c \) the adjacency matrix of its clique multigraph. So, we have \( \mathbf{BB}^T = \mathbf{D} + \mathbf{A}_c \).

For a non-empty subset of vertices \( \alpha = \{v_1, \ldots, v_t\} \subset V \) and a vector \( \mathbf{x} = (x_i) \) of dimension \( n = |V| \), we denote \( \mathbf{x}(\alpha) = x_{v_1} + \cdots + x_{v_t} \), so we can write

\[
(Q\mathbf{x})_u = (D\mathbf{x})_u + (A_c\mathbf{x})_u = d(u)x_u + \sum_{e \in E[u]} x(e - \{u\}) = \sum_{e \in E[u]} x(e), \quad \forall u \in V(\mathcal{H}).
\]

**Lemma 2.3 ([6]).** Let \( \mathcal{H} \) be a \( k \)-graph with \( n \) vertices. For each vector \( \mathbf{x} \in \mathbb{R}^n \), we have

\[
\mathbf{x}^T \mathbf{Q} \mathbf{x} = \sum_{e \in E} [x(e)]^2.
\]

**Lemma 2.4 ([6]).** Let \( \mathcal{H} \) be a connected \( k \)-graph with \( n \) vertices and let \( \rho(\mathcal{H}) \) be its spectral radius. The following statements are equivalent:
(a) $\mathcal{H}$ is regular.
(b) $\rho(\mathcal{H}) = kd(\mathcal{H})$.
(c) $\rho(\mathcal{H}) = k\Delta(\mathcal{H})$.
(d) The signless Laplacian vector of $\mathcal{H}$ is $\mathbf{x} = \left(\frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}}\right)$.

**Lemma 2.5** ([6]). If $\mathcal{H}$ is a connected $k$-graph and $\rho(\mathcal{H})$ is its spectral radius, then
$$kd(\mathcal{H}) \leq \rho(\mathcal{H}) \leq k\Delta(\mathcal{H}).$$

### 2.1. Technical lemmas

In this subsection, we will prove some technical lemmas that will be useful in our proofs.

Let $\mathcal{H}$ be a hypergraph and $\alpha = \{v_1, \ldots, v_r\} \subset V(\mathcal{H})$ be a subset of vertices. We define the degree of a set $\alpha$, as the number of edges that contain simultaneously all vertices of $\alpha$ and denote it for $d(\alpha)$.

**Lemma 2.6.** Let $\mathcal{H} = (V, E)$ be a $k$-graph. If $v \in V$, then
$$\sum_{u \in N[v]} d\left(\{v, u\}\right) = kd(v).$$

**Proof.** Just observe that, this sum is equal to the sum of the elements on the row associated with vertex $v$ in the signless Laplacian matrix. \hfill $\Box$

**Lemma 2.7.** Let $r \leq s$ be integers and $f : \mathbb{R}^n_+ \to \mathbb{R}$ the function defined by $f(x) = \sum_{i=1}^{n} x_i^r$. If $f(x)$ is subject to the constraint $\sum_{i=1}^{n} x_i^s = 1$, then $f(x) \leq \sqrt{n}^{s-r}$. The equality holds if, and only if, $x = \left(\frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}}\right)$.

**Proof.** Let $g(x) = \sum_{i=1}^{n} x_i^s - 1$ and $L(x, \gamma) = f(x) - \gamma g(x)$. We will compute the maximum value of $f(x)$ using Lagrange multipliers:
$$\begin{cases}
L(x, \gamma)_i = 0, \forall i \in [n], \\
L(x, \gamma)_\gamma = 0.
\end{cases}$$

From the derivatives in $x_i$, we have
$$rx_i^{r-1} - s^\gamma x_i^{s-1} = 0 \quad \Rightarrow \quad x_i = s^{-\gamma} \sqrt{\frac{r}{s^\gamma}}, \quad \forall i \in [n].$$

Now, from the derivative of $\gamma$, we obtain the original constraint $\sum_{i=1}^{n} x_i^s = 1$. So,
$$\sum_{i=1}^{n} \left(s^{-\gamma} \sqrt{\frac{r}{s^\gamma}}\right)^s = 1 \Rightarrow n \left(s^{-\gamma} \sqrt{\frac{r}{s^\gamma}}\right)^s = 1 \Rightarrow s^{-\gamma} \sqrt{\frac{r}{s^\gamma}} = \frac{1}{\sqrt{n}} \Rightarrow x_i = \frac{1}{\sqrt{n}}, \quad \forall i \in [n].$$

Thus, $\mathbf{x} = \left(\frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}}\right)$ maximizes $f(x)$. Now, we will determine what this maximum value is:
$$f(\mathbf{x}) = \sum_{i=1}^{n} \left(\frac{1}{\sqrt{n}}\right)^r = \frac{n}{(\sqrt{n})^r} = \sqrt{n}^{s-r}.$$ Therefore, the result follows. \hfill $\Box$

**Corollary 2.8.** Let $\mathcal{H}$ be a connected $k$-graph. If $\mathbf{x}$ is the signless Laplacian vector of $\mathcal{H}$, then
$$1 \leq \sum_{v \in V} x_v \leq \sqrt{n}.$$ The first equality is true if, and only if, $\mathcal{H}$ has a single vertex and the second is true if, and only if, $\mathcal{H}$ is regular.
Proof. If \( \mathcal{H} \) has only one vertex \( v \), then \( x_v = 1 \). Assume that \( \mathcal{H} \) has more than one vertex, so \( 0 < x_v < 1 \) for each \( v \in V \). Thus, \( x_v > x_v^2 \), therefore

\[
\sum_{v \in V} x_v > \sum_{v \in V} x_v^2 = 1.
\]

The second inequality follows from Lemma 2.7, setting \( s = 2 \) and \( r = 1 \). \( \square \)

Lemma 2.9. Let \( \mathcal{H} \) be a connected \( k \)-graph. If \((\rho, x)\) is its signless Laplacian eigenpair, then

\[
\rho \sum_{v \in V} x_v = k \sum_{v \in V} d(v)x_v.
\]

Proof. Let \( u \) be a vertex, note that \( \rho x_u = \sum_{e \in E[u]} x(e) \), summing over the set of vertices we obtain

\[
\rho \sum_{v \in V} x_v = \sum_{v \in V} \left( \sum_{e \in E[v]} x(e) \right) = \sum_{v \in V} \left( \sum_{u \in N[v]} d(\{v, u\})x_v \right) = \sum_{v \in V} x_v \left( \sum_{u \in N[v]} d(\{v, u\}) \right) \text{Lemma 2.6} = k \sum_{v \in V} d(v)x_v.
\]

Therefore, the result follows. \( \square \)

3. Bounds for signless Laplacian vector entries

In this section, we obtain bounds for the extreme entries of the principal eigenvector of the signless Laplacian matrix, these bounds are computed using important classical and spectral parameters. In addition, we study inequalities involving the ratio and difference between the two extreme entries of this vector.

Definition 3.1. Let \( \mathcal{H} \) be a connected \( k \)-graph and \( x = (x_v) \) its signless Laplacian vector. We define \( x_{\min} = \min_{v \in V(\mathcal{H})} \{x_v\} \), \( x_{\max} = \max_{v \in V(\mathcal{H})} \{x_v\} \), \( \gamma(\mathcal{H}) = \frac{x_{\max}}{x_{\min}} \).

Remark 3.2. Let \( \mathcal{H} \) be a connected \( k \)-graph. By Lemma 2.4, we observe that \( x_{\min} \leq 1 / \sqrt{n} \leq x_{\max} \), with equality only when \( \mathcal{H} \) is regular.

In Theorem 21 of [6], the authors obtain a bound for diameter of a hypergraph as a function of spectral radius, second largest eigenvalue and smallest entry of the principal eigenvector of \( Q \). With some algebraic operations, we obtain the following upper bound for the smallest entry of the signless Laplacian vector.

Corollary 3.3. Let \( \mathcal{H} \) be a connected \( k \)-graph with more than one edge. If \((\rho, x)\) is its signless Laplacian eigenpair and the diameter of \( \mathcal{H} \) is \( D \), then

\[
x_{\min} \leq \frac{1}{\sqrt{1 + \left( \frac{\rho}{\lambda_2} \right)^{D-1}}},
\]

where \( \lambda_2 \) is the second largest eigenvalue of \( Q \).
**Theorem 3.4.** Let \( \mathcal{H} \) be a connected \( k \)-graph with \( n \) vertices. If \((\rho, \mathbf{x})\) is its signless Laplacian eigenpair, then
\[
x_i \leq \frac{\sqrt{k}d(i)}{\rho}.
\]

**Proof.** Let \( u \in V \) be a vertex, so \( \rho x_u = \sum_{e \in E[u]} x(e) \), by Cauchy-Schwarz inequality we have \( \rho^2 x_u^2 \leq d(u) \sum_{e \in E[u]} (x(e))^2 \). Therefore
\[
\frac{\rho^2 x_u^2}{d(u)} \leq \sum_{e \in E[u]} (x(e))^2 \leq \sum_{e \in E[u]} k(x_{v_1}^2 + \cdots + x_{v_k}^2)
= k \sum_{v \in N[u]} d\{u,v\}x_v^2 \leq kd(u) \sum_{v \in N[u]} x_v^2 \leq kd(u).
\]
Isolating \( x_u \) we obtain the result. \( \square \)

**Remark 3.5.** Let \( \mathcal{H} \) be a connected \( k \)-graph and \( u \in V \) be a vertex. By Theorem 3.4, we have that \( x_{\min} \leq \sqrt{\frac{k\delta}{\rho^2}} \) and \( x_{\max} \leq \sqrt{\frac{k\Delta}{\rho}} \).

Let \( \mathcal{H} \) be a hypergraph. Its **Zagreb index** is defined as the sum of the squares of the degrees of its vertices. More precisely,
\[
Z(\mathcal{H}) = \sum_{v \in V(\mathcal{H})} d(v)^2.
\]
This is an important parameter in graph theory, having chemistry applications, [12].

**Theorem 3.6.** Let \( \mathcal{H} \) be a connected \( k \)-graph with \( n \) vertices. If \((\rho, \mathbf{x})\) is its signless Laplacian eigenpair, then
\[
x_{\max} \geq \frac{\rho}{k\sqrt{Z(\mathcal{H})}}.
\]
The equality is achieved if, and only if, \( \mathcal{H} \) is regular.

**Proof.** We observe that \( \rho x_u = \sum_{e \in E[u]} x(e) \leq kd(u)x_{\max} \), hence \( \rho^2 x_u^2 \leq k^2d(u)^2x_{\max}^2 \). Summing over the of vertices, we have
\[
\rho^2 \sum_{u \in V} x_u^2 \leq \sum_{u \in V} k^2d(u)^2x_{\max}^2 \quad \Rightarrow \quad \rho^2 \leq x_{\max}^2 \left( k^2 \sum_{u \in V} d(u)^2 \right).
\]
Observe that equality occurs if, and only if, \( x_u = x_{\max} \) for all \( u \in V \). That is, equality occurs only when \( \mathcal{H} \) is regular. \( \square \)

**Theorem 3.7.** Let \( \mathcal{H} \) be a connected \( k \)-graph with \( n \) vertices. If \((\rho, \mathbf{x})\) is its signless Laplacian eigenpair, then
\[
x_{\min} \leq \sqrt{\frac{k\delta^2}{\rho^2 + k\delta^2(n - \delta)}}.
\]
The equality is achieved if, and only if, \( \mathcal{H} \) is regular.
Proof. Let \( u \) be a vertex with minimum degree, by cauchy-schwarz inequality we have that
\[
(\rho x_u)^2 = \left( \sum_{e \in E[u]} x(e) \right)^2 \leq \delta \sum_{e \in E[u]} (x(e))^2 \leq k\delta \sum_{e = \{v_1, \ldots, v_k\} \in E[u]} (x_{v_1}^2 + \cdots + x_{v_k}^2)
\]
\[
= k\delta \left( \sum_{v \in N[u]} d(\{u, v\}) x_v^2 \right) \leq k\delta^2 \left( \sum_{v \in N[u]} x_v^2 \right) = k\delta^2 \left( 1 - \sum_{v \in V \setminus N[u]} x_v^2 \right).
\]
Therefore \((\rho x_{\min})^2 \leq k\delta^2 (1 - (n - \delta)x_{\min}^2)\). Simplifying, we obtain the bound.

Now, observe that if the equality is achieved, then \( x_u = x_{\min} \) and by the second inequality we have that if \( v \) is a neighbor of \( u \), then \( x_v = x_u \). Even more, if \( w \) is not a neighbor of \( u \), then in the last inequality we have that \( x_w = x_{\min} \). Thus, the eigenvector has all entries equals and therefore \( H \) must be regular. \( \square \)

**Theorem 3.8.** Let \( H \) be a connected \( k \)-graph with \( n \) vertices and \( m \) edges. If \((\rho, \mathbf{x})\) is its signless Laplacian eigenpair, then
\[
(kn\Delta - k^2m)x_{\min} \leq (k\Delta - \rho)\sqrt{n}.
\]
The equality is achieved if, and only if, \( H \) is regular.

**Proof.** From Lemma 2.9, we have
\[
(k\Delta - \rho) \sum_{v \in V} x_v = \sum_{v \in V} (k\Delta - kd(v))x_v \geq x_{\min} \sum_{v \in V} (k\Delta - kd(v)).
\]
Now, by Corollary 2.8, we have
\[
x_{\min}(kn\Delta - k^2m) \leq (k\Delta - \rho)\sqrt{n}.
\]
The equality is true if, and only if, \( \sum_{v \in V} x_v = \sqrt{n} \), that is only when \( H \) is regular. \( \square \)

We observe that the parameter \( \gamma(H) \) can be used to measure the irregularity of the hypergraph \( H \), because \( \gamma(H) = 1 \) if, and only if, the hypergraph is regular.

**Theorem 3.9.** Let \( H \) be a connected \( k \)-graph. If \((\rho, \mathbf{x})\) is its signless Laplacian eigenpair, then
\[
\gamma(H) \geq \frac{(\rho - k\delta)(\Delta - d)}{(k\Delta - \rho)(d - \delta)}.
\]
The equality is achieved if, and only if, \( H \) is regular or semi-regular where if \( d(v) = \Delta \), then \( x_v = x_{\max} \) and if \( d(u) = \delta \), then \( x_u = x_{\min} \).

**Proof.** By Lemma 2.9 we know that
\[
(k\Delta - \rho) \sum_{u \in V} x_u = k \sum_{u \in V} (\Delta - d(u))x_u \geq kn(\Delta - d)x_{\min}. \tag{1}
\]
Similarly, we have
\[
(\rho - k\delta) \sum_{u \in V} x_u = k \sum_{u \in V} (d(u) - \delta)x_u \leq kn(d - \delta)x_{\max}. \tag{2}
\]
Multiplying (1) and (2), we conclude that
\[
(k\Delta - \rho) \sum_{u \in V} x_u (kn(d - \delta)x_{\max}) \geq (\rho - k\delta) \sum_{u \in V} x_u (kn(\Delta - d)x_{\min}).
\]
Simplifying the above inequality, we obtain the bound.

Observe that, the equality is achieved if, and only if, it holds in (1) and (2). Thus, all vertices that has no maximum degree must have minimum value in signless Laplacian vector and all vertices that has no minimum degree must have maximum value in signless Laplacian vector. Therefore \( H \) must be regular or semi-regular where if \( d(v) = \Delta \), then \( x_v = x_{\text{max}} \) and if \( d(u) = \delta \), then \( x_u = x_{\text{min}} \).

**Theorem 3.10.** Let \( H \) be a connected k-graph. If \((\rho, x)\) is its signless Laplacian eigen-pair, then

\[
\gamma(H) \geq \max \left\{ \frac{k\Delta}{\rho}, \frac{\rho}{k\delta} \right\} \geq \sqrt{\frac{\Delta}{\delta}}.
\]

The equality is achieved if, and only if, \( H \) is regular.

**Proof.** Let \( u, v \in V \) be vertices, such that \( d(u) = \Delta \) and \( d(v) = \delta \), so we have

\[
\rho x_{\text{max}} \geq \rho x_u = \sum_{e \in E[u]} x(e) \geq \sum_{e \in E[u]} kx_{\text{min}} = k\Delta x_{\text{min}} \Rightarrow \frac{x_{\text{max}}}{x_{\text{min}}} \geq \frac{k\Delta}{\rho}.
\]

\[
\rho x_{\text{min}} \leq \rho x_v = \sum_{e \in E[v]} x(e) \leq \sum_{e \in E[v]} kx_{\text{max}} = k\delta x_{\text{max}} \Rightarrow \frac{x_{\text{max}}}{x_{\text{min}}} \geq \frac{\rho}{k\delta}.
\]

For second inequality, we note that \( \sqrt{\frac{\Delta}{\delta}} \) is the geometric mean between \( \frac{k\Delta}{\rho} \) and \( \frac{\rho}{k\delta} \).

Now, to achieve the equality the equalities below must be true

\[
\rho x_{\text{max}} = \rho x_u \iff x_u = x_{\text{max}} \quad \text{and} \quad \sum_{e \in E[u]} x(e) = \Delta k x_{\text{min}} \iff x_v = x_{\text{min}}, \forall p \in N[u].
\]

That is, \( x_{\text{max}} = x_u = x_{\text{min}} \); therefore \( H \) is regular.

**Theorem 3.11.** Let \( H \) be a connected k-graph with \( n \) vertices. If \( x \) is its signless Laplacian vector, then

\[
x_{\text{max}} - x_{\text{min}} \geq \frac{\sqrt{\Delta} - \sqrt{\delta}}{\sqrt{n\Delta}}.
\]

The equality is achieved if, and only if, \( H \) is regular.

**Proof.** Firstly, we observe that

\[
\frac{x_{\text{max}}}{x_{\text{min}}} \geq \sqrt{\frac{\Delta}{\delta}} \Rightarrow x_{\text{min}} \leq \frac{\sqrt{\delta}}{\sqrt{\Delta}} x_{\text{max}}.
\]

Multiplying the inequality by \(-1\) and adding \( x_{\text{max}} \) to both sides, we have

\[
x_{\text{max}} - x_{\text{min}} \geq \left( 1 - \sqrt{\frac{\delta}{\Delta}} \right) x_{\text{max}} = \frac{\sqrt{\Delta} - \sqrt{\delta}}{\sqrt{\Delta}} x_{\text{max}}.
\]

We observe that \( x_{\text{max}} \geq \frac{1}{\sqrt{n}} \), so we conclude that

\[
x_{\text{max}} - x_{\text{min}} \geq \frac{\sqrt{\Delta} - \sqrt{\delta}}{\sqrt{n\Delta}}.
\]

Equality occurs if, and only if, \( x_{\text{max}} = \frac{1}{\sqrt{n}} \), that is, only when \( H \) is regular.

**Theorem 3.12.** Let \( H \) be a connected k-graph with \( n \) vertices. If \( x \) is its signless Laplacian vector, then

(a) \( x_{\text{max}} \geq \frac{\Delta}{\sqrt{\delta^2 + (n-1)\Delta^2}} \), equality holds if, and only if, the hypergraph \( H \) is regular.
(b) $x_{\min} \leq \frac{\delta}{\sqrt{\Delta^2 + (n-1)\delta^2}}$, equality holds if, and only if, the hypergraph $\mathcal{H}$ is regular.

Proof. To prove part (a), we observe that

$$1 = \sum_{u \in V} x_u^2 \leq x_{\min}^2 + (n-1)x_{\max}^2 = (\gamma^{-2} + n-1)x_{\max}^2 \leq \left( \frac{\delta}{\Delta} \right)^2 + n-1 \right)x_{\max}^2.$$

Now observe that equality in this theorem occurs only if the equality from Theorem 3.10 occurs as well. Therefore, the equality is achieved if, and only if, $\mathcal{H}$ is regular.

Similarly, we prove part (b). □

4. A Measure for the Irregularity of Hyperedges

In this section, we will study the parameter $\Gamma$ that are still little explored, even for other graph matrices. We believe that the parameter $\Gamma$ plays the role for the edges of the hypergraph, played by $\gamma$ for vertices, which can be used as a measure of irregularity.

Definition 4.1. Let $\mathcal{H}$ be a uniform hypergraph and $x = (x_u)$ its signless Laplacian vector. We define

$$x(\min) = \min_{e \in E(\mathcal{H})} \{x(e)\}, \quad x(\max) = \max_{e \in E(\mathcal{H})} \{x(e)\}, \quad \Gamma(\mathcal{H}) = \frac{x(\max)}{x(\min)}.$$

Theorem 4.2. Let $\mathcal{H}$ be a connected $k$-graph with $n$ vertices and $m$ edges. If $(\rho, x)$ is its signless Laplacian eigenpair, then

$$x(\min) \leq \sqrt{\frac{\rho(\mathcal{H})}{m}} \leq x(\max).$$

If $\mathcal{H}$ is regular, then the equalities are achieved.

Proof. By Lemma 2.3, we have that

$$\rho(\mathcal{H}) = x^TQx = \sum_{e \in E}(x(e))^2 \leq \sum_{e \in E}(x(\max))^2 = m(x(\max))^2.$$

The proof of the other inequality is analogous.

If $\mathcal{H}$ is regular by Lemma 2.4, we have $x(\min) = \frac{k}{\sqrt{n}} = x(\max)$ and $\rho = kd(\mathcal{H}) = \frac{k^2m}{n}$. Therefore the equalities are achieved.

Corollary 4.3. Let $\mathcal{H}$ be a connected $k$-graph with $n$ vertices. If $(\rho, x)$ is its signless Laplacian eigenpair, then

$$x_{\max} \geq \sqrt{\frac{\rho}{k^2m}}.$$

The equality is achieved if, and only if, $\mathcal{H}$ is regular.

Proof. We just notice that $kx_{\max} \geq x(\max) \geq \sqrt{\frac{\rho}{m}}$.

In proof of Theorem 4.2, we see that the equality holds if, and only if, $x(\max) = x(e)$ for all $e \in E$. Therefore, the equality in this corollary is achieved if, and only if, $kx_{\max} = x(e)$ for all $e \in E$, i.e. $x_u = x_{\max}$ for all $u \in V$, that is only when $\mathcal{H}$ is regular. □

Remark 4.4. It is also possible to obtain the following inequality $x_{\min} \leq \sqrt{\frac{\rho}{k^2m}}$, but it is not interesting because $x_{\min} \leq \frac{1}{\sqrt{n}} \leq \sqrt{\frac{\rho}{k^2m}}$.

Theorem 4.5. Let $\mathcal{H}$ be a connected $k$-graph. If $(\rho, x)$ is its signless Laplacian eigenpair, then
(a) $kx_{\text{min}} \leq x(\text{min}) \leq \frac{\rho}{\delta}x_{\text{min}},$

(b) $\frac{\rho}{\delta}x_{\text{max}} \leq x(\text{max}) \leq kx_{\text{max}}.$

If $\mathcal{H}$ is regular, then the equalities are achieved.

Proof. For part (a) notice that, for every $v \in V$, we have $x_{\text{min}} \leq x(v) \leq x_{\text{max}},$ thus given an edge $e = \{v_1, \ldots, v_k\} \in E$, we have $x(e) = x(v_1) + \cdots + x(v_k) \geq kx_{\text{min}} \quad \forall e \in E \Rightarrow x(\text{min}) \geq kx_{\text{min}}.$

Let $u \in V$ such that $x_u = x_{\text{min}}$, so

$$\rho x_{\text{min}} = \sum_{e \in E[u]} x(e) \geq \sum_{e \in E[u]} x(\text{min}) \geq \delta x(\text{min}).$$

Similarly, we prove part (b).

If $\mathcal{H}$ is regular, then $k\delta = \rho = k\Delta$. Therefore, the equalities hold. \hfill \Box

Corollary 4.6. Let $\mathcal{H}$ be a connected $k$-graph. If $x$ is its signless Laplacian vector, then

$$\frac{\delta}{\Delta} \gamma(\mathcal{H}) \leq \Gamma(\mathcal{H}) \leq \gamma(\mathcal{H}).$$

If $\mathcal{H}$ is regular, then the equalities are achieved.

Proof. These inequalities follow from Theorem 4.5:

$$x(\text{max}) \leq kx_{\text{max}}, \quad x(\text{min}) \geq kx_{\text{min}} \quad \Rightarrow \quad \Gamma(\mathcal{H}) \leq \gamma(\mathcal{H}).$$

$$x(\text{max}) \geq \frac{\rho}{\Delta}x_{\text{max}}, \quad x(\text{min}) \leq \frac{\rho}{\delta}x_{\text{min}} \quad \Rightarrow \quad \Gamma(\mathcal{H}) \geq \frac{\delta}{\Delta} \gamma(\mathcal{H}).$$

Observe that if $\mathcal{H}$ is regular, then $\gamma = 1$, $\Gamma = 1$ and $\Delta = \delta$. So the equalities hold. \hfill \Box

Remark 4.7. We notice that, compute the values of $x_{\text{max}}$, $x_{\text{min}}$ and $\gamma$ are easier than to obtain the parameters $x(\text{max})$, $x(\text{min})$ and $\Gamma$. Thus, Theorem 4.5 and Corollary 4.6 provide useful bounds for these new parameters. Moreover, an interpretation of these results suggests a strong parameters for vertices and edges. That is, the information passed by each parameter set certainly is not the same, but in many cases it must be similar. This reinforces the idea that the values $x(\text{max})$, $x(\text{min})$ and $\Gamma$ play the role for the edges of the hypergraph, played by $x_{\text{max}}$, $x_{\text{min}}$ and $\gamma$ for vertices.

Obviously if $\mathcal{H}$ is a regular $k$-graph, then $\gamma = 1 \Rightarrow x_{\text{max}} = x_{\text{min}} \Rightarrow x(\text{max}) = x(\text{min}) \Rightarrow \Gamma = 1$. But it is not true that if $\Gamma = 1$ then $\mathcal{H}$ is regular. Thus the following question naturally arise.

Question 4.8. For which hypergraphs $\mathcal{H}$ do we have $\Gamma(\mathcal{H}) = 1$?

We will answer this question in the next theorem.

Theorem 4.9. Let $\mathcal{H}$ be a connected $k$-graph. $\Gamma(\mathcal{H}) = 1$ if, and only if, for each edge the sum of the degrees of its vertices is constant.

Proof. If $\Gamma(\mathcal{H}) = 1$ then $x(\text{min}) = x(\text{max})$, so by Theorem 4.2, we have $x(e) = \sqrt{\frac{\nu}{m}}$, for all $e = \{v_1, \ldots, v_k\} \in E$. For each $u \in V$, we have

$$\rho x_u = \sum_{e \in E[u]} x(e) = d(u) \sqrt{\frac{\nu}{m}} \Rightarrow x_u = \frac{d(u)}{\sqrt{\rho m}}.$$
Therefore,
$$\sqrt{\frac{\rho}{m}} = x(e) = \frac{d(v_1) + \cdots + d(v_k)}{\sqrt{\rho m}} \Rightarrow \rho = d(v_1) + \cdots + d(v_k), \forall e = \{v_1, \ldots, v_k\} \in E.$$ 
That is, for any edge, the sum of the degrees of its vertices is always $\rho$.

Conversely, if $d(v_1) + \cdots + d(v_k) = D$ for all $e = \{v_1, \ldots, v_k\} \in E$, we define the vector $x$ by $x_u = \frac{d(u)}{\sqrt{\rho m}}$ for all $u \in V$, and then
$$\sum_{e \in E[u]} x(e) = \sum_{e \in E[u]} \frac{d(v_1) + \cdots + d(v_k)}{\sqrt{\rho m}} = \sum_{e \in E[u]} \frac{D}{\sqrt{\rho m}} = \frac{D}{\sqrt{\rho m}} = Dx_u.$$ 
Hence, $(Qx)_u = Dx_u$ for all $u \in V$. That is, $(D, x)$ is an eigenpair of $H$, and by Perron-Frobenius Theorem, we know that $x$ is the signless Laplacian vector of $H$, so $x(\max) = \sqrt{\frac{\rho}{m}} = x(\min)$ and therefore $\Gamma(H) = 1$. □

If we define that a uniform hypergraph is regular edge, when for each edge the sum of the degrees of its vertices is constant. It is reasonable to say that the parameter $\Gamma$ measures how far a hypergraph is from being regular edge. Since if $\Gamma$ is greater than 1, then the sum of the vertex degrees of each edge is not constant.

**Example 4.10.** Suppose $\mathcal{G}$ is a connected graph with $\Gamma = 1$. Let $e = \{u_1, u_2\} \in E$, such that $d(u_1) = d_1$ and $d(u_2) = d_2$. Since the sum of the vertex degrees of each edge is constant, then all neighbors of $u_1$ must have degree $d_2$, as well as, all neighbors of $u_2$ must have degree $d_1$, by the graph’s connectivity, all edges must have a vertex with degree $d_1$ and another with degree $d_2$. Therefore $\mathcal{G}$ is regular or bipartite semi-regular.

**Definition 4.11.** Let $\mathcal{H} = (V, E)$ be a $k$-graph, let $s \geq 1$ and $r \geq ks$ be integers. We define the (generalized) power hypergraph $\mathcal{H}_s^r$ as the $r$-graph with the following sets of vertices and edges

$$V(\mathcal{H}_s^r) = \left( \bigcup_{v \in V} \zeta_v \right) \cup \left( \bigcup_{e \in E} \zeta_e \right) \text{ and } E(\mathcal{H}_s^r) = \{ \zeta_e \cup \zeta_{v_1} \cup \cdots \cup \zeta_{v_k} : e = \{v_1, \ldots, v_k\} \in E \},$$
where $\zeta_v = \{v_1, \ldots, v_s\}$ for each vertex $v \in V(\mathcal{H})$ and $\zeta_e = \{v^1_e, \ldots, v^r_e - ks\}$ for each edge $e \in E(\mathcal{H})$.

Informally, we may say that $\mathcal{H}_s^r$ is obtained from a base hypergraph $\mathcal{H}$, by replacing each vertex $v \in V(\mathcal{H})$ by a set $\zeta_v$ of cardinality $s$, and by adding a set $\zeta_e$ with $r - ks$ new vertices to each edge $e \in E(\mathcal{H})$. For more details about this class, see [3].

**Example 4.12.** The power hypergraph $(P_4)^5_2$ of the path with four vertices $P_4$ is illustrated in Figure 2.

![Figure 2. The power hypergraph $(P_4)^5_2$.](image-url)
**Theorem 4.13.** Let $\mathcal{H}$ be a connected $k$-graph. If $\Gamma(\mathcal{H}) = 1$, then $\Gamma(\mathcal{H}_s^r) = 1$.

**Proof.** Just notice that, if the sum of the degree of vertices of each edge of $\mathcal{H}$ is constant, then the sum should remains constant in the edges of $\mathcal{H}_s^r$. □

The bounds of Theorem 4.14 has already been proved in [6]. However, the technique used did not allow to determine for which class of hypergraphs the equality is achieved. We will present a new proof for the result, determining when equalities hold.

**Theorem 4.14.** If $\mathcal{H}$ is a connected $k$-graph and $(\rho, x)$ is its signless Laplacian eigenpair, then

$$\min_{e \in E} \left\{ \sum_{v \in e} d(v) \right\} \leq \rho(Q) \leq \max_{e \in E} \left\{ \sum_{v \in e} d(v) \right\}.$$  

Any equality occurs if, and only if, $\mathcal{H}$ is regular edge.

**Proof.** Let $e = \{v_1, \ldots, v_k\}$ be an edge such that $x(e) = x(\text{max})$, we have that

$$\rho(x v_1 + \cdots + x v_k) = \sum_{\alpha \in E[v_1]} x(\alpha) + \cdots + \sum_{\alpha \in E[v_k]} x(\alpha)$$

$$\rho x(\text{max}) \leq \sum_{\alpha \in E[v_1]} x(\text{max}) + \cdots + \sum_{\alpha \in E[v_k]} x(\text{max})$$

$$\rho x(\text{max}) \leq (d(v_1) + \cdots + d(v_k)) x(\text{max})$$

$$\rho \leq d(v_1) + \cdots + d(v_k) \leq \max_{e \in E} \left\{ \sum_{v \in e} d(v) \right\}.$$  

Observe that, if $\mathcal{H}$ is regular edge then the equality holds. If the equality occurs, then $x(\alpha) = x(\text{max})$ for all edge in $E[v_1] \cup \cdots \cup E[v_k]$, by the graph’s connectivity we have that $x(\alpha) = x(\text{max})$ for all $\alpha \in E(\mathcal{H})$, that is $\mathcal{H}$ is regular edge.

Similarly, we obtain the lower bound. □

**References**

[1] **Banerjee, A.** On the spectrum of hypergraphs. *Linear Algebra and its Applications* (2020), doi.org/10.1016/j.laa.2020.01.012.

[2] **Brin, S., and Page, L.** The anatomy of a large-scale hypertextual web search engine. *Computer networks and ISDN systems* 30, 1-7 (1998), 107–117.

[3] **Cardoso, K., Hoppen, C., and Trevisan, V.** The spectrum of a class of uniform hypergraphs. *Linear Algebra and its Applications* 590 (2020), 243–257.

[4] **Cardoso, K., and Trevisan, V.** Energies of hypergraphs. arXiv:1912.03224 (2019).

[5] **Cardoso, K., and Trevisan, V.** Principal eigenvectors of general hypergraphs. *Linear and Multilinear Algebra* (2019), doi.org/10.1080/03081087.2019.1691491.

[6] **Cardoso, K., and Trevisan, V.** The signless laplacian matrix of hypergraphs. arXiv:1909.00246 (2019).

[7] **Cioaba, S., and Gregory, D.** Principal eigenvectors of irregular graphs. *Electronic Journal of Linear Algebra* 16 (2007), 366–379.

[8] **Cooper, J., and Dutle, A.** Spectra of uniform hypergraphs. *Linear Algebra and its Applications* 436 (2012), 3268–3292.

[9] **Das, K.** A sharp upper bound on the maximal entry in the principal eigenvector of symmetric nonnegative matrix. *Linear Algebra and its Applications* 431, 8 (2009), 1340 – 1350.

[10] **Duttweiler, L., and Reff, N.** Spectra of cycle and path families of oriented hypergraphs. *Linear Algebra and its Applications* 578 (2019), 251–271.
[11] Feng, K., Ching, W., and Li, W. Spectra of hypergraphs and applications. Journal of number theory 60 (1996), 1–22.

[12] Gutman, I., and Das, C. The first zagreb index 30 years after. Communications in Mathematical and in Computer Chemistry 50 (2004), 8392.

[13] Hillar, C., and Lim, L. Most tensor problems are np-hard. Journal of the ACM 60 (2013), 1–39.

[14] Kumar, K., and Varghese, R. Spectrum of (k,r)-regular hypergraphs. International Journal of Mathematical Combinatorics 2 (2017), 52–59.

[15] Lin, H., and Zhou, B. Spectral radius of uniform hypergraphs. Linear Algebra and its Applications 527 (2017), 32–52.

[16] Papendieck, B., and Recht, P. On maximal entries in the principal eigenvector of graphs. Linear Algebra and its Applications 310, 1-3 (2000), 129–138.

[17] Reff, N. Spectral properties of oriented hypergraphs. Electronic Journal of Linear Algebra 27 (2014), 373–391.

[18] Rodriguez, J. On the laplacian eigenvalues and metric parameters of hypergraphs. Linear and Multilinear Algebra 50 (2002), 1–14.

[19] Wang, Y., and Zhou, B. On distance spectral radius of hypergraphs. Linear and Multilinear Algebra 66, 11 (2018), 2232–2246.

[20] Zhang, X. Eigenvectors and eigenvalues of non-regular graphs. Linear Algebra and its Applications 409 (2005), 7986.

Instituto Federal do Rio Grande do Sul - Campus Feliz, CEP 95770-000, Feliz, RS, Brazil
E-mail address: kaue.cardoso@feliz.ifrs.edu.br