Efficient nonlinear manifold reduced order model

Abstract

Traditional linear subspace reduced order models (LS-ROMs) are able to accelerate physical simulations, in which the intrinsic solution space falls into a subspace with a small dimension, i.e., the solution space has a small Kolmogorov $n$-width. However, for physical phenomena not of this type, such as advection-dominated flow phenomena, a low-dimensional linear subspace poorly approximates the solution. To address cases such as these, we have developed an efficient nonlinear manifold ROM (NM-ROM), which can better approximate high-fidelity model solutions with a smaller latent space dimension than the LS-ROMs. Our method takes advantage of the existing numerical methods that are used to solve the corresponding full order models (FOMs). The efficiency is achieved by developing a hyper-reduction technique in the context of the NM-ROM. Numerical results show that neural networks can learn a more efficient latent space representation on advection-dominated data from 2D Burgers’ equations with a high Reynolds number. A speed-up of up to 11.7 for 2D Burgers’ equations is achieved with an appropriate treatment of the nonlinear terms through a hyper-reduction technique.

1 Introduction

Physical simulations are influencing developments in science, engineering, and technology more rapidly than ever before. However, high-fidelity, forward physical simulations are computationally expensive and, thus, make intractable many decision-making applications, such as design optimization, inverse problems, optimal controls, and uncertainty quantification. These applications require many forward simulations to explore the parameter space in the outer loop. To compensate for the computational expense issue, many surrogate models have been developed: from simply using interpolation schemes for specific quantity of interests to physics-informed surrogate models. This paper focuses on the latter because a physics-informed surrogate model is more robust in predicting physical solutions than the simple interpolation schemes.

Among many types of physics-informed surrogate models, the projection-based linear subspace reduced order models (LS-ROMs) take advantage of both the known governing equation and data with linear subspace solution representation [1]. Although LS-ROMs have been successfully applied to many forward physical problems [2–10] and partial differential equation (PDE)-constrained optimization problems [11–14], the linear subspace solution representation suffers from not being able to represent certain physical simulation solutions with a small basis dimension, such as advection-dominated flow phenomena.
We present a fast and accurate physics-informed neural network ROM with a nonlinear manifold \( g \) where \( \Delta A \). A uniform time discretization is assumed throughout the paper, characterized by time step \( \Delta t \). A parameterized nonlinear dynamical system is considered, characterized by a system of nonlinear equations, i.e.,

\[
\frac{d\mathbf{x}}{dt} = f(\mathbf{x}, t; \mu), \quad \mathbf{x}(0; \mu) = \mathbf{x}_0(\mu),
\]

where \( t \in [0, T] \) denotes time with the final time \( T \in \mathbb{R}_+ \), and \( \mathbf{x}(t; \mu) \) denotes the time-dependent, parameterized state implicitly defined as the solution to problem (1) with \( \mathbf{x} : [0, T] \times \mathcal{D} \to \mathbb{R}^{N_s} \). Further, \( f : \mathbb{R}^{N_s} \times [0, T] \times \mathcal{D} \to \mathbb{R}^{N_s} \) with \( (\mathbf{w}, \tau; \nu) \mapsto f(\mathbf{w}, \tau; \nu) \) denotes the time derivative of \( \mathbf{x} \), which we assume to be nonlinear in at least its first argument. The initial state is denoted by \( \mathbf{x}_0 : \mathcal{D} \to \mathbb{R}^{N_s} \) and \( \mu \in \mathcal{D} \) denotes parameters in the domain \( \mathcal{D} \subseteq \mathbb{R}^{n_w} \).

A uniform time discretization is assumed throughout the paper, characterized by time step \( \Delta t \in \mathbb{R}_+ \) and time instances \( t^n = t^{n-1} + \Delta t \) for \( n \in \mathbb{N}(N_f) \) with \( t^0 = 0 \), \( N_f \in \mathbb{N} \), and \( \mathbb{N}(N) := \{1, \ldots, N\} \). To avoid notational clutter, we introduce the following time discretization-related notations: \( \mathbf{x}_n := \mathbf{x}(t^n; \mu) \), \( \dot{\mathbf{x}}_n := \dot{\mathbf{x}}(t^n; \mu) \), \( \ddot{\mathbf{x}}_n := \ddot{\mathbf{x}}(t^n; \mu) \), and \( \mathbf{f}_n := f(\mathbf{x}(t^n; \mu), t^n; \mu) \), where \( \mathbf{x}, \dot{\mathbf{x}}, \ddot{\mathbf{x}} \) and \( \mathbf{f} \) are defined in. The implicit backward Euler (BE) \(^1\) time integrator numerically solves Eq. (1), by solving the following nonlinear system of equations, i.e., \( \mathbf{x}_n - \mathbf{x}_{n-1} = \Delta t \mathbf{f}_n \), for \( \mathbf{x}_n \) at \( n \)-th time step. The corresponding residual function is defined as

\[
\mathbf{r}_{\text{BE}}(\mathbf{x}_n; \mathbf{x}_{n-1}, \mu) := \mathbf{x}_n - \mathbf{x}_{n-1} - \Delta t \mathbf{f}_n.
\]

3 Nonlinear manifold reduced order model (NM-ROM)

The NM-ROM applies solution representation using a nonlinear manifold \( \mathcal{S} := \{ g(\hat{\mathbf{v}}) \mid \hat{\mathbf{v}} \in \mathbb{R}^{n_v} \} \), where \( g : \mathbb{R}^{n_v} \to \mathbb{R}^{N_s} \) with \( n_v \ll N_s \) denotes a nonlinear function that maps a latent space of dimension \( n_v \) to the full order model space of dimension, \( N_s \). That is, the NM-ROM approximates the solution in a trial manifold as

\[
\mathbf{x} \approx \hat{\mathbf{x}} = \mathbf{x}_{ref} + g(\hat{\mathbf{x}}).
\]

\(^1\)Other time integrators can be used in our NM-ROMs.
The construction of the nonlinear function, $g$, is explained in Section 4. By plugging Eq. (3) into Eq. (2), the residual function at $n$th time step becomes

$$\tilde{r}_n^{\text{BE}}(\hat{x}_n; \hat{x}_{n-1}, \mu) := r_n^{\text{BE}}(x_{ref} + g(\hat{x}_n); x_{ref} + g(\hat{x}_{n-1}), \mu)$$

which is an over-determined system that we close with the least-squares Petrov–Galerkin (LSPG) projection. That is, we minimize the squared norm of the residual vector function at every time step:

$$\hat{x}_n = \underset{\hat{v} \in \mathbb{R}^{n_s}}{\text{argmin}} \frac{1}{2} \| \tilde{r}_n^{\text{BE}}(\hat{v}; \hat{x}_{n-1}, \mu) \|_2^2. \quad (5)$$

The Gauss–Newton method with the starting point $\hat{x}_{n-1}$ is applied to solve the minimization problem (5). However, the nonlinear residual vector, $\tilde{r}_n^{\text{BE}}$, scales with FOM size and it needs to be updated every time the argument of the function changes, which occurs either at every time step or Gauss–Newton step. More specifically, if the backward Euler time integrator is used, $g(\hat{x}_n)$, $f(x_{ref} + g(\hat{x}_n), t_n; \mu)$, and their Jacobians need to be updated whenever $\hat{x}_n$ changes. Without any special treatment on the nonlinear residual term, no speed-up can be expected. Thus, we apply a hyper-reduction to eliminate the scale with FOM size in the nonlinear term evaluations (see Section 5). Finally, we denote this non-hyper-reduced NM-ROM as NM-LSPG.

## 4 Shallow masked autoencoder

The nonlinear function, $g$, is the decoder $D$ of an autoencoder in the form of a feedforward neural network. The autoencoder compresses FOM solutions of Eq. (1) with an encoder $E$ and decompresses back to reconstructed FOM solution with a decoder $D$. The autoencoder is trained to reconstruct the FOM solutions of Eq. (1) by minimizing the mean square error between original and reconstructed FOM solutions. Therefore, the dimension of the encoder input and the decoder output is $N_s$ and the dimension of the encoder $E$ output and the decoder $D$ input is $n_s$.

We intentionally use a non-deep neural network, i.e., three-layer autoencoder, for the decoder to achieve an efficiency that is required by the hyper-reduction (see Section 5). More specifically, the first layers of the encoder $E$ and decoder $D$ are fully-connected layers, where the nonlinear activation functions are applied and the last layer of the encoder $E$ is fully-connected layer with no activation functions. The last layer of the decoder $D$ is sparsely-connected layer with no activation functions. The sparsity is determined by a mask matrix. These network architectures are shown in Fig. 1.

![Figure 1: Three-layer encoder/decoder architectures: (a) unmasked and (b) after the sparsity mask is applied. Nodes and edges in orange color represent active path in the subnet that stems from the sampled outputs that are marked as the orange disks. Note that the masked shallow neural network has a sparser structure than the unmasked one. A sparser structure leads to a more efficient model.](image-url)
too many learnable parameters may result in over-fitting, so the decoder is not able to generalize well, which means the trained decoder cannot be used for problems whose data is unseen, i.e., the predictive case. To avoid over-fitting, we first divide the training data into train and validation datasets. Then, the autoencoder is trained using the train dataset and tested for the generalization using the validation dataset. If the mean squared errors on the validation and train datasets are very different, then over-fitting has occurred. We then reduce the size of the hidden layer and re-train the model.

5 Hyper-reduction

The hyper-reduction techniques are developed to eliminate the FOM scale dependency in nonlinear terms \[52–54, 17, 19\], which is essential to achieve an efficiency in our NM-ROM. We follow the gappy POD approach \[55\], in which the nonlinear residual term is approximated as

\[
\tilde{r} \approx \Phi r, \tag{6}
\]

where \( \Phi_r := [\phi_{r,1}, \ldots, \phi_{r,n_r}] \in \mathbb{R}^{N_s \times n_r}, n_s \leq n_r \ll N_s \), denotes the residual basis matrix and \( r \in \mathbb{R}^{n_r} \) denotes the generalized coordinates of the nonlinear residual term. Here, \( r \) represents a residual vector function, e.g., the backward Euler residual, \( \tilde{r}_{BE}^p \), defined in Eq. (4). We use the singular value decomposition of the FOM solution snapshot matrix to construct \( \Phi_r \), which is justified in \[19\]. In order to find \( r \), we apply a sampling matrix \( Z^T := [e_{p_1}, \ldots, e_{p_{n_z}}]^T \in \mathbb{R}^{n_z \times N_z}, n_s \leq n_r \leq n_z \ll N_s \) on both sides of (6). The vector, \( e_{p_i} \), is the \( p_i \)th column of the identity matrix \( I_{N_z} \in \mathbb{R}^{N_z \times N_z} \). Then the following least-squares problem is solved:

\[
\hat{r} := \text{argmin}_{\hat{v} \in \mathbb{R}^{n_r}} \frac{1}{2} \left\| Z^T (\hat{r} - \Phi \hat{r}) \right\|_2^2. \tag{7}
\]

The solution to Eq. (7) is given as \( \hat{r} = (Z^T \Phi_r)^\dagger Z^T r \), where the Moore–Penrose inverse of a matrix \( A \in \mathbb{R}^{n_r \times n_r} \) with full column rank is defined as \( A^\dagger := (A^T A)^{-1} A^T \). Therefore, Eq. (6) becomes \( \hat{r} \approx \mathcal{P} \hat{r} \), where \( \mathcal{P} := \Phi_r (Z^T \Phi_r)^\dagger Z^T \) is the oblique projection matrix. We do not construct the sampling matrix \( Z \). Instead, it maintains the sampling indices \( \{p_1, \ldots, p_{n_z}\} \) and corresponding rows of \( \Phi_r \), and \( r \). This enables hyper-reduced ROMs to achieve a speed-up. The sampling indices (i.e., \( Z \)) can be determined by Algorithm 3 of \[17\] for computational fluid dynamics problems and Algorithm 5 of \[56\] for other problems.

The hyper-reduced residual, \( \mathcal{P} r_{BE}^n \), is used in the minimization problem in Eq. (5):

\[
\hat{x}_n = \text{argmin}_{\hat{v} \in \mathbb{R}^{n_z}} \frac{1}{2} \left\| (Z^T \Phi_r)^\dagger Z^T r_{BE}^n (\hat{v}; \hat{x}_{n-1}, \mu) \right\|_2^2. \tag{8}
\]

Note that the pseudo-inverse \( (Z^T \Phi_r)^\dagger \) can be pre-computed. Due to the definition of \( r_{BE}^n \) in Eq. (4), the sampling matrix \( Z \) needs to be applied to the following two terms: \( g(\hat{x}_n) - g(\hat{x}_{n-1}) \) and \( f(x_{ref} + g(\hat{x}_n), t; \mu) \) at every time step. The first term, \( Z^T (g(\hat{x}_n) - g(\hat{x}_{n-1})) \), requires that only selected outputs of the decoder be computed. Furthermore, for the second term, the nonlinear residual elements that are selected by the sampling matrix need to be computed. This implies that we have to keep track of the outputs of \( g \) that are needed to compute the selected nonlinear residual elements by \( Z \) which is usually a larger set than the outputs that are selected solely by the sampling matrix. Therefore, we build a subnet that computes only the outputs of the decoder that are required to compute the nonlinear residual elements. Such outputs are demonstrated as the solid orange disks and the corresponding subnet is depicted in Fig. 1(b). Finally, we denote this hyper-reduced NM-ROM as NM-LSPG-HR.

6 2D Burgers’ equation

We demonstrate the performance of our NM-ROMs (i.e., NM-LSPG and NM-LSPG-HR) by comparing it with LS-ROMs (i.e., LS-LSPG and LS-LSPG-HR) that was first introduced in \[56\]. We solve
the following parameterized 2D viscous Burgers’ equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} & = \frac{1}{Re} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} & = \frac{1}{Re} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right)
\end{align*}
\tag{9}
\]

with the boundary condition

\[u(x, y, t; \mu) = v(x, y, t; \mu) = 0 \quad \text{on} \quad \Gamma = \{(x, y)|x \in \{0, 1\}, y \in \{0, 1\}\} \tag{10}\]

and the initial condition

\[
\begin{align*}
u(x, y, 0; \mu) & = \left\{ \begin{array}{ll}
\mu \sin(2\pi x) \cdot \sin(2\pi y) & \text{if } (x, y) \in [0, 0.5] \times [0, 0.5] \\
0 & \text{otherwise}
\end{array} \right.
\end{align*}
\tag{11}
\]

\[
\begin{align*}
v(x, y, 0; \mu) & = \left\{ \begin{array}{ll}
\mu \sin(2\pi x) \cdot \sin(2\pi y) & \text{if } (x, y) \in [0, 0.5] \times [0, 0.5] \\
0 & \text{otherwise}
\end{array} \right.
\end{align*}
\tag{12}
\]

where \(\mu \in D = [0.9, 1.1]\) is a parameter and \(u(x, y, t; \mu)\) and \(v(x, y, t; \mu)\) denote the \(x\) and \(y\) directional velocities, respectively, with \(u : \Omega \times [0, 2] \times D \rightarrow \mathbb{R}\) and \(v : \Omega \times [0, 2] \times D \rightarrow \mathbb{R}\) defined as the solutions to Eq. (9), and \(Re\) is a Reynolds number which is set \(Re = 10,000\). For this case, the FOM solution snapshot shows slowly decaying singular values. We observe that a sharp gradient, i.e., a shock, appears in the FOM solution (e.g., see Fig. 3(a)). We use 60 \(\times\) 60 uniform mesh with the backward difference scheme for the first spatial derivative terms and the central difference scheme for the second spatial derivative terms. Then, we use the backward Euler scheme with time step size \(\Delta t = \frac{2}{n_t}\), where \(n_t = 1,500\) is the number of time steps.

For the training process, we collect solution snapshots associated with the parameter \(\mu \in D_{\text{train}} = \{0.9, 0.95, 1.05, 1.1\}\), such that \(n_{\text{train}} = 4\), at which the FOM is solved. Then, the number of train data points is \(n_{\text{train}} \cdot (n + 1) = 6,004\) and 10\% of the train data are used for validation purposes. We employ the Adam optimizer [57] with the SGD and the initial learning rate of 0.001, which decreases by a factor of 10 when a training loss stagnates for 10 successive epochs. We set the encoder and decoder hidden layer sizes to 6, 728 and 33, 730, respectively and vary the dimension of the latent space from 5 to 20. The weights and bias of the autoencoder are initialized via Kaiming initialization [58]. The batch size is 240 and the maximum number of epochs is 10,000. The training process is stopped if the loss on the validation dataset stagnates for 200 epochs.

After the training is done, the NM-LSPG and LS-LSPG solve the Eq. (9) with the target parameter \(\mu = 1\), which is not included in the train dataset. Fig. 2 shows the relative error versus the reduced dimension \(n_s\) for both LS-LSPG and NM-LSPG. It also shows the projection errors for LS-ROMs and NM-ROMs, which are the lower bounds that any LS-ROMs and NM-ROMs can reach, respectively. As expected the relative error for the NM-LSPG is lower than the one for the LS-LSPG. We even observe that the relative errors of NM-LSPG are even lower than the LS projected error.

We vary the number of residual basis and residual samples, with the fixed number of training parameter instances \(n_{\text{train}} = 4\) and the reduced dimension \(n_s = 5\), and measure the wall-clock time. The results are shown in Table 1. Although the LS-LSPG-HR can achieve better speed-up than the NM-LSPG-HR, the relative error of the LS-LSPG-HR is too large to be reasonable, e.g., the relative errors of around 37\%. On the other hand, the NM-LSPG-HR achieves much better accuracy, i.e., a relative error of around 1\%, and a factor 11 speed-up.

**Table 1:** The top 6 maximum relative errors and wall-clock times at different numbers of residual basis and samples which range from 40 to 60.

| Residual basis, \(n_s\) | NM-LSPG-HR | LS-LSPG-HR |
|-------------------------|------------|------------|
| 55                      | 56         | 51         |
| 53                      | 54         | 57         |
| 44                      | 59         | 53         |
| 53                      | 53         | 53         |
| 53                      | 53         | 53         |

| Residual samples, \(n_s\) | Max. rel. error (%) | Wall-clock time (sec) | Speed-up |
|---------------------------|---------------------|----------------------|----------|
| 58                        | 0.93                | 12.15                | 1.18     |
| 59                        | 0.94                | 12.35                | 1.18     |
| 59                        | 0.95                | 12.99                | 1.18     |
| 57                        | 0.97                | 12.14                | 1.18     |
| 57                        | 0.97                | 12.29                | 1.18     |
| 47                        | 0.98                | 12.01                | 1.18     |
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Fig. 3 shows FOM solutions at the last time and absolute differences between FOM and other approaches, i.e., NM-LSPG-HR and LS-LSPG-HR with the reduced dimension being \( n_s = 5 \) and a black-box NN approach (BB-NN). The BB-NN approach is similar to the one described in [59]. The main difference is that \( L1 \)-norms and physics constraints were not used in our loss function. This approach gave a maximum relative error of 38.6% and has a speed-up of 119. While this approach is appealing in that it does not require access to the PDE solver, the errors are too large for our application. For NM-LSPG-HR, 55 residual basis dimension and 58 residual samples are used and for LS-LSPG-HR, 59 residual basis dimension and 59 residual samples are used. Both FOM and NM-LSPG-HR show good agreement in their solutions, while the LS-LSPG-HR is not able to achieve a good accuracy. In fact, the NM-LSPG-HR is able to achieve an accuracy as good as the NM-LSPG for some combinations of the small number of residual basis and residual samples.

Finally, Fig. 2(b) shows the maximum relative error over the test range of the parameter points. Note that the NM-LSPG and NM-LSPG-HR are the most accurate within the range of the training points, i.e., \([0.9, 1.1]\). As the parameter points go beyond the training parameter domain, the accuracy of the NM-LSPG and NM-LSPG-HR start to deteriorate gradually. This implies that the NM-LSPG and NM-LSPG-HR have a trust region. Its trust region should be determined by each application.

Figure 3: (a) Solution snapshots, \( u \), of FOM and absolute differences of (b) NM-LSPG-HR, (c) LS-LSPG-HR, and (d) BB-NN with respect to FOM solution at \( t = 2 \).

7 Discussion & conclusion

In this work, we have successfully developed an accurate and efficient NM-ROM. We demonstrated that both the LS-ROM and BB-NN are not able to represent advection-dominated or sharp gradient solutions of 2D viscous Burgers’ equation with a high Reynolds number. However, our new approach, NM-LSPG-HR, solves such problem accurately and efficiently. The speed-up of the NM-LSPG-HR is achieved by choosing the shallow masked decoder as the nonlinear manifold and applying the efficient hyper-reduction computation. Because the difference in the computational cost of the FOM
and NM-LSPG-HR increases as a function of the number of mesh points, we expect more speed-up as the number of mesh points becomes larger.

Compared with the deep neural networks for computer vision and natural language processing applications, our neural networks are shallow with a small number of parameters. However, these networks were able to capture the variation in our 2D Burgers’ simulations. A main future work for transferring this work to more complex simulations, will be to find the right balance between a shallow network that is large enough to capture the data variance and yet small enough to run faster than the FOM. Another future work will be to find an efficient way of determining the proper size of the residual basis and the number of sample points \textit{a priori}. To find the optimal size of residual basis and the number of sample points for hyper-reduced ROMs, we relied on test results. This issue is not just for NM-LSPG-HR, but also for LS-LSPG-HR.

\section*{Broader Impact}

The broader impact of this work will be to accelerate physics simulations to improve design optimization and control problems, which require thousands of simulation runs to learn an optimal design or viable control strategy. While this is not computationally feasible with high-fidelity FOMs, the development of the NM-ROMs is an important step in this direction.
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