ABSTRACT. Many years ago, Rota proposed a program on determining algebraic identities that can be satisfied by linear operators. After an extended period of dormant, progress on this program picked up speed in recent years, thanks to perspectives from operated algebras and Gröbner-Shirshov bases. These advances were achieved in a series of papers from special cases to more general situations. These perspectives also indicate that Rota’s insight can be manifested very broadly, for other algebraic structures such as Lie algebras, and further in the context of operads. This paper gives a survey on the motivation, early developments and recent advances on Rota’s program, for linear operators on associative algebras and Lie algebras. Emphasis will be given to the applications of rewriting systems and Gröbner-Shirshov bases. Problems, old and new, are proposed throughout the paper to prompt further developments on Rota’s Program on Algebraic Operators.
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1. Introduction

This paper provides an introduction, a survey and some questions on Rota’s Program on Algebraic Operators.

1.1. Roles played by linear operators. Throughout the development of mathematics, linear operators satisfying operator identities have played a pivot role. Such operators can be defined for various algebraic structures. For this Introduction, we will restrict ourselves to the associative context for the sake of historical perspective and simplicity. See Section 3 for extending Rota’s program to the Lie algebraic context.

We list some of the operators below as motivation for Rota’s program.

(a) From the study of algebra and Galois theory arose the homomorphisms of algebras and groups, satisfying the operator identity

\[ P(xy) = P(x)P(y). \]

(b) In the study of analysis, there are the differential operator (derivation), satisfying the Leibniz rule

\[ d(xy) = d(x)y + xd(y) \]

and

(c) the integral operator, satisfying the integration-by-parts formula

\[ \int_a^x f'(t)g(t)dt = f(x)g(x) - f(a)g(a) - \int_a^x f(t)g'(t)dt. \]

(d) In his study of probability, G. Baxter [3] introduced the Rota-Baxter operator, satisfying the operator identity

\[ P(x)P(y) = P(xP(y)) + P(P(x)y) + \lambda P(xy). \]

(e) The Reynolds operator has its origin in fluid mechanics [31] and is defined by the operator identity

\[ R(x)R(y) = R(xR(y)) + R(R(x)y) - R(R(x)R(y)). \]

(f) The notion of averaging operator was explicitly defined by Kampéde Fériet [21] satisfying

\[ P(x)P(y) = P(xP(y)) = P(P(x)y). \]

It was already implicitly studied by O. Reynolds [31] in 1895 in turbulence theory under the disguise of a Reynolds operator, since an idempotent Reynolds operator is an averaging operator.

(g) Studies in mathematics, aerodynamics and signal processing gave rise to the Hilbert transformation (for \( \lambda = 1 \)) [10, 38] (later called modified Rota-Baxter operator) satisfying

\[ P(x)P(y) = P(xP(y)) + P(P(x)y) + \lambda xy, \]

which is also called a convolution theorem in [38].

The modified Rota-Baxter operator is related to a Rota-Baxter operator by a linear transformation. Its recent name modified Rota-Baxter operator was adapted from the modified Yang-Baxter equation in Lie algebra [33], stemmed from integrable systems.
1.2. **Rota’s Program on Algebraic Operators.** All these operators were known to Gian-Carlo Rota, thanks to his broad interests spanning from functional analysis, probability, lattice theory, algebra and foremost combinatorics. While other researchers had taken operator identities for granted and moved on with their studies of particular interests, Rota looked at such identities from a more transcendental perspective, probably because of his expertise as a Professor of Philosopher as well as one of Applied Mathematics at MIT. Indeed, according to [25], a motivation for Rota’s change of focus from his earlier research interest in analysis was his recognition of the central role played by the operator identities in analysis and probability.

Rota’s program on operator identities was formulated in his 1995 survey paper [33]:

> In a series of papers, I have tried to show that other linear operators satisfying algebraic identities may be of equal importance in studying certain algebraic phenomena, and I have posed the problem of finding all possible algebraic identities that can be satisfied by a linear operator on an algebra.

Thus the Rota’s program aims at not only a summary of known algebraic operator identities, but all the potential algebraic operator identities that might arise in mathematical research.

To fix the terminology, we call a linear operator **algebraic** if the operator satisfies an algebraic operator identity. See Definition 2.4 for the precise definition. Then we can call Rota’s program stated above the **Rota’s Program on Algebraic Operators**.

Since Rota proposed his program, further exciting applications of the linear operators that Rota noted above have been found. Differential algebra, originated from an algebraic study of differential equation by Ritt [32] in the 1930’s, have been developed by the school of Kolchin and many others into a vast area of research [8, 22, 37] with applications ranging from logic to arithmetic geometry and mechanical proof of geometric theorems [40, 41]. After the promotion of Rota [33], Rota-Baxter algebra experienced a remarkable renaissance this century, most notably by its applications to renormalization of quantum field theory and Stochastic process [5, 9]. See [16] for an introduction. See [44] and the references therein for later progresses on Reynolds algebras. Likewise see [27] for average algebras and see [45, 46] for modified Rota-Baxter operators.

At the same time, new linear operators have merged. They include but not limited to

(a) differential operators with weights [18], defined by

\[ d(xy) = d(x)y + xd(y) + \lambda d(x)d(y), \]

putting the derivation and difference operator in the same framework;

(b) Nijenhuis operators, satisfying the operator identity

\[ P(x)P(y) = P(xP(y) + P(x)y - P(xy)), \]

introduced by Carinena et al. [7] to study quantum bi-Hamiltonian systems and constructed by analogy with Poisson-Nijenhuis geometry, from the relative Rota-Baxter algebras [39];

(c) TD operators, characterized by the operator identity

\[ P(x)P(y) = P(xP(y) + P(x)y - xP(1)y), \]

introduced by P. Lerous in a combinatorial study [26].

Such developments further showed that operator identities are ubiquitous in mathematics and motivated us to revisit Rota’s Program on Algebraic Operators. In this process, we found that the understanding of Rota’s Program on Algebraic Operators depends on two key points. First, we need a suitable framework to formulate precisely what is an “operator identity,” and second,
we need to determine key properties that characterize the classes of operator identities that are of interest to other areas of mathematics, such as those listed above.

For the first point, we noted that a simplified but analogous framework had already been formulated in the 1960s and subsequently explored with great success. This is the study of PI-rings and PI-algebras, whose elements satisfy a set of polynomial identities, or PIs for short [28, 34, 11].

With the extra action of linear operators, the suitable structure is the operated algebras, defined to be an (associative) algebra equipped with a linear operator free of other restraints. Then the free object can be realized as the operated polynomial algebras (OPIs) [15], consisting of polynomials with brackets, called operated polynomials.

Thus operator identities should be taken to be OPIs in the operated polynomial algebra. Then the second point mentioned above may be interpreted as follows: among all OPIs, which ones are particularly consistent with the associative algebra structure so that they were singled out for study? The general idea is that the operator identities should be consistent with the defining conditions of the algebraic structure, in our case the law of associativity. We realize this idea by making use of two related theories: rewriting systems and Gröbner-Shirshov bases.

As testing grounds for the general framework and methods, two classes of operators were investigated. The first class is for the differential type operators [20] and the second class is for the Rota-Baxter type operators [47]. Through the investigation of these two classes, it became evident that Rota’s Program on Algebraic Operators is intimately related to convergent rewriting systems and Gröbner-Shirshov bases. This connection was confirmed by the more general linear operators [13], where it was shown that for a given family of operator identities, the property that they give a convergent rewriting system is equivalent to the property that they form a Gröbner-Shirshov basis of the corresponding operated ideal.

Up to this point everything is considered for associative algebras, since Rota’s Program on Algebraic Operators is for linear operators defined on associative algebras. But important linear operators have also been defined for other algebraic structures, in particular Lie algebras. For example, derivations on Lie algebras were fundamental for their complexes and homologies. Further, the operator form of the classical Yang-Baxter equation can be given by Rota-Baxter operators and more generally $\mathcal{O}$-operators on Lie algebras [4, 6, 23, 35, 39]. Thus it is natural to ask the same questions for other types of algebras, with associativity replaced by the Jacobi identity in the case of Lie algebras. Then a natural question is a suitable analog of Rota’s Program on Algebraic Operators for other kinds of algebras. This motivates us to put Rota’s Program on Algebraic Operators in the framework of Lie algebras and the perspective of operads.

1.3. Layout of the paper. The purpose of this paper is to give an introduction and survey of the recent progresses on Rota’s Program on Algebraic Operators [13, 20, 47], as well as the earlier work of Freeman [12] from another point of view. We also propose several problems for further research in this promising direction.

The paper is organized as follows.

In Section 2, we review the structure of operated algebra in which to consider the operator identities in Rota’s Program on Algebraic Operators. Thus a generic operator identity is an element in the free operated polynomial algebra. We then introduce the methods of rewriting systems and Gröbner-Shirshov bases as tools to identify operator identities to be determined in Rota’s Program on Algebraic Operators. We then apply the general framework and methods to two families of operator identities. One is the differential type operator identities and one is the Rota-Baxter type operators identities. In each case, we introduce the notations, give the equivalence of the desired operator identities with the convergence of a suitable rewriting system and with the existence of
a Gröbner-Shirshov basis. We also give a conjectured list of such operator identities and provide a uniform construction of the free objects. We then consider Rota’s Program on Algebraic Operators for more general operator identities and establish a similar equivalence among operator identities that define convergent rewriting systems and those that possess Gröbner-Shirshov bases.

In Section 3, we outline a Lie algebraic theory for Rota’s Program on Algebraic Operators. As it turns out, a largely parallel, though more complex, framework exists.

As an appendix, in Section 4, we summarize the work of Freeman [12] on a classification of some of the classical operator identities by means of the associative products on their graphs.

The operadic approach to Rota’s Program on Algebraic Operators is out of the scope of this paper and will be presented elsewhere.

Notation. Throughout this paper, let $k$ be a field, which will be the base field of all algebras, tensor products, as well as linear maps. By an algebra we mean a unitary associative $k$-algebra. For a set $X$, we use $kX$ to denote the vector space spanned by $X$.

2. Rota’s Program on Algebraic Operators for associative algebras

In this section we summarize the progresses made in recent years in formulating and resolving the problem posed by Rota in his program.

2.1. Operated algebras. In order to make progress on Rota’s Program on Algebraic Operators, we first need to make precise the meaning of the program. In particular, we need a suitable framework to formulate precisely what is an operator identity. A prototype can be found in an algebraic identity satisfied by an algebra, which is defined to be a polynomial identity in a noncommutative polynomial algebra, as a realization of a free (associative) algebra. However, an algebraic identity in Rota’s Program on Algebraic Operators involves a linear operator. Thus we take an algebraic identity satisfied by an operator to be an element in a free object in the category of algebras with an operator, or operated algebras. We start with the basic definitions.

Definition 2.1. [13, 15, 16, 24]

(a) An operated monoid (resp. operated algebra) is a monoid (resp. algebra) $U$ together with a map (resp. linear map) $P_U : U \rightarrow U$.

(b) A morphism from an operated monoid (resp. algebra) $(U, P_U)$ to an operated monoid (resp. algebra) $(V, P_V)$ is a monoid (resp. algebra) homomorphism $f : U \rightarrow V$ such that $f \circ P_U = P_V \circ f$.

Now we review the construction of free operated algebras in terms of bracketed words. First for any set $Y$, let $[Y]$ be the set $\{|y| \mid y \in Y\}$, which is just another copy of $Y$ whose elements are denoted by $[y]$ for distinction.

Now let $X$ be a set and $M(X)$ the free monoid on $X$ with identity $1$. The free operated monoid over $X$ can be naturally constructed by the limit of a directed system of free monoids $M_n$, where the transition morphisms $\iota_n$ will be natural embeddings. For this purpose, let $M_0 = M(X)$ and let $M_1 := M(X \cup \{\mathcal{M}_0\})$.

Let $\iota_0$ be the natural embedding $\iota_0 : \mathcal{M}_0 \hookrightarrow \mathcal{M}_1$ from the inclusion $X \hookrightarrow X \cup \{\mathcal{M}_0\}$. Assuming by induction that, for any given $n \geq 0$, we have defined, for $0 \leq i \leq n + 1$, the free monoids $M_i$.
with the properties that for $0 \leq i \leq n$, we have $\mathcal{M}_{i+1} = M(X \cup [\mathcal{M}_i])$ and natural embeddings $\iota_i : \mathcal{M}_i \to \mathcal{M}_{i+1}$. Then let 

$$\mathcal{M}_{n+2} := M(X \cup [\mathcal{M}_{n+1}]).$$

The identity map on $X$ and the embedding $\iota_n$ together induce an injection 

$$\iota_{n+1} : X \cup [\mathcal{M}_n] \to X \cup [\mathcal{M}_{n+1}],$$

which, by the functoriality of taking free monoids, extends to an embedding (still denoted by $\iota_{n+1}$) of free monoids 

$$\iota_{n+1} : \mathcal{M}_{n+1} = M(X \cup [\mathcal{M}_n]) \to M(X \cup [\mathcal{M}_{n+1}]) = \mathcal{M}_{n+2}.$$ 

This completes the construction of the directed system. Finally we define the monoid 

$$\mathcal{M}(X) := \bigcup_{n \geq 0} \mathcal{M}_n,$$

whose elements are called bracketed words or bracketed monomials on $X$.

A non-unit element $w$ of $\mathcal{M}(X)$ can be uniquely expressed in the form 

$$w = w_1 \ldots w_k$$

for some $k$ and some $w_i \in X \cup [\mathcal{M}(X)]$, for $1 \leq i \leq k$. In this case, we call $w_i$ prime and $k$ the breadth of $w$, denoted by $|w|$. If $w = 1$, we define $|w| = 0$.

**Lemma 2.2.** [13] Let $i : X \hookrightarrow \mathcal{M}(X)$ and $j : \mathcal{M}(X) \hookrightarrow k\mathcal{M}(X)$ be the natural embeddings. Then 

(a) the triple $(\mathcal{M}(X), P := \lfloor \rfloor, i)$ is the free operated monoid on $X$; and 

(b) the triple $(k\mathcal{M}(X), P, j \circ i)$ is the free operated algebra on $X$, where $P$ is the linear operator induced by $\lfloor \rfloor$.

Thanks to the above construction of free operated algebras, we now can characterize precisely what an operator identity is in Rota’s Program on Algebraic Operators.

Let $\phi = \phi(x_1, \ldots, x_k) \in k\mathcal{M}(X)$. We call $\phi = 0$ (or simply $\phi$) an operated polynomial identity (OPI). By the universal property of the free operated algebra $k\mathcal{M}(X)$, for any operated algebra $(R, P)$ and any map 

$$\theta : \{x_1, \ldots, x_k\} \to R, \quad x_i \mapsto r_i, i = 1, \ldots, k,$$

there is a unique morphism 

$$\tilde{\theta} : k\mathcal{M}(X) \to R$$

of operated algebras that extends the map $\theta$. By a slight abuse of notation, define the evaluation map 

$$\phi(r_1, \ldots, r_k) := \tilde{\theta}(\phi(x_1, \ldots, x_k)).$$

**Definition 2.3.** Let $\phi \in k\mathcal{M}(X)$ and $(R, P)$ be an operated algebra. We say that $R$ is a $\phi$-algebra and $P$ is a $\phi$-operator, if 

$$\phi(r_1, \ldots, r_k) = 0, \quad \text{for all } r_1, \ldots, r_k \in R.$$ 

More generally, for a subset $\Phi \subseteq k\mathcal{M}(X)$, we call $R$ (resp. $P$) a $\Phi$-algebra (resp. $\Phi$-operator) if $R$ (resp. $P$) is a $\phi$-algebra (resp. $\phi$-operator) for each $\phi \in \Phi$.

**Definition 2.4.** Let $R$ be an algebra. A linear operator $P$ on $R$ is called algebraic if there is $0 \neq \Phi \subseteq k\mathcal{M}(X)$ such that $P$ is a $\Phi$-operator.

See [17] for a related discussion in the context of integral equations.

**Example 2.5.** All the operators in the introduction are algebraic.
2.2. Rewriting systems and Gröbner-Shirshov bases. Now we review two general theories that will be applied to study Rota’s Program on Algebraic Operators.

2.2.1. Rewriting systems. Let us first recall some basic concepts of rewriting systems from [1], [7], [23].

Definition 2.6. Let \( V \) be a vector space with a linear basis \( W \).

(a) For \( f = \sum_{w \in W} c_w w \in V \) with \( c_w \in \mathbf{k} \), the support \( \text{Supp}(f) \) of \( f \) is the set \( \{w \in W \mid c_w \neq 0\} \). By convention, we take \( \text{Supp}(0) = \emptyset \).

(b) Let \( f, g \in V \). We use \( f + g \) to indicate the property that \( \text{Supp}(f) \cap \text{Supp}(g) = \emptyset \). If this is the case, we say \( f + g \) is a direct sum of \( f \) and \( g \) and use \( f + g \) to denote the sum \( f + g \).

(c) For \( f \in V \) and \( w \in \text{Supp}(f) \) with the coefficient \( \alpha_w \), write \( R_w(f) := \alpha_w w - f \in V \). So \( f = \alpha_w w + (-R_w(f)) \).

Definition 2.7. Let \( V \) be a vector space with a linear basis \( W \).

(a) A term-rewriting system \( \Pi \) on \( V \) with respect to \( W \) is a binary relation \( \Pi \subseteq W \times V \). An element \( (t, v) \in \Pi \) is called a (term-)rewriting rule of \( \Pi \), denoted by \( t \rightarrow v \).

(b) The term-rewriting system \( \Pi \) is called simple with respect to \( W \) if \( t + v \) for all \( t \rightarrow v \in \Pi \).

(c) If \( f = \alpha t + (-R(f)) \in V \), using the rewriting rule \( t \rightarrow v \), we get a new element \( g := c_v - R(f) \in V \), called a one-step rewriting of \( f \) and denoted \( f \rightarrow_\Pi g \) or \( f \xrightarrow{(t,v)} g \).

(d) The reflexive-transitive closure of \( \rightarrow_\Pi \) (as a binary relation on \( V \)) is denoted by \( \rightarrow^*_\Pi \) and, if \( f \rightarrow^*_\Pi g \), we say \( f \) rewrites to \( g \) with respect to \( \Pi \).

(e) Two elements \( f, g \in V \) are joinable if there exists \( h \in V \) such that \( f \rightarrow^*_\Pi h \) and \( g \rightarrow^*_\Pi h \); we denote this by \( f \downarrow_\Pi g \).

(f) A fork is a pair of distinct reduction sequences \((f \rightarrow^*_\Pi g_1, f \rightarrow^*_\Pi g_2)\) starting from the same \( f \in V \). The fork is called joinable if \( g_1 \downarrow_\Pi g_2 \).

(g) An element \( f \in V \) is a normal form if no more rules from \( \Pi \) can apply.

Definition 2.8. A term-rewriting system \( \Pi \) on \( V \) is called

(a) terminating if there is no infinite chain of one-step rewritings

\[ f_0 \rightarrow_\Pi f_1 \rightarrow_\Pi f_2 \rightarrow_\Pi \cdots \]

(b) confluent if every fork is joinable.

(c) convergent if it is both terminating and confluent.

2.2.2. Gröbner-Shirshov bases. Next we recall some concepts of Gröbner-Shirshov bases. See [3], [13], [20], [47] for further details.

Definition 2.9. Let \( Z \) be a set, let \( \star \) be a symbol not in \( Z \), and let \( Z^* = Z \cup \{\star\} \).

(a) By a \( \star \)-bracketed word on \( Z \), we mean any word in \( \mathcal{W}(Z^*) \) with exactly one occurrence of \( \star \). The set of all \( \star \)-bracketed words on \( Z \) is denoted by \( \mathcal{W}^*(Z) \).

(b) For \( q \in \mathcal{W}^*(Z) \) and \( u \in \mathcal{W}(Z) \), we define \( q|_{\star \rightarrow u} \) (or \( q|_u \)) to be the bracketed word on \( Z \) obtained by replacing the symbol \( \star \) in \( q \) by \( u \).

(c) For \( q \in \mathcal{W}^*(Z) \) and \( s = \sum_i c_i u_i \in k\mathcal{W}(Z) \), where \( c_i \in k \) and \( u_i \in \mathcal{W}(Z) \), we define

\[ q|_s := \sum_i c_i q|_{u_i} \]
A monomial order is a well order that is compatible with all operations in the algebraic structure. More precisely, we give

**Definition 2.10.** Let $Z$ be a set. A monomial order on $\mathcal{M}(Z)$ is a well order $\geq$ on $\mathcal{M}(Z)$ such that

$$u > v \Rightarrow q_{|u|} > q_{|v|}, \text{ for all } u, v \in \mathcal{M}(Z) \text{ and } q \in \mathcal{M}^*(Z).$$

Given a monomial order $\geq$ and an element $f \in \mathcal{M}(Z)$, we let $\overline{f}$ denote the leading bracketed word (monomial) of $f$. If the coefficient of $\overline{f}$ in $f$ is 1, we call $f$ **monic with respect to the monomial order $\geq$**. A subset $S$ of $k\mathcal{M}(Z)$ is called monic if each nonzero element $s$ in $S$ is monic. We say an element $f \in k\mathcal{M}(Z)$ is in **normal $\phi$-form** if no monomial of $f$ contains any subword of the form $\phi$.

We are going to expose the key concept of Gröbner-Shirshov bases on $k\mathcal{M}(Z)$.

**Definition 2.11.** Let $\geq$ be a monomial order on $\mathcal{M}(Z)$ and $f, g \in k\mathcal{M}(Z)$ be monic.

(a) If there are $w, u, v \in \mathcal{M}(Z)$ such that $w = \overline{f}u = v\overline{g}$ with $\max\{|\overline{f}|, |\overline{g}|\} > |w| < |\overline{f}| + |\overline{g}|$, we call

$$(f, g)_{w}^{u,v} := fu - vg$$

the **intersection composition of $f$ and $g$ with respect to $w$**.

(b) If there are $w \in \mathcal{M}(Z)$ and $q \in \mathcal{M}^*(Z)$ such that $w = \overline{f} = q_{|\overline{f}|}$, we call

$$(f, g)_{w}^{q} := f - q_{|g|}$$

the **including composition of $f$ and $g$ with respect to $w$**.

**Definition 2.12.** Let $Z$ be a set and $\geq$ be a monomial order on $\mathcal{M}(Z)$. Let $S \subseteq k\mathcal{M}(Z)$ be monic.

(a) An element $f \in k\mathcal{M}(Z)$ is called **trivial modulo** $(S, w)$ if

$$f = \sum_{i} c_{i}q_{|s_{i}|} \text{ with } \overline{q_{|s_{i}|}} < w, \text{ where } c_{i} \in k, q_{i} \in \mathcal{M}^*(Z), s_{i} \in S.$$ 

(b) We call $S$ a **Gröbner-Shirshov basis** in $k\mathcal{M}(Z)$ with respect to $\geq$, if, for all pairs $f, g \in S$, every intersection composition of the form $(f, g)_{w}^{u,v}$ is trivial modulo $(S, w)$, and every including composition of the form $(f, g)_{w}^{q}$ is trivial modulo $(S, w)$.

### 2.3. Differential type OPIs

Two particular classes of operators, namely, those that generalize the differential operator or the Rota-Baxter operator were studied in [21, 17] respectively. The first class is the differential type operators.

**Definition 2.13.** [20] A **differential type OPI** is

$$\phi(x, y) := [xy] - N(x, y) \in k\mathcal{M}([x, y]),$$

where

(a) $N(x, y)$ is multi-linear in $x$ and $y$;

(b) $N(x, y)$ is a normal $\phi$-form, that is, $N(x, y)$ does not contain any subword of the form $[uv]$, for any non-units $u, v \in k\mathcal{M}([x, y])$;
(c) For any set $Z$ with $u, v, w \in k\mathcal{M}(Z) \setminus \{1\}$, $N(uv, w) = N(u, vw) \rightarrow_{\mathcal{H}_\phi}^* 0$, for the term-rewriting system

$$\Pi_{\mathcal{H}_\phi}^* := \{q|_{uv} \rightarrow q|_{N(u,v)} | q \in \mathcal{M}^*(Z), u, v \in \mathcal{M}(Z)\}.$$ 

A linear operator satisfying a differential type OPI is called a **differential type operator**.

**Remark 2.14.** Condition (4) is imposed since we are only interested in linear operators. Condition (5) is needed to avoid infinite rewriting under $\Pi_{\mathcal{H}_\phi}^*$. Condition (6) is needed so that $[(uv)w] = [u(vw)]$.

**Definition 2.15.** The **operator degree** of a monomial in $k\mathcal{M}(X)$ is the total number that the operator $\lfloor \rfloor$ appears in the monomial. The **operator degree** of a polynomial $f$ in $k\mathcal{M}(X)$ is the maximum of the operator degrees of the monomials appearing in $f$.

The following is a list of differential type operators with operator degrees not exceeding two. See [20] for more details.

**Theorem 2.16.** (Classification of differential type operators) [20] Let $a, b, c, e \in k$. The OPI $\phi(x, y) := [xy] - N(x, y) \in k\mathcal{M}((x, y))$, where $N(x, y)$ is taken from the list below, is of differential type.

- (a) $b(x[y] + [x]y) + c[x][y] + exy$ where $b^2 = b + ce$,
- (b) $ce^2yx + exy + c[y][x] - ce(y[x] + [y]x),$
- (c) $\sum_{i,j \geq 0} a_{ij}[1]^i y[1]^j$ with the convention that $[1]^0 = 1$,
- (d) $x[y] + [x]y + ax[1]y + bxy$,
- (e) $[x]y + a(x[1]y - xy[1])$,
- (f) $x[y] + a(x[1]y - [1]xy)$.

The differential type operators in terms of convergent rewriting systems and Gröbner-Shirshov bases were characterized in [20]. For this, let us recall the monomial order $\geq_{dt}$ in [20].

Let $(Z, \geq)$ be a well-ordered set. Denote by $\deg_{Z}(u)$ the number of $z \in Z$ in $u$ with repetition. Define the order $\geq_{dt}$ on $\mathcal{M}(Z)$ as follows. For any $u = u_1 \cdots u_m$ and $v = v_1 \cdots v_n$, where $u_i$ and $v_j$ are prime. Define

$$u \geq_{dt} v$$

inductively on $\text{dep}(u) + \text{dep}(v) \geq 0$. For the initial step of $\text{dep}(u) + \text{dep}(v) = 0$, we have $u, v \in S(Z)$ and define $u \geq_{dt} v$ if $u \geq_{\text{deg-lex}} v$, that is

$$\text{deg}_{Z}(u), u_1, \ldots, u_m) > (\text{deg}_{Z}(v), v_1, \ldots, v_n) \text{ lexicographically}.$$ 

For the induction step, if $u = [u']$ and $v = [v']$, define

$$u \geq_{dt} v \text{ if } u' \geq_{dt} v'.$$

If $u = [u']$ and $v \in Z$, define $u \geq_{dt} v$. Otherwise, define

$$u \geq_{dt} v \text{ if } (\text{deg}_{Z}(u), u_1, \ldots, u_m) > (\text{deg}_{Z}(v), v_1, \ldots, v_n) \text{ lexicographically}.$$ 

For a system of monic OPIs $\Phi \subseteq k\mathcal{M}(X)$ and a set $Z$, denote by $S_{\phi} \subseteq k\mathcal{M}(Z)$ the substitution set:

$$S_{\phi} := \{\phi(u_1, \ldots, u_k) | \phi \in \Phi, u_1, \ldots, u_k \in k\mathcal{M}(Z)\}. $$

If $\Phi = \{\phi\}$ is a singleton set, we write $S_{\phi}$ for simplicity.
Theorem 2.17. \[2\] Let $Z$ be a set and $\phi(x, y) := [xy] - N(x, y) \in k\mathfrak{M}(\{x, y\})$ be an OPI satisfying the conditions (1) and (3) in Definition 2.13. With the monomial order $\geq_{dt}$, the following statements are equivalent.

(a) $\phi(x, y)$ is of differential type OPI.
(b) The term-rewriting system in Eq. (1):

$$\Pi^{\text{ass}}_{S_\phi} := [q]_{[uv]} \to q|_{N(u, v)}, q \in \mathfrak{M}^*(Z), u, v \in \mathfrak{M}(Z)$$

is convergent.
(c) The set $S_\phi := \{\phi(u, v) = [uv] - N(u, v) \mid u, v \in \mathfrak{M}(Z)\}$ is a Gröbner-Shirshov basis in $k\mathfrak{M}(Z)$ with respect to $\geq_{dt}$.
(d) The free $\phi$-algebra on a set $Z$ is the non-commutative polynomial $k$-algebra $k\langle \Delta(Z) \rangle$ where

$$\Delta(Z) := \{z^n \mid z \in Z, z^{(0)} := z, z^{(n+1)} := [z^n], n \geq 0\},$$

together with the operator $d$ defined by the following recursion: Let $u = u_1u_2\cdots u_k \in M(\Delta(Z))$ for $u_i \in M(\Delta(Z))$, $1 \leq i \leq k$.
(i) If $k = 1$, i.e., $u = z^{(n)}$ for some $i \geq 0, z \in Z$, then define $d(u) = z^{(n+1)}$.
(ii) If $k \geq 1$, then recursively define $d(u) = N(u_1, u_2\cdots u_k)$.

2.4. Rota-Baxter type OPIs. Parallel to the case of differential type OPIs, the classification of Rota-Baxter type OPIs was also studied \[?\].

Definition 2.18. \[?\] A Rota-Baxter type OPI is

$$\phi(x, y) := [xy] - [B(x, y)] \in k\mathfrak{M}(\{x, y\}),$$

where

(a) $[B(x, y)]$ is multi-linear in $x$ and $y$;
(b) $[B(x, y)]$ is a normal $\phi$-form, that is, $B(x, y)$ does not contain any subword of the form $[u][v]$, for any $u, v \in k\mathfrak{M}(\{x, y\})$;
(c) The term-rewriting system

$$\Pi^{\text{ass}}_{S_\phi} := [q]_{[uv]} \to q|_{B(u, v)}, q \in \mathfrak{M}^*(Z), u, v \in \mathfrak{M}(Z)$$

is terminating;
(d) For any $u, v, w \in k\mathfrak{M}(Z)$, $B(B(u, v), w) - B(u, B(v, w)) \to_{\Pi^{\text{ass}}_{S_\phi}} 0$.

A linear operator satisfying a Rota-Baxter OPI is called a Rota-Baxter type operator.

The following is a list of Rota-Baxter type operators with operator degrees not exceeding two.

Theorem 2.19. \[?\] (Classification of Rota-Baxter type operators) For any $c, \lambda \in k$, the OPI $\phi(x, y) := [xy] - [B(x, y)]$, where $B(x, y)$ is taken from the list below, is of Rota-Baxter type.

(a) $x[y]$ (average operator),
(b) $[x]y$ (inverse average operator),
(c) $x[y] + y[x],$
(d) $[x]y + [y]x,$
(e) $x[y] + [x]y - [xy]$ (Nijenhuis operator),
(f) $x[y] + [x]y + \lambda xy$ (Rota-Baxter operator of weight $\lambda$),
(g) $x[y] - x[1]y + \lambda xy,$
(h) $[x]y - x[1]y + \lambda xy,$
(i) $x[y] + [x]y - x[1]y + \lambda xy$ (generalized Leroux TD operator with weight $\lambda$),
(j) $x[y] + [x]y - xy[1] - x[1]y + \lambda xy$,
(k) $x[y] + [x]y - x[1]y - [xy] + \lambda xy$,
(l) $x[y] + [x]y - x[1]y - [1]xy + \lambda xy$,
(m) $dx[1]y + \lambda xy$ (generalized endomorphisms),
(n) $dy[1]x + \lambda xy$ (generalized antimorphisms).

This list of Rota-Baxter type operators may not be complete. See [20, 27] for more details. Similarly, Rota-Baxter type OPIs can be characterized in terms of rewriting systems and Gröbner-Shirshov bases.

**Theorem 2.20.** [27] Let $Z$ be a set and $\phi(x, y) := [x][y] - \lfloor B(x, y) \rfloor \in k\mathfrak{m}((x, y))$ be an OPI satisfying the conditions (5) and (6) in Definition 2.18. Let $\geq$ be a monomial order on $\mathfrak{m}(Z)$ satisfying $\phi(u, v) = [u][v]$ for $u, v \in \mathfrak{m}(Z)$. Then the following statements are equivalent.

(a) $\phi(x, y)$ is of Rota-Baxter type OPI.
(b) The term-rewriting system

$$
\Pi_{S_\phi}^{ass} := \{q|_{[u][v]} \rightarrow q|_{\lfloor B(u, v) \rfloor} | q \in \mathfrak{m}^*(Z), u, v \in \mathfrak{m}(Z)\}
$$

is convergent.
(c) With the monomial order $\geq$, the set

$$
S_\phi := \{\phi(u, v) = [u][v] - \lfloor B(u, v) \rfloor | u, v \in \mathfrak{m}(Z)\}
$$

is a Gröbner-Shirshov basis in $k\mathfrak{m}(Z)$.

There is also a uniform construction of free objects for the algebras with Rota-Baxter type operators.

2.5. **The general case.** In the study of Rota’s Program on Algebraic Operators, two developments held the central stage. The first one is to establish an algebraic framework in which to consider algebraic identities satisfied by a linear operator in Rota’s Program on Algebraic Operators. This is reviewed in Subsection 2.4.

The first development naturally leads to the question in our understanding of Rota’s Program on Algebraic Operators: what kind of OPIs Rota was interested in? After the special cases of differential type operators [27] and Rota-Baxter operators [47] summarized in the previous two subsections, this question was addressed in terms of rewriting systems and Gröbner-Shirshov bases in [47].

**Definition 2.21.** Let $\geq$ be a monomial order on $\mathfrak{m}(Z)$ and $S$ be a monic subset of $k\mathfrak{m}(Z)$. We define

$$
\Pi_{S_\phi}^{ass} := \{q|_{[s]} \rightarrow q|_{\lfloor R(s) \rfloor} | q \in \mathfrak{m}^*(Z), s = \overline{s} - R(s) \in S \subseteq \mathfrak{m}(Z) \times k\mathfrak{m}(Z)\}
$$

**Definition 2.22.** Let $X$ be a set, and let $\Phi \subseteq k\mathfrak{m}(X)$ be a system of monic OPIs. Let $Z$ be a set. We call $\Phi$ convergent if $\Pi_{S_\Phi}^{ass}$ is convergent, where $S_\Phi$ is given in Eq. (4).

On the one hand, Rota’s Program on Algebraic Operators can be interpreted in terms of rewriting systems.

**Problem 1.** [27] (Rota’s Program on Algebraic Operators via rewriting systems). Determine all convergent systems of OPIs.
On the other hand, Rota’s Program on Algebraic Operators can also be interpreted in terms of Gröbner-Shirshov bases.

**Definition 2.23.** Let \( X \) be a set, and let \( \Phi \subseteq kM(X) \) be a system of monic OPIs. Let \( Z \) be a set. We call \( \Phi \) a **Gröbner-Shirshov system** if \( S_\Phi \) is a Gröbner-Shirshov basis in \( kM(Z) \).

**Problem 2. [13]** (Rota’s Program on Algebraic Operators via Gröbner-Shirshov bases). Determine all Gröbner-Shirshov systems of OPIs.

The relationship between reformulations of Rota’s Program on Algebraic Operators is also studied. For this, we need the relationship between a Gröbner-Shirshov basis of OPIs and a convergent rewriting system of OPIs.

Denote by \( \text{Id}(S) \) the ideal of \( kM(Z) \) generated by \( S \subseteq kM(Z) \). Define

\[
\text{Irr}(S) := M(Z) \setminus \{ q^s \mid q \in M^*(Z), s \in S \}.
\]

**Theorem 2.24.** [13] Let \( Z \) be a set, and let \( \succeq \) be a monomial order on \( M(Z) \). Let \( S \) be a monic subset of \( kM(Z) \) and let \( \Pi^\text{ass}_S \) be the term-rewriting system from \( S \) in Eq. (4). Then the following statements are equivalent.

1. \( \Pi^\text{ass}_S \) is convergent.
2. \( \Pi^\text{ass}_S \) is confluent.
3. \( \text{Id}(S) \cap k\text{Irr}(S) = 0 \).
4. \( \text{Id}(S) \oplus k\text{Irr}(S) = kM(Z) \).
5. \( S \) is a Gröbner-Shirshov basis in \( kM(Z) \) with respect to \( \succeq \).

**Corollary 2.25.** [13] With a monomial order \( \succeq \) on \( M(Z) \), the two versions Problem 1 and Problem 2 of Rota’s Program on Algebraic Operators are equivalent.

Based on the above corollary, we can conclude that the items (f) and (g) in Theorem 2.17 are equivalent, and the items (f) and (g) in Theorem 2.20 are equivalent.

Beyond the differential type and Rota-Baxter type OPIs, we have the following OPI.

**Lemma 2.26.** [13] The modified Rota-Baxter OPI

\[
\phi(x, y) = [x][y] - ([x][y] - [x][y]) - \lambda xy \in kM(\\{x, y\}), \lambda \in k
\]

is Gröbner-Shirshov.

**Problem 3.** In recent years, associative algebras with multiple linear operators have attracted quite much attention. Here the linear operators are either of different kind or of the same kind and satisfy certain compatibility conditions. Examples of such structures include Rota-Baxter family algebras [15, 12] and matching Rota-Baxter algeras [14]. Thus it would be interesting to study Rota’s Program on Algebraic Operators for algebras with multiple operators.

3. Rota’s Program on Algebraic Operators for Lie algebras

The Rota’s Program on Algebraic Operators is for linear operators on associative algebras, motivated by the important role played by these operators in mathematics and physics. Historically, a similar role was also played by linear operators on Lie algebras. This motivates adapting the study of Rota’s Program on Algebraic Operators for Lie algebras. Such a study is carried out in [13] utilizing operated Lie algebras developed in [29]. In this section, we give a summary of these developments.
**Problem 4.** By taking an approach similar to the one in this section, Rota’s Program on Algebraic Operators should be considered for other algebraic structures, such as commutative algebras, Poisson algebras, dendriform algebras and pre-Lie algebras.

### 3.1. Operated Lie algebras.

Let us first recall [29] the construction of free operated Lie algebras (also called Lie Ω-algebras).

#### 3.1.1. Associated and non-associative Lyndon-Shirshov words.

Let \( X \) be a set. Denote by \( S(X) \) the free semigroup on \( X \) and by \( X^* \) the set of all non-associative (binary) words on \( X \). For any set \( Y \), let \( [Y] := \{[y] | y \in Y\} \) be a disjoint copy of \( Y \). Define

\[
\Xi(X)_0 := S(X) \text{ and } N(X)_0 := X^*.
\]

Assume that we have defined \( \Xi(X)_{n-1} \) and \( N(X)_{n-1} \), for any given \( n \geq 1 \), and recursively define

\[
\Xi(X)_n := S(X \cup [\Xi(X)_{n-1}]) \text{ and } N(X)_n := (X \cup [N(X)_{n-1}])^*.
\]

Then

\[
\Xi(X)_{n-1} \subseteq \Xi(X)_n \text{ and } N(X)_{n-1} \subseteq N(X)_n \text{ for } n \geq 1.
\]

Define

\[
\Xi(X) := \bigcup_{n \geq 0} \Xi(X)_n \text{ and } N(X) := \bigcup_{n \geq 0} N(X)_n.
\]

Elements of \( \Xi(X) \) (resp. \( N(X) \)) are called the **associative** (resp. **non-associative**) bracketed words on \( X \). We represent elements of \( \Xi(X) \) (resp. \( N(X) \)) by \( w \) (resp. \( (w) \)).

We collect some basic notations.

**Definition 3.1.**

(a) An element \( w \in \Xi(X) \) can be uniquely expressed in the form \( w = w_1 \cdots w_k \) for some \( k \geq 1 \) and some \( w_i \in X \cup [\Xi(X)] \), for \( 1 \leq i \leq k \). In this case, we call \( w_i \) prime and \( k \) the **breadth** of \( w \), denoted by \( |w| \).

(b) Define the **depth** of \( w \in \Xi(X) \) to be \( \text{dep}(w) := \min\{n \mid w \in \Xi(X)_n\} \).

(c) For any \( (w) \in N(X) \), there exists a unique \( w \in \Xi(X) \) by forgetting the brackets of \( (w) \).

Then we can define the **depth** of \( (w) \in N(X) \) to be \( \text{dep}((w)) := \text{dep}(w) \). This agrees with \( \min\{n \mid (w) \in N(X)_n\} \).

(d) The **degree** of \( w \in \Xi(X) \), denoted by \( \text{deg}(w) \), is defined to be the total number of all occurrences of all \( x \in X \) and \( [\_ \_ ] \) in \( w \).

For example, if \( w = [xy[z]y]xy \in \Xi(X) \) with \( x, y, z \in X \), then

\[
|w| = 3, \quad \text{dep}(w) = 2 \quad \text{and} \quad \text{deg}(w) = 8.
\]

If \( (w) = x((\lfloor y \lfloor xy))z) \in \Xi(X) \) with \( x, y, z \in X \), then

\[
w = x\lfloor y\lfloor xy \in N(X) \quad \text{and} \quad \text{dep}((w)) = \text{dep}(w) = 1.
\]

It is well known that Lyndon(-Shirshov) words form a linear basis of a free Lie algebra [4, 30].

Let \((X, \geq)\) be a well-ordered set. Define \( \text{lex-order} \geq_{\text{lex}} \) on the free monoid \( M(X) \) over \( X \) by \( 1 >_{\text{lex}} u \) for any nonempty word \( u \), and for any \( u = xu \) and \( v = yv' \) with \( x, y \in X \),

\[
u >_{\text{lex}} v \quad \text{if} \quad x > y \quad \text{or} \quad x = y \quad \text{and} \quad u >_{\text{lex}} u'.
\]

**Definition 3.2.** Let \((X, \geq)\) be a well-ordered set.

(a) An associative word \( w \in S(X) \) is called an **associative Lyndon-Shirshov word** on \( X \) with respect to the \( \text{lex-order} \geq_{\text{lex}} \), if \( w = uv >_{\text{lex}} vu \) for any decomposition of \( w = uv \), where \( u, v \in S(X) \).
A non-associative word \((w) \in X^*\) is said to be a \textbf{non-associative Lyndon-Shirshov word} on \(X\) with respect to the lex-order \(\geq_{\text{lex}}\), if

(i) \(w\) is an associative Lyndon-Shirshov word on \(X\);
(ii) if \((w) = ((u)(v))\), then both \((u)\) and \((v)\) are non-associative Lyndon-Shirshov words on \(X\);
(iii) if \((w) = ((u)(v))\) and \((u) = ((u_1)(u_2))\), then \(u_2 \leq_{\text{lex}} v\).

Denote by \(\text{ALSW}(X)\) (resp. \(\text{NLSW}(X)\)) the set of all associative (resp. non-associative) Lyndon-Shirshov words on \(X\) with respect to the lex-order \(\geq_{\text{lex}}\). For any \(w \in \text{ALSW}(X)\), there exists a unique procedure, called Shirshov-standard bracketing way \([4, 36]\), to give a non-associative Lyndon-Shirshov word \([w]\). Furthermore,

\[
\text{NLSW}(X) = \{[w] \mid w \in \text{ALSW}(X)\}.
\]

We alert the reader to the different meanings of the similarly looking notations \([w]\), \((w)\), \([w]\).

We give the following example as an illustration and refer the reader to the original literature for further details.

Take \(w = xxyyxy \in \text{ALSW}(X)\) on \(X = \{x, y\}\) with \(x > y\), we have \([w] = ((x((xy)y))(xy)) \in \text{NLSW}(X)\). Recursively, it is given as follows.

- Bracketing the minimal letter \(y\) to the previous letters, we obtain a new associative Lyndon-Shirshov word \(x(xy)y(xy)\) on \([x, (xy), y]\) with \(x >_{\text{lex}} (xy) >_{\text{lex}} y\).
- Bracketing the minimal letter \(y\) to the previous letters, we get a new associative Lyndon-Shirshov word \(x(xy)y)(xy)\) on \([x, (xy), ((xy)y)]\) with \(x >_{\text{lex}} (xy) >_{\text{lex}} ((xy)y))\).
- Bracketing the minimal letter \(((xy)y)\) to the previous letters, we have a new associative Lyndon-Shirshov word \((x((xy)y))(xy))\) on \([x(x(xy)y)), (xy)]\) with \((x((xy)y)) >_{\text{lex}} (xy))\).
- Bracketing the minimal letter \((xy)\) to the previous letters, we have a new associative Lyndon-Shirshov word \((x((xy)y))(xy))\) on the single point set \([((x(x(xy)y))(xy))]\).
- Then \([w] = ((x((xy)y))(xy)) \in \text{ALSW}(X)\).

Let \(X\) be a well-ordered set. Let \(\text{Lie}(X)\) be the Lie subalgebra of commutator Lie algebra \((\textbf{k}M(X), [\, , \, ] := \mu - \mu \circ \tau)\) generated by \(X\), where \(\textbf{k}M(X)\) is the free associative algebra on \(X\). It is well-known that \(\text{Lie}(X)\) is a free Lie algebra on the set \(X\) with a linear basis \(\text{NLSW}(X)\) \([30]\).

3.1.2. \textbf{Associative and non-associative Lyndon-Shirshov bracketed words.} In this subsection, we recall the construction of the free operated Lie algebras in \([29]\). In fact, the operated version of non-associative Lyndon-Shirshov words is a linear basis of a free operated Lie algebra.

\textbf{Definition 3.3.} \([29]\)

(a) An \textbf{operated Lie algebra} is a Lie algebra \(L\) together with a linear map \(P_L : L \rightarrow L\).

(b) A \textbf{morphism} from an operated Lie algebra \((L_1, P_{L_1})\) to an operated Lie algebra \((L_2, P_{L_2})\) is a Lie algebra homomorphism \(f : L_1 \rightarrow L_2\) such that \(f \circ P_{L_1} = P_{L_2} \circ f\).

The following \(\text{Deg-lex} \geq_{\text{DI}}\) on \(\Xi(X)\) is from \([29]\), which is a monomial order. Let \((X, \geq)\) be a well-ordered set. Take \(u = u_1 \cdots u_m\) and \(v = v_1 \cdots v_n\), where \(u_i\) and \(v_j\) are prime. Define

\[
\text{deg}(u) + \text{deg}(v) = 0. \quad \text{For the initial step of } \text{deg}(u) + \text{deg}(v) = 0, \text{ we have } u, v \in S(X) \text{ and define } u \geq_{\text{DI}} v \text{ by } u >_{\text{deg-lex}} v, \text{ that is,}
\]

\[
\text{u} >_{\text{DI}} \text{v} \text{ if } (\text{deg}(u), |u|, u_1, \ldots, u_m) > (\text{deg}(v), |v|, v_1, \ldots, v_n) \text{ lexicographically.}
\]
For the induction step, if \( u = [u'] \) and \( v = [v'] \), define
\[
   u >_{\text{DL}} v \text{ if } (\deg(u), u') > (\deg(v), v') \text{ lexicographically.}
\]
Otherwise, define
\[
   u >_{\text{DL}} v \text{ if } (\deg(u), |u|, u_1, \ldots, u_n) > (\deg(v), |v|, v_1, \ldots, v_n) \text{ lexicographically.}
\]

The ordered version of Lyndon-Shirshov words was established in \([\mathcal{L}]^2\) with respect to the above specific monomial order \( \geq_{\text{DL}} \). Indeed, it can be done with an arbitrary monomial order \( \geq_{\text{DL}} \) on \( \mathcal{S}(X) \) satisfying, for prime elements \( u_1, \ldots, u_n \in \mathcal{S}(X) \) and \( \sigma \in S_n \),
\begin{equation}
   \forall u_1 \cdots u_n \geq_{\text{DL}} u_{\sigma(1)} \cdots u_{\sigma(n)} \quad \implies \quad u_1 \cdots u_n \geq_{\text{lex}} u_{\sigma(1)} \cdots u_{\sigma(n)},
\end{equation}
where \( \geq \) is the restriction of \( \geq_{\text{DL}} \) on the set of prime elements \( X \cup [\mathcal{S}(X)] \). Eq. (6) is the key proposition of the monomial order \( \geq_{\text{DL}} \) used in \([\mathcal{L}]^2\). Notice that the order \( \geq_{\text{DL}} \) is an example of the order \( \geq_{\text{DL}} \).

To formulate Rota’s Program on Algebraic Operators for Lie algebras, we construct free operated Lie algebras. They are defined by a sequence of bracketed words from a recursion. First define
\[
   \text{ALSBW}_{\geq_{\text{DL}}} (X)_0 := \text{ALSW}(X)
\]
and then
\[
   \text{NLSBW}_{\geq_{\text{DL}}} (X)_0 := \text{NLSW}(X) = \{ [w] \in \text{ALSBW}_{\geq_{\text{DL}}} (X)_0 \}
\]
with respect to the order \( \geq_{\text{lex}} \). To complete the recursion, for any given \( n \geq 1 \), assume that we have defined
\[
   \text{ALSBW}_{\geq_{\text{DL}}} (X)_{n-1}
\]
and then
\[
   \text{NLSBW}_{\geq_{\text{DL}}} (X)_{n-1} = \{ [w] \in \text{ALSBW}_{\geq_{\text{DL}}} (X)_{n-1} \}
\]
with respect to the order \( \geq_{\text{lex}} \). Then we first define
\[
   \text{ALSBW}_{\geq_{\text{DL}}} (X)_{n} := \text{ALSW}(X \cup [\text{ALSBW}_{\geq_{\text{DL}}} (X)_{n-1}])
\]
with respect to the order \( \geq_{\text{lex}} \). We then denote
\[
   \text{NLSBW}_{\geq_{\text{DL}}} (X)' := \text{NLSW}(X \cup [\text{ALSBW}_{\geq_{\text{DL}}} (X)_{n-1}]) = \{ [w] \in \text{ALSBW}_{\geq_{\text{DL}}} (X)_{n} \}
\]
with respect to the order \( \geq_{\text{lex}} \). We finally denote
\[
   \text{ALSBW}_{\geq_{\text{DL}}} (X) := \bigcup_{n \geq 0} \text{ALSBW}_{\geq_{\text{DL}}} (X)_{n} \quad \text{and} \quad \text{NLSBW}_{\geq_{\text{DL}}} (X) := \bigcup_{n \geq 0} \text{NLSBW}_{\geq_{\text{DL}}} (X)_{n}.
\]
Then we have
\begin{equation}
   \text{NLSBW}_{\geq_{\text{DL}}} (X) = \{ [w] \in \text{ALSBW}_{\geq_{\text{DL}}} (X) \}.
\end{equation}

Elements of \( \text{ALSBW}_{\geq_{\text{DL}}} (X) \) (resp. \( \text{NLSBW}_{\geq_{\text{DL}}} (X) \)) are called the associative (resp. non-associative) Lyndon-Shirshov bracketed words or Lyndon-Shirshov \( \Omega \)-words with respect to \( \geq_{\text{DL}} \).

It follows from Eq. (6) that any associative Lyndon-Shirshov bracketed word \( [w] \) is associated to a unique non-associative Lyndon-Shirshov bracketed word \([w]\). For example, for \( w = [xyz][x][y] \in \text{ALSBW}_{\geq_{\text{DL}}} (X) \) with \( x > y > z \in X \), it follows from Eq. (6) that
\[
   [w] = [[(x(yz))][x]][y][y]] = [[(x(yz))][x]][y][y]] = [[(x(yz))][x]][y][y]]
\]
with \([xyz] \succeq_{\text{lex}} [x] \succeq_{\text{lex}} [y]\). For the word \([(x(yz))][x][y]\) on \{((x(yz))), [x], [y]\}, applying the Shirshov-standard bracketing way, we obtain \([v] = ((x(yz)))[[x][y]]\).

For \(f \in k\text{ALSBW}_{\geq DL}(X)\), define \(\overline{[f]} := f\) with respect to the order \(\geq_{DL}\). Notice that \(\overline{[f]}\) needs not be a monomial of \([f]\). For example, if \(f = xyz \in \text{ALSBW}_{\geq DL}(X)\) with \(x > y > z \in X\), then \([f] = x(yz)\) and \(\overline{[f]} = f = xyz\) is not a monomial of \([f] = x(yz)\).

Denote by \(\text{OLie}(X)\) the operated Lie subalgebra of \(k\mathbb{E}(X)\) generated by \(X\) under the Lie bracket \([u, v] = uv - vu\).

**Lemma 3.4.** ([23, 13]) The \(\text{OLie}(X)\), together with the natural embedding \(X \to \text{OLie}(X)\), is the free operated Lie algebra on \(X\) with a linear basis \(\text{NLSBW}_{\geq DL}(X)\).

Based on the above lemma, we propose the following concepts.

**Definition 3.5.** Let \(\phi := \phi(x_1, \ldots, x_k) \in \text{OLie}(X)\) with \(k \geq 1\) and \(x_1, \ldots, x_k \in X\). We call \(\phi = 0\) (or simply \(\phi\)) an **operated Lie polynomial identity (OLPI)**.

Using the universal property of the free operated Lie algebra \(\text{OLie}(X)\), for any operated Lie algebra \((R, P)\) and any map
\[
\theta : \{x_1, \ldots, x_k\} \to R, \quad x_i \mapsto r_i, i = 1, \ldots, k,
\]
there is a unique morphism
\[
\tilde{\theta} : \text{OLie}(X) \to R
\]
of operated Lie algebras that extends the map \(\theta\). By a slight abuse of notation, define the **evaluation map**
\[
\phi(r_1, \ldots, r_k) := \tilde{\theta}(\phi(x_1, \ldots, x_k)).
\]

**Definition 3.6.** Let \(\phi \in \text{OLie}(X)\) and \((R, P)\) be an operated Lie algebra. We call \(R\) a **\(\phi\)-Lie algebra** and \(P\) is a **\(\phi\)-operator**, if
\[
\phi(r_1, \ldots, r_k) = 0, \quad \forall r_1, \ldots, r_k \in R.
\]

More generally, for a subset \(\Phi \subseteq \text{OLie}(X)\), we say that \(R\) (resp. \(P\)) a **\(\Phi\)-Lie algebra** (resp. **\(\Phi\)-operator**) if \(R\) (resp. \(P\)) is a \(\phi\)-Lie algebra (resp. \(\phi\)-operator) for each \(\phi \in \Phi\).

For example, for \(\phi(x, y) = [[[x][y]]] - [[[[x][y]][z]]] - [[[x]][y]][z] \in \text{OLie}(X)\), a \(\phi\)-algebra is nothing but a differential Lie algebra. It can be simplified as \(\phi(x, y) = [xy] - [x][y] - [x][y] = [xy] - [x][y] - [y][x] \in \text{OLie}(X)\).

**Definition 3.7.** Let \(R\) be a Lie algebra. A linear operator \(P\) on \(R\) is called **(Lie) algebraic** if there is \(0 \neq \Phi \subseteq \text{OLie}(X)\) such that \(P\) is a \(\Phi\)-operator.

3.1.3. Special normal words. Analogous to \(W^*(Z)\), we can define \(\mathbb{E}^*(Z)\). We always use the monomial order \(\geq_{DL}\) in this subsection.

**Lemma 3.8.** ([23]) Let \(Z\) be a well-ordered set. For any \((u) \in N(Z)\), it has a representation \((u) = \sum_i \alpha_i[u_i]\), where each \(\alpha_i \in k\) and \([u_i] \in \text{NLSBW}_{\geq DL}(Z)\). In this case, we denote \([(u)] := \sum_i \alpha_i[u_i]\).

For example, let \((u) = ([x][y])[z]\) with \(x > y > z\). Then \((u) = [x][y][z] + ([x][z])[y]\), where \([x][y][z]\) and \(([x][z])[y]\) are two non-associative Lyndon-Shirshov bracketed words.

**Lemma 3.9.** ([23, 13]) Let \(Z\) be a well-ordered set and let \(q \in \mathbb{E}^*(Z)\) and \(u, q'|_u \in \text{ALSBW}_{\geq DL}(Z)\). Then \([q]'_u = [q]'_{[u]}\) for some \(q' \in \mathbb{E}^*(Z)\) and \(c \in \mathbb{E}(Z)\), where \(c\) may be the empty word. Let
\[
[q]'_u := [q]'_{[u]} - ([u][c_1][c_2] \cdots [c_m]) = [q]'_{[[u][c_1]][c_2] \cdots [c_m]],
\]
Example 3.10. Let \( \{x, y, z\} \) be a set with \( x > y > z \). Let \( q = \star z \) and \( u = xy \). Then
\[
|q|_u = x(yz) = [xy]z = [\star u z]
\]
is in \( \text{NLSBW}_{\geq \text{DL}}(Z) \). By Eq. (3.8), \( |q|_u = ([xy][z]) = x(yz) + (xz)y \). Further by Lemma 3.8, \((xy)z = x(yz) + (xz)y\), and so \( |q|_u = x(yz) + (xz)y = (xy)z = q|_u \).

The above result can be extended from bracketed monomial to bracketed polynomials.

Definition 3.11. Let \( q \in \mathcal{E}^*(Z) \) and \( f \in \text{OLie}(Z) \subseteq k\mathcal{E}(Z) \) be monic. We call
\[
[q|_f]_f := [q|_f]_f|_f \rightarrow f
\]
a special normal \( f \)-word if \( q|_f \in \text{ALSBW}_{\geq \text{DL}}(Z) \), where \([q|_f]_f \) is defined by Eq. (3.2).

Lemma 3.12. Let \( f \in \text{OLie}(Z) \) be monic and \( |q|_f \in \text{ALSBW}_{\geq \text{DL}}(Z) \). Then
\[
|q|_f = q|_f + \sum \alpha_i q_i|_f,
\]
where each \( \alpha_i \in k \), \( q_i \in \mathcal{E}^*(Z) \) and \( q|_f >_{\text{DL}} q_i|_f \).

3.2. Rota’s Program on Algebraic Operators for Lie algebras. With the preparation of the previous subsection, we can formulate Rota’s Program on Algebraic Operators for Lie algebras in the contexts of rewriting systems and Gröbner-Shirshov bases.

3.2.1. Rewriting systems. A family of OLPIs give rise to a rewriting system. Let \( \Phi \subseteq \text{OLie}(X) \) be monic. For each \( s \in S_\Phi := (\phi(u_1, \ldots, u_k)| \phi \in \Phi, u_1, \ldots, u_k \in k\mathcal{M}(Z)) \) and \( q \in \mathcal{E}^*(Z) \), if \( q|_s \in \text{ALSBW}_{\geq \text{DL}}(Z) \), then we may write
\[
[q|_s]_s = q|_s + (- R([q|_s]_s)),
\]
which under the order \( \geq_{\text{DL}} \) can be viewed as a rewriting rule
\[
[q|_s] \rightarrow R([q|_s]_s).
\]

Let us give an example for better understanding.

Example 3.13. Let \( \phi(x, y) = [x][y] - [[x][y]] \in \text{OLie}((x, y)) \). Let \( Z \) be a well-ordered set and
\[
s = \phi([u], [v]) = [[u]][[v]] - [[[u]][[v]]] - [[[u]][[v]]] - [[[u]][[v]]]
\]
with \( u >_{\text{DL}} v \in \text{ALSBW}_{\geq \text{DL}}(Z) \). For \( q_1 = \star[w] \), \( q_2 = \star \) and \( v >_{\text{DL}} w \in \text{ALSBW}_{\geq \text{DL}}(Z) \), we have \( s = [u][v] \) and
\[
[q_1]_s = [q_1]_{[u][v]}|_{[u][v]} \rightarrow s,
\]
\[
= [[[u]][[v]][[w]]] - [[[u]][[v]][[w]]] - [[[u]][[v]][[w]]] - [[[u]][[v]][[w]]] \]
\[
= [u][[v]][[w]] + [[[u]][[v]][[w]]] - [[[u]][[v]][[w]]] - [[[u]][[v]][[w]]].
\]
with \([q_1\sigma] = [[u]][[v]][[w]] = [[u]][[[v]][[w]]]\). It induces a rewriting rule
\[[u]][[[v]][[w]]] \rightarrow -([[u]][[z]][[v]] + [[[[u]][[v]][w]]] + [[[[u]][[v]][w]])[[w]]].
Similarly,
\([q_2\sigma] = [q_2\sigma][q_3\tau] = s = [[u]][[v]] - [[[u]][[v]]] - [[[u]][[v]]]
with \([q_2\sigma] = [[[u]][[v]]]). It induces a rewriting rule
\[[u]][[v]] \rightarrow [[[u]][[v]]] + [[[u]][[v]]].

**Definition 3.14.** Let \(Z\) be a well-ordered set. Let \(S\) be a monic subset of OLie(\(Z\)). With the monomial order \(\geq_{DL}\) on \(\mathcal{Z}(Z)\), we define a term-rewriting system
\[(10)\]
\[\Pi_{S}^{le} := \{[q\sigma] \rightarrow R([q\sigma])\mid s \in S, q \in \mathcal{Z}(Z), q\sigma \in \text{NLSBW}_{\geq_{DL}}(Z)\} \subseteq \text{NLSBW}_{\geq_{DL}}(Z) \times \text{OLie}(Z).\]

**Definition 3.15.** Let \(\Phi \subseteq \text{OLie}(X)\) be a system of monic OLP's. Let \(Z\) be a well-ordered set. We call \(\Phi\) convergent if \(\Pi_{S}^{le}\) is convergent, where
\[S_{\Phi} = \{\phi(u_{1}, \ldots, u_{k}) \mid u_{1}, \ldots, u_{k} \in \text{OLie}(Z), \phi \in \Phi\} \subseteq \text{OLie}(Z).\]

Now we formulate the Rota’s Program on Algebraic Operators for Lie algebras in terms of rewriting systems.

**Problem 5.** (Rota’s Program on Algebraic Operators for Lie algebras via rewriting systems) Determine all convergent systems of OLPs.

3.2.2. **Gröbner-Shirshov bases.** We use the monomial order \(\geq_{DL}\) in this subsection. In particular, a Gröbner-Shirshov basis in OLie(\(Z\)) is with respect to this order. There are two kinds of compositions.

**Definition 3.16.** Let \(Z\) be a well-ordered set. Let \(f, g \in \text{OLie}(Z)\) be monic.

(a) If there are \(u, v \in \mathcal{Z}(Z)\) such that \(w = \overline{fu} = \overline{vg}\) with \(\max(|\overline{f}|, |\overline{g}|) < |w| < |\overline{f}| + |\overline{g}|\), then
\[\langle f, g \rangle_{w} := 
\langle f, g \rangle^{|w|}_{w} := [fu]_{\overline{f}} - [vg]_{\overline{g}}\]
is called the intersection composition of \(f\) and \(g\) with respect to \(w\).

(b) If there is \(q \in \mathcal{Z}(Z)\) such that \(w = \overline{f} = q\overline{r}\), then
\[\langle f, g \rangle_{w} := 
\langle f, g \rangle^{q}_{w} := f - [q]_{\overline{r}}\]
is called the including composition of \(f\) and \(g\) with respect to \(w\).

**Definition 3.17.** Let \(Z\) be a well-ordered set. Let \(S \subseteq \text{OLie}(Z)\) be monic.

(a) An element \(f \in \text{OLie}(Z)\) is called trivial modulo \((S, w)\) if
\[f = \sum_{i} \alpha_{i}[q_{i}\overline{r}],\]
with \(w \geq_{DL} q_{i}\overline{r}\) for each special normal \(s_{i}\)-word \([q_{i}\overline{r}]\), where each \(\alpha_{i} \in k, q_{i} \in \mathcal{Z}(Z), s_{i} \in S\). In this case, we write \(f \equiv 0 \mod (S, w)\).

(b) We call \(S\) a Gröbner-Shirshov basis in OLie(\(Z\)) with respect to \(\geq_{DL}\) if, for all pairs \(f, g \in S\), every intersection composition of the form \(\langle f, g \rangle^{w}_{w}\) is trivial modulo \((S, w)\), and every including composition of the form \(\langle f, g \rangle^{q}_{w}\) is trivial modulo \((S, w)\).
Denote by $\text{Id}_{\text{Lie}}(S)$ the Lie ideal of $\text{OLie}(Z)$ generated by $S \subseteq \text{OLie}(Z)$. Then

$$\text{Id}_{\text{Lie}}(S) = \left\{ \sum_{i=1}^{n} \alpha_i q_i \mid n \geq 1, \alpha_i \in k, q_i \in \mathbb{Z}^*(Z) \right\}.$$

Define

$$\text{Irr}_{\text{Lie}}(S) := [w] \mid w \in \text{ALSBW}_{\geq_{\text{DL}}} (Z), w \neq q_{\tau} \text{ for } s \in S \text{ and } q \in \mathbb{Z}^*(Z).$$

We have the following Composition-Diamond lemma for ordered Lie algebras.

**Lemma 3.18.** ([3][4][5]) (Composition-Diamond lemma for ordered Lie algebras) Let $Z$ be a well-ordered set. Let $S \subseteq \text{OLie}(Z)$ be a monic set. With the monomial order $\geq_{\text{DL}}$ on $\mathbb{Z}(Z)$, then the following conditions are equivalent.

(a) $S$ is a Gröbner-Shirshov basis in $\text{OLie}(Z)$ with respect to $\geq_{\text{DL}}$.
(b) For all $f \neq 0$ in $\text{Id}_{\text{Lie}}(S)$, $f = q_{\tau} \in \text{ALSBW}_{\geq_{\text{DL}}} (Z)$ for some $q \in \mathbb{Z}^*(Z)$ and $s \in S$.
(c) $\text{OLie}(Z) = \text{kl}_{\text{Lie}}(S) \oplus \text{Id}_{\text{Lie}}(S)$ and $\text{Irr}_{\text{Lie}}(S)$ is a $k$-basis of $\text{OLie}(Z)/\text{Id}_{\text{Lie}}(S)$.

Then Rota’s Program on Algebraic Operators for Lie algebras can also be interpreted in terms of Gröbner-Shirshov bases.

**Definition 3.19.** Let $\Phi \subseteq \text{OLie}(X)$ be a system of monic OLPIs. Let $Z$ be a well-ordered set. We call $\Phi$ **Gröbner-Shirshov** if $S_{\Phi}$ is a Gröbner-Shirshov basis in $\text{OLie}(Z)$, where

$$S_{\Phi} = \{ \phi(u_1, \ldots, u_k) \mid u_1, \ldots, u_k \in \text{OLie}(Z), \phi \in \Phi \}. $$

**Problem 6.** (Rota’s Program on Algebraic Operators for Lie algebras via Gröbner-Shirshov bases) **Determine all Gröbner-Shirshov systems of OLPIs.**

3.2.3. **Equivalence of the two formulations.** We will establish a connection between Problem 6 and Problem 3. See [4][5] for details.

With the monomial order $\geq_{\text{DL}}$, we have the following result.

**Theorem 3.20.** Let $Z$ be a well-ordered set. Let $S$ be a monic set of $\text{OLie}(Z)$, and let $\Pi^\text{Lie}_S$ be the term-rewriting system from $S$ in Eq. (10). Then the following statements are equivalent.

(a) $\Pi^\text{Lie}_S$ is convergent.
(b) $\Pi^\text{Lie}_S$ is confluent.
(c) $\text{Id}_{\text{Lie}}(S) \oplus \text{kl}_{\text{Lie}}(S) = \text{OLie}(Z)$.
(d) $S$ is a Gröbner-Shirshov basis in $\text{OLie}(Z)$ with respect to $\geq_{\text{DL}}$.

Now we are ready to give the relationship between the reformulations of Rota’s Program on Algebraic Operators for Lie algebras.

**Corollary 3.21.** The two versions Problem 3 and Problem 3 of Rota’s Program on Algebraic Operators for Lie algebras are equivalent.

We now establish relationship between Rota’s Program on Algebraic Operators for associative algebras and Lie algebras. Chen and Qiu [29] studied the relationship between Gröbner-Shirshov bases in free associative algebras and Gröbner-Shirshov bases in free Lie algebras with respect to the order $\geq_{\text{DL}}$. Indeed this relationship can be generalized to the monomial order $\geq_{\text{DL}}$.

**Lemma 3.22.** ([29][43]) Let $S \subseteq \text{OLie}(Z) \subseteq k\mathbb{Z}(Z)$ be monic. With the monomial order $\geq_{\text{DL}}$ on $\mathbb{Z}(Z)$, $S$ is Gröbner-Shirshov basis in $\text{OLie}(Z)$ if and only if $S$ is Gröbner-Shirshov basis in $k\mathbb{Z}(Z)$. 


For any element \([w]\) in \(\text{OLie}(Z) \subseteq k \mathfrak{Z}(Z)\), there is a unique \(w\) in \(k \mathfrak{Z}(Z)\). Based on this, we have the following equivalence.

**Theorem 3.23.** \([43]\) Let \(S \subseteq \text{OLie}(Z) \subseteq k \mathfrak{Z}(Z)\) be monic. With the monomial order \(\geq_{DL}\) on \(\mathfrak{Z}(Z)\), the following statements are equivalent.

(a) \(\Pi_S^{\text{lie}}\) is convergent.
(b) \(S\) is a Gröbner-Shirshov basis in \(\text{OLie}(Z)\).
(c) \(\Pi_S^{\text{ass}}\) is convergent.
(d) \(S\) is a Gröbner-Shirshov basis in \(k \mathfrak{Z}(Z)\).

In other words, under the above hypothesis, the Problems 1, 2, 3 and 4 are equivalent to each other with respect to the order \(\geq_{DL}\).

**Remark 3.24.** Let \(S \subseteq \text{OLie}(Z) \subseteq k \mathfrak{Z}(Z)\) be monic OLPIs. If \(S\) give a “good” operator on an associative algebra via the classification of Problem 1 or Problem 2, then \(S\) also give a “good” operator on a Lie algebra via the classification of Problem 3 or Problem 4.

3.3. Differential type OLPIs. We apply Theorem 3.23 to give some OLPIs that are Gröbner-Shirshov bases in free operated Lie algebra.

Parallel to Definition 2.13, we propose the following notion.

**Definition 3.25.** A differential type OLPI is

\[
\phi(x, y) := \lfloor xy \rfloor - \lfloor N(x, y) \rfloor \in \text{OLie}(x, y),
\]

with \(x > y\) such that

(a) \(\lfloor N(x, y) \rfloor\) is multi-linear in \(x\) and \(y\);
(b) \(\lfloor N(x, y) \rfloor\) is a normal \(\phi\)-form, that is, \(\lfloor N(x, y) \rfloor\) does not contain subwords \(\lfloor [u][v] \rfloor\) for any \(u, v \in \text{ALSBW}_{\geq_{DL}}(x, y)\) with \(u >_{DL} v\);
(c) For any well-ordered set \(Z\) with \(u >_{DL} v \geq_{DL} w \in \text{ALSBW}_{\geq_{DL}}(Z)\),

\[
\lfloor N([u][w]), [v] \rfloor \geq \lfloor N([u][v]), [w] \rfloor + [N([u], [v][w])] \to_{\Pi_S^{\text{Lie}}} 0,
\]

where

\[
\Pi_S^{\text{lie}} := \left\{ [q]_{\phi(q)} : R([q]_{\phi(q)}) q \in \mathfrak{Z}^*(Z), u, v \in \text{ALSBW}_{\geq_{DL}}(Z), u >_{DL} v \right\}.
\]

A linear operator on a Lie algebra satisfying a differential type OLPI is called a **differential type operator** on a Lie algebra.

**Remark 3.26.** The condition (3) in Definition 2.13 is to ensure that \(\lfloor (uv)w \rfloor = \lfloor u(vw) \rfloor\); while the above condition (4) is for

\[
\lfloor [u][v][w] \rfloor = \lfloor [u][v][w] \rfloor + [u][v][w].
\]

Now we may propose

**Problem 7.** (Rota’s Program on Algebraic Operators for Lie algebras: the differential case) Find all OLPIs of differential type by finding all expressions \(\lfloor N(x, y) \rfloor \in \text{OLie}(X)\) of differential type.

We now characterize differential type operators in terms of rewriting systems and Gröbner-Shirshov bases in the free operated Lie algebras and the free operated associative algebras.

Let \(Z\) be a well-ordered set. Define \(\zeta^{(n)} \in \mathfrak{Z}(Z), n \geq 0, \) recursively by

\[
\zeta^{(0)} := 0, \zeta^{(n+1)} := [\zeta^{(n)}] \text{ for } m \geq 0.
\]
Denote
\[ \Delta(Z) := \{ z^{(n)} | z \in \mathbb{Z}, n \geq 0 \}. \]

Notice that the monomial order \( \geq_{\Delta} \) given in Eq. (2) satisfies Eq. (3).

**Theorem 3.27.** [20, 33] Let \( Z \) be a well-ordered set. Let
\[ \phi(x, y) = [xy] - [N(x, y)] \in \text{OLie}([x, y]) \subseteq \mathbb{k}\mathbb{Z}([x, y]), \]
with \( x > y \) and \( [N(x, y)] \) satisfies the conditions (3) and (4) in Definition 3.28. With the monomial order \( \geq_{\Delta} \) given in Eq. (2), then the following statements are equivalent.

(a) \( \phi(x, y) = [xy] - [N(x, y)] \in \mathbb{k}\text{OLie}([x, y]) \) is a differential type OLPI.
(b) The term-rewriting system induced in Eq. (11):
\[ \Pi_{S, \phi}^{\text{lie}} = \{[q]_{uv} \rightarrow R([q]_{\phi(u,v)})_{uv}) | q \in \mathbb{Z}^*(Z), u, v \in \text{ALSBW}_{\geq_{\Delta}}(Z), u >_{\Delta} v \} \]
is convergent.
(c) \( S_{\phi} = \{[[u],[v]] - [N([u],[v])] | u, v \in \text{ALSBW}_{\geq_{\Delta}}(Z), u >_{\Delta} v \} \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \) with respect to the monomial order \( \geq_{\Delta} \).
(d) The free \( \phi \)-Lie algebra on \( Z \) is the free Lie algebra \( \mathbb{k}\text{NLSW}(\Delta(Z)) \) on \( \Delta(Z) \) together with the operator \( d \) on \( \mathbb{k}\text{NLSW}(\Delta(Z)) \). Here \( \Delta(Z) \) is given in Eq. (11), and \( d \) on \( \mathbb{k}\text{NLSW}(\Delta(Z)) \) defined by the following recursion:
- For any \( [u] = \{[u_1] \cdots [u_m] \} \in \text{NLSW}(\Delta(Z)) \) with \( u_i \in \Delta(Z), 1 \leq i \leq n \)
  (i) if \( m = 1 \), then \( [u] = z^{(n)} \in \Delta(Z) \) for some \( n \geq 0 \) and \( z \in \mathbb{Z} \), define \( d([u]) := z^{(n+1)} \);
  (ii) if \( m > 1 \), then recursively define \( d([u]) := [N([u_1],[u_2] \cdots [u_m])] \).
(e) \( S_{\phi} = \{[[uv]] - N(u,v) | u, v \in \mathbb{k}\mathbb{Z}(Z) \} \) is a Gröbner-Shirshov basis in \( \mathbb{k}\mathbb{Z}(Z) \) with respect to the order \( \geq_{\Delta} \).
(f) The term-rewriting system
\[ \Pi_{S, \phi}^{\text{ass}} = \{q]_{uv} \rightarrow q]_{N(u,v)} | q \in \mathbb{Z}^*(Z), u, v \in \mathbb{k}\mathbb{Z}(Z) \}
\]
is convergent.
(g) \( \phi(x, y) = [xy] - N(x, y) \in \mathbb{k}\mathbb{Z}([x, y]) \) is of differential type OPI.

**Definition 3.28.** The operator degree of a monomial in \( \text{OLie}(X) \) is the total number that the operator \( [\ ] \) appears in the monomial. The operator degree of a polynomial \( f \) in \( \text{OLie}(X) \) is the maximum of the operator degrees of the monomials appearing in \( f \).

Next we try to find all differential type OLPIs under a restriction on the number of operators. Since \( 1 \notin \text{OLie}(X) \), we need to remove the cases for associative algebras involving 1 in Theorem 2.16 and propose the following answer to the Problem 7 in the case of operator degree not exceeding two.

**Conjecture 3.29.** [15] (Classification of differential type OLPIs) Let \( a, b, c, e \in \mathbb{k} \). Every expressions \([N(x, y)] \in \text{OLie}([x, y]) \) of differential type takes one (or more) of the forms below for \( x > y \)

(a) \( b(-[x]y + [x]y) + c[x][y] + ey \) where \( b^2 = b + ce \),
(b) \( -ce^2xy + ey - c[x][y] - ce(-[x]y + [y]x) \).
Notice that
\[
\begin{align*}
b(-y)x + [x]y + c[x][y] + exy &= b([x]y) + [x]y + c[x][y] + exy, \\
- ce^2xy + exy - c[x][y] - ce(-[x]y + [y]x) &= ce^2[yx] + exy + c[y][x] - ce([y][x] + [y][x]).
\end{align*}
\]

By Theorems 2.16 and 3.27 and the fact that \(I \notin \text{OLie}(X)\), we have

**Corollary 3.30.** Let \([N(x, y)] \in \text{OLie}(x, y) \sub k \Xi(x, y)\) be from the list in Conjecture 3.29. Then all the statements in Theorem 3.33 hold.

3.4. **Rota-Baxter type OLPIs.** Next we consider Rota-Baxter type operator identities for Lie algebras.

**Definition 3.31.** A **Rota-Baxter type OLPI** is a
\[
\phi(x, y) := [x][y] - [[B(x, y)]] \in \text{OLie}(x, y)
\]
with \(x > y\) such that
(a) \([B(x, y)]\) is multi-linear in \(x\) and \(y\);
(b) \([B(x, y)]\) is a normal \(\phi\)-form, that is, \([B(x, y)]\) does not contain the subword \([[[u]][v]]\) for any \(u, v \in \text{ALSBW}_{DL}(X)\) with \(u > DL v\);
(c) The term-rewriting system
\[
\Pi_{\text{Lie}}^{\Sigma_{sp}} = \{[q]_{[u][v]} \rightarrow R([\phi(u, v)]_{[u][v]})] | q \in \Xi^*(Z), u, v \in \text{ALSBW}_{DL}(Z), u > DL v \}
\]
is terminating;
(d) For any well-ordered set \(Z\) with \(u > DL v > DL w \in \text{ALSBW}_{DL}(Z)\),
\[
[B([B([u], [w])], [v])] - [B([B([u], [v]), [w]])] \rightarrow^{*}_{\Pi_{\text{Lie}}} 0,
\]
where
\[
\Pi_{\text{Lie}}^{\Sigma_{sp}} := \{[q]_{[u][v]} \rightarrow R([\phi(u, v)]_{[u][v]})] | q \in \Xi^*(Z), u, v \in \text{ALSBW}_{DL}(Z), u > DL v \}.
\]

A linear operator on a Lie algebra that satisfies a Rota-Baxter type OLPI is called a **Rota-Baxter type operator** on a Lie algebra.

**Remark 3.32.** The condition (1) in Definition 2.18 is to insure \([u][v][w] = [u][v][w]\); while the above condition (1) is for
\[
[[[u]][[v]][[w]]] = [[[u]][[v]][[w]]] + [[[u]][[v]][[w]]].
\]

**Problem 8.** (Rota’s Program on Algebraic Operators for Lie algebras: the Rota-Baxter case) Find all OLPIs of Rota-Baxter type by finding all expressions \([B(x, y)] \in \text{OLie}(x, y)\) of Rota-Baxter type.

We give some criteria for Rota-Baxter type OLPIs.

**Theorem 3.33.** \([13, 17]\) Let \(Z\) be a well-ordered set. Let
\[
\phi(x, y) := [x][y] - [[B(x, y)]] \in \text{OLie}(x, y) \sub k \Xi(x, y),
\]
with \(x > y\) and \(\phi(x, y)\) satisfies the conditions (1) and (1) of Definition 3.31. Let \(\text{DL} \supseteq \text{DL}\) be the monomial order defined in Eq. (1) satisfying \(\phi(u, v) = [u][v]\) for \(u > DL v \in \text{ALSBW}_{DL}(Z)\). Then the following statements are equivalent.
(a) \(\phi(x, y) = [x][y] - [[B(x, y)]] \in \text{OLie}(x, y)\) is of Rota-Baxter type OLPI.
(b) The term-rewriting system

\[ \Pi_{S,\phi}^{\text{Lie}} = \{ [q|_{[u]|[v]}] \to R([q|_{[u]|[v]}]) | q \in \mathcal{E}^*(Z), u, v \in \text{ALSBW}_{\geq SL}(Z), u \geq SL v \} \]

is convergent.

(c) \( S_\phi = \{ [[u]|[v]] - [[B(u), v]|] | u, v \in \text{ALSBW}_{\geq rt}(Z), u \geq rt v \} \) is a Gröbner-Shirshov basis in \( \text{OLie}(Z) \) with respect to the order \( \geq_{SL} \).

(d) The set

\[ \text{Irr}_{\text{Lie}}(S) := \{ [w] | w \in \text{ALSBW}_{\geq SL}(Z), w \neq q|_{[u]|[v]} \text{ for } q \in \mathcal{E}^*(Z), u, v \in \text{ALSBW}_{\geq SL}(Z), u \geq SL v \} \]

is a linear basis of the free \( \phi \)-Lie algebra \( \text{OLie}(Z)/\text{Id}_{\text{Lie}}(S) \).

(e) \( S_\phi = \{ [u]|v] - [B(u, v)] | u, v \in k \mathcal{E}(Z) \} \) is a Gröbner-Shirshov basis in \( k \mathcal{E}(Z) \) with respect to the order \( \geq_{SL} \).

(f) The term-rewriting system

\[ \Pi_{S,\phi}^{\text{ass}} = \{ q|_{[u]|v]} \to q|_{[B(u)|v]} | q \in \mathcal{E}^*(Z), u, v \in k \mathcal{E}(Z) \} \]

is convergent.

(g) \( \phi(x, y) = [x]|y] - [B(x, y)] | k \mathcal{E}((x, y)) \) is of Rota-Baxter type OPI.

Again since \( 1 \notin \text{OLie}(X) \), we omit the types involving \( 1 \) in Theorem 2.19 and propose the following answer to Problem 3 in the case of operator degree not exceeding two.

**Conjecture 3.34.** [23] (Classification of Rota-Baxter type operators on Lie algebras) For any \( \lambda \in k \), the expressions \( [B(x, y)] \in \text{OLie}((x, y)) \) in the list below are of Rota-Baxter type, for \( x > y \)

(a) \(-[y]|x\) (average operator),
(b) \([x]|y\) (inverse average operator),
(c) \([x]|y + [y]|x\),
(d) \(-[y]|x + [x]|y\),
(e) \(-[y]|x + [x]|y - [xy]\) (Nijenhuis operator),
(f) \([x]|y + [y]|x + \lambda xy\) (Rota-Baxter operator of weight \( \lambda \)).

Notice that

\[-[y]|x = [x]|y],
\[-[y]|x - [x]|y = [x]|y] + [y]|x],
\[-[y]|x + [x]|y - [xy] = [x]|y] + [x]|y - [xy],
\[[x]|y - [y]|x + \lambda xy = [x]|y] + [x]|y + [x]|y] + \lambda xy.\]

The next corollary follows from Theorems 2.19 and 3.33 and the fact that \( 1 \) is not in \( \text{OLie}(X) \).

**Corollary 3.35.** Let \( [B(x, y)] \in \text{OLie}((x, y)) \subseteq k \mathcal{E}((x, y)) \) be from the list in Conjecture 3.34. Then all the statements in Theorem 3.33 hold.

3.5. **Modified Rota-Baxter OLPI.** Recall the monomial order \( \geq_{SL} \) on \( \mathcal{E}(Z) \) defined in Eq. (9). The modified Rota-Baxter OLPI of weight \( \lambda \) is

\[ \phi(x, y) = [x]|y] - [[x]|y]\] - \([[[x]|y]]] - [[[x]|y]] - \lambda xy \in \text{OLie}((x, y)), \]

with \( x > y \). When \( \lambda = -1 \), the modified Rota-Baxter Lie algebra is a Lie algebra \( L \) equipped with a linear map \( P : L \to L \) satisfying

\[ [P(x)P(y)] = P([P(x)y]) + P([xP(y)]) - [xy] \] for \( x, y \in L \).
Theorem 3.36. \([2, 29, 33]\) Let
\[
\phi(x, y) = [x]y - [[x]y] - [[x]y] - \lambda xy \in Dl(x, y)
\]
be an OLPI with \(x \succ y\). Let \(Z\) be a well-ordered set. With the order \(\geq_{Di}\) on \(\mathcal{Z}(Z)\), the following statements are equivalent.
(a) \(S_\phi = \{[u][v] - [u[v]] - [u[v]] - \lambda uv \mid u, v \in \mathcal{Z}(Z)\}\) is a Gröbner-Shirshov basis in \(k\mathcal{Z}(Z)\) with respect to the monomial order \(\geq_{Di}\).
(b) The term-rewriting system
\[
\Pi_{S_\phi}^{ass} = \{q[[u][v]] \rightarrow q[[u[v]]+[u[v]] + \lambda uv \mid q \in \mathcal{Z}^*(Z), u, v \in \mathcal{Z}(Z)\}
\]
is convergent.
(c) \(S_\phi = \{[[u][u]][u]] - [[u][v]][u] - [[[u]][v]] - [[[u]][v]] - \lambda[[u][v]] \mid u, v \in ALSBW_{Di}(Z), u \succ_{Di} v\}\) is a Gröbner-Shirshov basis in \(Dl\mathcal{Z}(Z)\) with respect to the monomial order \(\geq_{Di}\).
(d) The term-rewriting system
\[
\Pi_{S_\phi}^{lie} = \{[[q][u][v]] \rightarrow R([q\phi(u,v)][u][v]) \mid q \in \mathcal{Z}^*(Z), u, v \in ALSBW_{Di}(Z), u \succ_{Di} v\}
\]
is convergent.

4. Appendix: Early Work on Rota’s Program on Algebraic Operators

For completeness, we summarize the early work of Freeman \([2]\) on Rota’s Program on Algebraic Operators. The goal of his work is different from ours in that he focused on a classification of several operators known to the author at that time, rather than attempting a more complete classification of operator identities. By considering isomorphisms of direct product algebras corresponding to operator identities, the classification scheme of several operator identities was obtained as follows \([2]\).

\(\mathcal{H}\): Identities of homomorphism type:

(\(\odot\)) (homomorphism operator) \(P(x)P(y) = P(xy)\),
(\(\odot\)) (RBO of weight -1) \(P(x)P(y) = P(P(x)y + xP(y) - xy)\),
(\(\odot\)) (Hilbert transform) \(P(x)P(y) = P(P(x)y + xP(y)) + xy\).

\(\mathcal{D}\): Identities of derivation type:

(\(\odot\)) (derivation) \(P(xy) = P(x)y + xP(y)\),
(\(\odot\)) (RBO of weight 0) \(P(x)P(y) = P(P(x)y + xP(y))\),
(\(\odot\)) (Reynolds operators) \(P(x)P(y) = P(P(x)y + xP(y) - P(x)P(y))\).

\(\mathcal{R}\): Right Averaging Identity:

(\(\odot\)) (right averaging) \(P(x)P(y) = P(xP(y))\).
The first two of the homomorphism type are of the Rota-Baxter type in our sense (See Subsection 4.4); the third one is not, but is obtained from a Rota-Baxter operator after a linear transformation and is called the modified Rota-Baxter operator in recent literature as noted in the introduction.

It was noted in [12] that an operator \( P : A \to A \) is a homomorphism operator on an algebra \( A \) if and only if the graph of \( P \):

\[
G(P) = \{(a, P(a)) \mid a \in A\}
\]

is a subalgebra of algebra \( A \times A \), where the multiplication on \( A \times A \) is given by

\[
(a, b) \cdot (a', b') := (aa', bb').
\]

There are analogous interpretations for the other operators defined by Eqs. (11), (12), (13), (14), (15) and (16), where the multiplications on \( A \times A \) are given respectively by

\[
\begin{align*}
(a, b) \circ (a', b') & := (ab' + ba' - aa', bb'), \\
(a, b) \odot (a', b') & := (ab' + ba', bb' - aa'), \\
(a, b) \triangle (a', b') & := (aa', ab' + ba'), \\
(a, b) \triangledown (a', b') & := (ab' + ba', bb'), \\
(a, b) \boxtimes (a', b') & := (ab' + ba' - bb', bb'), \\
(a, b) \times (a', b') & := (ab', bb').
\end{align*}
\]

Notice that all these multiplications are associative on \( A \times A \).

Based on the close relationship between the operator \( P : A \to A \) and the subalgebra \( G(P) \) of \( A \times A \), Freeman posed the following concept to classify these operators.

**Definition 4.1.** [12] Let \( P : A \to A \) be an operator on an algebra \( A \), and let \((A \times A, \ast)\) be an algebra. The operator \( P \) is called an \( \ast \)-operator if the graph \( G(P) \) is a subalgebra of \((A \times A, \ast)\).

In terms of \( \ast \)-operators and isomorphisms, Freeman gave a standard to classify operators.

**Freeman’s standard:** Let \( P : A \to A \) (resp. \( P' : A' \to A' \)) be an \( \ast \)-operator (resp. \( \ast' \)-operator) on the algebra \( A \) (resp. \( A' \)). If there is an isomorphism \((A \times A, \ast) \cong (A \times A, \ast')\), then the \( \ast \)-operator \( P \) and the \( \ast' \)-operator \( P' \) are said to be in the same class.

The isomorphism in Freeman’s standard can be achieved by the following concept of a \( \sigma \)-transform.

**Definition 4.2.** [12] Let \( A \) and \((A \times A, \ast)\) be algebras, and let \( \sigma \) be a linear automorphism on \( A \times A \). Define a multiplication \( \ast_\sigma \) on \( A \times A \) by

\[
(12) \quad (a, b) \ast_\sigma (a', b') := \sigma^{-1}(a, b) \ast \sigma^{-1}(a', b').
\]

Then \((A \times A, \ast_\sigma)\) is an algebra, called the \( \sigma \)-transform of \((A \times A, \ast)\).

Let us emphasize that the defining equation (12) is equivalent to that \( \sigma : (A \times A, \ast) \to (A \times A, \ast_\sigma) \) is an isomorphism.

Thanks to \( \sigma \)-transforms, Freeman showed that the homomorphism operator, RBO of weight -1 and Hiblert transform are in the same type.

**Theorem 4.3.** [12] Let \( u \) and \( v \) be two non-zero divisors of \( A \). Let \( \sigma_1 \) and \( \sigma_2 \) be two linear automorphisms on \( A \times A \) with

\[
\sigma_1(a, b) = (b, b - uav) \quad \text{and} \quad \sigma_2(a, b) = (b + uav, b - uav).
\]
Then the algebra \((A \times A, \cdot)\) is the \(\sigma_1\)-transform of \((A \times A, \circ)\) and the \(\sigma_2\)-transform of \((A \times A, \odot)\), where

\[
(a, b) \circ (a', b') = (avb'v^{-1} + u^{-1}bua' - avua', bb'),
\]

\[
(a, b) \odot (a', b') = (avb'v^{-1} + u^{-1}bua' - avua'v).
\]

Further Freeman obtained that the derivation, RBO of weight 0 and Reynolds operator are in the same type.

**Theorem 4.4.** \([12]\) Let \(\sigma_1\) and \(\sigma_2\) be two automorphism on \(A \times A\) with

\[
\sigma_1(a, b) = (b, a) \quad \text{and} \quad \sigma_2(a, b) = (b, b - a).
\]

Then the algebra \((A \times A, \triangle)\) is the \(\sigma_1\)-transform of \((A \times A, \nabla)\) and the \(\sigma_2\)-transform of \((A \times A, \Box)\).

The approach of Freeman summarized here made critical use of the associative products on a direct product. This is quite similar in style to the formulations of the differential type and Rota-Baxter type operators which also made critical use of the associativity. This observation naturally leads to the following questions.

**Problem 9.**

(a) Can the approach of Freeman be applied to the classification of the other known linear operators, in particular the differential type and Rota-Baxter type operators? For instance, does the Nijenhuis operator also defines an associative operation on the direct product \(A \times A\)?

(b) In the other direction, can the idea of Freeman be applied in the general approach of Rota’s Program on Algebraic Operators?

(c) Does the approach of Freeman work for linear operators on Lie algebras? From the close analogy of the associative algebra case and the Lie algebra case in the previous two sections, the answer is likely to be affirmative.
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