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Introduction

This manuscript is a follow-up of my last one in SJO where I promised to show you my solution of a client problem. This case has been transformed such, that the logic of the problem remained unchanged and the confidentiality of my client’s data is warranted, however. In the last manuscript the results of the commonly found methods of modelling were shown and discussed. Now we will show my results and a discussion of them. Mathematically speaking the mainstream models already shown could be summarized as two univariate approximations by straight lines or a two-dimensional fit of a plane, describing the dependent variable by an approximation based simultaneously by a constant and two linear terms. I was fully aware of the limitations of the very small sample size of the mainstream models and I hope to successfully use this example to convince my readers about the economic benefits of discussions with professional mathematicians/statisticians instead of users of statistical software as I have classified them.

Methods

As I was blinded to the actual meaning of the variables X1, X2 and Y my experience indicated that I should try a second order polynomial fit as this would be the simplest possible model extension as compared to the mainstream linear models. The similarity to the considerations of Occam’s razor (see Wikipedia) are also well based on my personal professional experience. My model equation used is displayed below:

\[ Y(X1; X2) = a_0 + a_1 X1 + a_2 X2 + a_3 X1^2 + a_4 X1 X2 + a_5 X2^2 + \text{error term} \quad \text{(equ 1)} \]

The above equation contains prior regression analysis the coefficients \(a_0, a_1, a_2, \ldots, a_5\) for the linear and \(a_3, a_4, a_5\) for second order polynomial terms which must be estimated from the data by means of linear regression based on the method of least squares. The error term must fulfill the assumption that the data points represent statistically independent observations with constant variance in the domain of data points and an approximate Gaussian distribution. The most important data requirement is a continuous and metric measurement scale of the data and based on my long-term experience in medicine and other statistical applications, if fulfilled, the basis for a highly robust behavior of the regression analyses based on least squares. Finally, enough data points must be available. This is a problem in the determination of the sample size, which, in my opinion, requires professional statistical assessment.

Results

The numerical details are shown in Table 1 below with additional information necessary in the Excel data analysis software as the input for Excel’s regression routine:

a) Note 1: X1 and X2 and Y refer to the client provided original data. The author intended to look at a standard polynomial of degree 2 and the calculated data columns indicate all second order terms necessary from Excel logic for that purpose. The contents after the provided Y in the brackets are a help to understand that Y (as provided from my client) is the dependent variable of X1 and X2 in this very model. For physicians unfamiliar with exponential floating-point formatted numbers reading of the Excel online documentation is recommended.

b) Note 2: There are three lines in Table 2. The descriptions in column one show regression in the first, residual in the second and total in the third line. The total in line 3 displays the SS of all data against the grand mean. The residual in line 2 shows the sum of squares of the differences between data and calculated Y values using the coefficients \(a_0, a_1, \ldots, a_5\) and the line 1 described as regression provides us with the information of the explained variation by the calculated regression coefficients. In view of the raw Y data shown in Table 1 we observed therefore a residual variance - in the magnitude of 9.0403. 10^-28 which - for practical purposes
might be judged as zero. The mathematical interpretation in everyday language is there is an interpolation problem or a perfect fit between the raw Y data and the regression equation with the calculated coefficients shown in Table 1.

|   | X1  | X2  | X3=X1*X1 | X4=X1*X2 | X5=X2*X2 | Y (X1; X2) |
|---|-----|-----|---------|---------|---------|-----------|
| 1 | 10  | 1   | 1       | 10      | 90      | 357,5     |
| 1.5 | 20  | 2.25 | 30      | 400     | 363     |
| 2  | 30  | 4   | 60      | 900     | 368     |
| 2.7 | 40  | 7.29 | 108     | 1600    | 372.7   |
| 3  | 50  | 9   | 150     | 2500    | 376.5   |
| 4  | 75  | 16  | 300     | 5625    | 384.5   |
| 4.5 | 100 | 20.25 | 450   | 10000   | 391     |
| 5  | 150 | 25  | 750     | 22500   | 402.5   |
| 6  | 200 | 36  | 1200    | 40000   | 408     |
| 6.5 | 250 | 42.25 | 1625   | 62500   | 413.25   |
| 7  | 300 | 49  | 2100    | 90000   | 416     |
| 8  | 350 | 64  | 2800    | 122500  | 409     |
| 9  | 400 | 81  | 3600    | 160000  | 397     |
| 9.5 | 800 | 90.25 | 7600   | 640000  | 380     |
| 8.1 | 900 | 65.61 | 7290  | 810000  | 459.8   |
| 6.9 | 950 | 47.61 | 6555   | 902500  | 517.95   |
| 5.7 | 975 | 32.49 | 5557.5 | 950625  | 576.725  |

Table 2: ANOVA analysis of variance table

| Source of variation | df  | SS     | MS     | test value F | p-value |
|---------------------|-----|--------|--------|--------------|---------|
| Regression          | 5   | 534,856,703 | 106,971,341 | 1.18E+35 | 1.02E-180 |
| Residual            | 12  | 1.08E-22 | 9.04E-24 |             |         |
| Total               | 17  | 534,856,703 |          |             |         |

df: degrees of freedom
SS: sum of squares
MS: mean squares (represent the variances which are the squared standard deviations).

Note 3: The coefficients ai refer to the equation (1). Please note that i = 0, 1, 2, ..., 5 in column one and ai is frequently assigned the name intercept. We follow the frequently engaged standard statistical practice of setting not statistically significant coefficients to zero and have the solution of our model (from equation (1)) in equation (2) below:

Y (X1; X2) = 350 + 3. X1 + 0.5. X2 - 0.05. X1. X2 (equ 2)

The inevitable rounding errors which are present in all common computers are reflected in the Excel documentation which states that about ten to twelve digits in decimal results should be reliably exact. Therefore, it seems not to be a problem that 95% confidence intervals cover zero and actual numbers of digits of the raw data in Table 3 justify this decision. We analyzed in addition the model of equation 2 and for practical purposes we concluded that there were perfectly consistent results (data on file but not shown here). You might consider this fact as a simple way to be on the safe side with our conclusions about this data set. Our verbal comment to equation (2) is that the available data set very strongly indicates that a perfect functional relationship between X1, X2 and Y exists. In view of the relatively small sample size of the evaluated data here, it is strongly recommended to collect substantially larger data sets in the next future and only if results could be reproduced within the sampling error limits then an application for the Nobel Price could be envisaged in case our data originated from medical data.

Table 3.

| Coefficients (ai) | Standard error | t-Statistics (H0: ai=0) | P-value | lower 95% CI | upper 95% CI |
|-------------------|---------------|-------------------------|---------|--------------|--------------|
| a0                | 350           | 3.44E-10                | 1.02E+20 | 5.53E-184   | 350          | 350          |
| a1                | 3             | 2.00E-10                | 1.50E+18 | 5.21E-162   | 3            | 3            |
| a2                | 0.5           | 5.54E-12                | 9.03E+18 | 2.29E-171   | 0.5          | 0.5          |
| a3                | -4.10E-13     | 2.75E-11                | -0.1489524 | 0.88406512 | -6.40E-11   | 5.58E-11     |
| a4                | -0.05         | 3.71E-13                | -1.35E+18 | 1.87E-176   | -0.05        | -0.05        |
| a5                | -3.82E-15     | 6.04E-15                | -0.6328745 | 0.53869111 | -1.70E-14   | 9.33E-15     |

Conclusion/Discussion

The reader should consider several aspects of our example: First, finding practical interpolation from data sets could have apart from chances for a successful Nobel price application and small sample sizes other causes, e.g. that the Y-data is already a derived data item calculated from X1 and X2 actually. The originator of the data set could be consulted, and this issue might sometimes be clarified quickly. Second, a review of the selection criteria might shed additional aspects and one of the most likely finding might...
be that the data were collected from young, healthy volunteering soldiers instead of a larger sample with males and females in about 1:1 relation. Many other explanations for such a result might be presented here, but I think that an experienced statistician would likely be a valuable contributor to such – admittedly very rare – events. I think under all circumstances the plan for a follow-up study could be quite a challenge for the responsible physician as well. I’d like to emphasize that from a mathematical viewpoint a real and strong and simple functional relationship (interpolation) is likely to be considered as a very strong scientific revelation, finally. Another important consideration was in the results’ section mentioned and I’d like to address it here: In case of a polynomial of degree k with a sample n=k+1 there will be always an interpolation solution, which is just due to lack of sample size and as such not informative at all. My personal experience indicates very strongly that in cases where n-k coefficients are estimated and two k is at least contained in n-k several times then degenerate interpolation could safely be excluded, however.

In my early professional work life I was once confronted to a study to assess the effect of a substance on the blood pressure and heart rate which did not contain blood pressure as a selection criterion. It seemed to everybody as highly representative for the selected patients. Based on some 150 patients the baseline data showed certain, quite considerably big percentages of hypotonic, normotonic and hypertonic patients. The evaluation of baseline to end of treatment differences showed only a very weak linear trend for the changes of systolic, diastolic blood pressure and heart rate. A second order polynomial showed a clear, statistically highly significant quadratic trend: The hypotonic patients showed increased blood pressure data, normotonic had just data varying around zero and hypertonic patients showed statistically highly significant blood pressure reductions. Sponsor’s headquarter asked me to provide the average blood pressures from the full sample and as I assume - the international medical director - decided not to pursue this substance as the pooled average across hypotensive, normotensive and hypertensive patients was medically relatively small compared to the established hypertensive drugs of this pharmaceutical giant. It is no surprise at all, that a subgroup evaluation of the three blood pressure subgroups clearly indicated that young and middle-aged patients revealed quite small shares of hypertensive patients and patients aged over 60 years had considerable shares of hypertensive patients consistent with published literature of epidemiology. Today, I still judge this as a mistake based on the omnipresent linear thinking of the very company’s headquarter. Finally, I think the examples discussed here are at least some evidence that non-linearity can be present in medical data and the consequences could cause major detrimental damages to financial operations of corporations and by withholding potentially interesting drugs from patients’ unnecessary burden of disease(s).