Prediction of momentum and scalar transport in turbulent swirling flows with an objective Reynolds-stress transport closure
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Abstract The accurate prediction of turbulent swirling flows requires the use of a differential Reynolds-stress transport model to close the time-averaged Navier–Stokes equations. The performance of such model is largely determined by the way in which the fluctuating pressure–strain correlations are approximated. A number of alternative approximations are available, all of which depend explicitly on the mean vorticity tensor. Such dependence renders a constitutive relation inconsistent with the principle of Material Frame Indifference (MFI). In this paper, an objective model (i.e. one which is consistent with MFI) for the pressure–strain correlations is presented. This model, which was developed using Tensor Representation Theory, has fewer terms than the conventional alternatives and is therefore easier to implement in computational codes. Moreover, the model was calibrated to correctly reproduce the relative stress levels in both free and wall-bounded flows without the need to employ wall-damping corrections. The performance of this model is assessed using experimental data from both weakly- and strongly-swirled jets. Comparisons are also made with results obtained using three widely-used alternative models for the pressure–strain correlations. It is found that the objective model, although simpler in formulation than the others, yields results that are generally in closer correspondence with the data. The paper also reports on the prediction of mass transfer in a swirling jet. The case considered was that of a co-axial, strongly-swirled flow with an outer annular air stream and an inner helium jet. Swirl was imparted to the outer stream only. The concentration of helium was predicted using a differential scalar-flux transport closure. Close agreement was obtained with the measured concentrations. Analysis of the predicted mass fluxes revealed that the turbulent diffusivity is strongly anisotropic in this flow.
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1 Introduction

In many flows of practical interest, swirl is imparted to a turbulent jet in order to enhance the level of turbulence activity and thereby increase the rate of transfer of momentum, concentration and temperature between the jet and its surroundings. In gas turbine combustors, for example, the increased mixing rates improve the efficiency of the combustion process and reduce harmful emissions. If the degree of the imparted swirl is sufficiently strong, then the adverse pressure gradients that arise may be sufficient to cause local flow reversal [1]. This has the added advantage of forming regions of slow-moving flow which serves to stabilize the flame.

In a number of recent studies, Large-Eddy Simulations [2] and Direct Numerical Simulations [3, 4] were used to study the patterns of flow and mixing which occur in recirculating swirling flows. Such simulation strategies, while having the potential of becoming practical simulations tools with the rapid advances in computing power, remain somewhat impractical for routine engineering design which still relies on the solution of Reynolds-averaged equations with associated turbulence closures. In
this context, the prediction of the effects of swirl on
turbulent transport of mass and momentum has proved beyond
the capabilities of simple Eddy-viscosity closures and it is
now generally accepted that the accurate prediction of
these effects requires the use of a complete Reynolds-stress
transport closure. If mass transport is present, a model for
the turbulent mass fluxes which is more physically based
than the simple gradient-transport (Fick’s law) model
would be required to accurately capture the effects of swirl
on scalar transport. The combination of models for the
Reynolds stresses and the turbulent scalar fluxes most
likely to be successful in a wide range of complex swirling
flow would therefore appear to be one in which differential
transport equations are solved for each of the six non-zero
components of the Reynolds-stress tensor and for all three
components of the mass fluxes. The equations contain a
number of unknown correlations which require modeling in
terms of known or knowable parameters. For the case of
the Reynolds stresses, amongst these unknown correla-
tions, and perhaps the one that is most difficult to model, is
the long-time correlation between the fluctuating pressure
field at a point and the fluctuating mean rate of strain at the
same point. These are often referred to as the pressure–
strain correlations and their importance in the prediction of
swirling flows has long been recognized. Launder and
Morse [5] were the first to attempt to predict the develop-
ment of a swirling jet with a complete Reynolds-stress
transport model. Their computations, however, produced
results that were the exact opposite of the experimental
observations. Specifically, the spreading rate of the swirl-
ing jet, which is a sensitive indicator of the intensity of
turbulent mixing, was predicted to be smaller than that of
the equivalent, non-swirling jet. Gibson and Younis [6]
traced the problem to the model used for the pressure–strain
correlations and proposed an alternative weighting for
the various components that constitute this model. This
yielded satisfactory results for confined and unconfined
swirling jets. However, the model of [6], in common with
all other models for the pressure–strain correlations used in
the prediction of swirling flows, depended explicitly on the
mean vorticity tensor. This quantity is not ‘objective’ in the
sense that its value depends on the observer’s frame of
reference. Consequently, models which have the vorticity
enter in their formulation are not consistent with the prin-
ciple of MFI and which has yielded good results in the
benchmark case of a flow in a channel rotated about its
spanwise axis [8]. This model is extended here to weakly-
and strongly-swirled flows and is validated by comparisons
with experimental data. The relative performance of this
model is assessed by comparisons with three alternative
pressure–strain models which do not satisfy the require-
ments of MFI. Because swirling flows often involve mixing
between streams of different densities, the model evalua-
tion was conducted using data from a co-axial jet consist-
ing of an inner helium jet and an outer air stream. Swirl
was imparted to the outer stream only and the density
variation was not sufficiently large for buoyancy effects to
be important. The turbulent mass fluxes were computed
using a differential scalar-flux transport model which was
also extended here to swirling flows. The details of the
models used are presented in the next section.

2 Mathematical formulation

The simulations were obtained by solving the three-
dimensional Navier–Stokes equations which, for constant
property steady flows, are written as:

$$\frac{\partial U_i}{\partial x_i} = 0, \quad (1)$$

$$U_j \frac{\partial U_i}{\partial x_j} = \frac{\partial}{\partial x_j} \left( v \frac{\partial U_i}{\partial x_j} - \bar{u}_i \bar{u}_j \right) - \frac{1}{\rho} \frac{\partial p}{\partial x_i}, \quad (2)$$

$$U_j \frac{\partial C}{\partial x_j} = \frac{\partial}{\partial x_j} \left( v \frac{\partial C}{\partial x_j} - \bar{u}_i \bar{c} \right), \quad (3)$$

where $U_i$ is the mean velocity, $C$ is the helium mass frac-
tion, $\bar{u}_i \bar{u}_j$ is the Reynolds-stress tensor and $\bar{u}_i \bar{c}$ is the mass-
flux tensor. Repeated indices imply summation. Both the
weakly- and strongly-swirled jets considered here were
axisymmetric and were thus more conveniently analyzed
using the cylindrical-polar coordinates system. Thus, all
three velocity components ($U$, $V$ and $W$) are finite but the
gradients of all the dependent variables in the circumfer-
tential direction were zero.

The Reynolds stresses were obtained from the solution of
differential transport equations in which they are the
dependent variables. These equations are of the general form:

$$\frac{D \bar{u}_i \bar{u}_j}{Dt} = D_{ij} + P_{ij} + \Phi_{ij} - \epsilon_{ij} \quad (4)$$

In Eq. 4, $D/Dt$ is the total derivative which represents the rate
of transport of $\bar{u}_i \bar{u}_j$ by the mean flow (advection), $D_{ij}$ is the
rate of transport by combined molecular, turbulent and
fluctuating pressure processes (diffusion), $P_{ij}$ is the rate
of production of $\bar{u}_i \bar{u}_j$, $\Phi_{ij}$ is the fluctuating pressure–strain
correlations and $\epsilon_{ij}$ is the rate of dissipation by viscous action.

Springer
The terms \( C_{ij} \) and \( P_{ij} \) are exact and in no need of approximation. Transformation of the \( C_{ij} \) terms to cylindrical-polar coordinates yields a number of non-gradient terms which are treated here in a manner consistent with the requirement of invariance under rotation of coordinates [6]. The turbulent diffusion processes \( D_{ij} \) are collectively modeled using the gradient-transport hypothesis which makes the rate of diffusion of a component of \( \pi_{ij} \) proportional to the gradient of the stress component itself:

\[
D_{ij} = \frac{\partial}{\partial x_k} \left( C_{ij} \frac{\pi_{ij} \partial \epsilon}{\partial x_k} \right) \tag{5}
\]

where \( k \) is the turbulence kinetic energy and \( \epsilon \) is its rate of dissipation. Transformation of the model of Eq. 5 from the Cartesian-tensor form into the cylindrical-polar coordinate systems also produces a number of non-gradient terms. These are implemented as ‘sources’ in the discretized equations and their contributions turn out to be crucial in ensuring the equality of the normal-stress components \( \overline{\nu'}^2 \) and \( \overline{w'}^2 \) on the jet’s axis. Another term requiring approximation is the viscous dissipation term. With the assumption that the turbulence Reynolds number is high (as would be the case in swirling flows away from the wall), the viscous dissipation is considered to be isotropic and hence \( \epsilon_{ij} = 2/3\delta_{ij}\epsilon \). The scalar dissipation was obtained from the solution of the equation:

\[
U_j \frac{\partial \epsilon}{\partial x_j} = \frac{\partial}{\partial x_k} \left( C_{ij} \frac{\pi_{ij} \partial \epsilon}{\partial x_k} \right) + \frac{\epsilon}{k} (C_2 P_k - C_2 \epsilon) \tag{6}
\]

where \( P_k = \frac{\pi_{ij} \partial U_i}{\partial x_j} \) is the rate of production of turbulence kinetic energy. The coefficients in Eq. 6 were assigned their usual values viz. \( C_1 = 0.18, C_{1r} = 1.45 \) and \( C_{2r} = 1.90 \). The fluctuating pressure–strain correlations \( \Phi_{ij} \) have the form:

\[
\Phi_{ij} = \frac{p'}{\rho} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) \tag{7}
\]

As was already mentioned in the Sect. 1, a number of alternative models for \( \Phi_{ij} \) exit and all have in common the assumption that \( \Phi_{ij} \) depends the turbulence anisotropy \( b_{ij} \), its invariants (usually only the second invariant \( I_2^b \)), the mean rate of strain tensor \( S_{ij} \) and the mean vorticity tensor \( W_{ij} \), thus:

\[
\Phi_{ij} = f(b_{ij}, b_{ij} b_{ij}, S_{ij}, W_{ij}) \tag{8}
\]

where

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right)
\]

\[
W_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} - \frac{\partial U_j}{\partial x_i} \right)
\]

\[
b_{ij} = \frac{\pi_{ij} \partial \epsilon}{\pi_{ij} \partial \epsilon} - \frac{1}{3} \delta_{ij}
\]

\[
I_2^b = b_{ij} b_{ij}
\]

The representation theorems for isotropic symmetric tensor-valued functions of symmetric tensors by [9] provide the necessary tensor generators and their coefficients for the representation of \( \Phi_{ij} \) according to the dependencies of Eq. 8 [10]. The result is:

\[
\Phi_{ij} = -(C_1 \epsilon + C_1^* P_k) b_{ij} + C_2 \epsilon \left( b_{ik} b_{ij} - \frac{1}{3} b_{ik} b_{ij} \delta_{ij} \right)
\]

\[
+ (C_3 - C_3^* I_2^b) k S_{ij}
\]

\[
+ C_4 k \left( b_{ik} S_{jk} + b_{jk} S_{ik} - \frac{2}{3} b_{ij} S_{ij} \delta_{ij} \right)
\]

\[
+ C_5 k (b_{ik} W_{jk} + b_{jk} W_{ik}) \tag{10}
\]

As already mentioned, the presence of the vorticity in Eq. 8 renders the model for \( \Phi_{ij} \) inconsistent with the principle of Material Frame Indifference (MFI) since the vorticity itself is not independent on the frame of reference used to define it. The most direct way of conforming the model to the principle of MFI is therefore by excluding \( W_{ij} \) from Eq. 8 and then applying the representation theorem of [9] with the now smaller list of dependencies. The outcome of this process is an expression similar to that of Eq. 10 except that the coefficient \( C_5 \), which provides the weighting for the vorticity-dependent contribution, would be zero. This was done in [11]. The final result is a simpler model with one less coefficient to determine. Moreover, by setting the coefficient \( C_5 \) to 0.8, the model reduces to an expression which satisfies exactly the result from Rapid Distortion Theory for homogeneous turbulence subjected to sudden distortion. The remaining coefficients of the objective model are determined, as usual, by matching the relative stress levels implied by the model equations to values obtained by experiments on homogeneous and non-homogeneous flows with and without shear. This was done in [8] and the resulting values that are appropriate to the objective-model coefficients are listed in Table 1. The model based on these coefficients will hereafter be referred to as ‘DY’. Table 1 also gives the values of the coefficients appropriate to the three most widely used models, namely the two models of Launder et al. [12] (LRR1 and the truncated version LRR2 which is also referred to as the Isotropization-of-Production model) and that of Speziale et al. [10].

When applied in confined flows, both of the LRR models require corrections to compensate for the excessive

| Model  | \( C_1 \) | \( C_1^* \) | \( C_2 \) | \( C_3 \) | \( C_3^* \) | \( C_4 \) | \( C_5 \) |
|--------|----------|----------|----------|----------|----------|----------|----------|
| DY     | 4.0      | 2.0      | 0        | 0.8      | 2.0      | 0.6      | 0        |
| LRR1   | 3.0      | 0.0      | 0        | 0.8      | 1.75     | 1.31     |          |
| LRR2   | 3.6      | 0.0      | 0        | 0.8      | 1.20     | 1.20     |          |
| SSG    | 3.4      | 1.8      | 4.2      | 0.8      | 1.3      | 1.25     | 0.4      |
weighting given to data from homogeneous flow in local equilibrium in determination of the models’ coefficients. This correction involves the use of a ‘wall-damping’ function whose specification can become problematic in complex geometries. In the present computations, the corrections used in conjunction with the LRR models are those proposed by [13]. In contrast, neither the SSG nor the DY models requires the use of such corrections as their coefficients were determined with reference to more recent data on relative stress levels in wall-bounded flows and from flows which are removed from local equilibrium.

The turbulent mass fluxes were also obtained from the solution of differential transport equations in which they are the dependent variables. These equations are of the general form:

\[
\frac{D\pi_{\tau}}{Dt} = \frac{\partial}{\partial x_k} \left( C_e \frac{k}{\mu_k} \frac{\partial \pi_{\tau}}{\partial x_k} \right) + P_{ic,1} + P_{ic,2} + \pi_{ic} \tag{11}
\]

where the diffusion coefficient \( C_e \) is taken equal to 0.15 [14]. The terms on the right-hand side of Eq. 11 represent, respectively: turbulent diffusion modeled along the lines of Daly and Harlow’s gradient-transport hypothesis, production of \( \pi_{\tau} \) due to mean-concentration gradients, production due to mean-velocity gradients and the fluctuating pressure–concentration-gradients correlations. As is usual for high turbulence Reynolds number flows, the viscous dissipation term was neglected.

The production terms require no approximation and are given by:

\[
P_{ic,1} = -\frac{\bar{u}_i \bar{c}}{\bar{c}_k} \tag{12}
\]

\[
P_{ic,2} = -\frac{\bar{u}_i \bar{c}^{\prime} \bar{c}^{\prime}}{\bar{c}_k} \tag{13}
\]

The fluctuating pressure–concentration-gradients correlations were modeled as the sum of two terms one of which accounts for the purely turbulent interactions and another

\[
\pi_{ic} = \pi_{ic,1} + \pi_{ic,2} \tag{14}
\]

where

\[
\pi_{ic,1} = -C_{1c} \frac{\epsilon}{\mu_c} \tag{15}
\]

\[
\pi_{ic,2} = -C_{2c} \bar{p}_{ic} \tag{16}
\]

Following [14], \( C_{1c} \) is taken as 2.85 and \( C_{2c} \) as 0.55.

The governing equations, transformed into cylindrical-polar coordinates, were solved using a finite-volume method. The SIMPLE algorithm was used to couple the solution of the continuity and momentum equations. The computational method utilizes a staggered grid to ensure, on one hand, that the iterative solution of the three momentum equations and the pressure did not produce checker-board oscillations and, also, to ensure that no instabilities developed due to uncoupling between the momentum equations and the relevant shear-stress components. Spatial discretization of the advection and diffusion terms was achieved with the second-order accurate

![Fig. 1 Definitions and coordinates of free swirling jet](image1)

![Fig. 2 Predicted and measured streamwise variation of a centerline axial velocity, b maximum swirl velocity, c jet half-width. ooooo; experimental data; ----: DY; -------: LRR1; - - - - -: LRR2; - - - - -: SSG](image2)
QUICK scheme [15] applied to all the dependent variables. The iterative solution of the equations proceeded from assumed initial conditions until the normalized sum of the residuals of all variables fell to below $10^{-3}$.

The numerical accuracy of the predictions were assessed in two different ways: by overlaying the predictions obtained with successively finer grids and noting the differences between them and, more quantitatively, by using the Grid-Convergence Index (GCI) method. The method is explained in detail in [16] and the steps involved in its implementation are listed in the Appendix. The method involves the determination of an index and an associated error bar which quantifies the numerical uncertainty that is present in the solutions obtained with a particular grid (typically the finest grid). The method involves comparisons between the solutions obtained with three different grids, and then by using the theory of generalized Richardson extrapolation. The details can be found in the original reference and the results obtained with this method for the case of the strongly-swirled jet are presented in the next section.

3 Results and discussion

3.1 Weakly-swirled free jet

The flow considered is that of an axisymmetric jet discharged into stagnant surroundings (Fig. 1). Swirl is imparted at the origin and the swirl number $S$ (defined as the ratio of the tangential to the axial momentum fluxes)
was equal to 0.4. This is sufficiently small for the swirling flow to remain unidirectional with no flow reversal. The computations were started at distance \(x/D = 0.5\) from measured profiles of mean velocities and turbulent stresses. A total of 34 nodes were used in the cross-stream direction. The grid was allowed to expand in the direction of flow so as to exactly match the physical width of the jet. The streamwise grid spacing was limited to 2% of the local shear-layer width. Iterations were performed at each forward step to ensure that all governing equations were simultaneously satisfied.

Figure 2 shows the development of bulk flow parameters with streamwise distance. The maximum values of both the streamwise velocity \((U)\) and the swirl velocity \((W)\) decay very rapidly under the effect of increased turbulence mixing due to swirl while the jet’s half width (defined as the distance from the centerline to the location where \(U = 0.5 \ U_{max}\)) increases as the jet expands by vigorous entrainment of the surrounding fluid. The DY and the SSG models come closest to predicting the measured behavior. Note, in particular, the early stages of the jet’s development where the LRR models fail to capture the rapid decrease in maximum velocities in response to the adverse axial pressure gradient. The DY and the SSG models also comes closest to predicting the cross-stream distribution of the axial and swirl velocities, as can be seen in Figs. 3 and 4. The predicted and measured normal stresses are compared in Figs. 5, 6, 7. Here, too, it is evident that both the DY and SSG models obtain better predictions of the normal stresses across the entire shear...
layers. This is most notable in the near-field zone where the effects of swirl are most intense. Further downstream, at \( x/D = 10 \), all model yield approximately similar predictions as the jet evolves closer to the non-swirling asymptotic state. The predicted and measured profiles of \( \overline{w^2} \) are compared in Fig. 8. This component of shear stress does not enter into the momentum equations in this axisymmetric, boundary-layer-like flow. Its importance, however, is that it appears in the expressions for \( U_{ij} \) and hence errors in its prediction are reflected in computed levels of the shear stress components \( \overline{uw} \) and \( \overline{vw} \). Indeed, the incorrect results obtained by Launder and Morse [5] were directly due to their predicted values of \( \overline{w^2} \) being predominantly negative while the measurements showed these to be positive. Figure 8 shows the extent of this problem in both the LRR models. It also shows that the DY model results comes closest to matching the measured behavior especially close to the jet’s axis where the errors in the other models’ results are most significant. The predicted and measured profiles of \( \overline{uw} \) and \( \overline{vw} \) are compared with the measurements in Figs. 9 and 10, respectively. It is again clear that the DY and SSG model yield distinctly better results than the LRR models. The shear-stress component \( \overline{uw} \) enters the momentum equations via the radial diffusion term for U-momentum. The higher values of this component predicted with the SSG and DY models are consistent with the faster spreading rates and decay of maximum axial velocity observed Fig. 2.
3.2 Strongly-swirled confined jet

The data used for the strongly-swirled test case are from the confined-flow experiments of So et al. [17]. Air was introduced into a circular chamber of radius $R = 62.5$ mm through a co-axial nozzle at inlet. Swirl was introduced to the outer stream via guide vanes (Fig. 11). The inner stream was non-swirling and this effectively prevented flow reversal along the centerline even though the swirl number was high ($S = 2.25$). Comparisons are also made with data from the experiments of Ahmed and So [18] in which helium formed the inner non-swirling jet while the outer swirling stream was air. Measurements of mean concentration were reported and these will be used to verify the present differential transport model for the turbulent scalar fluxes.
The inlet conditions were specified at $x/D_j = 3.0$. This is the first location downstream from the inlet where experimental data were available (Fig. 12).

To check numerical discretization errors, computations were performed on three different grids having $50 \times 50$, $62 \times 62$ and $74 \times 74$ nodes in the streamwise and radial directions. The results for the radial distribution of swirl velocity are shown in Fig. 13. It is very clear that the truncation errors that remain in the $74 \times 74$ grid are quite small throughout the length of the computation domain with the maximum values occurring close to the exit. A more quantitative indication of grid dependence in the results is shown in Fig. 14. Plotted there is the predicted variation of centerline axial velocity with distance as obtained with the $74 \times 74$ grid. Superimposed on the results are error bars which represent the numerical errors as estimated with the Grid Convergence Index method. The errors are clearly within acceptable bounds and do not present a plausible explanation for the observed wide departure between predictions and measurements. It is worth noting in this context that a closer agreement with the measurements is obtained by using a very coarse grid ($24 \times 24$) but the numerical errors present were quite substantial. The predicted and measured axial velocity profiles are compared in Fig. 15. The results, which are presented for all the axial stations for which measurements have been reported, show a remarkably unchanging profile characterized by essentially constant centerline velocity, a momentum deficit (a wake) at a radial location which corresponds to the radius of the co-axial nozzle and a uniform outer flow. All models for $U_{ij}$ manage to reproduce the main features of the axial flow though they appear to underestimate the extent of the wake. The swirl velocity profiles are compared in Fig. 16. The swirl, which was initially introduced only to the outer flow, is seen to diffuse toward the jet’s axis where the flow appears to be in solid-body rotation. The predicted and measured profiles of axial and tangential turbulence intensities are compared in Figs. 17 and 18. The LRR models overestimate the axial intensity near the outer walls of the confining chamber despite the use...
of a wall-reflections model. In contrast, both the SSG and DY models obtain better predictions near the wall and throughout the rest of the flow. In contrast, none of the models tested succeeds in predicting the measured values of $u_w$; as can be seen from Fig. 19. Except close to the wall, where the models yield values that are of the same order as the measurements, the predicted values are two orders of magnitude lower than the measurements. No satisfactory explanation can be found for such large discrepancy. The stress component $u_w$ enters into the axial diffusion of the swirl velocity and the W-profiles in Fig. 16 do not suggest a mis-match between measurements and predictions of the extent shown. It should also be noted that the measured values of $u_w$ appear to reach a maximum on the centerline when in fact they should be tending to zero there.

Predicted and measured cross-stream profiles of mean concentration are compared in Fig. 20. In the present simulations, the helium mass fraction is treated as a passive scalar and therefore variable-density effects are not taken into consideration. Ahmed and So [18] show from analysis of their measurements that the buoyancy effects associated with the helium jet are negligible and do not in any way influence the subsequent flow development downstream of the exit nozzle. The most striking feature of the distribution in Fig. 20 is the rapid trend in helium concentration to zero outside of the core region. Ahmed and So [18] comment on the absence of migration of helium particles from the inner non-swirling jet, toward the outer stream. This is also apparent in the predictions of the mass-flux components $u_c$ and $v_c$, shown in Figs. 21 and 22. No measurements of these quantities are available for comparison. While predictions with the simple gradient-transport model (Fick’s law) for the turbulent scalar fluxes were not obtained, it is nevertheless instructive to analyze the present results to determine the implications of the use of such a model. A key assumption in Fick’s law is that the turbulent diffusivity is an isotropic quantity which is proportional to the eddy viscosity via a constant Schmidt number ($S_c$). Since the turbulent mass fluxes were obtained here from the solution of their own differential transport equations, it is possible to test this assumption by examining the ratio:

$$S_c = \frac{\overline{u_C} / (\partial C / \partial x)}{\overline{v_C} / (\partial C / \partial r)}$$

The results are shown in Fig. 23. Departures of the ratio $\sigma_c / \sigma_r$ from unity signify anisotropy effects. These effects are clearly very significant throughout the development length and across the entire radial extent of the flow. Recently developed algebraic scalar-flux models (e.g. [19, 20]) are capable of obtaining anisotropic turbulent diffusivities and thus have the potential of obtaining predictions that are comparable to those of the scalar-transport closure.
Fig. 17 Predicted and measured cross-stream profiles of streamwise turbulence intensity $\sqrt{u^2}$ obtained with different pressure–strain models. Symbols are as in Fig. 2.

Fig. 18 Predicted and measured cross-stream profiles of circumferential turbulence intensity $\sqrt{w^2}$ obtained with different pressure–strain models. Symbols are as in Fig. 2.

Fig. 19 Predicted and measured cross-stream profile of shear-stress component $\tau_{\text{w}}$ obtained with different pressure–strain models. Symbols are as in Fig. 2.

Fig. 20 Predicted and measured cross-stream profile of concentration.

Fig. 21 Predicted cross-stream profile of scalar flux $\overline{u c}$.
4 Conclusions

Experimental data from weakly- and strongly-swirled turbulent jets were used to assess the performance of a model for the pressure–strain correlations which satisfies the principle of Material Frame Indifference. The model is simpler than others of its category and, moreover, has been calibrated so as not to require the use of wall-damping functions. In order to put the model’s performance in proper perspective, comparisons were also made with three other pressure–strain models. The new model was found to produce overall fairly good results for both weakly- and strongly-swirled cases. In the latter, which involved co-axial jets with swirl imparted to the outer stream, the new model’s ability to capture the effects of a solid wall on the turbulence intensity close to it without the use of wall damping was clearly demonstrated. Predictions were also obtained for the case of a non-swirling helium jet discharged into an outer, swirling, air stream. The turbulent mass fluxes were computed by using a differential flux transport model used in conjunction with the objective model for pressure–strain correlations. Good predictions were obtained for the profiles of mean concentration. Analysis of the predicted scalar fluxes showed turbulent diffusivities that were strongly anisotropic.
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Appendix: Grid convergence index

The steps involved in obtaining the Grid Convergence Index used above to quantify the numerical uncertainties in the predictions are as follows:

1. Generate three different grids and calculate the grid refinement factors:

\[
\begin{align*}
    r_{21} &= \left(\frac{N_1}{N_2}\right)^{\frac{1}{3}} \\
    r_{32} &= \left(\frac{N_1}{N_3}\right)^{\frac{1}{3}}
\end{align*}
\]

where \(N\) refers to the number of cells in a fine grid \((N_1)\), medium grid \((N_2)\) or coarse grid \((N_3)\) and \(r\) refers to the grid-refinement factors for the fine-medium grids \(r_{21}\) and the medium-coarse grids \(r_{32}\).

2. Calculate the differences in one or more key flow variables resulting from the use of the different grids:

\[
\begin{align*}
    e_{21} &= \frac{\phi_2 - \phi_1}{\phi_1} \\
    e_{32} &= \frac{\phi_3 - \phi_2}{\phi_2}
\end{align*}
\]

In the present study the key variables \(\phi\) were chosen to be the cross-stream profiles of mean axial velocity, and the ratio of the axial velocity at the centerline \(U_c\) and the centerline velocity at the inlet plane \(U_0\) in a fine grid \((U_0)\), medium grid \((U_2)\) or coarse grid \((U_3)\).

3. Calculate the apparent order \(p\) using fixed-point iteration:

\[
p = \frac{1}{\ln r_{21}} \left[ \ln \left| \frac{e_{32}}{e_{21}} \right| + q(p) \right]
\]

\[
q(p) = \ln \left( \frac{r_{21}^p - s}{r_{32}^p - s} \right)
\]

\[
s = \text{sign} \left( \frac{e_{32}}{e_{21}} \right)
\]

4. Calculate the approximate relative error:

\[
e_{rel} = \left| \frac{\phi_1 - \phi_2}{\phi_1} \right|
\]

5. Calculate the fine grid converge index:

\[
GCI_{21} = \frac{1.25e_{rel}}{r_{21}^p - 1}
\]
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