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Abstract. Edge caching has received much attention as a promising technique to overcome the stringent latency and data-hungry challenges in the future generation wireless networks. Meanwhile, full-duplex (FD) transmission can improve the spectral efficiency by allowing a node to receive and transmit on the same frequency band simultaneously. In this paper, we investigate the delivery time performance of a cache-aided FD system, in which an edge node, operates in FD mode, serves users via wireless channels and is equipped with a cache memory. Firstly, we derive a closed-form expression for the average delivery time by taking into account the uncertainties of both backhaul and access wireless channels. The derived analysis allows the examination of the impact of the key parameters, e.g., cache size and transmit power. Secondly, a power optimization problem is formulated to minimize the average delivery time. To deal with the non-convexity of the formulated problem, we propose an iterative optimization algorithm based on the bisection method. Finally, numerical results are presented to demonstrate the effectiveness of the pro-
posed algorithm, which can significantly reduce the delivery time compared to the FD reference and the half-duplex counterpart.
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1 Introduction

Among potential technology enablers to tackle the stringent latency and data-hungry challenges in future wireless networks, edge caching has received much attention. By prefetching content close to end users at the edge node’s local storage, edge caching can significantly reduce transmission latency and backhaul’s traffic since the edge node (EN) can directly serve the users’ demands without transferring the data from the core network [1]. Joint design for content caching and physical layer has attracted much attention recently. The main idea is to take into account the cached content at the ENs when designing the signal transmission to reduce costs on both access and backhaul links. Since some (parts of) requested files are available in the EN’s cache, proper design is required for content selection combined with broad/multi-cast transmission design to improve the system performance, including energy efficiency [2,3], throughput-outage tradeoff [4], and delivery time [5–8]. The performance of cache-aided wireless networks can be further improved by joint optimization of caching along with routing and resource allocation [9].

Meanwhile, full-duplex (FD) has shown great potential as the transmission technique for the next generation wireless networks [10,11]. Thanks to recent developments in the self-interference cancellation, FD can potentially double the spectral efficiency by allowing a node to transmit and receive signals at the same resource block simultaneously [12]. Despite the cache-aided HD system has been well studied in the literature, the investigation on cache-aided FD systems is limited. The authors of [13] show that cache-aided FD small cell networks can provide cache hit enhancements compared to the HD systems. Therein, by modeling the base stations and users as a coupled Poisson point process (PPP) with the edge nodes, coverage probability and successful deliv-
In this paper, we analyse the delivery time performance of a cache-aided FD system. We first derive a closed-form expression for the average delivery time over the wireless channel uncertainties. The derived closed-form allows us to study the contributions of the key parameters, e.g., cache size and transmit power. Next, we formulate a power optimization problem to minimize the delivery time. Since the formulated problem is non-convex, we propose an iterative optimization algorithm based on the bisection method. Numerical results verify the accuracy of our analysis and show a significant delivery time reduction compared to the FD benchmark and the half-duplex counterpart.

The rest of this paper is organized as follows. Section 2 presents the system model and the caching strategies. Section 3 analyses the average delivery time. Section 4 minimizes the system delivery time. Section 5 shows numerical results. Finally, Section 6 concludes the paper.
2 System Model

We consider a cache-aided FD system, in which an EN, operating in FD mode, serves \( K \) users via wireless channels, as depicted in Fig. 1. The EN connects to the core network via a wireless backhaul access point (WAP), e.g., macro base station. The users can only access data via the EN, i.e., there is no direct link between the users and the WAP. The WAP is assumed to have access to a library of \( N \) contents, denoted by \( \mathcal{F} = \{ F_1, \ldots, F_N \} \). Without loss of generality, all contents are assumed to have equal size of \( Q \) bits. To leverage the backhaul during peak-hours, the EN is equipped with a storage memory of \( MQ \) bits, where \( M < N \).

2.1 Content Popularity and Caching model

We consider the most popular content popularity model, i.e., the Zipf-based distribution. The probability for file \( F_n \) being requested is equal to

\[
q_n = C^{-1} n^{-\alpha},
\]

where \( C = \sum_{m=1}^{N} m^{-\alpha} \) and \( \alpha \) is the Zipf skewness factor.

We consider a generic caching policy \( c = [c_1, \ldots, c_N] \), where \( c_n \in [0, 1] \) denotes portions of file \( F_n \) cached at the EN. In order to meet the memory constraint, it must hold that \( \sum_{n=1}^{N} c_n \leq M \). The motivation behind the generic
caching policy is that it allows the study of different caching strategies. Two typical use cases are Zipf-based (most popular) caching and uniform caching. In the latter, we have $c_{\text{UNI}} = [\frac{M}{N}, \ldots, \frac{M}{N}]$, while in the former, we have $c_{\text{Zip}} = [1, \ldots, 1, 0, \ldots, 0]$.

2.2 Signal Transmission Model

We assume that the WAP is equipped with $L$ antennas, while the EN and users are equipped with a single antenna [13,18]. Denote $\mathbf{h} = \sqrt{G_1} \mathbf{h} \in \mathbb{C}^{1 \times L}$ as the channel coefficients of the backhaul link, where $G_1$ is the path-loss degradation and $\mathbf{h}$ is the small-scale fading, whose elements are independent and identically distributed (i.i.d.) complex Gaussian random variables with zero-mean and unit variance. Let $\bar{g}_k = \sqrt{G_{2,k}} g_k$ denote the channel coefficient between the EN and user $k$, where $G_{2,k}$ is the pathloss from the EN to user $k$, and $g_k$ is the fading coefficient, which is complex Gaussian random variable with zero-mean and unit variance. The $K$ users are served by the time division multiple access (TDMA), in which each user is consecutively active in $\frac{T}{K}$, where $T$ is the coherence time. Therefore, there is no inter-user interference. However, since the EN operates in FD mode, there exists self-interference at the EN.

When user $k$ requests a content, it sends the content index to the EN. The EN first checks its local cache. If (parts of) the requested content is available in the cache, it serves the user directly. Otherwise, the EN will receive the non-cached parts from the WAP via the wireless backhaul before serving the user. Let $d_k, \forall k$, denote the file index requested by user $k$ and denote $\bar{F}_{d_k}$ as parts of file $F_{d_k}$ which are available at the EN’s cache. Denote $\tilde{F}_{d_k} = F_{d_k} - \bar{F}_{d_k}$ as the non-cached parts which will be sent from the WAP. Furthermore, denote $x_{1,k}$ and $x_{2,k}$ as the modulated signal of $\tilde{F}_{d_k}$ and $\bar{F}_{d_k}$, respectively. A transmission session consists of two time slots (TS). In the first TS, the EN transmits $x_{2,k}$ to user $k$ while receiving $x_{1,k}$ from the WAP. In the second TS, the EN forwards $x_{1,k}$ to user $k$. The received signal at the EN, $y_{1,k}$, and at user $k$ in the first
TS, $y^{(1)}_{2,k}$, is given as:

$$
y^{(1)}_{1,k} = \sqrt{P_1} \mathbf{h} \mathbf{w}^T x_{1,k} + \sqrt{P_2} \mathbf{h}_{SI} x_{2,k} + n_{1,k},$$

$$
y^{(1)}_{2,k} = \sqrt{P_2} \mathbf{g}_k x_{2,k} + n^{(1)}_{2,k},$$

where $P_1, P_2$ are the transmit power at the WAP and the EN, respectively, $\mathbf{w}$ is the precoding vector for the backhaul link, $\mathbf{h}_{SI}$ is the self-interference channel at the EN, $n_{1,k}$ and $n^{(1)}_{2,k}$ are Gaussian noises with zero-mean and variance $\sigma^2$.

In order to decode for $x_{1,k}$, the EN performs interference cancellation since $x_{2,k}$ is known. After interference cancellation, the residual interference power is $\eta P_2$, where $\eta$ is a constant\footnote{Considering a random model of $\eta$ is left for future work.} depending on the cancellation efficiency [18,19].

In the second TS, the EN forwards $x_{1,k}$ to the user. The received signal at user $k$ in the second TS is $y^{(2)}_{2,k} = \sqrt{P_2} \mathbf{g}_k x_{1,k} + n^{(2)}_{2,k}$. The effective achievable rate for user $k$ on the backhaul link and access link are given, respectively, as

$$
R_{1,k} = \frac{B}{K} \log_2 \left( \frac{1 + \frac{P_1 G_1 |\mathbf{h} \mathbf{w}^T|^2}{\eta P_2 + \sigma^2}}{} \right),
$$

$$
R_{2,k} = \frac{B}{K} \log_2 \left( \frac{1 + \frac{P_2 G_2, k |g_k|^2}{\sigma^2}}{} \right).
$$

### 3 Delivery time analysis

In this section, we analyse the average delivery time for the requested content over the fading channels. Because the library size is usually large compared to the number of users, it is highly probable that the users request different contents. Since the analysis for the users are similar, we drop the user subscript $k$ for simplicity and use $R_1, R_2, G_2$ instead of $R_{1,k}, R_{2,k}, G_{2,k}$, respectively. The average delivery time is calculated as

$$
T = \sum_{n=1}^{N} \bar{T}_n q_n,
$$
where \( q_n \) is given in (1) and \( \bar{T}_n \) is the average delivery time (over the fading channels) when requesting file \( F_n \), which is computed as follows:

\[
\bar{T}_n = \mathbb{E}_{h,g}[T_n(h, g)],
\]

where \( T_n(h, g) \) is the (instantaneous) delivery time of file \( F_n \), which depends on the instantaneous channel fading coefficients.

The instantaneous delivery time consists of two parts corresponding to two TSs discussed in Section 2.2. Note that \( c_nQ \) bits (corresponding to signal \( x_{2,k} \)) of the requested file are available at the EN, and the BS needs to send the remaining \( (1-c_n)Q \) bits (corresponding to signal \( x_{1,k} \)). By employing the FD mode, the EN transmits \( c_nQ \) bits to the user while receiving \( (1-c_n)Q \) bits from the WAP during the first TS. Therefore, the instantaneous delivery time is calculated as

\[
T_n(h, g) = \max \left( \frac{(1-c_n)Q}{R_1}, \frac{c_nQ}{R_2} \right) + \frac{(1-c_n)Q}{R_2} \tag{4}
\]

where \( T_n^{(1)}(\gamma_1, \gamma_2) = \max \left( \frac{(1-c_n)QK}{B \log_2(1+\gamma_1)}, \frac{c_nQK}{B \log_2(1+\gamma_2)} \right), T_n^{(2)}(\gamma_2) = \frac{(1-c_n)QK}{B \log_2(1+\gamma_2)} \), \( \gamma_1 = \frac{P_1 G_1 |h|^2}{\gamma_2 P_2 + \sigma^2} \) and \( \gamma_2 = \frac{P_2 G_2 |g|^2}{\sigma^2} \).

Define \( \gamma_2^* = (1 + \gamma_1) \frac{c_n}{c_n - 1} - 1 \), we can further express the delivery time \( T_n^{(1)}(\gamma_1, \gamma_2) \) as follows:

\[
T_n^{(1)}(\gamma_1, \gamma_2) = \begin{cases} 
\frac{(1-c_n)QK}{B \log(1+\gamma_1)} & \text{if } \gamma_2 \geq \gamma_2^* \\
\frac{c_nQK}{B \log(1+\gamma_2)} & \text{if } \gamma_2 < \gamma_2^* 
\end{cases} \tag{5}
\]

In order to compute \( \bar{T}_n \) in (3), we first need to know the probability density function (pdf) of \( \gamma_1 \) and \( \gamma_2 \). Under the Rayleigh fading, it is straightforward to see that \( \gamma_2 \) follows an exponential distribution with the pdf \( f_{\gamma_2}(x) = \exp(-x/\gamma_2)/\gamma_2 \), where \( \gamma_2 = \frac{P_2 G_2}{\sigma^2} \). Under the maximum ratio transmission (MRT) precoding, i.e., \( w = h^* \), where \( ()^* \) denotes the conjugate, we can ver-
ify that $\gamma_1$ follows a Gamma distribution with the pdf $f_{\gamma_1}(x) = \frac{x^{L-1}e^{-x}}{\gamma_1^L B(L)}$, where $\gamma_1 = P_1 G_1/\sigma^2$ and $I(x)$ is the Gamma function.

Given the pdf of $\gamma_1,\gamma_2$, we can calculate the average delivery time as

$$\bar{T}_n = E_{h,g}[T_n(h,g)]$$
$$= E_{\gamma_1,\gamma_2}[T_n^{(1)}(\gamma_1, \gamma_2) + T_n^{(2)}(\gamma_2)]$$
$$\overset{(a)}{=} E_{\gamma_1,\gamma_2}[T_n^{(1)}(\gamma_1, \gamma_2)] + E_{\gamma_2}[T_n^{(2)}(\gamma_2)],$$

(6)

where $(a)$ is because $T_n^{(2)}(\gamma_2)$ depends only on $\gamma_2$.

By using (5) while noting that $\gamma_2^*_{\gamma}$ is a function of $\gamma_1$, we have:

$$\bar{T}_n^{(1)} = \int_{\gamma_1=\gamma_{\text{min}}}^{+\infty} \left( \int_{\gamma_{\text{min}}}^{\gamma_2^*} T_n^{(1)}(\gamma_1, \gamma_2) + \int_{\gamma_2^*}^{\gamma_2} T_n^{(1)}(\gamma_1, \gamma_2) \right)$$
$$\times f_{\gamma_2}(\gamma_2) d\gamma_2 f_{\gamma_1}(\gamma_1) d\gamma_1$$
$$= \int_{\gamma_1=\gamma_{\text{min}}}^{+\infty} \left( \int_{\gamma_{\text{min}}}^{\gamma_2^*} \frac{c_n KQ \Gamma(B \log(1 + \gamma_2) - \gamma_2)}{\gamma_2} \right) f_{\gamma_1}(\gamma_1) d\gamma_1$$
$$\overset{(7)}{=} \int_{\gamma_1=\gamma_{\text{min}}}^{+\infty} \left( \int_{\gamma_{\text{min}}}^{+\infty} \left( 1 - c_n \right) \frac{QK \Gamma(B \log(1 + \gamma_2) - \gamma_2)}{\gamma_2} \right) f_{\gamma_1}(\gamma_1) d\gamma_1,$$

where $\gamma_{\text{min}}$ is the minimum signal to noise ratio that the system can operate reliably (depending on modulation and coding scheme).

After some algebraic manipulations, we can express

$$\bar{T}_n^{(1)} = \int_{\gamma_1=\gamma_{\text{min}}}^{+\infty} (\Psi_1(\gamma_1, \gamma_2) + \Psi_2(\gamma_1)) d\gamma_1,$$

(8)

where

$$\Psi_2(\gamma_1) = \frac{\left(1 - c_n\right) Q K \gamma_1^{L-1} e^{-\frac{\gamma_1}{\gamma_2}} (\gamma_1 + 1)^{-\frac{\gamma_2}{\gamma_1}}}{B \gamma_1^L \Gamma(L) \log(1 + \gamma_1)}$$

and

$$\Psi_1(\gamma_1, \gamma_2) = \frac{c_n K Q \gamma_1^{L-1} e^{-\frac{\gamma_1}{\gamma_2}}}{B \gamma_1^L \Gamma(L) \log(1 + \gamma_1)} \left( \int_{\gamma_{\text{min}}}^{+\infty} \frac{\gamma_2^* e^{-\frac{\gamma_2^*}{\gamma_2}}}{\gamma_2 \log(1 + \gamma_2)} d\gamma_2 \right).$$
Similarly, we can compute $\bar{T}_n^{(2)}$ as

$$\bar{T}_n^{(2)} = \int_{\gamma_{\text{min}}}^{+\infty} \frac{(1 - c_n)QK e^{-\frac{\gamma_2}{2}}}{\gamma_2 B \log(1 + \gamma_2)} d\gamma_2. \quad (9)$$

Substituting (8) and (9) into (6) and then into (2), we can obtain the average delivery time by using numerical integration method. Based on the derived formula, impacts of the key system parameters, e.g., transmit power and cache size, can be inferred directly.

4 Delivery time minimization

In this section, we aim at optimizing the transmit power to minimize the delivery time. Since the optimization for one user is independent from others, we drop the user index for simplicity. Denote $p_1$ as the transmit power of the WAP, and $p_2, p_3$ as the transmit power of the EN in the first and second time slots, respectively. Then the delivery time$^2$ is expressed as follows:

$$T_n(h, g) = \max \left( \frac{K_1}{\log(1 + \frac{p_1 G_1 h w^2}{\eta p_2 + \sigma^2})}, \frac{K_2}{\log(1 + \frac{p_2 G_2 |g|^2}{\sigma^2})} \right)$$

$$+ \frac{K_1}{\log(1 + \frac{p_3 G_2 |g|^2}{\sigma^2})}, \quad (10)$$

where $K_1 \triangleq \frac{(1 - c_n)QK}{B}$ and $K_2 \triangleq \frac{c_n QK}{B}$.

The delivery time minimization problem can be formulated as follows:

$$\begin{align*}
\text{minimize} & \quad T_n(h, g) \\
\text{s.t.} & \quad p_1 \geq P_1; \quad p_2, p_3 \leq P_2,
\end{align*} \quad (11)$$

where $P_1$ and $P_2$ are the maximum transmit power at the WAP and the EN, respectively.

$^2$ The computation time is assumed to be negligible.
In order to deal with the max function in $T_n(h, g)$, we introduce an arbitrary positive variable $t$ and equivalently reformulate problem (11) as follows:

$$
\min_{t, \{p_i\}_{i=1}^3} t + \frac{K_1}{\log(1 + \frac{p_3 G_2 |g|^2}{\sigma^2})} 
$$

s.t. $K_1 \leq t \log \left(1 + \frac{p_3 G_1 |hw|^2}{\eta p_2 + \sigma^2}\right)$  \hspace{1cm} (12a)

$$
K_2 \leq t \log \left(1 + \frac{p_2 G_2 |g|^2}{\sigma^2}\right) \hspace{1cm} (12b)
$$

$$
p_1 \leq P_1; \ p_i \leq P_2, i = 2, 3. \hspace{1cm} (12c)
$$

The equivalence between (12) and (11) can be verified since the equalities in (12a) and (12b) hold at the optimum. Because $p_3$ appears only in constraint (12c) and function $\log(x)$ is a monotonically increasing function in its support, it is straightforward to obtain the optimal value $p_3^* = P_2$. Therefore, problem (12) is equivalent the following problem:

$$
\min_{t, p_1, p_2} t + \tau^* 
$$

s.t. (12a); (12b); $p_1 \leq P_1; p_2 \leq P_2,$

where $\tau^* = K_1 / \log(1 + \frac{p_2 G_2 |g|^2}{\sigma^2})$.

Solving problem (13) is challenging since constraints (12a) and (12b) are non-convex. To overcome this difficulty, we reformulate these constraints as $(\sigma^2 + \eta p_2) e^{K_1/\sigma^2} \leq \sigma^2 + \eta p_2 + p_1 G_1 |hw|^2$ and $e^{K_2/\sigma^2} \leq 1 + \frac{p_2 G_2 |g|^2}{\sigma^2}$, respectively. Thus, problem (13) can be reformulated as follows:

$$
\min_{t, p_1, p_2} t 
$$

s.t. $e^{K_2/\sigma^2} \leq 1 + \frac{p_2 G_2 |g|^2}{\sigma^2}$

$(\sigma^2 + \eta p_2) e^{K_1/\sigma^2} \leq \sigma^2 + \eta p_2 + p_1 G_1 |hw|^2$

$$
p_1 \leq P_1; \ p_2 \leq P_2. \hspace{1cm} (14)
$$
Table 1: Iterative Algorithm to solve (14)

| Step | Description |
|------|-------------|
| 1.   | Initialize $t_{\text{min}}, t_{\text{max}}, \epsilon$ and $\text{error} = 1$. |
| 2.   | While $\text{error} > \epsilon$ do |
| 2.1. | compute $t_H = (t_{\text{max}} + t_{\text{min}})/2$ |
| 2.2. | Solve the problem (15) |
|      | If (15) is feasible: $t_{\text{max}} = t_H$; Else: $t_{\text{min}} = t_H$ |
| 2.3. | Compute $\text{error} = |t_{\text{max}} - t_{\text{min}}|$ |

It is observed that for a given $t$, all the constraints of problem (14) are convex. Therefore, we propose to solve (14) iteratively by using the bisection method. The steps of the proposed algorithm are given in Table 1. It is worth noting that problem (15) is always feasible.

\[ \text{find } p_1, p_2, \]
\[ \text{s.t. } \frac{e^{K_2}}{\gamma_1} \leq 1 + \frac{p_2 G_2 |g|^2}{\sigma^2} \]
\[ (\sigma^2 + \eta p_2) e^{K_1} \leq \sigma^2 + \eta p_2 + p_1 G_1 |h w^T|^2 \]
\[ p_1 \leq P_1; p_2 \leq P_2. \]

**Complexity analysis:** The complexity of the proposed algorithm in Table 1 is determined by two factors: i) the computation time of solving (15) and ii) the complexity of the bisection search. Since problem (15) is linear, it has a polynomial complexity. Therefore, the overall complexity of the proposed algorithm depends on the bisection search. In general, it takes $\log_2 \left( \frac{t_{\text{max}} - t_{\text{min}}}{\epsilon} \right)$ steps to converge, where $\epsilon$ is the tolerable error in the bisection search. In other words, the proposed iterative algorithm is linearly convergent.

5 Numerical results

This section presents numerical results to verify the effectiveness of our analysis and optimization. The wireless channels are subject to Rayleigh fading. The EN is 200 meters far from the WAP, which results in a pathloss $G_1 = -90$ dB under the B5a pathloss model [20]. The users are independently and uni-
Fig. 2: (a) Delivery time v.s. normalized cache size, $P_2 = 1$ W; (b) Delivery time v.s. $P_2$, $M = 0.3N$. $\eta = -80$ dB. Solid line shows analytical result, Marker represents simulation result.

Fig. 2 verifies the accuracy of our analysis for the average delivery time as a function of the normalized cache size $M/N$ (Fig. 2a) and EN’s transmit power (Fig. 2b). Two caching strategies are studied: uniform caching, where $M/N$ portions of every file are cached, and Zipf-based caching, where the first $M$ most popular files are cached. The Zipf parameter is 0.8. We observe that the simulation results agree very well with the analysis in all cases. It is also observed that the Zipf-based strategy achieves smaller average delivery times than the uniform caching in both cases. One interesting observation in Fig. 2b is that increasing the EN’s transmit power does not always reduce the delivery time. This is because a larger EN’s transmit power also creates higher self-interference on the backhaul link. Thus, finding the optimal transmit power is essential in the cache-aided FD system. Because of the superior performance, the Zipf-based caching policy is used in the remaining simulations.

Next, we compare the performance of our proposed optimization scheme with i) reference [13] which applies constant transmit power at the edge node and ii) the half-duplex (HD) which executes backhaul and access transmissions...
Fig. 3: Performance of the proposed optimization scheme v.s. the normalized cache size, $\eta = -90$ dB and $P_2 = 0.5$ W.

in two orthogonal time slots without interference. The results are obtained over 1000 channel realizations. Fig. 3 presents the delivery time as a function of the normalized cache size, i.e., $\frac{M}{N}$. In general, the proposed optimization significantly outperforms both other schemes. Having a larger cache size results in a smaller delivery time in all schemes since more files can be stored at the edge node. It is also observed that the gain of the proposed optimization over the fixed power transmission is reduced as the cache size increases. In such situation, the required backhaul’s rate is less since most of the requested contents are in the EN’s cache. Therefore, the EN can operate at a larger transmit power.

Fig. 4 presents the delivery time performance of three schemes as a function of the EN’s transmit power $P_2$. It is observed that the proposed optimization significantly reduces the delivery time compared to [13], specially in the high $P_2$ regime. This is because the scheme in [13] allows the EN to always transmit at the maximum power, which cause severe self-interference as $P_2$ increases. Compared to the HD scheme, the proposed optimization algorithm achieves smaller delivery time in the small and medium $P_2$ regime. When $P_2$ is large, the HD scheme tends to surpass the FD. This is because at high EN’s transmit
power, the delivery time on the access link is significantly reduced. In this case, using the HD scheme is preferred.

Fig. 5 compares the delivery time for different interference cancellation efficiency $\eta$. Obviously, the HD scheme is independent from $\eta$ since there is no self-interference. It is observed that the cache-aided FD surpasses the HD scheme when the interference cancellation efficiency is sufficiently small. At the large values regime of $\eta$, the FD is limited by the self-interference, hence achieves a higher delivery time than the HD counterpart. As $\eta$ decreases, the
scheme in [13] approaches the optimal performance since the EN can transmit with larger powers without causing severe self-interference on the backhaul.

6 Conclusion

In this paper, we have investigated the performance of cache-aided full-duplex systems via a delivery time metric. In particular, we have derived an analytical expression for the average delivery time over the fading channels, which gives insight to the impact of key system parameters. In addition, we have proposed an power optimization algorithm to minimize the delivery time of the cached-aided full-duplex system.

Based on this result, several extensions are promising for future work. The first topic is to analyze a multiple-antenna setting and imperfect CSI, which will require more advanced precoding and optimization techniques. The second direction is to investigate the on-line caching policy under the FD transmission. In this case, the content popularity will vary over time.
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