Lattice Boltzmann Simulations of Two Linear Microswimmers Using the Immersed Boundary Method
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Abstract. The performance of a single or the collection of microswimmers strongly depends on the hydrodynamic coupling among their constituents and themselves. We present a numerical study for a single and a pair of microswimmers based on lattice Boltzmann method (LBM) simulations. Our numerical algorithm consists of two separable parts. Lagrange polynomials provide a discretization of the microswimmers and the lattice Boltzmann method captures the dynamics of the surrounding fluid. The two components couple via an immersed boundary method. We present data for a single swimmer system and our data also show the onset of collective effects and, in particular, an overall velocity increment of clusters of swimmers.
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1 Introduction

In his seminal work, Purcell pointed out that the properties of microscopic objects placed in fluids are significantly different from their macroscopic counterparts [1]. In particular, Purcell showed that in order to swim in the low Reynolds number regime, a micrometric swimmer has to move its parts in such a manner as to break the time inversion symmetry. This fact led to the well-known “scallop theorem”, which states that in order to attain self-propulsion in the low Reynolds number regime, at least two degrees of freedom are
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needed. Since then, numerous attempts have been done to elucidate the dynamics of microswimmers by means of theoretical models [2–14], experimental setups [15–25] and numerical simulations [26–32]. In particular, in Ref. [5], Najafi and Golestanian proposed a theoretical model that precisely fulfills the requirement of Purcell. Indeed, they offered a very simple swimmer composed of three aligned solid spherical particles suspended in a viscous fluid and actuated internally by changing the distances between neighboring particles. In a Newtonian fluid (see Refs. [33,34] for a theoretical and experimental extension of the problem in the case of the underdamped regime and non-Newtonian fluids), the dynamics of such a swimmer is fully determined by the two degrees of freedom of the swimmer, namely, the two distances among subsequent beads [6]. Later, a variation of this swimmer has been proposed, where harmonic springs connect neighboring particles and external forces drive the swimmer [3,9]. Once actuated with a proper protocol, the motion of the three beads of the swimmer results to be non-reciprocal and hence leads to a net displacement.

Recently, the focus of theoretical research has shifted towards swimming in complex environments like channels [35,36] or near fluid interfaces [31,37], and the question of collective swimmer dynamics has become of major interest. The present work aims at understanding the collective dynamics of several microswimmers [38,39]. For this purpose, we consider a relatively simple situation of two linear microswimmers in different configurations. Additionally, we exploit the suitability of the employed simulation method for this task. The structure of the manuscript is as follows: In Sec. 2 we present the theoretical model and the numerical implementation. In Sec. 3 we present our numerical results for a single and two microswimmers in diverse arrangements, which are then discussed in Sec. 4. Finally, in Sec. 5 we provide some concluding remarks.

2 Model

We focus on investigating the behavior of a single and a pair of bead-spring microswimmers in a resting Newtonian fluid. Each microswimmer consists of three aligned equal beads connected with springs which is a modification [9] of the model proposed by Najafi and Golestanian [5]. The distances between the beads represent the two degrees of freedom necessary to attain self-propulsion, as per the scallop theorem [1] and depicted in Fig. 1. The microswimmer particles consist of rigid spherical shells filled with a Newtonian fluid with the same viscosity and density as the external fluid. The fluid-particle interactions are incorporated into the model through the immersed boundary method (IBM) [40]. The flow field in the entire computational domain is computed using the lattice Boltzmann method (LBM).

2.1 Fluid dynamics

In this study, we use the single relaxation time LBM with a Bhatnagar, Gross, Krook [41] collision operator to solve for the flow field on an Eulerian frame in the weakly compress-
Figure 1: Scheme of the linear, three bead swimmer connected with two springs. The motion direction $v_{\text{swim}}$ depends on the interplay of the amplitudes and phases of external forces as detailed in [17]. Distances between beads are measured from the respective centers of mass.
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velocity \( (\mathbf{u}^{eq}) \) used in Eq. \((2.2)\) is different from the physical velocity of the fluid nodes \( (\mathbf{u}) \) which is defined as

\[
\rho \mathbf{u} = \sum_{i=1}^{19} f_i(x,t) \mathbf{c}_i + \frac{\Delta t}{2} \mathbf{F}.
\]  

Finally, the dynamic viscosity \( \mu = \nu / \rho_0 \) with \( \nu \) being the kinematic viscosity, reads as

\[
\mu = \rho_0 c_s^2 \left( \tau - \frac{\Delta t}{2} \right),
\]  

where \( \rho_0 = m \rho \) is the mass density with \( m \) here being the molecular mass of the fluid particles. For convenience, \( \Delta x, \Delta t, \) and \( \rho_0 \) are set to unity in this study.

2.2 Microswimmer model

We consider a force-driven microswimmer consisting of three beads of equal size with two harmonic springs as depicted in Fig. [1]. This is one of the simplest possible microswimmer models [3]. A driving force \( f^d \) exerted on each bead of the microswimmer is prescribed as [9]

\[
f^d_1(t) = A \sin(\omega t) \mathbf{\hat{x}},
\]

\[
f^d_2(t) = -f^d_1(t) - f^d_3(t) \quad \text{and}
\]

\[
f^d_3(t) = B \sin(\omega t + \alpha) \mathbf{\hat{x}} \text{ with } \alpha \in [-\pi, \pi].
\]

Here \( A \) and \( B \) are non-negative amplitudes of the time-dependent driving forces \( f^d_1(t) \) and \( f^d_3(t) \) applied along the \( x \)-axis to the outer beads at the frequency \( \omega = 2\pi / T \). A crucial condition for self-propelled objects is that the sum over all external driving forces equals zero at all times. For simplicity, we assume that the two harmonic springs connecting the beads are identical with a stiffness \( k \) and an equilibrium length \( L_{spring} \) which implies that the total length of a single swimmer is \( \sim 2L_{spring} \). The spring forces on the beads are given by

\[
f^s_1(t) = -k(\|R_1(t) - R_2(t)\| - L_{spring}) \frac{R_1(t) - R_2(t)}{\|R_1(t) - R_2(t)\|},
\]

\[
f^s_2(t) = -f^s_1(t) - f^s_3(t),
\]

\[
f^s_3(t) = -k(\|R_3(t) - R_2(t)\| - L_{spring}) \frac{R_3(t) - R_2(t)}{\|R_3(t) - R_2(t)\|},
\]

with \( R_i \) the position vector of bead \( i \).

Our model is limited to small forces such that the assumptions for the Stokes regime remain valid. For this purpose, it is critical to differentiate between two Reynolds numbers

\[
Re_{swim} = \frac{\rho_0 \cdot \mathbf{v}_{swim} \cdot 2 \cdot L_{spring}}{\mu} \quad \text{and} \quad Re_{bead} = \frac{\rho_0 \cdot \mathbf{v}_{\text{max bead}} \cdot 2 \cdot r_{bead}}{\mu},
\]  

\[ (2.8) \]
and ensure that both \( R_{\text{swim}} \) and \( R_{\text{bead}} \) are small enough.

Each spherical bead in our microswimmer is generated from an icosahedron that is refined recursively until obtaining a sufficiently smooth surface described by a triangular mesh \[45\]. Our fluid-filled particles are modeled using a strain-hardening constitutive law known as the Skalak strain energy \[46, 47\], which is written as

\[
W_{sk} = \frac{\kappa_s}{4} \int \left[ I_1^2 + 2I_1 - 2I_2 + C I_2^2 \right] dA, \tag{2.9}
\]

where the eigenvalues \( \lambda_1, \lambda_2 \) of the displacement tensor define deformation invariants \( I_1 = \lambda_1^2 + \lambda_2^2 - 2 \) and \( I_2 = \lambda_1^2 \lambda_2^2 - 1 \), and \( C \) is a constant parameter controlling the extensibility of the membrane. The area dilatation modulus \( \kappa_a \) is defined such as \( \kappa_a \) with \( \kappa_s \) being the shear elastic modulus. The deformations are evaluated using a linear finite element method \[48\]. In addition to resistances to shear elasticity and area dilatation, our particle membrane can withstand out of plane deformations (i.e. bending). The curvature energy is accounted for via the Helfrich free energy

\[
W_b = \frac{\kappa_b}{2} \int \left[ 2H \right]^2 dA + \kappa_S \int K dA, \tag{2.10}
\]

where \( H = \frac{1}{2} \sum_{k=1}^{2} \tilde{C}_k \) and \( K = \prod_{k=1}^{2} \tilde{C}_k \) are the mean and Gaussian curvatures. \( \tilde{C}_1 \) and \( \tilde{C}_2 \) are the two principal curvatures. \( \kappa_b \) and \( \kappa_S \) are the bending and Gaussian curvatures moduli. The discretization of the bending energy follows the approach of Kantor and Nelson \[49\] for flat triangulated meshes. The volume conservation of the capsule is enforced using a penalty function reading as

\[
W_v = \frac{\kappa_v}{2} \frac{[V - V_0]^2}{V_0}, \tag{2.11}
\]

where \( V_0 \) is the reference volume of the stress-free particle, and \( \kappa_v \) is a constant parameter. \( r_{ij} \) is the position of the \( j \)-th mesh node belonging to the \( i \)-th particle. The forces resulting from bending, shear elasticity and the constraint on the volume are evaluated using the principle of virtual work such that \( f_{i,j}^{\text{part}}(r_{ij}) = -\frac{\partial W}{\partial r_{ij}} \) with \( W = W_{sk} + W_b + W_v \). The driving and spring forces are distributed over the mesh nodes \( j \) of the corresponding particle such that \( f_{i,j}^d(r_{ij}) \equiv f_i^d(r_{ij}) / N_v \), with \( N_v \) being the total number of mesh nodes on particle \( i \), and the index \( i \) runs over the number of particles, here from 1 to 3. The superscript \( \alpha \) stands for either driving \( d \) or spring \( s \). The total nodal force \( f_{i,j}^{\text{tot}} \) on particle \( i \) mesh node \( j \), which includes the contribution of the external forces, is defined as

\[
f_{i,j}^{\text{tot}}(r_{ij}) = f_{i,j}^{\text{part}}(r_{ij}) + f_{i,j}^d(r_{ij}) + f_{i,j}^s(r_{ij}). \tag{2.12}
\]

By choosing the appropriate values of \( \kappa_s, C, \kappa_b \) and \( \kappa_v \), it is possible to work in the small deformation regime where the particles are quasi-rigid. The chosen values are given in Sec.\[3\].
2.3 Fluid-Particle interaction

The immersed boundary method (IBM) is a fluid-structure coupling method that was first introduced by Peskin in the early seventies of the last century to model the flow patterns around heart valves [50]. The IBM involves both Eulerian and Lagrangian quantities. The Eulerian variables exist on a Cartesian grid representing the fluid region while the Lagrangian variables are based on a moving curvilinear mesh representing the interface. A smoothed approximation of the Dirac delta function is used to transfer data from one mesh to the other. The distribution of the particle nodal forces to the neighboring fluid nodes reads as

$$\mathbf{F}(\mathbf{x}, t) = \sum_j \sum_i f_{ij}^{\text{tot}} \Delta (\mathbf{x} - \mathbf{r}_{ij}), \quad (2.13)$$

where $\sum_j$ is a sum over all the membrane nodes $\mathbf{r}_{ij}$ located within an interpolation range from the fluid node $\mathbf{x}$. At this point, we reason in terms of interactions between Lagrangian mesh nodes (not in terms of individual particles) and Eulerian fluid nodes. $\Delta$ is the smoothed discrete Dirac delta function, and $\mathbf{F}(\mathbf{x}, t)$ is the force density acting on the fluid at the Eulerian node $\mathbf{x}(x_1, x_2, x_3)$ due to the contributions of the membrane total force ($\mathbf{f}^{\text{part}}$), the external driving force ($\mathbf{f}^{\text{d}}$) and the spring force ($\mathbf{f}^{\text{s}}$). Similarly, the interpolation of the velocity of the neighboring fluid nodes onto a membrane Lagrangian node $\mathbf{r}(r_1, r_2, r_3)$ is performed as

$$\dot{\mathbf{r}}_{ij} = \sum_x \mathbf{u}(\mathbf{x}) \Delta (\mathbf{x} - \mathbf{r}_{ij}), \quad (2.14)$$

where $\sum_x$ is a sum over all the fluid nodes within an interpolation range from the membrane node $\mathbf{r}_{ij}$. $\Delta (\mathbf{x} - \mathbf{r}_{ij})$ is then replaced by a two-point linear interpolation function as detailed in [51,52]. Eqs. (2.13) and (2.14) describe the spreading of the interfacial forces to the surrounding fluid nodes and the interpolation of the fluid velocity to the deformable interface. The particle forces are included directly in the fluid node velocity using the method proposed by Shan and Chen [44] as described in Eq. (2.3).

The IBM belongs to the class of the front-tracking methods where the sharp interface is explicitly known through a set of Lagrangian marker points acting on the fluid via body forces and moving with the same velocity as the ambient fluid, thus enforcing the no-slip boundary condition. The deformation of the interface is governed by the chosen strain-stress constitutive law and not by the IBM itself, making it a very popular method to simulate biological fluid dynamics (e.g., blood flow) [53–57].

2.4 Analytical calculation

To compare the results of the lattice Boltzmann method, we make use of an analytical framework [39] where the hydrodynamic interactions between the particles are calculated using either the Oseen or Rotne-Prager approximation [58]. The equation of motion
of the bead-spring system reads
\[ \dot{\mathbf{R}}_i(t) = \frac{1}{6\pi\mu r_{\text{bead}}} (\mathbf{f}_d^i(t) + \mathbf{f}_s^i(t)) + \sum_{j \neq i} \dot{T}(\mathbf{R}_i(t) - \mathbf{R}_j(t)) \cdot (\mathbf{f}_d^j(t) + \mathbf{f}_s^j(t)), \] (2.15)

with particle indices \(i,j\), the position \(\mathbf{R}_i\) of particle \(i\), the bead radius \(r_{\text{bead}}\) and the spring force \(\mathbf{f}_s^i\) on bead \(i\). The tensor \(\dot{T}\) is given by either the Oseen tensor,
\[ \dot{T}(\mathbf{r}) = \frac{1}{8\pi\mu} \left( \hat{1} + \frac{\mathbf{r} \otimes \mathbf{r}}{r^2} \right), \] (2.16)
or the Rotne-Prager tensor \[30\]
\[ \dot{T}(\mathbf{r}) = \frac{1}{8\pi\mu} \left( \hat{1} + \frac{\mathbf{r} \otimes \mathbf{r}}{r^2} \right) + \frac{r_{\text{bead}}^2}{12\pi\mu} \left( \hat{1} - 3\frac{\mathbf{r} \otimes \mathbf{r}}{r^2} \right). \] (2.17)

Here, \(\hat{1}\) denotes the \(3 \times 3\) unit matrix and \(\otimes\) the tensor product. The Oseen tensor assumes point forces, and the Rotne-Prager tensor correctly describes the flow field around a spherical particle. Eq. (2.17) also accounts for the correction to the interaction term arising as a consequence of Faxen’s law \[63\]. As a result, the prefactor of the second term in Eq. (2.17) is \(r_{\text{bead}}^2/(12\pi\mu |r|^3)\) \[30\]. The equation of motion (2.15) is then solved numerically, and the swimmer velocities extracted from the particle trajectories are readily compared to those obtained in the LBM simulations.

3 Results

We consider a fully periodic simulation domain of size \(1024 \times 256 \times 256\). Each microswimmer is formed by three beads of radius \(r_{\text{bead}} = 5\) and connected with two springs with an equilibrium length of \(L_{\text{spring}} = 36\) and a spring constant \(k = 2 \times 10^{-2}\). The amplitudes of the time-dependent driving forces \(\mathbf{f}_d^1(t)\) and \(\mathbf{f}_d^3(t)\) are chosen as \(A = 10^{-1}\) and \(B = 5 \times 10^{-3}\), respectively. The period and the phase shift are set to \(T = 2 \times 10^4\) and \(\alpha = \pi/2\). Since the size of the beads is quite smaller than the total length of the microswimmer, then, as mentioned earlier, we can approximate the total length of the swimmer by the sum of the lengths of the two springs at equilibrium \(\sim 2L_{\text{spring}}\). We choose \(\kappa_s = 5 \times 10^{-2}, \kappa_a = 1, \kappa_b = 1.25 \times 10^{-3}\) and \(\kappa_v = 1\) such that the particles remain spherical during the swimmer motion. The initial fluid density \(\rho_0 = 1\). A typical simulation run requires approximately 18000 CPU hours.

We calculate the swimmer velocity by the average position of the center of mass (cm)
\[ \mathbf{v}_{\text{cm}} = \frac{x_{\text{cm}}(t_0 + T) - x_{\text{cm}}(t_0)}{T}, \quad \text{with} \ x_{\text{cm}} = \frac{1}{3} \sum_{i=1}^{3} x_i. \] (3.1)
3.1 Single microswimmer

First, we characterize the performance of a single microswimmer. Long-time simulations over 50 swimming periods $T$ show that the stationary swimming velocity is reached after $\sim 12$ swimming periods. Accordingly, the average velocities are defined via Eq. (3.1) after such a transient period. In particular, we focus on the dependence of the swimmer’s velocity on the dynamic viscosity of the fluid $\mu$.

As expected, we retrieve a non-monotonous velocity dependence of the swimmer on $\mu$, as reported in Ref. [59], for diverse values of the period of the forcing $T$. In particular, the velocity of a single swimmer obtained from the LB simulations compares well to analytical results (Fig. 2). To assess the origin of the quantitative mismatch between our simulation and analytical results using the Oseen tensor, we look at the value of the Reynolds number associated with the swimmer as a whole and with a single bead at its maximum speed. Indeed, the Oseen approach of Ref. [59] assumes vanishing Reynolds number. In contrast, the solid and dotted lines of Fig. 2 show that while the Reynolds number of the swimmer is relatively small ($Re_{\text{swimm}} \sim 10^{-4}$), the Reynolds number associated with the beads at maximum speed is larger by two orders of magnitude ($Re_{\text{bead}} \sim 10^{-2}$). Indeed, recent works have shown that when the Reynolds number approaches unity, swimming protocols that exploit inertia can become operational [33, 60]. However, the relative mismatch between the Oseen predictions and the numerical results suggests that fluid inertia may not be the only cause of such a discrepancy. An additional assumption of the ana-
Figure 3: Averaged fluid velocity field for a single microswimmer for dynamic viscosity $\mu = 1/6$ and fluid density $\rho_0 = 1$. The image above shows the full box and the image below zooms on the microswimmer. The fluid flow (black arrows) surrounding a single microswimmer (black beads) is shown whereby it is averaged over one swimming period in the stationary case. The absolute values of the fluid velocity $\mathbf{u}$ (black arrows) are shown by the different colors.
lytical model is that the fluid velocity adjusts instantaneously to the force, whereas in the LBM simulations for a length $L$, such a time characterized by $\bar{\tau} = L^2/\nu$ is finite and it is represented by the relaxation time $\tau$ in the BGK collision operator [41]. On the other hand, also the analytical predictions are derived under approximations. In fact, the Oseen approach assumes point particles and it does not properly account for the spherical shape of the particles. Accordingly, we compare our data also with a more refined approach based on the Rotne-Prager tensor [10]. Interestingly, Fig. 2 shows a better agreement between the LBM simulations and the predictions based on the Rotne-Prager as with the Oseen model [59].

Finally, the analytical-numerical mismatch can be due to the periodic boundary conditions that we implement in the LBM simulations compared to the unbound fluid considered in the analytical models. The periodic boundary conditions induce spurious interactions of the swimmer with its image. Accordingly, to assess this issue, we have checked that the self-interaction across the boundaries is lower than one percent, ruling it out as a possible reason for the mismatch with the analytical results. This crucial point is also valid for the case of two microswimmers considered below.

Fig. 3 shows the velocity field, averaged over a period of the external forces acting on the swimmer. The velocity profile of this swimmer resembles that of a force dipole in a far-field expansion.

3.2 Two aligned microswimmers

Next, we analyze the case of two identical aligned microswimmers, as sketched in Fig. 4. In this case the crucial observable is the relative velocity increase/decrease

$$v_\Delta = \frac{v - v_{ref}}{v_{ref}},$$

(3.2)
Figure 5: The velocity increase/decrease \( v_\Delta = (v - v_{\text{ref}}) / v_{\text{ref}} \) of two aligned microswimmers for different configurations. The velocities are measured during the 12th swimming cycle (stationary case) with simulation parameters given in Sec. 2. The collective motion of two swimmers increases the velocities of both swimmers in certain configurations.

in comparison to the velocity \( v_{\text{ref}} \) of a single microswimmer. Due to the small velocities of the swimmers, we assume their distance to stay approximately constant over one period. Also the orientation does not change over several periods.

Fig. 5 shows \( v_\Delta \) as a function of the dynamic viscosity \( \mu \) for different distances among the centers of mass of the swimmers. As in the single swimmer case, we observe a dependency of the velocity on the fluid’s dynamic viscosity. Interestingly, for a distance of \( 2L_{\text{swim}} \), both swimmers move faster than a single swimmer, with a velocity increase of up to 36% for the leading swimmer (see Fig. 5). Since we observe that the leading swimmer moves faster than the trailing one, such configurations are unstable, i.e., the trailing one will be left behind until the distance between their centers of mass reaches \( \gtrsim 216 \) [l.u.] = \( 3L_{\text{swim}} \). With increasing initial distances between the swimmers, the interaction effect on the swimming velocity of both swimmers decays. For instance, the relative velocity increase is below 5% for a distance of \( 3L_{\text{swim}} \) (21.6 bead diameters) in the range of parameters considered (see Fig. 5). The changes in the interaction behavior as a result of the increasing swimmer distances are negligible in our simulations. Finally, Fig. 6 shows the fluid velocity field, which is similar to that of a single swimmer shown in Fig. 3.

### 3.3 Two parallel microswimmers

Finally, we discuss the case of two parallel identical swimmers as shown in Fig. 7. As expected by symmetry, we find that the two swimmers always have the same velocity
Figure 6: Averaged fluid velocity field for two aligned microswimmers with dynamic viscosity $\mu = 1/6$ and fluid density $\rho_0 = 1$. The image above shows the full box and the image below zooms on the microswimmers. The distance between the center beads is $2.5 L_{\text{swim}}$ equivalent to 18 bead diameters. The fluid flow (black arrows) surrounding the microswimmers (black beads) is shown whereby it is averaged over one swimming period in the stationary case. The absolute values of the fluid velocity $u$ (black arrows) are depicted by the different colors.
Figure 7: Non-scaled schematics of two microswimmers next to each other. Swimmer 2 is displaced in y-direction by the distance \((p_2 - p_1)\). Both swimmers are centered in \(\hat{y}, \hat{z}\) and swim in \(\hat{x}\) direction. The distance between both is measured from the center of mass \((p_1)\) of the middle bead of swimmer 1 \((p_1)\) to the center of the middle bead of swimmer 2 \((p_2)\).

Figure 8: The velocity increase/decrease \(v_\Delta = (v - v_{\text{ref}})/v_{\text{ref}}\) of two microswimmer next to each other for different configurations. The velocities are measured inside the stationary swimming cases, and collective motion implies different velocity increase/decrease effects. The transition from decreasing to increasing velocities for larger distances implies an optimal distance for maximal velocity increment.
Figure 9: Averaged fluid velocity field for two microswimmers next to each other with dynamic viscosity $\mu = 1/6$ and fluid density $\rho_0 = 1$. The image above shows the full box and the picture below zooms on the microswimmers. The distance between the center beads is $1 L_{\text{swim}}$ equivalent to 7.2 bead diameter. The fluid flow (black arrows) surrounding the microswimmers (black beads) is shown whereby it is averaged over one swimming period in the stationary case. The absolute values of the fluid velocity $u$ (black arrows) is shown by the different colors.
for all the distances we investigated among them, i.e., all investigated configurations are stationary on the time scales accessible to lattice Boltzmann simulations. However, theoretical work \[39,61\] has shown that parallel swimmers typically also experience sideways interaction as well as rotation, which will in general break stationarity.

Moreover, similarly to the case of aligned swimmers, we observe a dependence of the relative velocity change on the dynamic viscosity of the fluid, as shown in Fig. 8. Indeed, there is a transition in Fig. 8 from decreased velocity to increased velocity between an initial distance of \(1 L_{\text{spring}}\) and \(3 L_{\text{spring}}\) which corresponds to 3.6 and 10.8 bead diameters. This transition implies that swimmers that are close to each other mutually disturb, while swimmers that are further away benefit from the presence of a nearby (yet not too close) companion. Our data shows that for high viscosity, the velocity increase approaches a constant. It is reasonable because Fig. 2 displays similar behaviour for the motion of a single microswimmer. When the effect of resonance frequency gets less important, the overall friction reduction is more important for the velocity increase. Finally, Fig. 9 represents the averaged fluid velocity field.

4 Discussion

Comparison of lattice Boltzmann simulations with theoretical approaches based on the Oseen or Rotne-Prager tensor is generally tricky. The theory holds in the Stokes limit, in which the fluid velocity profile adjusts instantaneously to the change of position of the beads. However, in our IBM+LBM+FEM simulations, momentum propagation over a length \(L\) occurs on a finite time determined by \(\tau = \frac{L^2}{\nu}\) with \(\nu = \mu / \rho_0\) the kinematic viscosity. Therefore, the velocity field of one microswimmer needs a finite amount of time to attain its stationary profile and to affect the other beads’ motion. In our simulations we have \(L \approx 36 [\text{l.u.}] = 3.6 [\text{bead diameter}]\) and \(\nu \in [0.1, 1.2]\) (with \(\rho_0 = 1\)) and hence we have \(\bar{\tau} \in [1000, 12000]\) time steps. Clearly, for larger values of the viscosity \(\bar{\tau} \approx 1000\), it is reasonable to have a time scale separation between \(\bar{\tau}\) and the period of the force \(T = 20000\). In contrast, this is no longer the case for smaller viscosity values, and hence larger deviations between numerical and analytical results are to be expected. We have numerically solved the equation of motion for the swimmers using the Rotne-Prager tensor where the delay time has been introduced as an additional parameter. Fig. 10 shows the dependence of the velocity enhancement of the leading and trailing swimmer as a function of the viscosity. In order to discuss the magnitude of the delay time, \(\tau_{\text{delay}}\), we have compared it with \(\bar{\tau} = \frac{L^2}{\nu}\).

Some preliminary results for the finite relaxation time of the velocity field show an improvement in the analytical/numerical comparison. Here, the equation of motion in the analytical calculations has been adapted to

\[
\dot{R}_i(t) = \frac{1}{6\pi \mu_{\text{bead}}}(f^d_i(t) + f^s_i(t)) + \sum_{j \neq i} \hat{T}(R_i(t) - R_j(t - \tau_{\text{delay}})) \cdot (f^d_j(t - \tau_{\text{delay}}) + f^s_j(t - \tau_{\text{delay}})),
\]

(4.1)
with \( \tau_{\text{delay}} \) being the time delay. Assuming a time delay \( \tau_{\text{delay}} \) independent of the fluid viscosity, we find that good agreement between the LBM and the analytical model can be observed by properly choosing \( \tau_{\text{delay}} \) (left panel of Fig. 10). Also, the obtained delay times are comparable to the time \( \bar{\tau} \) that the fluid momentum takes to propagate over half of the swimmer length.

The interaction effects of microswimmers can generally be separated in so-called passive effects due to the time-averaged flow field a swimmer is immersed in, and active effects resulting from the interplay of the swimmer’s own swimming activity and the time-dependent flow field at the swimmer’s position \[61\]. While some swimmers, such as the squirmer, only experience passive effects \[62\], shape-changing swimmers such as the bead-spring swimmer experience both types. In particular, bead-spring swimmers will generally alter their swimming stroke as a consequence of the time-dependent flow field they find themselves in, giving rise to active effects \[39\]. These active effects have been reported to be particularly important as small swimmer separations \[61\], and thus are expected to play an important role in our simulations. It is, in our case, therefore not possible to directly relate the flow field produced by the swimmers (Figs. 6, 9) and the interaction effects experienced by both.

5 Conclusions

We reported on LBM simulations of one and two bead-spring swimmers. As expected, for the single swimmer, we found that its velocity is sensitive to the dynamic viscosity of the fluid, \( \mu \), and it shows a non-monotonous dependence on \( \mu \) as shown in Fig. 2. Our
numerical results show a good quantitative agreement with the theoretical predictions based on both the Oseen (Ref. [9, 59]) or Rotne-Prager (Ref. [10, 39]) tensor as shown in Fig. 2.

Next, we analyzed the collective motion of two microswimmers in the case in which they are aligned or alongside. In the case of aligned swimmers, we found that when the swimmers are close, the speedup due to hydrodynamic interactions of the leading swimmer is more significant than that of the trailing one hence leading to unstable clusters. At variance, for the case of alongside swimmers, we found that all the distances among their centers of mass are stationary so that swimmers can proceed together. In the case of alongside swimmers, we found that when swimmers are too close, they slow down, whereas they speed up at larger (yet finite) distances. Since when the separation distance diverges we expect no speed up, our results suggest the existence of an optimal length at which the speed up is maximized.

Finally, we have commented on the mismatch of the velocity profile as obtained from the LBM simulations and the analytical calculations. Supported by some preliminary results, we argue that this is due to the finite relaxation time of the fluid velocity in the LBM as compared to the Stokes regime assumed in the analytical calculations.

While microswimmers such as squirmers or phoretic colloids experience only passive interactions [62], shape-changing microswimmers as the three-bead swimmer are generally subject to both active and passive interactions [39, 61]. Active interaction effects have been reported to become particularly important for smaller swimmer separations [61], as studied in this work. Consequently, the interaction behavior presented here will generally differ from that of swimmers of fixed shape, e.g. squirmers. Still, our results might prove useful to understand better the interaction of shape-changing bacteria or algae cells, such as, for instance, Chlamydomonas reinhardtii.
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