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Abstract

Monitoring of reforestation is currently being considerably streamlined through the use of drones and image recognition algorithms, which have already proven to be effective on colour imagery. In addition to colour imagery, elevation data is often also available. The primary aim of this work was to improve the performance of the faster-RCNN object detection algorithm by integrating this height information, which showed itself to notably improve performance. Interestingly, the structure of the network played a key role, with direct addition of the height information as a fourth image channel showing no improvement, while integration after the backbone network and before the region proposal network led to marked improvements. This effect persisted with very long training regimes. Increasing the resolution of this height information also showed little effect.

1 Introduction

Fossil fuel exploration in the boreal forest of Alberta, Canada has significantly impacted the local environment. Seismic exploration lines are 5-10 m wide and sometimes tens of kilometres long corridors cut through the forest for mining and gas exploration and are one important example of such impacts. These narrow forest clearings have measurably affected the caribou population by allowing access for their predators through the once dense forest [Beguin et al., 2013]. This contributed to the Canadian government requiring that companies reforest the affected areas after use [Preiffer, 2016]. Compliance is measured by, among other factors, the size and number of seedlings growing in the area. The time-consuming process of assessing compliance could be markedly streamlined through the use of drones and subsequent object detection on the recorded imagery.

The detection of individual trees within forests is well established [Ke and Quackenbush, 2011], but the detection of seedlings in particular comes with a number of unique challenges, mostly related to their smaller profile and resulting higher image resolution. Feduck et al. [2018] analysed 3cm GSD colour imagery and achieved a sensitivity of 75% and specificity of >99% using image segmentation and classification trees. Fromm et al. [2019b] surveyed modern object detection algorithms based on convolutional neural networks (CNNs) in the context of seedling detection. They found two-stage networks to perform better than single shot networks, with the Resnet-101 Faster-RCNN model pretrained on the COCO dataset performing best, with a Mean Average Precision (MAP) of 0.81. However, to the best of our knowledge, the addition of height information, which is often either already available for areas under study or increasingly able to be measured by the drones themselves, has not yet been attempted.

1.1 Contributions

In this work, we integrate height information into traditional object detection by modifying an FPN-Faster-RCNN [Lin et al., 2017] to improve the accuracy of conifer seedling detection. We discovered
that accounting for structural properties of the model is important for improving performance and investigated a number of other model and data properties that showed little effect. As height information is often readily available for the areas under study, we consider its integration to be a straightforward approach to improving conifer seedling detection. Accurate detection of conifer seedlings could allow for a more streamlined monitoring of reforestation efforts.

2 Related Work

The following section revisits related work within the field of seedling detection and general object detection with additional height information on overhead imagery.

2.1 Seedling Detection

The work from Fromm et al. [2019c] first applied convolutional neural networks (CNNs) for seedling detection on images shot by Unmanned Aerial Vehicles (UAVs). They used multiple object detectors (e.g. Faster-RCNN [Ren et al. 2015]) on the backbone of a Res-Net 101 [He et al. 2016] and achieved a performance of about 81% mean average precision. Schiefer et al. [2020] deviated from the original task by additional classes (introduction of nine tree species, three genus-level classes, deadwood and the forest floor) and achieved an mean F1-score of 0.73. They used an semantic segmentation approach (U-net) [Li et al. 2017]. Pearse et al. [2020] studied two trial sites containing over 30,000 seedlings with CNN-based models. With an model trained on seedlings from both sites, they achieved 99.4% sensitivity and a precision of 97%.
Table 1: A summary of the 256x256 images and ground truth seedling detections in each lane.

| Lane | Images +ve | Images -ve | Total Images | Annotations Num seedlings |
|------|------------|------------|--------------|--------------------------|
| 460  | 135        | 643        | 778          | 277                      |
| 464  | 186        | 552        | 738          | 537                      |
| 466  | 199        | 2150       | 2349         | 436                      |
| Total| 520        | 3345       | 3865         | 1250                     |

3 Dataset

The study area analysed in this work was the boreal forest of north east Alberta, Canada. The dataset consists of images taken from a DJI Mavic Pro Drone over ~25m sections of three seismic lines (or "Lanes") hereby referred to as Lane 460, Lane 464 and Lane 466. All images were taken in October 2017 (leaf off) at a height of ~30m with a Ground Sampling Distance (GSD) of ~0.75cm. The individual drone images were rectified into a single image for each lane and then split into 256x256 pixel image tiles, which served as the data for testing and training of the network. In the uncommon case that a seedling was split across multiple images, it was considered to be two separate seedlings. As a result of the orientation of Lane 466, images outside of the recorded area were removed by filtering out tiles containing more than 5% pure white. A composite of the height and image data can be seen in Figure 1.

Height data for the lanes was extracted from a photogrammetric Digital Surface Model (DSM) of the larger research area taken by a fixed wing plane also in October 2017. Higher resolution data was additionally available for Lane 464 in the form of a Canopy Height Model (CHM) that included information from a LiDAR-based digital terrain model. The generation of ground truth bounding boxes was performed manually with the software LabelImg[2021], with early annotations serving as an initial training to precompute suggestions for further manual annotation. Many images, referred to as negative images or negative samples, did not contain any seedlings at all (see Table 1) and needed to be addressed separately in the cross-validation process.

4 Model architectures

The baseline (Vanilla) model was derived from the FasterRCNN model with Resnet50-FPN backbone from the TorchVision [Marcel and Rodriguez, 2010] implemented in Pytorch [Paszke et al., 2019]. The Resnet50-FPN model is based on an adapted version of the the Faster-RCNN object detection model presented in [Ren et al., 2015], where [Lin et al., 2017] improved the standard Faster-RCNN by adding a Feature Pyramid Network (FPN) on top of the Resnet-50 [He et al., 2016] backbone. The Resnet50-FPN model consists of four main components: the Backbone, the Region Proposal Network (RPN), Region of Interest pooling (RoI-Pooling) and the Region of Interest Heads (RoI-Heads).

The Backbone component is designed to take the original image and embed it in a more meaningful feature space using a pretrained network. The three-channel input image through an Resnet-50-FPN that returns five feature maps of varying resolution. This can be seen in more detail in Appendix A.1 or the original work [Lin et al., 2017]. This is followed by the Region Proposal Network (RPN), a CNN designed to detect regions of the image that likely contain relevant information for the subsequent object classification task. For each pixel of the input feature map, it determines the probability that a set of pre-defined bounding boxes centred upon the pixel contain an object. A balanced set of positive and negative proposals are then passed individually through RoI pooling. This is followed by the RoI heads, which consists of two dense layers and finally a classification and "bounding-box regression" heads to generate the model outputs.

Transfer learning is commonly applied to this process, in that the weights of the backbone are taken from a model pretrained on the ImageNet classification task. This is based on the assumption that the feature representation learnt on the more data-rich image recognition task is also useful in the object detection setting. As an extension to using a pretrained backbone, it is also possible to take an entire object detection model pretrained on the COCO object detection dataset. In this case, the only
Figure 2: A diagram of the flow of information through the Vanilla baseline network. The image (bottom left) passes through the bottom-up and top-down pathways of the FPN backbone, generating five feature maps. These feature maps are all used by the RPN to generate five sets of proposals, which are then scaled. These proposals define the areas of the feature map that are taken into RoI pooling, which pools the five feature maps into a consistent 7x7x256 feature map, which is then passed to the RoI Heads. The RoI heads consists of two dense layers, that then splits into two further sets of two dense layers - one for the classification of the region as either seedling or background and one for bounding box regression. Red text shows where modifications for each new model class were made.

The "First" model integrates height information directly as a fourth channel to the original image. The only modification required was to add an extra row to the first convolutional layer of the backbone. The "Final" model was generated by performing RoI pooling on the full-scale height data for each proposal and then concatenating the pooled height information to the existing pooled feature map. The weights of the first dense layer of the RoI heads were extended to account for this new information. To create the "Pre-RPN" model, the height information was concatenated directly to the inputs of both the RPN and RoI Heads. To accommodate this change, the weights in both the RPN and RoI Heads were extended.

Variants of the Pre-RPN models were investigated with different backbone feature map depths. The number is controlled by the FPN structure itself (and doesn’t require retraining of the backbone) and the depth is controlled by the final convolutional layer. The first convolutional layer of the RPN and the first dense layer of the RoI-Heads were adapted accordingly as above. In all models, any new weights added to the network were initialised with Glorot initialisation [Glorot and Bengio, 2010].

4.1 Model modifications

The "First" model integrates height information directly as a fourth channel to the original image. The only modification required was to add an extra row to the first convolutional layer of the backbone. The "Final" model was generated by performing RoI pooling on the full-scale height data for each proposal and then concatenating the pooled height information to the existing pooled feature map. The weights of the first dense layer of the RoI heads were extended to account for this new information. To create the "Pre-RPN" model, the height information was concatenated directly to the inputs of both the RPN and RoI Heads. To accommodate this change, the weights in both the RPN and RoI Heads were extended.

Variants of the Pre-RPN models were investigated with different backbone feature map depths. The number is controlled by the FPN structure itself (and doesn’t require retraining of the backbone) and the depth is controlled by the final convolutional layer. The first convolutional layer of the RPN and the first dense layer of the RoI-Heads were adapted accordingly as above. In all models, any new weights added to the network were initialised with Glorot initialisation [Glorot and Bengio, 2010].
5 Experiment

The performance of the models was evaluated with repeated random subset crossvalidation, with the dataset randomly split into five different 80/20 train and test sets. A key factor in the analysis was the ratio of positive to negative samples, that is, the ratio of images that contained at least one seedling (positive samples) to those that did not contain any seedlings (negative samples). In the dataset, the number of negative samples (3345) vastly outweighed the number of positive samples (520). For experiments 1, 2 and 4 the negative samples were excluded altogether, while in Experiment 3 a ratio of 0.5 negative to positive samples was enforced and for Experiment 5 all images were used for training and testing. For each CV split, each model was run multiple times with a range of random seeds, to give an indication of the variance in the cross validation score, which was averaged across the five cross validation splits. A further 10% of the train set was set aside during runtime as a validation set, which was used to evaluate model performance after each epoch. The best performing model was selected as representative for a given hyperparameter configuration.

Model performance was evaluated with the Mean Average Precision (MAP) at an IoU of 0.5, a common performance measure in object detection, calculated with the Pycocotools library. The library approximates the MaP by calculating the precision values for 101 different recall scores and is detailed more clearly in [Lin et al., 2015]. It is worth noting that, as there are only two classes in this case (Seedling and background), the MAP is equivalent to the average precision. All models were all trained by Stochastic Gradient Descent (SGD) with a batch size of 5, a learning rate of 2e-3, a momentum of 0.9 and a weight decay of 1e-4, which were determined through limited experimentation to be reasonable parameters for these models and data. No hyperparameter tuning was performed and this could certainly lead to improved performance. As we encountered occasional instances of exploding gradients, the L2 norm was clipped at a value of 1.

Five key experiments were performed. The first experiment concerned the performance of the different model types and the models (Vanilla, First, Final and Pre-RPN) were all tested with and without pretraining, trained for 35 and 100 epochs respectively. Each model was tested with five different seeds per CV split to give a total of 200 trained models.

Experiment 2 involved a comparison between different backbone output feature depths of the Pre-RPN model. Six models of depth 16, 32, 64, 128, 192, 256 were tested with cross validation and five different seeds giving a total of 450 trained models.

The third experiment concerned the effect of height data resolution on the performance of the Pre-RPN model. The pretrained and non-pretrained Pre-RPN models trained and tested on either high resolution data (HD) or lower resolution (SD) height data of Lane 464. These models were also trained on five CV splits for each resolution for five different seeds giving a total of 100 trained models.

The fourth experiment involved testing the First, Vanilla and Pre-RPN models under longer training regimes. Training was allowed to continue for 150 epochs for all models with and without pretraining. Only two cross validation splits and two seeds were applied to reduce training time giving a total of 24 trained models.

The fifth experiment was designed to investigate the effect of negative samples on the performance of the Pre-RPN model. The pretrained Pre-RPN model and Vanilla models were trained on five CV splits containing all negative samples for five seed values giving a total of 50 trained models.

6 Results

Table 2 shows that the Pre-RPN models performed considerably better than all other models in Experiment 1 with and without pretraining. Less pretraining strengthened this effect, with the Pre-RPN model showing approximately a mean improvement of greater than 0.3 in the MAP with respect to all other models without pretraining. The First and Final models did not improve performance, even appearing to cause slight decreases. We speculate that the poor performance of the First model could be explained by the loss of this new information through the very large and deep backbone, which has already been pretrained for a different task. The poor performance of the Final model could be explained by the lack of context. That is, in the final layer, the height information is fed directly
Table 2: The mean test MAP of all models in all experiments. FM Layers describes the number of layers outputted by the FPN backbone. +/- describes the number of negative samples per positive sample in the dataset, with "all" indicating that all images were used. SD describes the standard deviation in the cross validated mean test MAP across the different seeds, i.e. after all cross validation splits with the same seed were averaged.

| Exp   | Model     | Pretrain | FM Layers | Lane     | Res. | +/- | Epochs | Test MAP | SD   |
|-------|-----------|----------|-----------|----------|------|-----|--------|----------|------|
| Exp 1 | Final     | False    | 256       | 460/4/6  | SD   | 0   | 100    | 0.286    | 0.013 |
|       | First     | False    | 256       | 460/4/6  | SD   | 0   | 100    | 0.266    | 0.015 |
|       | Pre-RPN   | False    | 256       | 460/4/6  | SD   | 0   | 100    | 0.612    | 0.013 |
|       | Vanilla   | False    | 256       | 460/4/6  | SD   | 0   | 100    | 0.289    | 0.009 |
|       | Final     | True     | 256       | 460/4/6  | SD   | 0   | 35     | 0.570    | 0.009 |
|       | First     | True     | 256       | 460/4/6  | SD   | 0   | 35     | 0.571    | 0.011 |
|       | Pre-RPN   | True     | 256       | 460/4/6  | SD   | 0   | 35     | 0.704    | 0.009 |
|       | Vanilla   | True     | 256       | 460/4/6  | SD   | 0   | 35     | 0.579    | 0.014 |
| Exp 2 | Pre-RPN   | True     | 16        | 460/4/6  | SD   | 0   | 35     | 0.708    | 0.004 |
|       |           |          | 32        | 460/4/6  | SD   | 0   | 35     | 0.721    | 0.006 |
|       |           |          | 64        | 460/4/6  | SD   | 0   | 35     | 0.709    | 0.008 |
|       |           |          | 128       | 460/4/6  | SD   | 0   | 35     | 0.715    | 0.009 |
|       |           |          | 192       | 460/4/6  | SD   | 0   | 35     | 0.714    | 0.012 |
|       |           |          | 256       | 460/4/6  | SD   | 0   | 35     | 0.704    | 0.007 |
| Exp 3 | Pre-RPN   | False    | 256       | 464      | HD   | 0.5  | 35     | 0.563    | 0.007 |
|       |           |          |           |          | SD   | 0.5 | 35     | 0.544    | 0.014 |
|       |           | True     | 256       | 464      | HD   | 0.5  | 35     | 0.605    | 0.011 |
|       |           |          |           |          | SD   | 0.5 | 35     | 0.601    | 0.016 |
| Exp 4 | First     | False    | 256       | 460/4/6  | SD   | 0   | 150    | 0.324    | 0.014 |
|       | Pre-RPN   | False    | 256       | 460/4/6  | SD   | 0   | 150    | 0.652    | 0.000 |
|       | Vanilla   | False    | 256       | 460/4/6  | SD   | 0   | 150    | 0.324    | 0.018 |
|       | First     | True     | 256       | 460/4/6  | SD   | 0   | 150    | 0.593    | 0.016 |
|       | Pre-RPN   | True     | 256       | 460/4/6  | SD   | 0   | 150    | 0.718    | 0.026 |
|       | Vanilla   | True     | 256       | 460/4/6  | SD   | 0   | 150    | 0.605    | 0.001 |
| Exp 5 | Pre-RPN   | True     | 256       | 460/4/6  | SD   | all | 35     | 0.537    | 0.012 |
|       | Vanilla   | True     | 256       | 460/4/6  | SD   | all | 35     | 0.475    | 0.013 |

into a fully-connected layer, without passing first through a CNN. This does not allow the integration of local interactions between the visual features and local height into the final feature representation.

Experiment 2 showed that backbone output channel depth may play a role in model performance, with the standard depth of 256 showing the worst performance. There was however no clear trend with the models with 16 and 64 layers also showing the poor performance and the 32 layer model showing the best performance. This increase may simply be a consequence of the lower relevance of the new height channel with increasing numbers of layers and could be influenced by how the new weights introduced to process this channel were initialised, with higher initial weights possibly counteracting this effect. This effect could be investigated with further hyperparameter tuning.

In Experiment 3, an increase in height data resolution showed a small improvement in performance of the models without pretraining and no clear benefit for models with pretraining. This suggests that low-resolution information about the location of the image (in lane or out of lane, for example) may be enough to improve performance and any further detail may prove to be unnecessary. Further investigations with more data would be informative in this respect. Experiment 4 further showed that even with longer training times, the first model was not able to integrate the height information and improve model performance over the baseline.

Finally, Experiment 5 investigated the performance of the pretrained Pre-RPN and Vanilla models on the entire dataset, with a large bias towards negative samples. This shows that the Pre-RPN models have an average improvement upon the Vanilla models in MAP of approximately 0.06, which is less approximately half of the improvement with the only-positive dataset. The reduction in performance is a direct result of the model evaluation criterion, with the MAP being a monotonically
non-increasing function with increasing negative samples. This could also be a cause of the reduced improvement of the new model class.

6.1 Future work

This work was intended to establish the possibility of improving performance with height information and no significant effort was therefore made to maximise ultimate model performance. However, there are a large number of technical improvements that could be made to the model should absolute model performance be of importance. One crucial aspect is data augmentation. In small datasets such as these, augmenting the existing data by, for example, flipping, cropping, rotation or colour adjustment, can increase effective training set size and boost performance, as in Fromm et al. [2019b]. Further hyperparameter tuning of network structure (as evidenced by the improved performance with FPN feature map depth of 32) could lead to further improvements. An image size of 256x256 also showed itself to be suboptimal when combined with the Faster-RCNN. As the Faster-RCNN was pretrained on the COCO dataset, it requires a minimum image size of 800x800, with any smaller images scaled up to this size. This scaling could be avoided, and computation time could be improved, by natively using image segments of this size. Furthermore, considerable improvements in training speed of the Pre-RPN model might be possible if the layers of the Restnet backbone (the bulk of the parameters in the model) were frozen, as the newly introduced height information does not interact with them. As mentioned in the Pre-RPN model analysis, experimentation with the weight initialisation for the height information could also improve performance and training speed. Repeated random subset cross validation was also suboptimal as there are some samples that never appeared in the test set of any CV split, while others appeared multiple times. Simple k-fold cross validation would likely less variation in MAP as all datapoints are forced to appear exactly once in the test sets.

On a broader scale, a key opportunity may lie in the combination of various network structures to make the application of this detection method more general. Models are available for the prediction of the height of a pixel based only on rgb images. If this approach were to be combined with the models in this work, there could possibly lead to performance improvement, even if true height data is not available. Superresolution techniques have already been applied to the detection of conifer seedlings Fromm et al. [2019a] and which may allow for lower resolution imagery to be upscaled and then supplied to this algorithm, allowing the data-collecting drones to fly at higher altitudes and cover more ground in less time - a key factor in the economic feasibility of these monitoring methods. This is of particular interest as the results of Experiment 2 suggest that height data quality may have little impact on performance improvements.

7 Conclusion

This work shows that considerable improvements in conifer seedling detection are possible by including height information into the model. The location of height information input proved to play an important role in model performance. Of the three approaches: First, as a fourth channel to the image; Final, added to the final fully connected layer and Pre-RPN, before the region proposal network and RoI pooling, only the Pre-RPN model showed an increased performance, both with and without pretraining. The quality of the height information appears to play little role, however, in the performance of the model. Multiple FPN backbone output depths were tested and a depth of 256 appears to be suitable, though there is a suggestion that lower channel depth may lead to better performance. The data suggests that the integration of height information into seedling detection models can lead to an appreciable improvement in performance, which could aid the monitoring of reforestation efforts in Canada and elsewhere.
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A Appendix

Figure A.1: A diagram showing in detail the relevant layers of the Resnet50 FPN used as a backbone for this work.

Figure A.1: A diagram showing in detail the relevant layers of the Resnet50 FPN used as a backbone for this work.
Figure A.2: The MAP performance of the models under the three pretraining regimes

Figure A.3: The performance of the Pre-RPN model with high definition (HD) and standard definition (SD) height data under the Pretraining and No-Pretraining schemes
Figure A.4: The performance of the pretrained Pre-RPN and Vanilla models on the dataset without any included negative samples