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Abstract: Forward error correction codes (FEC) are one of the vital sections of modern communication systems; therefore, recognition of the coding type is an important issue in non-cooperative communication. At present, the recognition of FEC codes is mainly concentrated in the field of semi-blind identification with known types of codes. However, based on information asymmetry, the receiver cannot know the types of channel coding previously used in non-cooperative systems such as cognitive radio and remote sensing of communication. Therefore, it is important to recognize the error-correcting encoding type with no prior information. Although the traditional algorithm can also recognize the type of codes, it is only applicable to the case without errors, and its practicability is poor. In the paper, we propose a new method to identify the types of FEC codes based on depth distribution in non-cooperative communication. The proposed algorithm can effectively recognize linear block codes, convolutional codes, and Turbo codes under a low error probability level, and has a higher robustness to noise transmission environment. In addition, an improved matrix estimation algorithm based on Gaussian elimination was adopted in this paper, which effectively improves the parameter identification in a noisy environment. Finally, we used a general framework to unify all the reconstruction algorithms to simplify the complexity of the algorithm. The simulation results show that, compared with the traditional algorithm based on matrix rank, the proposed algorithm has a better anti-interference performance. The method proposed is simple and convenient for engineering and practical applications.
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1. Introduction

FEC codes are a vital encoding and encryption method in modern communication systems, whose characteristics of mathematics ensure that the receivers correct errors which have occurred during the process of transmission, which improve the quality of communication systems. The FEC coding types are widely used in non-cooperative communication fields such as adaptive modulation coding (AMC), cognitive radio and remote sensing communication [1]. In the field of information countermeasures, the type of error correction codes of the detected link must be recognized correctly, so as to obtain an effective information payload and finally to decipher the message of the sender. However, based on information asymmetry in the context of non-cooperative communication, there is no prior knowledge of the FEC coding types adopted on the detection link. Therefore, it must be identified by the corresponding data analysis methods. This is the core content of the paper—the blind identification of FEC coding types. With the development of communication technology, channel coding blind identification technology is widely used in the field of intelligent communication, multi-point broadcast communication and non-cooperative communication, and has become one of the research hotspots at home.
and abroad [2–5]. Blind recognition of error-correcting code types is also of great signifi-
cance to improve the accuracy and efficiency of code parameter recognition in asymmetry
communication systems.

At present, the recognition of FEC coding types can be divided into two types: full
blind recognition and half blind recognition. The full blind recognition is the forward
error correction coding type recognition analysis under the condition that the access signal
information is completely unknown. However, in some special cases, it is possible to
obtain a set of forward error correction coding types that the sender may adopt through
some prior knowledge. Then, using the intercepted data flow, the forward error correction
coding method with the largest matching degree is searched for from the alternative set as
the estimation of the coding types used in the detection link, which is the basic feature of
semi-blind recognition.

At present, there are extensive researches on parameter estimation technologies such
as linear block codes [6–8], convolutional codes [9–11] and Turbo codes [12]. However,
these algorithms are based on a known coding type, solving its generation matrix and
generation polynomial to realize parameter identification. Under the condition of non-
cooperative communication, the unknown encoding type of the receiver will make it
hard to recognize specific parameters. Therefore, it is crucial to study the recognition
of types. At present, the recognition of FEC encoding types is mainly accomplished by
mathematical methods according to the large amount of data received. In [13], the author
proposed a type recognition algorithm based on rank criterion by using rank characteristics
of receiving code words. However, the algorithm only analyzed the rank characteristics
of each type separately, and did not comprehensively analyze and identify them. In [14],
a type recognition algorithm for linear block codes and convolutional codes based on
run-length features was proposed. This algorithm could recognize linear block codes
and convolutional codes well, but it failed to recognize other encoding types. In [15], a
coding system identification strategy for error-correcting codes with unknown coding
sequences was proposed, which could provide a basic identification process for type
recognition. However, it did not study and analyze the coding type identification under
the condition of bit error, and failed to meet the basic requirements of engineering practice.
In [16], the author proposed a general linear block code recognition and analysis method,
which had a certain engineering practicability and succeeded in improving the recognition
efficiency to a certain extent. Despite these considerable advantages, the algorithm lacked
a strict mathematical proof. At the same time, this method was also semi-blind and
was hard to be used under the condition of full blind recognition. A blind classification
scheme of FEC codes is proposed in [17], which can be applied to the erroneous case. This
blind classification scheme requires the knowledge of parameters of FEC codes and the
classification performance heavily depends on the accuracy of rank criterion. In order
to improve the accuracy of rank criterion, a random row permutation of the intercepted
matrix is used, but a theoretical analysis of the accuracy of rank criterion according to
the number of random row permutations was not yet performed. In [18], a new algorithm
for calculating the rank of intercepted matrix is proposed. This algorithm does not need
existing parameters and basically realizes blind recognition, but it does not fundamentally
get rid of the problem of poor anti-jamming ability of the matrix rank algorithm. In
recent years, forward error correction coding based on a convolution neural network
recognition algorithm began to rise, the learning ability of powerful neural networks
making it possible to automatically extract the feature identification number type [19,20];
however, this algorithm needs a large database, and a lot of learning time to ensure the
correct recognition algorithm. The practical application prospect also must be observed.
Hence a new identification algorithm with a low complexity and a high fault-tolerance
is needed, which will be applied to many types of forward error correction codes and is
convenient for engineering and practical application.

Depth distribution algorithm is a new feature of linear codes first studied by Etzion [21]
from the perspective of cryptography, and a new method of equivalent linear codes—a
A deep equivalence class was also proposed at the same time. In [22], the authors proposed a blind parameter estimation of linear block codes based on a depth distribution algorithm based on Etzion. The core algorithm is to obtain the distribution of the depth value through a difference operation and obtain the generation matrix of the depth value under the premise of the code length and code parameters. In this paper, convolutional codes and Turbo codes are equated to linear block codes by code type reconstruction based on traditional algorithms, and a depth distribution algorithm is used to recognize code types. The simulation results show that compared with the traditional matrix rank algorithm, the anti-noise performance of the proposed algorithm is significantly enhanced.

In this paper, an improved matrix analysis method based on Gaussian elimination is used to solve the problem of code length and a starting bit of linear block codes under the premise of a perfect frame synchronization of code words. First, use gaussian elimination to the analysis matrix [23,24], which is based on the symmetry of the matrix, and calculate the normalization of the columns. Then, under the two cases of whether the matrix column vectors are linearly independent, the decision threshold is established according to the different distribution of normalized column weight to find out the location of the maximum number of columns, and determine the length of code based on periodic distribution characteristics. In order to realize the synchronization of the starting bit, the analysis matrix was established under different starting points of the code word, and the corresponding position was found when the number of columns with a low weight was the largest according to the steps of the same length of the code. Therefore, so as to further improve the recognition accuracy, the analysis matrix is randomly exchanged and repeated several times at successive points near the starting point of real code words. Experimental results show that, compared with the traditional Gaussian elimination algorithm, its anti-noise performance is significantly enhanced.

The main contributions of this paper are as follows:

1. Aiming at FEC codes in a non-cooperative communication system, a recognition method of code type based on depth distribution algorithm is proposed in this paper. Compared with the traditional matrix rank analysis algorithm, the anti-noise performance of this method is significantly improved and the recognition effect is better.

2. According to the code type characteristics of convolutional codes and Turbo codes, the code reconstruction algorithm is adopted to convert different codes into linear block codes, making it possible to identify them with the same algorithm.

3. To recognize the code length and starting bit of linear block codes, an improved matrix analysis method based on Gaussian elimination is adopted in this paper. By establishing decision thresholds for different distributions in the normalized columns of the analysis matrix, and randomly exchanging matrix rows and repeating operations, the accuracy of algorithm identification is effectively improved.

The remaining contents are organized as follows: Section 2 presents the system model and recognition process. In Section 3, an overview of depth distribution algorithms are detailed. In Section 4, we introduce the recognition algorithms of three different coding types. In Section 5, various simulation results are provided to confirm the validity of the proposed schemes and in Section 6, conclusions are drawn.

2. The Recognition Process

The section presents the schematic diagram of the digital asymmetry communication system based on FEC coding recognition, as shown in Figure 1. It includes source coding, channel coding, a modulator, demodulator, data storage and abundant channel simulation modules which aim to put the simulated channel propagation model into use of simulated code data.

Generally, a source coding technique needs to compress data in order to transmit information more quickly, while a channel coding technique is on the contrary. So as to assure the reliability of transmission, redundant codes, called supervised codes, will
be added to the information codes to form a certain constraint relationship. We assume that bits of information from transmission is encoded to obtain the code words of code length \( N(N > k) \) through channel coding at the transmitter end, and then mapped to the symbol vector through BPSK modulation. In the model, the channel adopts an additive white Gaussian noise channel (AWGN), and the Gaussian noise samples are distributed to \( n \sim N(0, \sigma^2) \), \( \sigma \in \mathbb{R} \). The SNR is defined as the bit error rate (BER) and the bit energy noise ratio (Eb/N0).

![Diagram](image.png)

Figure 1. General block diagram of the blind recognition.

The received codeword is defined as \( r \), which is also called the receiving codeword. Because the symbol vector is disturbed by noise through the AWGN channel, it is then defined as:

\[
    r = e + v
\]

where \( e \) is the error pattern. In general, BPSK demodulation is performed before the types of forward error correction codes are identified. On the basis of the Gaussian distribution of channel noise, the logarithmic likelihood ratio (LLR) of the transmitted information is showed as:

\[
    LLR(r) = \ln \frac{P(v = 0|r)}{P(v = 1|r)} = \frac{2}{\sigma^2}
\]

\( \sigma \) is the variance of the channel noise and \( r \) is the code words of reception, and the recognition model of the FEC code is used to identify the information bit vector sent by \( r \). In this work, we focus on the recognition of types of FEC codes.

3. Overview of Depth Distribution Algorithms

Depth distribution algorithm is a new feature of linear code first studied by Etzion from the perspective of cryptography, and its definition is given as follows:

**Definition 1.** Let \( c = b_1 b_2 \ldots b_n \) be a code word of block code \( C \) of length \( n \) on \( GF(q) \), defines \( D(c) = (b_2, -b_1, \ldots, -b_n, -b_{n-1}) \), and calls \( D \) differential operation of code \( c \) [25].

**Definition 2.** The depth of code word \( c \) is the minimum non-negative integer \( z \) which satisfies \( D^z(c) = (0^{n-z}) \). If such the \( z \) does not exist, the depth of \( c \) is the codeword length \( n \). Where \( D^z(c) \) represents the code words \( c \) to do \( z \) differential element calculation. Mark \( D_j \) is the number of code words with depth \( j \), and set \( \{ D_0, D_1, \ldots, D_n \} \) is called the depth distribution of code \( c \). The subscript set \( \{ j \mid 1 < j < n, D_j \neq 0 \} \) is called the depth spectrum of the codeword \( c \) [26].
Theorem 1. Let $C$ be a linear block code of $(n, k)$ on $\text{GF}(q)$. For all non-zero code words in $C$, there are exactly $k$ non-zero depth values of $i_1, i_2, \ldots, i_k$, $i_1 < i_2 < \cdots < i_k$, and $D_{im} = (q - 1)q^{m-1}(1 \leq m \leq k)$ [27].

Theorem 2. On the finite field $\text{GF}(q)$, there are $k$ non-zero depth values in the depth spectrum of any $(n, k)$ linear block code $C$, and the codeword vectors with different depths are linearly independent [28,29].

The overall introduction of the depth distribution algorithm is completed, and the implementation of the specific algorithm principle will be described in the next chapter.

4. Depth Distribution Algorithm Based on Linear Block Codes

4.1. The Algorithm of Code Length Recognition

According to the definition of linear block code, the dimension of vector space composed of all code words is $k$. The basic theorem of matrix analysis is given in [30].

Theorem 3. For $p \times q$ order matrix $X(q < p, p > 2n)$ constituted by $(n, k)$ linear block code, when $q$ is an integer multiple of $n$, the dimension of the unit matrix in the upper left corner after unitization is equal, and the rank of the matrix is not equal to the number of columns $q$.

Theorem 4. For $p \times q$ order matrix $X(q$ is a multiple of $n, p > 2n)$ constituted by $(n, k)$ linear block code, when the starting point of the block code coincides with the starting point of each row of the matrix, the rank of the matrix is minimum.

Although matrix analysis algorithm is simple and easy to implement, under the condition of the Gaussian white noise channel, the correlation between codes is destroyed and the recognition effect is poor, cannot meet the requirements of the algorithm, and the practicability is not high. Therefore, an improved algorithm based on a Gaussian elimination method is adopted in this paper to achieve an accurate recognition in the condition of noise.

Let $x_{ij}$ represents the element in row $i$, column $j$ of matrix $X$, and $x_i$ represents row $i$; $x'_{ij}$ represents column $j$; ‘$\oplus’$ represents binary field addition. $A, B$ are initialized to unit matrix of $M \times M, n \times n$. Make Gaussian column elimination of $X$, and the formula is:

$$MXN = \sim X$$ (3)

Loop from 1 to $n$, and the steps of each step are as follows:

Step 1: If $x'_{ij}$ equals to 0, $x'_{ij}$ is the first element which equals to 1 on the right side of $x'_{ij}$, changes $x'_{ij}$ and $x_{ij}$, and changes $n_i, n_j$ of matrix $N$ at the same time;

Step 2: If $x'_{ij}$ equals to 0, $x'_{ij}$ is the first element which equals to 1 belows $x'_{ij}$, changes $x'_{ij}$ and $x_{ij}$, and changes $m_i, m_j$ of matrix $M$ at the same time;

Step 3: If $x'_{ij}$ equals to 1, calculate as $x' \oplus x'_{ij}$, $x'_{ij}$ includes all the elements on the right-hand side of $x'_{ij}$ that are equal to 1. And calculate as $n' \oplus n'_{ij}$ of matrix $N$ at the same time.

Which is shown in Figure 2.

After the above steps, the matrix $X$ converts into the lower triangular matrix $\sim X$ as shown in Figure 2, and unit matrix $M, N$ converts into $\sim M, \sim N$. The formula is:

$$\sim MXN = \sim X$$ (4)
Figure 2. Low triangle matrix after Gauss elimination.

Because ∼M is the elementary row operations of matrices X, based on matrix symmetry, the column vectors of ∼XN and ∼X have the same weight distribution. Meanwhile, let ∼MX∼n = ∼x. If n = n₀, there are linearly dependent column directions of X, and there will be column vectors in ∼x where all the elements are zero or where the hamming weight is small after Gaussian column elimination. At the same time, column vectors ∼n exist in the dual space H with high probability. For ∼xᵢ in ∼x [31], the formula of (0, 1) distribution probability is:

\[
P(\sim xᵢ = 0) = \frac{1 + (1 - 2pₑ)W₀}{2}
\]

\[
P(\sim xᵢ = 1) = \frac{1 - (1 - 2pₑ)W₀}{2}
\]

In Formulas (5) and (6), pₑ is the bit error rate of linear block codes; W₀ is the code weight of ∼n; Nᵢ is the code weight of ∼x, and it satisfies a binomial distribution \(B(M, (1 - (1 - 2pₑ)W₀/2))\). In the same way, when n ≠ n₀ or n = n₀, and ∼xᵢ is a linearly independent column vector, the formula is:

\[
P(\sim xᵢ = 0) = P(\sim xᵢ = 1) = \frac{1}{2}
\]

In Formula (7), Nᵢ satisfies a binomial distribution \(B(M, 1/2)\).

Let \(\psi(j) = 2Nᵢ/M, 1 ≤ j ≤ n\) For all possible code word lengths n, the code sequence is shifted and the matrix established by each shift is denoted as ∼X(n,d), 0 ≤ d < n. Defining judgment thresholds \(β\), if there are several columns in ∼X(n,d) which make \(\psi(j) ≤ β\), we can prove that the corresponding columns in ∼X(n,d) are linearly dependent, which is shown as:

\[
εₙ,d = Card(\{j ∈ \{1,2,⋯,n\} / \psi(j) ≤ β\})
\]

In Formula (8), Card() represents the cardinality of a collection. For every possible code length n, the sum of the n shifts is \(εₙ,d\), and the normalization is carried out. The formula is as follows:

\[
\sim εₙ = \frac{1}{n^2} \sum_{d=0}^{n-1} εₙ,d
\]
By analyzing the above formulas, it can be seen that when \( n = an_0 (a \in N^+) \), \( \varepsilon_n \) is going to have a maximum. The \( n \) at the first maximum value is recognized as the code length \( n_0 \).

Then, the optimal decision threshold mentioned above will be solved. According to the above analysis, a false alarm probability \( P_{fa} \) and a miss probability \( P_{nd} \) are shown as:

\[
P_{fa} = \sum_{i=0}^{\left\lfloor \frac{Mn}{2} \right\rfloor} \binom{i}{M} 0.5^M
\]

(10)

\[
P_{nd} = \sum_{i=\left\lfloor \frac{Mn}{2} \right\rfloor+1}^{M} \binom{i}{M} \left( \frac{1 - (1 - 2p_e)^{Mn}}{2} \right)^i \left( \frac{1 + (1 - 2p_e)^{Mn}}{2} \right)^{M-i}
\]

(11)

According to the minimum error probability criterion, the judgment threshold \( \beta_1 \) is defined as:

\[
\beta_1 = \arg \min_{\beta} \left( P_{fa} + P_{nd} \right)
\]

(12)

According to the central limit theorem, when \( M \) is large enough, the binomial distribution tends to be normal. Based on the symmetry of the normal distribution, the analytic value of \( \beta_1 \) can be expressed as:

\[
\beta_1 = -\frac{b - \sqrt{b^2 - ac}}{a}
\]

(13)

In Formula (13):

\[
a = -M(1 - 2p_e)^{2Mn}
\]

(14)

\[
b = -\frac{M \left[ 1 - (1 - 2p_e)^{Mn} \right] (1 - 2p_e)^{Mn}}{2}
\]

(15)

\[
c = M \left[ 1 - (1 - 2p_e)^{Mn} \right] (1 - 2p_e)^{Mn} - \left[ 1 - (1 - 2p_e)^{2Mn} \right] \ln \left[ 1 - (1 - 2p_e)^{2Mn} \right] \]

(16)

In general, the code weight of the dual code words of the system code is relatively small. In order to facilitate the calculation of \( \beta_1 \), \( M_n = \left\lceil \frac{4}{n} \right\rceil \). When \( M \) is large enough, the false alarm probability is:

\[
P_{fa} = \Phi \left( \sqrt{\frac{M}{2}} (\beta - 1) \right)
\]

(17)

In Formula (17), \( \Phi \) is the standard normal distribution. As \( t \leq -3.9 \), \( \Phi(t) \approx 10^{-4} \). Probability usually refers to \( |t| \geq 3.9 \) as an impossible event. Therefore, we can derive from

\[
\sqrt{\frac{M}{2}} (\beta - 1) \leq -3.9:
\]

\[
\beta_2 \leq 1 - 3.9 \sqrt{\frac{2}{M}}
\]

(18)

\( \beta_1 \) will grow as \( M_n \) grows up. At this time, if \( M \) diminishes, \( \beta_1 > \beta_2 \), which will cause a larger false alarm probability. In practical application, it is generally adopted \( M = 20n \) and the optimal decision threshold is defined as:

\[
\beta^* = \min(\beta_1, \beta_2)
\]

(19)

The code length recognition of linear block codes has been solved, and the starting point of code words will be identified in the following chapters.
4.2. The Algorithm of Code Starting Bit Recognition

After the recognition of code length \(n_0\), we take out \(n_0\) the value of \(\varepsilon_{n_0,d}\), then the maximum of \(\varepsilon_{n_0,d}\) is the starting bit of the code word. In practical application, the requirement of the code word starting bit recognition is higher than the code length recognition. There may be a situation in which the code length is correct but the code word starting point cannot be recognized. Therefore, a method of solving \(\varepsilon_{n_0,d}\) multiple times and obtaining the average value is adopted. The specific steps are as follows:

Step 1: Select consecutive points \(P\) near the maximum value in sequence \(\varepsilon_{n_0,d}\);

Step 2: For each point selected in Step 1, the row vectors of corresponding analysis matrix \(X(n_0,d)\) are randomly exchanged and \(\varepsilon_{n_0,d}\) is recalculated, which is carried out a total of \(Q\) times to obtain its mean value \(\varepsilon'_{n_0,d}\);

Step 3: The shift value corresponding to the maximum value in the new \(\varepsilon'_{n_0,d}\) sequence is selected, which is the starting bit of the code words.

The specific algorithm flow chart is shown in Figure 3.

![Figure 3. Flow diagram of algorithm.](image)

4.3. Depth Distribution Algorithm Identifies Bit Rate and Generation Matrix

After the code word starting bit and code length are identified by the improved matrix analysis based on Gaussian elimination, the code rate \(t\) and matrix \(G\) are further identified by the depth distribution feature. The method of solving the code word depth value is described first. In this paper, a codeword \(e = (1001011)\) of \((7, 3)\) cyclic codes on \(GF(2)\) field is taken as an example in Figure 4:
A differential algorithm is consequent minus referred to in the preceding paragraph in the mathematical theory, and in the $GF(2)$ for a binary linear block code is the binary addition of adjacent operations, which means every two adjacent elements add to each other in $c$ to get a new code word, and a loop operation until the code word element is all of 0 and the emergence of a new code word number is the depth value. The depth value of code word $c$ is calculated to be 5.

According to the example, we conclude that the depth value of the random code word $n$ with the generated length of random sequence is $0 1 2 \ldots n$, and its depth distribution is $\{2^0, 2^1, 2^2, \ldots, 2^{n-1}\}$. According to Theorem 1, the depth distribution of linear block codes can be known. In view of the noise in the actual situation, the algorithm in this paper can still achieve the bit rate and generation matrix under the condition of code error.

4.3.1. The Recognition of Rate $t$

For the case of no error codes, on the premise that the code length and the starting point of the code word are known, if there is only a $k$ value in the depth spectrum of $(n, k)$ linear codes, the code rate is:

$$t = \frac{k}{n}$$

Under the same conditions, according to Theorem 1, the distribution of code words corresponding to the non-zero depth value of linear block codes is characterized by a two-times increase in the number of code words corresponding to the depth value with the increase in the depth value. This characteristic is used to verify the situation of error codes. Due to the existence of the error, if there appears in the depth of a non-zero value and its previous adjacent depth of non-zero values a code word number that is not about two times bigger, which shows that the depth value of the corresponding code words exist in error the ones when the ratio is far greater than or less than two times, it shows that the depth value of the corresponding code word code element is mostly an error and we then reduce the error. The remaining types of non-zero depth values are $k$ and the bit rate is $t = \frac{k}{n}$.

4.3.2. The Recognition of Generator Matrix $G$

The expression form of the generation matrix $G$ of linear block codes is not unique, but the row and column values of the generation matrix are the same, which are all matrices of $k$ rows and $n$ columns. According to the characteristics of the linear block code matrix generation, only $k$ independent vectors need to be found, and each vector as a row, arranged in sequence, is to generate matrix $G$. According to Theorem 2, linear block codes have exactly $k$ non-zero depth values. The non-zero codeword vectors with different depth values are linearly independent, and the matrix generated as row vectors is the generation matrix $G$. The matrix is identified according to this conclusion. A typical generation matrix
can be obtained by an elementary transformation of the generated matrix. For special
codes—cyclic codes, the recognition of generated polynomials can be completed.

The key point of the algorithm is the recognition of information bit \( k \), which has
been recognized when the code rate \( t \) is recognized. For \((n,k)\) linear block codes, there
are and only \( k \) non-zero values in the depth spectrum. When the prior knowledge of \( e \)
and \( n \) is known, the depth value of all \( M \) code words can be obtained, which is marked
as \( j \in \{0, 1, \ldots, n\} \). The sum of the code words with a statistical depth of \( j \) is
\( D_j \), and the depth distribution is \( \{D_0, D_1, \ldots, D_n\} \). The depth of the spectrum is
\( j \in \{1 < j < n, D \neq 0\} \). According to Theorem 2, any code word corresponding to all
non-zero depth values in the depth spectrum is selected and placed into a matrix, which is
the generated matrix \( G \).

The flow diagram is shown as Figure 5.
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**Figure 5.** Flow diagram of recognition of rate and generating matrix.

Therefore, according to different parameters, the distribution characteristics of code
word depth can be expressed as:

\[
S(C(n,d))/n \leq S(C(n,d_e))/n \leq S(C(n_e,d_e))/n
\]

(21)

Therefore, when the depth distribution value of the receiving codeword matrix reaches
a minimum value, the parameter estimation is closest to the true value (there is a code
length multiple relation), that is:

\[
(n,d) = \text{ArgMin}(S(C(n_e,d_e))/n)
\]

(22)
To sum up, when the accepted code is a linear block code, the distribution of the depth distribution value of the code word constituted by it can be expressed as:

\[
\rho(S(C(n,e,d_e))) = \begin{cases} 
  1 & (n_e \neq an) \\
  k/n & (n_e = an \& d_e \neq d) \\
  k/n & (n_e = an \& d_e = d) 
\end{cases}
\]  

(23)

By analyzing the depth distribution characteristics of the receiving code words, the recognition of linear block codes can be realized in the case of error codes. At the same time, the recognition principle of linear block codes is the basis of convolutional codes and Turbo codes. In order to realize the code type recognition in the context of non-cooperative communication, a general unified recognition algorithm must be used to realize code type recognition according to the different characteristic quantities of different coding types obtained by the same algorithm. Therefore, in this paper, the recognition algorithm of various code types is domesticated to the equivalent linear block code recognition algorithm, so as to use the unified discriminant standard to judge all kinds of code types, and finally achieve the classification of coding types.

5. Depth Distribution Algorithm Based on Convolutional Codes

5.1. Principles of Convolutional Coding

Convolutional codes are the same as block codes, which carry out corresponding operations on information sequences according to certain mapping methods. The error correction is realized by adding redundant supervised sequences. The monitor bits within each code group are only related to the information bits within the group for block codes, and there is no constraint between each code group and other code groups. However, the convolutional code encoding system is a memory system, and its supervised code is not only related to the code input at the current moment, but is also related to the code information input at the previous moments.

Similar to block codes, convolutional codes are also determined by generation matrices or check matrices. If different generation matrices are used to encode information sequences, codeword matrices with different mathematical constraints will be obtained.

Different from block codes, the generating matrix of convolutional codes is a semi-infinite matrix. The convolutional codes can be expressed as:

\[
G = \begin{bmatrix} 
  g_0 & g_1 & \cdots & g_m & 0 & \cdots \\
  g_0 & g_1 & \cdots & g_m & 0 & \cdots \\
  g_0 & g_1 & \cdots & g_m & 0 & \cdots \\
  \vdots & \vdots & \ddots & \vdots & \cdots & \vdots \\
  g_0 & g_1 & \cdots & g_m & 0 & \cdots 
\end{bmatrix}
\]  

(24)

\(m\) is constraint length of convolutional codes. Equation (24) shows that the generation matrix of the convolutional code is determined by the value of the \(m + 1\) preceding segments, and from \(m + 2\) segments, the generation matrix equals 0. \(g_i (0 \leq i \leq m)\) in Equation (24) can be shown as follows:

\[
g_i = \begin{bmatrix} 
  g_i(1,0) & g_i(1,1) & \cdots & g_i(1,n-1) \\
  g_i(2,0) & g_i(2,1) & \cdots & g_i(2,n-1) \\
  \vdots & \vdots & \ddots & \vdots \\
  g_i(k,0) & g_i(k,1) & \cdots & g_i(k,n-1) 
\end{bmatrix}
\]  

(25)

According to Equation (25), there is a basic generation matrix \(g = g_0, g_1, \cdots, g_m\) in the generation matrix of the convolutional codes. Each row \(k\) in the generation matrix is obtained by shifting the fundamental generation matrix by \(n\) bits to the right, so \(G_{\infty}\) is completely determined by \(g\).
5.2. Convolutional Code Recognition Algorithm

The recognition of the convolutional code type is based on the recognition of linear block code type, so it is necessary to deduce the internal correlation between convolutional code and linear block code. In this section, a special generation matrix based on symmetry of matrix is used to reconstruct the convolutional codes, and then the depth distribution characteristics of the codeword matrix of the convolutional codes are given.

For the subcode set of \((n-k)(k+1,k)\), the generation matrix \(G(x)\) of each subcode can be composed of the preceding line of \(k\), and the first line of \((k+t)\), which is shown as:

\[
G_t = \begin{bmatrix}
g_{1,1} & g_{1,2} & \cdots & g_{1,k} \\
g_{2,1} & g_{2,2} & \cdots & g_{2,k} \\
\vdots & \vdots & \ddots & \vdots \\
g_{k,1} & g_{k,2} & \cdots & g_{k,k} \\
g_{k+t,1} & g_{k+t,2} & \cdots & g_{k+t,k}
\end{bmatrix}
\] (26)

\[1 \leq t \leq n-k\], and \(t\) is an integer. The codeword vector \((c_1, c_2, \cdots, c_k, c_{k+t})\) obtained by encoding the information bits through the generation matrix \(G_t\) will construct a new matrix with the generated matrix \(R_t\):

\[
R_t = \begin{bmatrix}
g_{1,1} & g_{1,2} & \cdots & g_{1,k} & c_1 \\
g_{2,1} & g_{2,2} & \cdots & g_{2,k} & c_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
g_{k,1} & g_{k,2} & \cdots & g_{k,k} & c_k \\
g_{k+t,1} & g_{k+t,2} & \cdots & g_{k+t,k} & c_{k+t}
\end{bmatrix}
\] (27)

In Equation (27), the codeword vector \(c_t\) is a linear combination of the generating vector \(g_{t,m}\). Therefore, the matrix \(R_t\) has linearly dependent columns whose determinant is 0.

\[
\sum_{m=1\cdots k,k+t} c_m \Delta_{m,t} = 0
\] (28)

In Equation (28), \(\Delta_{m,t}\) represents the minimum linearly dependent mapping of codeword vectors in the matrix \(R_t\). There are altogether \((n-k)\) mapping relations in the subcode set, which satisfy Equations (26) and (27), and the dimension of each minimum linear correlation map is 1.

According to the characteristics of convolutional codes, the highest order \(D_e\), the block frame length \(n\) and the block code rate \(k/n\) of the generated matrix should be identified to realize the coding reconstruction. Therefore, the receiving codeword matrix for convolutional code reconstruction can be expressed as:

\[
C^{(m)}(n_e, v_e, D_e) = \begin{bmatrix}
c_{m}^{D_e} & c_{m}^{D_e-1} & \cdots & c_{m}^{0} \\
c_{m+1}^{D_e} & c_{m+1}^{D_e-1} & \cdots & c_{m+1}^{0} \\
\vdots & \vdots & \ddots & \vdots \\
c_{m}^{N} & c_{m}^{N-1} & \cdots & c_{m}^{N-D_e}
\end{bmatrix}
\] (29)

\(D_e\) is the estimation of \(D\) and \(v_e\) is also the estimation of \(k/n\). Each receive matrix contains \((N-D_e)\) rows and \(D_e\) columns, the matrix consists of \(N\) bits of data, which
are successively shifted to form. We constructed the receiving codeword matrix group \( C_t(n_e, v_e, D_e) \) to obtain:

\[
C_t(n_e, v_e, D_e)^T = \begin{bmatrix}
    c_1^D & c_1^{D+1} & \cdots & c_1^{N-1} & c_1^{N} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_1^0 & c_1^1 & \cdots & c_1^{N-D_e-1} & c_1^{N-D_e} \\
    c_2^D & c_2^{D+1} & \cdots & c_2^{N-1} & c_2^{N} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_2^0 & c_2^1 & \cdots & c_2^{N-D_e-1} & c_2^{N-D_e} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_2^0 & c_2^1 & \cdots & c_2^{N-D_e-1} & c_2^{N-D_e} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_{t+m}^D & c_{t+m}^{D+1} & \cdots & c_{t+m}^{N-1} & c_{t+m}^{N} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_{t+m}^0 & c_{t+m}^1 & \cdots & c_{t+m}^{N-D_e-1} & c_{t+m}^{N-D_e} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    c_{t+m}^0 & c_{t+m}^1 & \cdots & c_{t+m}^{N-D_e-1} & c_{t+m}^{N-D_e}
\end{bmatrix}
\]  

(30)

For the codeword matrix group formed by Equation (30), there are \((n - k)\) independent and symmetric check vectors. By solving these independent check vectors, the convolutional code reconstruction is realized. When parameters such as \( D_e, n_e \) and \( v_e \) are not correct, there is no specific constraint relationship inside the codeword group, and the depth distribution value is:

\[
S = (k_e + 1)(D_e + 1)
\]

(31)

When all parameters are recognized correctly and there is no error code, at least \( k + 1 \) bits in Equation (30) must satisfy the constraint relationship in Equation (28), which ensure that linear correlation vectors appear in the codeword group \( C_t(n_e, v_e, D_e) \). When \( D_e \) is bigger than \( D \) with a correct code rate, there exists \((D_e - D)\) linearly independent vectors can satisfy the constraint relation of Equation (28). The depth distribution value of the accepted codeword group is solved by the following relations:

\[
S(C_t(n_e, v_e, D_e)) = k(D_e + 1) + D
\]

(32)

Using Equation (31) to normalize the depth distribution function in Equation (32), we can get the equation as follows:

\[
\rho(S(C_t(n_e, v_e, D_e))) = 1 - \frac{1}{k + 1} + \frac{D}{(k + 1)(D_e + 1)}
\]

(33)

In order to realize the blind recognition of code types, a unified processing method must be used to process the code word matrices of various codes. For the subcode groups presented in this section, they can be equivalent to \((nD + n, nD + k)\) linear block codes. For each subcode in the subcode set, the number of check bits in the codeword matrix is \((D_e - D + 1)\). Therefore, the actual equivalent length of the code word is \(n(D_e + 1)\). According to Equation (25), the depth distribution characteristics of the convolutional code codeword matrix under a different parameter estimation are calculated. So far, through the reconstruction of convolutional codes, the recognition process of the convolutional code word matrix has been equivalent to the recognition overpass of linear block code depth distribution matrix, and the equivalent normalized depth distribution of a convolutional code word matrix is shown as follows:

\[
\rho(S) = \begin{cases} 
    1 & \text{if } n_e \neq n(D + 1), n_e = n(D_e + 1) \text{ and } d_e \neq d \\
    1 - \frac{n-k}{n} \left(\frac{a+1}{a+1+D_e}\right) & \text{if } n_e = n(D_e + 1) \text{ and } d_e = d \\
    1 - \frac{n-k}{n} \left(\frac{a+1}{a+1+D}\right) & \text{if } n_e \neq n(D + 1)
\end{cases}
\]

(34)
With the equivalent normalized depth distribution function of convolutional code word matrix, blind recognition of linear block codes and convolutional code types can be realized.

6. Depth Distribution Algorithm Based on Parallel Convolutional Turbo Codes

6.1. Principles of Parallel Convolutional Turbo Coding

The most important feature of Turbo code is the introduction of interleave and deinterleave to achieve coding randomness, and the effective combination of several short codes by code word deletion and reuse to achieve long codes, making its performance close to the Shannon limit. Turbo codes can be divided into three categories according to the different arrangement structures of code words; namely, Parallel Cascaded Convolutional Codes (PCCC), Serial Cascaded Convolutional Codes (SCCC) and Hybrid Cascaded Convolutional Codes (HCCC) [32]. Among them, the parallel cascade convolutional code is the most widely used permutation, and it is also the main research object in this paper.

The structure of a parallel cascade convolutional code encoder mainly includes interleave, a component encoder, an eraser and a multiplexer. The function of interleave is to reset the position of each bit in the input information sequence, change the weight distribution of the code, control the distance characteristics of the code sequence, and effectively reduce the correlation between the test sequences. The eliminator and multiplexer can combine the short code to improve the transmission efficiency of the system. At the same time, the interleave is mainly used to scatter the distribution of error bits and improve the error-correcting ability of the system [33]. In parallel, a cascaded convolutional code component encodes a recursive system convolutional encoder (RSC), which is generally used to implement fractional encoding [34,35]. Recursive system convolutional encoders are based on linear feedback shift registers (LFRS) to randomize input data. At the same time, using RSC can achieve better performance compared with traditional convolutional encoding at low SNR. According to whether the RSC of an interleave frame in PCCC returns to zero, the Turbo code can be divided into non-return to zero Turbo code and a return to zero Turbo code. Generally speaking, the non-return to zero of the encoder will have a certain negative impact on the coding performance. If the length of interleaving is small, zero processing must be carried out. However, when the interleaving length is large, the return to zero processing can be ignored, so as to reduce the complexity of the coding system. The classical structure diagram of PCCC is shown in Figure 6.

Figure 6. PCCC encoder structure.
6.2. Recognition Algorithm of Parallel Convolutional Turbo Coding

The blind recognition of parallel cascaded convolutional Turbo codes is also based on coding reconstruction, which establishes the corresponding relationship with linear block codes through reconstruction, so that the recognition method of linear block codes can be used on the identification of Turbo coding types. This section mainly analyzes the parallel cascaded convolutional Turbo codes as shown in Figure 6 and gives the depth distribution characteristics of the code words of this type of Turbo code, and then realizes the recognition of classical PCCC coding types.

First, we describe the classical PCCC. \( k \) is the number of information sequence bits; \((n_1 - k)\) is the number of supervisory positions RSC1 and \((n_2 - k)\) is the number of supervisory positions RSC2. The interleaving length is 1. Assuming that there is no deletion structure in the PCCC encoder, that RSC2 only outputs supervised check bits and that the transmission channel is error-free, the code word length of the encoder output is \((n_1 + n_2 - k)\). In this section, the convolutional code recognition method is used to identify and analyze the encoder RSC.

According to the difference of interleave, the ones in PCCC encoders can be divided into two categories: packet interleaves and convolution interleaves. In this paper, the interleaving mode of interleave is defined as packet interleaves and convolution interleaves. We construct an interleave with the length of \((D + 1)\), and the sequence of raw information bits \( M \) passes through the interleave. A new matrix \( M^* \) is generated according to the mapping relation of \( F(x) \), \( M^* \) is shown as Equation (36). We assume \( i \in [0,k] \) exists, which makes the output code word equal to the original sequence of input information bits interwoven by the interleave, and then Equation (37) can be expressed as:

\[
C^{(i)}(n_\theta, v_\theta, D_\theta, l_e) = \begin{bmatrix}
    m_1^{F^{-1}(Dk+i-1)} & m_2^{F^{-1}(D(k-1)+i-1)} & \cdots & m_i^{F^{-1}(i-1)} \\
    m_1^{F^{-1}(i-1)+l} & m_2^{F^{-1}(D(k-1)+i-1)} & \cdots & m_i^{F^{-1}(k+i-1)} \\
    \vdots & \vdots & \ddots & \vdots \\
    m_1^{F^{-1}(Dk+i-1)+l} & m_2^{F^{-1}(D(k-1)+i-1)+l} & \cdots & m_i^{F^{-1}(i-1)+l}
\end{bmatrix}
\]  

Turbo codes are similar to the reconstruction of linear block codes and convolutional codes in that equivalent check vectors are obtained from the code word matrix.

\[
C_i(n_\theta, v_\theta, D_\theta, l_e)X = (C^{(1)}(n_\theta, v_\theta, D_\theta, l_e) | C^{(2)}(n_\theta, v_\theta, D_\theta, l_e) | \cdots | C^{(k+1)}(n_\theta, v_\theta, D_\theta, l_e))X = 0
\]
For the code-word matrix group in Equation (38), the preceding \( k \) subcode matrix of the code-word matrix group contains consecutive \( l \) bits of an information sequence, so the following constraint relation can be obtained:

\[
C_i^e(n_e, v_e, D_e, l_e) X = \begin{bmatrix}
  m^{l-1} & \cdots & m^0 & c_{D+1}^{e, k+i} & \cdots & c_{k+i}^{e, k+i} \\
  m^{2l-1} & \cdots & m^l & c_{D+1}^{2D+1} & \cdots & c_{k+i}^{D+1} \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix} X = 0
\] (39)

We selected a row vector from \( C^{(1)}(n_e, v_e, D_e, l_e) \) whose row sequence number is \( (vD + 1) \), and \( v \) is the positive integer. The corresponding equivalent matrix \( M(n_e, v_e, D_e, l_e) \) can be obtained by interweaving the codes in each selected row vector. At the same time, similar to the selection of \( M(n_e, v_e, D_e, l_e) \), we select the row vector from \( C^{(k+1)}(n_e, v_e, D_e, l_e) \) whose row sequence number is \( (vD + 1) \) to constrain matrix \( C^{(k+1)}(n_e, v_e, D_e, l_e) \).

For a more general case, when the interleave length is \( k(D+1+a) \), the coded reconstruction equation can be obtained according to Equation (39):

\[
\begin{bmatrix}
  m^{l-1} & \cdots & m^0 & c_{D+a}^{e, k+i} & \cdots & c_{k+i}^{e, k+i} \\
  m^{2l-1} & \cdots & m^l & c_{D+a+1}^{2D+1} & \cdots & c_{k+i}^{D+1} \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix} X = 0
\] (40)

In addition, for some encoders, the interleave length is not equal to \( k(D+1+a) \) and the unity between the analysis and the identification process can be realized by solving the least common multiple \( l^* \) between them. So far, the reconstruction of Turbo code is solved skillfully by using a linear block code reconstruction algorithm, and the recognition of the Turbo code can refer to the basic algorithm of the linear block code. In order to realize the code type classification, the correlation between the depth distribution characteristics of the Turbo code word matrix and the linear block code word matrix is also analyzed.

According to previous studies on linear block codes and convolutional codes, the depth distribution characteristics of the code word matrix of Turbo codes are related to a parameter estimation of the code length, code rate, starting position and interleave length. Under different parameter estimation conditions, the depth distribution is significantly different. The parameter estimation of Turbo is also realized by reconstructing the equivalent linear block code, so the code length \( (n_1 + n_2 - k) \) and rate \( k/(n_1 + n_2 - k) \) can be estimated by the recognition method of linear block code length and the code rate. Therefore, the effect of interleave length estimation on the depth distribution characteristics of the Turbo code word matrix is an important research object.

We assume that the codeword matrix stores \( \theta(n_1 + n_2 - k)l^* \) bits of data altogether, and \( \mu \) is a positive integer. For parameter estimation of RSC1, RSC2 and interleave in encoder, when \( l^* = k(D_1 + 1 + a_1) = k(D_2 + 1 + a_2) \), if \( n_e = \theta(n_1 + n_2 - k)l^* \), the linear independent vectors in RSC1 and RSC2 are completely preserved. Under this condition, the number of information bits in the sequence output by RSC1 is \( \theta k(D_1 + 1 + a_1) \) and the ones by RSC2 is \( \theta k(D_2 + 1 + a_2) \). According to Equations (33) and (34), the total number of check bits in the code word matrix is \( \theta((n_1 - k)(D_1 + 1 + a_1) + (n_2 - k)(D_2 + 1 + a_2)) \). If \( n_e = (n_1 + n_2 - k)(D_1 + 1 + \varphi) \), \( \varphi \) is a positive integer and \( n_e \neq \theta(n_1 + n_2 - k)l^* \). Under this condition, based on the asymmetry of the matrix, all linear independent vectors in RSC1 are completely retained, while some linear independent vectors in RSC2 are not retained, which makes the depth distribution of the codeword matrix change.

From what is discussed above, when \( n_e \neq \theta(n_1 + n_2 - k)l^* \) and \( d_e = d \):

\[
\rho(S(C(n_e, v_e, D_e, l_e))) = 1
\] (41)

when \( n_e = \theta(n_1 + n_2 - k)l^* \) and \( d_e = d_e \):

\[
\rho(S(C(n_e, v_e, D_e, l_e))) = 1 - \sum_{i=1,2} \left( \frac{n_1 - k}{\theta k(D_i + a_i + 1)(n_1 + n_2 - k)} \right)
\] (42)
when \( n_e = \theta(n_1 + n_2 - k)l^* \) and \( d_e \neq d \):

\[
1 - \sum_{i=1,2} \left( \frac{n_i - k}{\theta(k(D_1 + a_i + 1)k(n_1 + n_2 - k))} \right) \leq \rho(S(C(n_e, v_e, D, l_e))) \leq 1
\]  \hspace{1cm} (43)

when \( n_e = (n_1 + n_2 - k)(D_1 + 1 + \varphi) \neq \theta(n_1 + n_2 - k)l^* \) and \( d_e = d \):

\[
\rho(S(C(n_e, v_e, D, l_e))) = 1 - \frac{n_1 - k}{(n_1 + n_2 - k)} \left( \frac{1 + \varphi}{D_1 + \varphi + 1} \right)
\]  \hspace{1cm} (44)

when \( n_e = (n_1 + n_2 - k)(D_1 + 1 + \varphi) \neq \theta(n_1 + n_2 - k)l^* \) and \( d_e \neq d \):

\[
1 - \frac{n_1 - k}{(n_1 + n_2 - k)} \left( \frac{1 + \varphi}{D_1 + \varphi + 1} \right) \leq \rho(S(C(n_e, v_e, D, l_e))) \leq 1
\]  \hspace{1cm} (45)

Equations (41)–(45) are the distribution function of the equivalent normalized depth distribution characteristics of the Turbo code word matrix, which can be used to realize blind recognition of the coding types of Turbo code.

7. Simulation Results

In this section, the effectiveness of the error correction coding type recognition analysis algorithm based on the depth distribution characteristics of the codeword matrix is verified through simulation experiments. In the simulation results, it is assumed that the communication system adopts a QPSK debugging mode, the signal transmission channel is the AWGN channel, and the signal-to-noise ratio is expressed by the bit error rate BER.

The simulation results listed in this section mainly include two aspects. Firstly, the code length estimation method based on the Gaussian elimination method and the code word starting point moment estimation method are simulated and verified. Secondly, the depth distribution characteristics of the codeword matrix of linear block codes, convolutional codes and Turbo codes are simulated and verified.

7.1. Simulation Results of Code Length and Starting Bits

We used MATLAB to generate 50,000 bit random 0 and 1 sequences, which were encoded by \((15, 11)\) BCH code, a 1% error code was added, and the first 7 bits of data were deleted. The code length is first identified in the following section, and the result is shown in Figure 7. Only when the number of matrix columns is 15, 30, 45, 60 and other integer multiples of 15, can the normalized value \( \varepsilon \) reach the maximum value. When the code length is 15, the normalized value is 0.1022, which is the first maximum value, and the other length values are all 0. Then, symmetrically, a maximum occurs every 15 code words. Therefore, the corresponding code length can be estimated to be 15.

![Figure 7. The code length recognition of (15, 11) BCH code.](image-url)
The next step is to recognize the starting point of the code word; \( n_0 = 15 \) is known and we calculate the corresponding 15 kinds of shift of \( \varepsilon_{n_0,d} \), as shown in Figure 8. This can be found when the code word is affected by the error condition, and originally it should only be in a state of 8 shift to the maximum, but in Figure 8, the \( \varepsilon_{n_0,d} \) is entified.

Figure 8. The recognition result of code start bit for \((15, 11)\) BCH code.

Therefore, a total of 5 shift states from 7 to 13 were selected, and the average number of \( Q = 30 \) was taken to calculate \( \varepsilon_{n_0,d} \) in each state again, as shown in Figure 9. It can be seen from the observation that, only when the shift state is 8 is the corresponding \( \varepsilon_{n_0,d} \) value the largest, so this is the starting point of the code word, which is consistent with the actual simulation conditions, and the algorithm is valid.

Figure 9. The recognition result of code start bit for \((15, 11)\) BCH code.

7.2. Simulation Results of Depth Distribution Characteristics of Linear Block Codes

After the code length and the starting point of the code word are known, the depth distribution property is used to further identify the rate and generation matrix of the linear block codes. In order to facilitate a direct observation, BCHs \((15, 5)\) are selected as the research objects in this section. A total of 10,000 code words are selected to calculate the depth value under the conditions that the bit
error rate is 1%. Code words with the same depth value are superimposed to generate the depth distribution histogram, as shown in Figure 10.

![Figure 10. The depth distribution of (15, 5) BCH code.](image)

The corresponding depth spectrum in Figure 10 is \( [1 \ 12 \ 13 \ 14 \ 15] \), and the depth distribution is \( [4 \ 400 \ 000 \ 000 \ 000 \ 000 \ 7 \ 16 \ 34 \ 63] \). By observing the depth distribution set, the first element is the number of code words when the depth value is 0, and the second element is the number of code words when the depth value is 1, . . . , the twelfth element is the number of code words corresponding to a depth value of 11, . . . , the last element is the number of code words corresponding to a depth value of 15. According to Theorem 2, the distribution characteristic of code words corresponding to the non-zero depth value of linear block codes is that with the increase of the non-zero depth value, the number of code words corresponding to the depth value also increases in a two-fold relationship. Due to the existence of a code error, there will be some deviation, but the relationship of two-fold depth value is still presented basically. Therefore, there are five kinds of non-zero depth values, i.e., the depth spectrum is \( [1 \ 12 \ 13 \ 14 \ 15] \), \( k = 5 \), and the bit rate \( t = k/n = 5/15 = 1/3 \). Because the depth distribution histograms of convolutional codes and Turbo codes in this paper are relatively complex, in order to facilitate observation, the normalized depth distribution diagram will be adopted uniformly in the following text.

The normalized depth distribution is shown in Figure 11. As a comparison, we also give the normalized rank distribution diagram under the matrix rank algorithm.

![Normalized rank distribution diagram](image)

As can be seen from Figure 11a, symmetrically, when the estimated value of code length is an integer multiple of the actual code length, the normalized value of code word depth distribution achieves a minimum value in every 15 codes, which is in line with the calculation result of Equation (23) above. In contrast, in Figure 11b, the matrix rank algorithm under the condition of noise cannot calculate the actual rank because of the code error, and it is always in the state of full rank. When the code length is correct, the code word distribution of linear block codes corresponding to different synchronization unknown parameters \( d_e \) is shown in Figure 12.

It can be observed from Figure 12a that, when the synchronous position is an integer multiple of the code length, the normalized value of the code word depth distribution achieves a minimum value, which conforms to the code word depth distribution characteristics of BCH \((15, 5)\) coding. Only when the estimate of the code length is an integer multiple of the code length will a distinct waveform appear, and at the same time, the position where the minimum value of the waveform symmetrically appears corresponds to a synchronous position parameter that is an integer multiple of the code length. However, when we observe Figure 12b, we find that there is no essential difference between it and Figure 11b. This is because the code words in the matrix are still in the full rank state due to a large number of errors.
Figure 11. The distribution of (15, 5) BCH code. (a) results based on depth distribution algorithm, (b) results based on matrix rank algorithm.

Figure 12. The distribution of different start bits. (a) results based on depth distribution algorithm, (b) results based on matrix rank algorithm.

7.3. Simulation Results of Depth Distribution Characteristics of Convolutional Codes

In this paper, the binary convolutional codes defined on $GF(2)$ with $n = 2$, $k = 1$ and $D = 6$ are taken as the research objects to analyze the depth distribution characteristics of their codewords. The sender generates random data and encodes it using the generating matrix of convolutional codes (2,1,6). The receiver obtains the codeword matrix through the noisy transmission channel. When the estimation of the synchronization position parameter $d_e$ is correct, the distribution of the convolutional codeword matrix corresponding to different code lengths $n_e$ is shown in Figure 13.

Combined with the encoding parameters of the convolutional code (2, 1, 6), according to Equation (34), when the parameter estimation of the synchronous position is correct, the corresponding relationship between the normalized depth distribution function and the code length of the convolutional code is completely consistent with the simulation results in Figure 13a. However, in Figure 13b of the simulation results of the matrix rank algorithm, we can observe that the overall distribution changes are disorderly. This is because, although the error-resistant performance of convolutional codes is better than that of general linear block codes, noise still causes great damage to the code-word matrix, resulting in disordered rank changes. When the estimate of code length $n_e$ is correct, the
depth distribution of convolutional codewords corresponding to parameter \( d_e \) at different synchronous positions is shown in Figure 14.

**Figure 13.** The distribution of different code lengths. (a) results based on depth distribution algorithm, (b) results based on matrix rank algorithm.

**Figure 14.** The distribution of different start bits. (a) results based on depth distribution algorithm, (b) results based on matrix rank algorithm. As can be seen from Figure 14a, when the synchronous position is an integer multiple of the code length, the code word normalized depth distribution value achieve a minimum value, which conforms to the code word depth distribution characteristics of convolutional code (2, 1, 6) coding. However, according to Figure 14b, the matrix is a full rank and the normalized value is 1 because of the existence of certain error codes.

### 7.4. Simulation Results of the Depth Distribution Characteristics of Turbo Codes

When the estimation of the synchronization position parameter \( d_e \) is correct, the code word distribution of Turbo codes corresponding to different code lengths \( n_e \) is shown in Figure 15. In combination with the encoding parameters of Equations (41)–(45) and the Turbo code, when the condition \( n_e = 15\mu \) is satisfied, the condition \( n_e = 9 + \varphi \) is also satisfied. Therefore, the depth distribution rule in Figure 15 is consistent with the distribution relationship expressed in Equations (41)–(45). However, in Figure 14b, the overall appearance is chaotic due to the error code factor.
Figure 15. The distribution of different code lengths. (a) results based on depth distribution algorithm, (b) results based on matrix rank algorithm. When the code length estimation \( n_e \) is correct, the depth distribution \( d_e \) of the Turbo code word matrix corresponding to different synchronous position parameters is shown in Figure 16a. However, in Figure 14b, the normalized value of rank is always 1 due to code errors.

Figure 16. The distribution of different start bits. (a) results based on depth distribution algorithm, (b) results based on matrix rank algorithm. The recognition and verification of the three types of codewords based on the depth distribution algorithm is completed. We can observe from the above experiments that noise has a great impact on the matrix rank algorithm, and the error code will lead to a significant increase in the matrix rank. However, the depth distribution algorithm can effectively avoid the interference caused by noise and complete the identification of different forward error correction coding types.

8. Conclusions

The paper introduces different code type recognition based on a depth distribution algorithm. Based on linear block code recognition algorithm, this paper first introduces the recognition method based on an improved Gaussian elimination of matrix of linear block codes to estimate the code length and the starting bit. Compared with the traditional matrix estimation algorithm, the algorithm adopted in the paper has a better anti-noise performance, and compared with other parameter estimation algorithm, the algorithm is more simple and more convenient for engineering practice.

Secondly, the depth distribution algorithm, a mathematical algorithm, is used in this paper to complete the recognition of different code types. Compared with the traditional rank estimation method, which cannot complete the code type recognition under the
condition of a low bit error rate, the algorithm used in this paper has a good anti-noise performance and is more practical.

What is more, we used a general framework to unify all reconstruction algorithms to complete the reconstruction of convolutional codes and Turbo codes.

The experimental results show that using a depth distribution algorithm to identify different types of forward error correction coding is a promising classification technology, which is suitable for the recognition of different types of communication signals under the condition of noise.
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