Lorentzian path integral for quantum tunneling and WKB approximation for wave-function
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Recently, the Lorentzian path integral formulation using the Picard-Lefschetz theory has attracted much attention in quantum cosmology. In this paper, we analyze the tunneling amplitude in quantum mechanics by using the Lorentzian Picard-Lefschetz formulation and compare it with the WKB analysis of the conventional Schrödinger equation. We show that the Picard-Lefschetz Lorentzian formulation is consistent with the WKB approximation for wave-function and the Euclidean path integral formulation utilizing the solutions of the Euclidean constraint equation. We also consider some problems of this Lorentzian Picard-Lefschetz formulation and discuss a simpler semiclassical approximation of the Lorentzian path integral without integrating the lapse function.

I. INTRODUCTION

Wave function distinguishes quantum and classical picture of physical systems and can be exactly calculated by solving the Schrödinger equation for quantum mechanics (QM). In particular, quantum tunneling is one of the most important consequences of the wave function. The wave function inside the potential barrier seeps out the barrier even if the kinetic energy is lower than the potential energy. As a result, the non-zero probability occurs outside the potential in the quantum system even if it is bound by the potential barrier in the classical system. Hence, quantum tunneling is one of the most important phenomena to describe the quantum nature of the system.

The Feynman’s path integral [1] is a standard formulation for QM and quantum field theory (QFT) which is equivalent with Schrödinger equation and defines quantum transition amplitude which is given by the integral over all paths weighted by the factor $e^{iS[x]/\hbar}$. In the path integral formulation, the transition amplitude from an initial state $x(t_i) = x_i$ to a final state $x(t_f) = x_f$ is written by the functional integral,

$$K(x_f;x_i) = \langle x_f, t_f | x_i, t_i \rangle = \int_{x(t_i)=x_i}^{x(t_f)=x_f} Dx(t) \exp \left( \frac{iS[x]}{\hbar} \right), \quad (1)$$

where we consider a unit mass particle whose the action $S[x]$ is written by

$$S[x] = \int dt \left( \frac{1}{2} \dot{x}^2 - V(x) \right). \quad (2)$$

In a semi-classical regime, the associated path integral can be given by the saddle point approximation which is dominated by the path $\delta S[x]/\delta x \approx 0$. In particular, to describe the quantum tunneling in Feynman’s formulation the Euclidean path integral method [2] is used.

Performing the Wick rotation $\tau = it$ to Euclidean time, the dominant field configuration is given by solutions of the Euclidean equations of motion imposed by boundary conditions. The instanton constructed by the half-bounce Euclidean solutions going from $x_i$ to $x_f$ [3] describes the tunneling event across a degenerate potential and the splitting energy. On the other hand, the bounce constructed by the bouncing Euclidean solutions with $x_i = x_f$ gives the vacuum decay ratio from the local-minimum false vacuum [2]. The Euclidean instanton method is useful tool for QFT [2–5] and even the gravity [6].

However, the method is conceptually less straightforward. When a particle tunnels through a potential barrier, we can accurately calculate the tunneling probability by using the Euclidean action $S_E[x]$ with the instanton solution, and in fact, it works well. However, when the particle is moving outside the potential, one needs to use the Lorentzian or real-time path integral so that the instanton formulation lacks unity and it is unclear why this method works. In this perspective, the quantum tunneling of the Lorentzian or real-time path integrals has been studied in recent years [7–20], where complex instanton solutions are considered. It has been argued in Ref. [15, 20] that the Euclidean-time instanton solutions for a rotated time $t = \tau e^{-i\alpha}$ close to Lorentzian-time describes something like a real-time description of quantum tunneling. Besides the extensions of the instanton method, a new tunneling approach has been proposed by Ref. [21] for quantum cosmology where the Lorentzian path integral includes a lapse integral and the saddle-point integration is performed by the Picard-Lefschetz theory (we call this method Lorentzian Picard-Lefschetz formulation). Feldbrugge et al. [21] showed that the Lorentzian path integral reduces to the Vilenkin’s tunneling wave function [22] by perfuming the integral over a contour. On other hand, Diaz Dorronsoro et al. reconsidered the Lorentzian path integral by integrating the lapse gauge over a different contour [23] and show that the Lorentzian path integral reduces to be the Hartle-Hawking’s no boundary wave function [24]. Both the tunneling or no-boundary wave functions can be derived as
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the Wentzel-Kramers-Brillouin (WKB) solutions of the Wheeler-DeWitt equation in mini-superspace model [25–27]. However, it is not fully understood why different wave functions can be obtained by different contours of the lapse integration in the Lorentzian path integral of quantum gravity (QG) and why the gravitational amplitude using the method of steepest descents or saddle-point corresponds to the WKB solution of the Wheeler-DeWitt equation [28–33] 1.

In this paper, we apply this Lorentzian path integral method to the tunneling amplitude of QM to discuss these conundrums without the complications associated with QG. We will reconfirm that the conjecture of the tunneling or no-boundary wave functions based on the path integral of QG holds for QM as well, and show that the path integral (3) under the Lorentzian Picard-Lefschetz method corresponds to the WKB wave function of the Schrödinger equation. We will provide some examples in Section II and Section III. Furthermore, we will discuss and confirm the relations between the Lorentzian Picard-Lefschetz formulation, and the WKB approximation for wave-function and the standard instanton method based on the Euclidean path integral. We also consider some problems of this Lorentzian Picard-Lefschetz formulation and discuss a simpler semiclassical approximation of the Lorentzian path integral.

The present paper is organized as follows. In Section II we introduce the Lorentzian path integral with the Picard-Lefschetz theory and apply this Lorentzian Picard-Lefschetz formulation to the linear, harmonic oscillator, and inverted harmonic oscillator models. In Section III we review the Euclidean path integral, instanton and WKB approximation and consider their relations to the Lorentzian Picard-Lefschetz formulation. In Section IV we demonstrate that the tunneling and no-boundary wave functions derived by the Lorentzian Picard-Lefschetz Formulation corresponds to the WKB solution of the Wheeler-DeWitt equation. In Section V we discuss a simpler semiclassical approximation method of the Lorentzian path integral without involving the lapse integral. Finally, in Section VI we conclude our work.

II. LORENTZIAN PATH INTEGRAL WITH PICARD-LEFSCHETZ THEORY

We introduce the Lorentzian path integral for QM and apply the steepest descents or saddle-point method utilizing the Picard-Lefschetz theory to the Lorentzian path integral. The Lorentzian path integral for QM is given by,

\[ K(x_f; x_i) = \int \mathcal{D}N(t) \int_{x(t_0) = x_0}^{x(t_1) = x_1} Dx(t) \exp \left( \frac{iS[N, x]}{\hbar} \right), \]

where \( N(t) \) is the lapse function. From here we fix the gauge: \( N(t) = N = \text{const.} \). Extending the lapse function \( N \) from real \( \mathcal{R} \) to complex \( \mathcal{C} \) enable to consider classically prohibited evolution of the particles where \( N = 1 \) corresponds to moving along the real-time whereas \( N = -i \) corresponds to the Euclidean time. The action \( S[N, x] \) is written as

\[ S[N, x] = \int_{t_i}^{t_f} dt N(t) \left( \frac{\dot{x}^2}{2N(t)^2} - V(x) + E \right), \]

where \( V(x) \) is the potential and \( E \) is the energy of the system. We will discuss the linear, harmonic oscillator, inverted harmonic oscillator and double well models for QM. Fig. 1 shows the potential \( V(x) \) for these models. From (4) we derive the following constraint equation and equations of motion [33],

\[ \delta S[x, N]/\delta N = 0 \implies \frac{\dot{x}^2}{2} + N^2 V(x) = N^2 E, \]

\[ \delta S[x, N]/\delta x = 0 \implies \ddot{x} = -N^2 V'(x), \]

It should be emphasized that the definition of the Lorentzian path integral (3) is not necessarily the same as

\[ \text{Refs [32–44].} \]

\[ \text{After revising this paper, we noticed that the content of this paper was very similar to that of Ref [45]. Based on the discussion in [45], it may be reasonable to consider the Lorentzian path integral simply as a complex integral representation of Green’s function rather than the extension of the Euclidean path integral.} \]

1 The perturbation issues for the tunneling or no-boundary wave functions in the Lorentzian path integral have been discussed in Refs [32–44].
the original path integral (1). But, there is a correspondence between these formulations from the definition of path integral,

\[ \langle f \mid e^{-iH(t_f-t_i)} \mid x_i \rangle = \int \mathcal{D}x(t) e^{iS[x]/\hbar}, \]

(7)
as the Euclidean path integral formulation which is given by the standard Wick rotation \( t \rightarrow -it \). The Lorentzian path integral (3) is given by the transformation of \( t \rightarrow Nt \) and can be regarded as a complex-time formulation of the path integral by assuming \( N \) to be complex.

Although there have been several works on such complex path integral methods [46, 47], there is no obvious choice of integration contours in the complex-time path integral. But, as will be shown later, we solve this problem by using the method of steepest descents or saddle-point method [28–31]. Moreover, the Picard-Lefschetz theory allows us to develop this argument more mathematically and rigorously. This theory provides a unique way to find a complex integration contour based on the steepest descent path (Lefschetz thimbles \( J_\sigma \)) and proceed with such oscillatory integral as [48],

\[ \int \mathcal{D}x \exp \left( \frac{iS[x]}{\hbar} \right) = \sum_{\sigma} n_\sigma \int_{J_\sigma} dx \exp \left( \frac{iS[x_\sigma]}{\hbar} \right), \]

(8)

where \( n_\sigma \) is the intersection number of the Lefschetz thimbles \( J_\sigma \) and steepest ascent path \( K_\sigma \). In this section, we apply this Lorentzian Picard-Lefschetz method to the tunneling transition of QM. 3

### A. Quantum tunneling with Lorentzian path integral

Now, we will consider the linear potential \( V = V_0 - \Lambda x \) with \( \Lambda > 0 \) which corresponds to the no-boundary proposal of the Lorentzian path integral for QG [21]. Thus, we have the following action,

\[ S[x, N] = \int_0^1 dt N \left( \frac{x^2}{2N^2} - V_0 + \Lambda x + E \right), \]

(9)

whose classical solution is given as

\[ x_s = \frac{\Lambda}{2} N^2 t^2 + \left( -\frac{1}{2} N^2 \Lambda + x_1 - x_0 \right) t + x_0. \]

(10)

Following [21, 28], we can evaluate the Lorentzian path integral (3) under the semi-classical approximation. We assume the full solution \( x(t) = x_s(t) + Q(t) \) where \( Q(t) \)
is the Gaussian fluctuation around the semi-classical solution (10). By substituting it for the action (9) and integrating the path integral over \( Q(t) \), 4 we have the following oscillatory integral,

\[ K(x_1; x_0) = \sqrt{\frac{1}{2\pi i\hbar}} \int_C \frac{dN}{N^{1/2}} \exp \left( \frac{iS_0[N]}{\hbar} \right), \]

(11)

where

\[ S_0[N] = \int_0^1 dt N \left( \frac{x^2}{2N^2} - V_0 + \Lambda x + E \right) = -\Lambda^2 N^3/24 - N \left( -\Lambda^2 (x_1 + x_0) - E + V_0 \right) + \frac{(x_1 - x_0)^2}{2N}. \]

(12)

Thus, we can calculate the transition amplitude by only performing the integration of the lapse function. Although it is generally difficult to handle such oscillatory integrals, the Picard-Lefschetz theory deals with such integrals. The Picard-Lefschetz theory complexifies the variables and selects a complex path such that the original integral does not change formally via an extension of Cauchy’s integral theorem, and especially pass the saddle points known as the Lefschetz thimbles \( J_\sigma \).

Now let us integrate the lapse \( N \) integral along the Lefschetz thimbles \( J_\sigma \), and we obtain

\[ K(x_1; x_0) = \sum_{\sigma} n_\sigma \sqrt{\frac{1}{2\pi i\hbar}} \int_{J_\sigma} \frac{dN}{N^{1/2}} \exp \left( \frac{iS_0[N]}{\hbar} \right). \]

(13)

Since the lapse integral (13) can be approximately estimated based on the saddle points \( N_s \) and solving \( \partial S_0[N]/\partial N = 0 \), the saddle-points of the action \( S_0[N] \) are given by,

\[ N_s = a_1 \frac{\sqrt{2}}{\Lambda} \left[ (\Lambda x_0 + E - V_0)^{1/2} + a_2 (\Lambda x_1 + E - V_0)^{1/2} \right], \]

(14)

where \( a_1, a_2 \in \{-1, 1\} \). The four saddle points (14) correspond to the intersection of the steepest descent path \( J_\sigma \) (Lefschetz thimbles) and steepest ascent path \( K_\sigma \) where \( \text{Re} \left[ iS_0(N) \right] \) decreases and increases monotonically on \( J_\sigma \) and \( K_\sigma \). The saddle-point action \( S_0[N_s] \) evaluated at \( N_s \) is given by

\[ S_0[N_s] = a_1 \frac{2\sqrt{2}}{3\Lambda} \left[ (\Lambda x_0 + E - V_0)^{3/2} + a_2 (\Lambda x_1 + E - V_0)^{3/2} \right]. \]

(15)

---

3 This method assumes the semi-classical approximation, and other methods utilizing the Picard-Lefschetz theory might provide a complete analysis of the path integral for QM/QFT (see e.g., [49–51]).

4 We used the following path integral formulation,

\[ \int_{X[0]=0}^{X[1]=0} \mathcal{D}X(t) \exp \left( \frac{i}{\hbar} \int_0^1 dt \frac{1}{2} m \dot{x}^2 \right) = \sqrt{\frac{m}{2\pi i\hbar}}. \]
Thus, using the saddle-point approximation we can get the following result,

\[
K(x_1; x_0) \approx \sum_{\sigma} n_{\sigma} e^{i\theta_{\sigma}} \sqrt{\frac{1}{2\pi\hbar}} \left( \frac{\hbar}{N_s^{1/2}} \right) \exp \left( \frac{iS_0[N_s]}{\hbar} \right) \times \int_{\mathcal{J}_s} \mathcal{L} \exp \left( -\frac{1}{2\hbar} \left| \frac{\partial^2 S_0[N_s]}{\partial N^2} \right| \right) R^2 \right) \] (16)

\[
\approx \sum_{\sigma} n_{\sigma} e^{i\theta_{\sigma}} \sqrt{\frac{1}{iN_s \left| \frac{\partial^2 S_0[N_s]}{\partial N^2} \right|}} \exp \left( \frac{iS_0[N_s]}{\hbar} \right),
\]

where we expand \( S_0[N] \) around a saddle point \( N_s \) as follows, \(^5\)

\[
\frac{iS_0[N]}{\hbar} = \frac{iS_0[N]}{\hbar \left| N = N_s - \frac{1}{2\hbar} \left| \frac{\partial^2 S_0[N_s]}{\partial N^2} \right| \right| R^2 + \frac{i}{6\hbar} \frac{\partial^3 S_0[N]}{\partial N^3} \bigg\vert_{N = N_s} (N - N_s)^3 + \ldots \] (17)

From here we will demonstrate the Lorentzian Picard-Lefschetz formulation \((13)\) for QM. Let us consider a simple case with \( x_0 = 0, E = 0 \) and \( x_1 > V_0/A \). Only one Lefschetz thimble can be chosen in the integration domain \( \mathcal{R} = (0, \infty) \). Fig. 2 discloses \( \text{Re} \left[ iS_0(N) \right] \) in the complex plane where we set \( V_0 = 3, \Lambda = 3 \) and \( x_1 = 3 \), where the upper right figure suggests that a Lefschetz thimble thorough \( N_4 = -\sqrt{\frac{2}{3}} (i - \sqrt{2}) \) can be only chosen in \( \mathcal{R} = (0, \infty) \). Thus, if we consider the positive lapse \( N = (0, \infty) \), we obtain the following result,

\[
K(x_1) \approx \frac{e^{\frac{x_1^2}{4}}}{2^{1/2}1_0^{1/4} \sqrt{(\Lambda x_1 - V_0)^{1/4}}} \times \exp \left( -\frac{2\sqrt{2}i}{3\hbar \Lambda} \left( (V_0)^{3/2} - (\Lambda x_1 - V_0)^{3/2} \right) \right). \] (18)

For the purposes of the later discussion in Section III we consider the case with \( V_0 = \Lambda^2/2 \) and \( x_1 = V_0/A \), and the transition amplitude is written as

\[
K(x_1) \approx \exp \left( -\frac{\Lambda^2}{3\hbar} \right). \] (19)

which corresponds to the Euclidean path integral in Section III.

On the other hand, by integrating the complex lapse integral along \( \mathcal{R} = (-\infty, \infty) \) and through the four saddle points, we obtain

\[
K(x_1) \approx C_1 e^{\left( -\frac{2\sqrt{2}i}{3\Lambda \hbar} \left( (V_0)^{3/2} - (\Lambda x_1 - V_0)^{3/2} \right) \right)}
+ C_2 e^{\left( -\frac{2\sqrt{2}i}{3\Lambda \hbar} \left( (V_0)^{3/2} - (\Lambda x_1 - V_0)^{3/2} \right) \right)}
+ C_3 e^{\left( -\frac{2\sqrt{2}i}{3\Lambda \hbar} \left( (V_0)^{3/2} - (\Lambda x_1 - V_0)^{3/2} \right) \right)}
+ C_4 e^{\left( -\frac{2\sqrt{2}i}{3\Lambda \hbar} \left( (V_0)^{3/2} - (\Lambda x_1 - V_0)^{3/2} \right) \right)}.
\] (20)

In Fig. 2 the lower figures consider \( N = (-\infty, \infty) \) and we can chose two different contours where one pass all saddle points \( N_{1,2,3,4} \) and another pass lower two saddle-points \( N_{1,4} \).

Let us consider the Lorentzian path integral \((3)\) and take a different semi-classical approximation to the action \((4)\). In the previous discussion, the action was semi-classically approximated by the solution of the equation of motion \((6)\), but now let us consider the semi-classical approximation of the action \((4)\) by the constraint equation \((5)\). Thus, by solving the constraint equation \((5)\) for \( \dot{x} \) and substituting in the action \((4)\), we get the following semi-classical action,

\[
S_0 = \int_{x_0}^{x_1} dt [2N(E - V)] = \int_{x_0}^{x_1} \frac{dx}{E - V} 2N(E - V)
= \pm \int_{x_0}^{x_1} dx \sqrt{2(E - V)}, \] (22)

where it is important to note that this semi-classical action is different from \( S_0[N] \) \((12)\), cancels and does not have the contribution of \( N \) \([33]\). \(^6\)

Furthermore, importantly, the saddle-point of the semi-classical action \( S_0[N] \) \((12)\) is consistent with \( S_0 \) \((22)\). In fact, in the linear potential, the semi-classical action is

\(^5\) We introduced \( N - N_s \equiv R e^{i\theta_s} \) and \( \text{Arg} \left( \frac{\partial^2 S_0[N]}{\partial N^2} \right|_{N = N_s} \right) = \alpha. \)

Thus, we get \( e^{i(2\theta_s + \alpha)} = i \) and \( \theta_s = \pi/4 - \alpha/2. \)

\(^6\) By using the Lorentzian path integral \((3)\) and integrating the lapse \( N \), the semi-classical path integral diverges,

\[
K(x_f; x_i) \approx \int_{\mathcal{C}} dN \exp \left( \frac{iS_0}{\hbar} \right)
\approx e^{\pm i \int_{x_0}^{x_1} dx \sqrt{2(E - V)} / \hbar} \int_{0}^{\infty} dN \to \infty.
\]
FIG. 2. These four figures show Re $[iS_0(N)]$ in the complex plane where we set $V_0 = 3$, $\Lambda = 3$ and $x_1 = 3$. The x-axis in these figures corresponds to the real axis of the complex lapse $N$ and the y-axis to its imaginary axis. The blue dashed line shows the corresponding the Lefschetz thimbles with the saddle-points; $N_1 = -\sqrt{\frac{2}{3}} (i + \sqrt{2})$, $N_2 = \sqrt{\frac{2}{3}} (i - \sqrt{2})$, $N_3 = \sqrt{\frac{2}{3}} (i + \sqrt{2})$, $N_4 = -\sqrt{\frac{2}{3}} (i - \sqrt{2})$. The upper right figure consider $N = (0, \infty)$ and a Lefschetz thimble with $N_4$ can be only chosen. The lower figures take $N = (-\infty, \infty)$ and we can chose two different contours where one pass all saddle points $N_{1,2,3,4}$ and another pass lower two saddle-points $N_{1,4}$. We note that $N_{2,4}$ corresponds to the exponent of the WKB wave function and this point will be discussed in Section III.

We note that the two saddle points (14) corresponds to the WKB approximation, but other two saddle-points are conjugate for these saddle points.

B. Harmonic oscillator and inverted harmonic oscillator models

In the previous subsection, we applied the Lorentzian path integral formulation to the linear potential and dis-
discuss some problems with the ambiguity of the lapse function. Let us put these issues aside and consider this Lorentzian formulation to the harmonic oscillator and inverted harmonic oscillator models, which are well known in QM.

First, let us consider the harmonic oscillator model with \( V = V_0 + \frac{1}{2} \Omega^2 x^2 \). For simplicity, we consider the zero-energy system with \( E = 0 \) and the solution of the equations of motion is given by

\[
x_s = x_0 \cos (\Omega N t) - x_0 \cot (\Omega N) \sin (\Omega N t) \\
+ x_1 \csc (\Omega N) \sin (\Omega N t),
\]

(24)

where we set \( x(0) = x_0 \) and \( x(1) = x_1 \). By applying the semi-classical approximation to the Lorentzian path integral (3) as well as the linear potential case, we obtain the following integral,

\[
K(x_1; x_0) = \sqrt{\frac{1}{2\pi i \hbar}} \int_C dN \sqrt{N}^2 \exp \left( \frac{i S_0[N]}{\hbar} \right),
\]

(25)

where

\[
S_0[N] = \int_0^1 dt N \left( \frac{x_s^2}{2N^2} - V_0 - \frac{1}{2} \Omega^2 x_s^2 \right)
= -NV_0 + \frac{1}{2} (x_0^2 + x_1^2) \Omega \cot (\Omega N) - x_0 x_1 \Omega \csc (\Omega N).
\]

(26)

When we take \( x_0 = 0 \) and \( \Omega = 1 \), the semi-classical action \( S_0[N] \) reads,

\[
S_0[N] = -NV_0 + \frac{1}{2} x_1^2 \cot (N).
\]

(27)

By solving \( \partial S_0[N] / \partial N = 0 \), the saddle-points are given as,

\[
\sin^2 (N_s) = \frac{x_1^2}{2V_0} \iff N_s = \pm i \sinh^{-1} \sqrt{\frac{x_1^2}{2V_0} + 2\pi c_1}, \quad \pi \pm i \sinh^{-1} \sqrt{\frac{x_1^2}{2V_0} + 2\pi c_1},
\]

(28)

where \( c_1 \in \mathbb{Z} \). In Fig. 3 we show the contour plot of \( \text{Re} \left[ i S_0^{\text{saddle}} (N) \right] \) in the complex plane where we set \( V_0 = 1 \) and \( x_1 = 1 \) for the harmonic and inverted harmonic oscillator models. Although there are many saddle points, we will simply consider the contour corresponding to \( c_1 = 0 \) in the integration domain \( R = (0, \infty) \).

Thus, we take one saddle-point \( N_s = -i \sinh^{-1} \sqrt{\frac{x_1^2}{2V_0}} \) and the saddle-point action is evaluated as

\[
S_0[N_s] = -NV_0 + \frac{1}{2} x_1^2 \cot (N_s)
= iV_0 \sinh^{-1} \sqrt{\frac{x_1^2}{2V_0} + \frac{i x_1 \sqrt{V_0}}{2} \sqrt{2 + \frac{x_1^2}{V_0}}},
\]

(29)

and we obtain the following transition amplitude,

\[
K(x_1) \approx \exp \left[ -\frac{1}{\hbar} \left( V_0 \sinh^{-1} \sqrt{\frac{x_1^2}{2V_0} + \frac{x_1 \sqrt{V_0}}{2} \sqrt{2 + \frac{x_1^2}{V_0}}} \right) \right].
\]

(30)

For the purposes of the later discussion in Section III let us consider the specific case which satisfy

\[
x_1 = \frac{(e^2 - 1) \sqrt{V_0}}{\sqrt{2e}},
\]

(31)

and the transition amplitude reads

\[
K(x_1) \approx \exp \left[ \frac{(1 - 4e^2 - e^4) V_0}{4\hbar e^2} \right].
\]

(32)
Next, let us consider the inverted harmonic oscillator model with $V = V_0 - \frac{1}{2} \Omega^2 x^2$. For simplicity, we consider the zero-energy system with $E = 0$ and the solution of the system is given by

$$x_s = \frac{e^{-\Omega N t} (-x_0 e^{2\Omega N t} + x_1 e^{2\Omega N t + \Omega N} + x_0 e^{2\Omega N} - x_1 e^{\Omega N})}{e^{2\Omega N} - 1}$$  \hspace{1cm} (33)

By taking semi-classical approximation to the Lorentzian path integral (3) we get the following semi-classical action,

$$S_0[N] = \int_0^1 dt N \left( \frac{x_s^2}{2N^2} - V_0 - \frac{1}{2} \Omega^2 x_s^2 \right)$$

$$= -NV_0 + \frac{1}{2} \Omega (x_0^2 + x_1^2) \coth(N\Omega) - x_0 x_1 \Omega \text{csch}(N\Omega).$$  \hspace{1cm} (34)

We set $x_0 = 0$ and $\Omega = 1$, and $S_0[N]$ reads,

$$S_0[N] = -NV_0 + \frac{1}{2} x_1^2 \coth (N).$$  \hspace{1cm} (35)

By solving $\partial S_0[N]/\partial N = 0$, the corresponding saddle-points are given by,

$$\sinh^2 (N_s) = - \frac{x_1^2}{2V_0} \implies N_s = \pm i \sin^{-1} \sqrt{\frac{x_1^2}{2V_0} + 2i\pi c_2}, \ i\pi \pm i \sin^{-1} \sqrt{\frac{x_1^2}{2V_0} + 2i\pi c_2},$$

where $c_2 \in \mathbb{Z}$. As before, we consider the contour corresponding to $c_2 = 0$ in $\mathcal{R} = (0, \infty)$. Hence, we take

$$N_s = -i \sin^{-1} \sqrt{\frac{x_1^2}{2V_0}}$$

and the saddle-point action $S_0[N_s]$ is evaluated as

$$S_0[N_s] = -N_s V_0 + \frac{1}{2} x_1^2 \coth (N_s)$$

$$= iV_0 \sin^{-1} \sqrt{\frac{x_1^2}{2V_0} + \frac{i\pi V_0}{2}} \sqrt{2 - \frac{x_1^2}{V_0}}.$$  \hspace{1cm} (36)

For the later discussion in Section III, let us consider the following case,

$$x_1 = \sqrt{2V_0} \sin(1),$$  \hspace{1cm} (37)

and the transition amplitude reads

$$K(x_1) \approx \exp \left( -\frac{V_0 + V_0 \sin(1) \cos(1)}{\hbar} \right).$$  \hspace{1cm} (38)

### III. EUCLIDEAN PATH INTEGRAL, INSTANTON AND WKB APPROXIMATION

In this section, we review the Euclidean path integral, instanton and WKB approximation for the quantum tunneling and discuss their relations to the Lorentzian Picard-Lefschetz formulation (13).

A. Euclidean path integral and instanton

The evolution of the wave function in the classical regime can be approximated by the solutions $\delta S[x]/\delta x \approx 0$ which satisfy the classical equation of motion. On the other hand, for quantum tunneling path which is the classically forbidden region the transition amplitude is approximately given by the saddle points of the Euclidean path integral which is derived by the solution of the Euclidean equations of motion.

We can easily show that setting $N = -i$ the Lorentzian path integral (3) corresponds to the Euclidean amplitude. In fact, the reparameterized action $S[x, N]$ is given by $t \rightarrow N t$ in $S[x]$ and the Euclidean action $S_E[x]$ is given by $t \rightarrow -it$. Therefore, the action $S[x, -i]$ represents the Euclidean action $S_E[x]$,

$$iS[x, -i] = -\int_{\tau_i}^{\tau_f} dt \left( \frac{x^2}{2} + V(x) \right)$$

$$\iff iS[x] \equiv -S_E[x] = -\int_{\tau_i}^{\tau_f} d\tau \left( \frac{1}{2} \left( \frac{dx}{d\tau} \right)^2 + V(x) \right),$$

where the potential changes sign $V(x) \rightarrow -V(x)$ in $S_E[x]$. From (37) we derive the following Euclidean equations of motion,

$$\frac{d^2 x}{d\tau^2} = V'(x).$$  \hspace{1cm} (40)

However, the extrema of $N$ corresponding to the saddle points of the Lorentzian path integral (3) using the Picard-Lefschetz theory deviate from $N = -i$ and do not reproduce the transition amplitude based on the Euclidean path integral. From here we show some examples to clarify this fact. Let us consider the linear potential $V = V_0 - \Lambda x$ with $\Lambda > 0$ for simplicity. Note that solving the Euclidean equations of motion and substituting the solutions for the Euclidean action $S_E[x]$ leads to the instanton amplitude. Therefore, the oscillatory integral (11) is consistent with the Euclidean amplitude except for the lapse integral. Thus, by taking $N = -i$ we have the Euclidean transition amplitude for the linear potential,

$$K(x_1; x_0) = \sqrt{\frac{-1}{2\pi \hbar}} e^{iS_0[-i]/\hbar} = \sqrt{\frac{-1}{2\pi \hbar}} e^{-S_E/\hbar},$$  \hspace{1cm} (41)

where $S_E$ is

$$S_E = \int_{\tau_i=0}^{\tau_f=1} d\tau \left\{ \frac{1}{2} \left( \frac{dx_s}{d\tau} \right)^2 + V_0 - \Lambda x_s \right\}$$

$$= \frac{\Lambda^2}{24} - \frac{\Lambda}{2} (x_1 + x_0) + V_0 + \frac{(x_1 - x_0)^2}{2}. $$

For simplicity, we consider $x_0 = 0$ and the transition amplitude is given by

$$K(x_1) \approx \exp \left[ -\frac{1}{\hbar} \left( -\frac{\Lambda^2}{24} - \frac{\Lambda x_1}{2} + V_0 + \frac{x_1^2}{2} \right) \right].$$  \hspace{1cm} (42)
which is not consistent with the result (18) of the Lorentzian path integral. As we will see later, this result is not compatible with the WKB approximation either.

The reason is that the semi-classical solution (10) with $N = -i$ does not satisfy the constraint equation (5), which is the law of conservation of energy. Thus, when the constraint equation (5) is actually satisfied the result of the Euclidean path integral coincides with the Lorentzian Picard-Lefschetz formulation (18). For instance, when we take $V_0 = \Lambda^2/2$ and $x_1 = V_0/\Lambda = \Lambda/2$ and the transition amplitude is given by

$$K(x_1) \approx \exp \left( -\frac{\Lambda^2}{3\hbar} \right),$$

which is consistent with the result (19) in the Lorentzian Picard-Lefschetz formulation. In this case the saddle points of the action (15), which is $N_s = \pm i$ also coincides with the Euclidean saddle point $N = -i$. In Fig. 4 we show this correspondence.

Next, let us discuss the well-known double well potential,

$$V(x) = \frac{\lambda}{4} (x^2 - a^2)^2,$$  \hspace{1cm} (46)

and consider the quantum tunneling from $x_0 = -a$ to $x_1 = a$. The usual method for finding the Euclidean (instanton) solution in this case, is to obtain it directly from the Euclidean energy conservation rather than solving the Euclidean equations of motion. For simplicity, we set $E = 0$ and the Euclidean energy conservation gives,

$$\frac{1}{2} \left( \frac{dx}{d\tau} \right)^2 - V(x) = 0 \implies \frac{dx}{d\tau} = \pm \sqrt{\frac{\lambda}{2}} (x^2 - a^2).$$

(47)

Thus, we can get the following instanton solution interpolating between $-a$ and $a$,

$$x(\tau) = \pm a \tanh \frac{\omega}{2} (\tau - \tau_0),$$

(48)

where $\omega = \sqrt{2\lambda a^2}$ and $\tau_0$ is an integration constant. The plus and minus classical solutions are the instanton and anti-instanton. The instanton corresponds to the particle initially sitting on the maximum of $-V(x)$ at $x = -a$, passing $x = 0$ for a very short time and ending up at the other maximum of $-V(x)$ at $x = a$. From the instanton the Euclidean action is given by

$$S_E = \frac{2\sqrt{2\lambda a^3}}{3},$$

(49)

whose the transition amplitude $K(a)$ is consistent with the WKB approximation of the wave function. For instance, if we extend this instanton as follows,

$$x(t) = a \tanh \frac{\omega}{2} (iNt - \tau_0),$$

(50)

and apply it to the Lorentzian Picard-Lefschetz formulation, it returns the same result. As already discussed, a saddle-point approximation of the action by a solution of the Euclidean equations of motion does not give the correct transition amplitude. The correct result is obtained when the solution of the Euclidean equation of motion satisfies the energy conservation. Since the instanton solution is derived from the energy conservation in Euclidean form, it necessarily corresponds to the saddle point of the Lorentzian path integral. It is important to note that the solutions of the Euclidean equation of motion do not necessarily correspond to the correct semi-classical saddle point solutions. It is physically meaningful only if the solutions satisfy the constraint equa-
tion (5).

We can see the same relations with the harmonic oscillator and inverted harmonic oscillator models. By taking $N = -i$ we have the Euclidean transition amplitude for the harmonic and inverted harmonic oscillator,

$$K^H(x_1; x_0) \approx e^{-\frac{1}{\hbar} \left( V_0 + \frac{i}{2} (x_1^2 + x_0^2) \Omega \coth \Omega - x_0 x_1 \Omega \text{csch} \Omega \right)}, \quad (51)$$

$$K^I(x_1; x_0) \approx e^{-\frac{1}{\hbar} \left( V_0 + \frac{i}{2} (x_1^2 + x_0^2) \Omega \coth \Omega - x_0 x_1 \Omega \text{csch} \Omega \right)}, \quad (52)$$

where we denote that $K^H(x_1; x_0), K^I(x_1; x_0)$ are the transition amplitudes for the harmonic and inverted harmonic oscillator are not consistent with the Lorentzian formulations (30). As discussed previously, when we take $x_0 = 0$ and $\Omega = 1$ and choose $x_1$ which satisfies the Euclidean energy conservation,

$$x_1^H = \frac{(e^2 - 1) \sqrt{V_0}}{\sqrt{2}\hbar}, \quad x_1^I = \sqrt{2V_0} \sin(1), \quad (53)$$

the Euclidean transition amplitudes are consistent with the results (32) and (39) of the Lorentzian formulation,

$$K^H(x_1) \approx \exp \left( \frac{(1 - 4e^2 - e^4) V_0}{4\hbar e^2} \right), \quad (54)$$

$$K^I(x_1) \approx \exp \left( -\frac{V_0 + V_0 \sin(1) \cos(1)}{\hbar} \right). \quad (55)$$

**B. WKB approximation of Schrödinger equation**

Let us discuss the WKB approximation of the Schrödinger equation and the correspondence to the Lorentzian and Euclidean path integral formulation. The WKB approximation (or WKB method) is one of the semi-classical approximation methods for the Schrödinger equation. For the Schrödinger equation, which is the fundamental equation of QM and reads,

$$\hat{H}\Psi(x) = \left( -\frac{\hbar^2}{2} \frac{d^2}{dx^2} + V(x) \right) \Psi(x) = E \Psi(x), \quad (56)$$

where $\hat{H}$ is the Hamiltonian, we assume that the solution is in the form of $\exp \left( \frac{1}{\hbar} S(x) \right)$ and expanded as a perturbation series of $\hbar$. By substituting $\Psi(x) \approx e^{\frac{1}{\hbar} (S_0(x) + \hbar S_1(x) + \cdots)}$ in the Schrödinger equation (56) we obtain the following equations,

$$\frac{1}{2} \left( \frac{dS_0}{dx} \right)^2 + V - E = 0, \quad \frac{dS_1}{dx} = \frac{i}{2} \frac{d}{dx} \left( \ln \frac{dS_0}{dx} \right) \cdots, \quad (57)$$

where $S_0$ is the dominant contribution of the WKB wave function and can also be obtained by the constraint equation (5) as already discussed in Section II. We note that the Schrödinger equation (56) and wave function do not have the contribution of $N$ even if the semi-classical action includes the lapse function $N$.

In the leading order of the WKB approximation the wave function is given by

$$\Psi(x) \approx \frac{c}{|2(E - V(x))|^{1/4}} \left[ e^{\frac{i}{\hbar} \int_{x_0}^{x_1} dx \sqrt{2(E - V(x))} } \right]. \quad (58)$$

For the linear potential the WKB wave function is given by

$$\Psi(x) \approx c_1 e^{\left( \frac{2x^2}{\hbar^2} \left( (Ax_0 + E - V_0)^{3/2} - (Ax_1 + E - V_0)^{3/2} \right) \right)} \frac{|2(E - V(x))|^{1/4}}{|2(E - V(x))|^{1/4}}, \quad (59)$$

where the exponent of the above WKB wave function agrees with the two saddle-point actions $S_0[N_s]$ (15) of the Lorentzian path integral. In the Lorentzian Picard-Lefschetz formulation (13), four-saddle points dominate the path integral, and only one saddle point contributes when the lapse integral is defined as positive. On the other hand, in the WKB analysis, there is no uncertainty of the lapse function, and the exponents of the wave function can be either positive or negative, depending on the initial conditions. Thus, the positive and negative lapse function in the Lorentzian Picard-Lefschetz formulation (13) could be considered.

On the other hand, for the harmonic and inverted harmonic oscillator potentials where we take $x_0 = 0$ and $E = 0$, the exponents of the WKB wave function are given by

$$S_0 = \pm iV_0 \sinh^{-1} \sqrt{\frac{x_1^2}{2V_0}} \pm \frac{i \lambda V_0^{1/2}}{2} \sqrt{2 + \frac{x_1^2}{V_0}}, \quad (60)$$

$$S_0 = \pm iV_0 \sin^{-1} \sqrt{\frac{x_1^2}{2V_0}} \pm \frac{i \lambda V_0^{1/2}}{2} \sqrt{2 - \frac{x_1^2}{V_0}}, \quad (61)$$

which are exactly consistent with the saddle points of the Lorentzian formulation (29) and (37). Finally, we comment the double well potential (4) with zero-energy system $E = 0$ and the corresponding semi-classical action is given by

$$S_0 = \pm \int_{x_0 = -a}^{x_1 = a} dx \sqrt{-\frac{\lambda}{2} (x^2 - a^2)^2} = \pm \frac{i \lambda a^3}{3}, \quad (62)$$

which is consistent with the Euclidean action $S_E$ utilizing the instanton (49). In summary the Lorentzian Picard-Lefschetz formulation (13) including the lapse $N$ integral and using the Picard-Lefschetz theory, and the Euclidean formulation utilizing instanton are nothing more than the WKB analysis of the Schrödinger equation.

The reason why these approaches correspond is as follows: Applying the method of steepest descents or
saddle-point using the Picard-Lefschetz theory to the integration of the lapse \( N \) corresponds to taking semi-classical contours such that the constraint equation (5) is satisfied. Therefore, the Lorentzian Picard-Lefschetz formulation (13) corresponds to the WKB approximation to the wave function whose \( S_0 \) is given by the constraint equation (5). Conversely, in order for the Euclidean path integral \( S_0 \) to be the correct semi-classical approximation, the solutions of the Euclidean equation of motion must satisfy the constraint equation (5).

IV. LORENTZIAN PICARD-LEFSCHETZ FORMULATION FOR QUANTUM GRAVITY

In this section we demonstrate that the tunneling or no-boundary wave functions derived by the Lorentzian Picard-Lefschetz Formulation corresponds to the WKB solution of the Wheeler-DeWitt equation [31–33].

Following [28] the gravitational amplitude based on Arnowitt, Deser and Misner (ADM) formalism [52] can be written by the Lorentzian path integral,

\[
G(q_f; q_i) = \int \mathcal{D}q(t) \exp \left( \frac{iS[N, q]}{\hbar} \right).
\]

where \( S[N, q] \) is the gravitational action with \( q = a^2 \). Since \( S[N, q] \) is quadratic, the functional integral (63) can be evaluated under the semi-classical approximation. We assume \( q(t) = q_s(t) + Q(t) \) where \( Q(t) \) is the Gaussian fluctuation around the semi-classical solution. By substituting it for \( S[N, q] \) and integrating the path integral over \( Q(t) \), we have the following expression [21],

\[
G(q_f; q_i) = \sqrt{\frac{3\pi i}{2\hbar}} \int_c \frac{dN}{N^{1/2}} \exp \left( \frac{iS_0[N]}{\hbar} \right),
\]

where \( S_0[N] \) is the semi-classical action,

\[
S_0[N] = 2\pi^2 \int_0^1 dt \left( -\frac{3}{4N} q_s^2 + 3KN - NA_s \right)
= 2\pi^2 \left( \frac{N^3A^2}{36} + N \left( -\frac{\Lambda(q_s + q_f)}{2} + 3K \right) - \frac{3(q_f - q_s)^2}{4N} \right).
\]

We will integrate the lapse integral along the Lefschetz thimble \( J_\sigma \) as follows,

\[
G(q_1; q_0) = \sum_\sigma \frac{\sigma}{2\hbar} \int_{J_\sigma} \frac{dN}{N^{1/2}} \exp \left( \frac{iS_0[N]}{\hbar} \right).
\]

The lapse integral (66) can be estimated based on the four saddle points \( N_s \),

\[
N_s = a_1 \left( \frac{\Lambda}{3} q_0 - K \right)^{1/2} + a_2 \left( \frac{\Lambda}{3} q_1 - K \right)^{1/2},
\]

where \( a_1, a_2 \in \{-1, 1\} \). The four saddle points (67) correspond to the intersection of the Lefschetz thimble \( J_\sigma \) and steepest ascent paths \( K_\sigma \) where \( \text{Re}[iS_0(N)] \) decreases and increases monotonically on \( J_\sigma \) and \( K_\sigma \), and \( n_\sigma \) is the intersection number. The saddle-point action \( S_0[N_s] \) is given by

\[
S_0[N_s] = -a_1 \frac{12\pi^2}{\Lambda} \left( \frac{\Lambda}{3} q_0 - K \right)^{3/2} + a_2 \left( \frac{\Lambda}{3} q_1 - K \right)^{3/2}.
\]
In the top figure we set $q_1 = 10$ and $\Lambda = 3$. The blue dashed line shows the Lefschetz thimbles on $N = (0, \infty)$ whereas the black dashed line shows the Lefschetz thimbles on $N = (-\infty, \infty)$. The red or green star express the standard or inverted Wick rotation, $N = +i, -i$. On the other hand, in the bottom figure we take $q_1 = 1$ and $\Lambda = 3$ and this figure shows $N_t$ coincides with the anti-Euclidean saddle point $N = +i$. Thus, the tunneling wave function based on the Lorentzian Picard-Lefschetz Formulation consistent with the Linde wave function [54].

The figure shows $q$ in the bottom figure we take $Linde$ wave function [54].

Lorentzian Picard-Lefschetz Formulation consistent with the $N = +i, -i$. On the other hand, in the bottom figure we take $q_1 = 1$ and $\Lambda = 3$ and this figure shows $N_t$ coincides with the anti-Euclidean saddle point $N = +i$. Thus, the tunneling wave function based on the Lorentzian Picard-Lefschetz Formulation consistent with the Linde wave function [54].

$$S_0[q_1; q_0] = 4\pi^2 \int_{t_0}^{t_1} N dt (3K - \Lambda q)$$

$$= \pm 2\sqrt{3}\pi^2 \int_{q_0}^{q_1} dq \sqrt{\Lambda q - 3K}$$

$$= \pm \frac{12\pi^2}{\Lambda} \left[ \left( \frac{\Lambda}{3} q_0 - K \right)^3/2 - \left( \frac{\Lambda}{3} q_1 - K \right)^3/2 \right],$$

which cancels the lapse $N$ contribution [33] and corresponds to the semi-classical action under the WKB approximation. In fact, in the leading order the WKB wave function is given by

$$\Psi[q_1; q_0] \approx C \exp \left[ \pm \frac{2\sqrt{3}\pi^2}{\hbar} \int_{q_0}^{q_1} dq \sqrt{\Lambda q - 3K} \right].$$

where the exponent of the above WKB wave function agrees with the two saddle-point actions (68).

From here, let us discuss the relation between the wave function in the Lorentzian Picard-Lefschetz Formulation and the Hartle-Hawking or Linde wave function given by the Euclidean path integral. We can easily see that setting $N = -i$ the Lorentzian path integral corresponds to the Euclidean path integral since $S[q, N]$ is given by the Wick-rotation $t \to Nt$ and $S_E[q]$ is given by $t \to -i\tau$. For simplicity, considering the original gravitational action $S[a]$ and redefining the time $t = \tau$, the Euclidean action $S_E[a]$ for the closed universe with $K = 1$ is given by

$$iS[a, -i] \equiv -S_E[a]$$

$$= 2\pi^2 \int_0^\tau d\tau \left( 3a \left( \frac{da}{d\tau} \right)^2 + 3a - 3a^3H^2 \right),$$

where $H^2 = \Lambda/3$ and $S_E[a]$ is negative for small $a$. From (73) we obtain the Euclidean constraint equation and the equations of motion,

$$\left( \frac{da}{d\tau} \right)^2 - 1 + a^2H^2 = 0, \quad \left( \frac{d^2a}{d\tau^2} \right) = -aH^2.$$

Hence, we obtain the Euclidean de Sitter solution $a(\tau) = H^{-1} \sin H\tau$ with the initial condition $a(0) = 0$. Note that in the saddle point method of the Euclidean path integral, the classical solution of the saddle point is not correct unless not only the equations of motion but also the constraint equation are satisfied.

By using the classical saddle-point solution we can evaluate the Euclidean action under the saddle-point approximation,

$$S_E[a] = -2\pi^2 \int_0^{\pi/2H} d\tau \left( 3a \left( \frac{da}{d\tau} \right)^2 + 3a - 3a^3H^2 \right)$$

$$= -\frac{12\pi^2}{\Lambda}.$$

(75)
Thus, we have the Hartle-Hawking wave function,

\[ \Psi_{HH}(a) \sim \exp(-S_E[a]) \sim \exp\left(\frac{12\pi^2}{\Lambda}\right), \quad (76) \]

which diverges the probability and disfavors the inflationary cosmology if we replace the cosmological constant \( \Lambda \) with the scalar potential \( V(\phi) \). On the other hand, to suppress the exponential probability and get the cosmological wave function of the ground state, Linde [54] proposed the wave function utilizing the anti-Wick rotation \( \tau = -it \),

\[ \Psi_L(a) \sim \exp(+S_E[a]) \sim \exp\left(-\frac{12\pi^2}{\Lambda}\right), \quad (77) \]

Now, we can easily show that the wave function from the Lorentzian Picard-Lefschetz Formulation and WKB method includes the Hartle-Hawking or Linde wave function given by the saddle point method of the Euclidean path integral. As already mentioned, the de Sitter solution \( a(\tau) = H^{-1} \sin H\tau \) is a saddle-point solution with zero energy, and the final scale factor is \( a(\tau) = H^{-1} \). In other words, the saddle-point method of Euclidean path integral only gives the transition amplitude from the entry to the exit of the potential in the quantum tunneling. In the Lorentzian Picard-Lefschetz Formulation and WKB approximation method, such a transition amplitude can be given by \( \Lambda q_1 - 3K = 0 \). Thus, we get the corresponding transition amplitude,

\[ \Psi[q_1] \approx \sqrt{\frac{3\pi i}{2\hbar}} \int_{0, -\infty}^{+\infty} \frac{dN}{N^{1/2}} \exp\left(\frac{is_0[N]}{\hbar}\right) \approx \exp\left(\pm\frac{12\pi^2}{\Lambda}\right). \quad (78) \]

where we note that the four saddle points (67) of the semi-classical action \( S_0[N] \) in the Lorentzian Picard-Lefschetz method converges on the two saddle points \( N_\pm = \pm i \). In the bottom figure of Fig. 5 we show the correspondence.

V. QUANTUM TUNNELING WITH LORENTZIAN INSTANTON

In this section, we will introduce a new instanton method based on the previous discussions. As discussed in Section III, the Euclidean saddle-point action corresponding to the exponent of the WKB wave function does not consist only of the simple solutions of the equation of motion. The solutions of the Euclidean equation of motion must satisfy the constraint equation (5) in the Euclidean form. The Lorentzian Picard-Lefschetz formulation [21] constructs the semi-classical transition amplitude by finding saddle points on the lapse integration which implies \( \delta S[x, N]/\delta N = 0 \). Since \( \delta S[x, N]/\delta N = 0 \) corresponds to the constraint equation (5), the transition amplitude becomes consistent with the WKB approximation for wave-function. Hence, we can expect to obtain the saddle-point action corresponding to the WKB approximation by finding the Lorentzian solution from the constraint equation (5) and substituting it into the Lorentzian action. We will now briefly introduce the method and call it Lorentzian instanton formulation.

Let us write the Lorentzian path integral including lapse function \( N_L \) again,

\[ K(x_f; x_i) = \int_{x_i}^{x_f} dx \exp\left(\frac{iS[x]}{\hbar}\right), \quad (79) \]

\[ S[x] = \int_{t_i}^{t_f} dt N_L \left( \frac{x^2}{2N_L^2} - V(x) + E \right), \quad (80) \]

which fixes the lapse \( N_L \) and does not integrate. From (79) we derive the constraint equation and the equations of motion,

\[ \delta S[x]/\delta N_L = 0 \implies \frac{x^2}{2} + N_L^2 V(x) = N_L^2 E, \quad (81) \]

\[ \delta S[x]/\delta x = 0 \implies \dot{x} = -N_L^2 V'(x). \quad (82) \]

As is well known in analytical mechanics, the equation of motion (81) is obtained by differentiating the constraint equation (82). Thus, only the constraint equation is considered. Solving the constraint equation (82) for \( x \) with the initial condition \( x(t_i) = x_0 \), we get one semi-classical solution. Then, we impose the final condition \( x(t_f) = x_1 \) on the solution and determine the lapse function \( N_L \) on the complex path. Thus, we can get the Lorentzian real-time solution even for quantum tunneling and construct the path integral (79) from the Lorentzian classical solution as well as the instanton method based on the Euclidean path integral.

From here, we will show that this formulation is consistent with Lorentzian Picard-Lefschetz formulation (13) and WKB approximation for the wave function. For simplicity, let us consider the linear potential \( V = V_0 - \Lambda x \) and assume \( t_i = 0 \) and \( t_f = 1 \). The constraint equation (82) with the initial condition \( x(t_i) = x_0 \) gives the following classical solution,

\[ x_L(t) = x_0 + \frac{\Lambda}{2} N_L^2 t^2 \pm N_L t \sqrt{2E - 2V_0 + 2\Lambda x_0}. \quad (83) \]

By imposing the final condition \( x(t_f = 1) = x_1 \) on the solution we can determine the lapse function \( N_L \) and obtain,

\[ N_L = \frac{\sqrt{2}}{\Lambda} \left[ (\Lambda x_0 + E - V_0)^{1/2} \pm (\Lambda x_1 + E - V_0)^{1/2} \right], \]

\[ x_L(t) = x_0 + \left[ (\Lambda x_0 + E - V_0)^{1/2} \pm (\Lambda x_1 + E - V_0)^{1/2} \right]^2 t^2 \]

\[ - \frac{\sqrt{2} t}{\Lambda} \left[ (\Lambda x_0 + E - V_0)^{1/2} \pm (\Lambda x_1 + E - V_0)^{1/2} \right] \times \sqrt{2E - 2V_0 + 2\Lambda x_0}. \quad (84) \]
where \( N_L \) corresponds to the four saddle points (14) of the Lorentzian Picard-Lefschetz formulation and \( x_L(t) \) is given by imposing \( N_L \) to the Lorentzian solution (83). Note that plus sign solution in Eq. (84) is non-trivial since it is non-zero in the limit \( x_1 \to x_0 \). Here, the degree of freedom of lapse is uniquely determined. Thus, the semi-classical action \( S[x_L] \) is given by
\[
S[x_L] = \pm \frac{2\sqrt{2}}{3\Lambda} \left( \Lambda x_0 + E - V_0 \right)^{3/2} \pm \left( \Lambda x_1 + E - V_0 \right)^{3/2},
\]
which is consistent with the semi-classical action for the WKB wave function and saddle-point action (13) of the Lorentzian Picard-Lefschetz formulation. By developing the saddle point method where \( x = x_L + \delta x \) is decomposed as the Lorentzian classical solutions and the fluctuation around them, the Lorentzian transition amplitude can be approximated by
\[
K(x_1; x_0) \simeq \exp \left( \frac{iS[x_L]}{\hbar} \right) \int_{\delta x(1)=0}^{\delta x(0)=0} D\delta x \exp \left( \frac{iS[x]}{\hbar} \right) \bigg|_{x=x_L} \simeq \exp \left( \frac{iS[x_L]}{\hbar} \right) \int_{\delta x(0)=0}^{\delta x(1)=0} D\delta x \exp \left( \frac{iS[x]}{\hbar} \right) \bigg|_{x=x_L}
\]
\[
\simeq \exp \left( \frac{iS[x_L]}{\hbar} \right) \int_{\delta x(0)=0}^{\delta x(1)=0} D\delta x \exp \left( \frac{iS[x]}{\hbar} \right) \bigg|_{x=x_L}
\]
\[
\simeq \sqrt{\frac{1}{2\pi i\hbar N_L}} \exp \left( \frac{iS[x_L]}{\hbar} \right),
\]
where \( V''(x_L) \) is zero for the linear potential. Note that this method still has a problem how to select the correct Lorentzian solutions. Let us compare this result with the real-time path integral for the linear potential. Following Feynman’s famous textbook [56], the real-time transition amplitude is approximately given by
\[
K(x_1; x_0) \simeq \sqrt{\frac{1}{2\pi i\hbar}} \left[ \exp \left( 4i\frac{x^2}{3\hbar} \right) \right],
\]
which does not agree with the Lorentzian formulation (86). However, in this saddle point approximation the classical path solution does not respect the constraint equation (6) and if we explicitly write the energy of the system and usually think about that, \( x_{1,0} \) is restricted by \( E \) as classical mechanics. By imposing the constraint (6) on the real-time classical solution and setting \( x_0 = 0 \) and \( V_0 = E = 0 \) for simplicity, the real-time transition amplitude (87) agrees with the Lorentzian amplitude (86),
\[
K(x_1; 0) \simeq \sqrt{\frac{1}{2\pi i\hbar}} \exp \left( 4i\frac{x^2}{3\hbar} \right).
\]

As discussed in Section III, the Lorentzian transition amplitudes, which approximate the saddle point from the constraint equation (6) in correspondence with the WKB analysis, would be more accurate than the real-time amplitude (87) if the energy of the system is fixed.

VI. CONCLUSION

In this paper, we have analyzed the tunneling transition amplitude for QM using the Lorentzian Picard-Lefschetz formulation (13) for QM and compare it with the WKB analysis of the conventional Schrödinger equation. In the literature [21, 23, 28–35] the gravitational transition amplitude using the method of steepest descents and the Picard-Lefschetz theory corresponds to the WKB solution of the Wheeler-DeWitt equation. We have shown that they are agreement for the linear, harmonic oscillator, inverted harmonic oscillator, and double well models in QM. The two saddle points of the Lorentzian Picard-Lefschetz formulation (13) corresponds to the exponents of the WKB wave function whereas the others are conjugate. These results suggest that the Lorentzian Picard-Lefschetz formulation is consistent with the WKB analysis of the Schrödinger equation for QM. In Section III we have argued why the Lorentzian Picard-Lefschetz formulation is consistent with the WKB analysis of the conventional Schrödinger equation. Applying the saddle-point method of action to satisfy the constraint equation (6) leads to the correct semiclassical approximation of the path integral. In Section IV we have demonstrated that the tunneling and no-boundary wave functions derived by the Lorentzian Picard-Lefschetz Formulation corresponds to the WKB solution of the Wheeler-DeWitt equation. Finally, in Section V we have provided a simpler semi-classical approximation way of the Lorentzian path integral without integrating the lapse function.
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