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Abstract

Weighted tree transducers have been proposed as useful formal models for representing syntactic natural language processing applications, but there has been little description of inference algorithms for these automata beyond formal foundations. We give a detailed description of algorithms for application of cascades of weighted tree transducers to weighted tree acceptors, connecting formal theory with actual practice. Additionally, we present novel on-the-fly variants of these algorithms, and compare their performance on a syntax machine translation cascade based on (Yamada and Knight, 2001).

1 Motivation

Weighted finite-state transducers have found recent favor as models of natural language (Mohri, 1997). In order to make actual use of systems built with these formalisms we must first calculate the set of possible weighted outputs allowed by the transducer given some input, which we call forward application, or the set of possible weighted inputs given some output, which we call backward application. After application we can do some inference on this result, such as determining its \( k \) highest weighted elements.

We may also want to divide up our problems into manageable chunks, each represented by a transducer. As noted by Woods (1980), it is easier for designers to write several small transducers where each performs a simple transformation, rather than painstakingly construct a single complicated device. We would like to know, then, the result of transformation of input or output by a cascade of transducers, one operating after the other. As we will see, there are various strategies for approaching this problem. We will consider offline composition, bucket brigade application, and on-the-fly application.

Application of cascades of weighted string transducers (WSTs) has been well-studied (Mohri, 1997). Less well-studied but of more recent interest is application of cascades of weighted tree transducers (WTTs). We tackle application of WTT cascades in this work, presenting:

- explicit algorithms for application of WTT cascades
- novel algorithms for on-the-fly application of WTT cascades, and
- experiments comparing the performance of these algorithms.

2 Strategies for the string case

Before we discuss application of WTTs, it is helpful to recall the solution to this problem in the WST domain. We recall previous formal presentations of WSTs (Mohri, 1997) and note informally that they may be represented as directed graphs with designated start and end states and edges labeled with input symbols, output symbols, and weights.\(^1\) Fortunately, the solution for WSTs is practically trivial—we achieve application through a series of embedding, composition, and projection operations. Embedding is simply the act of representing a string or regular string language as an identity WST. Composition of WSTs, that is, generating a single WST that captures the transformations of two input WSTs used in sequence, is not at all trivial, but has been well covered in, e.g., (Mohri, 2009), where directly implementable algorithms can be found. Finally, projection is another trivial operation—the domain or range language can be obtained from a WST by ignoring the output or input symbols, respectively, on its arcs, and summing weights on otherwise identical arcs. By embedding an input, composing the result with the given WST, and projecting the result, forward application is accomplished.\(^2\) We are then left with a weighted string acceptor (WSA), essentially a weighted, labeled graph, which can be traversed

\(^1\)We assume throughout this paper that weights are in \( \mathbb{R}_+ \cup \{+\infty\} \), that the weight of a path is calculated as the product of the weights of its edges, and that the weight of a (not necessarily finite) set \( T \) of paths is calculated as the sum of the weights of the paths of \( T \).

\(^2\)For backward applications, the roles of input and output are simply exchanged.
3 Application of tree transducers

Now let us revisit these strategies in the setting of trees and tree transducers. Imagine we have a tree or set of trees as input that can be represented as a weighted regular tree grammar\(^3\) (WRTG) and a WTT that can transform that input with some weight. We would like to know the k-best trees the WTT can produce as output for that input, along with their weights. We already know of several methods for acquiring k-best trees from a WRTG (Huang and Chiang, 2005; Pauls and Klein, 2009), so we then must ask if, analogously to the string case, WTTs preserve recognizability\(^4\) and we can form an application WRTG. Before we begin, however, we must define WTTS and WRTGs.

3.1 Preliminaries\(^5\)

A ranked alphabet is a finite set \(\Sigma\) such that every member \(\sigma \in \Sigma\) has a rank \(rk(\sigma) \in \mathbb{N}\). We call \(\Sigma^{(k)} \subset \Sigma, k \in \mathbb{N}\) the set of those \(\sigma \in \Sigma\) such that \(rk(\sigma) = k\). The set of variables is denoted \(X = \{x_1, x_2, \ldots\}\) and is assumed to be disjoint from any ranked alphabet used in this paper. We use \(\bot\) to denote a symbol of rank 0 that is not in any ranked alphabet used in this paper. A tree \(t \in T_{\Sigma}\) is denoted \(\sigma(t_1, \ldots, t_k)\) where \(k \geq 0, \sigma \in \Sigma^{(k)}\), and \(t_1, \ldots, t_k \in T_{\Sigma}\). For \(\sigma \in \Sigma^{(0)}\) we

\(^3\)This generates the same class of weighted tree languages as weighted tree automata, the direct analogue of WSSAs, and is more useful for our purposes.

\(^4\)A weighted tree language is recognizable iff it can be represented by a wrtg.

\(^5\)The following formal definitions and notations are needed for understanding and reimplementation of the presented algorithms, but can be safely skipped on first reading and consulted when encountering an unfamiliar term.
write $\sigma \in T_\Sigma$ as shorthand for $\sigma()$. For every set $S$ disjoint from $\Sigma$, let $T_\Sigma(S) = T_{\Sigma \cup S}$, where, for all $s \in S$, $rk(s) = 0$.

We define the positions of a tree $t = (t_1, \ldots, t_k)$, for $k \geq 0$, $\sigma \in \Sigma(k)$, $t_1, \ldots, t_k \in T_\Sigma$, as a set $pos(t) \subseteq \mathbb{N}^*$ such that $pos(t) = \{i\} \cup \{iv | 1 \leq i \leq k, v \in pos(t_i)\}$. The set of leaf positions $lv(t) \subseteq pos(t)$ are those positions $v \in pos(t)$ such that for no $i \in \mathbb{N}$, $vi \in pos(t)$. We presume standard lexicographic orderings $\leq$ and $\leq pos$.

Let $t, s \in T_\Sigma$ and $v \in pos(t)$. The label of $t$ at position $v$, denoted by $t(v)$, the subtree of $t$ at $v$, denoted by $t|_v$, and the replacement at $v$ by $s$, denoted by $t[s|_v]$, are defined as follows:

1. For every $\sigma \in \Sigma(0)$, $\sigma(e) = \sigma$, $\sigma|_e = \sigma$, and $\sigma[s|_e] = s$.
2. For every $t = (t_1, \ldots, t_k)$ such that $k = rk(\sigma)$ and $k \geq 1$, $t(\epsilon) = \sigma$, $t|_e = t$, and $t[s|_e] = s$. For every $1 \leq i \leq k$ and $v \in pos(t_i)$, $t(iv) = t_i(v)$, $t[i|_v] = t|_i[v]$, and $t[s|_v] = \sigma(t_1, \ldots, t_{i-1}, t_i|_v, t_{i+1}, \ldots, t_k)$.

The size of a tree $t$, size($t$) = $|pos(t)|$, the cardinality of its position set. The yield set of a tree is the set of labels of its leaves: for a tree $t$, $yd(t) = \{t(v) | v \in lv(t)\}$.

Let $A$ and $B$ be sets. Let $\varphi : A \rightarrow T_\Sigma(B)$ be a mapping. We extend $\varphi$ to the mapping $\overline{\varphi} : T_\Sigma(A) \rightarrow T_\Sigma(B)$ such that for $a \in A$, $\overline{\varphi}(a) = \varphi(a)$ and for $k \geq 0$, $\sigma \in \Sigma(k)$, and $t_1, \ldots, t_k \in T_\Sigma(A)$, $\overline{\varphi}(\sigma(t_1, \ldots, t_k)) = \sigma(\overline{\varphi}(t_1), \ldots, \overline{\varphi}(t_k))$. We indicate such extensions by describing $\varphi$ as a substitution mapping and then using $\overline{\varphi}$ without further comment.

We use $\mathbb{R}_+$ to denote the set $\{w \in \mathbb{R} | w \geq 0\}$ and $\mathbb{R}_+^\infty$ to denote $\mathbb{R}_+ \cup \{+\infty\}$.

**Definition 3.1** (cf. [Alexandrakis and Bozapalidis, 1987]) A weighted regular tree grammar (WRTG) is a 4-tuple $G = (N, \Sigma, P, n_0)$ where:

1. $N$ is a finite set of nonterminals, with $n_0 \in N$ the start nonterminal.
2. $\Sigma$ is a ranked alphabet of input symbols, where $\Sigma \cap N = \emptyset$.
3. $P$ is a tuple $(P', \pi)$, where $P'$ is a finite set of productions, each production $p$ of the form $n \rightarrow u$, $n \in N$, $u \in T_\Sigma(N)$, and $\pi : P' \rightarrow \mathbb{R}_+$ is a weight function of the productions. We will refer to $P$ as a finite set of weighted productions, each production $p$ of the form $n \rightarrow u$.

A production $p$ is a chain production if it is of the form $n_i \rightarrow n_j$, where $n_i, n_j \in N$. A WRTG $G$ is in normal form if each production is either a chain production or is of the form $n \xrightarrow{\pi} \sigma(n_1, \ldots, n_k)$ where $\sigma \in \Sigma(k)$ and $n_1, \ldots, n_k \in N$.

For WRTG $G = (N, \Sigma, P, n_0)$, $s, t, u \in T_\Sigma(N)$, $n \in N$, and $p \in P$ of the form $n \xrightarrow{\pi} u$, we obtain a derivation step from $s$ to $t$ by replacing some leaf nonterminal in $s$ labeled with $n$ with $u$. Formally, $s \Rightarrow_p t$ if there exists some $v \in lv(s)$ such that $s(v) = n$ and $\pi[|_v] = t$. We say this derivation step is leftmost if, for all $v' \in lv(s)$ where $v' < v, s(v') \in \Sigma$. We henceforth assume all derivation steps are leftmost. If, for some $m \in \mathbb{N}$, $p_1 \in P$, and $t_i \in T_\Sigma(N)$ for all $1 \leq i \leq m$, $n_0 \Rightarrow p_1 t_1 \Rightarrow p_m t_m$, we say the sequence $d = (p_1, \ldots, p_m)$ is a derivation of $t_m$ in $G$ and that $n_0 \Rightarrow^* t_m$; the weight of $d$ is $\pi(d) = \pi(p_1) \cdots \pi(p_m)$. The weighted tree language recognized by $G$ is the mapping $L_G : T_\Sigma \rightarrow \mathbb{R}_+^\infty$ such that for every $t \in T_\Sigma$, $L_G(t)$ is the sum of the weights of all (possibly infinitely many) derivations of $t$ in $G$. A weighted tree language $f : T_\Sigma \rightarrow \mathbb{R}_+^\infty$ is recognizable if there is a WRTG $G$ such that $f = L_G$.

We define a partial ordering $\preceq$ on WRTGs such that for WRTGs $G_1 = (N_1, \Sigma, P_1, n_0)$ and $G_2 = (N_2, \Sigma, P_2, n_0)$, we say $G_1 \preceq G_2$ iff $N_1 \subseteq N_2$ and $P_1 \subseteq P_2$, where the weights are preserved.

**Definition 3.2** (cf. Def. 1 of [Maletti, 2008]) A weighted extended top-down tree transducer (wXTT) is a 5-tuple $M = (Q, \Sigma, \Delta, R, q_0)$ where:

1. $Q$ is a finite set of states.
2. $\Sigma$ and $\Delta$ are the ranked alphabets of input and output symbols, respectively, where $(\Sigma \cup \Delta) \cap Q = \emptyset$.
3. $R$ is a tuple $(R', \pi)$, where $R'$ is a finite set of rules, each rule $r$ of the form $q.y \rightarrow u$ for $q \in Q$, $y \in T_\Sigma(X)$, and $u \in T_\Delta(Q \times X)$. We further require that no variable $x \in X$ appears more than once in $y$, and that each variable appearing in $u$ is also in $y$. Moreover, $\pi : R' \rightarrow \mathbb{R}_+^\infty$ is a weight function of the rules. As for WRTGs, we refer to $R$ as a finite set of weighted rules, each rule $r$ of the form $q.y \xrightarrow{\pi(r)} u$.

A wXTT is linear (respectively, nondeleting) if, for each rule $r$ of the form $q.y \xrightarrow{\pi} u$, each $x \in yd(y) \cap X$ appears at most once (respectively, at least once) in $u$. We denote the class of all wXTT's as wXT and add the letters L and N to signify the subclasses of linear and nondeleting WTT, respectively. Additionally, if $y$ is of the form $\sigma(x_1, \ldots, x_k)$, we remove the letter “x” to signify.

---

6In [Alexandrakis and Bozapalidis, 1987], chain productions are forbidden in order to avoid infinite summations. We explicitly allow such summations.
the transducer is not extended (i.e., it is a “traditional” WTT [Fülöp and Vogler, 2009]).

For WXTT \( M = (Q, \Sigma, \Delta, R, q_0) \), \( s, t \in T_\Delta(\Sigma \times T_\Delta) \), and \( r \in R \) of the form \( q.y \xrightarrow{w} u \), we obtain a derivation step from \( s \) to \( t \) by replacing some leaf of \( s \) labeled with \( q \) and a tree matching \( y \) by a transformation of \( u \), where each instance of a variable has been replaced by a corresponding subtree of the \( y \)-matching tree. Formally, \( s \xrightarrow{M} t \) if there is a position \( v \in pos(s) \), a substitution mapping \( \varphi : X \to T_\Sigma \), and a rule \( q.y \xrightarrow{w} u \in R \) such that \( s(v) = (q, \varphi(y)) \) and \( t = s[\varphi(u)] \), where \( \varphi' \) is a substitution mapping \( Q \times X \to T_\Delta(Q \times T_\Sigma) \) defined such that \( \varphi'(q', x) = (q', \varphi(x)) \) for all \( q' \in Q \) and \( x \in X \). We say this derivation step is leftmost if, for all \( v' \in \hat{v}(s) \) where \( v' < v \), \( s(v') \in \Delta \). We henceforth assume all derivation steps are leftmost. If, for some \( s \in T_\Sigma, m \in \mathbb{N}, r_i \in R, \) and \( t_i \in T_\Delta(\Sigma \times T_\Sigma) \) for all \( 1 \leq i \leq m \), \( (q_0, s) \xrightarrow{r_1} t_1 \cdots \xrightarrow{r_m} t_m \), we say the sequence \( d = (r_1, \ldots, r_m) \) is a derivation of \((s, t_m)\) in \( M \); the weight of \( d \) is \( w(d) = \pi(r_1) \cdot \cdots \cdot \pi(r_m) \).

The weighted tree transformation recognized by \( M \) is the mapping \( \tau_M : T_\Sigma \times T_\Delta \to \mathbb{R}_+^\infty \), such that for every \( s \in T_\Sigma \) and \( t \in T_\Delta \), \( \tau_M(s, t) \) is the sum of the weights of all (possibly infinitely many) derivations of \((s, t)\) in \( M \). The composition of two weighted tree transformations \( \tau : T_\Sigma \times T_\Delta \to \mathbb{R}_+^\infty \) and \( \mu : T_\Delta \times T_\Gamma \to \mathbb{R}_+^\infty \) is the weighted tree transformation \( (\tau; \mu) : T_\Sigma \times T_\Gamma \to \mathbb{R}_+^\infty \), where for every \( s \in T_\Sigma \) and \( u \in T_\Gamma \), \( (\tau; \mu)(s, u) = \sum_{t \in T_\Delta} \tau(s, t) \cdot \mu(t, u) \).

### 3.2 Applicable classes

We now consider transducer classes where recognizability is preserved under application. Table 1 presents known results for the top-down tree transducer classes described in Section 3.1. Unlike the string case, preservation of recognizability is not universal or symmetric. This is important for us, because we can only construct an application WRTG, i.e., a WRTG representing the result of application, if we can ensure that the language generated by application is in fact recognizable. Of the types under consideration, only wxLNT and WLNT preserve forward recognizability. The two classes marked as open questions and the other classes, which are superclasses of wNT, do not or are presumed not to. All subclasses of wxLT preserve backward recognizability.\(^7\) We do not consider cases where recognizability is not preserved in the remainder of this paper. If a transducer \( M \) of a class that preserves forward recognizability is applied to a WRTG \( G \), we can call the forward application \( wrtG M(G)^6 \) and if \( M \) preserves backward recognizability, we can call the backward application \( wrtG M(G)^6 \).

Now that we have explained the application problem in the context of weighted tree transducers and determined the classes for which application is possible, let us consider how to build forward and backward application WRTGs. Our basic approach mimics that taken for WSTs by using an embed-compose-project strategy. As in string world, if we can embed the input in a transducer, compose with the given transducer, and project the result, we can obtain the application WRTG. Embedding a WRTG in a WLNT is a trivial operation—if the WRTG is in normal form and chain production-free,\(^8\) for every production of the form \( n \xrightarrow{w} \sigma(n_1, \ldots, n_k) \), create a rule of the form \( n.\sigma(x_1, \ldots, x_k) \xrightarrow{w} \sigma(n_1.x_1, \ldots, n_k.x_k) \). Range projection of a wxLNT is also trivial—for every \( q \in Q \) and \( u \in T_\Delta(\Sigma \times X) \), create a production of the form \( q.y \xrightarrow{w} u \) by replacing all leaves of the form \( q.x \) with the leaf \( q \), i.e., removing references to variables, and \( w \) is the sum of the weights of all rules of the form \( q.y \xrightarrow{w} u \in R \).\(^9\) Domain projection for wxLT is best explained by way of example. The left side of a rule is preserved, with variables leaves replaced by their associated states from the right side. So, the rule \( q_1.\sigma(\gamma(x_1), x_2) \xrightarrow{w} \delta(q_2.x_2, \beta(\alpha, q_3,x_1)) \) would yield the production \( q_1 \xrightarrow{w} \sigma(\gamma(q_3), q_2) \) in the domain projection. However, a deleting rule such as \( q_1.\sigma(x_1, x_2) \xrightarrow{w} \gamma(q_2,x_2) \) necessitates the introduction of a new nonterminal \( \bot \) that can generate all of \( T_\Sigma \) with weight 1.

The only missing piece in our embed-compose-project strategy is composition. Algorithm 1, which is based on the declarative construction of Maletti (2006), generates the syntactic composition of a wxLT and a wLNT, a generalization of the basic composition construction of Baker (1979). It calls Algorithm 2, which determines the sequences of rules in the second transducer that match the right side of a single rule in the first transducer. Since the embedded WRTG is of type wNT, it may be either the first or second argument provided to Algorithm 1, depending on whether the application is forward or backward. We can thus use the embed-compose-project strategy for forward application of wLNT and backward application of wxLT and wxLNT. Note that we cannot use this strategy for forward application.

---

\(^6\)Without loss of generality we assume this is so, since standard algorithms exist to remove chain productions [Kuich, 1998; Ésik and Kuich, 2003; Mohri, 2009] and convert into normal form [Alexandrakis and Bzapalidis, 1987].

\(^7\)Finitely many such productions may be formed.
tion of wxLNT, even though that class preserves recognizability.

Algorithm 1 COMPOSE

1: inputs
2: wxLT $M_1 = (Q_1, \Sigma, \Delta, R_1, q_{10})$
3: wLNT $M_2 = (Q_2, \Delta, \Gamma, R_2, q_{20})$
4: outputs
5: wxLT $M_3 = ((Q_1 \times Q_2), \Sigma, \Delta, R_3, (q_{10}, q_{20}))$ such that $M_3 = (\tau M_1, \tau M_2)$.
6: complexity
7: $O(|R_1| \max(|R_2|, |Q_2|))$, where $\bar{u}$ is the largest right side tree in any rule in $R_i$

8: Let $R_3$ be of the form $(R_3, \pi)$
9: $R_1 \leftarrow \emptyset$
10: $\Xi \leftarrow \{(q_{10}, q_{20})\}$ \{seen states\}
11: $\Psi \leftarrow \{(q_{10}, q_{20})\}$ \{pending states\}
12: while $\Psi \neq \emptyset$ do
13: \{any element of $\Psi$\}
14: for all $(q_1, q_2) \in R_3$ do
16: for all $(z, w_2) \in COVER(u, M_2, q_2)$ do
17: for all $(q, x) \in \gamma(q, z)$ \{$(Q_1 \times Q_2) \times X$\} do
18: if $q_1 \not\in \Xi$ then
20: $\Psi \leftarrow \Psi \cup \{q\}$
21: $r \leftarrow (q_1, q_2) y \rightarrow z$
22: $R_3' \leftarrow R_3' \cup (r)$
23: $\pi(r) \leftarrow \pi(r) + (w_1 \cdot w_2)$
24: return $M_3$

4 Application of tree transducer cascades

What about the case of an input wRTG and a cascade of tree transducers? We will revisit the three strategies for accomplishing application discussed above for the string case.

In order for offline composition to be a viable strategy, the transducers in the cascade must be closed under composition. Unfortunately, of the classes that preserve recognizability, only wLNT is closed under composition (Gécseg and Steibny, 1984; Baker, 1979; Malletti et al., 2009; Fülöp and Vogler, 2009).

However, the general lack of composability of tree transducers does not preclude us from conducting forward application of a cascade. We revisit the bucket brigade approach, which in Section 2 appeared to be little more than a choice of composition order. As discussed previously, application of a single transducer involves an embedding, a composition, and a projection. The embedded wRTG is in the class wLNT, and the projection forms another wRTG. As long as every transducer in the cascade can be composed with a wLNT to its left or right, depending on the application type, application of a cascade is possible. Note that this embed-compose-project process is somewhat more burdensome than in the string case. For strings, application is obtained by a single embedding, a series of compositions, and a single projec-

Algorithm 2 COVER

1: inputs
2: $u \in T_\Delta(Q_1 \times X)$
3: wT $M_2 = (Q_2, \Delta, \Gamma, R_2, q_{20})$
4: outputs
5: state $q_{21} \in Q_2$
6: set of pairs $(z, w)$ with $z \in T^*_\Gamma((Q_1 \times Q_2) \times X)$ formed by one or more successful runs on $u$ by rules in $R_2$, starting from $q_{21}$, and $w \in \mathbb{R}_+^*$ the sum of the weights of all such runs.
7: complexity
8: $O(|R_2|^*lex(u))$

9: if $u(z)$ is of the form $(q_1, x) \in Q_1 \times X$ then
10: $\pi_{init} \leftarrow (q_{11}, q_{21})$
11: else
12: \{definition of $\pi_{init}$\}
13: $\Pi_{last} \leftarrow \{\pi_{init}, \{(z, e), q_{21}\}, 1\}$
14: for all $v \in pos(u)$ such that $u(v) \in \Delta^{(k)}$ for some $k \geq 0$ in prefix order do
15: $\Pi_v \leftarrow \emptyset$
16: for all $(z, \theta, w) \in \Pi_{last}$ do
17: for all $v' \in \gamma(z)$ such that $z(v') = \bot$ do
18: for all $(\theta, v'), u(v(x_1, \ldots, x_k) w' \rightarrow h) \in R_2$
19: $\theta' \leftarrow \theta$
20: $\text{Form substitution mapping } \varphi: (Q_2 \times X)\rightarrow T^*_\Gamma((Q_1 \times Q_2 \times X) \cup \{\bot\})$
21: for $i = 1$ to $k$ do
22: for all $v'' \in \gamma(z)$ such that $h(v'') = (q_2', x_i)$ and $q_2' \in Q_2$ do
23: $\theta'(w_i, v'' \rightarrow q_2')$
24: if $u(w) = \bot$ then
25: $\varphi(q_2', x_i) \leftarrow (q_{11}, q_{21})$
26: else
27: $\varphi(q_2', x_i) \leftarrow z$
28: $\Pi_v \leftarrow \Pi_v \cup \{\{(z, [\theta']^w), \theta', w \cdot w'\}\}$
29: $z \leftarrow \{z \mid (z, \theta, w) \in \Pi_{last}\}$
30: return $\{z \mid (z, \theta, w) \in \Pi_{last}\}$

10 In which case the definition is functionally unchanged from before.
Algorithm 3 PRODUCE

1: inputs
2: w
3: \text{wrtg} G_{in} = (N_{in}, \Delta, P_{in}, n_0, \overline{M}, \overline{G}) \text{ such that } \overline{M} = (Q, \Sigma, \Delta, R, \emptyset_0) \text{ is a wLNT and } \overline{G} = (N, \Sigma, P, n_0', M', G') \text{ is a wrtg in normal form with no chain productions}
3: \text{return } G_{in}

4: outputs
5: w
6: \text{wrtg } G_{out} = (N_{out}, \Delta, P_{out}, n_0, \overline{M}, \overline{G}), \text{ such that } G_{in} \preceq G_{out} \text{ and } (n_1 \xrightarrow{w} u) \in P_{out} \Leftrightarrow (n_1 \xrightarrow{w} u) \in \overline{M}(\overline{G})^w
7: \text{complexity}
8: O(|\overline{R}| |\overline{P}|_{\text{size}}(\overline{\theta})) \text{, where } \overline{\theta} = \text{the largest left side tree in any rule in } \overline{R}
9: if \(P_{in}\) contains productions of the form \(n_1 \xrightarrow{w} u\) then
10: \text{return } G_{in}
11: end if
12: \text{return } G_{in}

13: for all \((\theta, w_2)\) do
14: for all \((\theta, w_2)\) do
15: Form substitution mapping \(\varphi : Q \times X \rightarrow T_{\Delta}(N \times Q)\) such that, for all \(v \in yd(y)\) and \(q' \in Q, \text{if there exist } n' \in N \text{ and } x \in X \text{ such that } \theta(v) = n' \text{ and } y(v) = x, \text{then } \varphi(q', x) = (n', q'). \)
16: \(p' \leftarrow ((n, q_w \xrightarrow{w} u) \xrightarrow{w} (u'))\)
17: for all \(p \in \text{Norm}(\overline{P}, \overline{N}_{out})\) do
18: Let \(p'\) be of the form \(n_{1}, n_{2}, \ldots, n_{k}\) for \(\delta \in \Delta^{(k)}\)
19: \(N_{out} \leftarrow N_{out} \cup \{n_0, \ldots, n_k\}\)
20: \(P_{out} \leftarrow P_{out} \cup \{p\}\)
21: \text{return } \text{CHAIN-REM}(G_{out})

\(G \preceq \overline{M}(\overline{G})^w\). In the latter case, \(G\) is a stand-in for \(\overline{M}(\overline{G})^w\), analogous to the stand-ins for WSAs and wSTs described in Section 2.

Algorithm 3, PRODUCE, takes as input a wrtg \(G_{in} = (N_{in}, \Delta, P_{in}, n_0, \overline{M}, \overline{G})\) and a desired nonterminal \(n_1\) and returns another wrtg, \(G_{out}\) that is different from \(G_{in}\) in that it has more productions, specifically those beginning with \(n_1\) that are in \(\overline{M}(\overline{G})^w\). Algorithms using stand-ins should call PRODUCE to ensure the stand-in they are using has the desired productions beginning with the specific nonterminal. Note, then, that PRODUCE obtains the effect of forward applica-

Algorithm 4 REPLACE

1: inputs
2: \(y \in T_{\Delta}(X)\)
3: \(w\text{rtg } G = (N, \Sigma, P, n_0, \overline{M}, \overline{G})\) in normal form, with no chain productions
4: \(n \in N\)
5: outputs
6: set \(\Pi\) of pairs \((\theta, w)\) where \(\theta\) is a mapping \(\text{pos}(y) \rightarrow N\) and \(w \in \mathbb{R}_+^n\), each pair indicating a successful run on \(y\) by productions in \(G\), starting from \(n\), and \(w\) is the weight of the run.
7: complexity
8: \(O(|P|_{\text{size}}(\overline{\theta}))\)
9: \(\Pi_{last} \leftarrow \{\{(c, n), \emptyset]\}\}
10: for all \(v \in \text{pos}(y)\) such that \(y(v) \notin X\) in prefix order do
11: \(\Pi_{v} \leftarrow \emptyset\)
12: end if
13: if \(\overline{M} = \emptyset\) and \(\overline{G} = \emptyset\) then
14: \(G \leftarrow \text{PRODUCE}(\overline{G}(\theta(v)))\)
15: for all \((\theta(v) \xrightarrow{w} y(v)(n_1, \ldots, n_k)) \in P\) do
16: \(\Pi_{\varphi} \leftarrow \Pi_{v} \cup \{(\theta, \{\psi(n_i), 1 \leq i \leq k\}, \sigma, w'\})\)
17: \(\Pi_{last} \leftarrow \Pi_{v}\)
18: return \(\Pi_{last}\)

Algorithm 5 MAKE-EXPLICIT

1: inputs
2: \(w\text{rtg } G = (N, \Sigma, P, n_0, \overline{M}, \overline{G})\) in normal form
3: outputs
4: \(w\text{rtg } G' = (N', \Sigma, P', n_0, \overline{M}, \overline{G})\) in normal form, such that \(\overline{M} = \emptyset\) and \(\overline{G} = \emptyset\), \(L_{G'} = L_{\overline{M}(\overline{G})}\), and otherwise \(G' = G\).
5: complexity
6: \(O(|P|)\)
7: \(G' \leftarrow G\)
8: \(\Xi \leftarrow \{n_0\}\) \{seen nonterminals\}
9: \(\Psi \leftarrow \{n_0\}\) \{pending nonterminals\}
10: while \(\Psi = \emptyset\) do
11: \(n \leftarrow \text{any element of } \Psi\)
12: \(\Psi \leftarrow \Psi \setminus \{n\}\)
13: if \(\overline{M} = \emptyset\) and \(\overline{G} = \emptyset\) then
14: \(G' \leftarrow \text{PRODUCE}(G', n)\)
15: for all \((n \xrightarrow{w} \sigma(n_1, \ldots, n_k)) \in P'\) do
16: for \(i = 1 \text{ to } k\) do
17: if \(n_i \notin \Xi\) then
18: \(\Xi \leftarrow \Xi \cup \{n_i\}\)
19: \(\Psi \leftarrow \Psi \cup \{n_i\}\)
20: return \(G'\)
\begin{align*}
g_0 & \xrightarrow{w_1} \sigma(g_0, g_1) \\
g_0 & \xrightarrow{w_2} \alpha \\
g_1 & \xrightarrow{w_3} \alpha
\end{align*}

(a) Input WRTG G

\begin{align*}
a_0 \xrightarrow{\sigma(x_1, x_2)} & \, w_4 \\
a_0 \xrightarrow{\sigma(x_1, x_2)} & \, \psi(x_2, x_1, a_1) \\
a_0 & \xrightarrow{\alpha} \, \alpha, \alpha \xrightarrow{w_7} \alpha \\
a_0 & \xrightarrow{\alpha} \, a_2, \alpha \xrightarrow{w_8} \rho
\end{align*}

(b) First transducer \(M_A\) in the cascade

\begin{align*}
b_0 & \xrightarrow{\sigma(x_1, x_2)} \sigma(b_0, x_1, b_0, x_2) \\
b_0 & \xrightarrow{\alpha} \alpha
\end{align*}

(c) Second transducer \(M_B\) in the cascade

\begin{align*}
g_0 & \xrightarrow{w_1, w_2} \sigma(g_0 a_0, g_1 a_1) \\
g_0 & \xrightarrow{w_2, w_3} \psi(g_0 a_2, g_1 a_1) \\
g_0 & \xrightarrow{w_6} \alpha, a_1 \xrightarrow{w_7} \alpha
\end{align*}

(d) Productions of \(M_A(G)^r\) built as a consequence of building the complete \(M_B(M_A(G)^r)^r\)

\begin{align*}
g_0 & \xrightarrow{w_1, w_2, w_9} \sigma(g_0 a_0 b_0, g_1 a_1 b_1) \\
g_0 & \xrightarrow{w_2, w_6, w_10} \alpha, g_1 a_1 b_1 \xrightarrow{w_7, w_10} \alpha
\end{align*}

(e) Complete \(M_B(M_A(G)^r)^r\)

Figure 2: Forward application through a cascade of tree transducers using an on-the-fly method.

tion in an on-the-fly manner.\(^{11}\) It makes calls to REPLACE, which is presented in Algorithm 4, as well as to a NORM algorithm that ensures normal form by replacing a single production not in normal form with several normal-form productions that can be combined together (Alexandrkis and Bozapalis, 1987) and a CHAIN-REM algorithm that replaces a WRTG containing chain productions with an equivalent WRTG that does not (Mohri, 2009).

As an example of stand-in construction, consider the invocation PRODUCE\(G_1, g_0 a_0, G\), where \(G_1 = \{g_0 a_0\}, \{\sigma, \psi, \alpha, \rho\}, \emptyset, g_0 a_0, M_A, G\), \(G\) is in Figure 2a.\(^{12}\) and \(M_A\) is in 2b. The stand-in WRTG that is output contains the first three of the four productions in Figure 2d.

To demonstrate the use of on-the-fly application in a cascade, we next show the effect of PRODUCE when used with the cascade \(G \circ M_A \circ M_B\), where \(M_B\) is in Figure 2c. Our driving algorithm in this case is Algorithm 5, MAKE-

\(^{11}\)Note further that it allows forward application of class wxLNT, something the embed-compose-project approach did not allow.

\(^{12}\)By convention the initial nonterminal and state are listed first in graphical depictions of WRTGs and WXTTs.

\(\tau_B, J_3\, J_1(x_1, x_2, x_3) \rightarrow JJ(\tau_B, x_1, \tau_B, x_2, \tau_B, x_3)\)
\(\tau_B, \tau_B, \tau_B, x_1, x_2, x_3) \rightarrow VB(\tau_B, x_1, \tau_B, x_2)\)
\(\tau_B, \tau_B, \tau_B, x_1, x_2, x_3) \rightarrow VB(\tau_B, x_1, \tau_B, x_2)\)

\(\text{"gentle"} \rightarrow \text{"gentle"}\)

(a) Rotation rules

\(i_V B, \text{NN}(x_1, x_2) \rightarrow \text{NN}((\text{INS} \text{NN} \text{NN}(x_1, x_2)))\)
\(i_V B, \text{NN}(x_1, x_2) \rightarrow \text{NN}((\text{INS} \text{NN} \text{NN}(x_1, x_2)))\)
\(i_V B, \text{NN}(x_1, x_2) \rightarrow \text{NN}((\text{INS} \text{NN} \text{NN}(x_1, x_2)))\)

(b) Insertion rules

\(t. \text{VB}(x_1, x_2, x_3) \rightarrow x(t. x_1, t. x_2, t. x_3)\)
\(t. \text{"gentleman"} \rightarrow j_1 \)
\(t. \text{"gentleman"} \rightarrow \text{EPS}\)
\(t. \text{INS} \rightarrow j_1 \)
\(t. \text{INS} \rightarrow j_2 \)

(c) Translation rules

Figure 3: Example rules from transducers used in decoding experiment. \(j_1\) and \(j_2\) are Japanese words.

EXPLICIT, which simply generates the full application WRTG using calls to PRODUCE. The input to MAKE-EXPLICIT is \(G_2 = \{g_0 a_0 b_0\}, \{\sigma, \alpha\}, \emptyset, g_0 a_0 b_0, M_B, G\).\(^{13}\) MAKE-EXPLICIT calls PRODUCE\((G_2, g_0 a_0 b_0)\). PRODUCE then seeks to cover \(g_0 \sigma(x_1, x_2) \xrightarrow{w_9} \sigma(b_0, x_1, b_0, x_2)\) with productions from \(G_1\), which is a stand-in for \(M_A(G)^r\). At line 14 of REPLACE, \(G_1\) is improved so that it has the appropriate productions. The productions of \(M_A(G)^r\) that must be built to form the complete \(M_B(M_A(G)^r)^r\) are shown in Figure 2d. The complete \(M_B(M_A(G)^r)^r\) is shown in Figure 2e. Note that because we used this on-the-fly approach, we were able to avoid building all the productions in \(M_A(G)^r\); in particular we did not build \(g_0 a_2 \xrightarrow{w_2, w_8} \rho\), while a bucket brigade approach would have built this production. We have also designed an analogous on-the-fly PRODUCE algorithm for backward application on linear WTT.

We have now defined several on-the-fly and bucket brigade algorithms, and also discussed the possibility of embed-compose-project and offline composition strategies to application of cascades of tree transducers. Tables 2a and 2b summarize the available methods of forward and backward application of cascades for recognizability-preserving tree transducer classes.

5 Decoding Experiments

The main purpose of this paper has been to present novel algorithms for performing application. However, it is important to demonstrate these algorithms on real data. We thus demonstrate bucket-brigade and on-the-fly backward application on a typical NLP task cast as a cascade of wLNT. We adapt the Japanese-to-English transla-
We evaluate the speed of each approach: bucket brigade and on-the-fly. The algorithm we use to obtain the 1-best path is a modification of the k-best algorithm of Pauls and Klein (2009). Our algorithm finds the 1-best path in a WRTG and thus fits naturally into the experimental framework. In our experiments we try several different language models to demonstrate varying performance of the application algorithms. The most realistic language model is a PCFG. Each rule captures the probability of a particular sequence of child labels given a parent label. This model has 7,765 rules.

To demonstrate more extreme cases of the usefulness of the on-the-fly approach, we build a language model that recognizes exactly the 2,087 trees in the training corpus, each with equal weight. It has 39,455 rules. Finally, to be ultra-specific, we include a form of the “specific” language model just described, but only allow the English counterpart of the particular Japanese sentence being decoded in the language. The goal in our experiments is to apply a single tree t backward through the cascade $L \circ R \circ I \circ T \circ o t$ and find the 1-best path in the application WRTG.

The results of the experiments are shown in Table 3. As can be seen, on-the-fly application is generally faster than the bucket brigade, about double the speed per sentence in the traditional experiment that uses an English PCFG language model. The results for the other two language models demonstrate more keenly the potential advantage that an on-the-fly approach provides—the simultaneous incorporation of information from all models allows application to be done more effectively than if each information source is considered in sequence. In the “exact” case, where a very large language model that simply recognizes each of the 2,087 trees in the training corpus is used, the final application is so large that it overwhelms the resources of a 4gb MacBook Pro, while the on-the-fly approach does not suffer from this problem. The “1-sent” case is presented to demonstrate the ripple effect caused by using on-the-fly. In the other two cases, a very large language model generally overwhelms the timing statistics, regardless of the method being used. But a language model that represents exactly one sentence is very small, and thus the effects of simultaneous inference are readily apparent—the time to retrieve the 1-best sentence is reduced by two orders of magnitude in this experiment.

| method | WST | wxLNT | wLNT |
|--------|-----|-------|------|
| oc     | √   | ×     | √    |
| bb     | √   | ×     | √    |
| otf    | √   | √     | √    |

(a) Forward application

| method | WST | wxLNT | wLNT |
|--------|-----|-------|------|
| oc     | √   | ×     | ×    |
| bb     | √   | √     | √    |
| otf    | √   | √     | √    |

(b) Backward application

Table 2: Transducer types and available methods of forward and backward application of a cascade. oc = offline composition, bb = bucket brigade, otf = on the fly.

| LM type | method | time/sentence |
|---------|--------|---------------|
| pcfg    | bucket | 28s           |
| pcfg    | otf    | 17s           |
| exact   | bucket | >1m           |
| exact   | otf    | 24s           |
| 1-sent  | bucket | 2.5s          |
| 1-sent  | otf    | .06s          |

Table 3: Timing results to obtain 1-best from application through a weighted tree transducer cascade, using on-the-fly vs. bucket brigade backward application techniques. pcfg = model recognizes any tree licensed by a pcfg built from observed data, exact = model recognizes each of 2,000+ trees with equal weight, 1-sent = model recognizes exactly one tree.

6 Conclusion

We have presented algorithms for forward and backward application of weighted tree transducer cascades, including on-the-fly variants, and demonstrated the benefit of an on-the-fly approach to application. We note that a more formal approach to application of WTTs is being developed.
independent from these efforts, by Fülöp et al. (2010).
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