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ABSTRACT

We propose a new visualization method for massive supercomputer simulations. The key idea is to scatter multiple omnidirectional cameras to record the simulation via in situ visualization. After the simulations are complete, researchers can interactively explore the data collection of the recorded videos by navigating along a path in four-dimensional spacetime. We demonstrate the feasibility of this method by applying it to three different fluid and magnetohydrodynamics simulations using up to 1,000 omnidirectional cameras.

INTRODUCTION

Visualization is indispensable to comprehend the time development of complex phenomena captured as numerical data by supercomputer simulations. For three-dimensional (3D) fluid flow simulations, for example, pressure, velocity, vorticity, and other 3D fields are saved for post-hoc exploratory visualization. It is commonplace to save 3D fields without thinning out to maintain the spatial resolution of the simulation. In contrast, it is uncommon to store 3D fields without thinning them out in the temporal dimension, and the 3D data are usually output after very long intervals of time. If one attempts to save all the 3D fields within very short intervals, the numerical data will flood the disk space of the supercomputer system. The temporal thinning before the visualization often necessitates the discarding of valuable information. This situation will not improve in the future, but will most likely worsen as supercomputer technology advances.

We overcome the above-mentioned problems using our new in situ visualization method, wherein visual recordings are made using the supercomputer system during simulation. Because the recorded images are two-dimensional (2D), the data size is naturally smaller—a compression of the raw 3D data whereof the image is produced. In addition, lossless compression algorithms based on arithmetic coding are also available to reduce the size of the recordings even further.

In situ visualization already plays an essential role in large-scale simulations (Ma et al., 2007; Ross et al., 2008; Ma, 2009; Childs et al., 2012). Major application programs for general-purpose visualization are now armed with in situ libraries or tools, such as Catalyst (Ayachit et al., 2015) for ParaView and libsim (Whitlock, Favre & Meredith, 2011) for...
VisIt. These applications have been developed based on Visualization Tool Kit (VTK) (Schroeder, Martin & Lorensen, 2006). OpenGL is used for hardware-accelerated rendering in VTK when the graphics processing unit (GPU) is available. For a supercomputer system without GPUs, OpenGL functions can be executed using OSMesa. Software optimization technology, such as SIMD extension instructions for software rasterization processing, are included in OSMesa. Based on those technologies, a high-quality rendering framework, such as Embree (Wald et al., 2014) and OSPray (Wald et al., 2017), capable of executing rendering processing at high speeds have been developed. To execute the in situ visualization process efficiently on the supercomputing system, an adaptable data I/O framework called as ADIOS (Lofstead et al., 2008) has been developed. ADIOS provides a simple and flexible approach for data transmission, including asynchronous communication between the simulation and visualization processes (Wang et al., 2017; Kress et al., 2016). A generic in situ interface SENSEI (Ayachit et al., 2017) provides simulation researchers with portable interface for other in situ infrastructure such as Catalyst, libsim, and OSPray.

A shortcoming of conventional in situ visualizations is that they deprive users of interactive control. Here, interactive control means that users can, in real time, change visualization-related settings, such as the viewing position and direction. The interactivity also includes the capability to change the visualization method (e.g., from isosurface to volume rendering) applied to the target data and to tune the related parameters. In the conventional in situ visualization method, one has to resubmit the same simulation job to obtain a different visualization setting, for example, volume renderings from a different point of view.

There are several proposals to incorporate the interactivity into in situ visualization. Kawamura, Noda & Idomura (2016) developed an in situ visualization method that is an extension of the particle-based rendering method (Sakamoto et al., 2007) to the concurrent in situ visualization. In the particle-based rendering method, a dataset, represented as a set of particles, is produced by simulation. The particle dataset, whose size is much smaller than the raw numerical data, is transmitted to computer system for visualization with GPUs and interactively visualized. Tikhonova, Correa & Ma (2010a) and Tikhonova, Correa & Ma (2010b) proposed “proxy image” method to realize interactive volume rendering by making use of intermediate representation of the data. This method was extended to the in situ visualization by Ye, Miller & Ma (2013). Matthes et al. (2016) developed in situ library ISAAC for supercomputer simulations, by which users can interactively analyze data without the deep copy.

In our previous article (Kageyama & Yamada, 2014), we proposed an interactive in situ visualization method, in which we place visualization cameras on a spherical surface that covered the target region, as is schematically shown by the small circles in Fig. 1A. The simulation results are rendered with several visualization methods and parameters from the multiple viewpoints in the 3D space. Because the cameras focus on a point in the simulation region, as suggested by the arrows in the figure, we can observe the structures and dynamics in the simulation from various directions. The sequence of images are complied as videos that are indexed with the camera locations, before applying
interactive analysis of the video collection with dedicated exploratory visualization software. This method can be regarded as an application of the image-based rendering (Shum & Kang, 2000) in computer graphics to the scientific visualization. In the image-based rendering, an image viewed from a specified point is calculated from images taken from different view points. Among various approaches to image-based rendering, our approach is closer to “light field rendering” (Levoy & Hanrahan, 1996), where new images are generated only through the image, not through the geometry data. Ahrens et al. (2014) also developed the image-based in situ visualization method and implemented as Cinema viewer, which is applied to various simulations (O’Leary et al., 2016; Banesh et al., 2017).

Because in situ visualization can produce a large number of images at fine time intervals, it is natural to save the sequence of images taken from a single camera as a single video file. A video file has an advantage over still images, that is, we can apply advanced video compression technology to it. The small storage requirement of a compressed video file allows us to save a large number of them (Berres et al., 2017), within the same disk space for storing raw numerical data. Therefore, we can set numerous visualization cameras with different visualization settings.

An increased number of video capturing virtual cameras implies an increased usage of the supercomputing resources, besides those necessary for the simulation. However, we note that it is not uncommon that only a portion of the available computing resources are utilized by a single simulation, even when the simulation code is highly optimized. In other words, the computing resource capacity of today’s supercomputer system is much larger than is being utilized by simulations. Thus, it would be quite appropriate to use surplus processor cores for our in situ visualization.

A natural extension of our previous approach (Kageyama & Yamada, 2014) is to place the visualization cameras all over the simulation region, that is, not only around it but also inside the region, as is schematically shown by the small circles in Fig. 1B. An apparent problem in this 3D distribution of the visualization cameras is that we cannot specify the view-direction of each camera when we have no a priori knowledge of the locations to be focused on.

To resolve this problem, we propose in this article to use omnidirectional visualization cameras that have the full (=4π steradian) solid view angle, as suggested by the arrows in Fig. 1B. If we could scatter such cameras all over the simulation region, almost all, if not all, occurring phenomena would be recorded by some nearby cameras.

Figure 2 schematically shows the concept of the proposed method. We place lots of omnidirectional cameras (blue spheres in Fig. 2A). Each camera produces a sequence of omnidirectional images, and we store them as a video file. When we place C cameras and apply V kinds of visualizations on each of them, we obtain C × V video files in total as a result of simulation (Fig. 2B).

After the simulation, it is possible to pick up one or more of the video files and play it on a PC with a commonly available video player. Although, the displayed images are distorted because they are captured by omnidirectional cameras. Supposing that the picked-up video is recorded by the c-th camera (0 ≤ c < C) for the v-th visualization
method $(0 \leq v < V)$, herein referred to as $\text{mov}_{c,v}$, what the common video player does is to extract the sequence of images in $\text{mov}_{c,v}$ and presents them on the PC’s screen one after another. In the “Virtual Museum” by Miller et al. (1992), the viewer interactively specifies the video to be played at one time. An important function in our method is that we extract a sequence of still images from different video files, such as $\text{mov}_{c_{1,v}}$, $\text{mov}_{c_{2,v}}$, $\text{mov}_{c_{3,v}}$, ..., as denoted by the magenta arrows connecting Figs. 2A and 2B. The extracted sequence of

Figure 1 Visualization cameras (small white circles) and simulation boundary (rectangle). (A) In our previous article (Kageyama & Yamada, 2014), we placed the cameras on a spherical surface around the simulation region. Arrows represent the viewing direction. All the cameras are focusing on a point in the simulation region. (B) In the present article, we propose to place omnidirectional cameras all over the simulation space. Each camera records the full solid view angle.

Full-size DOI: 10.7717/peerj-cs.305/fig-1

Figure 2 Concept of 4D street view. (A) We place lots of omnidirectional cameras (blue spheres) in the simulation space and apply in situ visualization with them. (B) Each camera records the time development of the simulation viewed from its position with $4\pi$ steradian and the omnidirectional images are compiled as a video. The video files are tied with the position data, and they constitute a video data collection. (C) A dedicated application program extracts a sequence of images from the video data collection as a smooth (regular, not omnidirectional) video on a PC window. The user interactively specifies the position, direction, and time (or frame) to extract images from the data collection.

Full-size DOI: 10.7717/peerj-cs.305/fig-2
the images is presented as a video by a dedicated application program (see Fig. 2C). The program excerpts a partial field-of-view around a user-specified direction from the omnidirectional image. The user’s experience is similar to walking around a specific region of interest.

We can also switch the currently applied visualization method, for instance, from $v_a$ to $v_b$, by exchanging the input video file from mov$_{c\cdot v_a}$ to mov$_{c\cdot v_b}$. This switching experience is almost the same as that of standard post-hoc visualizations. The difference, however, being that the exchange is quick in our method even if the switched visualization method $v_b$ is a computationally heavy one. The rendering has already been done on the supercomputer.

We can abstractly think of the video data collection as a set of videos with captured events from and within the simulation space. (We consider 3D simulations in this article). Since a video itself is a dataset of still images that are sequentially ordered in time, we can also regard the video data collection as a set of still images that are distributed in 4D spacetime. This data collection is a discrete subset of continuous function of pixel data defined in a five-dimensional space; the camera position in 3D and the viewing direction in 2D. Adelson & Bergen (1991) call the five-dimensional function “plenoptic function”, from plenus (complete)-optic.

In short, our method connotes sightseeing in 4D. Specifying a path in spacetime (see Fig. 3), we extract a sequence of images along the path. The images are presented
on the PC window as a smooth video. If we notice an intriguing dynamics of the simulation in the video, we can fly to the location (i.e., we read the video file whose camera is close to the location) and observe the phenomenon. Note that we can also go back in time (or play the video backward in time) to identify the cause of the dynamics. We call this visualization method “Four Dimensional (4D) Street View” because it is reminiscent of Google Street View (Anguelov et al., 2010). Another ancestor of 4D Street View is QuickTime VR (Chen, 1995) that realized the interactive navigation of multiple files of panoramic pictures. The idea of interactive retrieval of image sequences from multiple video files can be traced back to “Movie-Maps” by Lippman (1980), in which the user interactively switch video segments at preregistered points.

The actual procedure of the 4D Street View is separated into three stages, namely, the recording, conversion, and browsing. In the recording stage, we apply in situ visualizations on a supercomputer system with many omnidirectional cameras. In the conversion stage, we convert the output image dataset into a video data collection, which is the input of the browsing stage. In the browsing stage, we specify the camera path in 4D interactively and view the video on a PC window by a dedicated application program called 4D Street Viewer.

**RECORDING STAGE OF 4D STREET VIEW**

The recording stage of the 4D Street View should have the following three items, namely, multiple points of view, omnidirectional rendering, and in situ visualization.

**Multi-point visualization**

The multi-point visualization is theoretically the most straightforward part among the three items because it is generally possible to set plural viewpoints in an in situ visualization tool. In the 4D Street View, the configuration of the omnidirectional cameras is arbitrary. Herein, we place them in rectilinear distributions, that is, uniformly distributed in the $x$, $y$ and $z$ directions with the same spacings between the cameras in each direction. We denote the number of cameras in each direction as $C_x$, $C_y$ and $C_z$. The total number of cameras is $C_x \times C_y \times C_z$.

Figure 4 shows two types of distribution of omnidirectional cameras (green spheres) that are used in test simulations described later. In (A) and (b), the camera configuration is $(C_x, C_y, C_z) = (10, 10, 10)$, and in (c) and (d), it is $(C_x, C_y, C_z) = (64, 1, 1)$. The rectangular boxes in the figure denote the boundary of the simulations.

**Omnidirectional visualization**

To apply omnidirectional visualization from each camera, we follow the standard procedure of the cube mapping (Greene, 1986; Sellers, Wright & Haemel, 2015).

We assume a virtual sphere and a cube around the point; see Fig. 5A. Projecting the edges of the cube onto the sphere from the center, we have twelve arcs of great circles. The arcs divide the sphere or the $4\pi$ solid angle into six parts, that is, front, back, right, left, top, and bottom. We perform visualizations with the regular perspective projection six times for the six areas. As a result, we obtain six pictures and save them in the Portable
Network Graphics (PNG) format using libpng library during the simulation. Note that PNG is a graphics format with lossless compression.

The pixel size of the six perspective projections used herein is 512 × 512. An example of the six images is shown in Fig. 5B. The six PNG files are combined to a single file as an omnidirectional image after the simulation in the conversion stage to be described later.

We can, of course, directly apply the conversion to the omnidirectional images during the simulation. Implementing such functions is one of the future topics of this research. It would also be possible to use a visualization tool with direct rendering with the omnidirectional projection.

In situ visualization
We can choose any in situ visualization strategy for the recording stage. Here, we take the synchronous approach wherein the visualization functions are called and controlled by the simulation program. The same approach is taken, for example, by Yu et al. (2010). In this synchronous in situ visualization method, the simulation and visualization programs share the computer nodes. The computation for the simulation is suspended.
while the visualization is running. There is another approach to in situ visualization, referred to as the asynchronous in situ visualization, as in Dreher & Raffin (2014). In this case, the visualization program runs independent of the simulation program. We will comment on this asynchronous in situ visualization in Conclusions.

As a renderer, we use VISMO (Ohno & Ohtani, 2014) in this study. VISMO is an in situ visualization library written in Fortran. It supports fundamental visualization methods, including the isosurface, slice plane, arrow glyphs, streamlines, and volume rendering. An essential feature of VISMO is that all the visualization methods are implemented based on the ray casting algorithm (Levoy & Marc, 1990). Therefore, VISMO can perform the in situ visualization on supercomputer systems with no GPU. VISMO is a self-contained library that requires no other basic tools or libraries except for libpng and a Fortran compiler. We can get visualization images with a simulation program by just calling VISMO’s functions. This is a great merit for simulation researchers. In our experiences, one of the general practical burdens in the situ visualization is the preparation of a necessary environment for a supercomputer system, for example, to install OSMesa that is a basic off-screen rendering library for OpenGL. Srend (Wetherbee et al., 2015) is a similar library as VISMO; it performs the in situ visualization of the volume rendering by the ray casting.

**Data conversion to MP4**

As described above, every in situ visualization from a fixed point of view produces a set of six PNG images. After the simulation, we combine the six files into a single image, according to the following procedure. Firstly, we assume that the six images are projected onto the sphere (see Fig. 4A). The spherical image is then mapped to a single rectangular image by the equirectangular projection. The pixel size for the omnidirectional image in this work is 2,048 × 1,536.

---

**Figure 5** The omnidirectional visualization method in this study. (A) We divide the solid angle 4π around a point of view into six parts by projecting the edges of a cube onto a sphere. The centers of the cube and sphere are on the point. We then apply the standard perspective projections for each part for six times. (B) Example of the six images obtained by the in situ visualization in a test simulation.
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A set of omnidirectional image files from a certain camera position is then converted to a video file with MP4 codec (Puri, Chen & Luthra, 2004), which invokes a lossy but quality preserving compression to reduce the size. We use ffmpeg for this conversion.

TEST SIMULATIONS
To test 4D Street View, we apply this method to three different kinds of simulations.

Thermal convection in spherical shell
The first test simulation is thermal convection in a spherical shell vessel (see Fig. 6). A fluid is confined between two concentric spheres of radii \( r_o = 1.0 \) and \( r_i = 0.835876 \). Inward central gravity (gravity acceleration \( g \)) and fixed temperature difference \( \Delta T \) between the spheres drive the thermal convection motion. Convection in spherical shells have been studied extensively in geophysics and astrophysics. The test simulation in this article is characterized by the lack of rotation of the spheres and the relatively shallow depth of the shell compared to the standard geophysical and astrophysical simulations. It is known that thermal convection in a spherical shell with relatively small gap, \( r_o - r_i \), exhibits very different patterns, such as spiral rolls (Zhang, Liao & Zhang, 2002; Itano et al., 2015), from that in a deep shell.

We solve the Navier-Stokes equation with the finite difference method on the Yin-Yang grid (Kageyama & Sato, 2004). We denote the spherical shell region on the spherical coordinate system \( \{r, \vartheta, \varphi\} \) as \( r_i \leq r \leq r_o, 0 \leq \vartheta \leq \pi, -\pi \leq \varphi < \pi \). The grid size in the radial span is \( N_r = 21 \); the grid size in the latitudinal span of Yin- or Yang-component grid \( (\pi/4 \leq \vartheta \leq 3\pi/4) \) is \( N_\vartheta = 240 \); the grid size in the longitudinal span \( (-3\pi/4 \leq \varphi \leq 3\pi/4) \) is \( N_\varphi = 720 \). The total grid size is \( N_r \times N_\vartheta \times N_\varphi \times 2 = 21 \times 240 \times 720 \times 2 \). (The last factor 2 is for Yin and Yang components.) A fourth-order explicit Runge-Kutta method is used for the time integration. Rayleigh number \( Ra = 2 \times 10^4 \), which is a non-dimensional parameter that characterizes the drive of the convection.

The initial condition of the simulation is force-balanced, convectively unstable state, that is, \( \nabla p_0 = \rho_0 g \), where \( \rho_0 \) and \( p_0 \) are mass density and pressure at time \( t = 0 \). The initial flow is zero; \( \mathbf{v} = 0 \) at \( t = 0 \). We put a perturbation \( \delta p \) to the initial pressure...
field, \( p = p_0 + \delta p(r, \vartheta, \varphi) \), to start the convection. In this experiment, we set a single-mode of the spherical harmonics; \( \delta p(r, \vartheta, \varphi) = a(r) \hat{Y}_m^l(\vartheta, \varphi) \), where \( \hat{Y}_m^l \) is (normalized) spherical harmonics; \( \int \hat{Y}_m^l \hat{Y}_{m'}^{l'} dS = \delta_{ll'}\delta_{mm'} \). The radial function is given by \( a(r) = c_0 \sin(\pi(r - r_1)/(r_0 - r_1)) \) with \( c_0 = 5 \times 10^{-2} \). We set \( l = m = 32 \) in this test simulation, which means that the perturbation \( \delta p \) is highly localized in the (co)lattitudinal direction \( \vartheta \), near the equator \( \vartheta = \pi/2 \), while it has sinusoidal mode \( m = 32 \) in the longitudinal direction \( \varphi \).

For 4D Street View, we place \( C = 9 \) omnidirectional cameras on the equatorial plane \( \vartheta = \pi/2 \) with \( (C_x, C_y, C_z) = (3, 3, 1) \). We record the time development of the spherical shell convection with a constant interval of non-dimensional time \( \tau = 0.173 \), from \( t = 0 \) to \( t = 14.5 \) (for every 100 simulation time-steps) for 85 frames in total. Figure 7 shows the time development of the convection visualized by isosurfaces of normalized radial velocity \( v_r \).

### Hall MHD turbulence

The second simulation for the test of 4D Street View is a magnetohydrodynamics (MHD) turbulence with the Hall term. We incorporate in situ, multi-point, omnidirectional visualization cameras into a Hall MHD turbulence simulation code (Miura & Hori, 2009; Miura, Araki & Hamba, 2016; Miura, 2019). In the simulation, the time development of the Hall MHD equations are solved by the Fourier pseudo-spectral method. The simulation geometry is a cube with the periodic boundary condition in all \( (x, y, \text{and} z) \) directions with 256 grid points in each direction. The 2/3-truncation technique
is used for the de-aliasing. The Runge–Kutta–Gill method is adopted for the temporal integration.

As the initial condition, large scale velocity and magnetic fields are specified with random phases. Just after the simulation starts, the fluid goes through instabilities and the velocity and magnetic energies are transferred toward smaller and smaller scales until it reaches to a fully developed turbulence. The highly complicated dynamics is a test bench of the true value of 4D Street View for the interactive analysis of the in situ visualization.

In this simulation, we try 1-D configuration of the omnidirectional cameras; $(C_x, C_y, C_z) = (64, 1, 1)$ with 64 viewpoints on the $x$ axis with a constant spacing, as shown in Figs. 4C and 4D. As shown in Fig. 8, we apply the in situ visualizations for the isosurfaces of the electric current density (colored in green-to-red) and the enstrophy density (gray-to-white).

![Figure 8](https://DOI: 10.7717/peerj-cs.305/fig-8)
Vortex ring formation

The third test is simulation of vortex ring (or a smoke ring) formation, which is well known phenomenon; see for example, Shariff & Leonard (1992) and Lim & Nickels (1995) for reviews.

We assume a quiet gas in a rectangular box and apply an impulsive force in a localized region when the simulation starts. The fluid in the forced region is driven in the direction of the force. Although the initial flow exhibits complicated structures, the flow soon settles into a localized vortex in a simple torus, which is called a vortex ring. The vortex ring propagates at a uniform speed while maintaining its shape.

The simulation model is as follows: We solve the Navier-Stokes equation for in the cartesian coordinate system \((x, y, z)\). The simulation region is a rectangular box with normalized side lengths of \(L_x \times L_y \times L_z = 20 \times 10 \times 10\); see Fig. 9. The periodic boundary condition is assumed in all directions of \(x, y\) and \(z\). The origin of the coordinate system is at the center of the simulation region. In the initial condition, the fluid has no flow with uniform temperature and density. We apply a pulse of force \(F\) to drive the fluid when the simulation starts at \(t = 0\).

The Navier-Stokes equation is discretized by a second order, central finite difference method. A fourth-order explicit Runge-Kutta method is used for the time integration. The periodic boundary condition is assumed for all \((x, y, z)\) directions.

For this simulation, we have tried three different configurations of the omnidirectional cameras; \((c_x, c_y, c_z) = (10, 10, 10), (20, 10, 5)\) and \((3, 2, 1)\) with three visualization methods; (1) isosurface of the enstrophy density \(\epsilon = |\nabla \times \mathbf{v}|^2\), where \(\mathbf{v}\) is the flow velocity; (2) arrow glyphs of \(\mathbf{v}\); (3) stream lines of \(\mathbf{v}\).
We performed several experiments with different parameters for physics and visualization. In most cases, the driving force vector $F$ has only the $x$ component, but in one experiment, we also apply perpendicular ($y$ and $z$) components in such a way that the driven flow has twisting component. It leads to an intriguing formation of the vortex ring with the flow helicity.

**4D STREET VIEWER**

The omnidirectional video files are tied with their camera positions by means of their file names. For example, a video file named `sample.00123.mp4` or `sample.03_02_01.mp4` is recorded by the omnidirectional camera located at $(c_x, c_y, c_z) = (3,2,1)$ in the rectilinear configuration $(C_x, C_y, C_z)$. The video files termed according to this naming convention constitute the input data collection of the 4D Street Viewer.

The user specifies a camera position $(c_x, c_y, c_z)$ and changes it in real time through the 4D Street Viewer. Some keys on the keyboard are allocated to increment or decrement $c_x$, $c_y$ and $c_z$. Additionally, the user can specify the next camera to move by mouse clicks. A mouse click specifies a direction where one wants to move in the presented simulation space in the window. The 4D Street Viewer picks up one of neighboring cameras $(c_x \pm 1, c_y \pm 1, c_z \pm 1)$ that is the closest to the line defined by the direction.

Each time the user specifies a new camera position or switches to a new visualization method, the 4D Street Viewer retrieves the corresponding file from the data collection. It imports one file at a time directly from the data collection without buffering or prefetching. Since the frame number in the video is consistently passed over to the next video, the user can smoothly change the video file while playing a video.

Figure 10 shows a snapshot of the window of the 4D Street Viewer with its user interface. One can resize the window by dragging a corner of the window with the mouse. Shown in the left panel is the view of the simulation from the current camera position and direction. In the right panel of the window, some texts are placed to present input video and the current status. The playing mode of the video (play/stop/reverse) as well as the current frame are controlled by the buttons and slider bars in the right panel.

We have developed a 4D Street Viewer in the framework of KVS (*Sakamoto & Koyamada, 2015*). KVS is a visualization development framework provided as a C++ class library. Although the primary purpose of KVS is to provide a modular programming environment for scientific and information visualizations, it can also be used as a more general framework for the development of such a 4D Street Viewer as this.

**INTERACTIVE ANALYSIS OF THE TEST SIMULATIONS WITH 4D STREET VIEW**

**Viewpoint translation**

We first present an interactive translation of the viewpoint by 4D Street Viewer, applied to the Hall MHD simulation. Figure 11 is a sequence of six snapshots from a recorded video in Supplemental Data (https://github.com/vizlab-kobe/4DSVTestData/blob/master/movies/03-hall-mhd.mov). Since the number of the omnidirectional cameras along the
Figure 10  A snapshot of the window of the 4D street viewer. The left panel shows the current view extracted from an omnidirectional image in the input video. The camera configuration \((C_x, C_y, C_z)\), current camera position \((c_x, c_y, c_z)\), current number of frame, and other information of the video data collection are shown in the right panel.

Figure 11  Translation of the viewpoint in the Hall MHD simulation. (A–F) show an image sequence in the walk-through in the simulation region.
axis is sufficiently high (64 cameras), the user has a smooth experience of walk-through by changing the viewpoint by means of slide bar, mouse click or keyboard input. Although the six images (A)-(F) show the same frame \((t = 0)\) in this Fig. 11, the video in Supplemental Data present the interactive translation also in time in the simulation’s space-time.

Note that the smooth experience of the walk-through by the viewpoint translation by 4D Street View is not degraded even if the visualized scene is much more complicated when the turbulence is fully developed. (See the later part of the Supplemental video.) On the other hand, if we applied the post-hoc visualization for the fully developed turbulence, such as the bottom three panels in Fig. 8, the response would be slowed down for there are myriads of polygons.

**Looking around**

As in standard visualization applications, a mouse drag is allocated to the rotation of the view in the 4D Street Viewer. In our case, a rotation means resampling of the field-of-view around the specified direction from the omnidirectional image, as in the regular video-playing programs for panoramic videos. We perform the resampling with a GPU.

In the standard post-hoc visualization programs, a rotation specified by a user invokes a rotational transformation of the scene in the computer graphics. Getting a new image after a rotation may be time-consuming if the rotated scene requires a massive rendering. As in the case of the viewpoint translation, in the 4D Street View, a rotated image always appears momentarily, regardless of the complexity of the scene, since views from any angle are already stored in the omnidirectional video.

Figure 12 is a snapshot sequence taken from a video in Supplemental Data (https://github.com/vizlab-kobe/4DSVTestData/blob/master/movies/04-thin-shell-convection.mov). This figure demonstrates the changing the viewing-direction by 4D Street Viewer, for the spherical shell convection simulation. In the left three panels, the viewpoint is located at a point on the equator at \(r = 0.807\), which is just inside the inner sphere \(r = r_i\). The purple bar-like objects are isosurfaces of negative velocity \(v_r\); they denotes the downward flow of the convection cells (or convection rolls). The time frame is fixed in the left three panels.

In the right three panels of Fig. 12, we move to the viewpoint located at the origin \(r = 0\). We then play the video forward in time for a while to observe that the bar-like convection rolls grows toward the north and south poles, applying the mouse-drag again to observe the ring-like patterns near the north pole. The bar-like structure of the convection rolls cannot be maintained in the high latitude regions because the distances between the neighboring rolls (in the longitudinal direction) are decreased as the tips of the rolls get closer to the poles. Instead of the longitudinal rolls in the low-latitude regions, ring-like pattern appears in the polar regions, which is observed by isosurface of positive \(v_r\) (upward flow) in the right three panels.
Change of visualization method

We have changed the visualization method in 4D Street Viewer from the left panels to the right panels in Fig. 12. Figure 13 shows another example of the interactive switching of the applied visualization methods. This figure is an image sequence taken from a video in Supplemental Data (https://github.com/vizlab-kobe/4DSVTestData/blob/master/movies/02-vortex-ring.mov). In this case, simulation of the vortex ring with the twisting force is visualized by (i) isosurface of enstrophy density $\epsilon$ and (i) isosurface of $\epsilon$ plus stream lines of the flow velocity $v$. In this visualization, we change time frame, viewpoint position, viewing direction, and visualization method (with and without the stream lines).

**DISCUSSION**

The MP4 conversion by ffmpeg from the PNG images is the only stage wherein lossy compression is applied in our procedure. (The mapping to an omnidirectional image from the six directional images described incorporates pixel interpolations, but the image deterioration by the interpolation is negligibly small). To confirm the impacts of the lossy compression by MP4, we compare, in Fig. 14, an omnidirectional PNG image and
The degradation of the image quality by the MP4 conversion is negligibly small for visualization analysis.

In this work, the largest number of the omnidirectional cameras scattered in the test simulations was 1000, that are for the vortex ring simulation. We applied two

![Figure 13](image-url) **Figure 13** The vortex ring simulation with the twist force. The vortex ring simulation with the twist force. Two visualization methods (with and without the stream lines) are switched while playing the video. (A) shows an isosurface visualization without the stream lines. (B–E) show the same time frame with different view position and direction. (E) and (F) are also from the same frame later in the time development.

![Figure 14](image-url) **Figure 14** Comparison of images before (A) and after (B) the lossy compression by MP4 codec. (A) The original omnidirectional PNG image. (B) Snapshot from MP4 video file at the same frame.
visualizations from each camera and the total size of the video files (2,048 × 1,536 pixels × 101 frames) compressed in the MP4 codec was $6.0 \times 10^9$ B.

This result shows that the data size of the video data collection in the 4D Street View with a thousand cameras can be regarded as small in today’s capacity norm of storage devices. The small size of the video data collection is due to the compression by the MP4 codec.

For the Hall MHD simulation, we performed with the spatial resolution of $256^3$ and applied the in situ visualization for 21 time frames. The total storage size to save the three kinds of omnidirectional MP4 video files (electric current, enstrophy density, and their superposition) are $1.8 \times 10^9$ B. On the other hand, if we are to perform the post-hoc visualization, we would have to save raw numerical data of at least four fields (three components of the velocity vector plus one scalar) for the double precision (8 B) simulation. The storage size amounts to $256^3 \times 4$ (fields) $\times 21$ (time steps) $\times 8$ B $\sim 1.1 \times 10^{10}$ B.

Even in this small-scale simulation, the storage size for 4D Street View method is smaller than the post-hoc visualization. The spatial resolution $256^3$ is too low in the current standard of the high performance computing. It is not rare to perform turbulence simulations with $4,096^3$ resolution these days. Saving the raw numerical data for the post-hoc visualization with this spatial resolution (and with corresponding temporal resolution) is certainly impractical: $4,096^3 \times 4$ (fields) $\times 336$ (time steps) $\times 8$ B $\sim 7.4 \times 10^{14}$ B. On the other hand, the storage size for 4D Street View is only weakly dependent on the spatial resolution of the simulation.

In this work, we have placed the omnidirectional cameras in rectilinear configuration of 1-D, 2-D, or 3-D. However, the camera density is not necessarily uniform in the 4D Street View. We can reduce the total number of cameras by distributing them in a nonuniform way, concentrating only near focused regions.

The video collection explored in the 4D Street View is a set of discrete samples of continuous plenoptic function (Adelson & Bergen, 1991) in the 5D space. It would be possible to apply image-based rendering techniques in computer graphics such as “view interpolation” (Chen & Williams, 1993) or “Plenoptic Modeling” (McMillan & Bishop, 1995) to obtain visualized images viewed from intermediate positions between specified view points.

Generally, in situ visualization is a way to use supercomputer resources to suppress the burden of simulation researchers. They have recently spent most of their research time on post-hoc visualization, such as data transfer and preparation before starting the visualization itself. The situation will become worse in the future with the further development of supercomputer technology. Even today, the computing power for a single supercomputer system is excessive for a single simulation job. It would be a valid idea to use a supercomputer system primarily for the visualization and secondly for the simulation.

CONCLUSIONS
We have proposed a new visualization method referred to as the “4D Street View” for large-scale simulations. The key idea is to record a simulation with many omnidirectional
cameras that are scattered in the simulation space. The cameras record the simulation through in situ visualization. As a result of the simulation, we obtain a data collection of the omnidirectional videos. The videos in the data collection are tied with their camera positions. The video data collection can be regarded as a field of omnidirectional still images in 4D spacetime.

We have developed a dedicated application program (4D Street Viewer) to explore video data collection. With the program, we interactively specify a path in 4D spacetime and extract a sequence of images along the path and show them as a smooth video on the screen.

If we find an intriguing phenomenon that is far away from the current camera, we can “fly” there with the 4D Street Viewer and scrutinize it from nearby cameras. It is also possible to go backward in time to investigate the cause of the phenomenon. We can change the view-angle anytime since all views are stored in the omnidirectional images. We can also switch the applied visualization methods as long as the corresponding videos have been recorded in the simulation.

One of the challenges of the 4D Street View is the time spent on the visualization. We have applied the synchronous in situ visualization in this work; the same computer nodes are allocated for the simulation and the visualization. The parallelization of the simulation determined the number of nodes. When we perform a visualization-intensive computation, we should allocate much more nodes to the in situ visualization than the simulation. We are developing another approach—asynchronous in situ visualization—for the recording stage of the 4D Street View (Kageyama, Sakamoto & Yamamoto, 2018). The simulation program and the visualization program run independently on different computer nodes with no explicit synchronization. They have their own main programs and own MPI_Init and MPI_Finalize calls. To realize this multiple program, multiple data (MPPD) framework, we place a layer called Membrane between the simulation and the visualization. With this the Membrane method, we can allocate any number of computer nodes for the in situ visualization of visualization-intensive cases.

ACKNOWLEDGEMENTS
We would like to thank Prof. Chandrajit Bajaj for suggesting the use of omnidirectional cameras to improve our mutil-point in situ visualization method. We thank Ms. Keiko Otsuji for her skilled technical assistance. We are grateful to Prof. Nobuaki Ohno for providing us with the VISMO’s source code. We are also grateful to Prof. Hedeaki Miura for providing us with the Hall MHD simulation code.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work was supported by Grant-in-Aid for Scientific Research (KAKENHI) 16K12434 and 17H02998, SCAT (Support Center for Advanced Telecommunications Technology Research) Foundation, I-O Data Foundation, and Tateishi Science and Technology
Foundation. The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Grant Disclosures
The following grant information was disclosed by the authors:
Grant-in-Aid for Scientific Research (KAKENHI): 16K12434 and 17H02998.
Support Center for Advanced Telecommunications Technology Research (SCAT) Foundation.
I-O Data Foundation.
Tateishi Science and Technology Foundation.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions
• Akira Kageyama conceived and designed the experiments, performed the experiments, analyzed the data, performed the computation work, prepared figures and/or tables, authored or reviewed drafts of the paper, and approved the final draft.
• Naohisa Sakamoto analyzed the data, performed the computation work, authored or reviewed drafts of the paper, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:
Source code is available at GitHub:
https://github.com/vizlab-kobe/4DStreetViewMovieViewer.
Data are available at GitHub:
https://github.com/vizlab-kobe/4DSVTestData.
Sample movies are available at GitHub:
https://github.com/vizlab-kobe/4DSVTestData/tree/master/movies.

REFERENCES
Adelson EH, Bergen JR. 1991. The plenoptic function and the elements of early vision. In: Landy M, Movshon JA, eds. Computational Models of Visual Processing. Cambridge: The MIT Press, 3–20.
Ahrens J, Jourdain S, O’Leary P, Patchett J, Rogers DH, Petersen M. 2014. An image-based approach to extreme scale in situ visualization and analysis. In: SC ’14: Proceedings of the International Conference for High Performance Computing, Networking, Storage and Analysis. 424–434.
Anguelov D, Dulong C, Filip D, Frueh C, Lafon S, Lyon R, Ogale A, Vincent L, Weaver J. 2010. Google street view: capturing the world at street level. Computer 43(6):32–38 DOI 10.1109/MC.2010.170.
Ayachit U, Bauer A, Geveci B, O’Leary P, Moreland K, Fabian N, Mauldin J. 2015. ParaView catalyst. In: Proceedings of the First Workshop on In Situ Infrastructures for Enabling Extreme-Scale Analysis and Visualization—ISA2015. New York: ACM Press, 25–29.
Ayachit U, Whitlock B, Wolf M, Loring B, Geveci B, Lonie D, Bethel EW. 2017. The SENSEI generic in situ interface. In: Proceedings of ISAV 2016: Workshop on In Situ Infrastructures for Enabling Extreme-Scale Analysis and Visualization - Held in conjunction with SC 2016. 40–44.

Banesh D, Schoonover JA, Ahrens JP, Hamann B. 2017. Extracting, visualizing and tracking mesoscale ocean eddies in two-dimensional image sequences using contours and moments. In: Rink K, Middel A, Zeckzer D, Bujack R, eds. Workshop on Visualisation in Environmental Sciences. Darmstadt: The Eurographics Association, 43–47.

Berres AS, Turton TL, Petersen M, Rogers DH, Ahrens JP. 2017. Video compression for ocean simulation image databases. Darmstadt: The Eurographics Association.

Chen SE. 1995. QuickTime VR—an image-based approach to virtual environment navigation. In: Proceedings of the ACM SIGGRAPH Conference on Computer Graphics. New York: ACM, 29–38.

Chen SE, Williams L. 1993. View interpolation for image synthesis. In: 20th Annual Conference on Computer Graphics and Interactive Techniques, SIGGRAPH 1993, New York, Association for Computing Machinery, Inc. New York: ACM, 279–288.

Childs H, Ma K-L, Yu H, Whitlock B, Meredith J, Favre J, Klasky S, Podhorszki N. 2012. In situ processing. In: Betherl EW, Childs H, Hansen C, eds. High Performance Visualization: Enabling Extreme Scale Scientific Insight, Chapter 9. London: Chapman and Hall, 171–198.

Dreher M, Raffin B. 2014. A flexible framework for asynchronous in situ and in transit analytics for scientific simulations. In: 14th IEEE/ACM International Symposium on Cluster, Cloud, and Grid Computing. Piscataway: IEEE, 277–286.

Greene N. 1986. Environment mapping and other applications of world projections. IEEE Computer Graphics and Applications 6(11):21–29.

Itano T, Ninomiya T, Konno K, Sugihara-Seki M. 2015. Spiral roll state in heat convection between nonrotating concentric double spherical boundaries. Journal of the Physical Society of Japan 84(10):103401 DOI 10.7566/JPSJ.84.103401.

Kageyama A, Sakamoto N, Yamamoto K. 2018. Membrane layer method to separate simulation and visualization. In: 8th International Conference on Simulation and Modeling Methodologies, Technologies and Applications. 106–111.

Kageyama A, Sato T. 2004. “Yin-Yang grid”: an overset grid in spherical geometry. Geochemistry, Geophysics, Geosystems 5:Q09005.

Kageyama A, Yamada T. 2014. An approach to exascale visualization: interactive viewing of in-situ visualization. Computer Physics Communications 185(1):79–85 DOI 10.1016/j.cpc.2013.08.017.

Kawamura T, Noda T, Idomura Y. 2016. In-situ visual exploration of multivariate volume data based on particle based volume rendering. In: 2nd Workshop on In Situ Infrastructures for Enabling Extreme-Scale Analysis and Visualization. 18–22.

Kress J, Pugmire D, Klasky S, Childs H. 2016. Visualization and analysis requirements for in situ processing for a large-scale fusion simulation code. In: Proceedings of the 2nd Workshop on In Situ Infrastructures for Enabling Extreme-scale Analysis and Visualization. 45–50.

Levoy M, Hanrahan P. 1996. Light field rendering. In: Proceedings of the 23rd Annual Conference on Computer Graphics and Interactive Techniques, SIGGRAPH 1996. 31–42.

Levoy M, Marc. 1990. Efficient ray tracing of volume data. ACM Transactions on Graphics 9(3):245–261 DOI 10.1145/78964.78965.

Lim TT, Nickels TB. 1995. Vortex rings. In: Fluid Vortices. Dordrecht: Kluwer Academic Publishers, 95–153.
Lippman A. 1980. Movie-maps: an application of the optical videodisc to computer graphics. *Comput Graphics* 14(3):32–42 DOI 10.1145/965105.807465.

Lofstead J, Klasky S, Schwan K, Podhorszki N, Jin C. 2008. Flexible IO and integration for scientific codes through the adaptable IO system (ADIOS). In: *Proceedings of the 6th International Workshop on Challenges of Large Applications in Distributed Environments*. 15–24.

Ma K-L. 2009. In situ visualization at extreme scale: challenges and opportunities. In: *IEEE Computer Graphics And Applications*. Piscataway: IEEE, 14–19.

Ma KL, Wang C, Yu H, Tikhonova A. 2007. In-situ processing and visualization for ultrascale simulations. *Journal of Physics: Conference Series* 78(1):1–10.

Matthes A, Huebl A, Widera R, Grottel S, Gunhold S, Bussmann M. 2016. In situ, steerable, hardware-independent and data-structure agnostic visualization with ISAAC. *Supercomputing Frontiers and Innovations* 3(4):30–48.

McMillan L, Bishop G. 1995. Plenoptic modeling: an image-based rendering system. In: *Proceedings of the ACM SIGGRAPH Conference on Computer Graphics*, Vol. 95. 39–46.

Miller G, Hoffert E, Chen SE, Patterson E, Blackketter D, Rubin S, Applin SA, Yim D, Hanan J. 1992. The virtual museum: interactive 3D navigation of a multimedia database. *Journal of Visualization and Computer Animation* 3(3):183–197 DOI 10.1002/via.4340030305.

Miura H. 2019. Extended magnetohydrodynamic simulations of decaying, homogeneous, approximately-isotropic and incompressible turbulence. *Fluids* 4(1):46 DOI 10.3390/fluids4010046.

Miura H, Araki K, Hamba F. 2016. Hall effects and sub-grid-scale modeling in magnetohydrodynamic turbulence simulations. *Journal of Computational Physics* 316:385–395 DOI 10.1016/j.jcp.2016.03.067.

Miura H, Hori D. 2009. Hall effects on local structures in decaying MHD turbulence. *Journal of Plasma Fusion Research* 8:73–76.

Ohno N, Ohtani H. 2014. Development of in-situ visualization tool for PIC simulation. *Plasma and Fusion Research* 9:3401071 DOI 10.1585/pfr.9.3401071.

O’Leary P, Ahrens J, Jourdain S, Wittenburg S, Rogers DH, Petersen M. 2016. Cinema image-based in situ analysis and visualization of MPAS-ocean simulations. *Parallel Computing* 55:43–48 DOI 10.1016/j.parco.2015.10.005.

Puri A, Chen X, Luthra A. 2004. Video coding using the H.264/MPEG-4 AVC compression standard. *Signal Processing: Image Communication* 19(9):793–849 DOI 10.1016/j.image.2004.06.003.

Ross RB, Peterka T, Shen HW, Hong Y, Ma KL, Yu H, Moreland K. 2008. Visualization and parallel I/O at extreme scale. *Journal of Physics: Conference Series* 125:012099 DOI 10.1088/1742-6596/125/1/012099.

Sakamato N, Koyamada K. 2015. KVS: a simple and effective framework for scientific visualization. *Journal of Advanced Simulation in Science and Engineering* 2(1):76–95 DOI 10.15748/jasse.2.76.

Sakamato N, Nonaka J, Koyamada K, Tanaka S. 2007. Particle-based volume rendering. In: *6th International Asia-Pacific Symposium on Visualization*. Piscataway: IEEE, 129–132.

Schroeder W, Martin K, Lorensen B. 2006. *The visualization toolkit: an object-oriented approach to 3-D graphics*. Fourth Edition. New York: Kitware.

Sellars G, Wright RS, Haemel N. 2015. *OpenGL superbible: comprehensive tutorial and reference*. Seventh Edition. Boston: Addison-Wesley.
Shariff K, Leonard A. 1992. Vortex rings. Annual Review of Fluid Mechanics 24(1):235–279 DOI 10.1146/annurev.fl.24.010192.001315.

Shum H, Kang SB. 2000. Review of image-based rendering techniques. Visual Communications and Image Processing 4067:2.

Tikhonova A, Correa CD, Ma K-L. 2010a. Explorable images for visualizing volume data. In: Proceedings of IEEE Pacific Visualization Symposium 2010, PacificVis 2010. 177–184.

Tikhonova A, Correa CD, Ma KL. 2010b. Visualization by proxy: a novel framework for deferred interaction with volume data. IEEE Transactions on Visualization and Computer Graphics 16(6):1551–1559 DOI 10.1109/TVCG.2010.215.

Wald I, Johnson GP, Amstutz J, Brownlee C, Knoll A, Jeffers J, Günther J, Navratil P. 2017. OSPRay—a CPU ray tracing framework for scientific visualization. IEEE Transactions on Visualization and Computer Graphics 23(1):931–940 DOI 10.1109/TVCG.2016.2599041.

Wald I, Woop S, Benthin C, Johnson GS, Ernst M. 2014. Embree: a kernel framework for efficient CPU ray tracing. ACM Transactions on Graphics 33(4):8 DOI 10.1145/2601097.2601199.

Wang D, Luo X, Yuan F, Podhorszki N. 2017. A data analysis framework for earth system simulation within an in-situ infrastructure. Journal of Computer and Communications 5(14):76–85 DOI 10.4236/jcc.2017.514007.

Wetherbee T, Jones E, Knox M, Sandalski S, Woodward P. 2015. In-core volume rendering for Cartesian grid fluid dynamics simulations. In: XSEDE Conference on Scientific Advancements Enabled by Enhanced Cyberinfrastructure. 1–8.

Whitlock B, Favre MJ, Meredith SJ. 2011. Parallel in situ coupling of simulation with a fully featured visualization system. In: Eurographics Symposium on Parallel Graphics and Visualization. 101–109.

Ye Y, Miller R, Ma K-L. 2013. In situ pathtube visualization with explorable images. In: EGPGV ’13: Proceedings of the 13th Eurographics Symposium on Parallel Graphics and Visualization. 9–16.

Yu H, Wang C, Grout RW, Chen JH, Ma KL. 2010. In situ visualization for large-scale combustion simulations. IEEE Computer Graphics and Applications 30(3):45–57.

Zhang P, Liao X, Zhang K. 2002. Patterns in spherical Rayleigh-Bénard convection: a giant spiral roll and its dislocations. Physical Review E 66(5):4.