Cognitive biases resulting from the representativeness heuristic in operations management: an experimental investigation
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Purpose: Operations managers are subjected to various cognitive biases, which may lead them to make less optimal decisions as suggested by the normative models. In their seminal work, Tversky and Kahneman introduced three heuristics based on which people make decisions: representativeness, availability, and anchoring. This paper aims to investigate the six cognitive biases resulting from the use of the representativeness heuristic, namely, insensitivity to prior probability of outcomes, insensitivity to sample size, misconception of chance, insensitivity to predictability, the illusion of validity, and misconception of regression. Specifically, the paper examines how cognitive reflection and training affect these six cognitive biases in the operations management context.

Methods: For each cognitive bias, a scenario related to operations management was developed. The participants of the experimental study are asked to select among three responses, where one response is correct and the other two are biased. A total of 315 students from the University of North Texas participated in this study and 302 valid responses were used in the analysis.

Results: The results show that in all six scenarios, >50% of the respondents make biased decisions. However, using simple training, the bias is significantly reduced. Regarding the relationship between cognitive biases and cognitive reflection, the results partially support the hypothesis that people with high cognitive reflection ability tend to make less biased decisions. Regarding the effect of training on making biased decisions, the results show that making people aware of the existence of cognitive biases helps them partially to avoid making biased decisions.

Conclusion: Overall, our study demonstrates the value of training in helping operations managers make less biased decisions. Our discussion section offers some related guidelines for creating a professional environment where the effect of the representativeness heuristic is minimized.
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Introduction
Recent research in behavioral operations management (BOM) shows that operations managers make suboptimal decisions, and are prone to different cognitive biases and decision errors.¹,² For example, the newsvendor problem is a model used to study inventory management under demand uncertainty. Normative models in operations management identify an optimal solution to this problem. However, experimental research involving decision makers revealed that the decisions made were suboptimal. Anchoring and insufficient bias and ex post inventory error minimization were shown to explain the suboptimal behavior in inventory management.³ Subsequent behavioral research in newsvendor and other inventory management settings were conducted to...
shed light on different aspects such as adaptive learning, the role of experience and feedback, bounded rationality, durability and transit lags, the effect of review periods, and observation bias.

Recent reviews in BOM have encouraged researchers to conduct studies where optimal solutions are known and comparisons with the decisions made by participants are performed. The current paper aims to expand studying cognitive biases occurring in operations management contexts. Six scenarios were developed to study the six cognitive biases resulting from the representativeness heuristic proposed by Tversky and Kahneman. These six biases include insensitivity to prior probability of outcomes, insensitivity to sample size, misconception of chance, insensitivity to predictability, the illusion of validity, and misconception of regression.

The present study is significant for three reasons. First, we identify a certain important group of cognitive biases in the OM context. Since operations managers are prone to cognitive biases, the first step in counteracting their negative impact is to identify these biases and increase awareness of their existence at the OM workplace. In their seminal work, Tversky and Kahneman discuss three heuristics and 13 cognitive biases. Our review of the OM literature revealed papers that investigate the anchoring and adjustment bias or the anchoring in the assessment of subjective probability distributions bias. To the best of our knowledge, our paper is the first to study the specific six cognitive biases that result from the representative heuristic in the OM context. These will be discussed in detail in the literature review section.

Second, we shed some light onto approaches that can be used to counteract the negative impact of cognitive biases. One effective way is to make people aware of these biases and therefore helps them make more rational decisions. To determine the influence of training on cognitive biases, we designed an experiment where one group of participants received training while the other group did not. By comparing the performance of these two groups, we are able to establish the effectiveness of training in reducing cognitive biases. Experimental studies are widely used in behavioral research. For example, Ancarani et al conducted an experiment to study inventory decisions under supply uncertainty.

Third, we investigate how individual differences in cognitive reflection are linked to the six cognitive biases. Dual process theory is a well-known psychological theory used to explain individual differences in rational thinking. In this theory, rapid autonomous processes (Type1) are assumed to provide intuitive answers unless intervened by higher order reasoning processes (Type2). The cognitive reflection test (CRT) is used to operationalize the cognitive reflection construct. The results of this paper show that people who are high in cognitive reflection tend to make less biased decisions.

The rest of the paper proceeds in the following order. The second section reviews the literature about cognitive biases, debiasing strategies, and cognitive reflection. The third section discusses our methods. The fourth section presents the results from our experimental study. The final section provides a general discussion of the results obtained from the study, contributions of this paper, limitations, and future research.

**Literature review**

Research in operations management can be categorized into four approaches: 1) case study, 2) empirical, 3) analytical modeling, and 4) behavioral research. Each approach serves a different purpose. The case study approach helps increase the awareness of a new phenomenon by collecting facts or reporting on the organizational context. The empirical approach develops research questions based on existing theories and frameworks. The analytical modeling approach uses mathematical optimization methods to solve complex operations management problems. Behavioral research uses psychological theories and experiments to validate results obtained by analytical models. This paper falls in the behavioral category.

Tversky and Kahneman extensively studied heuristics used by humans, particularly when they gamble. They argued that, although heuristics, defined as rules of thumb used by people to make decisions, are useful in decision making, they sometimes lead to biases, defined as observed systematic deviations in decision making. Tversky and Kahneman identified three widely used heuristics: representativeness, availability, and adjusting and anchoring. Each heuristic may lead to a set of cognitive biases. This paper is going to discuss the six cognitive biases that result from the representativeness heuristic.

**Representativeness heuristic and the resulting six cognitive biases**

As part of the rapid, autonomous type 1 process, decision makers invoke heuristics that may lie outside of conscious awareness. The representativeness heuristic is used to solve problems such as “what is the probability that item A belongs to category B?” or “what is the probability that event A results from process B?” In such cases, people may estimate the extent to which item A represents or resembles category B.
If item A is highly representative of category B, then item A is usually rated as a highly probable result of B. However, if item A does not represent category B, or represents category B only slightly, then it is assigned a low probability as a result of B. The representativeness heuristic may lead to six cognitive biases. These biases are:

1. Insensitivity to prior probability of outcomes
2. Insensitivity to sample size
3. Misconception of chance
4. Insensitivity to predictability
5. The illusion of validity
6. Misconception of regression

**Insensitivity to prior probability of outcomes**

Prior probability or the base rate of an outcome is a critical component that a decision maker should consider when evaluating the probability of such an outcome. However, since some people may use the representativeness heuristic, they may ignore the prior probability information. A classic example of this bias is presented by Tversky and Kahneman.

Steve is very shy and withdrawn, invariably helpful, but with little interest in people, or in the world of reality. A meek and tidy soul, he has a need for order and structure, and a passion for detail.

Subjects are presented with this description and asked whether Steve is more probable to be a farmer or a librarian. Since the description of Steve is a stereotypical representation of a librarian, most people respond that Steve is more likely to be a librarian. However, to answer the question correctly, the decision maker should consider the prior probability, or base rate. In this case, there are approximately 20 farmers for each librarian in American society, where the original studies occurred. Therefore, although the description of Steve represents a librarian well, he is more likely to be a farmer.

**Insensitivity to sample size**

Representativeness heuristic is also employed when subjects estimate the probability of a specific parameter of a sample. If the parameter highly represents the population, the parameter is often given a high probability. This estimation process usually ignores the impact of the sample size. To illustrate this concept, Tversky and Kahneman provided the example of two hospitals. About 45 babies are born in the large hospital while 15 babies are born in the small hospital. Half (50%) of all babies are boys. However, the percentage changes from day to another. For a 1-year period, each hospital recorded the days on which >60% of the babies born were boys. The question was: Which hospital do you think recorded more such days?

- The larger hospital (21)
- The smaller hospital (21)
- About the same (that is, within 5% of each other) (53)

The values shown in parentheses are the number of students choosing each answer.

The results show that more than half the respondents selected the wrong answer (third option). These respondents selected this option because the same statistic represents both the large and small hospitals. However, these respondents ignored the effect of sample size. According to statistical theory, a small sample size allows the statistical parameter to deviate considerably compared to a large sample. Therefore, the large hospital should have a higher probability to stay close to the nominal value of 50%.

**Misconception of chance**

This bias occurs when a random process is assumed to produce random outcomes both globally and locally. For example, when tossing a fair coin six consecutive times, the outcome H-T-H-T-H-T is perceived more probable than the outcome H-H-H-H-H-H. This is because the first outcome represents, in a small scale, the randomness we would observe if we tossed a coin on a much larger scale. Moreover, the first outcome is perceived more probable than the outcome H-H-H-H-H-H because this last outcome lacks the fairness representation of the coin tossing process. Hahn and Warren questioned the validity of this bias. They argued that human experience is finite and that short-term memory has a limited capacity. Taking these two assumptions into consideration, they concluded that the so-called “misconception” of chance has probabilistic support. They differentiate whether the sample from which the sequences are drawn is finite or infinite. If the sample is infinite, then there is a bias. However, if the sample is finite then there is no bias. In our paper the sample is assumed to be infinite, therefore we expect a bias.

Gambler’s fallacy is one common manifestation of this bias. When a gambler is faced with a set of red appearing on roulette wheels, he will continue playing, assuming that a black is due to balance the outcomes of this random process.

**Insensitivity to predictability**

Predicting future events is a common business practice. Analytics’ professionals predict events such as the price of a stock or the demand of a product. Quite often, the representativeness heuristic is used to provide such predictions. For
example, when asked to predict the profitability of a company, the forecasting team may use the description of the company as a predictor of its profit. A company with a positive description is usually assigned to a higher profit compared with a company with a less positive description. The favorability of the description should not be used in the prediction process since it is not a reliable source of predictability. According to normative statistics theory, the extremeness and range of predicted values should depend on predictability. If predictability is zero, the same value such as the average profit should be given to all companies regardless of their descriptions. On the other hand, if the predictability is perfect, then the predicted values should match the actual values, and the ranges of the predicted values should be equal to the range of outcomes. Overall, the higher the predictability, the wider the range of the predicted values.  

The illusion of validity
The illusion of validity or overconfidence is a serious bias that results from the use of the representativeness heuristic. Overconfidence means that people exaggerate the accuracy of their prediction of an outcome although there are other important factors that affect the accuracy of prediction. In the Steve example presented above, participants indicated high confidence level on their wrong answer that Steve is a librarian.  

Recent research classified overconfidence into three categories: overestimation, overplacement, and overprecision. Overestimation occurs when people think they are better than they truly are. Overplacement occurs when people believe they are better than others. Overprecision occurs when people have exaggerated faith that they know the truth. In this paper, overprecision is the facet of overconfidence that will be considered.

Misconception of regression
If an extreme outcome (ie, highly positive or highly negative) occurs, then people expect the same outcome to repeat subsequently. Statistically, this is not the case. Extreme outcomes usually regress toward the mean in subsequent trails. Galton extensively studied the phenomenon of regression toward the mean about 130 years ago. In this phenomenon, a group performance usually deviates around the mean value over time. Therefore, within a group of students who took a test, if 10 students are hand-picked because they scored high on the test, those students tend to score lower in a comparable test taken some time later. Similarly, if 10 other students are hand-picked because they scored low on the first test, they tend to score higher on the second, comparable test. This concept of regression toward the mean is not intuitive to many people. Therefore, if a child scores low on a test, and if her parents punish her, when they observe her performance increasing on the next test, they may draw the conclusion that punishment worked. On another occasion, if the child does well and gets praised for her excellent performance, when the parents observe a performance deterioration on the next test, they may erroneously conclude that, while punishment improves performance, praising brings about performance deterioration. The key here is that parents should realize the important impact of regression toward the mean.  

Debiasing strategies
Since people are prone to cognitive biases, research was conducted to suggest various intervention strategies designed to reduce them. The intervention strategies can be classified into three categories: incentives, optimizing choice architecture and training. Morewedge et al conducted two longitudinal experiments to determine the immediate and long-term effect of training on six cognitive biases. Experiment 1 addressed three biases: bias blind spot, fundamental attribution error, and confirmation bias. Experiment 2 addressed three other biases: anchoring, representativeness, and social projection. They found that one-shot debiasing training interventions resulted in persistent reduction in these six cognitive biases. They concluded that training is an effective debiasing strategy that can be added to the other strategies such as improvement in incentives and choice architecture. Nisbett et al proposed that when people are trained about the law of large numbers, they can apply the rule correctly in other situations for which it is applicable. They investigated the effects of given abstract instruction as well as examples about the law of large numbers. To test this proposition, they ran a laboratory experiment in which subjects received four versions of the survey: no training, abstract rule training only, some examples training only, and both rule and examples training. Results showed that, compared with the group that received no training, there was a significant improvement in understanding the law of large numbers in the training group. Within supply chain management, Kaufmann et al discussed strategies that could counter the negative impact of the cognitive biases. They defined debiasing strategies as “the approaches and sets of actions aimed at reducing the detrimental influence of decision biases and as such to enhance the rationality and effectiveness of decisions.” The three proposed strategies are: 1) expanding the rational boundary of decision makers, 2) minimizing the decision-making environmental dynamics, and 3) minimizing the
decision-making environmental complexity. Expanding the bound of rationality of decision makers can be done through 1) creating awareness of cognitive biases, 2) decomposing a decision task into simpler subtasks, and/or 3) looking at the situation from different perspectives.26 The first strategy calls for helping decision makers make a more rational decision at a given level of uncertainty. By training people about such possible biases, their rational boundary will expand, and they will make less biased decisions. The second and third strategies deal with the environment in which decisions are made. By minimizing the dynamics and complexity of the environment, the decision maker tends to make more rational and informed decisions. However, since it is difficult to control the environment,27 reducing the cognitive biases using the second and third strategy will not be discussed further in this paper. Instead, the first strategy of expanding the rational boundary of the decision maker will be adopted.

The obvious way to expand the rational boundary is to make people aware of their own cognitive biases. Providing training seems to be an effective way to achieve this goal.27 There are many forms of training. One form is to use games to counter the negative impact of cognitive biases.28 Another possible form is to provide simple training programs identifying the cognitive biases and examples of such biases.25

Based on this discussion, the following six hypotheses are proposed:

H1: Given a scenario that elicits the representativeness heuristic, providing training will decrease the likelihood that subjects are prone to the “Insensitivity to Prior Probability” bias.

H2: Given a scenario that elicits the representativeness heuristic, providing training will decrease the likelihood that subjects are prone to the “Insensitivity to Sample Size” bias.

H3: Given a scenario that elicits the representativeness heuristic, providing training will decrease the likelihood that subjects are prone to the “Misconception of Chance” bias.

H4: Given a scenario that elicits the representativeness heuristic, providing training will decrease the likelihood that subjects are prone to the “Insensitivity to Predictability” bias.

H5: Given a scenario that elicits the representativeness heuristic, providing training will decrease the likelihood that subjects are prone to the “The Illusion of Validity” bias.

H6: Given a scenario that elicits the representativeness heuristic, providing training will decrease the likelihood that subjects are prone to the “Misconception of Regression” bias.

Cognitive reflection and dual-process theory

The dual-process theory is used as a theoretical framework to explain the individual differences observed in answering the scenarios presented in this research. This theory proposed two types of reasoning processes. When faced with a novel situation, Type 1 generates a default response. This default answer may or may not change depending on the intervention of Type 2 process. Type 1 process usually correlates with attributes such as being fast, parallel, nonconscious, and contextualized, while Type 2 usually correlates with attributes such as being slow, serial, conscious, and abstract. Moreover, biased responses typically correlate with Type 1 while normative responses typically correlate with Type 2 process.18

Cognitive reflection is defined as the tendency of an individual to allow his/her Type 2 process to override the intuitive responses suggested by Type 1.29 Cesarini et al30 showed that people scoring high in cognitive reflection tend not to exhibit the cognitive biases of illusion of control, insensitivity to sample size, and representativeness. Moreover, for the newsvendor problem, cognitive reflection is a better predictor of performance than college major, years of experience, and managerial position.29

To measure the cognitive reflection of an individual, the CRT has been proposed.19 This is a simple test with three questions. The three questions are shown in Table 1.

For each question, there is an intuitive but wrong answer, and a reflective and correct answer. The intuitive answer to question 1 is 10 cents while the reflective answer is 5 cents. For question 2, the intuitive answer is 100 minutes while the correct answer is 5 minutes. Finally, the intuitive answer for question 3 is 24 days while the valid answer is 47 days. Frederick defines the score of CRT as the sum of the correct answers to the three questions.19 Therefore, the possible values of the CRT are 0, 1, 2, and 3. If a respondent answers all questions right, their score is 3. On the other hand, if another respondent answers all questions wrong, their CRT score is 0.

Based on the previous discussion, six additional hypotheses are proposed:

H7: Given a scenario that elicits the representativeness heuristic, subjects with a high score of CRT are less prone to the “Insensitivity to Prior Probability” bias.

H8: Given a scenario that elicits the representativeness heuristic, subjects with a high score of CRT are less prone to the “Insensitivity to Sample Size” bias.
H9: Given a scenario that elicits the representativeness heuristic, subjects with a high score of CRT are less prone to the “Misconception of Chance” bias.

H10: Given a scenario that elicits the representativeness heuristic, subjects with a high score of CRT are less prone to the “Insensitivity to Predictability” bias.

H11: Given a scenario that elicits the representativeness heuristic, subjects with a high score of CRT are less prone to the “The Illusion of Validity” bias.

H12: Given a scenario that elicits the representativeness heuristic, subjects with a high score of CRT are less prone to the “Misconception of Regression” bias.

**Methodology**

**Experimental design**

Surveys and designed experiments are used to conduct this research. Designed experiments are typically used in behavioral studies in operations management and supply chain management to determine cause and effect relationships. The two main independent variables are the cognitive reflection and the training given to participants about cognitive biases. The dependent variable is whether the decision selected by a participant is biased. One group of participants was given the scenarios with training, and the other group was given the scenarios without training. The main goal of using experimental design is to investigate the effect of training on making less biased decisions.

The survey included six scenarios. Each scenario addressed one cognitive bias. Table 2 shows the names of the scenarios and their corresponding biases. The authors selected the scenarios that cover different aspects of operations management. For example, the restaurant scenario is related to quality control. This scenario is based on actual collaboration between one of the authors and a store manager of a restaurant chain in California. The gas station addresses short-term forecasting and inventory management of gasoline and diesel. This scenario was developed completely by the authors. The sports scenario belonging to purchasing and supply chain partnering, and the copy centers’ scenarios, belonging to forecasting, were based on case studies by Simpson and Hancock. These case studies were simplified to focus primarily on cognitive biases. Finally, the forecasting scenario was based on a case study by Kahneman. Three rounds of data collection were conducted. In each round, the data were analyzed, comments and feedback from participants were reviewed, and peer researchers’ ideas were incorporated to ensure that descriptions of the scenarios were understandable by participants.

After each scenario, a question is presented, and the respondent has to select one answer. Only one answer is correct according to normative statistical theory. The other answers are wrong although some of them are intuitively correct. The six scenarios along with the justification of the correct answers are available at Mendeley Data; doi: 10.17632/8jcwbmzpnt.1.

**Covariates**

In addition to training and CRT as the main independent variables, the study considered two covariates. The first is gender. The other covariate is risk-taking attitude. Risk exists in many situations such as demand and supply. There has been a big debate on whether to consider risk-taking as a personal trait or to consider it as a situational factor. In one extreme, those who advocate the personality trait option assume that risk preference is fixed across all situations. Thus, if a person is risk seeking, he/she will exhibit this attitude in all situations. However, research shows that this is not true.

### Table 1 The cognitive reflection test

| No | Question |
|----|----------|
| 1  | A bat and a ball cost $1.10 in total. The bat costs $1 more than the ball. How much does the ball cost? |
| 2  | If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 100 machines to make 100 widgets? |
| 3  | In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days for the patch to cover the entire lake, how long would it take for the patch to cover half the lake? |

### Table 2 Scenarios used to study the cognitive biases associated with the representativeness heuristic

| No | Cognitive bias                        | Scenario name |
|----|--------------------------------------|---------------|
| 1  | Insensitivity to prior probability of outcomes | Restaurant    |
| 2  | Insensitivity to sample size          | Gas Station   |
| 3  | Misconception of chance               | Truck         |
| 4  | Insensitivity to predictability       | Sports        |
| 5  | The illusion of validity              | Copy Center   |
| 6  | Misconception of regression           | Forecast      |
in all cases. Some studies compared how managers deal with their own money and the money of their companies. These studies show the risk attitude for those managers are different in dealing with the two sources of money. This suggests that risk is not completely a personality trait. Now, there is a trend to accept that risk is affected by both personal traits and situational factors. Since life has diverse situations, risk should not be evaluated using only the financial domain. A scale called domain-specific risk-taking (DOSPERT) has been devised to measure risk in five domains. These five domains are ethical, financial, health/safety, recreational, and social. Each domain is assessed using six questions. A 7-point Likert scale is used to measure the risk perception of the participants. The scale is shown in the Supplementary materials online.

Survey instrument

A paper-based survey was distributed to the participants of the study. Two points should be emphasized in designing the survey. One addresses the ordering effect of the six scenarios. If all six scenarios are presented in the same order, some participants may pay attention to the first scenarios and less to the last ones. This may lead to higher rates of correct responses toward the beginning of the survey. To counteract this effect, the scenarios were placed following a balanced Latin square design. Since there were six scenarios, a 6 × 6 design was adopted.

The second point is regarding the impact of training on reducing cognitive bias. To achieve this goal, one group of participants received a treatment that did not include training. This is the control group. The other group (experimental group) received a treatment with training. By comparing the performance of these two groups, the impact of training can be established. Based on these design considerations, 12 versions of the survey were developed. The order of the scenarios and the presence or absence of training are shown in Table 3. Only one of these versions was given to each participant in the study. 

Target population and study sample

The participants were graduate and undergraduate students enrolled in business statistics and operations management courses offered in the College of Business at University of North Texas, a large public university in the United States. The participants were a good proxy for the operations manager population, since most of them were either graduating soon and expected to obtain a business job, or already had some business experience, including experience in operations or service. Moreover, all participants had taken quantitative courses that should have prepared them for the situations addressed in the scenarios and help them avoid the cognitive biases studied in this paper. They were given bonus points in their courses in exchange for participation in this survey.

Data analysis

The total number of responses received in this study was 315. Among them, 13 responses were considered invalid because they either left parts of the survey unanswered or answered by providing identical responses to large groups of questions. Therefore, 302 responses, among which 136 obtained from female respondents, were used in the analysis. The original data are available at Mendeley Data doi:10.17632/nrfgybx3f2.1.

Results

CRT

The results of the CRT are shown in Table 4. The table shows that the group that answered all three questions wrong had the

| Version | Scenarios order | Training |
|---------|----------------|----------|
| 1       | Restaurant     | Gas station| Forecast| Truck| Copy center| Sports| No |
| 2       | Gas station    | Truck     | Sports | Forecast| Copy center| No |
| 3       | Truck          | Sports    | Gas station| Copy center| Restaurant| Forecast| No |
| 4       | Sports         | Copy center| Truck| Forecast| Gas station| Restaurant| No |
| 5       | Copy center    | Forecast| Sports | Restaurant| Truck| Gas station| No |
| 6       | Forecast       | Restaurant| Copy center| Gas station| Sports| Truck| No |
| 7       | Restaurant     | Gas station| Forecast| Truck| Copy center| Sports| Yes |
| 8       | Gas station    | Truck     | Restaurant| Sports| Forecast| Copy center| Yes |
| 9       | Truck          | Sports    | Gas station| Copy center| Restaurant| Forecast| Yes |
| 10      | Sports         | Copy center| Truck| Forecast| Gas station| Restaurant| Yes |
| 11      | Copy center    | Forecast| Sports | Restaurant| Truck| Gas station| Yes |
| 12      | Forecast       | Restaurant| Copy center| Gas station| Sports| Truck| Yes |
highest percentage, equal to 43%. The percentage decreases gradually with increasing scores of CRT. Only 15% of the participants answered all three questions correctly.

Table 5 shows the relationship between CRT scores and providing biased or incorrect answers. The last row of the table shows that in all six scenarios, >50% of the responses are biased. Moreover, for the first four scenarios, there is an inverse relationship between the CRT score and making biased decisions. This inverse relationship is not shown in the copy center and forecast scenarios.

**Training**

One main objective of this study paper was to study the effect of providing training about cognitive biases on making more rational decisions. To achieve this objective, half of the respondents were given the scenarios with training, while the other half received the scenarios without training. The relationship between training and making biased decisions is shown in Table 6. In all six scenarios, providing training reduced the probability of making biased decisions. However, the effectiveness of training is not equal for all scenarios. The drop in the percentage of biased decisions is more in the first four scenarios compared with the last two.

**Risk-taking**

The risk-taking attitude of the respondents was assessed across five domains: ethical (E), financial (F), health/safety (H/S), recreational (R), and social (S). Each domain is measured using six questions with a total of 30 questions. Missing data have been replaced using rounded average for respective question. Factor analysis using principal component with varimax rotation was used to analyze the 30 questions. Four factors had loading of only one question on them; therefore, the corresponding questions were excluded from further analysis. The remaining factors included questions in the financial, the social, and the recreational domain.

Cronbach’s alpha for the first factor was 0.806, which is considered high in reliability. Cronbach’s alphas for the other four factors were moderate. However, they will be retained in the analysis because they are >0.50.

**Logistic regression results**

To analyze the data in this study, logistic regression was used. It has been selected because the dependent variable in each scenario is binary. Whenever a certain answer was correct, the value of the dependent variable was set to 0, indicating that there is no cognitive bias. Whenever the answer was wrong, the value of the dependent variable was set to 1, indicating that there is a bias. There are two main independent variables, CRT and training, and nine more independent

---

**Table 4 CRT score distribution**

| CRT score | 0 | 1 | 2 | 3 | Total |
|-----------|---|---|---|---|-------|
| Frequency | 131 | 68 | 58 | 45 | 302   |
| %         | 43% | 23% | 19% | 15% | 100%  |
| Cumulative % | 43% | 66% | 85% | 100% | 100% |

Abbreviation: CRT, cognitive reflection test.

**Table 5 Relationship between CRT and biased decisions**

| CRT | Biased answers | Restaurant | Gas Station | Truck | Sport | Copy Center | Forecast |
|-----|----------------|------------|-------------|-------|-------|-------------|----------|
| 0   | 131            | 43%        | 79%         | 63%   | 56%   | 71%         | 59%      | 76%      |
| 1   | 68             | 23%        | 76%         | 62%   | 53%   | 66%         | 76%      | 78%      |
| 2   | 58             | 19%        | 71%         | 45%   | 47%   | 72%         | 81%      | 79%      |
| 3   | 45             | 15%        | 73%         | 47%   | 44%   | 62%         | 71%      | 67%      |
| Total | 302           | 100%       | 76%         | 57%   | 52%   | 69%         | 69%      | 75%      |

Abbreviation: CRT, cognitive reflection test.

**Table 6 Relationship between training and biased decisions**

| Training | Freq | % | Restaurant | Gas station | Biased answers | Truck | Sport | Copy center | Forecast |
|----------|------|---|------------|-------------|----------------|-------|-------|-------------|----------|
| 0 (No Training) | 151             | 50%       | 80%         | 59%         | 56%           | 80%   | 71%   | 77%         | 77%      |
| 1 (Training)    | 151             | 50%       | 72%         | 54%         | 48%           | 58%   | 67%   | 74%         | 74%      |
| Total            | 302             | 100%      | 76%         | 57%         | 52%           | 69%   | 69%   | 75%         | 75%      |
variables, including covariate and interaction terms. The full list is shown in Table 7. Because of space limitations, only significant variables (at 0.10 significance level) for each scenario are reported here.

Restaurant
Four factors are significant in the restaurant scenario. The results are shown in Table 8. Training is significant with a negative sign as expected. The two financial factors of risk-taking are significant but with opposite signs. RT_fi nancial 1 has a positive sign while RT_fi nancial 2 has a negative sign. Finally, gender is a significant factor with a negative sign.

Gas station
The results for the Gas station scenario are shown in Table 9. CRT and RT_Financial 2 are the only significant factors in the gas station scenario. CRT has a negative sign as expected while RT_Financial 2 has a positive sign.

Truck
The results for the Truck scenario are shown in Table 10. The two main independent variables, CRT and training, are significant at 10%. Their signs are negative, which is consistent with the theory of this paper.

Sports
The results for the Sports scenario are shown in Table 11. CRT is not significant in this scenario. However, it is included in the table of significant factors because the interaction term between CRT and gender is significant. Training is significant with a negative sign as expected. RT_Financial 2 is significant with a positive sign. RT_Social 1 is significant at the 10% level with a positive sign. Gender has a positive sign and is significant at 10%. Finally, the interaction term between CRT and gender is significant at the 10% level with a negative sign.

Copy center
The results for the Copy center scenario are shown in Table 12. CRT is the only significant factor. However, the sign of CRT is positive, which contradicts the theory. This indicates that there is no significant factor in this scenario.

Table 7
Dependent and independent variables

| No | Type       | Name                | Values        | Note                                      |
|----|------------|---------------------|---------------|-------------------------------------------|
| 1  | Dependent  | Cognitive Bias      | 0 or 1        | 1 if there is a bias; 0 otherwise         |
| 2  | Training   | 0 or 1              |               | 1 if training is given; 0 otherwise       |
| 3  | Male       | 0 or 1              |               | 1 if male; 0 if female                    |
| 4  | RT_Financial 1 | Continuous from 1 to 7 |               | These are the five factors resulting from factor analysis of risk-taking |
| 5  | RT_Financial 2 | Continuous from 1 to 7 |               |                                           |
| 6  | RT_Social 1 | Continuous from 1 to 7 |               |                                           |
| 7  | RT_Social 2 | Continuous from 1 to 7 |               |                                           |
| 8  | RT_Recreational | Continuous from 1 to 7 |               |                                           |
| 9  | Male*Training | 0 or 1              |               | Interaction terms                         |
| 10 | CRT*Training | 0, 1, 2, 3          |               |                                           |
| 11 | CRT*Male    | 0, 1, 2, 3          |               |                                           |

Note: *An interaction term between two independent variables.
Abbreviations: CRT, cognitive reflection test; RT, risk-taking.

Table 8 Logistic regression for the restaurant scenario (only significant variables)

|       | B    | SE | Wald | df | Sig. | Exp(B) |
|-------|------|----|------|----|------|--------|
| Training | -0.53 | 0.28 | 3.45 | 1.00 | 0.063 | 0.59   |
| RT_Financial 1 | 0.21 | 0.10 | 4.26 | 1.00 | 0.039 | 1.23   |
| RT_Financial 2 | -0.41 | 0.14 | 8.49 | 1.00 | 0.004 | 0.67   |
| Male      | -0.87 | 0.29 | 8.85 | 1.00 | 0.003 | 0.42   |
| Constant  | 2.55  | 0.86 | 8.85 | 1.00 | 0.003 | 12.83  |

Abbreviation: RT, risk-taking.

Table 9 Logistic regression for the gas station scenario (only significant variables)

|       | B    | SE  | Wald | df | Sig. | Exp(B) |
|-------|------|-----|------|----|------|--------|
| CRT   | -0.21 | 0.11 | 3.87 | 1.00 | 0.049 | 0.81   |
| RT_Financial 2 | 0.26 | 0.12 | 4.92 | 1.00 | 0.027 | 1.29   |
| Constant | -0.60 | 0.54 | 1.23 | 1.00 | 0.267 | 0.55   |

Abbreviations: CRT, cognitive reflection test; RT, risk-taking.

Table 10 Logistic regression for the truck scenario (only significant variables)

|       | B    | SE  | Wald | df | Sig. | Exp(B) |
|-------|------|-----|------|----|------|--------|
| CRT   | -0.21 | 0.11 | 3.79 | 1.00 | 0.051 | 0.81   |
| Training | -0.43 | 0.24 | 3.32 | 1.00 | 0.068 | 0.66   |
| Constant | 0.52  | 0.22 | 5.81 | 1.00 | 0.016 | 1.68   |

Abbreviation: CRT, cognitive reflection test.
Forecast
There are no significant factors in the Forecast scenario.

Table 13 summarizes the significant factors for all six scenarios. The signs in parentheses indicate whether the coefficient is positive or negative.

To get the overall picture of the effect of the CRT and training as well as other independent variables, the data for all six scenarios were analyzed together. The results are shown in Table 14. The results indicate that both CRT and training are significant factors while other covariates and interaction terms are not significant.

Discussion
This study employed experimental scenarios derived from real-world problems in operations management contexts.

Table 11 Logistic regression for the sport scenario (only significant variables)

| B   | SE  | Wald | df | Sig. | Exp(B) |
|-----|-----|------|----|------|--------|
| CRT | 0.11| 0.19 | 0.34| 1.00 | 0.558  | 1.12   |
| Training | -1.12| 0.28 | 16.24| 1.00 | 0.000  | 0.33   |
| RT_Financial 2 | 0.29 | 0.13 | 5.17 | 1.00 | 0.023  | 1.34   |
| RT_Social 1 | 0.19 | 0.10 | 3.61 | 1.00 | 0.058  | 1.21   |
| Gender_male | 0.65 | 0.29 | 0.13 | 2.73 | 1.00   | 0.098  | 1.91   |
| CRT*Male | -0.44| 0.25 | 3.61 | 1.00 | 0.080  | 0.64   |
| Constant | -0.56| 0.71 | 0.62 | 1.00 | 0.430  | 0.57   |

Note: *An interaction term between two independent variables.
Abbreviations: CRT, cognitive reflection test; RT, risk-taking.

Table 12 Logistic regression for the copy center scenario (only significant variables)

| B   | SE  | Wald | df | Sig. | Exp(B) |
|-----|-----|------|----|------|--------|
| CRT | 0.28| 0.12 | 5.65| 1.00 | 0.017  | 1.33   |
| Constant | 0.51 | 0.17 | 9.53 | 1.00 | 0.002  | 1.67   |

Abbreviation: CRT, cognitive reflection test.

Table 13 Summary of significant factors for all scenarios

| CRT | Restaurant | (-) | Gas station | (-) | Truck | (-) | Sport | (+) | Copy center | (-) | Forecast | (+) |
|-----|-----------|-----|------------|-----|-------|-----|-------|-----|-------------|-----|----------|-----|
| Training | (-) | (-) | (-) | (-) | (-) | (-) | (-) | (-) | (-) | (-) | (-) | (-) |
| RT Financial 1 | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| RT Financial 2 | (-) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| RT Social 1 | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| RT Social 2 | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| RT Recreational | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| Gender_male | (-) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| Male*Training | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| CRT*Training | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| CRT*Male | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |
| Constant | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) | (+) |

Note: *An interaction term between two independent variables.
Abbreviations: CRT, cognitive reflection test; RT, risk-taking.

The findings establish that the subjects exhibited systematic deviations from expected rational decisions. Although Tversky and Kahneman did their research studies in economic and financial contexts, this paper shows that cognitive biases also occur in operations management contexts. In all six scenarios included in this study, >50% of the responses are biased. However, there are differences in the percentages of biased decisions across the six scenarios. In the copy center scenario, it seems difficult for participants to resist the intuition that sales of BA courses are higher than sales of EC courses. It takes the participant a long time and some deep thinking to realize that the important factors to consider in solving this problem are the number of enrolled students and whether the course is required or optional. In such cases, better decision support tools, if available, may need to be provided to the decision maker in order to overcome this cognitive bias.

For the forecast scenario, Kahneman states that the concept of regression toward the mean is particularly difficult. Sir Francis Galton, the pioneer of regression analysis, had studied this concept for a long time until he was able to fully comprehend it. It seems that simple training is not enough to counteract this cognitive bias.

For the other four scenarios, CRT and training are moderately significant in predicting the occurrence of cognitive biases. People who score high on CRT tend to make less biased decisions. Moreover, providing even some very simple
training can be useful in reducing cognitive biases. The following paragraphs will discuss in detail the effects of CRT, training, risk-taking, and gender on cognitive biases.

The CRT results are consistent with the literature. The highest percentage of students scored a 0 in CRT while the lowest percentage scored a 3. This supports the dual-process theory. Intuitive answers are proposed by a Type 1 reasoning process. After reflective thinking, a Type 2 process may or may not override the intuitive answers. The study shows that CRT is a significant predictor in the performance of the gas station and truck scenarios. In practice, CRT can be used by companies to evaluate the cognitive reflection of their potential employees. Employees scoring high in cognitive reflection are expected to make less biased decisions. However, companies should not overly depend on this test alone, since it is not predicting all cognitive biases in all scenarios.

Training was effective in reducing the cognitive biases in three scenarios: restaurant, truck, and sport. The percentage of biased decisions dropped the most for the sports scenario, which draws from purchasing and supply chain partnering. One explanation for the success of training in this scenario may be that the respondents may have had a greater interest in this type of problem as it is a supply chain management scenario and many students have studied problems on this topic. This study presents the simplest form of training including a description of the bias and an example of its occurring. This simple training helps participants to avoid some of the cognitive biases and make rational choices. Companies may provide their employees with an extensive course about cognitive biases for, say, 1 week. The course may include elaborate discussions on the cognitive biases. The attendees may be asked to provide and share examples of such cognitive biases in their area of work. This may help to clarify the concept better by linking it to examples of real problems the trainees have already experienced.

Risk-taking was measured across five domains. However, only three domains showed reliable results: financial, social, and recreational. In the financial domain, two factors emerged. The first factor is related to betting behavior while the second factor is related to investment behavior. The betting factor is significant only in the restaurant scenario with a positive sign. This means that people who see betting as risky, tend to make more biased decisions. For the investment factor, it is significant in three scenarios: restaurant, gas station, and sports. The sign is negative in the restaurant scenario, while it is positive in the gas station and sports scenarios. Similarly, the first factor of the social domain is significant and positive in the sports scenario. It seems that people who are risky in their attitude tend to make more biased decisions. This can be linked to dual process theory. A person who is risky may use his/her intuition more often, which leads them to more biased decisions. Therefore, companies may use the DOSPERT test to assess the risk-taking perception of the individual. If a person scores high on this test, this is an indication that she may use her intuition more and may make more biased decisions. Again, this test should be used cautiously because it cannot predict cognitive biases in all scenarios.

Gender is significant in only two scenarios. In the restaurant scenario, the sign of the coefficient is negative while it is positive in the sports scenario. This implies that males make less biased decisions in the restaurant scenario and more biased decisions in the sports scenario. The study results indicate that gender is not a strong predictor of cognitive biases, and males and females are not different in this aspect.

In this study, six hypotheses were related to CRT, and the other six were related to training. Table 15 summarizes the hypothesis testing results. Three hypotheses were supported in the training construct. The corresponding scenarios were restaurant, truck, and sports. For the CRT construct, two hypotheses are supported in the gas station and truck scenarios.

### Conclusion

#### Contributions

This study contributes to the literature in three main aspects. The first is that the study addresses an under-researched area in the operations management field. Schweitzer and Cachon started investigating cognitive biases in inventory management using the newsvendor problem, and much of the subsequent research in cognitive biases studied the newsvendor problem from various aspects. Our study presents six scenarios in different areas of operations management. The restaurant scenario represents the quality control area. The

| Hypothesis | Scenario | Construct | Supported or not? |
|------------|----------|-----------|------------------|
| H1         | Restaurant | Training  | Supported        |
| H2         | Gas station | Training  | Not supported    |
| H3         | Truck     | Training  | Supported        |
| H4         | Sport     | Training  | Supported        |
| H5         | Copy center | CRT      | Not supported    |
| H6         | Forecast  | CRT       | Not supported    |
| H7         | Restaurant | CRT       | Supported        |
| H8         | Gas station | CRT       | Supported        |
| H9         | Truck     | CRT       | Supported        |
| H10        | Sport     | CRT       | Not supported    |
| H11        | Copy center | CRT     | Not supported    |
| H12        | Forecast  | CRT       | Not supported    |

**Abbreviation:** CRT, cognitive reflection test.
gas station, copy center, and forecast scenarios address different forecasting issues. The truck scenario can be considered a transportation problem. The sports scenario represents purchasing and supply chain partnering. This research shows that cognitive biases could occur in a wide range of OM contexts.

The second aspect is related to the research design of this study. Experimental design is time-consuming; yet its results can be interpreted in terms of cause and effect. In this study, since the group receiving training performed better than the group receiving no training in many scenarios, it can be concluded that cognitive biases can be counteracted through training. This result suggests that companies could benefit from providing their OM managers and professionals with some regular simple training about cognitive biases to help them make rational decisions.

Finally, this study uses CRT to measure cognitive reflection and DOSPERT to measure the risk-taking attitude of participants. The study shows that these tests can be used by companies to predict, to some extent, their employee’s propensity in making biased decisions. However, companies should be cautious not to over depend on these two tests and should use them in conjunction with other tools.

Limitations
There are three main limitations in this study. The first is related to the external validity. The study was conducted among students enrolled in the College of Business at the University of North Texas. Although most of these students are expected to work as business professionals after their graduation, they are still in the study period of their life. Therefore, the results are difficult to generalize to other situations. As a follow-up study, these scenarios can be distributed to OM professionals, and the results should be compared with the results of this study to improve the external validity.

The second limitation is that each student received all six scenarios. Since these scenarios need deep thinking, it is possible that the students became tired. The copy center and forecast scenarios are particularly difficult to solve. In subsequent research, not more than three or four scenarios should be given to each participant, to allow him or her enough time for careful consideration.

The third limitation was the form of provided training. In the present study, one group received no training while the other group received training consisting of a definition of the cognitive bias along with an example. Additional forms of training, as well as training sessions that occur at points in time that are independent of the scenarios are needed to produce more generalizable results.

Future research
An obvious direction for future research is to develop scenarios that cover the other seven cognitive biases proposed by Tversky and Kahneman. This paper studied the six cognitive biases related to the representativeness heuristic. There are four additional cognitive biases related to the availability heuristic and three more related to the anchoring and adjustment heuristic. By studying the remaining cognitive biases, researchers may be able to show that all 13 cognitive biases are applicable to OM contexts.

A second direction for future research would be to investigate how decision making in OM is related to non-cognitive abilities of the decision makers. For example, big-five theory can be used to predict cognitive biases in these scenarios.

A third direction would be to focus on one cognitive bias and create multiple scenarios to test this bias. For example, the restaurant scenario has been used to study the insensitivity to prior probability of outcome bias. By creating additional scenarios to study this bias, the scenario as a source of variation can be taken into account.

A fourth direction is to adopt an ecological rationality research strategy instead of logical rationality research strategy. This paper used the logical rationality in which a single answer to a scenario is considered correct based on a normative theory. The responses of participants are compared with this single answer. Individuals whose answers are identical to the correct answers are considered rational. Otherwise, they are considered irrational. On the other hand, ecological rationality investigates whether the strategy used by an individual matches his/her goals within the structural properties of the environment in which the strategy is applied. The individual is considered rational if he/she uses a strategy that leads him/her to the goals within the environment. For example, our study participants may have decided to provide quick answers because saving time was more important to them than providing correct answers. Given a different environment, such as a professional setting where their livelihood and their career may be at stake, the same individuals may have behaved differently. Future research can use this ecological rationality to evaluate the responses of individuals in OM contexts.
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