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Abstract—Data-efficient learning algorithms are essential in many practical applications for which data collection is expensive, e.g., for the optimal deployment of wireless systems in unknown propagation scenarios. Meta-learning can address this problem by leveraging data from a set of related learning tasks, e.g., from similar deployment settings. In practice, one has available only unlabeled data sets from the related tasks, requiring a costly labeling procedure to be carried out before use in meta-learning. For instance, one may know the possible positions of base stations in a given area, but not the performance indicators achievable with each deployment. To decrease the number of labeling steps required for meta-learning, this paper introduces an information-theoretic active task selection mechanism, and evaluates an instantiation of the approach for Bayesian optimization of black-box models.
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I. INTRODUCTION

One of the key applications of artificial intelligence (AI) to engineering concerns is the optimization of black-box functions representing the end-to-end performance of a complex system. Examples include optimal resource allocation for the deployment of wireless systems [1] and the optimization of electronic circuits for power amplifiers [2]. In these settings, the objective function depends on the interaction of many components, and is often analytically intractable and expensive to evaluate, requiring separate deployments or experiments to probe the function at different input values.

Bayesian Optimization (BO) provides a principled technique to address global black-box optimization [3], [4]. BO is a supervised learning method that treats the objective function as an unknown function, sampled from a Gaussian process (GP), that is observed through noisy measurements. BO is often coupled with active learning, whereby the next input at which to query the objective function is selected using an acquisition function that depends on the data collected so far and on the resulting uncertainty associated with different inputs.

In BO, the GP serves as a prior on the objective function, and is defined by a kernel function that specifies the expected level of smoothness of the function. The kernel is typically selected a priori based on domain knowledge about the problem under study. A prior that is better suited to model the actual objective function yields lower requirements on the amount of data needed to obtain given performance levels [5].

While the prior cannot be optimized based on data from the task of interest, it is possible to use data from related learning tasks, if available, to make a more informed choice about the prior. Optimizing the prior based on data from related tasks is the goal of meta-learning, which amounts to empirical Bayes in this context [6]. Meta-learning operates by extracting shared knowledge, in the form of a shared prior, from data collected from multiple tasks [6], [7].

In the standard formulation of meta-learning, the data sets corresponding to the related tasks are typically assumed to be labeled and ready for use. In practice however, one may have available only unlabeled data sets from the tasks, requiring a costly labeling procedure to be carried out, before use in standard meta-learning schemes.

As shown in Fig. 1, this paper addresses a problem formulation motivated by settings in which the learning agent has unlabeled data sets for multiple related tasks. We focus on devising strategies for the active selection of which tasks should be selected for labeling, say by a human annotator, so as to enhance the BO efficacy. The problem is formulated as active meta-learning within a hierarchical Bayesian framework in which a vector of hyperparameters is shared among the learning tasks. The proposed approach attempts to sequentially maximize the amount of information that the learner has about the hyperparameters by actively selecting which task should be labeled next.

The methodology developed in this paper extends the principles introduced in the vast literature on active learning [8] to the higher-level problem of meta-learning, with a specific focus on black-box optimization. Active learning refers to the problem of selecting examples to label so as to improve the sample efficiency of a training algorithm in inferring model parameters. In contrast, active meta-learning selects data sets corresponding to distinct learning tasks in order to infer more efficiently hyperparameters with the goal of generalizing more quickly to new tasks.

A. Notation

We will use $H(\cdot | \cdot)$ to denote the conditional differential entropy, which for simplicity will be referred to as entropy; and we use $I(\cdot; \cdot | \cdot)$ to denote the conditional mutual information.
II. INFORMATION-THEORETIC ACTIVE META-LEARNING

A. Setting

In the active meta-learning setting under study, shown in Fig. 1, the meta-learner aims at optimizing a hyperparameter vector $\theta$ as to maximize the performance of the latter on a new, a priori unknown, task by using data from a small number of related meta-training tasks. In the setting of interest, the hyperparameter $\theta$ defines the kernel of a GP, but we will keep the presentation more general here. At the beginning of the meta-learning process, the meta-learner has access to unlabeled data sets $D_{\tau} = \{(X_{\tau})\}_{\tau=1}^{T_{\tau}}$ from a set $T_{\tau} = \{1, ..., |T_{\tau}|\}$ of $|T_{\tau}|$ meta-training tasks. Each data set $X_{\tau} = \{(x_{\tau}^n)\}_{n=1}^{N_{\tau}}$ comprises $N_{\tau}$ covariate vectors, with no labels. At each step of the meta-learning process, the meta-learner chooses the next task to be labeled in a sequential fashion. When the meta-learner selects a task $\tau$, it receives the corresponding labels $Y_{\tau} = \{(y_{\tau}^n)\}_{n=1}^{N_{\tau}}$, obtaining the complete data set $D_{\tau} = (X_{\tau}, Y_{\tau})$.

At each step of the selection process, the meta-learner has obtained labels for a subset $T_{s} \subseteq T_{\tau}$ of meta-training tasks, and hence it has access to the meta-training data set $D_{T_s} = \{(X_{\tau}, Y_{\tau})\}_{\tau=1}^{T_{s}}$. The next task to be labeled in the set $T_{\tau} \setminus T_{s}$ is selected based on a meta-acquisition function $A(X_{\tau}, Y_{\tau} | D_{T_s})$ that assigns a score to any of the remaining meta-training tasks in the set $T_{\tau} \setminus T_{s}$ as

$$\arg \max_{\tau \in T_{\tau} \setminus T_{s}} \left\{ A(X_{\tau}, Y_{\tau} | D_{T_s}) \right\}.$$  \hspace{1cm} (1)

In (1), we have allowed for the use of a subset $X_{\tau} \subseteq X_{\tau}$ of the available data for the meta-training task $\tau$ in order to control complexity. Upon selection of a candidate task $\tau$, the corresponding labeled data set $D_{\tau}$ is incorporated in the meta-training data set, and the procedure is repeated until the budget $B \leq |T_{\tau}|$ of meta-training tasks is exhausted.

We assume a discriminative model defined by a conditional distribution $p(y|x, \phi)$ of output $y$ given the input, or covariates, $x$ and the model parameters $\phi$. In the setting of interest, the input $x$ corresponds to a vector of variables under optimization, e.g., the configuration of a wireless system, and $y$ represents the noisy observation of the objective function. We describe the model using a parametric density $p(y|x, \phi)$, but the derivation applies directly to non-parametric models such as GPs (see, e.g., [9]).

We adopt a hierarchical Bayesian model whereby the model parameters for each task $\phi_{\tau}$ have a shared prior distribution $p(\phi_{\tau} | \theta)$ determined by the common hyperparameter $\theta$. This model captures the statistical relationship between the meta-training tasks, and provides a useful way to derive principled meta-learning algorithms [7], [10]. Both the model parameters $\phi_{\tau}$ and hyperparameters $\theta$ are assumed to be latent random variables, with the joint distribution factorizing as

$$p(\phi_{\tau} | \theta) = \prod_{\tau \in T} p(\phi_{\tau} | \theta),$$

with $p(\theta)$ denoting the prior distribution of the hyperparameters $\theta$ and $T$ denoting any set of tasks.

Combining prior and likelihood, the joint distribution of outputs $\{Y_{\tau}\}_{\tau \in T}$, per-task model parameters $\{\phi_{\tau}\}_{\tau \in T}$, and hyperparameter $\theta$, when conditioned on the corresponding covariates $X_{\tau}$, takes the form

$$p(\{Y_{\tau}\}_{\tau \in T}, \{\phi_{\tau}\}_{\tau \in T}, \theta | X_{\tau}) = p(\theta) \prod_{\tau \in T} p(\phi_{\tau} | \theta) \prod_{n=1}^{N_{\tau}} p(y^n_{\tau} | x^n_{\tau}, \phi_{\tau}).$$  \hspace{1cm} (2)

From (2), when the outputs for the meta-training tasks in set $T_s$ have been acquired, the posterior distribution of any subset
of the labels for any task $\tau \in T_a \setminus T_s$ is given by

$$p(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s}) = E_{p(\theta \mid D_{T_s})} p(\phi_\tau \mid \theta)[p(\tilde{Y}_\tau \mid \tilde{X}_\tau, \phi_\tau)],$$

(3)

where the average is taken over the marginal of the model parameter $\phi_\tau$ with respect to the joint posterior distribution $p(\theta, \phi_\tau \mid D_{T_s}) = p(\theta \mid D_{T_s}) p(\phi_\tau \mid \theta)$.

B. Epistemic Uncertainty and Bayesian Active Meta-learning by Disagreement

Given the current available data set $D_{T_s}$, under the assumed model (\ref{eq:hyperparameter}), the overall average predictive uncertainty for a batch $\tilde{X}_\tau$ of covariates for a candidate meta-training task $\tau \in T_a \setminus T_s$ can be measured by the conditional entropy $\ref{eq:conditional_entropy}$.

The predictive uncertainty (\ref{eq:predictive_uncertainty}) can be decomposed as $\ref{eq:decomposition}$, $\ref{eq:decomposition}$.

$$H(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s}) = E_{p(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s})}[-\log p(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s})],$$

(4)

where the predictive posterior $p(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s})$ is given by (\ref{eq:predictive_posterior}). The predictive uncertainty (\ref{eq:predictive_uncertainty}) can be decomposed as $\ref{eq:decomposition}$, $\ref{eq:decomposition}$.

$$H(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s}) = H(\tilde{Y}_\tau \mid \tilde{X}_\tau, \theta, D_{T_s})$$

$$+ I(\tilde{Y}_\tau; \theta \mid \tilde{X}_\tau, D_{T_s}).$$

(5)

As we will discuss next, the first term in (\ref{eq:decomposition}) is a measure of aleatoric uncertainty, which does not depend on the amount of labeled meta-training data; while the second is a measure of epistemic uncertainty, which captures the informativeness of the labels for the new task $\tau$ given the already labeled data sets $D_{T_s}$. Based on this observation, we will propose to adopt (an estimate of) the latter term as a meta-acquisition function to be used in (\ref{eq:acquisition_function}).

To elaborate, let us first consider the entropy term in (\ref{eq:decomposition}), which can be written as

$$H(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s}) = E_{p(\theta \mid D_{T_s})} [H(\tilde{Y}_\tau \mid \tilde{X}_\tau, \theta)]$$

$$= E_{p(\theta \mid D_{T_s})} E_{p(\phi_\tau \mid \theta)}[-\log p(\tilde{Y}_\tau \mid \tilde{X}_\tau, \phi_\tau)],$$

(6)

in which $p(\tilde{Y}_\tau \mid \tilde{X}_\tau, \theta) = E_{p(\phi_\tau \mid \theta)} p(\tilde{Y}_\tau \mid \tilde{X}_\tau, \phi_\tau)$ is the predictive distribution under the assumed model (\ref{eq:hyperparameter}) in the reference case in which one had access to the true hyperparameter vector $\theta$. Accordingly, the first term in (\ref{eq:decomposition}) captures the aleatoric uncertainty in the prediction on a new, a priori unknown, task $\tau$ that stems from the inherent randomness in the task generation. This term can not be reduced by collecting data from meta-training tasks, since such data can only improve the estimate of the hyperparameter vector $\theta$, and is thus irrelevant for the purposes of task selection. We note that, the conditional entropy term in (\ref{eq:decomposition}) is distinct from the standard aleatoric uncertainty in conventional learning in which the model parameter $\phi_\tau$, and not the hyperparameter $\theta$, is assumed to be unknown.

The second term in (\ref{eq:decomposition}) can be written as

$$I(\tilde{Y}_\tau; \theta \mid \tilde{X}_\tau, D_{T_s})$$

$$= H(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s}) - H(\tilde{Y}_\tau \mid \tilde{X}_\tau, \theta, D_{T_s})$$

$$= H(\tilde{Y}_\tau \mid \tilde{X}_\tau, D_{T_s}) - E_{p(\theta \mid D_{T_s})} [H(\tilde{Y}_\tau \mid \tilde{X}_\tau, \theta)].$$

(7)

The mutual information (\ref{eq:mutual_information}) is hence the difference between two terms: the overall predictive uncertainty (\ref{eq:predictive_uncertainty}) and the predictive (aleatoric) uncertainty (\ref{eq:predictive_uncertainty}) corresponding to the ideal case in which the hyperparameter vector $\theta$ is known. Intuitively, the conditional mutual information in (\ref{eq:conditional_information}) represents the epistemic uncertainty arising from the limitations in the amount of available meta-training data, which causes the labels $\tilde{Y}_\tau$ of a new meta-training task $\tau \in T_a \setminus T_s$ to carry useful information about the hyperparameter vector $\theta$ given the knowledge of the meta-training data set $D_{T_s}$.

Given that the aleatoric uncertainty, the first term in (\ref{eq:decomposition}), is independent of the amount of the selected meta-training data, we propose that the meta-learner select tasks that minimize the epistemic uncertainty, i.e., the second term, in (\ref{eq:decomposition}). The corresponding meta-acquisition problem (\ref{eq:acquisition_function}) is given as

$$\arg\max_{\tau \in T_a \setminus T_s} \left\{ I(\tilde{Y}_\tau; \theta \mid \tilde{X}_\tau, D_{T_s}) \right\}. $$

(8)

The resulting Bayesian Active Meta-learning by Disagreement (BAMLD) algorithm is summarized in Algorithm 1.

To further interpret the proposed meta-acquisition function, let us consider again the decomposition (\ref{eq:mutual_information}) of the conditional mutual information. The first term in (\ref{eq:mutual_information}) corresponds to the average log-loss of a predictor that averages over the posterior distribution $p(\theta \mid D_{T_s})$ of the hyperparameter, whilst the second corresponds to the average log-loss of a genie-aided prediction that knows the correct realisation of the hyperparameter $\theta$, assuming a well-specified model. These two terms differ more significantly, making the conditional mutual information larger, when distinct choices of the hyperparameter vector $\theta$ yield markedly different predictive distributions $p(\tilde{Y}_\tau \mid \tilde{X}_\tau, \theta)$. Thereby, the meta-learner does not merely select tasks with maximal predictive uncertainty, but rather it chooses tasks $\tau$ for which individual choices of the hyperparameter vector $\theta$ “disagree” more significantly.

BAMLD is the natural counterpart of the Bayesian Active Learning by Disagreement (BALD) method, introduced in (\ref{eq:bald}) for conventional learning. Crucially, while BALD gauges disagreement at the level of model parameters, BAMLD operates at the level of hyperparameters, marginalizing out the model parameters.

C. Implementation of BAMLD via Variational Inference

The posterior distribution $p(\theta \mid D_{T_s})$ of the hyperparameters given the selected data $D_{T_s}$, which is needed to evaluate the two terms in BAMLD meta-acquisition function (\ref{eq:acquisition_function}) (see (\ref{eq:acquisition_function})), is generally intractable. To address this problem, we assume that an approximation of the posterior has been obtained via standard variational inference (VI) methods, yielding a variational distribution $q(\theta \mid D_{T_s})$ (see, e.g., (\ref{eq:vi})). Using the variational distribution, the first and second term in (\ref{eq:mutual_information}) can be estimated by replacing the true posterior $p(\theta \mid D_{T_s})$ with the variational distribution $q(\theta \mid D_{T_s})$. In practice, averages over the variational distribution $q(\theta \mid D_{T_s})$ can be further estimated using Monte Carlo sampling. Alternatively, samples approximately distributed according to the true posterior distribution
\[ p(\theta \mid D_{\tau}) \] can be obtained via Monte Carlo methods, such as Stochastic-Gradient Markov Chain Monte Carlo (see, e.g., [12]), or via particle-based methods like Stein Variational Gradient Descent (SVGD) [13].

**Algorithm 1** Active meta-learning via BAML

1. **input**: pool \{\(D_{\tau}\)\}_{\tau \in \mathcal{T}_n} of available, unlabeled, meta-training tasks
2. initialize \(i = 1\)
3. while \(i \leq B\) do
   4. select meta-training task \(\tau\) using (8)
   5. query oracle to obtain labels \(Y_{\tau}\)
   6. \(D_{\tau} \leftarrow D_{\tau} \cup D_{\tau}\)
   7. \(T_\tau \leftarrow T_\tau \cup \{\tau\}\)
   8. update variational posterior \(q(\theta \mid D_{\tau})\) (using VI or Monte Carlo methods)
   9. \(i \leftarrow i + 1\)

**D. BAML for Gaussian Process Regression and BO**

Following similar steps as [9], we can directly instantiate BAML for Gaussian Process Regression (GPR) and BO. The use of GPs has the computational advantage that the marginalization over the model parameter \(\phi_{\tau}\) required to compute the predictive distribution \(p(Y_{\tau} \mid X_{\tau}, \theta)\), which is in turn needed to evaluate the meta-acquisition function (7), can be obtained in closed form.

To elaborate, the GP model assumes the marginal (3)

\[ p(Y_{\tau} \mid X_{\tau}, \theta) = \mathcal{N}(\mu_{\theta}(X_{\tau}), K_{\theta}(X_{\tau})), \tag{9} \]

where \(\mu_{\theta}(X_{\tau}) = [\mu_{\theta}(x_{\tau}^1), ..., \mu_{\theta}(x_{\tau}^N)]\) represents the \(N_{\tau} \times 1\) mean vector, and \(K_{\theta}(X) = K_{\theta}(X) + \sigma^2 I\) is the \(N_{\tau} \times N_{\tau}\) covariance matrix with \([K_{\theta}(X)]_{ij} = k_{\theta}(x_{\tau}^i, x_{\tau}^j)\). The model is parametrized by the shared hyperparameter \(\theta\) through the mean and kernel functions defined as

\[ \mu_{\theta}(x_{\tau}^n) = \Phi_{\theta}(x_{\tau}^n), \tag{10} \]

and

\[ k_{\theta}(x_{\tau}^n, x_{\tau}^n) = \frac{1}{2} \exp(-||\Phi_{\theta}(x_{\tau}^n) - \Phi_{\theta}(x_{\tau}^n)||^2_2), \tag{11} \]

where \(\Phi_{\theta}(\cdot)\) and \(\Phi_{\theta}(\cdot)\) are neural networks. Using the predictive distribution \(p(Y_{\tau} \mid X_{\tau}, \theta)\) in (9) and given a variational distribution \(q(\theta \mid D_{\tau})\), the meta-acquisition function (7) can be evaluated as follows.

Using (9), the second term in (7) can be approximated as

\[ E_{q(\theta \mid D_{\tau})} \left[ H(Y_{\tau} \mid X_{\tau}, \theta) \right] = E_{q(\theta \mid D_{\tau})} \left[ \frac{1}{2} \log \det(2\pi eK_{\theta}(X_{\tau})) \right], \tag{12} \]

where \(\det(\cdot)\) denotes the determinant, and the outer expectations can be estimated using samples from the variational posterior as discussed in the previous section. A similar discussion applies to the first term in (7). We provide further details in Sec. III-B

**III. EXPERIMENTS**

In this section, we empirically evaluate the performance of BAML for BO.

**A. Experimental Setup**

We focus on the problem of optimizing an unknown black box function \(g(\cdot)\) as per the maximization \(x^* = \arg \max_{x \in \mathcal{X}} g(x)\), where \(x\) is a scalar real quantity. This may correspond, for instance, to the problem of optimizing the location of an aerial base station along a segment of a highway with the goal of maximizing some desired, hard-to-evaluate, performance indicator \(g(\cdot)\), such as quality of service. We are interested in obtaining good solutions by using a minimal number of queries on the input \(x\). To do so, BO chooses consecutive inputs \(x^n\) at which to query function \(g(\cdot)\), and observes noisy feedback \(y^n\) as \(y^n = g(x^n) + \epsilon\), with \(\epsilon \sim \mathcal{N}(0, \sigma^2)\). We choose the class of objective functions [14]

\[ g_{\alpha_1, \alpha_2, \alpha_3}(x) = 2w_1p_1(x) + 1.5w_2p_2(x) + 1.8w_3p_3(x) + 1, \tag{13} \]

where the parameters \(\tau = (w_1, w_2, w_3, \alpha_1, \alpha_2, \alpha_3)\) define the task, and we have the unnormalized Cauchy and Gaussian probability density functions

\[ p_1(x) = \frac{1}{\pi(1 + ||x - \alpha_1||^2)}, \]

\[ p_2(x) = \frac{1}{2\pi} e^{-\frac{||x - \alpha_2||^2}{\pi}}, \]

\[ p_3(x) = \frac{1}{\pi(1 + ||x - \alpha_3||^2)}, \tag{14} \]

respectively. The population distribution used to generate meta-training data for a given task \(\tau\) is such that \(x \sim \mathcal{U}(-10, 10)\) follows a uniform distribution, and \(y\) is given by [13]. Furthermore, the task distribution is such that the parameters \(w_1, w_2, w_3\) are independent and distributed as \(w_i \sim \mathcal{U}(0.6, 1.4)\) for \(i = 1, 2, 3\), and the parameters \(\alpha_1, \alpha_2, \alpha_3\) are distributed as \(\alpha_1 \sim \mathcal{N}(-2, 0.3^2)\), \(\alpha_2 \sim \mathcal{N}(3, 0.3^2)\), and \(\alpha_3 \sim \mathcal{N}(-8, 0.3^2)\).

During meta-testing, the meta-trained GP is used as a surrogate function to form a posterior belief over the function values, and, at each iteration of BO, the next query point is chosen to maximize the upper confidence bound (UCB) acquisition function, which is designed to balance exploration and exploitation [15]. The mean and kernel parameters of the surrogate are then updated, and the procedure is repeated. This setting conforms to [14], which, however, considers only standard passive meta-learning.

**B. Posterior Approximation**

In our implementation, we have estimated the expectations with respect to the variational posterior using SVGD as in [7]. SVGD amounts to maintaining \(P\) samples \(\{\theta_{\mu}\}_{\mu=1}^P\), using which we can obtain the estimates

\[ E_{q(\theta \mid D_{\tau})} H(Y_{\tau} \mid X_{\tau}, \theta) \]
Fig. 2. Regret for BO during meta-testing as a function of the number of iterations. For BAMLD BO, the initial size of the pool of available task is set to $|\mathcal{D}_a| = 20$, from which $B = 12$ tasks are selected. The number of samples is set to $|X_0| = 40$. The results are averaged over 5 independent seeds.

\[
\approx \frac{1}{2P} \sum_{p=1}^{P} \left[ \frac{1}{2} \log \det (2\pi \mathbf{K}_{\theta_p}(X_p)) \right], \tag{15}
\]

and

\[
H(\tilde{Y}_\tau | \tilde{X}_\tau, \mathcal{D}_\tau) \approx \mathbb{E}_{\hat{p}(\tilde{Y}_\tau | \tilde{X}_\tau, \theta)}[-\log \hat{p}(\tilde{Y}_\tau | \tilde{X}_\tau, \theta)], \tag{16}
\]

in which $\hat{p}(\tilde{Y}_\tau | \tilde{X}_\tau, \theta) = (1/P) \sum_{p=1}^{P} p(\tilde{Y}_\tau | \tilde{X}_\tau, \theta_p)$ is a mixture of multivariate normal distributions.

C. Architectures and Hyperparameters

The neural networks $\Phi^o_\beta(x^n)$ and $\Phi^h_\beta(x^n)$ are comprised of 2 hidden layers each, with $(32, 32)$ hidden neurons. We use tanh as a non-linearity. The optimization is performed using Adam over 10000 training iterations. The learning rate is set to 0.001 and is decreased every 1000 epochs. We use an RBF kernel for SVGD. The initial task pool size is $|\mathcal{D}_a| = 20$, each with $|X_\tau| = 40$ samples. The number of acquired tasks is $B = 12$ and we use 40 samples for BO.

All experiments have been conducted on CPU-only machines on Google Colab. We have approximately used 150 hours of runtime. All results are averaged over 5 independent trials.

D. Results

We report the regret $\mathcal{R}$, which is defined as

\[
\mathcal{R} = \max_{x \in \mathcal{X}} g(x) - \max_{t=1,2,...} g(x^*) ,
\]

where $x^*$ denotes the best solution obtained in the optimization procedure so far, i.e., $g(x^*) = \min_{t} g(x^t)$. As benchmarks, we consider the vanilla BO scheme that neglects meta-training data and assumes a GP prior with mean and a squared-exponential kernel with parameters as in [14], as well as an ideal meta-BO scheme for which the mean and kernel are meta-optimized in the offline phase using all $|\mathcal{T}_a| = 20$ meta-training data sets [14]. Meta-testing is done for the proposed BAMLD meta-BO scheme after selecting $B = 12$ meta-training tasks out of the pool of 20 tasks.

Vanilla BO is seen to have the poorest performance among all schemes, getting stuck in a sub-optimal solution after a few iterations. Conversely, meta-BO finds good solutions quickly, requiring only 5 function evaluations before the regret is minimized. A comparable regret is achieved with BAMLD meta-BO. However, BAMLD meta-BO uses only 12 out of 20 tasks, as opposed to all tasks as the ideal meta-BO scheme, indicating that it is capable of achieving a positive transfer for BO with only a fraction of the available tasks.

IV. Conclusions

This paper introduced BAMLD, a method for information-theoretic active meta-learning. An instantiation for BO was detailed, and BAMLD was shown to decrease the number of required meta-training tasks for BO, and still achieve a positive transfer. This result is encouraging for many applications that depend on black-box optimization such as optimization of system resources in wireless networks.
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