Abstract—Machine-to-machine (M2M) wireless systems aim to provide ubiquitous connectivity between machine type communication (MTC) devices without any human intervention. Given the exponential growth of MTC traffic, it is of utmost importance to ensure that future wireless standards are capable of handling this traffic. In this paper, we focus on the design of a very efficient massive access strategy for highly dense cellular networks with M2M communications. Several MTC devices are allowed to simultaneously transmit at the same resource block by incorporating Raptor codes and superposition modulation. This significantly reduces the access delay and improves the achievable system throughput. A simple yet efficient random access strategy is proposed to only detect the selected preambles and the number of devices which have chosen them. No device identification is needed in the random access phase which significantly reduces the signalling overhead. The proposed scheme is analyzed and the maximum number of MTC devices that can be supported in a resource block is characterized as a function of the message length, number of available resources, and the number of preambles. Simulation results show that the proposed scheme can effectively support a massive number of M2M devices for a limited number of available resources, when the message size is small.
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I. INTRODUCTION

The ever increasing demand of industries to automate their real-time monitoring and control processes and the popularity of smart applications to improve our everyday life will exponentially increase machine-to-machine (M2M) system deployments in the near future [1]. M2M communications aim to enable trillions of multi-role devices, namely machine-type communication (MTC) devices, to communicate with each other and the underlying data transport infrastructure with little or no human interaction [2, 3]. M2M communications have potentially diverse applications across different industries, including healthcare, the smart city market, logistic, manufacturing, process automation, energy, and utilities [4]. This makes M2M communications one of the fastest-growing technologies in the field of telecommunications. According to an updated market forecast from ABI Research, the number of devices will more than double from the current level, with 40.9 billion forecasted for 2020 [5]. Furthermore, Gartner estimates that the Internet of Things (IoT) will include 26 billion units installed by 2020, and by that time, IoT product and service suppliers will generate incremental revenue exceeding $300 billion in services [6]. This demonstrates the strong motivation for cellular wireless technology providers to participate in this market [7]. On the other hand, the ubiquitousness of cellular networks is a major incentive for M2M application developers to adopt cellular networks for their numerous applications [8].

The latest cellular communication standard developed by the third generation partnership project (3GPP) is Long-Term Evolution (LTE), which provides a flexible communication architecture to enable reliable communication at a lower cost per bit and to accommodate the continuous growth in wireless cellular demand [7]. However, LTE cellular networks, which are originally designed and engineered for human-to-human (H2H) communications, have been considered not suitable to handle the unique characteristics of M2M applications [8].

Many M2M applications and device types share a set of key attributes that have to be considered in the design of future wireless networks. These include, sporadic transmission of small data bursts (only few kbs), massive number of devices, and low power consumption to extend battery life. Moreover, M2M devices and applications have diverse quality-of-service (QoS) requirements and traffic patterns [9]. For these reasons, leading standardization bodies, such as 3GPP, have commenced work on satisfying these and other constraints while not sacrificing current cellular system usage for human-based applications [10]. For example, 3GPP has already specified the general requirements for MTC applications and identified issues and challenges related to them, and several network and device modifications have been considered in the future release of LTE, referred to as LTE-Advanced (LTE-A) [11]. However, a dramatic improvement in efficiency requires major changes to the air interface and core network [4].

The random access channel (RACH) of LTE and LTE-A has been identified as a key area in which an improvement for MTC traffic is necessary [11]. In fact, the connection-oriented communication in the current LTE standard can induce excessive signalling overhead in the case of transmitting small-sized data for M2M communications, especially when a large number of M2M devices attempt to access cellular networks at the same time [3]. Moreover, many M2M devices stay out of connection to save energy except for communicating with the network and transmitting a small amount of signalling data. Therefore, cellular networks should focus on how to deal with a massive number of connection requests to initiate the network connection before data transmission, rather than data traffic from numerous devices [12].

In the current LTE standard, the uplink channel is divided into two sub-channels, namely the physical random access channel (PRACH) for preamble transmission and signalling overhead and physical uplink shared channel (PUSCH) for
data transmission. Random access (RA) is the first step in establishing an air interface connection to access the cellular network, where multiple users/devices transmit random access preambles in PRACH. In M2M communications, due to a massive number of MTC devices, a preamble is usually selected by more than one device, which are then allocated with the same PUSCH for the data transmission by the base station (BS).

This is the first problem in RA for M2M communications which is called preamble collision on PRACH and results in PUSCH wastage as the BS cannot decode any data packet due to the co-channel interference. The frequent preamble collisions in M2M communications also leads to network congestion, unexpected delays, packet loss, high energy consumption, high signaling overhead, and radio resource wastage. The second problem is that even if each MTC device selects a preamble without collision, there may not be enough resource blocks (RBs) to be allocated to the devices by the BS to the respective PUSCH.

The focus of existing studies on RA for M2M communications is mostly limited to the first problem. In this vein and to reduce the access delay in M2M communications, several overload control mechanisms have been proposed, including dynamic allocation, slotted access, group-based, pull-based, and access class barring. Moreover, the authors in proposed a novel RA scheme, where a cell coverage is spatially partitioned into multiple group regions based on their delay and additional preambles can be provided by reducing the cyclic shift size in RA preambles. A further improvement on can be achieved for fixed location MTC devices based on fixed timing alignment and prediction of the possible occurrences of collisions. A review of several RA overload control mechanisms can be found in. Although these approaches can reduce the access collisions to a certain degree, most of them still suffer from very high access delays in highly dense networks.

Unfortunately, only few studies have considered the second problem. More specifically, proposed a new RA strategy by attaching the device ID to the preamble sent by the MTC device, enabling the BS to detect the collision in the RA process. Moreover, the device’s message is sent as part of the scheduled message in the RA phase of the LTE standard, which reduces the signalling overhead. A Hybrid RA and data transmission protocol has also been proposed in, where the available resources are dynamically allocated for the PRACH and PUSCH according to the periodic estimation of the number of active M2M devices by the BS. Although, the proposed approach can reduce the signalling overhead, which is suitable for M2M applications with small data sizes, it cannot solve the preamble collision problem when a massive number of devices are attempting to access the network.

In this paper, we propose a novel RA strategy for M2M communications which provides major improvements in terms of access delay and QoS, by shifting from conventional identification/authentication based RA strategies. The proposed strategy aims to 1) minimize the access delay by enabling the collided devices to transmit at the same data channel, consisting of several RBs, 2) minimize the signalling overhead by signaling once for each group of devices which have selected the same preamble, and 3) minimize the resource wastage due to efficient usage of available resources. The proposed scheme contains two phases, the RA phase and the data transmission phase. The devices do not need to be identified by the BS in the RA phase; instead, the device ID is sent along with its message in the data transmission phase and later is decoded by the BS. In the proposed scheme, collided devices are transmitting at the same data channel by using the same Raptor code. More specifically, a single degree distribution is used for Raptor codes in all the devices, which significantly simplifies the system design as the code is not dependent on the number of devices or network condition. The BS will need to know only the number of active devices in a data channel to perform the decoding and device identification.

In fact, the received signal at the BS can be realized as a superposition of coded symbols sent from the devices, which is then shown to be capacity approaching, when an appropriate successive interference cancellation (SIC) is used for the decoding. This is particularly suitable for M2M communications with strict power limitations, especially when the data size is very small and the number of devices is very large; thus, low rate Raptor codes in the low SNR regime can be effectively used for their data transmission. The maximum number of M2M devices which can transmit at the same resource block is then characterized as a function of the data size and the available bandwidth. The proposed scheme shows an excellent performance in highly dense M2M networks, which makes it an excellent choice for future wireless technologies.

The rest of the paper is organized as follows. Section II represent the system model. Section III represents the proposed random access scheme. An overview on Raptor codes and the proposed data transmission strategy is presented in Section IV. The rate performance analysis of the proposed scheme and the weight coefficient design are studied in Section V. In Section VI, we shed light on some of important practical issues of the proposed scheme. Section VII shows the simulation results, followed by some concluding remarks in Section VIII.

II. SYSTEM MODEL

We consider a single-cell centered by a BS in a cellular wireless network, where M2M and H2H devices coexist and share radio resources. The number of M2M devices is assumed to be far greater than that of H2H devices. Similar to the LTE system, we consider the uplink of an orthogonal frequency division multiple access (OFDMA) system, where the radio resources are divided into units of resource blocks (RBs), each with time duration and bandwidth. The time is divided into time frames of length, where the number of active M2M devices in each time frame is random and follows a Poisson process with rate. Fig. shows the time-frequency model of the uplink radio resource for M2M communications. We also consider a contention-based random access strategy in M2M communications, where different random access preambles are selected in a random access attempt. The notation used in this paper is also summarized in Table for quick reference.

We assume that the radio resources for M2M and H2H communications are separately managed. The radio resource
The radio resource manager can determine the number of required resources for M2M communications based on the information on the traffic loads of M2M and H2H communications. Traffic load information of H2H communications can be obtained in LTE based on the buffer status report and for M2M communication by using a load estimation algorithm [8]. The details of the radio resource manager is out of the scope of this paper. In fact, our aim in this paper is to maximize the number of M2M devices which can be supported by a given number of radio resources and the proposed scheme can be combined with any dynamic resource management scheme to optimize the system-wide performance. Moreover, H2H users have high priority to obtain a connection to transmit their data to the BS. Most research to date has considered contention-free random access for H2H users, that is the BS assigns a preamble and a data channel to the H2H user in a timely manner [23]. In this work, we only focus on M2M devices, which opportunistically contend for data channels through a contention-based random access, and H2H users are assumed to have access to the BS through the allocated data channels.

It is assumed that the channel between each M2M device and the BS is a slow time-varying block fading channel, for which the channel remains constant within one transmission block but varies slowly from one block to the other. We consider a time division duplex (TDD)-based wireless access system, where the channel gain of the uplink is assumed to be the same as that of the downlink [24]. With this assumption, each device can estimate the uplink channel gain from the pilot signal sent periodically over the downlink channel by the BS. The BS, however, does not have knowledge of any channel state information (CSI). This assumption is particularly relevant in M2M communications with fixed location devices where, due to a large number of devices, it would be impractical for the BS to obtain CSI to every MTC device [25]. Moreover, we assume that the devices perform power control in such a way that the received power from all the devices at the BS is the same.

III. THE PROPOSED RANDOM ACCESS STRATEGY FOR M2M COMMUNICATIONS

In this section, a novel massive access strategy for M2M communication is proposed. Unlike the conventional RA strategy in LTE where only the existence of preambles are detected by the BS, in the proposed scheme the BS can effectively detect the preambles and estimate the number of devices which have selected each preamble using conventional Zadoff-Chu sequences [12] as RA preambles.

A. The Contention-Based RA Phase

We assume that MTC devices perform power control such that the signal transmitted by each MTC device is received at the BS with the same power $P_0$. The steps of the proposed RA strategy are as follows:

1) **PRACH scheduling**: Before each time frame begins, the BS decides the number of RBs for a PRACH and broadcast the configuration of RBs for a PRACH via a downlink control channel. In this paper, we assume that the number of RBs for the PRACH of M2M and their configuration is fixed. More specifically, we assume $N_s$ preambles are allocated for RA of MTC devices.

2) **Preamble transmission**: Each MTC device which has data to transmit, randomly chooses a preamble out of $N_s$ available preambles with equal probability. The chosen preamble is then sent to the BS via the PRACH.

3) **Preamble detection and data channel scheduling**: The BS detects all the preambles transmitted on the PRACH by the MTC devices and determines the total number of active MTC devices. Then the BS broadcasts the scheduling information along with the information about the weight coefficients to all devices via a downlink control channel in the form of a random access response (RAR). The details of this step will be discussed in the next subsection.

It is important to note that in the third step of the proposed RA strategy, the BS broadcasts the information regarding the weight coefficients to all the devices. The weight coefficients are used in the data transmission phase and are designed such that the BS can accommodate all the detected devices within the available resource channels. We will discuss different weight designs and their respective rate performances in Section V.

B. Load Estimation Algorithm

The load estimation algorithm runs on Step 3 of the RA procedure and aims to determine the number of devices which
have selected each preamble and been received with the same delay at the BS.

In the conventional RA procedure in LTE, a set of information is sent as a RAR message in the third step of the RA phase. More specifically, the RAR message in LTE contains, 1) a number to identify the RA slot, 2) the index of the received preamble, 3) the timing advance command, and 4) the resource allocation information \[26\]. The timing advance command is used to adjust the uplink transmission time in such a way that the data is received at the BS at the anticipated time. This command takes an index value by a multiple of 16 \(T_s\), where \(T_s\) denotes the basic time unit and is equal to 32.552 ns \[26\]. Similar to \[26\], we assume that two propagation delays are quantized to the same index when their difference is less than or equal to \(\tau = 8T_s\). Furthermore, the propagation delays of MTC devices to the BS are quantized and take values of multiple of \(\tau\). Therefore, the propagation delay is modelled by an index taking values from 0 to \(N_t\), where \(N_t\) is the maximum timing index which is determined by the cell coverage radius, \(R\). More specifically, \(N_t = \lfloor R/(c\tau) \rfloor\), where \(c = 3 \times 10^8\) m/s is the light speed and \(\lfloor . \rfloor\) is the ceil operator. The cell coverage area can then be virtually partitioned into multiple regions, where the devices in each region have the same timing index. That is an MTC device at distance \(r\) from the BS belongs to the \(s^{th}\) timing group if \((s - 1)\tau < r < s\tau\). Each MTC device determines its own group based on its distance information between the BS and itself, which can be obtained by several distance estimation algorithms \[12\]. Thus, we assume that each MTC device knows its own timing index. Fig. 2 shows this cell partitioning based on timing indexes.

As shown in Fig. 2 the transmitted preambles by MTC devices are received with different delays (i.e., timing indexes) due to different propagation distances from MTC devices to the BS. In LTE, the BS determines the presence of any preamble by calculating the discrete cross correlation of the received signal with each of the \(N_t\) preambles.

The Zadoff-Chu (ZC) sequences are used to generate RA preambles which are defined as \(z_r[n] = \exp[-j\pi r n (n + 1) / N_{ZC}]\) for \(n = 0, \ldots, N_{ZC} - 1\), where \(N_{ZC}\) is the sequence length and \(r \in \{1, \ldots, N_{ZC} - 1\}\) is the root index \[12\]. The magnitude of the cyclic correlation of each ZC sequence with itself is a delta function, i.e., \(c_{rr}[\sigma] = |\sum_{n=0}^{N_{ZC}} z_r[n] z^* [n + \sigma]| = N_{ZC} \delta[\sigma]\), where \((.)^*\) denotes the complex conjugate. Using this property, we can determine by how much the received sequence is shifted. Multiple RA preambles are then generated from the ZC sequence by cyclically shifting the sequence by a factor of \(N_{ZC}\), which is determined by the system parameters. The \(i^{th}\) preamble can be generated as \(z_{r,i}[n] = z_r[n mod (n + iN_{CS}, N_{ZC})]\). More details on the ZC sequences and their design parameters in LTE can be found in \[27\].

Now, we explain the proposed load estimation algorithm based on timing advance and different power levels of received preambles. Let \(n(i,j)\) denote the number of devices belong to the \(j^{th}\) timing group that have selected the \(i^{th}\) preamble. We denote by \(P_{i,j}\) the \(i^{th}\) received preamble at the BS which is sent by the device in the \(j^{th}\) timing group. This preamble is shifted by \((j - 1)\tau\) due to the propagation delay of the \(j^{th}\) group. The received signal at the BS at the end of the first step of the RA phase can be written as follows:

\[
Y = \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} n(i,j) P_{i,j} + Z,
\]

where \(Z\) is additive white Gaussian noise (AWGN) with zero mean and variance \(\sigma^2\). The BS then calculates the cross-correlation between the received signal \(Y\) and each preamble with different timing indexes. Unlike the preamble detection strategy in the LTE standard that only one timing advance is detected for multiple copies of each preamble received by the BS, the BS in the proposed scheme can detect all the timing indexes of all the copies of each preamble, thanks to the same received power from all the devices at the BS. Algorithm 1 shows the steps of the proposed iterative load estimation strategy at the BS.

**Algorithm 1 Load Estimation Algorithm**

1. **Initialize** \(n = 0\)
2. **while** \(||Y||^2 > \gamma_{th}\) **do**
3. **for** \(i \in \{1, \ldots, N_t\}\) **do**
4. **for** \(j \in \{1, \ldots, N_t\}\) **do**
5. **if** \(\sum_{n=0}^{N_{ZC}} v[n] P_{j,i}[n] > \gamma_{th}\) **then**
6. \(\hat{n}(i,j) = +1\),
7. \(Y = Y - P_{j,i}\),
8. **end if**
9. **end for**
10. **end for**
11. **end while**

It is important to note that \(\gamma_{th}\) in Algorithm 1 can be changed and optimized for different loads. Fig. 3 shows the estimation accuracy of the proposed scheme under different loads. Here, the estimation accuracy is defined as the difference between the estimated and actual number of devices divided by the actual number of devices. As can be seen in this figure the proposed approach can accurately estimate the total number of devices from the preambles sent over the PRACH. The design and adjusting the parameters of the proposed algorithm can be done in such a way to maximize the accuracy of the estimation. This is however beyond the scope of the paper. In the rest of the paper, we assume that the BS always detects the preambles and accurately determines the number of devices which have selected each preamble and have the same timing index.

It worth noting that a similar algorithm is used in the current LTE standard to only detect each preamble. As several devices might have chosen each preamble the discrete cross correlation
of the received sequence and a cyclically shifted preamble contains several impulses in the time domain. These impulses determine the propagation delay of the devices that has selected the respective preamble. However, the BS only consider the impulse with the shortest delay/highest amplitude, and broadcast the respective timing advance in the RAR message. This is inefficient as the BS only schedules a data channel for the device with the shortest propagation delay when multiple devices have selected the same preamble. Moreover, if more than one devices have the same timing advance and have selected the same preamble, their scheduled messages will collide and the respective data channel will be unused.

IV. THE PROPOSED DATA TRANSMISSION PHASE FOR M2M COMMUNICATIONS

A. An Overview on Raptor Codes in the Low SNR Regime

A Raptor code [21] is a simple concatenation of a high-rate low density parity check (LDPC) code and a Luby transform (LT) code [30]. A $k$-bit information sequence is first encoded by using a high-rate LDPC code to generate $k'$ LDPC coded symbols, also referred to as input symbols. Using an LT code, a potentially limitless number of coded (output) symbols can then be generated. The encoding process of LT codes contains two important steps. First, an integer $d$, called degree, is obtained from a predefined probability distribution function, called a degree distribution. Second, $d$ distinct input symbols are uniformly selected at random and then XORed to generate one output symbol. The encoding process will be terminated when the sender receives an acknowledgement from the destination or a pre-determined number of coded symbols are sent.

Let $\Omega_d$ denote the probability that the degree is $d$. Then, the degree distribution function can be represented in a polynomial form as follows:

$$\Omega(x) = \sum_{d=1}^{D} \Omega_d x^d,$$  (2)

where $D$ is the maximum code degree.

A sum product algorithm (SPA) is usually used for the decoding of Raptor codes, where log-likelihood ratios (LLRs) are passed as messages along edges from variable to check nodes and vice versa in an iterative manner. More details of this decoder can be found in [31]. The design of Raptor codes over AWGN channels in the low signal to noise ratio (SNR) regime has been studied in [32], where an exact expression for the degree distribution polynomial in the low SNR regime was found. More specifically, the asymptotic degree distribution polynomial in the low SNR regime when the maximum code degree goes to infinity is given by [32]:

$$\Omega(\infty)(x) = \frac{1}{4 \ln(2)} \int_{0}^{x} \varphi^{-1}(t) dt, \quad x \in [0, 1],$$  (3)

where $\varphi^{-1}(x)$ is the inverse of $\varphi(x)$, which is defined as follows for $x > 0$:

$$\varphi(x) = \frac{1}{\sqrt{4 \pi x}} \int_{-\infty}^{\infty} \tanh \left( \frac{u}{2} \right) e^{-\frac{(u-x)^2}{4x}} du.$$  (4)

A set of practical degree distributions with limited maximum degree was also designed in [32], which have shown excellent rate performance in very low SNRs (below -10 dB). More specifically, a rate efficiency of 0.95 was achieved for a Raptor code with maximum degree 300 in the whole SNR range below -10 dB. Here, the rate efficiency is defined as the ratio of the achievable rate and the channel capacity. This is an interesting property for Raptor codes, where a single degree distribution can be used for all SNRs below -10 dB to achieve a near capacity performance over AWGN channels.

B. Encoding at MTC devices

In the data transmission phase, each MTC device appends its unique ID to its message and then encodes it by using a Raptor code. Each device uses its preamble index and timing index as the seed for its random generator in the Raptor encoder, thus the BS and the device can build the same generator matrices for their Raptor codes. The same degree distribution is used for all the devices. This will significantly reduce the system design complexity as the devices do not need to change their code structure every time according to the system load. Moreover, as the MTC devices are assumed to have small packets to transmit, the effective code rate of each device can be very small. This allows to use the degree distribution optimized for Raptor codes in the low SNR regime [32], for all the devices. All the active devices which have successfully received the RAR message in the RA phase are transmitting at the same data channel, which consists of multiple RBs determined by the BS in the RA phase.

Fig. 4 shows the encoder structure at each MTC device. As can be seen in this figure, each encoded symbol $c_i$ is XORed with a binary random symbol $t_i$. We refer to this binary random source as the channel adaptor as it forces the symmetry condition for each equivalent binary input AWGN channel of each device. The resultant symbol, $d_i$, is then BPSK modulated and multiplied by the selected weight and transmitted over the scheduled data channel. The seed for the random generators of
the channel adaptors at the devices are shared with the BS in the RA phase through the RAR message or at the beginning of the data transmission phase. This will be discussed in Section VI. The details of the weight coefficient design will also be discussed in the next section.

C. Decoding at the BS

Let $x_i$ denote the output of the BPSK modulator of the $i^{th}$ device, where we ignore the time index for the simplicity of representation. Then, the received signal at the BS, denoted by $y$, is shown as follows:

$$y = \sum_{i=1}^{L} w_i x_i + z,$$

where $L$ is the number of active MTC devices, $z$ is zero mean additive white Gaussian noise with variance $\sigma_z^2$. Fig. 5 shows the encoder structure of the multi-layer realization of the proposed scheme, where each layer corresponds to one MTC device transmitting at the same data channel. For the decoding of the devices’ messages, we use the well-known multistage decoding (MSD). More specifically, the decoder for the $i^{th}$ stage, i.e., a decoder for the $i^{th}$ MTC device at the BS, removes all coded symbols from all previous stages, and treats the coded symbols of stages $i+1$ to $L$ as additive noise. Let $y_i$ denote the effective input of the $i^{th}$ stage of the decoder, it can be shown as follows:

$$y_i = w_i x_i + z_i,$$

where $z_i = \sum_{j>i} w_j x_j + z$ is the effective noise of the $i^{th}$ decoder stage. It can be easily verified that $z_i$ has zero mean and its variance, denoted by $\sigma_i^2$ can be calculated as follows:

$$\sigma_i^2 = \sum_{j=i+1}^{L} w_j^2 + \sigma_z^2.$$

The input of the $i^{th}$ stage of the decoder can then be realized as the output of an equivalent BI-AWGN channel, where its effective SNR is given by:

$$\gamma_i = \frac{w_i^2}{\sum_{j=i+1}^{L} w_j^2 + \sigma_z^2}.$$

It is important to note that by using i.i.d. channel adaptors, we can force the symmetry of the equivalent binary-input component channels. Generally, a binary input channel is symmetric if

$$p(Y = y|C = 0) = p(Y = -y|C = 1)$$

where $c$ and $y$ are input and output of the binary-input channel, respectively. As shown in Fig. 5, the sign of the channel output will be adjusted by $v_i = u_i (1 - 2 \epsilon_i)$, where $u_i$ is the LLR of the APP module output, and $v_i$ is the input of the $i^{th}$ stage decoder. More specifically, the APP module at stage $i$ will subtract the coded symbols of the previous stages from the channel output $y_i$, and calculate the output LLR, $u_i$, of the equivalent BI-AWGN channel as follows:

$$\text{LLR}_i = \frac{2 u_i^2 y_i}{\sigma_i^2}.$$

As shown in [33], for any new binary-input output symmetric component channel, if we use a channel code $c$ through this channel, the decoding error probability is independent of the codeword. It was also shown that the capacity of the binary input channel with i.i.d. equiprobable input distribution is equal to the capacity of the equivalent binary-input output symmetric channel with the i.i.d. channel adapter. This means that no rate loss is introduced in the system due to use of the channel adapter.

V. ANALYSIS OF THE PROPOSED SCHEME AND WEIGHT COEFFICIENT DESIGN

A. Achievable Rate

With the well-known multi-stage decoding and the mutual information chain rule, we have

$$I(C_1, \cdots, C_L; Y) = I(C_1; Y) + I(C_2; Y|C_1) + \cdots + I(C_L; Y|C_1, \cdots, C_{L-1}),$$

which shows that the transmission of vector $(c_1, \cdots, c_L)$ can be separated into the parallel transmission of $c_i$ over $L$ equivalent binary input channels. More specifically, the mutual information for the $i^{th}$ equivalent binary input channel can be shown as follows:

$$I(C_1; Y|C_1, \cdots, C_{i-1}) \approx \log_2(1 + \gamma_i).$$

Fig. 5. Encoder and decoder structure of the proposed code with Raptor component codes.
which is valid since we assume that the equivalent SNR for all layers is very small. By using (8), (9) can be rewritten as follows:

\[
I(C_1, \ldots, C_L; Y) = \sum_{i=1}^{L} \log_2 \left( 1 + \frac{w_i^2}{\sum_{j=i+1}^{L} w_j^2 + \sigma_Z^2} \right)
\]

\[
= \log_2 \left( \prod_{i=1}^{L} \frac{\sum_{j=i+1}^{L} w_j^2 + \sigma_Z^2}{\sum_{j=i+1}^{L} w_j^2 + \sigma_Z^2} \right)
\]

\[
= \log_2 \left( \frac{\sum_{j=1}^{L} w_j^2 + \sigma_Z^2}{\sigma_Z^2} \right) = \log_2 (1 + \gamma), \tag{12}
\]

which can be further simplified according to (11):

\[
\log_2 (1 + \gamma) = \sum_{i=1}^{L} \log_2 (1 + \gamma_i). \tag{13}
\]

As we assume that the devices continue their transmission over all the allocated RBs, i.e., the BS does not send acknowledgment to each individual device upon successful decoding of each stage, the achievable rate for each device is upper bounded by the rate of the device with the minimum effective SNR. Let \( R_i \) denote the effective rate of each device, then we have:

\[
R_i \leq \log_2 (1 + \gamma_i), \tag{14}
\]

where \( \gamma_{\min} = \min_i \{\gamma_i\} \) and \( \gamma_{\min} = \frac{1}{L} \sum_{i=1}^{L} \gamma_i \).

Let \( k \) denote the message length of each MTC device, including the device ID. The number of RBs required for the successful transmission of the message can be calculated as follows:

\[
V \geq \left\lceil \frac{k}{\gamma_{\min} W_s B_{\min}} \right\rceil. \tag{15}
\]

The RB load, defined as the average number of devices per RB, can be easily obtained as \( V/N \).

### B. Designing the Weight Coefficients

As can be seen in (13), the effective rate for each device is characterized by the weight coefficients. In this section, we propose three weight coefficient designs and discuss their respective rate performances.

1) **Equal Weight Selection:** In the equal weight (EqW) selection strategy, all the devices select the same weight coefficient. Let \( w \) denote the weight coefficient selected by all devices, then, it can be calculated as follows:

\[
w = \frac{1}{\sqrt{L}}, \tag{16}
\]

which is due to the fact that the overall received signal power at the BS is assumed to be 1. The effective SNR of the \( i^{th} \) device can then be calculated as follows:

\[
\gamma_i = \frac{w_i^2}{(L-i)w^2 + \sigma_Z^2} = \frac{1}{L - i + L \sigma_Z^2}, \tag{17}
\]

and the minimum SNR for MTC devices is given by

\[
\gamma_{\min} = \frac{1}{L - 1 + L \sigma_Z^2}. \tag{18}
\]

The maximum achievable rate for MTC devices is then upper bounded by the rate of the device with the minimum SNR. It can be characterized as follows:

\[
R_{(\text{EqW})_{\min}} = \log_2 \left( 1 + \frac{1}{L - 1 + L \sigma_Z^2} \right). \tag{19}
\]

2) **Exponential Weight Selection:** In the exponential weight (ExW) selection strategy, the weight coefficients are designed in such a way that the effective SNR at the BS for each device is the same.

**Lemma 1:** Let \( L \) denote the number of active MTC devices and \( \gamma_0 \) denote the target effective SNR at the BS for every MTC device. Then, the overall received SNR at the BS is given by:

\[
\gamma = (1 + \gamma_0)^L - 1, \tag{20}
\]

and the optimal weight coefficients can be calculated as follows, for \( i = 0, \ldots, L - 1 \):

\[
w_{L-i} = \sqrt{(1 + \gamma_0)^{\frac{L}{2} \gamma_i}}. \tag{21}
\]

**Proof:** Since the weight coefficients are designed such that the effective SNR of each equivalent BI-AWGN channel is \( \gamma_0 \), according to (19) we have:

\[
L \log_2 (1 + \gamma_0) = \log_2 (1 + \gamma), \tag{22}
\]

which directly results in (20). Also from (8), it is clear that for the \( L^{th} \) layer, we have \( \gamma_{L-j} = \gamma_0 / \gamma \), which proves (21) for \( i = 0 \). We assume that (21) holds for \( i = 0, \ldots, j \) for \( j \geq 0 \), we then show that it also holds for \( j + 1 \). As we assume that the effective SNR for all layers is \( \gamma_0 \), then for layer \( L - j - 1 \) we have:

\[
\gamma_0 = \frac{w_{L-j-1}^2}{\sum_{i=0}^{L-j} w_i^2 + \sigma_Z^2} = \frac{w_{L-j-1}^2}{\sum_{i=0}^{L-j-1} w_i^2 + \sigma_Z^2}
\]

\[
= \frac{\sum_{i=0}^{L-j} (1 + \gamma_0)^{\frac{L}{2} \gamma_i}}{(1 + \gamma_0)^{\frac{L}{2} \gamma}} + \sigma_Z^2
\]

which is equivalent to (21) for \( j + 1 \). This completes the proof.

In this scheme, the devices randomly select the weight coefficients from the set of optimal weight coefficients. Therefore, it is highly probable that more than one device will select the same weight coefficient. Let \( r_i \) denote the number of devices which have selected the weight coefficient \( w_i^* \). It is clear that \( \sum_{i=1}^{L} r_i = L \) and \( r_i = w_i^* \) for \( 1 + \sum_{j=0}^{L-j} n_j \leq i \leq \sum_{j=0}^{L-j} n_j \). According to (6), it is easy to verify that \( \gamma_i \leq \gamma_j \) for every \( i < j \) where \( 1 + \sum_{j=0}^{L-j} n_j \leq i, j \leq \sum_{j=0}^{L-j} n_j \). This is because

\[
\gamma_i = \frac{w_i^2}{\sum_{j=i+1}^{L} w_j^2 + \sigma_Z^2} = \frac{w_i^2}{\sum_{j=i+1}^{L-j} w_j^2 + \sigma_Z^2}
\]

\[
< \frac{w_i^2}{\sum_{j=i+1}^{L-j} w_j^2 + \sigma_Z^2} = \gamma_j, \tag{23}
\]

which is valid when \( i < j \). Accordingly, the minimum effective SNR for MTC devices can be calculated as follows:

\[
\gamma_{\min} = \min_{\{i: r_i \neq 0\}} \left( \frac{w_i^{*2}}{(r_i - 1)w_i^{*2} + \sum_{j=i+1}^{L-j} r_j w_j^{*2} + \sigma_Z^2} \right). \tag{24}
\]

In the following, we find the probability distribution function (pdf) of \( \gamma_{\min} \). For this aim, we define \( \xi_i = \frac{w_i^{*2}}{(r_i - 1)w_i^{*2} + \sum_{j=i+1}^{L-j} r_j w_j^{*2} + \sigma_Z^2} \).
When \( L \) respectively. It is also easy to show that and its mean and variance are a binomial distribution with a success probability of as follows:

\[
\frac{1}{\xi_i} = (r_i - 1) + \sum_{j=i+1}^L r_j (1 + \gamma_0)^{i-j} + \frac{1}{\gamma_0} (1 + \gamma_0)^{1-L}.
\]

Since the devices randomly choose from the \( L \) available weight coefficients, for a sufficiently large \( L \), \( r_i \) can be modelled by a binomial distribution with a success probability of \( 1/L \), i.e.,

\[
p(r_i) = \binom{L}{r_i} (1/L)^{r_i} (1-1/L)^{L-r_i},
\]

and its mean and variance are \( E[r_i] = 1 \) and \( \text{var}[r_i] = (1-1/L) \), respectively. It is also easy to show that \( p(r_i = 0) = (1-1/N)^N \).

When \( L \) goes to infinity and \( r_i \neq 0 \), \( 1/\xi_i \) can be modelled by a Gaussian distribution according to the Central Limit Theorem, with mean \( m_i \) and variance \( S_i \), which are given by:

\[
m_i = E[1/\xi_i] = \sum_{j=i+1}^L r_j (1 + \gamma_0)^{i-j} + \frac{1}{\gamma_0} (1 + \gamma_0)^{1-L} = \frac{1}{\gamma_0},
\]

\[
S_i = \text{var}[1/\xi_i] = \frac{1}{L} \sum_{j=i+1}^L (1 + \gamma_0)^2(i-j).
\]

The complete pdf of \( 1/\xi_i \) can then be characterized as follows:

\[
p\left( \frac{1}{\xi_i} = z \right) = \begin{cases} p_0; & z = 0, \\ \frac{1-p_0}{\sqrt{2\pi S_i}} \exp \left( -\frac{(z-m_i)^2}{2S_i} \right); & z \neq 0, \end{cases}
\]

where \( p_0 = (1-1/N)^N \). The cumulative distribution function (cdf) of \( \gamma_{\text{min}} \), denoted by \( F_{\gamma}(x|L) \), when the number of devices is \( L \), can be found as follows:

\[
F_{\gamma}(x|L) = p(\gamma_{\text{min}} < x) = p(\min_i \xi_i < x) = p(\max_i \frac{1}{\xi_i} > \frac{1}{x}) = 1 - p(\max_i \frac{1}{\xi_i} < \frac{1}{x}) = 1 - p\left( \frac{1}{\xi_1} < \frac{1}{x}, \ldots, \frac{1}{\xi_L} < \frac{1}{x} \right) = 1 - \prod_{i=1}^L p\left( \frac{1}{\xi_i} < \frac{1}{x} \right) = 1 - \prod_{i=1}^L \left( p_0 + (1-p_0) \left( 1 - Q \left( \frac{x - m_i}{\sqrt{S_i}} \right) \right) \right),
\]

where \( Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left( -u^2/2 \right) du \). As \( L \) follows a Poisson distribution with mean \( \lambda \), the complete cdf of \( \gamma_{\text{min}} \) is calculated as follows:

\[
F_{\gamma}(x) = \sum_{j} e^{-\lambda} \frac{\lambda^j}{j!} F_{\gamma}(x|L).
\]

The pdf of \( \gamma_{\text{min}} \) is simply the derivative of \( F_{\gamma}(x) \).

Fig. 6 shows the histogram of the minimum device SNR divided by the target effective SNR, \( \gamma_0 \), when the total SNR at the BS is \( \gamma = 20 \) dB. As can be seen in this figure, with increasing the number of devices, and accordingly the number of available weight coefficients, the probability that the minimum SNR is closer to \( \gamma_0 \) is increased. This is because by increasing the number of devices, the probability that the devices choose separate weight coefficients is increased, which accordingly leads to a higher minimum achievable rate. It is important to note that the proposed approximation of the pdf shows around 1% to 5% mismatch in the mean value to the simulated pdf. This figure also shows the approximation of the pdf of \( \gamma_{\text{min}} \) by shifting the mean value by about 3%, which is in close agreement with the simulation results.

Fig. 7 shows the average achievable rate for MTC devices versus the number of devices for different target SNRs at the BS. Solid lines shows the simulation results and dashed lines show the approximated pdf using (26).

3) Grouped Weight Selection: Let us assume that the BS can determine the number of devices which have a particular timing advance and have selected a particular preamble. This way the devices can be partitioned into \( N_{\text{tot}} = N_s \times N_t \) different groups, where the devices in each group have the same timing index and have selected the same preamble. The devices in each group are then assumed to have the same weight coefficient. We refer to this strategy as the group weight
(GrW) selection strategy. The weight coefficients are then designed in such a way that the minimum effective SNR for the devices is maximized. Let \( r_i \) denote the number of devices in the \( i \)th group, where \( i = 1, \ldots, N_{st} \). We define the following optimization problem to maximize the minimum effective SNR for MTC devices:

\[
\max_{W} \min_{i, r_i \neq 0} \left( \frac{w_i^2}{(r_i - 1)w_i^2 + \sum_{j=i+1}^{N_{st}} r_j w_j^2 + \sigma_z^2} \right),
\]

s.t. (i) \( \sum_{i=1}^{N_{st}} r_i w_i^2 = 1 \),

(ii) \( 0 \leq w_i \leq 1 \), for \( i = 1, \ldots, N_{st} \),

where we assume that the BS always starts the decoding from the group with the largest weight coefficient. To further simplify the design of the weight coefficients, we define a target minimum SNR \( \gamma_0 \), and determine the weight coefficients such that the minimum device SNR is at least \( \gamma_0 \). For this aim, we find the weight coefficients such that the effective SNR of the first device of each group is at least \( \gamma_0 \). This is because the first device of each group has the lowest effective SNR amongst other devices in the group, which can be easily proven by using the same strategy as in (24). Therefore, for the first device of the \( i \)th group, we have:

\[
\gamma_i = \frac{w_i^2}{(r_i - 1)w_i^2 + \sum_{j=i+1}^{N_{st}} r_j w_j^2 + \sigma_z^2} = \gamma_0.
\] (28)

For \( i = N_{st} \), we have:

\[
\gamma_0 = \frac{w_{N_{st}}^2}{(r_{N_{st}} - 1)w_{N_{st}}^2 + \sigma_z^2},
\] (29)

and the weight coefficient for the \( N_{st} \)th group, i.e., \( w_{N_{st}} \), can be calculated as follows:

\[
w_{N_{st}}^2 = \frac{\gamma_0}{\gamma} \frac{1}{1 - \gamma_0(r_{N_{st}} - 1)}.
\] (30)

The weight coefficient for the \( i \)th group can then be calculated as follows:

\[
w_i^2 = \gamma_0(1 + \gamma_0)^{N_{st}-i} \frac{1}{\gamma} \prod_{\ell=i}^{N_{st}} \frac{1}{1 - \gamma_0(r_{\ell} - 1)}.
\] (31)

As we assume that the total receive power at the BS is 1, then we have:

\[
\sum_{i=1}^{N_{st}} r_i w_i^2 = 1,
\] (32)

and by substituting (31), we have:

\[
\gamma = \gamma_0 \frac{\sum_{i=1}^{N_{st}} N_{st} - i}{\prod_{\ell=i}^{N_{st}} [1 - \gamma_0(r_{\ell} - 1)]}.
\] (33)

It is clear from (33) that for a given \( \gamma_0 \), the order of the number of devices in each group affects the total received SNR at the BS. The BS then performs an optimization to find the optimal order of the weight coefficients to maximize the average received SNR at the BS. For simplicity, we assume that \( r_i \geq r_j \) for \( i > j \).
sequence. More specifically, we assume that the length of the weight sequences is \( \delta N \), where \( \delta \geq 1 \). \( \delta \) is determined such that the probability that the BS cannot detect any sequence is minimized. The design of binary orthogonal sequences for synchronous and asynchronous CDMA systems has been widely studied and we do not discuss them here as it is out of scope of this paper. Interested readers are referred to [27] and the references therein for further details.

The devices perform timing adjustment and power control to transmit the selected sequences to the BS, thus the BS performs Algorithm 1 with a slight modification that the sequences are received without delay. This however increases the amount of overhead for the proposed scheme, as extra RBs have to be allocated for transmitting orthogonal weight sequences. The number of RBs required to successfully transmit orthogonal weight sequences in the data transmission phase can be characterized as follows:

\[
N_{RB} = \left\lceil \frac{\delta N}{R_w W_s \tau_s} \right\rceil,
\]

where \( R_w = \log_2(1 + \gamma_w) \) and we assume that the devices perform power control and the received SNR for each device at the BS is \( \gamma_w \). With an adequate number of RBs allocated for the random weight transmission in the data transmission phase, we assume that the BS can successfully detect the weight sequences and determine the number of devices which have selected the same weight.

**B. Rate Loss Due to the Small Packet Size of MTC Devices**

The capacity approaching degree distribution of Raptor codes in the low SNR regime was designed in [32] for messages of infinite length, where the tree assumption of the bipartite graph of the Raptor code easily holds. However, one could use this degree distribution for finite message sizes with slight rate losses in the low SNR regime. Fig. 9 shows the histogram of the rate efficiency of a Raptor code with the optimized degree distribution designed in [32] for different SNR values, when the message size is 1024 bits. As can be seen in this figure, the rate efficiency of the finite message length Raptor code can be as small as 0.6 when the SNR is -10 dB. This however has a negative effect on the overall rate efficiency of the multi-layer Raptor code, as the overall rate efficiency is characterized by the minimum rate efficiency over all the layers. In the next section, we show that even with this imperfect rate efficiencies, the proposed scheme significantly outperforms the existing massive access strategies for M2M communications in terms of throughput and access delay. In fact the superiority of the proposed code over existing schemes comes from the simultaneous multiple device transmission over the same data channel, which significantly reduces the access delay and resource wastage.

**C. Adaptive Power Management at MTC Devices**

As can be seen in Fig. 8, the throughput per RB in the proposed scheme reduces when the number of active devices is small. This is because the designed target SNR has been set to a very small value, so several RBs are needed for an MTC device to successfully transmit its message at the very low rates required at very low SNRs. This leads to very low efficiencies if the arrival rate is low. To overcome this problem, the BS sends a power update message in the RAR message to inform the devices to update their transmission powers. This way when the number of active devices is low the devices transmit with higher powers such that each RB can support at least one MTC device. To minimize the number of RBs required in the data transmission phase, we adjust the target SNR based on the number of active devices such that the total received SNR at the BS is less than a threshold value, denoted by \( \gamma_{\text{max}} \). At the same time, and to limit the maximum transmission power of each device, we put a limit on the maximum allowable target SNR per MTC device. The target SNR, \( \gamma_0 \), can then be updated and informed to the devices by the BS as follows:

\[
\gamma_0 = \min \{ \sqrt{1 + \gamma_{\text{max}}} - 1, \gamma_{0,\text{max}} \}. \tag{35}
\]

The BS then needs to control the number of devices which are transmitting in the data transmission phase. For this aim, the BS estimates the maximum number of devices that can transmit at the same data channel for a given maximum allowable SNR at the BS, and then sends a not-to-transmit message to the devices which have selected some of the preambles. This way the BS can always effectively delay some of MTC devices for transmission at future time frames. In fact, conventional massive access management techniques can be combined with the proposed scheme to manage a large number of devices in M2M communications in an adaptive manner.

**VII. SIMULATION RESULTS**

For the simulations, we assume that the message size of each MTC device is \( k = 1024 \) bits, including the device ID. Each device uses a Raptor code with a degree distribution function with maximum degree 300 from [22], which has been optimized for Raptor codes in the low SNR regime and is given by \( \Omega(x) = 0.0174x + 0.3488x^2 + 0.2309x^3 + 0.0605x^4 + 0.0873x^5 + 0.0002x^6 + 0.0805x^7 + 0.0004x^8 + 0.0191x^9 + 0.0518x^{12} + 0.0123x^{23} + 0.0310x^{24} + 0.0220x^{25} + 0.0002x^{60} + 0.0268x^{300} \). A rate 0.98 LDPC code is also used as the precoder for the Raptor code. We also assume that each RB has bandwidth \( W_s = 1 \) MHz and time duration \( \tau_s = 1 \) ms.
Fig. 10. Average throughput per RB for the proposed scheme with different weighting strategies with adaptive power management at the devices. The message length of MTC devices is $k = 1024$, $N_a = N_t = 20$, $W_s = 1$ MHz, and $\tau_h = 1$ ms. The maximum received SNR at the BS is $\gamma_{\text{max}} = 30$ dB. Solid and dashed lines show simulation and analytical results, respectively.

Fig. 11 shows the average throughput per RB when a power adaptation strategy is used at the MTC devices such that the maximum received SNR at the BS is 30 dB. As can be seen in this figure in high load cases each RB can support up to 7 and 5 MTC devices per RB in GrW and ExW weighting strategies, respectively.

We compare the proposed scheme with the optimal access class barring (ACB) scheme [34], which uses timing advance information in the random access phase to increase the MTC access probability. In this scheme, the BS can detect the timing advance information of multiple devices which have selected the same preamble. The BS then randomly selects one of these timing advances and includes it in the RAR message. If only one of the MTC devices, which have chosen the same preamble, has the selected timing advance, then it can send its message without collision. This scheme can slightly improve the random access efficiency, but is still limited by the number of preambles, as the devices cannot simultaneously transmit at the same RB. In the ACB scheme, a parameter called ACB parameter, is broadcasted by the BS to inform the devices to transmit with a certain probability. Let $p$ denote the ACB parameter, then an MTC device which has data to transmit will draw a random number in the range $[0, 1]$, and participate in the random access procedure only if the random number is less than $p$. The optimal value for $p$ for the original ACB scheme [34] is $p = \min\{1, N/N_a\}$ and that for the ACB with timing advance information [26] is $p = \left\{1, \frac{1.17N_a\ln(p)}{N(p-1)^2}\right\}$, where $\rho = \frac{4d(R-d)}{R^2}$.

Similar to [26], we assume that the cell has radius $R = 1.5$ km, $\tau = 0.26$ $\mu$s, and $d = ct = 75$ m. This results in $N_a = 20$ different timing groups. Without loss of generality, we assume that each RB carries exactly $k_t$ symbols, where $k_t \geq k$, which means that in the ACB scheme, each device which has been granted access to the BS, will be allocated one RB. Fig. 11 shows the average number of MTC devices which can be supported by different massive access techniques when 100 RBs are allocated for M2M communications in the data transmission phase. As can be seen in this figure the ACB scheme [34] can support at most 25 MTC devices while the ACB with timing advance information can support up to 55 MTC devices within each time frame. The proposed scheme significantly outperforms the ACB schemes by supporting up to 200 and 500 MTC devices when the maximum SNR at the BS is 10 dB and 30 dB, respectively.

Fig. 12 shows the average delay versus the arrival rate for different massive access strategies. As can be seen in this figure the proposed scheme can support a significantly larger number of devices with almost zero delay compared to ACB schemes. It is important to note that in the ACB scheme, we assume that a device can successfully deliver its message to the BS in its corresponding data channel, when it has successfully completed the RA phase; thus, the only limiting factor for the ACB scheme is the preamble collision in the RA phase. In ACB and to accommodate more devices in given number of RBs, each device should be allocated only few number of RBs and transmit at high power to guarantee that its message can be decoded. On the other hand in the proposed scheme, RBs are shared among all the devices and they are transmitting at minimum power over relatively large number of RBs. As the devices will only perform random access once in the proposed scheme and also according to Fig. 11 where a larger number of MTC devices can be supported in each RB in the proposed scheme with lower transmission power, we can claim that the proposed scheme will significantly improve energy efficiency in M2M communications compared to existing ACB approaches.
VIII. CONCLUSIONS

In this paper, we designed an effective massive access strategy for highly dense cellular networks with M2M communications, where several MTC devices are able to simultaneously transmit in the same resource block by incorporating Raptor codes and superposition modulations. This significantly reduces the access delay and access blockage probability, which are the main burden in current proposals for random access management in M2M communications. A simple yet efficient random access strategy was proposed to only detect the selected preambles and the number of devices which have chosen them. The proposed scheme was analyzed and the maximum number of MTC devices that can be supported in a resource block was also characterized as a function of the message length, number of available resources, and the number of preambles. Simulation results showed that the proposed scheme can effectively support a massive number of M2M devices for a limited number of available resources, when the message size is small.

REFERENCES

[1] K. Zheng, S. Ou, J. Alonso-Zarate, M. Dohler, F. Liu, and H. Zhu, “Challenges of massive access in highly dense LTE-Advanced networks with machine-to-machine communications,” IEEE Wireless Commun. Mag., vol. 21, no. 3, pp. 12–18, Jun. 2014.

[2] S.-Y. Lien, K.-C. Chen, and Y. Lin, “Toward ubiquitous massive accesses in 3GPP machine-to-machine communications,” IEEE Commun. Mag., vol. 49, no. 4, pp. 66–74, 2011.

[3] G. Wu, S. Talwar, K. Johnsson, N. Himayat, and K. Johnson, “M2M: From mobile to embedded internet,” IEEE Commun. Mag., vol. 49, no. 4, pp. 36–43, 2011.

[4] H. Shariatmadari, R. Ratassak, S. Iraji, A. Laya, T. Taleb, R. Jantti, and A. Ghosh, “Machine-type communications: Current status and future perspectives toward 5G systems,” IEEE Commun. Mag., vol. 53, no. 9, pp. 10–17, Sep. 2015.

[5] ABI Research. (2014) The Internet of Things will drive wireless connected devices to 40.9 billion in 2020. [Online]. Available: https://www.abiresearch.com/press/the-internet-of-things-will-drive-wireless-connected

[6] Gartner, Inc. (2014) Gartner says the internet of things will transform 2155, Sep. 2003.

[7] Gartner, Inc. (2014) Gartner says the internet of things will transform 2155, Sep. 2003.

[8] Gartner, Inc. (2014) Gartner says the internet of things will transform 2155, Sep. 2003.

[9] M. Shirvanimoghaddam, Y. Li, M. Dohler, B. Vucetic, and S. Feng, “Probabilistic rateless multiple access for machine-to-machine communication,” IEEE Trans. Wireless Commun., vol. 14, no. 12, pp. 6815–6826, Dec. 2015.

[10] K. Zheng, S. Ou, J. Alonso-Zarate, M. Dohler, F. Liu, and H. Zhu, “Challenges of massive access in highly dense LTE-advanced networks with machine-to-machine communications,” IEEE Wireless Commun. Mag., vol. 21, no. 5, pp. 12–18, Jun. 2014.

[11] “Third Generation Partnership program (3GPP): Service Requirements for Machine-Type Communications (MTC); Stage 1,” Technical Specification 22.368, V.13.0.0, Jun. 2014.

[12] H. S. Jiang, S. M. Kim, K. S. Ko, J. Cha, and D. K. Sung, “Spatial group based random access for M2M communications,” IEEE Commun. Lett., vol. 18, no. 6, pp. 961–964, Jun. 2014.

[13] M. Hasan, E. Hossain, and D. Niyato, “Random access for machine-to-machine communication in LTE-advanced networks: issues and approaches,” IEEE Commun. Mag., vol. 51, no. 6, pp. 86–93, 2013.

[14] N. Zhang, G. Kang, J. Wang, Y. Guo, and F. Labeau, “Resource allocation in a new random access for M2M communications,” IEEE Commun. Lett., vol. 19, no. 5, pp. 843–846, May. 2015.

[15] A. Lo, Y. W. Law, M. Jacobsson, and M. Kucharzak, “Enhanced LTE-advanced random-access mechanism for massive machine-to-machine (M2M) communications,” in 27th Wireless World Research Forum (WWRF27), 2011.

[16] S. Choi, W. Lee, D. Kim, K.-J. Park, S. Choi, and K.-Y. Han, “Automatic configuration of random access channel parameters in LTE systems,” in 2011 IFIP Wireless Days (WD).

[17] C.-Y. Wu, C.-Y. Ho, and C.-Y. Huang, “Energy-efficient algorithms and evaluations for massive access management in cellular based machine to machine communications,” in IEEE Vehicular Technology Conference (VTC Fall), 2011.

[18] J.-P. Cheng, C.-H. Lee, and T.-M. Lin, “Prioritized random access with dynamic access barring for RAN overload in 3GPP LTE-A networks,” in Proc. IEEE GLOBECOM Workshops (GC Wkshps), 2011, pp. 368–372.

[19] S.-Y. Lien, T.-H. Liu, C.-Y. Kao, and K.-C. Chen, “Cooperative access class barring for machine-to-machine communications,” IEEE Trans. Wireless Commun., vol. 16, no. 1, pp. 27–32, 2012.

[20] K. S. Ko, M. J. Kim, K. Y. Bae, D. K. Sung, J. H. Kim, and J. Y. Ahn, “A novel random access for fixed-location machine-to-machine communications in OFDMA based systems,” IEEE Commun. Lett., vol. 16, no. 9, pp. 1428–1431, September 2012.

[21] A. Shokrollahi, “Raptor codes,” IEEE Trans. Inf. Theory, vol. 52, no. 6, pp. 2551–2567, Jun. 2006.

[22] H. S. Dhillon, H. C. Huang, H. Viswanathan, and R. A. Valenzuela, “Fundamentals of throughput maximization with random arrivals for M2M communications,” IEEE Trans. Commun., vol. 62, no. 11, pp. 4094–4109, Nov. 2014.

[23] D. Niyato, P. Wang, and D. I. Kim, “Performance modeling and analysis of heterogeneous machine type communications,” IEEE Trans. Wireless Commun., vol. 13, no. 5, pp. 2836–2849, May 2014.

[24] H. Moon, “Optimum power allocation for preamble detection with channel-adaptive random access,” IEEE Trans. Wireless Commun., vol. 12, no. 11, pp. 5424–5433, Nov. 2013.

[25] R. Louie, W. Hardjawana, Y. Li, and B. Vucetic, “Distributed multiple-access for wireless communications: Compressed sensing with multiple antennas,” in IEEE Global Communications Conference (GLOBECOM), Dec. 2012, pp. 3622–3627.

[26] Z. Wang and V. Wong, “Optimal access class barring for stationary machine type communication devices with timing advance information,” IEEE Trans. Wireless Commun., vol. 14, no. 10, pp. 5374–5387, Oct. 2015.

[27] D. Chu, “Polyphase codes with good periodic correlation properties (corresp.),” IEEE Trans. Inf. Theory, vol. 18, no. 4, pp. 531–532, Jul. 1972.

[28] R. L. Frank, “Polyphase codes with good nonperiodic correlation properties,” IEEE Trans. Inf. Theory, vol. 9, no. 1, pp. 43–45, Jan. 1963.

[29] “LTE: Evolved Universal Terrestrial Radio Access (E-UTRA); Physical layer procedures,” Technical Specification 3GPP TS 36.213 V.12.5.0, Apr. 2015.

[30] M. Luby, “LT codes,” in Proc. 43rd Annual IEEE Symp. Foundations Comput. Science, Nov. 2002, pp. 271 – 280.

[31] O. Etesami and A. Shokrollahi, “Raptor codes on binary memoryless symmetric channels,” IEEE Trans. Inf. Theory, vol. 52, no. 5, pp. 2033 – 2051, May. 2006.

[32] M. Shirvanimoghaddam and S. J. Johnson, “Raptor codes in the low parity-check codes,” IEEE Trans. Inf. Theory, vol. 35, no. 4, pp. 1033–1045, Apr. 2015.

[33] “3GPP: Service Requirements for Machine-Type Communications (MTC); Stage 1,” Technical Specification 22.368, V.13.0.0, Jun. 2014.

[34] H. S. Jang, S. M. Kim, K. S. Ko, J. Cha, and D. K. Sung, “Spatial group based random access for M2M communications,” IEEE Commun. Lett., vol. 18, no. 6, pp. 961–964, Jun. 2014.