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Abstract: This paper proposes an approach that combines data envelopment analysis (DEA) with the analytic hierarchy process (AHP) and conjoint analysis, as multi-criteria decision-making methods to evaluate teachers’ performance in higher education. This process of evaluation is complex as it involves consideration of both objective and subjective efficiency assessments. The efficiency evaluation in the presence of multiple different criteria is done by DEA and results heavily depend on their selection, values, and the weights assigned to them. Objective efficiency evaluation is data-driven, while the subjective efficiency relies on values of subjective criteria usually captured throughout the survey. The conjoint analysis helps with the selection and determining the relative importance of such criteria, based on stakeholder preferences, obtained as an evaluation of experimentally designed hypothetical profiles. An efficient experimental design can be either symmetric or asymmetric depending on the structure of criteria covered by the study. Obtained importance might be a guideline for selecting adequate input and output criteria in the DEA model when assessing teachers’ subjective efficiency. Another reason to use conjoint preferences is to set a basis for weight restrictions in DEA and consequently to increase its discrimination power. Finally, the overall teacher’s efficiency is an AHP aggregation of subjective and objective teaching and research efficiency scores. Given the growing competition in the field of education, a higher level of responsibility and commitment is expected, and it is therefore helpful to identify weaknesses so that they can be addressed. Therefore, the evaluation of teachers’ efficiency at the University of Belgrade, Faculty of Organizational Sciences illustrates the usage of the proposed approach. As results, relatively efficient and inefficient teachers were identified, the reasons and aspects of their inefficiency were discovered, and rankings were made.
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1. Introduction

The sector of higher education and development, faced with competitive pressure, carries a great responsibility to increase the efficiency of its activities continuously. Obviously, higher education productivity has a multidimensional character as it relates to knowledge production and dissemination through both teaching and scientific research. Therefore, the evaluation of teachers’ performance is a more challenging issue because it involves multiple criteria as objectives.

Following the standards for assessing the quality of teachers’ work, one of the measuring instruments is student satisfaction [1]. An important factor affecting the satisfaction of the students, as the users of higher education services, with the education process, is the professional and practical knowledge of the teachers and their academic assessment [2–4]. Therefore, at many higher education...
institutions, students are offered some kind of evaluation in which they rate the teaching process and the competencies of the teachers for each course [5–7].

Data envelopment analysis (DEA) is an approach to measure the relative efficiency of decision-making units (DMUs) that are characterized by multiple incommensurate inputs and outputs. Its results rely heavily on the set of criteria used in the analysis. Therefore, one of the most important stages in the DEA is the selection of criteria, especially as the effort of evaluation increases significantly with the increase in the amount of data available. In a number of studies, researchers treat inputs and outputs simply as “givens” and then proceed to deal with the DEA methodology [8]. On the other hand, the analytic hierarchy process (AHP) and conjoint analysis are multi-criteria decision-making methods (MCDM) that can provide a priori information about the significance of inputs and outputs.

Although the theoretical foundations and methodological frameworks of conjoint analysis and AHP methods are different, they can be used independently and comparatively in similar or even the same studies [9–15]. Both methods can be used to measure respondents’ preferences as well as to determine the relative importance of attributes, but still the choice of the appropriate one depends on the particular problem and aspects of the research [16].

DEA models can be combined with AHP in numerous ways [17]. According to the literature, the AHP method is used in cases when the following are necessary: complete ranking in a two-stage process [18–21]; estimating missing data [22]; imposing weight restrictions [23–27]; reducing the number of input or output criteria [28–30], and converting qualitative data to quantitative [31–41]. The only paper published so far that has had the idea of combining the DEA method with conjoint analysis is by Salhieh and Al-Harris [42]. They suggested combining these methods for selecting new products on the market.

This paper presents a new approach for measuring the overall teachers’ efficiency as a weighted sum of subjective and objective efficiency scores. The approach integrates DEA with the AHP and conjoint analysis as multi-criteria decision-making methods. The AHP enables the creation of a hierarchical structure used to configure the problem of the overall efficiency evolution. Furthermore, the weights of all efficiency measures at the highest level of the hierarchy are obtained using AHP. The procedure of assessing subjective efficiency consists of the conjoint analysis and DEA. The conjoint analysis is finding out the relative importance of each criterion, based on stakeholder preferences, afterwards used as guidelines for the DEA criteria selection. Another reason to use conjoint preferences is to set a basis for weight restrictions imposed in DEA models. The objective teaching and research efficiency scores are assessed by applying traditional DEA models. The proposed approach provides the determination of scores and ranking of relatively efficient and inefficient teachers as well as strong and weak aspects of their teaching and research work.

The paper is structured as follows: Section 2 describes the DEA basics and the implementation process, followed by a literature survey concerning criteria (input and output) selection. Conjoint analysis and the AHP method, including an approach for determining the importance of the criteria considered, are also presented in this section. A new methodological framework for combining conjoint analysis, AHP, and DEA are presented in Section 3. An illustration of the proposed methodology and real-world test results are given in Section 4. Section 5 provides the main conclusions and directions of future research.

2. Background

2.1. Data Envelopment Analysis

The creators of DEA, Charnes, Cooper, and Rhodes [43], introduced the basic DEA model (the so-called CCR DEA model) in 1978 as a new way to measure the efficiency of DMUs using multiple inputs and outputs. Since then, many variations of DEA models have been developed. Some of them are: the BCC DEA model proposed by Banker, Charnes, and Cooper [44], which assumes variable return to scale; the additive model [45], which is non-radial; the Banker and Morey [46] model that
involves qualitative inputs and outputs; and the Golany and Roll [47] model, with restricted input and/or output weights to specific ranges of values. DEA empirically identifies the data-driven frontier of efficiency, which envelopes inefficient DMUs while efficient DMUs lie on the frontier. Let us assume that there are \( n \) DMUs, and the \( j \)th DMUs produce \( s \) outputs \((y_{ij}, \ldots, y_{ij})\) by using \( m \) inputs \((x_{ij}, \ldots, x_{mj})\). The basic output-oriented CCR DEA model is as follows:

\[
(\text{max}) h_k = \sum_{r=1}^{s} u_r y_{rk} \\
\text{s.t.} \\
\sum_{i=1}^{m} v_i x_{ik} = 1 \\
\sum_{r=1}^{s} u_r y_{ij} - \sum_{i=1}^{m} v_i x_{ij} \leq 0, \quad j = 1, \ldots, n \\
u_r \geq 0; \quad r = 1, 2, \ldots, s \\
v_i \geq 0; \quad i = 1, 2, \ldots, m,
\]

where \( u_r; (r = 1, 2, \ldots, s) \), are weights assigned to the \( r \)th outputs, and \( v_i; (i = 1, 2, \ldots, m) \), are weights assigned to the \( i \)th inputs, in order to assess maximal possible efficiency score. The score \( h_k \) shows relative efficiency of \( \text{DMU}_k \), obtained as the maximum possible achievement in comparison with the other DMUs under the evaluation.

Emrouznejad and Witte [48] proposed a complete procedure for assessing DEA efficiency in large-scale projects, a so-called COOPER-framework, which can be further modified and adapted to the specific requirements of a particular study. The COOPER-framework consists of six phases: (1) Concepts and objectives, (2) On structuring data, (3) Operational models, (4) Performance comparison model, (5) Evaluation, and (6) Results and deployment. The first two phases involve defining the problem and understanding how the DMU works, while the last two phases involve producing a summary of the results and reporting.

In this paper, attention is paid to phases 1, 2, 3, and 4, since the objective definition in the model (1) obviously indicates that the efficiency of \( \text{DMU}_k \) is crucially related to the criteria selected. Jenkins and Anderson [49] claim that the more criteria there are, the less constrained weights are assigned to the criteria and the less discriminating the DEA scores are. The number of criteria may be substantial, and it may not be clear which one to choose. Moreover, the selection of different criteria can lead to different efficiency evaluation results. Of course, it is possible to consider all the criteria for evaluation. Still too many of them may lead to too many efficient units, and it may give rise to difficulties in distinguishing efficient units from inefficient ones. For this reason, the problem of selecting adequate criteria becomes an essential issue for improving the discrimination power of DEA.

There is no consensus on how to limit the number of criteria in the best way even though it is very advantageous. Banker et al. [44] suggest that the number of DMUs being evaluated should be at least three times the number of criteria. As noted by Golani and Roll [47], several studies emphasize the importance of the process of selecting data variables in addition to the DEA methodology itself. One approach is to select those criteria that are low-correlated. However, studies have shown that removing highly correlated criteria can still have a significant effect on DEA results [50]. Morita and Avkiran [51] used a three-level orthogonal layout experiment to select an appropriate combination of inputs and outputs based on external information. Edirisinghe and Zhang [52] proposed a two-step heuristic algorithm for criteria selection in DEA based on maximizing the correlation between DEA score and the external performance index.

Regardless of the method of criteria selection and the criteria, DEA does not allow discrimination between efficient DMUs because of their maximal efficiency. Several attempts to fully rank DMUs have been made, including modifying basic DEA models and connecting them to multi-criteria approaches [53]. The discrimination power of the DEA method can also be improved by promoting symmetric weight selection [54] by imposing penalizing differences in the values of each combination.
of two inputs or outputs. Other options are using cross-efficiency evolution \cite{55} or imposing weight restrictions on models. A well-known assurance region DEA model (AR DEA) \cite{56} imposes lower and upper boundaries on the weight ratio, as follows:

\[ L_{1,2} \leq \frac{v_2}{v_1} \leq U_{1,2}. \]  

An important consideration in the weight restrictions is setting realistic boundaries. In most cases, they are set on the basis of expert opinions and experience. Another direction can be DEA’s combination with other statistical methods to get data or evidence-driven boundaries \cite{57}. In this paper, the results of the conjoint analysis are used to help determine the boundaries.

2.2. Conjoint Analysis

Conjoint analysis is a class of multivariate techniques used to understand individuals’ preferences better. A key goal of conjoint analysis is to identify which criteria most affects individuals’ choices or decisions, but also to find out how they make trade-offs between conflicting criteria.

The first step in conjoint analysis involves determining the set of key features (attributes, criteria) that describe an object (entity) and the levels of attributes that differentiate objects from one another. Sets of attribute levels that describe single alternatives are referred to as profiles. Depending on the number of attributes included in the study, a list of profiles that are presented to the respondent to evaluate can be either full factorial (all possible combinations of attribute levels) or fractional factorial (subset of all possible combinations) experimental design. Furthermore, fractional factorial designs could be either symmetric, if all attributes are assigned an equal number of levels, or asymmetric otherwise \cite{58}. Both the ranking and rating approach can be used to evaluate profiles from the experimental design.

After collecting individuals’ responses, a model should be specified that relates those responses to the utilities of the attribute levels that are included in the certain profiles. The most commonly used model is the linear additive model of part-worth utilities. In the conjoint experiment with \( K \) attributes, each with \( L_k \) levels, model implies that the overall utility of the profile \( j (j = 1, \ldots, J) \) for the respondent \( i (i = 1, \ldots, I) \) can be expressed as follows \cite{59}:

\[ U_{ij} = \sum_{k=1}^{K} \sum_{l=1}^{L_k} \beta_{ikl} x_{jkl} + \varepsilon_{ij} \]  

where \( x_{jkl} \) is a \((0,1)\) variable that equals 1 if profile \( j \) contains \( l \)th level of attribute \( k \), otherwise it equals 0. \( \beta_{ikl} \) is respondent \( i \)'s utility (part-worth) assigned to the level \( l \) of the attribute \( k \); \( \varepsilon_{ij} \) is a stochastic error term.

Part-worts are estimated using the least square method and reflect the extent to which the selection of a particular profile is affected by these levels. The larger the variations of part-worths within an attribute, the more important the attribute is. Therefore, the relative importance of attribute \( k (k = 1, \ldots, K) \) for respondent \( i (i = 1, \ldots, I) \) can be expressed as the ratio of the utility range for a particular attribute and the sum of the utility ranges for all attributes \cite{60}:

\[ FI_{ik} = \frac{\max_l \hat{\beta}_{ikl} - \min_l \hat{\beta}_{ikl}}{\sum_{k=1}^{K} \left( \max_l \hat{\beta}_{ikl} - \min_l \hat{\beta}_{ikl} \right)}. \]

The resulting importance scores can be further used to calculate aggregated importance values. Estimated part-worth utilities can also be used as input parameters of the simulation models to predict how individuals will choose between competing alternatives, but also to examine how their choices change as the characteristics of the alternatives vary.
2.3. The Analytic Hierarchy Process (AHP)

The AHP is a MCDM method proposed by Saaty [61], which allows experts to prioritize decision criteria through a series of pairwise comparisons. There are three basic principles that AHP relies on: (1) the hierarchy principle, which involves constructing a hierarchical tree with criteria, sub-criteria, and alternative solutions; (2) the priority-establishing principle; and (3) the consistency principle [62].

In order to establish the various criteria weights, the AHP method uses their pairwise comparisons recorded in a square matrix \( A \). All elements on the diagonal of matrix are 1. A decision maker compares elements in pairs at the same level of hierarchical structure using the Saaty scale of relative importance. The same procedure is applied throughout the downward hierarchy until comparisons of all alternatives with respect to the parent sub-criteria at the \((k-1)\) level are made at the last \(k\)-th level. The resulting elements at this stage are referred to as “local” weights. The mathematical model performs the aggregation of weights from different levels and gives the final result of the priorities of the alternatives in relation to the set goal.

3. Methodological Framework

The following methodological framework is designed with the intention to make an aggregated efficiency assessment of the DMUs under consideration. The first step is to define the concepts and aims of the analysis, followed by the selection of the units under the evaluations. Afterwards, the efficiency scores are evaluated in an independent phase following the procedure proposed for subjective or objective efficiency assessment, shown in Figure 1.

Phase I of the methodological framework is an assessment of subjective efficiencies, which strongly depends on respondents’ opinions and preferences. Consequently, this efficiency is evaluated throughout two steps (Step 1—Conjoint preference analysis and Step 2—DEA efficiency assessment). Step 1 firstly defines the objectives of preference analysis and stakeholders as a starting point of this phase. Afterwards, the set of \( K \) key attributes (criteria) and their levels are selected based on the defined objectives. Secondly, experimental design is generated. It is the most sensitive stage of the conjoint analysis as the levels of the selected criteria should be combined to create different hypothetical profiles for the survey. The respondents (stakeholders) need to assign preference ratings towards each of the profiles from the generated experimental design. After making the most suitable experimental layout, conducting the survey, and collecting the data, the next stage assumes the estimating of the model’s parameters using statistical techniques and calculating the importance of the attributes \( F_{I_k} \), \( k = 1, \ldots, K \). The starting set of \( K \) criteria together with obtained importance values \( F_{I_k} \) will be used as inputs for the next step.

Step II (Phase I), assumes the DEA efficiency evaluation. There are two possibilities for the analysis in the second step (DEA), depending on the total number (\( K \)) of criteria selected during Step I. In the first case, an analyst reduces the set of criteria to a suitable number \((n \leq 3 \times K)\), by selecting them in descending order of stockholder’s preference \( F_{I_k} \), \( k = 1, \ldots, K \). In the second case, when the number of criteria is not too high, importance values \( F_{I_k} \) are used for the weight restrictions to better discriminate between DMUs. This decision leads to the classification of selected criteria into the subsets of \( m \) inputs and \( n \) outputs depending on their nature, data collection, and DEA model selection. Finally, in this step, the chosen DEA model is solved to obtain the efficiency scores for each DMU in the observing set.

Phase II of the framework includes the objective DEA efficiency assessment. Unlike the subjective efficiency evaluation based on the stakeholders’ opinion, data-driven DEA efficiency is measured objectively, using the explicit data on the behavior of the system. Main steps are similar to the steps defined in the first phase: selecting input and outputs, collecting data, selecting the appropriate DEA model, and evaluation of the efficiency score.

Finally, the overall efficiency is calculated as a sum of products of all partial efficiency scores, subjective and objective, and their weights. The weights obtained using the AHP method, define the importance of all efficiency measures included in analysis.
The proposed procedure allows the combination of the subjective (Phase I) and objective efficiency measures (Phase II) obtained by DEA. The obtained measures are relative and data-driven. The subjective efficiency is made to be objective by using DEA for efficiency assessment and conjoint analysis for criteria importance evaluation. The main advantages and disadvantages of such a procedure come from DEA characteristics. On the one hand, there is no need for a priori weight imposing, data normalization, or production frontier determination. On the other hand, a small range of criteria values or a large number of criteria can lead to untrustworthy efficiency evaluation using the basic CCR DEA model. Step II (Phase I) tackles this issue. The conjoint preference analysis among stakeholders provides values of criteria importance that can be used for either criteria number reduction or criteria weight restrictions incorporated into DEA models. Both scenarios should lead to improved discrimination.
power based on DEA efficiency, which is the advantage of the proposed procedure. The procedure described above is illustrated in the next section using real data.

4. Empirical Study

Considering the importance of measuring and monitoring the performance of academic staff in both the teaching and research process, university teachers from the Faculty of Organizational Sciences were selected as DMUs in this study. Their overall efficiency should be measured from different aspects. Based on the proposed methodological framework the aggregated assessment of teacher’s efficiency was considered from two aspects: a subjective (assessment of teaching) and objective (teaching and research efficiency) aspect (see Figure 2). The AHP hierarchical structure is used for defining the problem of overall teachers’ efficiency, with overall teachers’ efficiency as a goal at the top level. The first and second levels of the hierarchy comprise subjective efficiency and two types of objective efficiencies, needed to be aggregated into overall efficiency. The second level of the hierarchy represents sub-criteria used as inputs and outputs in DEA efficiency assessment.

Figure 2. The aggregated assessment of teachers’ efficiency.

4.1. Subjective Assessment of Teacher’s Efficiency

The evaluation was carried out following the proposed methodological framework throughout Step I and Step II.

Step I. Students’ preferences toward eight criteria pre-set by university authorities were determined using conjoint analysis (see Table 1). An efficient experimental design of 16 profiles was constructed using the statistical package SPSS 16.0 (Orthoplan component). As all attributes did not have the
same number of levels, the resulting design was asymmetric but orthogonal. In order to verify the consistency of students’ responses, two holdout profiles were added to the given design. A total of 106 third-year students from the Faculty of Organizational Sciences expressed their preferences for each of the 18 hypothetical teacher profiles in a nine-point Likert scale, with 1 referring to absolutely undesirable, and 9 to absolutely desirable profiles. An example of the hypothetical teacher profile evaluation task is given in Figure 3.

Table 1. A set of criteria considered in the conjoint analysis survey, and the resulting utilities and importance values.

| No | Criteria (Attributes)                                         | Attribute Levels | Part-Worths ($\beta$) | Relative Importance Values ($FI$) |
|----|-------------------------------------------------------------|------------------|------------------------|---------------------------------|
| C1 | Clear and understandable presentation of teaching content   | Yes              | 0.865                  | 22.98%                          |
|    |                                                             | No               | -0.865                 |                                 |
| C2 | Methodical and systematic approach to teaching              | Yes              | 0.73                   | 18.96%                          |
|    |                                                             | No               | -0.73                  |                                 |
| C3 | Tempo of lectures                                          | Too slow         | 0.451                  | 14.92%                          |
|    |                                                             | Optimal          | -0.117                 |                                 |
|    |                                                             | Too fast         | -0.334                 |                                 |
| C4 | Preparedness for lectures                                  | Good             | 0.266                  | 7.96%                           |
|    |                                                             | Poor             | -0.266                 |                                 |
| C5 | Punctuality                                                | On time          | 0.303                  | 9.00%                           |
|    |                                                             | Late             | -0.303                 |                                 |
| C6 | Encouraging students to actively participate in classes     | Yes              | 0.28                   | 8.14%                           |
|    |                                                             | No               | -0.28                  |                                 |
| C7 | Informing students about their progress                    | Yes              | 0.324                  | 9.08%                           |
|    |                                                             | No               | -0.324                 |                                 |
| C8 | Takes into account students’ comments and answers their questions | Yes | 0.293 | 8.95% |
|    |                                                              | No               | -0.293                 |                                 |
|    | Constant                                                   |                  | 4.046                  |                                 |

**Correlations**

Pearson’s $R = 0.966$ (sig. = 0.000)
Kendall’s $\tau = 0.933$ (sig. = 0.000)
Kendall’s $\tau$ (for two holdouts) = 1.000

Figure 3. An example of the hypothetical teacher-profile evaluation task.

After removing the incomplete responses, 98 acceptable surveys remained, yielding a total of 1568 observations. The parameters were estimated for each student in the sample individually, and the sample as a whole. The averaged results and model fit statistics are shown in Table 1, indicating that the estimated parameters are highly significant.

The conjoint data presented in Table 1 indicate wide variations in the relative importance of the criteria considered. The most important criterion is the one concerning the clarity and comprehensibility of the teacher’s presentation (C1), followed by the criteria relating to the methodical and systematic approach to lectures (C2), and the tempo of lectures (C3).
approach to lectures (C2), and the tempo of lectures (C3). The three criteria listed cover more than 50% of the total importance, and these results were further used for the efficiency evaluation in step II.

Step II. DEA analyses were carried out in order to compare teachers, make a distinction between their performances, and find out advantages and disadvantages. The official database consists of student evaluation of teaching according to criteria C1 to C8 (1-5) for all teachers. We have selected 27 teachers (DMUs) who hold classes for students that participated in the conjoint research. This sample is representative because it includes professors and teaching assistants in all academic positions (full professor, associate professor, assistant professor, and teaching assistants); they are equally represented across the departments, and there is an almost equal ratio of male to female. Teachers’ average scores on each of the eight criteria obtained as a result of the students’ evaluations are treated as DEA outputs to be as high as possible since the single input is a dummy value of 1. The number of teachers observed as DMUs (27) is more than three times the number of criteria considered (8), which means that the rule of thumb suggested by Banker et al. [44] is satisfied. Descriptive statistics of the criteria values (DEA outputs) are given in Table 2.

Table 2. Subjective criteria descriptive statistics.

| Criteria | Min | Max | Mean | Std. Dev |
|----------|-----|-----|------|----------|
| C1       | 2.17| 5.00| 4.400| 0.535    |
| C2       | 2.22| 5.00| 4.369| 0.559    |
| C3       | 2.17| 5.00| 4.302| 0.565    |
| C4       | 2.67| 4.95| 4.527| 0.470    |
| C5       | 1.72| 4.92| 4.380| 0.652    |
| C6       | 2.00| 4.85| 4.194| 0.624    |
| C7       | 1.83| 4.85| 4.127| 0.643    |
| C8       | 1.78| 5.00| 4.375| 0.632    |

The directions of the methodology proposed in the previous section were implemented as Scenario A (criteria reduction) and Scenario B (weights restriction). Prior to this, the following marks and teacher ranks were calculated: the EWSM mark (equal weighted sum method), the WSM-Conjoint (weighted sum method with conjoint criteria importance values used as weights [63]), and the basic CCR DEA efficiency score (1). The CCR DEA model was chosen since the data range is small, and there is only one dummy input. Therefore, constant return to scale is expected. The descriptive statistics of these values are shown in Table 3.

Table 3. Results’ descriptive statistics.

|                  | EWSM-Original | WSM-Conjoint | DEA     |
|------------------|---------------|--------------|---------|
| Min              | 2.073         | 2.098        | 0.539   |
| Max              | 4.944         | 4.960        | 1.000   |
| Mean             | 4.335         | 4.344        | 0.941   |
| Std. Dev         | 0.544         | 0.541        | 0.090   |

Spearman’s rho correlations

|                  | EWSM-Original | WSM-Conjoint | DEA     |
|------------------|---------------|--------------|---------|
| EWSM-Original    | 1             | 0.993 **     | 0.809 **|
| WSM-Conjoint     | 0.993 **      | 1            | 0.797 **|
| DEA              | 0.809 **      | 0.797 **     | 1       |

** Significant at the 0.01 level (2-tailed).

3 efficient teachers, $h_k \geq 0.95$ for 18 out of 27 DMUs

The results of the Spearman’s test show that the correlation between the EWSM-Original and WSM-Conjoint ranks is almost complete, due to the accumulation of an average rate of teachers between 4 and 5. These results were expected since all mean values were higher than 4 (Table 2). On the
other hand, the DEA ranks were correlated with the other ranks with a value of 0.803. Furthermore, the results show that three out of 27 teachers are efficient, but it is interesting that two-thirds of teachers have efficiency indexes greater or equal to 0.95. This is due to criteria value accumulation as well as a flexible choice of weights. The weight assignment scheme is not forced to be symmetric [54] and results in the existence of many zeros in the weight matrix. For example, in the matrix for three teachers, there are just four nonzero weights (Table 4).

Table 4. Teachers' ranks and DEA weights.

| DMU | Ranks EWSM-Original | DEA WSM-Conjoint | DEA θ | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 |
|-----|---------------------|------------------|-------|----|----|----|----|----|----|----|----|
| 1   | 6                   | 14               | 0.982 | 0  | 0  | 0  | 0.82| 0  | 0.18| 0  | 0  |
| 2   | 13                  | 4                | 0.996 | 0  | 0  | 0  | 1   | 0  | 0   | 0  | 0  |
| 17  | 20                  | 5                | 0.996 | 0  | 0  | 0  | 0   | 0  | 1   | 0  | 0  |

Extreme differences in the ranks of the teachers shown in Table 4 are just a consequence of the DEA weight assignment. In the case of teacher DMU 1, only two of the criteria are taken into account for calculating her/his efficiency score. These are criteria C4 and C6, whose relative importance are less than 10% according to the conjoint results. Therefore, the rank is lower than the ranks obtained by the EWSM-Original and WSM-Conjoint methods. On the other hand, in the cases of teachers DMU 2 and DMU 17, just one criterion, with the highest average rate, was weighted and their DEA ranks are therefore better than the ranks according to two other methods. Obviously, the evaluation method has an impact on the final result.

To overcome the above problems, the conjoint analysis data were used to increase the discriminatory power of the DEA method as proposed in the methodological framework.

**SCENARIO A: Reducing the number of criteria**

In a real-world application, it is often necessary to choose adequate outputs from a set consisting of a large number of criteria. For that purpose, it was possible to use a multivariate correlation analysis. However, since almost all correlations are higher than 0.95, which means that only one output would remain, we suggest using criteria importance values from conjoint analysis. The most important criteria C1, C2, and C3 were selected since they cover 56.87% of the total criteria importance (see Table 1). The descriptive statistics of the results obtained by the DEA method, based on criteria C1, C2, and C3 are given in the column “Conjoint & DEA” in Table 5. It is evident that the discriminatory power significantly increased, as only one professor and two teaching assistants were assessed as efficient by the three major output criteria. The number of teachers with efficiency indexes over 0.95 also decreased.

**SCENARIO B: Imposing weights restriction**

In a situation where stakeholders believe that all criteria are significant and should be included in the analysis, weight restrictions can be imposed in DEA models to cover stakeholders’ opinions and to reduce the number of zero weights. Here we propose a procedure with the following steps:

1. Set \( f \) as an index of criterion with the lowest importance \( FI \) according to results of the conjoint analysis
2. Impose boundaries for all criteria evaluated by the conjoint analysis. AR DEA constraints presented as Equation (2) in Section 2.1, are defined here as follows:

\[
\frac{FI_r}{\min_r(FI_r)} \leq \frac{v_r}{v_f} \leq \frac{\max_r(FI_r)}{\min_r(FI_r)}, r = 1, \ldots, s. \tag{5}
\]
For example, C4 is the criterion with the lowest importance value ($v_f = v_4, \min(F_I) = 0.0796$) and C1 is the criterion with the highest importance value ($\max(F_I) = 0.2298$). So, the upper bound is $\max(F_I) / \min(F_I) = 2.89$ and it is the same for each criterion, which means that the upper bounds are symmetric [64]. On the other hand, the lower bound differs depending on the $F_I$ value (Table 1) and varies from 1.12 for C8 to 2.89 for C1. That indicates that the lower bounds are asymmetric.

The descriptive statistics of the results obtained by the AR DEA method are given in the column “Conjoint AR DEA”. With restricted weights, the discrimination power of DEA is increased. Obviously the full ranking, according to all output criteria, is provided for the set all teachers (T) who are classified into subsets of professors (P) and teaching assistants (TA).

The Spearman’s rank correlation analysis of all the ranks for all 27 teachers is given in Table 6. The results obtained by the last analysis are highly correlated with the original ranks and with the DEA ranks based on three criteria selected conjointly.

Table 5. Results of teacher efficiency evaluation.

| Method          | DEA | Conjoint & DEA (Scenario A) | Conjoint AR DEA (Scenario B) |
|-----------------|-----|-----------------------------|------------------------------|
| $m + s$         | 8   | 3 (C1, C2, C3)              | 8                            |
| Teachers        | T   | T + A                       | T + A                        |
| No. of DMUs     | 27  | 10                          | 27                            |
| Average         | 0.941 | 0.943                     | 0.941                         |
| SD              | 0.088 | 0.055                     | 0.085                         |
| Max             | 1.000 | 1.000                     | 1.000                         |
| Min             | 0.539 | 0.866                     | 0.445                         |
| $h_k = 1$       | 3   | 6                          | 7                            |
| $h_k \geq 0.95$ | 18  | 6                          | 7                            |

Table 6. Spearman’s rho correlations.

|                    | EWSM-Original | WSM-Conjoint | DEA | Conjoint & DEA (Scenario A) | Conjoint AR DEA (Scenario B) |
|--------------------|---------------|--------------|-----|-----------------------------|------------------------------|
| Original           | 1.000         | 0.993        | 0.809 | 0.933                 | 0.997                         |
| Conjoint           | 1.000         | 0.797        | 0.939 | 0.991                 |                              |
| DEA                | 1.000         | 0.777        | 0.820 |                      |                              |
| Conjoint & DEA     | 1.000         | 0.941        |      |                      |                              |
| Conjoint AR DEA    |               |              |      |                      | 1.000                        |

Verification of the DEA Results

The descriptive statistics for the data used in the example (Table 2) indicate low heterogeneity among the criteria values. Therefore, according to Spearman’s rank correlation analysis, there are no big differences between the results for the original method (EWSM) and the WSM Conjoint and Conjoint DEA results. This conclusion is consistent with Buschken’s claim [65] that the naive model almost perfectly replicates the DEA efficiency scores for constant return-to-scales and low input–output data heterogeneity. Therefore, it can be concluded that the heterogeneity of input–output data is essential to take advantage of the DEA capability. In order to verify the methodology, we invented two artificial datasets (one with 27 and one with 1000 DMUs) in which the values of the inputs were generated from a uniform distribution over the interval [1, 5]. The simulated inputs were less correlated (0.34–0.81) than in the original data (0.75–0.998). The results of the analyses for both datasets are given in Table 7.
Table 7. DEA results for simulated data.

| Method                          | DEA | Conjoint & DEA (Scenario A) | Conjoint AR DEA (Scenario B) |
|---------------------------------|-----|-----------------------------|-------------------------------|
|                                 | 8   | 3                           | 8                             |
| No. of DMUs                     | 27  | 1000                        | 27                            |
| Average                        | 0.971 | 0.948                      | 0.827                        |
| SD                             | 0.061 | 0.055                      | 0.179                        |
| Max                            | 1.000 | 1.000                      | 1.000                        |
| Min                            | 0.760 | 0.637                      | 0.390                        |
| $h_k = 1$                      | 23 (85.19%) | 153 (15.3%)              | 5 (18.52%)                   |
| $h_k \geq 0.95$                | 23 (85.19%) | 613 (61.3%)              | 9 (33.33%)                   |

According to the results obtained by solving the CCR DEA model for the first data set, there are more efficient DMUs (23 out of 27) than in the original dataset (Table 5). In the second, bigger data set there are 153 efficient DMUs and 613 DMUs with efficiency greater than or equal to 0.95. Due to the heterogeneity of the simulated data and the possibility of each DMU to find a good enough criterion and to prefer it with a sizeable optimal weight value, while putting minimal weights on the other criteria [48], the discrimination power of the DEA method is feeble. However, the DEA results obtained by incorporating using conjoint weights, either for a reduced number of criteria or for weights restrictions, are much more realistic, with a lower percentage of efficient DMUs. There are just five efficient DMUs out of 27 in both scenarios and nine with an efficiency score greater than or equal to 0.95. Furthermore, for the set of 1000 DMUs, just three DMUs were evaluated as efficient in Scenario A since there are fewer criteria (just three) for selecting a preference with maximal weight. Scenario B, with imposed weights restrictions and compressed feasible set, evaluates only 18 out of 1000 as an efficient DMUs. All this proves that imposing conjoint analysis results into the model contributes to the distinction between efficient and inefficient DMUs.

4.2. Objective Assessment of Teacher’s Efficiency

4.2.1. Objective Assessment of Teaching Efficiency

Assessing the efficiency of the teaching process ensures continuous monitoring of whether the teacher achieves the prescribed objectives, outcomes, and standards. This is a continuous activity that expresses the relationship between the evaluation criteria. In the proposed methodological framework, a classical output-oriented CCR model was used for the objective assessment of the teaching efficiency, the parameters of which are:

Inputs:
1. The total number of students registered for the listening subject by each of the selected teachers, over one academic year (I1)
2. Annual salary of the teacher (I2)

Outputs:
1. Total number of students who passed the exam with the chosen subject teacher in one academic year (O1)
2. Average exam grade per subject/teacher (O2)

Data on the number of students who registered for exams (I1), as well as those who passed them in one school year (O1) and the average grade per subject/teacher, were taken from the student services at the faculty. Teacher salaries (I2) are determined according to their position, years of service, and the variable part of the salary relating to workload.
When it comes to an objective assessment of the efficiency of the teaching process, five teachers have an efficiency index of 1. A satisfactory 29% of the teachers have an efficiency index of greater than 0.9, which means that based on this objective efficiency assessment criterion, almost a third of the teachers are efficient.

4.2.2. Assessment of the Research Efficiency

Teacher ranking has become increasingly objective over the past few years thanks to new methods, a systematic approach and well-developed, organized academic networks and databases [65]. Mester [66] states that the leading indicators for the metric of teachers’ scientific research work are: number of citations, $h$-index, and $i_{10}$ index. The $h$-index (Hirsch’s index) of researchers was introduced in 2005 by German physicist Hirsch [67], and it represents the highest $h$ number, when $h$ number of citations agrees with $h$ number of published papers to which the citations refer. The $i_{10}$ index was introduced in 2004 by Google Scholar and it represents the total number of published papers with ten or more citations [68]. The total number of citations is an excellent indicator since the data are publicly available, reliable, objective, and collected quickly.

According to the results achieved over five-year period, the researcher is classified into one of six categories predefined by the Ministry of Science and Technological Development of the Republic of Serbia: A1–A6; T1–T6. Depending on which category they belong to, and their academic position, teachers are paid an additional monthly amount. In addition to these earnings, by expert decision at a professional meeting, the university approves a quota (annual) which teachers can use to co-finance participation in scientific gatherings in the country and abroad. The total value of the earnings (scientific research costs) received by a teacher for scientific research work is equal to the extra earnings. In further analysis, scientific research costs will be taken as input values.

When formulating the DEA model, which is used to analyze the efficiency of teachers’ research efficiency, it is required that the functional dependence of the output and input has the mathematical characteristic of isotonicity. A correlation analysis between the inputs and outputs was performed in order to prove the character of isotonicity. The results of the descriptive statistics are given in Table 8.

| Parameters          | Scientific Research Costs | Number of Citations | $h$ Index | $i_{10}$ Index |
|---------------------|---------------------------|---------------------|-----------|----------------|
| Min                 | 58419.00                  | 683                 | 14        | 17             |
| Max                 | 91666.70                  | 20                  | 3         | 1              |
| Average value       | 32153.10                  | 205.18              | 6.81      | 5.25           |
| Standard deviation  | 16368.70                  | 161.16              | 2.74      | 4.14           |

| Correlation         | Scientific research costs | Number of citations | $h$ index | $i_{10}$ index |
|---------------------|---------------------------|---------------------|-----------|----------------|
|                     | 1                         | 0.646               | 0.624     | 0.616           |
| Number of citations | 1                         | 0.925               | 0.892     | 0.944           |
| $h$ index           | 1                         | 1                   |           |                |
| $i_{10}$ index      |                           | 1                   |           | 1              |

The data in Table 8 show that the correlation coefficient is positive and that the isotonicity is not broken. The EMS software tool was used to solve the output-oriented CCR model, and the results obtained are shown in Table 9.
Table 9. Aggregated assessment of teacher efficiency and final rank.

| DMU | Subjective Teachers’ Efficiency | Objective Teachers’ Efficiency | Overall Teachers’ Efficiency | Rank |
|-----|--------------------------------|--------------------------------|-----------------------------|------|
|     | Conjoint & DEA (Scenario A)   | Teaching                       | Research                    |      |
| 1   | 0.9581                        | 0.989                          | 0.7941                      | 9    |
| 2   | 0.9571                        | 0.696                          | 1                           | 5    |
| 3   | 0.7913                        | 0.991                          | 1                           | 8    |
| 4   | 0.4444                        | 0.742                          | 0.8037                      | 27   |
| 5   | 0.8769                        | 0.955                          | 1                           | 3    |
| 6   | 0.9857                        | 0.755                          | 0.6334                      | 22   |
| 7   | 0.9429                        | 0.979                          | 0.8478                      | 7    |
| 8   | 0.8552                        | 0.7262                         | 0.8391                      | 18   |
| 9   | 0.9165                        | 0.769                          | 0.8439                      | 15   |
| 10  | 0.9765                        | 1                              | 0.9898                      | 1    |
| 11  | 0.9586                        | 0.739                          | 0.7649                      | 16   |
| 12  | 0.8424                        | 0.991                          | 0.8889                      | 11   |
| 13  | 0.95                          | 0.692                          | 0.6071                      | 26   |
| 14  | 0.9091                        | 0.761                          | 0.6524                      | 25   |
| 15  | 0.8409                        | 0.955                          | 1                           | 4    |
| 16  | 0.8667                        | 0.937                          | 0.6655                      | 23   |
| 17  | 0.8345                        | 0.947                          | 0.7697                      | 19   |
| 18  | 0.95                          | 0.767                          | 0.6877                      | 21   |
| 19  | 0.9238                        | 0.767                          | 0.6877                      | 24   |
| 20  | 0.86                          | 1                              | 0.9373                      | 6    |
| 21  | 0.8211                        | 0.992                          | 0.8877                      | 14   |
| 22  | 0.8248                        | 1                              | 0.9065                      | 10   |
| 23  | 1                            | 1                              | 0.9683                      | 2    |
| 24  | 0.8267                        | 1                              | 0.7692                      | 17   |
| 25  | 0.9789                        | 0.948                          | 0.7252                      | 13   |
| 26  | 0.9733                        | 0.767                          | 0.6877                      | 20   |
| 27  | 0.9833                        | 0.889                          | 0.769                       | 12   |
| Average | 0.8907                     | 0.8999                      | 0.8157                      | 36%  |
| SD  | 0.1092                        | 0.1168                        | 0.1285                      | 0.07245 |
| Max | 1                            | 1                            | 1                           | 0.9898 |
| Min | 0.4444                        | 0.692                        | 0.6071                      | 0.6362 |
| $h_k = 1$ | 1                          | 6                           | 5                           | 0   |
| $h_k \geq 0.95$ | 11                        | 13                          | 6                           | 2    |

4.3. Aggregated Assessment of Overall Teacher’s Efficiency

Based on the proposed methodological framework (Figure 2), the aggregated score of teacher efficiency was obtained as the sum of the subjective and objective scores multiplied by the weight coefficients obtained by the AHP method. The weight coefficients are evaluated as average values of efficiency indices’ importance, given by 72 teachers from the Faculty of Organizational Sciences who are familiar with the AHP method. The evaluation was conducted in September 2017 and March 2018. The final values of the weight coefficients were obtained as the average value of all 72 vectors of the eigenvalues of the matrix, which are: $w_1 = 0.43$ (subjective teachers’ efficiency), $w_2 = 0.21$ (objective teaching efficiency), and $w_3 = 0.36$ (research efficiency). The values obtained for the weight coefficients show that the subjective assessment of teaching has double the significance of the objective assessment of teaching. The teachers also considered that the importance of research work is 36% in the aggregated assessment of efficiency.

The final result for the efficiency indexes of the teachers and their rank are shown in Table 9. The teachers were ranked based on the aggregated assessment of efficiency. Only two teachers had an aggregated efficiency index over 0.95. Rank 1 was assigned to DMU 10 (assistant professor); he/she was ranked first based on the objective assessment of efficiency. Rank 2 was assigned to DMU 23 (teaching assistant), given the slightly lower score of research efficiency, although he/she was first-ranked in teaching efficiency.

The lowest-ranked was DMU 4 (full professor), whose lectures were rated lowest by the students. His research efficiency was significantly higher than the results of the teacher ranked last but one (DMU 13), for whom the priorities were to improve the objective assessment both of teaching and...
scientific research work. This indicates the advantage of applying the proposed model for assessing the overall teachers’ efficiency.

Two teachers (DMU 8 and DMU 22) have practically the same rating for teaching efficiency; however, DMU 22 dominates over DMU 8 based on scientific research work and acts as an exemplary model for it.

The importance of the results obtained by the AHP method confirms the use of only DEA. The input was a dummy and the output was three ratings. Twenty-one teachers had an efficiency index greater than 0.95, while 10 teachers had an efficiency index of 1. However, the AHP method enables comprehensive DMU ranking. Descriptive statistics (Table 9) show the research efficiency has the lowest average value of 0.81, while only six teachers were evaluated with a score higher or equal to 0.95. The average subjective and objective teaching efficiency are relatively balanced, around 0.89. Furthermore, 11 teachers might be considered as subjectively and 13 teachers as objectively good performers ($h_k \geq 0.95$). Accordingly, the potential for efficiency growth can be found in the improvements of research and publishing quality, which will have a positive impact on the citation. The improvement can be achieved by upgrading subjective teaching efficiency, since it is considered as the most important one ($\omega_1 = 0.43$). Particular focus should be on a methodical approach to teaching, a more understandable presentation of teaching content, and a slower lecture tempo as criteria of particular relevance to students.

5. Conclusions

Each entity aims to provide the most reliable, useful, and inexpensive business analysis. One of these entities is DEA, which can help managers make processes easier and focus on the key business competencies. DEA is an effective tool for evaluating and managing operational performances in a wide variety of settings. Since DEA gives different indexes of efficiencies with varying combinations of criteria, the selection of inputs and outputs is one of the essential steps in DEA.

The DEA efficiency index is a relative measure, depending on the number of DMUs and the number and structure of the criteria included in the analysis. It requires more considerable effort to determine the efficiency index of each DMU when there are a number of criteria. The criteria number is usually reduced using statistical methods such as regression and correlation analysis.

This paper suggests the use of conjoint analysis to select more relevant teaching criteria based on student preferences. The criteria importance values derived from stakeholder preferences are the basis for selection of the most appropriate set of criteria to be used in the DEA efficiency measurement phase. Applying the framework to the evaluation of teachers from the students’ perspective shows that (a) not all criteria are equally important to stakeholders, and (b) the results vary depending on the method employed and the criteria selected for the evaluation. For this reason, this paper combines conjoint analysis as a method for revealing stakeholder preferences, and DEA as an “objective” method for evaluating performance, which does not require a priori weight determination. Additionally, DEA makes it possible to incorporate stakeholder preferences, either as weight restrictions or adequate criteria selection. The AHP method provides the ability to decompose the decision-making problems hierarchically and allows the DMU to be thoroughly ranked.

The methodological framework proposed in this paper has several advantages that can be summarized as follows:

- It allows subjective and objective efficiency assessment, as well as determining an overall efficiency score by considering the weights associated with the various aspects of efficiency;
- It provides better criteria selection that is well-matched for the stakeholders and allows the selection of different criteria combinations suitable for different objectives and numbers of DMUs;
- It incorporates students’ preferences by selecting a meaningful and desirable set of criteria or imposing weight restrictions;
- It identifies key aspects of teaching that affect student satisfaction;
• It increases the discriminative power of the DEA and thus enables a more realistic ranking of teachers.

The value and validity of applying this original methodological framework are illustrated through the evaluation of teachers at the Faculty of Organizational Sciences. The significance of the proposed framework is particularly seen in its adaptability and flexibility. It also enables a straightforward interpretation of teachers’ efficiency, of all the criteria that describe teaching and research, and provides a clear insight into which assessment is weak and which criterion is causing it. Therefore, teachers are suggested to improve teaching efficiency by observing their efficient colleagues and digging deep into content knowledge. At the institutional level, quality of research and publishing on one hand, and enhancement of presentation, methodical, and systematic approaches to lectures on the other hand, are the main drivers of teachers’ efficiency augmentation.

Further research can be directed towards procedures for improving the assessment of universities, their departments, and staff, taking into account other relevant criteria such as the total number of publications and/or number of publications published in the last three years, the number of publications in journals indexed in the WoS and Scopus databases, average number of citations per publication, etc. The study can also be directed to other fields, including measuring the satisfaction of service users, where the proposed methodology would represent the general paradigm for measuring efficiency according to all the relevant criteria.
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