A Novel Search Ranking Method for MOOCs Using Unstructured Course Information
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Massive open online courses (MOOCs) have gained considerable global attention in the field of education. It offers a new way for organizations to share their knowledge and offer world-class education to the public [1]. A survey by Class Central shows more than 900 universities around the world launched more than 11.4 thousand MOOCs in various MOOC platforms in 2018 [2]. The number of students enrolled in MOOCs increased from 78 million in 2017 to more than 101 million in 2018.

With the increasing popularity of MOOCs, hosting as many courses as possible to satisfy various demands from students is a profitable business strategy for MOOC platforms. However, a common issue for MOOC platforms is that many courses in a platform have similar titles but different technical contents. Many courses with different titles may also have similar content because they cover the same knowledge points. Take http://Coursera.com/, for example; when we search the keyword “machine learning,” more than 100 courses show up with titles containing the keyword “machine learning.” These courses, such as “TensorFlow in Practice,” in the list of search results also include related knowledge points although their titles do not have the keyword “machine learning.” In such a case, if a student wants to learn certain knowledge or skills, the large number of similar courses makes it difficult for students to choose the right courses and achieve their personalized learning objectives.

From the perspective of the platform, designing methods to assist students in finding MOOCs that can satisfy their learning objectives are necessary. Many methods have been proposed to construct selection and ranking models for MOOCs. For example, Bousbahi and Chorfi [3] designed the case-based reasoning (CBR) approach and information retrieval technique to recommend MOOCs for learners. Elbadrawy and Karypis [4] investigated how student characteristics and course features affect course enrollment patterns. In these studies, the structured demographic characteristics, study records, and course features are the main information used to infer the learning
preferences of students. However, a large amount of unstructured data has not been explored fully to analyze student behaviors and provide personalized services.

In the MOOC platform, unstructured textual data, such as course descriptions, course skills, and student reviews usually imply useful course features. For example, http://Coursera.com/ (Figure 1) uses “About this Course” to introduce a specific course. Teachers can also present “skills you will gain” to indicate the contents and methods to be delivered in the course. The course description and skills help students know the teaching contents. Students can thus evaluate whether a course can meet their learning objectives [5]. For course search services, utilizing the textual information is useful for platforms to understand both the courses' teaching contents and students' learning objectives.

This paper designed a novel search ranking method for MOOCs with the unstructured course description released in MOOC platforms and the course skills given by teachers. When students click on a specific course or search some keywords in a MOOC platform search engine, we propose a model that can analyze the unstructured textual information and present students with a sorted list of courses. In the proposed method, the first stage is a latent Dirichlet allocation (LDA-) based model to cluster courses into groups. The courses in the same clusters are considered to cover similar knowledge because they have comparable learning topics. All MOOC platforms offer many courses, and thus, each course cluster obtained in the first stage usually includes many courses. Hence, presenting all courses in the same cluster to students when they search for a keyword or click on a specific course is unreasonable and impractical. The second stage is a CourseRank algorithm to rank the courses in a cluster with the unstructured course skills. Courses with higher rankings are then selected and presented to the students. In general, the contributions of this study are three-fold:

1) Technology-enhanced learning is a promoting trend in the field of education. Daniel suggested that working with big data and data science requires specialized skills lacking in many educational researchers [6]. This paper introduces machine learning technologies (i.e., LDA and PageRank algorithm) to the field of education research. The proposed models benefit research in the field of education by providing new technologies and tools to help researchers work with big data and data science. This study is valuable because it can help understand learners’ cognition by analyzing the unstructured course information and can increase business efficiency for the MOOC platforms.

2) We employ the unstructured course description released in MOOC platforms and the course skills given by teachers for the course ranking algorithm. Although the unstructured course information contains rich knowledge on learning and teaching objectives, researches that have integrated the unstructured textual information are minimal, especially course skills information, into the course search ranking problem.

3) Instead of segmenting courses by clustering description words, the LDA-based model clusters the courses by extracting latent topics implied in the contents. This strategy can improve the results of
the course clustering and help platforms filter out unrelated courses to meet the individual preferences of students.

The remainder of our research is organized as follows. Section 2 reviews the related work in literature. In Section 3, we propose the course clustering model and the course ranking model. In Section 4, we conduct experiments on the dataset from Coursera to test our proposed method. Section 5 concludes our research and provides the future directions.

2. Related Work

In this section, we review the previous works on MOOCs relevant to our study. We review the literature on student behaviors in the MOOC environment and the machine learning methods for MOOC ranking.

2.1. Student Behavior in the MOOC Environment. In the educational research, MOOC has drawn wide attention from scholars because it has been considered as one of the most effective online learning forms [7]. Bodily et al. regarded MOOC as one of the most important trends for instructional design and technology [8]. Zhu et al. reviewed MOOC research from 2014 to 2016 and classified current researches into several categories [9]. Costello et al. conducted a systematic review of research about the role of Twitter in the context of MOOCs from 2011 to 2017 [10]. Summarizing these literature reviews and current researches on MOOCs, student behavior is seen to be the most popular topic in literature, and current research generally used survey data to analyze student behaviors by descriptive statistics.

To study student behaviors in MOOCs environment, many scholars focused on student engagement in courses. For example, Aparicio et al. proposed a theoretical framework to identify the factors impacting MOOC use and satisfaction and empirically measure these factors in a real MOOC context [11]. Deng et al. developed and validated a MOOC engagement scale to measure learner engagement [12]. They found that behavioral engagement, emotional engagement, cognitive engagement, and social engagement are the four dimensions of student engagement in MOOCs. By taking into account factors such as expectancies, values, and social influence, Luik et al. studied factors that motivate the enrolment of learners in programming MOOCs [13]. Their study showed that interest in the course and personal suitability is the highest-rated motivational factors. Social influence and usefulness related to certification are the lowest-rated factors. Current literature investigated student engagement in MOOCs from the perspective of self-determination theory and the theory of relationship quality [14].

Aside from investigating student engagement, current literature also studied the learning behaviors of students after they enrolled in MOOC platforms. Cohen et al. characterized the active learners in forums and found that the completion status of learners significantly correlates to their activity in the forums [15]. Hood et al. examined how the current role and context of learners influence their ability to self-regulate their learning in the MOOC environment [16]. Significant differences were identified between learners with different characteristics. Guo and Reinecke studied the navigation behavior of students in the learning process [17]. Their results indicated that older students and those from countries with smaller student-teacher ratios are more comprehensive and nonlinear when navigating through the course.

The related works reviewed above indicate that most existing studies on MOOCs are empirical studies that use surveys or interview data [18]. New data sources and new methodologies are required to analyze learning behaviors in the MOOC environment. The literature review indicated that students with various characteristics often have different learning preferences and behaviors. Therefore, the MOOC platform needs a design operative strategy to predict student preference and provide suitable courses [19].

2.2. Machine Learning for MOOC Ranking. In the past several years, machine learning methods have been applied gradually to address issues in the field of MOOC research. Researchers employed methods such as random forest (RF), support vector machine (SVM), and LDA to understand student behaviors [20]. For example, Peng and Aggarwal transformed the MOOC dropout problem as a classification issue and designed several machine learning models based on SVM, gradient boosting decision trees, AdaBoost, and RF to solve the problem [21]. LDA is a popular text mining method for MOOCs. Ramesh et al. designed a seeded LDA model to understand MOOC discussion forums [22]. Atapattu and Falkner proposed an LDA-based framework to generate and label discussion topics automatically [23].

Course recommendation is an important research topic that emphasizes the employment of machine learning methods in the MOOC environment. Guo and Reinecke suggested that the function of course recommendation is necessary for MOOC platforms because it can help platforms provide proper courses to students and incentivize them to engage with the study process [17]. Hence, Bousbahi and Chorfi designed a MOOC recommendation method using CBR, which can effectively find the best learning resources for students [3]. Elbadrawy and Karypis proposed a domain-aware method to recommend courses based on the academic features of student and course groups [4]. Pang et al. proposed a multilayer bucketing recommendation method to recommend courses on MOOC platforms and designed a map-reduced technique to improve recommendation efficiency [24].

The above literature indicates that machine learning is one of the most popular methodologies in education research. However, although existing methods are useful, they usually rank courses by analyzing structured learning records or learner features. The unstructured data such as course descriptions and tags are yet to be explored. This paper employed LDA and PageRank to generate reasonable search results in the MOOC platforms. LDA and PageRank are machine learning methods widely used in various fields [25]. This study utilized the LDA algorithm to analyze course descriptions and cluster courses into groups, whereas the
PageRank algorithm was used to rank the courses in the same clusters. The proposed method is detailed next.

3. Search Ranking Method for MOOCs

In this section, we propose the search ranking method for courses based on the LDA and PageRank algorithm. Figure 2 provides the framework of our search ranking method. Figure 2 shows that based on the textual description information, we design a LDA-based model to cluster courses. For the courses in each cluster, a course ranking algorithm is proposed based on the skills which will gain through the courses. We provide the details of the proposed search ranking method for the course in the following sections.

3.1. Stage 1: LDA-Based Model for Course Description Clustering

We now provide the LDA-based model for course clustering. LDA uses an unsupervised Bayesian model to capture context-specific dimensions implied in the unstructured course description. Based on LDA, each observed word in the course description can be allocated to a certain topic and the course description is regarded as a mix of multiple topics. In this section, we first provide the related formulation, followed by an LDA-based model for course description clustering. Then, we propose the parameter inference process from the course description information.

3.1.1. Formulation

In our model, a collection of course description exists, \( M = \{w_m\}_{m=1}^{M} \) and \( w_m = \{w_{mi}\}_{i=1}^{N_m} \) is a vector of words in course description \( m \).

**Definition 1.** (Number definition). \( K, M, \) and \( V \) are the number of course topics, course descriptions, and unique words in all course descriptions, respectively. Words are indexed by \( v \in \{1, 2, \cdots, V\} \), and \( N_m \) is the number of the word taken in course descriptions.

**Definition 2.** (Course topics and words). \( Z_{m,n} \) is the topic associated with the \( n \)-th word in the course description \( m \), and \( W_{m,n} \) is the \( n \)-th word in document \( m \).

**Definition 3.** (Variables for probability distribution). \( \theta_m \rightarrow \) is the multinomial distribution of topics specific to course description \( m \), which is a proportion for each course description, and each one is an \( M \times N \) matrix. \( \phi_k \) is the multinomial distribution of words specific to the topics \( k \), which is a proportion for each topic and each one is a \( K \times V \) matrix.

**Definition 4.** (Variables for hyperparameter). \( \alpha \) is the hyperparameter to the multinomial distribution \( \theta_m \rightarrow \), \( \beta \) is the hyperparameter to the multinomial distribution \( \phi_k \).

3.1.2. Model Description

This section presents the details of the LDA-based model for course description clustering. Figure 3 illustrates the relationships between the parameters used in the proposed model. The generative process is presented in Algorithm 1. For a better explanation, this model can be divided into two phases.
For each course topic \( k \in [1, K] \):

(a) Draw a multinomial \( \vec{\phi}_k \) from a Dirichlet prior \( \beta \); 

(b) For each course description \( m \in [1, M] \):
   i. Draw a topic \( Z_{m,k} \) from multinomial \( \vec{\theta}_m \); 
   ii. Draw a word \( W_{m,n} \) from multinomial \( \vec{\phi}_k(k = Z_{m,n}) \);

Algorithm 1: Generative process of LDA.

(1) Phase 1: Modeling the Topic of the Course Description. In this model, we assume that each topic for the course description is represented by a word distribution. We model each topic \( k \in \{1, 2, \cdots, K\} \) as a vector \( \vec{\phi}_k \) that follows a Dirichlet distribution over the \( V \) words.

\[
\vec{\phi}_k \sim \text{Dir}(\beta),
\]

where \( \beta \) is a symmetric Dirichlet prior.

(2) Phase 2: Modeling Words Distribution of Course Description. The key point of the LDA-based model for course description clustering is that each course description can be viewed as a mix of the latent topics, and each word in the course description has the corresponding topic. We model each course description \( m \in [1, 2, \cdots, M] \) as a vector \( \vec{\theta}_m \) that follows a Dirichlet distribution over the \( K \) topics.

\[
\vec{\theta}_m \sim \text{Dir}(\alpha),
\]

where \( \alpha \) is a symmetric Dirichlet prior.

We use the multinomial distribution \( \vec{\theta}_m \) to sample a topic \( Z_{m,k} \) for course contents. After determining the topic \( Z_{m,k} \), we use the multinomial distribution \( \vec{\phi}_k \) to sample the word \( W_{m,n} \).

3.1.3. Model Inference. The above process of the LDA-based model appears to be a relatively simple model but ensuring the accuracy of the derivation is difficult. We use Gibbs sampling to deal with this intractable question. Two steps (i.e., calculate the joint distribution and obtain the conditional distribution probability) are used to infer the parameters of the proposed model. The details of the reference process are as follows:

Calculate the Joint Distribution. The calculation of the joint distribution \( P(W, Z | \alpha, \beta) \) can be divided into two parts by

\[
P(W, Z | \alpha, \beta) = P(W, Z | \beta)P(Z | \alpha),
\]

where \( P(W, Z | \beta) \) is the probability of word generation in the entire course descriptions and \( P(Z | \alpha) \) is the probability of topic. Because the process of generating topics for the \( M \) courses in the course description sets is independent of each other, we can take the advantage of Dirichlet—the multinomial conjugated structure and conjugate priors to calculate the first probability in Equation (1) by

\[
P(W, Z | \beta) = \int P(W | \Phi, Z)P(\Phi | \beta) d\Phi
\]

\[
= \int P(W | \Phi)P(\Phi | \beta) d\Phi,
\]

where \( n_k^{(v)} \) is the number of words \( v \) assigned to topic \( k \) and \( \Gamma(x) \) in Equation (4) is the gamma function. In a similar way, \( P(Z | \alpha) \) can be calculated by

\[
P(Z | \alpha) = \int P(Z | \theta)P(\theta | \alpha) d\theta
\]

where \( n_m^{(k)} \) represents the number of words in course description \( m \) assigned to topic \( k \).

Through Equations (4) and (5), we can obtain the joint contribution:

\[
P(W, Z | \alpha, \beta) = \left( \frac{\Gamma \left( \sum_{v=1}^{V} n_k^{(v)} + \beta_v \right)}{\prod_{v=1}^{V} \Gamma(\beta_v)} \right)^K \prod_{k=1}^{K} \frac{\Gamma \left( \sum_{v=1}^{V} n_k^{(v)} + \beta_v \right)}{\prod_{v=1}^{V} \Gamma(\beta_v)}
\]

\[
\times \prod_{k=1}^{K} \frac{\Gamma \left( \sum_{m=1}^{M} n_m^{(k)} + \alpha_k \right)}{\prod_{m=1}^{M} \Gamma(\alpha_k)}
\]

\[
\prod_{m=1}^{M} \frac{\Gamma \left( \sum_{k=1}^{K} n_m^{(k)} + \alpha_k \right)}{\prod_{k=1}^{K} \Gamma(\alpha_k)},
\]

Obtain the Conditional Distribution Probability. Using the chain rule, the conditional probability can be obtained as
In Equations (10) and (11), \( \varphi_{k,v} \) and \( \theta_{m,k} \) represent, respectively, the probability distribution of the words in content topic \( k \) and the probability of the content topics in course description \( m \). From the perspective of MOOC recommendation, a topic may correspond to a knowledge point or a specific skill taught in various courses. We can consider each topic as a cluster and assign a course to the topic that corresponds to the largest course-topic probability in \( \theta_{m,k} \). Based on \( \theta_{m,k} \), we can also employ a classical algorithm to cluster the courses.

3.2. Stage 2: Course Ranking Algorithm for MOOCs. With the clustering step in Stage 1, irrelevant courses can be filtered out for specific study purposes. However, many courses in each cluster remain, which would have a negative effect on the search ranking task for courses. Hence, to choose the right courses from a course cluster and present a precise ranking list for students, this paper designs an algorithm called CourseRank based on skills, which will gain through the courses to rank the courses in the same cluster.

The algorithm framework is illustrated in Figure 4. The figure shows that based on course skills, we construct a bipartite graph to rank the courses in the same clusters. The constructed bipartite graph consists of two kinds of disjoint and independent sets. The nodes on the left side represent courses and the nodes on the right side are skills. Based on the course-skill bipartite graph, we design the CourseRank algorithm to rank courses in each cluster when a student

\[
P\left(Z_{mn} | W, \tilde{z}_{(m,n)}, v, \tilde{\alpha}, \tilde{\beta}\right) = \frac{P\left(Z_{mn}, W_{mn} | \tilde{W}, \tilde{z}_{(m,n)}, v, \tilde{\alpha}, \tilde{\beta}\right)}{P\left(W_{mn} | \tilde{W}, \tilde{z}_{(m,n)}, v, \tilde{\alpha}, \tilde{\beta}\right)},
\]

where \( Z_{mn} \) is the topic assignments for all words in course description \( m \), that is, \( Z_{mn} = \{Z_{mn}\}_{n=1}^{N_m}, n_m = \{n_m^k\}_{k=1}^{K} \) is the vector of topic observation counts for course description \( m \) and \( \hat{n}_k^v = \{\hat{n}_k^v\}_{v=1}^{V} \) that of word observation counts for topic \( k \). Using the expectation of the Dirichlet distribution on Equations (8) and (9), we can obtain the following result:

\[
\varphi_{k,v} = \frac{n_k^v + \beta_v}{\sum_{v=1}^{V} (n_k^v + \beta_v)}, \quad \theta_{m,k} = \frac{n_m^k + \alpha_k}{\sum_{k=1}^{K} (n_m^k + \alpha_k)}.
\]
searches for a keyword or clicks on a specific course. The proposed CourseRank algorithm, which is a variation of PageRank, is a strategy to rank nodes in a graph. In the PageRank algorithm, nodes are assumed to be connected with each other. However, this assumption cannot apply to the course-skill bipartite graph because we are required to estimate the relevance of all the courses to a specific course. Hence, we employ Equation (12) to compute the random access probability of a course node in CourseRank:

\[
PR(i) = (1-\epsilon)r_i + \epsilon \sum_{j \in \text{in}(i)} \frac{PR(j)}{|\text{out}(j)|}.
\]  

In Equation (12), \(PR(i)\) represents the probability that course \(i\) is accessed, \(\text{in}(i)\) refers to all courses pointing to course \(i\), and \(\text{out}(j)\) represents other courses set up by course \(j\). We replace \((1-\epsilon)/N\) in classical PageRank algorithm with \((1-\epsilon)r_i\) to compute the probability that course \(i\) will stay on the current course after being clicked on by the student as the starting point. Indicator \(r_i\) is 1 if the course is the target course and 0 otherwise. Equation (12) makes sure that, by walking randomly from the target course, the proposed CourseRank algorithm can compute the correlation from all other courses to the target course.

The algorithm details of CourseRank are presented in Algorithm 2.

The CourseRank algorithm will converge quickly to a stable state by calculating and updating the probabilities recursively. Based on CourseRank results, \(CR(i)\) is used as the value to rank course \(i\). We present the top-\(k\) courses in the same cluster of target courses or the top-\(k\) courses in the clusters associated with the search keywords.

4. Experiments

4.1. Dataset. The data used in our experiment were obtained from http://Coursera.com/, one of the most famous MOOC platforms in the world. Our data consisted of 2399 courses and 3981 course skills. The information related to each course included the course name, course description text in “About this Course,” and the skill tags in “Skills you will gain.” Because each course corresponds to several skills and each skill may be used to mark multiple MOOCs, the number of distinct skills in our data is 1590.

With the raw data obtained from the MOOC platform, we conduct the following preprocessing operations to obtain clean data:

1. Convert all letters into lowercase and remove punctuation and meaningless words. After the preprocessing operation, the average length of the course descriptions is 90.79. The maximum length is 844 and the minimum length is 9. (2) Generate a word frequency matrix. In our experiment, we consider a course description as a document and the descriptions for all courses as the corpus. We construct a dictionary for the course corpus, assign a unique number to each word, and count the frequency of each word in the corpus. Because many course descriptions have words not related strongly to the course, we also conduct an operation to remove the noisy words from the corpus (e.g., a, able, about, and above). In our experiment, we have 19,746 distinct words in the course corpus.

4.2. Course Clustering. We now evaluate the performance of the proposed LDA-based method to cluster courses.

4.2.1. Baseline Methods and Evaluation Metrics. In our paper, we designed an LDA-based method to cluster courses in MOOC platforms. In practice, many methods can group courses into clusters. For example, K-means [26] and DBSCAN [27] are the well-known clustering methods and are widely used for MOOC research. Chang et al. employed k-means to investigate the effects of learning style preferences on student intentions regarding MOOCs [28]. Chen et al. applied DBSCAN to cluster the learners into interested groups and analyzed their learning patterns of the groups [29]. This paper compares the proposed LDA-based method with k-means and DBSCAN. Before utilizing k-means and DBSCAN to cluster course descriptions, we use the TF-IDF method [30] to transform each course description as a numerical vector and conduct clustering with the TF-IDF matrices.

We use the coherence score to evaluate the performances of the proposed clustering model and k-means. Coherence
is widely used to evaluate clustering quality. In our experiment, a course cluster is reasonable if the most probable words in the cluster cooccur more frequently in the course corpus. The coherence score is defined as follows:

$$C(k; V(k)) = \sum_{m=2}^{M} \sum_{l=1}^{m-1} \log \frac{D(v_m^{(k)}, v_l^{(k)})}{D(v_l^{(k)})} + 1,$$

where $V(k) = (v_1^{(k)}, \ldots, v_m^{(k)}, \ldots, v_M^{(k)})$ is the list of the $M$ most probable words in course cluster $k$, $D(v_l^{(k)})$ is the number of course descriptions containing word $l$, and $D(v_m^{(k)}, v_l^{(k)})$ is the number of course descriptions containing word $m$ and word $l$ simultaneously.

4.2.2. Clustering Results. To obtain stable solutions, we run Gibbs samplers for 1000 iterations. In our experiment, $\alpha = 50/K$ and $\beta = 0.1$ where $K$ is the number of clusters assumed by LDA. Based on the evaluation of optimal coherence value [32], both the number of clusters for the proposed method is set to be 36. To make a fair comparison, we predetermine the same cluster number for $k$-means.

We selected five clusters from the obtained clusters as examples and list them in Table 1. From Table 1, the proposed model can cluster courses with similar teaching objectives effectively. In Table 1, cluster 1 is a course group on teaching methodology. It gathers the courses for the new trend of teaching methods that can facilitate more effective learning environments. Students will gain skills, such as how to construct blended learning and how to organize interaction in the virtual classroom. Cluster 4 is a course group on data sciences, which includes content on data analysis, processing, visualization, and application in business intelligence and marketing. In the proposed model, course descriptions are analyzed by the LDA model. Therefore, we cluster courses according to their content topics rather than descriptive words. Many courses in the same clusters have distinct names but have similar teaching objectives for this reason. Cluster 12 is a course group on business strategy. The proposed model always obtains the smaller coherence value regardless of the number of Top $T$ words in each topic to evaluate the performance of these two methods. Table 2 shows that the proposed model always obtains the smaller coherence value regardless of the number of Top $T$. The proposed model performs better than $k$-means and DBSCAN. To test the robustness of the proposed method, we randomly split our data into two equal portions and cluster the courses in each portion by the three clustering methods. We illustrate the corresponding coherence scores on the top $T$ representative words in Figure 6. From Figure 6, we can see that the
The proposed LDA-based method is robust on the two datasets. And the LDA-based method always obtains smaller coherence values and performs better than $k$-means and DBSCAN.

In the proposed model, we assign courses to clusters (topics) according to the course-topic distribution. A course is classified to the cluster corresponding to the maximum course-topic probability. We select one course from each cluster in Table 1 and illustrate their course-topic distribution in Figure 7. Figure 7 shows that the course–topic probabilities of the five courses are concentrated generally on one topic. For example, the probability of course “Building High-Performing Teams” belonging to topic (cluster) 29 is close to 50%, which is much bigger than the probabilities to other topics (clusters). Figure 7 indicates that the proposed LDA-based strategy can assign courses to the right clusters, which have a positive effect on the clustering results. In addition, clustering results in the $k$-means algorithm are affected significantly by the high-frequency words. The roles of the

| $T$ | DBSCAN | $k$-means | LDA |
|-----|--------|-----------|-----|
| 5   | -19.18 | -17.14    | -16.46 |
| 10  | -115.46| -108.96   | -92.18 |
| 15  | -282.87| -262.51   | -243.70 |
| 20  | -541.50| -503.45   | -472.54 |
nonhigh-frequency words, which indicate the teaching objectives, are likely to be weakened by the high-frequency words. In the proposed model, the courses are clustered according to topics rather than words. The latent topic strategy can smoothen the effects of the high-frequency words into multiple topics, thereby enabling us to obtain better clustering results than k-means.

4.3. Results on Course Ranking. Based on the course-topic (cluster) and the topic (cluster)-keyword distributions, we
can optimize the course ranking task when students click on a specific course or search for a keyword through the search engine of a MOOC platform. If a student searches for a keyword through a search engine, we can filter out the topics unrelated to the keyword and list the courses in the related clusters according to the topic-keyword distribution. For example, if a student searches “Big data analysis,” we can easily lock Cluster 5 as the target course cluster because its representative words are obviously related to “Big data analysis” (Figure 8). After locking the cluster, we can then show the representative courses in the cluster in the search list. In our experiment, courses such as “A Crash Course in Data Science” and “Applied Plotting, Charting & Data Representation in Python” belonging to Cluster 5 in Table 1 would be presented in the search list.

If a student clicks on a specific course in a MOOC platform, our experiment employs the CourseRank algorithm to rank the courses in the cluster where the clicked course belongs. For example, if a student clicks the course “Advanced Business Strategy,” we employ the CourseRank algorithm to calculate the CourseRank value for each course in Cluster 13. The results are provided in Table 3. From Table 3, 10 courses are related to “Advanced Business Strategy,” which is ranked in descending order by CourseRank values. These 10 courses together with the other courses would be shown in the recommendation lists of students who click on “Advanced Business Strategy.” Similarly, if a student clicks on the course “Advanced Data Structures in Java” in Cluster 17, the proposed model would recommend the courses listed in Table 4 to the student.

5. Conclusions

This paper proposed a novel search ranking method for MOOCs with the unstructured course descriptions and skills. The proposed model segments courses in the MOOC platforms into clusters based on course descriptions and ranks the courses in each cluster using course tags. This paper contributes theoretically to the educational research because we have introduced machine learning methods and employed new unstructured course information to deal with an important topic in the field.

Our experiments on the Coursera dataset showed that the proposed model can utilize the unstructured course description and skills efficiently to cluster courses and generate satisfactory search results. The experimental results indicated that the unstructured course descriptions and tags have rich information for MOOC services. Exploring the textual data using machine learning methods can help MOOC platforms improve recommendation accuracy. Figure 7 shows that a course usually provides knowledge across several education areas. Therefore, limiting a course to one education area would weaken service flexibility for MOOC platforms. The proposed models can help MOOC platforms position their courses accurately and improve their service qualities.

For future research, we will introduce more information to improve course ranking results. In this study, two kinds of unstructured data (i.e., course description and skills) were used to rank courses. In MOOC platforms, other kinds of data, such as word-of-mouth, can contain valuable information for the quality of courses. We will develop new search ranking models by considering these data. Another future

**Table 3: CourseRank values related to “Advanced Business Strategy”**.

| ID | Course name                                      | CR value |
|----|--------------------------------------------------|----------|
| 1  | Business growth strategy                         | 0.029    |
| 2  | Strategy formulation                             | 0.027    |
| 3  | Strategic management                             | 0.026    |
| 4  | Strategic organization design                    | 0.021    |
| 5  | Foundations of business strategy                 | 0.019    |
| 6  | Strategic planning and execution                 | 0.017    |
| 7  | Innovation and emerging technology: be disruptive| 0.0166   |
| 8  | (Re)-invent your business model with the odyssey | 0.015    |
| 9  | Grow your business with Goldman Sachs 10,000     | 0.0145   |
| 10 | Strategy implementation                         | 0.0146   |

**Table 4: CourseRank values related to “Advanced Data Structures in Java”**.

| ID   | Course name                                      | CR value |
|------|--------------------------------------------------|----------|
| 1    | Algorithms, part II                              | 0.045    |
| 2    | C++ for C programmers, part A                    | 0.036    |
| 3    | Algorithmic thinking (part 1)                    | 0.031    |
| 4    | C++ for C programmers, part B                    | 0.015    |
| 5    | Cloud computing concepts, part 1                 | 0.0052   |
| 6    | Algorithms, part I                               | 0.0045   |
| 7    | Data structures and performance                   | 0.0042   |
| 8    | Java programming: arrays, lists, and structured data | 0.0035 |
| 9    | Algorithmic thinking (part 2)                    | 0.0034   |
| 10   | Greedy algorithms, minimum spanning trees, and dynamic programming | 0.0033 |
direction is to design methods to evaluate the search ranking results. Because we did not have the browsing logs of the search results, our experiment could not evaluate the accuracy of the obtained search ranking results. In the future, we will design subjective and objective strategies to test the effectiveness of the proposed method. The third direction is that many courses are missing learning skills in our study. Although we can infer the skills objectively from course contents and student reviews, new methods will be developed to infer course skills automatically.
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