Comparison and Analysis of Network Construction Methods for Seismicity Based on Complex Networks
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The approach of the complex network has well described seismic complex systems. In this paper, this is the first time three classical network construction methods for seismicity are compared. By using the same dataset from the Southern California Seismic Network, three networks are constructed. They all present the scale-free, small-world properties, a strength-degree correlation, and an assortative mixing feature. However, they show some differences in the hierarchical clustering feature. On observing the evolution results, three measures show a similar correlation with seismicity dynamics, but one measure shows a different result. These results show that different network construction methods will present some similarities and differences in network properties. This situation needs to be considered, especially when discussing a predictive indicator of seismicity.

1. Introduction

Network science is widely used in many fields in the real world to describe complex systems’ characteristics. In order to represent a complex system as a graph, nodes are usually used to represent research objects, while edges represent the relationships between research objects. Scientists represent complex systems as graphs from different perspectives in various fields, such as brain networks [1], protein-protein networks [2], social networks [3], Internet topology [4], and transportation networks [5–7]. Complex networks prove to be an effective method to study the complex system.

Due to some unknown dynamics of the earth’s crust, seismic activity has been proven to be a complex system with temporal and spatial characteristics [8]. Recently, seismic complex systems have been described by the approach of the complex network [9]. The most significant advantage is that we no longer study seismic activity from some small local areas or study one big shock but consider the relationships between seismic events from a broader geographical scope. Most of the proposed methods [9–13] can construct a complex earthquake network only from the main elements of magnitude, time, and location and have achieved precious results. They discovered that the earthquake network is scale-free and small-world. They also discovered that the networks’ topological characteristics change over time, corresponding to the large earthquakes [14–16]. Resaei et al. [17] found that the PageRank value is an appropriate alarming clue before the event’s occurrence, which is worthwhile in hazard probabilistic evaluation of earthquakes. However, the discovery of these laws is based on different network construction methods. Our recent study found that the conclusions drawn by different network construction methods will be different to some extent. As far as we know, no researchers have compared and analyzed these differences.

Abe and SuzukiAbe proposed the earthquake network construction method for the first time in 2004 [9]. They first divided the geographical region into many small equal-sized cells. If any event occurred in the cell, the cell is represented by a node in the network. Two successive events defined an edge from the former to the latter between two nodes. In this
way, the complex event-event correlation was represented by the edge. Many studies were based on this method. We called it a time-series (TS) construction method in this paper. But researchers proposed many network construction methods for seismicity from a different point of views. Douglas [13] proposed a time window-based (TW) method to construct a global earthquake network. Xuan [11] proposed a space-time influence domain (STID) method to construct an earthquake network considering the time, location, and magnitude of the earthquakes. Other researchers proposed other construction methods, such as similar activity patterns [12], mutual information [10], and hybrid model [18], etc.

The time-series (TS) construction method, time window-based (TW) method, and space-time influence domain (STID) are all based on the temporal and spatial characteristics of seismicity and only consider the factors of time, location, and magnitude. The TS method constructs networks according to events’ time points. The TW method constructs networks according to a time window, which includes many time points. The STID method constructs networks according to both a time window and a space window. Therefore, these three methods are similar to some extent. Therefore, we will compare and analyze the topological characteristics of these three methods in this paper.

The rest of this paper is organized as follows. In Section 2, the three construction methods are introduced in detail. The data used in our study and the results are presented in Section 3. Finally, in Sections 4 and 5, the discussions and conclusions of this paper are presented.

2. Construction Methods

As previously mentioned, we will introduce three different construction methods in detail in this section. For convenience, we will use abbreviated names TS, TW, and STID instead of a time-series method, time window-based method, and space-time influence domain. The first step before constructing the network is to make possible nodes in the network to be built. The same step of these three methods is to divide the geographical region into equal square cells of side SC × SC, where a cell will become a node of the network every time it is located therein.

2.1. Time-Series Method. Through the nonextensive statistical mechanism, Abe and Suzuki et al. [9] studied the space and time interval of successive seismic events. They found that two successive seismic events are indivisibly related to each other, regardless of their distance. So, Abe and Suzuki proposed an earthquake network construction method based on time series. In their work, nodes representing the grid cells geographically were linked when successive earthquakes occurred in them.

As shown in Figure 1(a), we give a schematic diagram of the network construction method based on time series. We suppose that the events occurred in a particular sequence, which is shown at the top of the diagram. Then, we can see that each node in the graph has only one edge pointing to itself and one edge pointing to other nodes except for the node, which has the event that occurs at last. So, there will not be isolated nodes in the networks constructed by this method.

2.2. Time Window Method. In the time window method, Douglas et al. [13] proposed a time window. In this time window, the node where the first event occurred will be connected to all nodes within this window by directed edges except respecting the time order of events. Then, the time window moves forward and then restarts the above steps until all events are traversed.

To illustrate this process, we show a diagram in Figure 1(b). We suppose that a time window of value equal to T has been adopted in a given dataset of seismic events. The first window is w1, which has four events (A, B, C, and D), so A has a connection to B, C, and D, respectively. Then, we move forward to the time window. The second window is w2, which also has four events (B, C, D, and E). B has a connection to C, D, and E, respectively. After recursively processing the raw data, the network constructed by the time window is generated.

Douglas et al. found from the results of variation of the number of communities in the earthquake network with the size of the time window that small windows will cause the network of earthquakes to be very fragmented and consequently with few communities, and large windows will produce massive clusters also causing a decrease in the number of communities. So, they conclude that the ideal window size for the global earthquake networks is $T = 3000\text{s}$ and for California is $T = 2000\text{s}$.

2.3. Spatial-Temporal Influence Domain Method. He et al. [11] generally divide the cause-and-effect relationships between earthquakes into two categories: a direct effect correlation and an indirect effect correlation. For the method of time series, it is an indirect effect correlation. It considers some pairs of earthquakes, which are far away from each other, exhibit consistent correlations. We can also call this category “remote triggering.” However, if we want to analyze the specific cause-and-effect relationship, it is usually inexplicable. So He et al. think that earthquakes tend to occur near the epicenter and shortly after the mainshock. They suppose that a larger earthquake will release more energy and trigger a greater number of earthquakes. They call this a direct influence correlation.

Moreover, Gardner et al. [19] found a reasonable approximation to formulate the relationship between the distance interval $R$ and the magnitude $M$ of an earthquake as

$$\log_{10} R = a_1 M + b_1,$$

where $a_1$ and $b_1$ are constants. It indicates that the influence radius grows exponentially with the magnitude. Similarly, a relationship between the time interval $T$ and the magnitude $M$ of an earthquake is expressed as

$$\log_{10} T = a_2 M + b_2,$$
where $a_2$ and $b_2$ are constants as above. For instance, if a magnitude 6.5 earthquake occurred, it will influence the region that less than 180 km away from it within 400 days. So, if another earthquake happened in this domain in both space and time, we define an edge from the magnitude 6.5 earthquake to this earthquake. In order to obtain the values of $a_1$, $b_1$, $a_2$, and $b_2$ in equations (1) and (2), we fit the relation curve using the specific influence range from [19].

According to the fitting result, the values of $a_1$, $b_1$, $a_2$, and $b_2$ are 0.3456, 0.0329, 0.0218, and 0.1471, respectively.

To illustrate this process, we show a diagram in Figure 1(c). We suppose that a time window and a space window have been adopted in a given dataset of seismic events. The size of space and time window is calculated by formulae (1) and (2) according to the magnitude of the event. The first window is $w_1$, which has seven events (A, B,
C, D, E, F, and G). At this time, we will not directly connect A with the other nodes. We should compare both space and time influence domains. The dashed colored circles in Figure 1(c) represent the space influence domain of the node with the same color. If the other nodes in this time window are also in the space influence domain of A, then A will connect to this node. For example, in the space influence domain of A, there are three nodes of events C, F, and G. So, A has three connections with these nodes. Although B is in the time influence domain or time window of A, it is not within the space influence domain of A. So, A will not connect with B at this time.

Through the brief illustration, we can see that these three methods are similar to some extent. TS method only considers successive time points, while the TW method considers a time window. Specifically, this method takes into account the influence of time. Then, the STID method considers both the impact of time and space. In the next section, we will compare and analyze the topological characteristics of these three methods.

3. Results and Discussion

Earthquakes in California, Japan, and New Zealand are the most frequent earthquakes in the world. The seismic data in these areas has much useful information and provides continuous support for seismic research. California is located in the Pacific Ring of Fire, with frequent earthquakes and volcanic activity. Many scientists have completed their study and achieve some valuable results by the seismic activity data in California.

Therefore, we choose the earthquake dataset from the Southern California Earthquake Data Center (SCEDC) [20] covering the region 32°N – 36°N latitude and 114°W – 122°W longitude in the period between January 1, 1990, and December 31, 2009. The total number of events with arbitrary values of magnitude in this region is 335633. The size of each cell is set to be 10 km.

3.1. General Information. Using the same dataset and setting the same parameters, three networks constructed by different methods are generated. First, we compare the general network information of the networks. Let \( G = (V, E) \) be a graph with \(|V| = n \) nodes and \(|E| = e \) edges. As shown in Table 1, we find that the numbers of nodes of TS and TW are approximate. However, the number of nodes of STID has only 1306 nodes in the network. For the number of edges, we observe similar results as above. The number of edges of TS and TW is more than ten times that of STID. For the average degree of the networks, TS and TW present a more clustering network while STID does not present the property as the above two methods. It is a very interesting phenomenon. Although these three methods all consider the space and time complexity of seismicity, they present different clustering degrees of networks. This may be because STID has two limitations at the same time. If an earthquake has a smaller magnitude, it may not influence many nodes. Therefore, there can be some isolated nodes due to the construction process. This phenomenon also has a presence in the network of TW. However, because the time limitation still will produce many connections, it seems that TW does not present a pronounced sparse situation as STID.

3.2. Scale-Free. The scale-free characteristic points out that the degree distribution of nodes in the network satisfies the power-law distribution, namely, \( P(k) \sim k^{-\alpha} \). \( P(k) \) is the degree distribution of network nodes. That is the probability that a randomly selected node has degree \( k \). This feature is entirely different from random graphs. The degree distribution of random graphs is usually binomial distribution or Poisson’s distribution, and the probability will decay rapidly when \( k \) is more significant than a certain threshold. However, the degree distribution of network nodes satisfying the power-law distribution has a long tail phenomenon. That is, there is no apparent attenuation threshold. If we draw \( P(k) \) on the double logarithmic axis, it will appear as an approximately straight line because log \( P(k) \sim \alpha \log k \). Figure 2 shows the degree distribution of the networks constructed by the above three methods. For comparison, we plot them in the same figure. We found that both the TW method and the STID method have scale-free characteristics after calculation. The TS method has some fluctuations when the degree value is less than 10, showing a scale-free characteristic with truncation. This result is consistent with the former studies [9, 11].

3.3. Small-World. Watts and Strogatz provided the term “small-world” for the complex network. The average path length \( L \) of the network is at the level of the characteristic path length \( L_r \) of the random network, \( \lambda = L/L_r \approx 1 \). But the clustering coefficient \( C \) is much higher than the random network \( C_r \), \( \gamma = C/C_r \gg 1 \). The small-world characteristic is quantified by the so-called small-world index \( S \) defined as

\[
S = \gamma = \frac{C/C_r}{L/L_r},
\]

When the value of \( S \) is much greater than 1, it indicates that there is a small-world characteristic. Through calculation, the network metrics \( C_r \) and \( L_r \) are, respectively, derived from a set of random networks with the same network scale.

The results are shown in Table 2. The values of \( S \) of the three networks are all much more significant than 1, indicating that the networks constructed by these three methods all have a small-world characteristic. The results are consistent with the former studies [11, 21]. Compared with TS and TW, STID presents a more sparse network as analyzed above, and it still presents a small-world characteristic.

3.4. k-Core Decomposition. k-core [22, 23] is one of the centrality indices of a node in complex networks. Based on a recursive pruning of the least connected nodes, it allows us to disentangle the hierarchical structure of networks by progressively focusing on their central cores. The k-core decomposition was recently applied to several real-world networks, such as the Internet [24] and software networks.
[25]. It was turned out to be an essential tool for the visualization of complex networks and latent comprehension relations in the structure. In this paper, we use $k$-core decomposition to analyze the complex network structure and aim to find the core of the network.

Some basic definitions of $k$-core [26] are as follows.

**Definition 1.** A subgraph $H = (C, E|C)$ induced by the set $C \subseteq V$ is a $k$-core or a core of order $k$ iff $\forall v \in C$: degree $(v) \geq k$, and $H$ is the maximum subgraph with this property.

Therefore, a $k$-core of $G$ can be obtained by recursively removing all the nodes of degree less than $k$, until all the nodes in the remaining graph have a degree at least $k$. Also, we will use the following definitions.

**Definition 2.** A node $V_i$ has coreness $k$ if it belongs to the $k$-core but not to $(k + 1)$-core.

**Definition 3.** A $k$-shell $S_k$ is composed of all the nodes whose coreness is $k$. The maximum value $k$ such that $S_k$ is not empty is denoted by $k_{\text{max}}$. Thus, the $k$-core is the union of all shells $S_k$ with $c \geq k$.

He et al. [27] first use $k$-core decomposition in the field of earthquake networks. They observed the evolution of the maximum coreness and found that it has some sudden changes with significant shocks. The highest core with high clustering feature tends to be located in the area that can directly or indirectly cause the major shocks.

In this work, we use $k$-core decomposition to analyze the clustering feature of the three networks. The coreness represents the hierarchical structure of the network. The greater the value of coreness is, the more hierarchies the network has. By comparing the results in Table 3, we found that TW has the greatest coreness while STID has the smallest coreness. To see the differences clearly, we visualize the topological graphs by Gephi [28]. The red dots in Figure 3 represent all the nodes in the highest core, while the green dots represent the other nodes in the network. There are noticeable differences. The highest core of the STID network has a more clustering feature. Moreover, the Landers earthquake (M 7.3) at 11:57:34.13 on June 28, 1992, has occurred in the region where all the nodes with the highest coreness located. However, the highest core of TS and TW shows a broader distributed feature.

### 3.5. Evolution

In previous studies, researchers usually study the change of network topology characteristics over time. This part will compare the similarities and differences of the topological characteristics calculated by the three network construction methods. Here, we need to use a correlation measure. This measure must reflect the dynamics of seismic activity. By calculating the correlation between this measure and the characteristics obtained by the three methods, we can see which method better describes seismic activity dynamics. In some papers, they use the total number of earthquake events. However, the network construction method is related to the number of earthquake events. These two metrics do not exist independently. We decided to use the sum of earthquake magnitudes [29] as an essential measure to compare the similarities and differences of the network construction methods. We will compare the network characteristics number of nodes, average degree, betweenness, coreness, and entropy of the three networks. Since these measures’ values have different orders of magnitudes, the log of these measures is used to distinguish better the differences [17]. In this regard, we first obtained the log of these measures and divided them to the most considerable log value for normalization, respectively.

First of all, we divide the above data between January 1, 1990, and December 31, 2009, into 20 data segments. The time scope of one segment is one year. Segment data is used to construct a network. Then, we obtain twenty values of each characteristic and observe the change over time. The
results are shown in Figures 4–6. $\rho_{TS}$, $\rho_{TW}$, and $\rho_{STID}$ represent the Pearson correlation between the characteristic and sum of earthquake magnitudes for TS, TW, and STID methods, respectively. The larger the value of $\rho$ is, the better the methodology describes the dynamics of seismic activity.

First, we can see from Figures 4–6 that all the characteristics in the year 1992 present the most considerable value as a peak. On the one hand, the Landers earthquake (M 7.3) has occurred at 11:57:34.13 on June 28, 1992. It is the largest earthquake of these years. On the other hand, we obtained the log of these measures and divided them to the most considerable log value for normalization. Therefore, all the measures overlap at the point of the year 1992.

From the number of nodes (shown in Figure 4), the three networks have approximate values. They all have a reasonable correlation with the dynamics of seismic activity. STID has the highest value of $\rho$. In Figure 5, we can see the results of average degree evolution. TW and STID both present a higher correlation, implying that these methods can reflect seismic activities' dynamics. Moreover, TS also shows a positive correlation. It indicates that the average degree of all these three methods is a proper measure of seismicity.

Betweenness centrality is the number of shortest paths that pass through the nodes. A node with higher betweenness centrality would have more control over the network in an earthquake network because more energy will pass through the node. We can see from Figure 6 that the STID method is based on the influence of an earthquake. This may be the reason why it presents a better correlation with the sum of earthquake magnitudes. We believe this is an interesting result. We will further study the betweenness of a specific node.

3.6. Weighted Properties. On observation of the networks, events may occur between the same pair of nodes, which implies that multiple edges may exist between them. We believe that the main difference in the networks is derived from the multiple edges due to the construction process. So, in this section, we will analyze the weighted properties of the networks. Weighted network representation allows the consideration of the dynamics of traffic occurring on the network. Here, the weight $w$ indicates the strength of the link between nodes. It is defined, associated with an edge, as the total number of multiple edges between its two end nodes. The greater the weight $w$ is, the more active the interaction in the system is. A weighted earthquake network will add another dimension to the description of the seismicity. In this study, self-loops attached to a single node should be removed.

| Networks | Coreness |
|----------|----------|
| TS       | 45       |
| TW       | 81       |
| STID     | 20       |

The nodal strength distributions for the three methods are plotted in Figure 7(a). We can see that a power-law function of the form $P(s) \sim S^{-\eta}$ has been observed to fit well for these three methods. The nodal strength distribution of STID shows the heavy tail as the weight distribution. This is an interesting phenomenon. In the form of a simple network, the STID network presents a more sparse network compared with TS and TW. However, in the form of a weighted network, it is evident that the STID network has many nodes with greater nodal strength. It implies that the STID network has many multiple edges between the same pair of nodes, which will disappear when seen as a simple network.

In Figure 7(b), the average nodal strengths of all $k$ degree nodes $\langle s(k) \rangle$ are plotted against $k$. It has been observed that the average strength scales almost linearly for TS and TW networks exhibiting strength-degree correlation. In a weighted earthquake network, the nodal strength represents the total volume of interactions between the node and its neighbors. This indicates that the large degree nodes have a large number of edges and have a large number of weights. For the STID network, this result is not a strict linear correlation. When $k$ is greater than 20, the average strength seems not to exhibit linearly to the degree due to its fluctuations, which implies that a node with a large degree is not necessarily with large weights for the STID network.

In Figure 7(c), we plot the weighted average neighbor degree $\langle k_{nn}^w \rangle$ with degree $k$. Here, we address the question as to whether the preferential attachment exists in the three networks. If $\langle k_{nn}^w \rangle$ decays with $k$, it indicates a disassortative mixing of the network. Otherwise, it means an assortative mixing of the network. We can see that the STID network presents a noticeable assortative mixing feature. It suggests that nodes with significant values of degree tend to be connected with each other. For TS and TW networks, they present an assortative mixing feature when $k$ is smaller than 30. However, when $k$ is greater than 30, it is not very obvious for the assortative mixing feature.

In Figure 7(d), the weighted average clustering coefficient $\langle Cw^k \rangle$ of all $k$ degree nodes is plotted with $k$. In the early work, Abe and Suzuki [30] have proved the hierarchy structure of the unweighted earthquake network. Here, Figure 7(d) shows that the weighted network does not show the hierarchy structure. This may occur due to the fact that the cells used in their work are three dimensional in comparison to two-dimensional cells used by us. For TW and STID network, the weighted average clustering coefficient asymptotically decays with $k$, indicating a hierarchical topology of the networks.

As shown in Figure 7, we can see that the weighted average neighbor degree and the weighted average clustering coefficient of these networks show different results. It is an interesting phenomenon, and we believe that it is necessary to study the weighted network based on different construction methods.

For the evolution of the average nodal strength, we can see from Figure 8 that all the networks present a high correlation with the dynamics of seismic activities, which is $\rho_{TS} = 0.97$, $\rho_{TW} = 0.96$, and $\rho_{STID} = 0.94$. This can explain...
that the weighted form of networks is more helpful for earthquake network research than the unweighted one, which is also mentioned in their study [31, 32].

4. Discussions

The advantage of the STID method is that it will show a better capture of dynamic characteristics than other methods when focusing on a specific geographical region. Using \( k \)-core decomposition, the highest core of the STID network has a more clustering feature. Moreover, the Landers earthquake (M 7.3) at 11:57:34.13 on June 28, 1992, has occurred in the region where all the nodes with the highest coreness located. It is because that STID focuses more on the direct influence, and its construction method is based on how important a node is, while the TS and TW methods are more similar, with better connectivities, and can capture global seismic activity characteristics. From the general information results, we can see that STID has fewer nodes and edges while TS and TW have many connections. Therefore, if the researcher focuses more on a specific region, we suggest using the STID method. If they focus more on global connectivity, we suggest the TS or TW method. Finally, it is still an important topic, which needs to be further studied.
Figure 5: Evolution of the average degree of the networks constructed by TS, TW, and STID. SumMag represents the sum of earthquake magnitudes.

Figure 6: Evolution of the betweenness of the networks constructed by TS, TW, and STID. SumMag represents the sum of earthquake magnitudes.
Figure 7: The weighted properties of the networks. (a) Strength distribution. (b) Plot of the average nodal strength $\langle s(k) \rangle$ against the degree $k$. (c) Weighted average neighbor degree $\langle k_{nn}^w \rangle$ against the degree $k$. (d) Weighted average clustering coefficient $\langle C^w(k) \rangle$ against the degree $k$. The green squares, pink triangles, and blue dots represent TS, TW, and STID methods.
5. Conclusions

This paper has compared and analyzed three classic earthquake network construction methods for seismicity, which are based on time series, time window, and space-time influence domain. We first give a detailed comparison of the construction process among these methods by visualization. Then, we found that these three networks all present scale-free and small-world properties. In the weighted form of earthquake networks, their nodal strength distributions all obey a power-law property and present a strength-degree correlation and an assortative mixing feature. However, the networks present some differences in some measures. They have different numbers of nodes, edges, and average degree. For TW and STID network, the weighted average clustering coefficient asymptotically decays with $k$, indicating a hierarchical topology of the networks. However, this feature is not observed in the weighted form of the TS network. We use decomposition to find the most central nodes. The highest core of the STID network has a more clustering feature, covering the great shock, while the highest core of TS and TW shows a broader distributed feature. On observing the evolution results of some measures for the three networks, we found that, except for betweenness, the number of nodes, average degree, and average nodal strength all show a strong correlation with seismic activities’ dynamics. It implies that some of the network properties by different earthquake network construction methods will present some differences. In other words, when we discuss network characteristics as possible predictive indicators of seismicity in the future, the difference in network construction methods also needs to be taken as an essential consideration.
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