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Abstract

Classical methods for quantile regression fail in cases where the quantile of interest is extreme and only few or no training data points exceed it. Asymptotic results from extreme value theory can be used to extrapolate beyond the range of the data, and several approaches exist that use linear regression, kernel methods or generalized additive models. Most of these methods break down if the predictor space has more than a few dimensions or if the regression function of extreme quantiles is complex. We propose a method for extreme quantile regression that combines the flexibility of random forests with the theory of extrapolation. Our extremal random forest (ERF) estimates the parameters of a generalized Pareto distribution, conditional on the predictor vector, by maximizing a local likelihood with weights extracted from a quantile random forest. Under certain assumptions, we show consistency of the estimated parameters. Furthermore, we penalize the shape parameter in this likelihood to regularize its variability in the predictor space. Simulation studies show that our ERF outperforms both classical quantile regression methods and existing regression approaches from extreme value theory. We apply our methodology to extreme quantile prediction for U.S. wage data.

Keywords: extreme quantiles; local likelihood estimation; quantile regression; random forests; threshold exceedances.

1 Introduction

Quantile regression is a well-established technique to model statistical quantities that go beyond the conditional expectation that is used for standard regression analysis (Koenker and Bassett, 1978).

*Authors contributed equally.
This is particularly valuable in applications such as economics, survival analysis, medicine, and finance (Angrist et al., 2006; Yang, 1999; Heagerty and Pepe, 1999; Taylor, 1999; Yu et al., 2003), where one needs to model the heteroschedasticity of the response or conditional quantiles such as the median.

In this paper, we consider the problem of estimating high conditional quantiles of a response variable \( Y \in \mathbb{R} \) given a set of predictors \( X \in \mathbb{R}^p \) in large dimensions, an important task in risk assessment for rare events (Chernozhukov, 2005). For a fixed predictor value \( x \), define \( Q_x(\tau) \) as the quantile at level \( \tau \in (0, 1) \) of the conditional distribution of \( Y \mid X = x \). We are interested in the estimation of extreme quantiles where \( \tau \approx 1 \) is close to one. This estimation problem exhibits two fundamental challenges that are illustrated in Figure 1, which shows a simulation similar to Athey et al. (2019, Figure 2). The predictor space has \( p = 40 \) dimensions and only the first variable \( X_1 \) has a signal corresponding to a scale shift in \( Y \); see Example 1 in Section 3.1 for details.

The first challenge in estimating \( Q_x(\tau) \) relates to the fact that for an extreme probability level, say \( \tau = 0.9995 \) as in Figure 1, there are typically only few or no observations in the sample that exceed the corresponding conditional \( \tau \)-quantiles. Indeed, for a sample of size \( n \), the expected number of exceedances above the conditional \( \tau \)-quantile is \( n(1 - \tau) \), which becomes smaller than one if \( \tau > 1 - 1/n \). Therefore, using an empirical estimator based on quantile loss leads to a large bias. A second challenge stems from the possibly high-dimensional predictor space \( \mathbb{R}^p \), where there might be no training observations close to \( x \); note that the Figure 1 only shows the first of the 40 dimensions of \( X \). Too simple regression models may then introduce additional bias.

The first challenge can be addressed by relying on tail approximations motivated by extreme value theory (e.g., de Haan and Ferreira, 2006), which allow the extrapolation to quantile levels beyond the range of the data. Such methods typically consider (transformations of) linear (Chernozhukov, 2005; Wang and Tsai, 2009; Wang et al., 2012; Wang and Li, 2013) functions, additive models (Chavez-Demoulin and Davison, 2005; Youngman, 2019), non-parametric regression (Beirling et al., 2004; Martins-Filho et al., 2015) and local smoothing methods (Daouia et al., 2011; Gardes and Stupfler, 2019; Velthoen et al., 2019). However, these existing approaches are either not flexible enough to model complex response surfaces or do not scale well in higher dimensions \( p \) of the predictor space.

Regarding the second challenge, several quantile regression methods have been proposed in the statistical and machine learning literature that can cope with high-dimensional predictor spaces and complex regression surfaces (Taylor, 2000; Friedman, 2001). In particular, there exist several forest-based approaches for quantile regression (Meinshausen, 2006; Athey et al., 2019). These methods are based on (extensions of) the random forest originally developed by Breiman (2001) and can estimate flexible quantile regression functions. Compared to methods such as gradient boosting and neural networks, the main advantage of forest-based approaches is that they require little tuning and that their statistical properties are relatively well understood (Athey et al., 2019). Moreover, they scale well with the dimension of the predictor space as opposed to approaches based on generalized additive models (Koenker, 2011) and kernel-based methods (Yu and Jones, 1998). While these methods work well for estimation of quantiles inside the data range, such as \( \tau_0 = 0.8 \) in Figure 1, their performance deteriorates for quantile estimation at extreme levels \( \tau \approx 1 \) close to the upper endpoint of the response distribution.
In this paper, we bring together ideas from extreme value theory and forest-based regression methods to tackle the challenges of extreme quantile regression in predictor spaces with possibly high dimensions $p$. To extrapolate beyond the data range, we rely on the approximation by the generalized Pareto distribution (GPD) of the exceedances over an intermediate threshold; see the triangles in Figure 1. Under mild assumptions, the conditional quantile of $Y$, given $X = x$, at level $\tau \approx 1$ can be approximated by (Balkema and de Haan, 1974; Pickands, 1975)

$$Q_x(\tau) \approx Q_x(\tau_0) + \frac{\sigma(x)}{\xi(x)} \left[ \left( \frac{1 - \tau}{1 - \tau_0} \right)^{-\xi(x)} - 1 \right],$$

where $Q_x(\tau_0)$ is an intermediate quantile at level $\tau_0 < \tau$ and the second term on the right-hand side is quantile function of the GPD indexed by the conditional scale $\sigma(x) > 0$ and shape parameter $\xi(x) \in \mathbb{R}$. This includes responses with heavy tails ($\xi(x) > 0$), light tails ($\xi(x) = 0$) and with finite upper end points ($\xi(x) < 0$). The intermediate quantile level $\tau_0$ is chosen small enough such that the conditional quantiles $Q_x(\tau_0)$ can be estimated by classical regression methods. At the same time, it should be large enough so that the approximation in (1.1) by the GPD is accurate.

In order to cope with complex response surfaces and high-dimensional predictor spaces, we rely on ideas from the random forest literature (Meinshausen, 2006; Athey et al., 2019). Our new extremal random forest (ERF) localizes the estimation of the GPD parameter vector $\theta(x) = (\sigma(x), \xi(x))$ around the predictor value $x$ using forest-based weights. Since only few extreme observations are typically available for training, the simple tuning of random forests turns out to be of great advantage. Under certain conditions, we show consistency of the ERF estimator $\hat{\theta}(x)$ for the true conditional parameter vector $\theta(x)$. Since our loss function, namely the GPD log-likelihood, is non-convex, the proof strategy of Athey et al. (2019) cannot be used, and we rely on the theory of Newey (1991).

Our ERF algorithm combines the advantages of accurate tail extrapolation at levels $\tau \approx 1$ with a flexible regression method that scales well with predictor dimension. In simulations, we show that ERF outperforms extreme value theory and quantile regression methods to estimate extreme quantiles. Moreover, it is competitive with the recent gradient boosting by Velthoen et al. (2021) and has the advantage of significantly easier tuning and the theoretical guarantee of our consistency result. Finally, we apply our methodology to extreme quantile prediction for U.S. wage data (Angrist et al., 2009). The ERF algorithm is available as an R package on https://github.com/nicolagnecco/erf.

2 Background

2.1 Extreme Value Theory

The first challenge of extreme quantile regression is that only a few or even no data points exceed the quantiles of interest. This section considers the classical case of unconditional extremes without predictors. Let $Y_1, \ldots, Y_n$ be $n$ independent copies of a real-valued random variable $Y$. The notion of an extreme quantile $\tau = \tau_n$ is typically expressed relative to the sample size $n$. The expected
Figure 1: Realization of \( n = 2000 \) samples from the generative model in Example 1 in Section 3.1. Response \( Y \) is plotted against the first predictor \( X_1 \). Dashed lines represent the quantile functions associated to the intermediate \( \tau_0 = 0.8 \) and high \( \tau = 1 - 1/n = 0.9995 \) quantile levels. Triangles are observations above the intermediate threshold.

number of observations in the sample that exceed the \( \tau_n \)-quantile is then \( n(1 - \tau_n) \). A quantile with level \( \tau_n \to 1 \) such that \( n(1 - \tau_n) \to \infty \) is called an intermediate quantile. Empirical estimation in this case still works well since the effective sample size, that is, the number of exceedances, grows to infinity (de Haan and Ferreira, 2006). For risk assessment, the most critical case is if the quantile of interest is eventually beyond the range of the data, that is, \( (1 - \tau_n)n \to 0 \) as \( n \to \infty \). Then, we can no longer rely on empirical estimators but must resort to asymptotically motivated approximations from extreme value theory.

Let \( u^* \in (0, \infty] \) be the upper endpoint of the distribution of \( Y \). Under mild regularity assumptions on the tail of \( Y \), the Pickands–Balkema–De Haan theorem (Balkema and de Haan, 1974; Pickands, 1975) states that there exists a normalizing function \( \sigma(u) > 0 \) such that

\[
\lim_{u \to u^*} \mathbb{P} \left( \frac{Y - u}{\sigma(u)} \leq z \mid Y > u \right) = G(z; (1, \xi)),
\]

where the limit on the right-hand side is the distribution function of the generalized Pareto distribution (GPD) (Pickands, 1975) given by

\[
G(z; \theta) = 1 - \left( 1 + \frac{\xi}{\sigma} z \right)^{-1/\xi}, \quad z > 0,
\]

and \( \theta = (\sigma, \xi) \in (0, \infty) \times \mathbb{R} \) is the parameter vector consisting of scale and shape, respectively. The shape parameter \( \xi \in \mathbb{R} \), also known as the extreme value index (Beirlant et al., 2005), characterizes
the decay of the tail of $Y$. If $\xi > 0$, then $Y$ is heavy-tailed; if $\xi = 0$, then $Y$ is light-tailed; if $\xi < 0$ then $Y$ has a finite upper endpoint. Moreover, the GPD is a natural model for the distribution tails since it is the only possible limit of threshold exceedances as in (2.1).

The GPD approximation can be directly translated into an approximation for the small probability of $Y$ exceeding a high threshold $y$. By Bayes’ theorem and (2.1) we obtain

$$
\mathbb{P}(Y > y) = \mathbb{P}(Y > u) \mathbb{P}(Y > y \mid Y > u) \approx \mathbb{P}(Y > u) \{1 - G(y - u; \sigma, \xi)\},
$$

where $u < y$ denotes an intermediate threshold. Combining this approximation with (2.2) and letting $\mathbb{P}(Y > y) = 1 - \tau$ and $\mathbb{P}(Y > u) = 1 - \tau_0$, we obtain an approximation for the $\tau$-quantile of $Y$ as

$$
Q(\tau) \approx Q(\tau_0) + \frac{\sigma}{\xi} \left[ \frac{1 - \tau}{1 - \tau_0} \right]^{-\xi} - 1,
$$

(2.3)

where $Q(\tau_0) := F^{-1}_Y(\tau_0)$ denotes the intermediate quantile at level $\tau_0 < \tau$.

In applications, the scale and shape parameters of the GPD have to be estimated from independent observations $Y_1, \ldots, Y_n$ of $Y$. We fix an intermediate quantile level $\tau_0$ and define the exceedances $Z_i = (Y_i - \hat{Q}(\tau_0))^+, i = 1, \ldots, n$, where $\hat{Q}(\tau_0)$ denotes the empirical $\tau_0$ quantile. We can estimate the GPD parameter vector $\theta$ by maximum-likelihood, where the negative log-likelihood (or deviance) contribution of the $i$th exceedance $Z_i$ is

$$
\ell_\theta(Z_i) = \log \sigma + \left(1 + \frac{1}{\xi}\right) \log \left(1 + \frac{\xi}{\sigma} Z_i\right), \quad \theta \in (0, \infty) \times \mathbb{R},
$$

(2.4)

if $Z_i > 0$, and zero otherwise.

### 2.2 Quantile Regression and Generalized Random Forests

Given a pair $(X, Y)$ of predictor vector $X \in \mathbb{R}^p$ and response variable $Y \in \mathbb{R}$, quantile regression deals with modeling the conditional $\tau$-quantile $Q_\tau(x)$ of the conditional distribution of $Y$ given that $X = x$ for a particular predictor value $x \in \mathbb{R}^p$. The main challenge is that the dimension $p$ of the predictor space may be large and that the quantile surface $Q_\tau(x)$ as a function $x$ may be a complex, highly non-linear function.

Let $(X_1, Y_1), \ldots, (X_n, Y_n)$ be $n$ independent copies of the random vector $(X, Y)$. In contrast to the setting in Section 2.1, classical methods for quantile regression consider a fixed quantile level $\tau = \tau_n$ that does not change with the sample size. On population level, these methods exploit the fact that the conditional quantile function is the minimizer of the expectation of the quantile loss $\rho_\tau(c) = c(\tau - 1\{c < 0\})$, $c \in \mathbb{R}$, (Koenker and Bassett, 1978), that is,

$$
Q_\tau(x) = \arg \min_{q \in \mathbb{R}} \mathbb{E}[\rho_\tau(Y - q) \mid X = x].
$$

(2.5)

The above expectation cannot be estimated directly on the sample level since the set of observed predictor values does not typically include the value $x$. A natural estimator is

$$
\hat{Q}_\tau(x) = \arg \min_{q \in \mathbb{R}} \sum_{i=1}^n w_n(x, X_i) \rho_\tau(Y_i - q),
$$

(2.6)
where $x' \mapsto w_n(x, x')$ is a set of localizing similarity weights around the predictor value of interest. The weights can for instance be obtained by a kernel approach (Yu and Jones, 1998), but this is limited to moderately large dimensions (Stone, 1980, 1982).

In order to model more complex quantile surfaces in larger dimensions, Meinshausen (2006) and Athey et al. (2019) propose to use the estimator (2.6) with similarity weights $w_n(\cdot, \cdot)$ obtained from a random forest. Random forests (Breiman, 2001) are an ensemble method used for both regression and classification tasks and consist of fitting $B$ decision trees to the training data. In regression settings, each decision tree predicts a test point $x \in \mathbb{R}^p$ by

$$
\mu_b(x) := \sum_{i=1}^{n} \frac{\mathbb{1}\{X_i \in L_b(x)\}Y_i}{|\{i : X_i \in L_b(x)\}|}, \quad b = 1, \ldots, B,
$$

where $L_b(x) \subset \mathbb{R}^p$ denotes the rectangular region that $x$ belongs to in $b$th tree. By defining the similarity weights $w_{n,b}(x, X_i) := \mathbb{1}\{X_i \in L_b(x)\}/|\{i : X_i \in L_b(x)\}|$, the random forest predictions can be written as

$$
\mu(x) := \frac{1}{B} \sum_{b=1}^{B} \mu_b(x) = \sum_{i=1}^{n} w_n(x, X_i)Y_i,
$$

where $w_{n,b}(x, X_i) = \sum_{b=1}^{B} w_{n,b}(x, X_i)/B$ is the average weight across $B$ trees.

The original idea of Meinshausen (2006) is to use the weights estimated by this standard regression random forest for quantile regression in (2.6). A drawback of this approach is that the similarity weights arise from decision trees that are grown by minimizing the mean squared error loss. This leads to the fact that, as stated in Meinshausen (2006), $w_n(x, X_i)$ takes large values for those observations $i$ such that $\mathbb{E}[Y \mid X = X_i] \approx \mathbb{E}[Y \mid X = x]$. In many situations the conditional expectation is not representative of the whole conditional distribution of $Y \mid X = x$, and it may happen that $w_n(x, X_i)$ is large but $Q_{X_i}(\tau) \neq Q_x(\tau)$; see Athey et al. (2019, Figure 2) or our Figure 1 where the conditional expectation is constant over the predictor space. In these cases, the similarity weights estimated with standard random forest do not capture the heterogeneity of the quantile function and are thus not well-suited for quantile regression tasks. Athey et al. (2019) introduced generalized random forests (GRF), a method designed to fit random forests with custom loss functions. The GRF retains all the appealing features of classical random forests, i.e., it is simple to fit and requires little tuning of hyperparameters. One of the main applications of GRF is quantile regression, where the trees of the forest are grown to minimize the quantile loss function. In this work, we rely on GRF with quantile loss to estimate similarity weights $w_n(\cdot, \cdot)$ that capture the variation of the entire conditional distribution of $Y \mid X = x$ in the predictor space. In practice, the GRF algorithm estimates simultaneously conditional quantiles at levels $\tau = 0.1, 0.5, 0.9$ as a proxy for the conditional distribution of $Y \mid X = x$. For simplicity, in the sequel, we refer to GRF with quantile loss as GRF.
3 Extremal Random Forest

3.1 The Algorithm

In this work we study a method for flexible extreme quantile regression where both challenges described in Sections 2.1 and 2.2 occur simultaneously. Consider the random vector \((X, Y)\) of predictors \(X \in \mathcal{X} \subset \mathbb{R}^p\) and response \(Y \in \mathbb{R}\), with \(\mathcal{X}\) compact. Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be independent copies of \((X, Y)\). In many applications in risk assessment, the goal is to estimate the quantile function \(x \mapsto Q_x(\tau) = F_{Y|X=x}^{-1}(\tau)\), at an extreme level \(\tau = \tau_n\), where the expected number of observations in the sample that exceed their conditional quantiles is small and possibly tends to 0 as \(n \to \infty\); see Section 2.1. To illustrate the challenges of this estimation problem, we consider an example where the scale of the response variable \(Y\) is modeled as a step function of the covariates \(X\). This corresponds to Athey et al. (2019, Figure 2), except that we assume that the noise of the generating processes as for instance in Example 1.

Example 1. Let \(X \sim U_p\) be a uniform distribution on the cube \([-1, 1]^p\) in dimension \(p\) and \(Y \mid X = x \sim s(x) T_4\), where \(T_4\) denotes a Student’s \(t\)-distribution with \(\nu > 0\) degrees of freedom. The shape parameter of the conditional distribution \(Y \mid X = x\) is then constant \(\xi(x) = 1/\nu(x) \equiv 0.25\) and we choose the \(s(x) = 1 + \mathbb{I}\{x_1 > 0\}\) for \(x \in \mathbb{R}^p\). The GPD scale parameter \(\sigma(x)\) of \(Y \mid X = x\) and therefore also the quantile function \(Q_x(\tau)\) only depend on \(X_1\). The other predictors are noise variables.

Figure 1 in the introduction shows \(n = 2000\) observations sampled from the model of Example 1 in dimension \(p = 40\). The goal is to predict the conditional quantile \(Q_x(\tau)\) for a high level of \(\tau\), e.g., \(\tau = 0.9995\). We observe that the difficulty of the task is twofold. First, because of a possibly high-dimensional predictor space, there might be no training observations close to \(x\); note that we only show the first of the 40 dimensions of \(X\) in the figure. Second, the \(\tau\)-quantile might be out of the range of the data if \(\tau\) is very close to one. Indeed, for a sample of size \(n\), the expected number of exceedances above the conditional \(\tau\)-quantile is \(n(1 - \tau)\), which becomes smaller than one if \(\tau > 1 - 1/n\).

Our methodology accurately addresses both of these challenges. For effective localizing in the predictor space, even in high-dimensional problems, we use the weights emerging from GRF (Athey et al., 2019). For correct extrapolation in the tail of the conditional response variable, we rely on the asymptotic theory of extremes and fit a localized generalized Pareto distribution; see Section 2.1. More precisely, for an intermediate quantile level \(\tau_0\), we assume that the distribution function of \(Y - Q_x(\tau_0)\), conditional on \(Y > Q_x(\tau_0)\), is approximately generalized Pareto (Balkema and de Haan, 1974) with scale and shape parameters depending on the predictor value \(x\), that is, for any \(z > 0\),

\[
\mathbb{P}(Y - Q_x(\tau_0) \leq z \mid Y > Q_x(\tau_0), X = x) \approx G(z; \theta(x)),
\]

where \(\theta(x) = (\sigma(x), \xi(x))\), and the scale and shape are continuous functions \(\sigma : X \to (0, \infty)\) and \(\xi : X \to \mathbb{R}\), respectively. This assumption is a conditional version of (2.1) and means that the GPD approximation holds for the distribution of \(Y \mid X = x\) for any \(x \in \mathcal{X}\). It is satisfied by most data generating processes as for instance in Example 1.
In order to formulate our estimators of the conditional GPD parameters \( \theta(x) \) and the extreme quantile \( Q_x(\tau) \), we define the exceedances in the training data as

\[
Z_i := (Y_i - \hat{Q}_x(\tau_0))_+, \quad i = 1, \ldots, n;
\]

see the triangles in Figure 1. Here, \( \tau_0 \in (0, 1) \) is an intermediate probability level that is chosen such that the estimator \( \hat{Q}_x(\tau_0) \) of the conditional quantile function can be obtained by classical quantile regression techniques; see Section 2.2. In principle, any quantile regression method can be used to fit \( Q_x(\tau_0) \). Here, we choose GRF with quantile loss (Athey et al., 2019) since it is a flexible method well-suited for high-dimensional quantile regression problems and it requires little tuning.

For the estimation of the GPD parameter vector \( \theta(x) = (\sigma(x), \xi(x)) \) we rely on those exceedances that carry most information on the tail of the distribution of \( Y \mid X = x \). To do so, we use the localizing weight functions \( w_n(x, X_i) \) estimated from a GRF (Athey et al., 2019) that may be different from the one used to estimate the intermediate quantile \( \hat{Q}_x(\tau_0) \). We would like to define the estimator of the conditional GPD parameter \( \hat{\theta}(x) \) as the minimizer of the weighted (negative) log-likelihood

\[
L_n(\theta; x) = \sum_{i=1}^{n} w_n(x, X_i) \ell_\theta(Z_i) 1\{Z_i > 0\}, \quad x \in \mathcal{X},
\]

where \( \ell_\theta \) is defined in (2.4). In practice, the parameter space \( \theta(\mathcal{X}) = \{ \theta \in (0, \infty) \times \mathbb{R} : \theta = \theta(x) \text{ for some } x \in \mathcal{X} \} \) is unknown. As explained by Dombry (2015), it is not guaranteed that the log-likelihood of the generalized extreme value distribution has a global optimum over the parameter space \( (0, \infty) \times \mathbb{R} \). In fact, Smith (1985) shows that there exists no maximum likelihood estimator when \( \xi \leq -1 \). Analogous results apply to the GPD log-likelihood \( L_n(\theta; x) \) (Drees et al., 2004). We therefore follow Bücher and Segers (2017) and define \( \hat{\theta}(x) \) as the optimizer of \( L_n(\theta; x) \) over an arbitrarily large compact set \( \Theta \subset (0, \infty) \times (-1, \infty) \) such that \( \theta(\mathcal{X}) \subset \text{Int} \Theta \), that is,

\[
\hat{\theta}(x) = \arg \min_{\theta \in \Theta} L_n(\theta; x).
\]

If there is more than one minimizer, let \( \hat{\theta}(x) \) be the smallest with respect to lexicographic order (see Dombry, 2015). The estimated pair \((\hat{Q}_x(\tau_0), \hat{\theta}(x))\) of intermediate quantile and conditional GPD parameters can be plugged into the extrapolation formula (1.1) to obtain an estimate \( \hat{Q}_x(\tau) \) of the extreme conditional quantile at level \( \tau > \tau_0 \).

In Algorithm 1, we describe our prediction method, which we call the extremal random forest (ERF). The algorithm consists of two subroutines, namely ERF-Fit and ERF-Predict. The first one estimates a similarity weight function \( (x, y) \mapsto w_n(x, y) \) and an intermediate quantile function \( x \mapsto \hat{Q}_x(\tau_0) \) from the training data, for \( x, y \in \mathcal{X} \). The second procedure predicts the extreme \( \tau \)-quantile \( \hat{Q}_x(\tau_0) \) at point \( x \in \mathcal{X} \) by estimating the GPD parameter vector \( \theta(x) \) as in (3.4). Appendix C shows the estimated GRF weights \( w_n(x, X_i) \) used in the likelihood in (3.3) for Example 1 and specific values of \( x \). It can be seen that the weights are large for training observations \( X_i \) where the distribution of \( Y \mid X = X_i \) is equal to the one of \( Y \mid X = x \).
Algorithm 1 Extremal random forest (ERF)

Denote by $\mathcal{D} = \{(X_i, Y_i)\}_{i=1}^n$ the training data. Let $x \in \mathbb{R}^p$ be a test predictor value. Specify intermediate and extreme quantile levels $\tau_0$ and $\tau$, respectively, with $\tau_0 < \tau$. Let $\alpha$ be a vector of hyperparameters supplied to GRF.

1: procedure ERF-Fit($\mathcal{D}$, $\tau_0$, $\alpha$)
2: \( w_n(\cdot, \cdot) \leftarrow \text{GRF}(\mathcal{D}, \alpha) \)
3: \( \hat{Q}(\tau_0) \leftarrow \text{QuantileRegression}(\mathcal{D}) \)
4: output erf \( \leftarrow [\mathcal{D}, w_n(\cdot, \cdot), \hat{Q}(\tau_0)] \)

1: procedure ERF-Predict(erf, $x$, $\tau$)
2: \( Z_i \leftarrow (Y_i - \hat{Q}_X(\tau_0))_+ \), with $i = 1, \ldots, n$
3: \( \hat{\theta}(x) \leftarrow \arg \min_\theta L_n(\theta; x) \) as in (3.3)
4: output \( \hat{Q}_x(\tau) \) as in (1.1)

The subroutine GRF estimates the similarity weight function \( w_n(\cdot, \cdot) \) using the generalized random forest of Athey et al. (2019). The subroutine QuantileRegression fits the intermediate conditional quantile function \( \hat{Q}(\tau_0) \) using a classical quantile regression technique. The object erf is a list containing the training data \( \mathcal{D} \), the fitted intermediate quantile \( \hat{Q}(\tau_0) \), and the estimated similarity weight function \( w_n(\cdot, \cdot) \).

3.2 Consistency

Our ERF provides an estimate \( \hat{\theta}(x) = (\hat{\sigma}(x), \hat{\xi}(x)) \) of the conditional GPD parameter \( \theta(x) \) that describes the tail of the distribution of \( Y \mid X = x \). The method is at the interface of random forests and extreme value theory, and both fields have their challenges related to the analysis of asymptotic properties.

Consistency and asymptotic normality of classical (Meinshausen, 2006; Biau, 2012; Scornet et al., 2015; Wager and Athey, 2018) and generalized random forests (Athey et al., 2019) have only recently been established. The results by Athey et al. (2019) require regularity conditions (see Assumptions 1–6 of their paper) that are not satisfied in our setting. In particular, the negative GPD log-likelihood \( \theta \mapsto \ell_\theta(z) \) that we consider is not a convex function and, therefore, it does not satisfy Assumption 6 in Athey et al. (2019). On the other hand, the asymptotic analysis of extreme value estimators is notoriously difficult due to the pre-limit approximation in (3.1) and changing distributional support (Smith, 1985; Drees et al., 2004). Recent papers have worked out the asymptotics for the unconditional i.i.d. case (Dombry, 2015; Bücher and Segers, 2017; Dombry and Ferreira, 2019).

We will not show consistency of the ERF under the most general conditions on the distributional tail of \( Y \mid X = x \) since the required technicalities would be beyond the scope of this paper. We list all assumptions needed for our theorem and discuss possible relaxations after the statement. The first assumption deals with the data generating process.

**Assumption 1.** Let \( X \in \mathcal{X} \) have a density that is bounded away from 0 and $\infty$ and support \( \mathcal{X} := [0, 1]^p \). For large enough $\tau_0$, suppose the conditional intermediate quantile function \( Q_X(\tau_0) \) is known. Furthermore, assume that the distribution function of \( Y - Q_X(\tau_0) \), conditional on
\( Y > Q_X(\tau_0) \), is exactly generalized Pareto with parameter vector \( \theta(X) \).

The next assumption addresses how the parameter vector \( \theta(x) \) depends on the predictor \( X = x \). We consider only the most relevant case of positive shape parameter \( \xi(x) > 0 \), that is, where \( Y \mid X = x \) is heavy-tailed.

**Assumption 2.** Let \( \theta(x) = (\sigma(x), \xi(x)) \) denote the bivariate regression function for the GPD parameters, for \( x \in \mathcal{X} \). Assume \( \sigma : \mathcal{X} \to (0, \infty) \) and \( \xi : \mathcal{X} \to (0, \infty) \) are continuous functions on \( \mathcal{X} \). Furthermore, assume their first order partial derivatives are continuous in the interior and exist on the boundary of \( \mathcal{X} \); we refer to Appendix B for a definition of partial derivative on the boundary. Notice that the parameter space \( \theta(\mathcal{X}) \subset (0, \infty) \times (0, \infty) \) is compact and bounded away from the origin.

Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be independent copies of \((X, Y)\). The first step of our algorithm consists of fitting a generalized random forest on the training data to obtain similarity weights. To show consistency, we make the following standard assumptions on how this forest is built.

**Assumption 3.** Let \( w_n(x, y) \) denote the similarity weights for \( x, y \in \mathcal{X} \) estimated by a GRF. We assume the forest satisfies Specification 1 of Athey et al. (2019). In particular, we assume that each tree in the forest is symmetric, places balanced splits, and is randomized (see Athey et al., 2019). We require that each tree is fitted on a subsample of the training data with size \( s < n \), such that \( s \to \infty \) and \( s/n \to 0 \) as \( n \to \infty \), and that the forest consists of \( \binom{n}{s} \) trees fitted on all possible subsamples of size \( s \).

In practice, one builds a forest by estimating \( B \) trees. Our theoretical results hold for forests made of \( \binom{n}{s} \) trees fitted on all possible subsamples of size \( s \). For this reason, similarly to Wager and Athey (2018), we assume that \( B \) is large enough so that the Monte Carlo effect is negligible. Furthermore, Assumption 3 does not require that the trees in the forest are honest in the sense of Athey et al. (2019). The reason is that, as opposed to Athey et al. (2019), our conditional response distribution belongs to the parametric GPD family. In practice, we find that honesty helps our algorithm perform better, and the result below remains true under this additional, stronger assumption.

**Theorem 1.** Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be independent copies of \((X, Y)\) as specified in Assumptions 1 and 2. Let \( x \in \text{Int} \mathcal{X} \) be a fixed test predictor value, and denote by \( w_n(x, X_i) \) the similarity weights estimated with a forest satisfying Assumption 3. Let \( \Theta \subset (0, \infty) \times (0, \infty) \) be an arbitrary compact set such that \( \theta(X) \subset \text{Int}(\Theta) \), and let \( \hat{\theta}(x) \) denote a sequence of estimators minimizing (3.3). Then, \( \hat{\theta}(x) \to \theta(x) \) in probability as \( n \to \infty \).

The proof relies on the theory of Newey (1991) and is in Appendix A. To the best of our knowledge, this is the first consistency proof for a tree-based extreme quantile regression method that works for high-dimensional predictor spaces and complex parameter response surfaces. Wang and Tsai (2009) show asymptotic normality for the model parameters for the heavy-tailed case, but only in the situation where the covariate dependence is linear. There are no asymptotic results for models for generalized Pareto distributions with parameters depending in a more complex way on...
the covariates such as through generalized additive models (Chavez-Demoulin and Davison, 2005; Youngman, 2019), trees (Farkas et al., 2020) or gradient boosting (Velthoen et al., 2021).

Similarly to Wang and Tsai (2009), we focus on the heavy-tailed case where \( \xi(x) > 0 \) for all \( x \in X \). Relaxing this assumption to \( \xi(x) \in \mathbb{R} \) would make the support of the generalized Pareto distribution depend on the model parameters. This would require a different proof strategy and additional care in terms of Lipschitz conditions, but some ideas from the i.i.d. case in Bücher and Segers (2017, Lemma E.2) might be helpful.

A further simplification in our setup is that we assume that the approximation in (3.1) is an equality. Dropping this assumption would require additional conditions to control the approximation error and would add a further level of technicality to the proofs. Similar assumptions are often made in the literature as for instance in Bücher and Segers (2017) for the i.i.d. case for generalized extreme value distributions.

### 3.3 Hyperparameter Tuning

Generalized random forests have several tuning parameters, such as the number of predictors selected at each split and the minimum node size. This section presents a cross-validation scheme to tune such hyperparameters within our algorithm. For large values of \( \tau \approx 1 \), the quantile loss is not a reliable scoring function since there might be few or no test observations above this level. In our case, we can instead rely on the tail approximation in (3.1) and use the deviance of the GPD as a reasonable metric for cross-validation. Let \( N_1, \ldots, N_M \) be a random partitioning of \( \{1, \ldots, n\} \) into \( M \) equally sized folds of the training data. For a sequence \( \alpha_1, \ldots, \alpha_J \) of tuning parameters, we fit an \( \text{erf} \) object on the training set \( (X_i, Y_i), i \notin N_m, \) for each \( \alpha_j \) and each fold \( m \) as described in the \( \text{ERF-F/r} \) function in Algorithm 1. Given the fitted \( \text{erf} \) object, we estimate the GPD parameter vector \( \hat{\theta}(X_i; \alpha_j) \) on the validation set \( (X_i, Y_i), i \in N_m \) as in the \( \text{ERF-P/r} \) function in Algorithm 1, and evaluate the cross-validation error by

\[
CV(\alpha_j) = \sum_{m=1}^{M} \sum_{i \in N_m} \ell_{\hat{\theta}(X_i; \alpha_j)}(Z_i) \mathbb{1}\{Z_i > 0\},
\]

where \( \theta \mapsto \ell_{\theta}(z) \) is the deviance of the GPD and \( Z_i := (Y_i - \hat{Q}_{X_i}(\tau_0))_+ \) are the exceedances. Finally, we select the optimal tuning parameter \( \alpha^* \) as the minimizer of \( CV(\alpha_j), j = 1, \ldots, J \). To make the problem computationally tractable, we first fit the intermediate quantile function \( x \mapsto \hat{Q}_x(\tau_0) \) on the entire data set. Then, on each fold, we estimate the similarity weight function \( (x, y) \mapsto w_n(x, y) \) with “small” forests made of 50 trees. We repeat the cross-validation scheme several times to reduce the variability of the results.

Even though, in principle, one could perform cross-validation on several tuning parameters, we find that the minimum node size \( \kappa \in \mathbb{N} \) plays the most critical role for ERF. The reason is that \( \kappa \) controls the model complexity of the individual trees in the forest and consequently of the similarity weights \( w_n(\cdot, \cdot) \). Small (large) values of \( \kappa \) correspond to trees with few (many) observations in each leaf and produce strongly (weakly) localized weight functions \( w_n(\cdot, \cdot) \). The estimates of the shape parameter \( \hat{\xi}(x) \) in (3.4) may be sensitive to small changes of the localizing weights in the covariate space, leading to unstable quantile predictions through (1.1). To reduce the variance of
3.4 Penalized Log-Likelihood

The shape $\xi$ of the GPD is the most crucial parameter since it determines the tail behavior of $Y$ at extreme quantile levels; the extrapolation formula (2.3) shows the highly non-linear influence of the shape parameter on large quantiles.

Estimation of the shape parameter is notoriously challenging, and the maximization of the GPD likelihood may exhibit convergence problems for small sample sizes (Coles and Dixon, 1999). In general, penalization can help to reduce the variance of an estimator at the cost of higher bias (Hastie et al., 2009). Coles and Dixon (1999) propose a penalty function that restricts the shape parameter values to $\xi < 1$ and favors smaller values of $\xi$. Several penalization schemes can be interpreted in a Bayesian sense by considering a prior distribution on the regularized parameter. For example, de Zea Bermudez and Turkman (2003) introduce a Bayesian approach to estimate the $\xi$ by using different priors for the cases $\xi > 0$ and $\xi < 0$, respectively. In the context of the generalized extreme value distribution, other penalization methods have been proposed by Smith and Naylor (1987).

While the above regularization methods are tailored to i.i.d. data, in our setting we want to
penalize the variation of the shape function $x \mapsto \xi(x)$ across the predictor space $\mathcal{X}$. In spatial applications, for instance, it is common to assume a constant shape parameter at different locations (e.g., Ferreira et al., 2012; Engelke et al., 2019). Similarly, in ERF we shrink the estimates $\hat{\xi}(x)$ to a constant shape parameter $\xi_0$. In general, $\xi_0$ can be given by expert knowledge, but often a good choice is the unconditional fit $\xi_0 = \hat{\xi}$ obtained by minimizing the GPD deviance in (3.3) with constant weights $w_n(x, y) = 1$ for all $x, y \in \mathcal{X}$.

We propose to penalize the weighted GPD deviance (3.3) with the squared distance between the estimates of $\hat{\xi}(x)$ and the constant shape parameter $\xi_0$, that is,

$$\hat{\theta}(x) = \arg\min_{(r, \xi) = \theta \in \Theta} \frac{1}{(1 - \tau_0)} L_n(\theta; x) + \lambda(\hat{\xi} - \xi_0)^2,$$

where $\lambda \geq 0$ is a tuning parameter, and $\tau_0$ is the intermediate quantile level. The parameter $\lambda$ allows interpolating between a simpler model with a constant shape when $\lambda \to \infty$, and a more complex model with a varying shape over the predictor space when $\lambda$ is small. This penalized negative log-likelihood can be interpreted in a Bayesian sense: it is equivalent to the maximum a posteriori GPD estimator when putting Gaussian prior $N(\xi_0, 1/(2\lambda))$ on the shape parameter $\xi$.

Bücher et al. (2020) propose the same penalization as in (3.5) to estimate the generalized extreme value distribution parameters, where the prior distribution is centered around an expert belief $\xi_0$ and $\lambda$ reflects the confidence in such belief.

In practice, when we penalize the shape parameter we modify Algorithm 1 by replacing Line 3 of the ERF-PREDICT subroutine with (3.5). Similarly, we cross-validate $\lambda$ using the scheme presented in Section 3.3 on the modified Algorithm 1. Figure 3 shows the square root MISE over 50 simulations for different values of $\lambda$ and different quantile levels. Here, we set $\xi_0$ as the estimated unconditional shape parameter.

Figure 3: Square root MISE of ERF for different penalty values $\lambda$ and quantile levels $\tau$ over 50 simulations. The data is generated according to Example 1.
4 Simulation Study

4.1 Setup

We compare ERF to other quantile regression methods on simulated data sets, assessing the properties of the different approaches. In the three experiments, we simulate \( n \) training observations \((X_1, Y_1), \ldots, (X_n, Y_n)\) as independent copies of a random vector \((X, Y)\). We always generate the predictor \( X \in \mathbb{R}^p \) from a uniform distribution on the cube \([-1, 1]^p\) for different dimensions \( p \). We let the conditional response variable \( Y \mid X = x \) follow distributions such as Gaussian or Student’s \( t \), with tail heaviness depending on the simulation study. The parameters of these distributions, and therefore also the parameters of the GPD corresponding to their tails, vary as functions of the predictor value \( x \). Different response surfaces are considered. The goal is to predict the quantiles \( Q_x(\tau) \) of the conditional response \( Y \mid X = x \) for moderately to very extreme quantile levels \( \tau > 0 \).

We evaluate the performance of the method on a test data set \( \{x_i\}_{i=1}^{n'} \) of \( n' = 1000 \) observations generated with a Halton sequence (Halton, 1964) on the cube \([-1, 1]^p\). For a fitted quantile regression function \( x \mapsto \hat{Q}_x(\tau) \), \( \tau \in (0, 1) \), we then compute the integrated squared error (ISE) on the test data set as

\[
\text{ISE} = \frac{1}{n'} \sum_{i=1}^{n'} \left( \hat{Q}_{x_i}(\tau) - Q_{x_i}(\tau) \right)^2,
\]

where \( x \mapsto Q_x(\tau) \) is the true quantile function of the model. Repeating the simulation, fitting and evaluation \( m = 50 \) times, we obtain the mean integrated squared error (MISE) as the average of the different ISEs.

In the first experiment, we study how ERF performs on the two challenges of high quantile levels and high-dimensional predictor spaces illustrated in Figure 1. The data sets follow the model of Example 1 where the response has a Student’s \( t \)-distribution with scale shift according to a step function. We consider the methods’ performances for different dimensions \( p \) of the predictor space and different quantile levels \( \tau \).

The second experiment studies the robustness of ERF and other methods to the tail heaviness of the noise distribution. The data generating function is the same as in the first experiment, except that the tail of the noise ranges from the light-tailed Gaussian case with \( \xi = 0 \) to the relatively heavy tails of Student’s \( t \) distributions with large \( \xi > 0 \).

In the last experiment (see Appendix D.2), we consider more complex regression functions for the conditional response variables to assess the performance of the quantile regression methods on complex data. The underlying models depend on more than one predictor value, and both the scale and the shape parameters vary simultaneously.

4.2 Competing Methods

Among the forest-based algorithms, we consider the quantile regression forest by Meinshausen (2006), denoted by QRF, and the generalized random forest by Athey et al. (2019), denoted by GRF. Since these methods do not rely on the GPD likelihood, it is not possible to cross-validate their tuning parameters as in Section 3.3 for prediction error of extreme quantiles. However, in
independent simulations, we notice that their tuning parameters do not have big influence on the results. We set their tuning parameters to the default values and and fit the quantile functions $\hat{Q}_x^{QRF}(\tau)$, $\hat{Q}_x^{GRF}(\tau)$ on the training data for some $\tau \in (0, 1)$. More details on forest-based approaches can be found in Section 2.2.

As a hybrid method that uses forest-based weights, we consider the method EGP Tail proposed by Taillardat et al. (2019) who assume that the entire conditional distribution $Y \mid X = x$ follows a parametric family called extended generalized Pareto (EGP) distribution. They estimate the covariate dependent parameters of the EGP through a probability-weighted method of moments using the estimated quantiles $\hat{Q}_x^{GRF}(\tau)$ of the GRF. We follow the authors’ implementation and use the default parameter values.

Our ERF method is part of the class of extrapolation approaches that model the exceedances $Z_i$ in (3.2) by conditional GPD distributions. Among the numerous methods that follow this strategy we present only those from Youngman (2019) and Velthoen et al. (2021) as they turn out to be most competitive. Other existing extrapolation based methods are not flexible enough in our setting (Wang and Tsai, 2009; Wang et al., 2012) or do not perform well with larger noise dimensions (Daouia et al., 2011; Gardes and Stupfler, 2019). For the sake of comparability, for all extrapolation methods we use the same exceedances $Z_i = (Y_i - \hat{Q}_x^{GRF}(\tau_0))_+$, which are computed from a GRF with intermediate quantile level $\tau_0 = 0.8 \leq \tau$. To assess the sensitivity of our method to the intermediate threshold $\tau_0$, we perform a simulation study for a data set generated according to Example 1; see Figure 10 in Appendix D.1. In this setup, the intermediate threshold does not strongly influence the results. In general, the optimal choice will depend on the properties of the data (see de Haan and Ferreira, 2006, Section 3.2) and numerous data-driven methods for choosing the threshold exist (e.g., Embrechts et al., 2012, Section 6.2.2).

The method from Youngman (2019) uses generalized additive models to estimate the parameters of a GPD distribution. Here, we model the scale and shape parameters as smooth additive functions of the covariates without interaction effects. In the sequel, we abbreviate this method by EGAM. Velthoen et al. (2021) propose the GBEX method to estimate the GPD parameters using gradient boosting (Friedman, 2001, 2002). In particular, they grow two sequences of gradient trees to model the conditional scale and shape parameter, respectively. To fit GBEX, we use 5-fold cross validation with a maximum number of trees per fold set to $B_{\text{max}} = 500$. We set the depth of each gradient tree $D = 2$, and we set the learning rate for the scale parameter to $\lambda^\sigma = 0.1$. We set the other tuning parameters to their default values. We also consider the unconditional model as a baseline, where we fit constant GPD parameters $(\sigma, \xi)$ to the conditional exceedances $Z_i$.

Concerning our ERF method, we fit the parameters as described in Algorithm 1 using the repeated cross-validation scheme described in Section 3.3. In particular we repeat three times 5-fold cross-validation to tune the minimum node size $\kappa \in \{10, 40, 100\}$ and the penalty $\lambda \in \{0, 0.01, 0.001\}$ for the shape parameter. We leave the other tuning parameters of the random forests at their default values; see the documentation for quantile_forest in Tibshirani et al. (2021). All simulation results can be reproduced following the description and code on https://github.com/nicolagnecco/erf-numerical-results.
4.3 Experiment 1

In this simulation study, the data follows the model of Example 1 where the response variable \( Y \mid X = x \) follows a Student’s \( t \)-distribution with \( \nu(x) \equiv 1/\xi(x) = 4 \) degrees of freedom and scale \( s(x) = 1 + \mathbb{1}\{x_1 > 0\} \). This is the same setup as in the simulation in Athey et al. (2019, Section 5), except that here we use Student’s \( t \)-distribution instead of Gaussian for the noise. There is only one signal variable \( X_1 \) and \( p - 1 \) noise variables. We generate \( n = 2000 \) training data and consider different dimensions \( p \) and quantile levels \( \tau \).

We first fix the dimension \( p = 10 \) and investigate the effect of different target quantile levels \( \tau \) on the prediction performances of the competing methods. The left panel of Figure 4 shows the \( \sqrt{\text{MISE}} \), the square root of the MISE defined in Section 4.1, for varying values of \( \tau \) close to 1. At the intermediate quantile level \( \tau_0 = 0.8 \) all methods show a similar performance; in fact, the extrapolation methods coincide at this level since they use the same GRF based estimator for the intermediate quantile. When the quantile level \( \tau \) increases, or equivalently, the expected number of exceedances \( n(1 - \tau) \) in the training sample decreases, we observe that the performance curves diverge. The forest-based quantile regression methods that do not explicitly use extreme value theory for tail approximations cannot extrapolate well to extreme quantile levels. This includes the EGP Tail method that does not focus on modeling the tail. Among the extrapolation methods, the unconditional baseline does not perform well since it cannot capture the shift in the scale function. While the EGAM does better, it already suffers from the relatively high dimension of the noise variables, a fact that we discuss in detail below. By far, the best methods are our ERF and the GBEX. Both combine the flexibility in the predictor space with correct extrapolation originating from the GPD approximation.

We next compare the performances for varying dimensions \( p \) of the predictor space. The right
panel of Figure 4 shows the $\sqrt{\text{MISE}}$ as a function of $p$ for fixed quantile levels $\tau = 0.9995$. QRF and GRF look relatively robust against growing dimensions and additional noise variables, but the performance is not competitive for higher quantiles levels. For smaller dimensions, the methods deteriorate because of the overfitting: the trees can only place split on the signal variable $X_1$, increasing the variance. The performance of EGAM clearly illustrates the problem of this method with higher dimensions. The method cannot filter the signal from the many noise variables even though, in principle, it is flexible enough to model the response function; the latter is indicated by the good performance for very small noise dimension. Moreover, as mentioned by Youngman (2019), the method becomes computationally demanding as $p$ grows. The unconditional model is unaffected by the noise dimension since it does not use the predictor values. Both ERF and GBEX combine the advantages of the two types of approaches. They are both robust against additional noise variables and perform well even for large dimensional predictor spaces.

4.4 Experiment 2

In the second experiment, we investigate the robustness of the quantile regression methods against noise distributions with different tail heaviness in a large dimension. The simulation setup is similar to the previous section and data follows the model of Example 1, where we set $p = 40$. We simulate data for noise distributions with shape parameters $\xi = 0, 1/4, 1/3$, where for the light-tailed case $\xi = 0$ we choose a Gaussian distribution and otherwise a Student’s $t$ distribution with $\xi = 1/4, 1/3$ corresponding $v = 4, 3$ degrees of freedom, respectively. We exclude EGAM in this experiment since its performance decreases for large $p$ and it becomes computationally prohibitive (see Figure 4).

Figure 5 shows boxplots of the $\sqrt{\text{ISE}}$ for the extreme quantile level $\tau = 0.9995$ for the different methods and different shape parameters. The triangles correspond to the average values. To make the plot easier to visualize, we remove large outliers of GRF and QRF. The picture is similar for the three noise distributions. We observe that ERF performs very well also in the Gaussian case. Since our method relies on the GPD, estimation is not restricted to positive shape parameters, as opposed to approaches based on the Hill estimator (e.g., Wang et al., 2012; Wang and Li, 2013). Unsurprisingly, as the noise becomes very heavy-tailed (right-hand side of Figure 5) the performances of all methods become closer since the problem becomes increasingly difficult. We further note that the performance of both QRF and GRF degrades for large values of $\xi$. They exhibit increasingly large outliers that result in an average exceeding the upper quartile. This underlines that classical methods without proper extrapolation are insufficient for extreme quantile regression.

5 Analysis of the U.S. Wage Structure

We compare the performance of ERF, GBEX, GRF, and the unconditional GPD on the U.S. census microdata for the year 1980 (Angrist et al., 2009). As described therein, the data set consists of 65,023 U.S.-born black and white men of age between 40–49, with five to twenty years of education, and with positive annual earnings and hours worked in the year before the census. The large number of observations makes this dataset suitable to assess the performance of the different
methods at very high quantile levels. The response $Y$ describes the weekly wage, expressed in 1989 U.S. dollars computed as the annual income divided by the number of weeks worked. The predictor vector consists of the numerical variables age and years of education and the categorical predictor whether the person is black or white. To make the data set higher dimensional, we add ten random predictors sampled independently from uniform distributions on the interval $[-1, 1]$, resulting in a predictor space’s dimension $p = 13$.

Throughout this analysis, we fit ERF repeating three times 5-fold cross-validation to tune the minimum node size $\kappa \in \{5, 40, 100\}$. To stabilize the variance of the shape parameter, we set the penalty $\lambda = 0.01$. Regarding the other methods, we use the same tuning parameter setup as in 4.2. In particular, we use GRF to predict the intermediate conditional quantiles at level $\tau_0 = 0.8$ for all extrapolation-based methods. We split the original data into two halves, i.e., 32,511 and 32,512 samples, respectively. We use the first portion to perform an exploratory data analysis and the second one to fit and evaluate the different methods.

For the exploratory data analysis, we fit ERF on a random subset made of 10% of the data (i.e., 3,251 observations), and predict the GPD parameters $\hat{\theta}(x) = (\hat{\sigma}(x), \hat{\xi}(x))$ on the left-out observations (i.e., 29,260 observations). Figure 6 shows the estimated GPD parameters $\hat{\theta}(x)$ as a function of years of education. We observe that the scale parameter depends positively on years of education, whereas it is quite homogeneous between the black and white groups. In particular, it has a clear jump around 15-16 years of education, which corresponds to the end of the undergraduate studies. The shape parameter is relatively homogeneous for the black and white group and looks stable for education. It ranges between 0.22 and 0.24, indicating heavy-tails throughout the predictor space. Moreover, Figure 12 in Appendix E.1 shows that the scale and shape parameters do not seem to depend on the predictor age.

In Figure 7 we compare the ERF quantile predictions to the ones obtained by the other methods at levels $\tau = 0.9, 0.995$. To help with the visualization, we removed all the quantiles above 6,000
predicted by GRF. We observe that the extrapolation methods retain a good shape of the quantile function even for high levels. This does not hold for GRF, whose profile worsens as \( \tau \) increases, and the discrete structure of the largest training observations becomes visible. The unconditional method seems to capture the variability of the conditional quantiles for \( \tau = 0.9 \), but we observe that it loses flexibility for larger values of \( \tau \). The reason for this is that the unconditional method cannot produce different scale parameters of the GPD, while Figure 6 indicates that this is necessary for this data set. ERF and GBEX model well the variability of the conditional quantiles for all values of \( \tau \), and they agree on the magnitude of the estimates.

After the exploratory analysis, we assess the quantitative performance of ERF compared to the other methods. We consider the prediction metric proposed by Wang and Li (2013),

\[
R_n \left( \hat{Q}_\tau \right) := \frac{\sum_{i=1}^{n} 1 \{ Y_i < \hat{Q}_{X_i}(\tau) \} - n\tau}{\sqrt{n\tau(1 - \tau)}}, \tag{5.1}
\]

where \( n \) is the number of test observations, and \( \hat{Q}_\tau \) is the \( \tau \)-th conditional quantile estimated on the training data set. This metric compares the normalized estimated proportion of observations with \( Y_i < \hat{Q}_{X_i}(\tau) \) with the theoretical level \( \tau \). Using the true quantile function \( Q_\tau \), the random variable \( 1 \{ Y_i < Q_{X_i}(\tau) \} \) follows a Bernoulli distribution with expectation \( \tau \) and variance \( \tau(1 - \tau) \), and by the central limit theorem the metric with oracle quantile function \( R_n(Q_\tau) \) is asymptotically standard normal. We partition the 32,512 observations not used in the exploratory analysis into ten random folds. On each fold, we fit the different methods and evaluate them on the left-out observations, using the absolute value of (5.1). Unlike classical cross-validation, we fit the methods using a single fold and validate them on the remaining ones; this allows us to have enough observations to gauge their performance for high quantile levels \( \tau \). Figure 8 shows the performance of ERF, GRF, GBEX, and the unconditional method over the ten repetitions for different quantile levels. The shaded area represents the 95% interval of the absolute value of a standard normal distribution, corresponding...
Figure 7: Predicted quantiles at levels $\tau = 0.9, 0.995$ for ERF, GRF, GBEX, and the unconditional method.

to the 95% confidence level of the oracle method with true quantile function. We observe that both ERF and GBEX have very good performance compared to the oracle for increasing quantile levels, and they outperform the unconditional method for large values of $\tau$. This is because they are flexible to model the scale and shape as a function of the predictors, unlike the unconditional method. While GRF performs well for the quantile level $\tau = 0.9$, it worsens quite quickly for larger values of $\tau$. This is expected since GRF does not rely on extrapolation results from extreme value theory and cannot accurately predict very high quantiles.

For the same data set, Angrist et al. (2006) consider the natural logarithm of the wage as a response variable for quantile regression with fixed, non-extreme quantile levels. In Appendix E.1 we perform our analysis above for extreme quantiles again with this log-transformed response since it highlights several interesting properties of the ERF algorithm. In particular, Figure 14 in Appendix E.2 shows that the flexible methods ERF and GBEX have the desirable property that the predictions do not change much under marginal transformations. The unconditional method, on the other hand, seems to be sensitive to marginal transformations; for an explanation and details, see Appendix E.1. In general, therefore, it is advised to use a flexible extrapolation method, such as ERF or GBEX, that performs well on any marginal distributions.
Figure 8: Absolute value of the loss (5.1) for the different methods fitted on the original response of the U.S. wage data. The shaded area represents the 95% interval of the absolute value of a standard normal distribution.

A Proof of Theorem 1

Given the data generating process of Assumption 1 in the main text, define the random variable $Z = (Y - Q_X(\tau_0))^+$. We then have the stochastic representation

$$(X, Z, 1\{Z > 0\}) \overset{d}{=} (X, V, P), \quad (A.1)$$

where $V$ follows a GPD with parameter vector $\theta(X)$, and $P \sim \text{Bernoulli}(1 - \tau_0)$, independent of $X$ and $V$. Similarly, for the training data $(X_i, Y_i)$ we may use an analogous representation with $(X_i, V_i P_i, P_i)$ as in (A.1), $i = 1, \ldots, n$. With this we can rewrite the weighted (negative) log-likelihood function in (3.3) as

$$L_n(\theta; x) = \sum_{i=1}^n w_n(x, X_i) \ell_{\theta}(V_i) P_i,$$

Moreover, for a fixed predictor value $x \in \text{Int} \ X$ let $V^*$ denote a GPD with parameter vector $\theta(x)$ and define $L(\theta; x) = E[\ell_{\theta}(V^*) P]$, where $\theta \in (0, \infty)^2$. To prove our result we rely on Theorem 5.7 of van der Vaart (1998), which we state here adapted to our setting.

Theorem 2. Let $\theta \mapsto L_n(\theta; x)$ be random functions, and let $\theta \mapsto L(\theta; x)$ be a fixed function such that, for $x \in \text{Int} \ X$, it holds

$$\sup_{\theta \in \Theta} |L_n(\theta; x) - L(\theta; x)| \overset{p}{\to} 0, \quad (A.2)$$

$$L(\theta(x); x) < \inf \left\{ L(\theta; x) : \|\theta - \theta(x)\|_2 \geq \delta, \ \theta \in \Theta \right\}, \text{ for all } \delta > 0. \quad (A.3)$$

Then any sequence of estimators $\hat{\theta}(x)$ with $L_n(\hat{\theta}(x); x) \leq L_n(\theta(x); x) + o_P(1)$ converges in probability to $\theta(x)$. 
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Proof of Theorem 1. First, notice that \( \theta(x) \in \theta(X) \subset \Theta \), where \( \Theta \) is compact. Therefore, from (3.4) in the main text, we have that \( L_n(\hat{\theta}(x); x) \leq L_n(\theta(x); x) \) for all \( n > 0 \). Furthermore, a standard argument using Kullback–Leibler divergence implies the true parameter \( \theta(x) \) is a minimizer for \( \theta \mapsto L(\theta; x) \). Since the GPD is identifiable, the true parameter is a unique minimizer, satisfying condition (A.3). Moreover, from Lemma 1, condition (A.2) is satisfied.

Therefore, from Theorem 2, the estimator \( \hat{\theta}(x) \rightarrow \theta(x) \) in probability as \( n \rightarrow \infty \). \( \square \)

Lemma 1. Under the assumptions of Theorem 1, it holds that \( \sup_{\theta \in \Theta} |L_n(\theta; x) - L(\theta; x)| \rightarrow 0 \).

Proof. We have that

\[
L_n(\theta; x) = \sum_{i=1}^{n} w_n(x, X_i) \ell_\theta(V_i) P_i
\]

\[
= \sum_{i=1}^{n} w_n(x, X_i) \ell_\theta(V_i^*) P_i + \sum_{i=1}^{n} w_n(x, X_i) (\ell_\theta(V_i) - \ell_\theta(V_i^*)) P_i
\]

\[
= S_{1,n}(\theta) + S_{2,n}(\theta),
\]

where we couple the random variables \( V_i \) and \( V_i^* \) through \( V_i = F_{\theta(X_i)}^{-1}(U_i), V_i^* = F_{\theta(x)}^{-1}(U_i), U_i \sim \text{Unif}[0, 1] \), and \( F_{\theta}^{-1} \) is the inverse of the GPD function with parameter \( \theta \in \Theta \). By Lemma 2 and 6, the claim follows. \( \square \)

Lemma 2. Under the assumptions of Theorem 1, it holds that \( \sup_{\theta \in \Theta} |S_{1,n}(\theta) - L(\theta; x)| \rightarrow 0 \).

Proof. Corollary 2.2 of Newey (1991) provides sufficient conditions for uniform convergence.

1. (Compactness): \( \Theta \) is compact.

2. (Pointwise convergence): For each \( \theta \in \Theta \), \( S_{1,n}(\theta) - L(\theta; x) = o_P(1) \).

3. (Stochastic Equicontinuity): There exists \( C_n = O_P(1) \) such that for all \( \theta, \theta' \in \Theta \), \( |S_{1,n}(\theta) - S_{1,n}(\theta')| \leq C_n \|\theta - \theta'\|_2 \).

4. (Continuity): The map \( \theta \mapsto L(\theta; x) \) is continuous.

Condition 1 holds by assumption. The remaining conditions are shown in Lemmas 3, 4, and 5, respectively. \( \square \)

Lemma 3. For each \( \theta \in \Theta \), it holds that \( S_{1,n}(\theta) - L(\theta; x) = o_P(1) \).

Proof. For each \( \theta \in \Theta \), recall that \( L(\theta; x) = \mathbb{E}[\ell_\theta(V^*) P] \), where \( V^* \sim \text{GPD}(\theta(x)) \). Furthermore, we have that

\[
S_{1,n}(\theta) = \sum_{i=1}^{n} w_n(x, X_i) \ell_\theta(V_i^*) P_i = \frac{1}{B} \sum_{b=1}^{B} \sum_{i=1}^{n} w_{n,b}(x, X_i) \ell_\theta(V_i^*) P_i = \frac{1}{B} \sum_{b=1}^{B} T_{n,b}(x, \theta),
\]

22
where $T_{n,b}(x, \theta)$ is the output of a regression gradient tree (Athey et al., 2019) with response $\ell_\theta(V_i^*)P_i$ independent of $w_{n,b}(x, X_i)$, $i = 1, \ldots, n$. Consider a tree $T_{n,b}(x, \theta)$, $b = 1, \ldots, B$, of the generalized random forest. Its expectation writes

$$\mathbb{E}(T_{n,b}(x, \theta)) = \sum_{i=1}^n \mathbb{E}(w_{n,b}(x, X_i)\ell_\theta(V_i^*)P_i) = \sum_{i=1}^n \mathbb{E}(w_{n,b}(x, X_i)) \mathbb{E}(\ell_\theta(V_i^*)P_i)
$$

$$= \mathbb{E}\left(\sum_{i=1}^n w_{n,b}(x, X_i)\right) \mathbb{E}(\ell_\theta(V^*)P) = \mathbb{E}(\ell_\theta(V^*)P) = L(\theta; x), \tag{A.4}$$

since the weights sum to one. Therefore, $\mathbb{E}(S_{1,n}(\theta)) = L(\theta; x)$. Concerning the variance of the thinning $\ell_\theta(V^*)P$ we have that

$$V(\ell_\theta(V^*)P) = \mathbb{E}(\ell_\theta(V^*)^2)\mathbb{P}(P^2) - \mathbb{E}(\ell_\theta(V^*)^2)\mathbb{P}(P)^2 < +\infty, \tag{A.5}$$

since $P$ is a Bernoulli variable and $\ell_\theta(V^*)$ has exponential tail. Therefore, the variance of $T_{n,b}(x, \theta)$ writes

$$\mathbb{V}(T_{n,b}(x, \theta)) = \mathbb{E}\left\{(T_{n,b}(x, \theta) - L(\theta; x))^2\right\} = \mathbb{E}\left\{\left(\sum_{i=1}^n w_{n,b}(x, X_i)\left(\ell_\theta(V_i^*)P_i - L(\theta; x)\right)\right)^2\right\}
$$

$$= \mathbb{E}\left(\sum_{i=1}^n w_{n,b}(x, X_i)^2 \left(\ell_\theta(V_i^*)P_i - L(\theta; x)\right)^2\right)
$$

$$+ \sum_{i \neq j} w_{n,b}(x, X_i)w_{n,b}(x, X_j)\left(\ell_\theta(V_i^*)P_i - L(\theta; x)\right)\left(\ell_\theta(V_j^*)P_j - L(\theta; x)\right)
$$

$$= \mathbb{V}(\ell_\theta(V^*)P)\mathbb{E}\left(\sum_{i=1}^n w_{n,b}(x, X_i)^2\right) \leq \mathbb{V}(\ell_\theta(V^*)P) < +\infty, \tag{A.6}$$

where the fourth equality holds because $(V_i^*, P_i)$ are i.i.d., the second last inequality holds because $0 \leq w_{n,b}(x, X_i) \leq 1$, and the last inequality follows from (A.5). Using results about $U$-statistics (Hoeffding, 1948), Wager and Athey (2018) show that the variance of a forest is at most $s / n$ times the variance of a tree, that is

$$\limsup_{n \to \infty} \frac{n}{s} \frac{\mathbb{V}(S_{1,n}(\theta))}{\mathbb{V}(T_{n,b}(x, \theta))} \leq 1. \tag{A.7}$$

where $s < n$ denotes the subsample size. From Assumption 3, we have that $s / n \to 0$, therefore (A.6) and (A.7) imply that $\mathbb{V}(S_{1,n}(\theta)) \to 0$ as $n \to 0$. The result follows from Markov’s inequality. □
Lemma 4. There exists $C_n = O_p(1)$ such that for all $\theta, \theta' \in \Theta$, $|S_{1,n}(\theta) - S_{1,n}(\theta')| \leq C_n \|\theta - \theta'\|_2$.

Proof. The negative log-likelihood $\theta \mapsto \ell_\theta(z)$ is defined for each $z \geq 0$ and $\theta \in (0, \infty)^2$ as

$$
\ell_\theta(z) = \log \sigma + \left(1 + \frac{1}{\xi}\right) \log \left(1 + \frac{\xi}{\sigma} z\right).
$$

Therefore, its partial derivatives can be bounded by

$$
\left|\partial_\xi \ell_\theta(z)\right| \leq \frac{1}{\xi^2} \log \left(1 + \frac{\xi}{\sigma} z\right) + \frac{1 + \frac{1}{\xi}}{\xi},
$$

$$
\left|\partial_\sigma \ell_\theta(z)\right| \leq \frac{1}{\sigma} + \frac{1 + \frac{1}{\xi}}{\sigma},
$$

(A.8)

for any $\theta = (\sigma, \xi) \in (0, \infty)^2$. The bounds from (A.8) are continuous on the compact set $\Theta \subset (0, \infty)^2$, and therefore, from an application of the dominated convergence theorem,

$$
g(z) := \sup \left\{\left|\partial_\xi \ell_\theta(z)\right| : \theta \in \Theta\right\} + \sup \left\{\left|\partial_\sigma \ell_\theta(z)\right| : \theta \in \Theta\right\}
$$

is integrable with respect to a GPD with parameter vector $\theta(x)$. Moreover, for any $\theta, \theta' \in \Theta$, the mean-value theorem and the Cauchy–Schwarz inequality imply

$$
|\ell_\theta(z) - \ell_{\theta'}(z)| = \left|\nabla \ell_\theta(z)(\theta - \theta')\right| \leq \left\|\nabla \ell_\theta(z)\right\|_2 \|\theta - \theta'\|_2,
$$

(A.10)

where $\widetilde{\theta} = c\theta + (1 - c)\theta'$ for some $0 < c < 1$, and $z \geq 0$. Furthermore, from (A.9), we have that

$$
\left\|\nabla \ell_{\widetilde{\theta}}(z)\right\|_2 \leq \left|\partial_\xi \ell_{\widetilde{\theta}}(z)\right| + \left|\partial_\sigma \ell_{\widetilde{\theta}}(z)\right| \leq g(z).
$$

(A.11)

From equations (A.10) and (A.11) it follows that $\ell_\theta(z)$ is Lipschitz in $\theta \in \Theta$ with constant $g(z)$, $z \geq 0$. Therefore,

$$
|S_{1,n}(\theta) - S_{1,n}(\theta')| = \left|\sum_{i=1}^n w_n(x, X_i) \left(\ell_\theta(V_i^*) - \ell_{\theta'}(V_i^*)\right) P_i\right| \leq \sum_{i=1}^n w_n(x, X_i) P_i \left|\ell_\theta(V_i^*) - \ell_{\theta'}(V_i^*)\right|
$$

\leq \left(\sum_{i=1}^n w_n(x, X_i) g(V_i^*) P_i\right) \|\theta - \theta'\|_2 =: C_n \|\theta - \theta'\|_2.
$$

For every $n \in \mathbb{N}$ and $i = 1, \ldots, n$, $V_i^*$ is independent of $w_n(x, X_i)$ and $P_i$. Therefore, since $z \mapsto g(z)$ is integrable with respect to a GPD with parameter vector $\theta(x)$ it follows that $\mathbb{E}[C_n] < +\infty$. Hence, $C_n = O_p(1)$.

□

Lemma 5. The map $\theta \mapsto L(\theta; x)$ is continuous.
Proof. For any $\theta \in \Theta$, recall that

$$L(\theta; x) = \mathbb{E}\left[ \ell_\theta(V^*) P \right] = \left\{ \log \sigma + \left(1 + \frac{1}{\xi}\right) \mathbb{E} \left( \log \left[ 1 + \frac{\xi}{\sigma} V^* \right] \right) \right\}(1 - \tau_0).$$

The maps $\theta \mapsto \log \sigma$ and $\theta \mapsto (1 + 1/\xi)$ are continuous for $\theta \in \Theta$. Also, by an application of the dominated convergence theorem, the map $\theta \mapsto \mathbb{E} \left[ \log \left(1 + \frac{\xi}{\sigma} V^* \right) \right]$ is continuous for $\theta \in \Theta$. \hfill $\square$

**Lemma 6.** Under the assumptions of Theorem 1, it holds that $\sup_{\theta \in \Theta} |S_{2,n}(\theta)| \xrightarrow{p} 0$.

**Proof.** We have that

$$0 \leq \sup_{\theta \in \Theta} |S_{2,n}(\theta)| = \sup_{\theta \in \Theta} \left| \sum_{i=1}^{n} w_n(x, X_i) P_i \left( \ell_\theta \circ F_{\theta(x)}^{-1}(U_i) - \ell_\theta \circ F_{\theta(x)}^{-1}(U_i) \right) \right|$$

$$\leq \sup_{\theta \in \Theta} \sum_{i=1}^{n} w_n(x, X_i) P_i \left| \ell_\theta \circ F_{\theta(x)}^{-1}(U_i) - \ell_\theta \circ F_{\theta(x)}^{-1}(U_i) \right|$$

$$\leq \sup_{\theta \in \Theta} \sum_{i=1}^{n} w_n(x, X_i) P_i K(\theta, U_i) \|X_i - x\|_2$$

$$\leq \sup \left\{ \|X_i - x\|_2 : w_n(x, X_i) > 0, i = 1, \ldots, n \right\} \sum_{i=1}^{n} w_n(x, X_i) P_i \sup_{\theta \in \Theta} K(\theta, U_i)$$

$$= o_p(1),$$

where the second last inequality follows from Lemma 7.a) and the last equality follows from Lemmas 8 and 7.b). \hfill $\square$

**Lemma 7.** Let $x \in \text{Int } \mathcal{X}$, $U \sim \text{Unif}[0, 1]$, and $\theta \in \Theta$.

**a)** Then, there exists a function $K(\theta, U) < +\infty$ such that for any $y \in \mathcal{X}$,

$$\left| \ell_\theta \circ F_{\theta(y)}^{-1}(U) - \ell_\theta \circ F_{\theta(x)}^{-1}(U) \right| \leq K(\theta, U) \|y - x\|_2.$$

**b)** Then, under the assumptions of Theorem 1, it holds that

$$\sum_{i=1}^{n} w_n(x, X_i) P_i \sup_{\theta \in \Theta} K(\theta, U_i) = O_p(1).$$

**Proof.**

**a)** Let $U \sim \text{Unif}[0, 1]$, and $\theta \in \Theta$. For any $y \in \mathcal{X}$ define

$$g(y; \theta, W) := \ell_\theta \circ F_{\theta(y)}^{-1}(1 - 1/W) = \log \sigma + \left(1 + \frac{1}{\xi}\right) \log \left[ 1 + \frac{\xi}{\sigma} W^{\xi(y)} \right],$$

(A.13)
where \( W := 1/(1 - U) \sim \text{Pareto}(1) \) with support \([1, \infty)\). The map \( y \mapsto g(y; \theta, W) \) admits partial derivatives with respect to \( y_j, j = 1, \ldots, p \), i.e.,

\[
\partial_{y_j} g(y; \theta, W) = \left(1 + \frac{1}{\xi}\right) \left(1 + \frac{\xi \sigma(y)}{\sigma(x)} \left[W^{\xi(y)} - 1\right]\right)^{-1} \frac{\xi}{\sigma} \times \left[\frac{\sigma_j'(y)\xi(y) - \sigma(y)\xi_j'(y)}{\xi(y)^2} \left[W^{\xi(y)} - 1\right] + \frac{\sigma(y)}{\xi(y)} \left[W^{\xi(y)} \log W\right] \xi_j'(y)\right],
\]

(A.14)

where \( \sigma_j' \) and \( \xi_j' \) are the \( j \)-th partial derivatives of \( y \mapsto \sigma(y) \) and \( y \mapsto \xi(y) \), respectively. From Assumption 2 in the main text, we know that \( y \mapsto \partial_{y_j} g(y; \theta, W) \) are continuous on the interior of \( X \). Thus, for \( x \in \text{Int} X \) and \( y \in X \), the mean-value theorem and the Cauchy–Schwarz inequality imply

\[
|g(y; \theta, W) - g(x; \theta, W)| \leq \left\| \nabla g(x'; \theta, W) \right\| \left\| y - x \right\|_2,
\]

where \( x' = cy + (1 - c)x \) for some \( c \in (0, 1) \). Moreover, Assumption 2 ensures that the partials derivatives of \( y \mapsto g(y; \theta, W) \) exist on the compact set \( X \). Thus, we can define \( K(\theta, U) := \Sigma_{j=1}^p \sup \{|\partial_{y_j} g(y; \theta, W)| : y \in X\} \) and obtain

\[
\left| \ell_\theta \circ F_{\theta(y)}^{-1}(U) - \ell_\theta \circ F_{\theta(x)}^{-1}(U) \right| \leq K(\theta, U) \left\| y - x \right\|_2.
\]

b) From Part a), we have that \( K(\theta, U) = \Sigma_{j=1}^p \sup \{|\partial_{y_j} g(y; \theta, W)| : y \in X\} \), where \( \theta \in \Theta \), and \( W \geq 1 \) follows a standard Pareto distribution. For every \( j = 1, \ldots, p \) it holds that

\[
\sup_{y \in X} |\partial_{y_j} g(y; \theta, W)| \leq \sup_{y \in X} \left(1 + \frac{1}{\xi}\right) \left(1 + \frac{\xi \sigma(y)}{\sigma(x)} \left[W^{\xi(y)} - 1\right]\right)^{-1} \frac{\xi}{\sigma} \times \left[\frac{\sigma_j'(y)\xi(y) - \sigma(y)\xi_j'(y)}{\xi(y)^2} \left[W^{\xi(y)} - 1\right] + \frac{\sigma(y)}{\xi(y)} \left[W^{\xi(y)} \log W\right] \xi_j'(y)\right]
\]

\[
=: \sup_{y \in X} \left(1 + \frac{1}{\xi}\right) \frac{\xi}{\sigma} \left[\frac{M_1(y)}{1 + M(y, \theta) \left\{W^{\xi(y)} - 1\right\}} + \frac{M_2(y)}{1 + M(y, \theta) \left\{W^{\xi(y)} - 1\right\}}\right],
\]

where \( M_1(y) = |\sigma_j'(y)\xi(y) - \sigma(y)\xi_j'(y)|/\xi(y)^2 \geq 0 \), \( M_2(y) = \sigma(y)|\xi_j'(y)|/\xi(y) \geq 0 \), and \( M(y, \theta) = (\sigma(y)\xi)/\left(\xi(y)\sigma\right) > 0 \). Notice that almost surely

\[
0 \leq \frac{M_1(y)}{1 + M(y, \theta) \left\{W^{\xi(y)} - 1\right\}} \leq \frac{M_1(y)}{M(y, \theta)},
\]

\[
0 \leq \frac{M_2(y)W^{\xi(y)}}{1 + M(y, \theta) \left\{W^{\xi(y)} - 1\right\}} \leq \max \left\{M_2(y), \frac{M_2(y)}{M(y, \theta)}\right\}.
\]
Therefore, for every $j = 1, \ldots, p$, we have

$$
\sup_{\theta \in \Theta, \ y \in X} |\partial_{x_j} g(y; \theta, W)| \leq \sup_{\theta \in \Theta, \ y \in X} \left( 1 + \frac{1}{\xi} \right) \frac{\xi^+}{\sigma} \left( \frac{M_1(y)}{M(y, \theta)} + \max \left\{ M_2(y), \frac{M_2(y)}{M(y, \theta)} \right\} \log W \right)
$$

$$
\leq \left( 1 + \frac{1}{\xi^+} \right) \frac{\xi^+}{\sigma} \left( \frac{M_1(y)}{M} + \max \left\{ M_2(y), \frac{M_2(y)}{M} \right\} \log W \right)
$$

$$
= \left( 1 + \frac{1}{\xi^+} \right) \frac{\xi^+}{\sigma} \left( \frac{M_1(y)}{M} + \frac{M_2(y)}{M} \log W \right),
$$

where $M_{hj} := \sup \{ M_{hj}(y) : y \in X \}$, for $h = 1, 2$, $M := \inf \{ M(y, \theta) : \theta \in \Theta, \ y \in X \} < 1$, and $\sigma^+$, $\xi^+$ ($\sigma^-, \xi^-$) are the maxima (minima) of the parameter values over the compact set $\Theta$, respectively. Since $W \sim \text{Pareto}(1)$ with support $[1, \infty)$, it follows that $\log W \sim \text{Exp}(1)$. Therefore, by taking expectation we obtain

$$
\mathbb{E} \left( \sup_{\theta \in \Theta} K(\theta, U) \right) \leq \left( 1 + \frac{1}{\xi^+} \right) \frac{\xi^+}{\sigma^+} \sum_{j=1}^p \left( \frac{M_{1j} + M_{2j}}{M} \right) =: M^* < \infty.
$$

Let $\varepsilon > 0$ and consider $M_\varepsilon = (M^* + 1)/\varepsilon > 0$. Then, for any $n \in \mathbb{N}$, it holds that

$$
P \left( \sum_{i=1}^n w_n(x, X_i) P_i \sup_{\theta \in \Theta} K(\theta, U_i) > M_\varepsilon \right) \leq \frac{\mathbb{E} \left( \sum_{i=1}^n w_n(x, X_i) P_i \sup_{\theta \in \Theta} K(\theta, U_i) \right)}{M_\varepsilon}
$$

$$
= \frac{\sum_{i=1}^n \mathbb{E} \left( w_n(x, X_i) \right) \mathbb{E} \left( \sup_{\theta \in \Theta} K(\theta, U_i) \right) \mathbb{E} \left( P_i \right)}{M_\varepsilon}
$$

$$
= \frac{\mathbb{E} \left( \sup_{\theta \in \Theta} K(\theta, U) \right) (1 - \tau_0)}{M_\varepsilon} \leq \frac{M^*(1 - \tau_0)}{M_\varepsilon} < \varepsilon.
$$

\[ \square \]

**Lemma 8.** Under the assumptions of Theorem 1, it holds that

$$
\sup \left\{ \|X_i - x\|_2 : w_n(x, X_i) > 0, i = 1, \ldots, n \right\} = o_P(1).
$$

**Proof.** This result follows from Lemma 2 of Wager and Athey (2018) which states that $\text{diam}(L_b(x)) = o_P(1)$. It does not require the random forest to be honest; i.e., we can assume that we use the same observations to place the splits and make predictions. For each tree $b = 1, \ldots, B$ of the forest, we subsample $S_b \subset \{1, \ldots, n\}$ observations from the training data, with $|S_b| = s < n$. Denote by $L_b(x) \subset X$ the leaf containing the fixed predictor value $x \in X$. Define the diameter $\text{diam}(L_b(x)) := \sup_{z, y \in L_b(x)} \|z - y\|_2$ of the leaf $L_b(x)$ as the length of the longest segment contained inside $L_b(x)$. Recall that the weights of a (not necessarily honest) random forest are defined as

$$
w_n(x, X_i) = \frac{1}{B} \sum_{b=1}^B w_{n,b}(x, X_i) = \frac{1}{B} \sum_{b=1}^B \mathbb{1} \left\{ X_i \in L_b(x), i \in S_b \right\}.
$$
Also, note that

\[
\left\{ \|X_i - x\|_2 : w_n(x, X_i) > 0, i = 1, \ldots, n \right\} = \left\{ \|X_i - x\|_2 : \exists b = 1, \ldots, B, X_i \in L_b(x), i \in S_b \right\}
\]

\[
= \bigcup_{b=1}^B \left\{ \|X_i - x\|_2 : X_i \in L_b(x), i \in S_b \right\} \subset \bigcup_{b=1}^B \left\{ \|y - x\|_2 : y \in L_b(x) \right\}.
\]

Therefore,

\[
\sup \left\{ \|X_i - x\|_2 : w_n(x, X_i) > 0, i = 1, \ldots, n \right\} \leq \sup \bigcup_{b=1}^B \left\{ \|y - x\|_2 : y \in L_b(x) \right\}
\]

\[
= \max_{b=1} \sup \left\{ \|y - x\|_2 : y \in L_b(x) \right\} \leq \max_{b=1} \text{diam}(L_b(x)).
\]

Thus, for every \( \varepsilon > 0 \)

\[
0 \leq P \left( \sup \left\{ \|X_i - x\|_2 : w_n(x, X_i) > 0, i = 1, \ldots, n \right\} > \varepsilon \right)
\]

\[
\leq P \left( \max_{b=1} \text{diam}(L_b(x)) > \varepsilon \right) \leq \sum_{b=1}^B P \left( \text{diam}(L_b(x)) > \varepsilon \right) \to 0.
\]

\[\square\]

**B  Partial Derivative on the Boundary**

For any function \( f : [0, 1]^p \to \mathbb{R} \), we define the first order partial derivative on the boundary by

\[
\partial_x f(x) := \begin{cases} 
\lim_{h \to 0} \frac{f(x + he_j)}{h}, & \text{if } x \in [0, 1]^p, x_j = 0, \\
\lim_{h \to 0} \frac{f(x) - f(x - he_j)}{h}, & \text{if } x \in [0, 1]^p, x_j = 1.
\end{cases}
\]

**C  Weight Function Estimation**

In quantile regression tasks, the weight function \((x, y) \mapsto w_n(x, y)\) estimated by GRF measures the similarity between \(x\) and \(y\) according to their conditional distribution.

Figure 9 shows the localizing weights \(w_n(x, X_i), x, X_i \in \mathbb{R}^p\), for two test predictors \(x\) with \(x_1 = -0.2, 0.5\), respectively. The data is generated according to Example 1, with \(n = 2000\) observations and \(p = 40\) predictors. In the left panel of Figure 9, the observations \((X_i, Y_i)\) with \(X_{i1} < 0\) are the ones influencing most the test predictor \(x\) with \(x_1 = -0.2\). This is because they share the same conditional distribution. A similar argument holds for the right panel of Figure 9.
Figure 9: The height of the points represents the localizing weights $w_n(x, X_i)$ between a test predictor $x \in \mathbb{R}^p$ and each training observation $X_i \in \mathbb{R}^p$. The dashed line indicates the first coordinate of the test predictor values.

D Additional Material for Simulation Study

D.1 Sensitivity of Intermediate Threshold Level

Figure 10 shows the square root MISE of predicted quantiles as a function of the intermediate threshold $\tau_0$ for different quantile levels $\tau$ and different shape parameters $\xi$ of the noise variable. Even though the threshold choice has an influence on the prediction accuracy, from the scales of the square root MISE it can be seen that this influence is not too strong. The optimal choice will depend on the properties of the data such as the tail heaviness of the response; for details see de Haan and Ferreira (2006, Section 3.2). In applications, there are numerous data-driven methods for choosing the threshold such as the mean excess plot (see Embrechts et al., 2012, Section 6.2.2).
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Figure 10: Square root MISE of predicted quantiles as a function of the intermediate threshold \( \tau_0 \) for different quantile levels \( \tau \) and different shape parameters \( \xi \) of the noise variable. Each point is an average over \( m = 100 \) repetitions. The data is generated according to Example 1 in the main text, where we set the dimension of the predictor space to \( p = 5 \).

### D.2 Experiment 3

In the last experiment mentioned in Section 4, we consider more complex regression functions depending on more signal variables both in the scale and shape parameters. While the predictor variables \( X \) are uniform distributed on \([-1, 1]^p\) with \( p = 10 \), the conditional response follows three different models

\[ (Y \mid X = x) \sim s_j(x)T_{\nu(x)}, \quad j = 1, 2, 3, \]

where we allow both degrees of freedom \( \nu(x) \) and the scale \( s_j(x) \) of the Student’s \( t \) distribution to depend on the predictors. In particular, we model the degrees of freedom as a decreasing function
of the first predictor as $\nu(x) = 3[2 + \tanh(-2x_1)]$, and the different scale functions as

\begin{align*}
s_1(x) &= [2 + \tanh(2x_1)](1 + x_2/2), \\
s_2(x) &= 4 - (x_1^2 + 2x_2^2), \\
s_3(x) &= 1 + 2\pi\varphi(2x_1, 2x_2),
\end{align*}

where $\varphi$ denotes a centered bivariate Gaussian density with unit variance and correlation coefficient equal to 0.75. The first scale function $s_1(x)$ is non-linear with respect to the first predictor and contains an interaction effect between the first two predictors. The function $s_2(x)$ is quadratic and decreasing in the first two dimensions. The third scale function $s_3(x)$ is non-linear in the first two predictors and contains an interaction effect. The sample size is $n = 5000$.

In this experiment we compare ERF, GRF, GBEX, EGP Tail and the unconditional method. We leave out EGAM because we observed it performs poorly in the scenarios considered here.

Figure 11 shows the boxplots of $\sqrt{\text{ISE}}$ over $m = 50$ simulations over different models, methods, and quantile levels. For better visualization, we remove large outliers of GRF, QRF, and EGP Tail. We observe that ERF and GBEX generally outperform the other methods over all models and quantile levels, where GBEX has a slight advantage in high quantiles for Models 2 and 3. GRF and QRF seems to deteriorate completely for very large quantiles.

### E Additional Material for U.S. Wage Analysis

#### E.1 Additional Figure

Figure 12 shows that estimated GPD parameters $\hat{\theta}(x)$ for the original response as a function of age for groups with less or more than 15 years of education.

#### E.2 Analysis with Log-Transformed Response

Following Angrist et al. (2009), we consider here the natural logarithm of the wage as response variable for quantile regression. We perform the same analysis as in Section 5 again with this log-transformed response since it highlights several interesting properties of the ERF algorithm. Figure 13 shows the GPD parameters $\hat{\theta}_\log(x)$ estimated by ERF as a function of years of education when the response is $\log(Y)$. We notice that the log-transformation makes the response light-tailed, with estimated shape parameters $\hat{\xi}_\log(x)$ fairly close to 0. The scale parameters $\hat{\sigma}_\log(x)$ still show a certain structure, but they vary on a much smaller scale compared to $\hat{\sigma}(x)$ estimated on the original response; see Figure 6 in the main text. These observations are consistent with theory since it is well-known that the log-transformation renders heavy-tailed data into light-tailed (Embrechts et al., 2012, Example 3.3.33). Moreover, the shape parameter on the original data then essentially acts as a scale parameter in the GPD approximation of the log-transformed data, explaining the smaller variation of $\hat{\sigma}_\log(x)$.

Figure 14 in the main text shows the (exponentiated) predicted quantiles $\exp\{\hat{Q}_x^{\log}(\tau)\}$ of the different methods as a function of years of education when the response is $\log(Y)$; we removed
Figure 11: Boxplots of $\sqrt{\text{ISE}}$ over $m = 50$ simulations for different generative models (rows) and quantile levels (columns). The predictor space dimension is set to $p = 10$. Triangles represent the average values.
Figure 12: Estimated GPD parameters $\hat{\theta}(x)$ as a function of age for groups with less (circles) or more (triangles) than 15 years of education.

Figure 13: Estimated GPD parameters $\hat{\theta}(x)$ for the log-response as a function of the years of education for the black (triangles) and white (circles) subgroups.

again all quantiles above 6,000 predicted by GRF. By construction, GRF is invariant to the log-transformation, while the methods based on extrapolation may produce predictions that differ from $\tilde{Q}_x(\tau)$ in Figure 7 fitted on the original data. The reason is that the approximation by the GPD is done on heavy-tailed data on the original scale and on much lighter-tailed data on the log-scale. We observe in Figure 14 that the flexible methods ERF and GBEX have the desirable property that the predictions do not change much under marginal transformations. The unconditional method on the other hand seems to be sensitive to marginal transformation and works better on the log-transformed data as it captures a larger variability of the conditional quantiles even for high $\tau$. This is confirmed
by Figure 15 where we observe that the unconditional method has a smaller loss especially for higher quantiles, while all other methods have a similar performance as on the original data. To better understand this behavior, we recall the GPD approximation from (1.1) for large quantiles estimated on the original response as

\[ \hat{Q}_x(\tau) \approx \hat{Q}_x(\tau_0) + G^{-1}\left(\frac{\tau - \tau_0}{1 - \tau_0}; \hat{\theta}(x)\right), \quad (E.1) \]

where \( G^{-1} \) is the inverse of the distribution function (2.2) of the GPD; see Figure 7 in the main text. On the other hand, first estimating the quantiles of the log-transformed data with a similar approximation and then exponentiating these estimates results in

\[ \exp(\hat{Q}_x^\text{log}(\tau)) \approx \hat{Q}_x(\tau_0) \exp\left\{ G^{-1}\left(\frac{\tau - \tau_0}{1 - \tau_0}; \hat{\theta}_\text{log}(x)\right) \right\}, \quad (E.2) \]

where \( \hat{\theta}_\text{log}(x) \) is the parameter vector of the GPD fitted for the response \( \log(Y) \); see Figure 14. We note that \( \hat{Q}_x(\tau_0) \) is the same in both approximations since it is fitted using quantile GRF, which is invariant under marginal transformations. Comparing (E.1) and (E.2) shows that the intermediate quantiles have an additive and multiplicative influence on the extreme quantiles, respectively. This explains why using the unconditional method for the GPD with \( \hat{\theta}_\text{log}(x) \equiv \hat{\theta}_\text{log} \) seems to work better on the log-transformed data. Indeed, the different multiplicative scalings observed for ERF and GBEX in Figure 7 in the main text cannot be represented by (E.1) with unconditional GPD, but they can be represented by (E.2) if the intermediate quantile already carries the structure.
Figure 14: Predicted quantiles at levels $\tau = 0.9, 0.995$ for ERF, GRF, GBEX, and the unconditional method fitted on the log-response.

Figure 15: Absolute value of the loss (5.1) for the different methods fitted on the log-response of the U.S. wage data. The shaded area represents the 95% interval of the absolute value of a standard normal distribution.
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