Realizations of Non-commutative Rational Functions Around a Matrix Centre, II: The Lost-Abbey Conditions
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Abstract. In a previous paper the authors generalized classical results on minimal realizations of non-commutative (nc) rational functions, using nc Fornasini–Marchesini realizations which are centred at an arbitrary matrix point. In particular, it was proved that the domain of regularity of a nc rational function is contained in the invertibility set of the corresponding pencil of any minimal realization of the function. In this paper we prove an equality between the domain of a nc rational function and the domain of any of its minimal realizations. As for evaluations over stably finite algebras, we show that the domain of the realization w.r.t any such algebra coincides with the so called matrix domain of the function w.r.t the algebra. As a corollary we show that the domain of regularity and the stable extended domain coincide. In contrary to both the classical case and the scalar case—where every matrix coefficients which satisfy the controllability and observability conditions can appear in a minimal realization of a nc rational function—the matrix coefficients in our case have to satisfy certain equations, called linearized lost-abbey conditions, which are related to Taylor–Taylor expansions in nc function theory.
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Introduction

Non-commutative (nc, for short) rational functions are a skew field of fractions—more precisely, the universal skew field of fractions—of the ring of nc polynomials, i.e., polynomials in noncommuting indeterminates (the free associative algebra). Essentially, they are obtained by starting with nc polynomials and applying successive arithmetic operations; a considerable amount of technical details is necessary here since in contrast to the commutative case there is no canonical coprime fraction representation for a nc rational function. NC rational functions originated from several sources: the general theory of free rings and of skew fields (see [20–25,45,54–56] for comprehensive expositions, and [57,66] for good surveys); the theory of rings with rational identities (see [6], also [16] and [67, Chapter 8]); and rational former power series in the theory of formal languages and finite automata (see [29–31,52,73,74] and [18] for a good survey).

Much like in the case of rational functions of a single variable [12,51] (and unlike the case of several commuting variables [32,46]), nc rational functions that are regular at 0 admit a good state space realization theory, see in particular Theorem 1 below. This was first established in the context of finite automata and recognizable power series, and more recently reformulated, with additional details, in the context of transfer functions of multidimensional systems with evolution along the free monoid (see [4,7–11]). State space realizations of nc rational functions have figured prominently in work on robust control of linear systems subjected to structured possibly time-varying uncertainty (see [13,14,58]). Another important application of nc rational functions appears in the area of Linear Matrix Inequalities (LMI s, see, e.g., [60,61,68]). Most optimization problems of system theory and control are dimensionless in the sense that the natural variables are matrices, and the problem involves nc rational expressions in these matrix variables which have therefore the same form independent of matrix sizes (see [5,19,35,36,41]). State space realizations are exactly what is needed to convert (numerically unmanageable) rational matrix inequalities into (highly manageable) linear matrix inequalities (see [39,42,43]).

Coming from a different direction, the method of state space realizations, also known as the linearization trick, found important recent applications in free probability, see [15,40,75,76]. Here it is crucial to evaluate nc rational expressions on a general algebra—which is stably finite in many
important cases—rather than on matrices of all sizes. Stably finite algebras appeared in this context in the work of Cohn [25] and they play an important and not surprising role in our analysis.

Here is a full characterization of nc rational functions which are regular at 0 and their (matrix) domains of regularity, in terms of their minimal realizations (for the proofs, see [7, 8, 29–31, 49, 50, 52]).

**Theorem 1.** If \( R \) is a nc rational function of \( x_1, \ldots, x_d \) and \( R \) is regular at 0, then \( R \) admits a unique (up to unique similarity) minimal nc Fornasini–Marchesini realization

\[
R(x_1, \ldots, x_d) = D + C \left( I_L - \sum_{k=1}^d A_k x_k \right)^{-1} \sum_{k=1}^d B_k x_k,
\]

where \( A_1, \ldots, A_d \in \mathbb{K}^{L \times L}, B_1, \ldots, B_d \in \mathbb{K}^{L \times 1}, C \in \mathbb{K}^{1 \times L}, D = R(0) \in \mathbb{K} \) and \( L \in \mathbb{N} \). Moreover, for all \( m \in \mathbb{N} : X = (X_1, \ldots, X_d) \in (\mathbb{K}^{m \times m})^d \) is in the domain of regularity of \( R \) if and only if \( \det (I_{Lm} - X_1 \otimes A_1 - \cdots - X_d \otimes A_d) \neq 0 \); in that case

\[
R(X) = I_m \otimes D + (I_m \otimes C) \left( I_{Lm} - \sum_{k=1}^d X_k \otimes A_k \right)^{-1} \sum_{k=1}^d X_k \otimes B_k.
\]

Here a realization is called minimal if the state space dimension \( L \) is as small as possible; this is equivalent to the realization being observable, i.e.,

\[
\bigcap_{0 \leq k} \bigcap_{1 \leq i_1, \ldots, i_k \leq d} \ker(CA_{i_1} \cdots A_{i_k}) = \{0\},
\]

and controllable, i.e.,

\[
\bigvee_{0 \leq k} \bigvee_{1 \leq i_1, \ldots, i_k, j \leq d} A_{i_1} \cdots A_{i_k} B_j = \mathbb{K}^L.
\]

Theorem 1 is strongly related to expansions of nc rational functions which are regular at 0 into formal nc power series around 0; that is why it is not applicable for all nc rational functions. For example, the nc rational expression \( R(x_1, x_2) = (x_1 x_2 - x_2 x_1)^{-1} \) is not defined at 0, nor at any pair \((y_1, y_2) \in \mathbb{K}^2\), therefore one can not consider realizations of \( R \) which are centred at 0 as in Theorem 1, nor at any scalar point (a tuple of scalars). A realization theory for such expressions (and hence functions) is required in particular for all of the applications mentioned above. Such a theory is presented in our first paper [64] and continues here, using the ideas of the general theory of nc functions. Other types of realizations of nc rational functions that are not necessarily regular at 0 have been considered (see [26, 27], [83], and also the recent papers [69–72]).

The theory of nc functions has its roots in the works by Taylor [77, 78] on noncommutative spectral theory. It was further developed by Voiculescu [79–81] and Kalyuzhnyi–Verbovetskyi–Vinnikov [47], including a detailed discussion on nc difference-differential calculus. The main underlying idea is that a function of \( d \) non-commuting variables is a function of \( d \)-tuples of square matrices of all sizes that respects direct sums and simultaneous similarities.
See also the work of Helton–Klep–McCullough [37,38], of Popescu [62,63], of Muhly–Solel [59], and of Agler–McCarthy [1–3].

A crucial fact [47, Chapters 4–7] is that nc functions admit power series expansions, called Taylor–Taylor series in honor of Brook Taylor and of Joseph L. Taylor, around an arbitrary matrix point in their domain. However, a main difference between the scalar and the non-scalar centre cases, is that the coefficients in the Taylor–Taylor series are not arbitrary and must satisfy some compatibility conditions, called the lost-abbey conditions (see [47, equations (4.14)–(4.17)], or equations (1.13)–(1.16) below). This motivates us to generalize realizations as in Theorem 1 above, to the case where the centre is a $d$-tuple of matrices rather than $0$ or a $d$-tuple of scalars. We refer also to [53] for a recent application of the lost-abbey conditions for the study of germs of nc functions.

This is the second in a series of papers with the goal of generalizing the theory of Fornasini–Marchesini realizations centred at $0$ (or any other scalar point), to the case of Fornasini–Marchesini realizations centred at an arbitrary matrix point in the domain of regularity of a nc rational function. In the first paper of the series ([64]), we proved the following main result:

**Theorem 2.** ([64], Corollary 2.18 and Theorem 3.3) If $\mathcal{R}$ is a nc rational function of $x_1,\ldots,x_d$ over $\mathbb{K}$, then for every $Y = (Y_1,\ldots,Y_d) \in \text{dom}_s(\mathcal{R})$ there exists a unique (up to unique similarity) minimal (observable and controllable) nc Fornasini–Marchesini realization

$$
\mathcal{R}(X) = D + C \left( I_L - \sum_{k=1}^d A_k (X_k - Y_k) \right)^{-1} \sum_{k=1}^d B_k (X_k - Y_k)
$$

centred at $Y$, such that

$$
\text{dom}_{sm}(\mathcal{R}) \subseteq \Omega_{sm}(\mathcal{R}) := \left\{ X \in (\mathbb{K}^{sm \times sm})^d : \right.$$

$$
\det \left( I_{Lm} - \sum_{k=1}^d (X_k - I_m \otimes Y_k) A_k \right) \neq 0 \bigg\}$$

and

$$
\mathcal{R}(X) = \mathcal{R}(X) = I_m \otimes D + (I_m \otimes C) \left( I_{Lm} - \sum_{k=1}^d (X_k - I_m \otimes Y_k) A_k \right)^{-1}
$$

$$
\sum_{k=1}^d (X_k - I_m \otimes Y_k) B_k
$$

for every $X = (X_1,\ldots,X_d) \in \text{dom}_{sm}(\mathcal{R})$ and $m \in \mathbb{N}$.

Here $C, D$ are matrices of appropriate sizes, while $A_1,\ldots,A_d, B_1,\ldots,B_d$ are linear mappings from $\mathbb{K}^{s \times s}$ to matrices of appropriate sizes, see Sect. 1.2 below for the exact description.

This is a partial generalization of Theorem 1, as it only shows the inclusion of the domain of a nc rational function in the domain of a minimal nc Fornasini–Marchesini realization that the function admits. The difficulty
is that in contrast to Theorem 1, a minimal nc Fornasini–Marchesini realization of a nc rational expression centred at a matrix point is no longer a nc rational expression by itself. An equality between the two domains does hold (Theorem 4.7), but the proof requires more tools from the theory of nc functions, including their nc generalized power series expansions and difference-differential calculus, which are developed in this paper.

Notice that we made a change of notations from [64], where what is denoted here by $\Omega_{sm}(\mathcal{R})$, was denoted by $DOM_{sm}(\mathcal{R})$.

Outline and Main Results: In Sect. 2 we provide a linearization of the lost-abbey ($LA$) conditions, in the case where the nc generalized power series admits a minimal nc Fornasini–Marchesini realization (Lemma 2.2). Then we prove that for any nc Fornasini–Marchesini realization $\mathcal{R}$ such that its coefficients satisfy these linearized lost-abbey ($L-LA$) conditions, the evaluation of $\mathcal{R}$ is a nc function on the invertibility set $\Omega(\mathcal{R})$ of the corresponding pencil, which is an upper admissible nc set (Theorem 2.6).

Then, in Sect. 3, we use the fact that $\mathcal{R}$ is a nc function on the upper admissible nc set $\Omega(\mathcal{R})$, to apply the nc difference-differential calculus and to show that $\Omega(\mathcal{R})$ is similarity invariant (Theorem 3.5), under the assumptions that $\mathcal{R}$ is controllable and observable, and its coefficients satisfy the $L-LA$ conditions. Some formulas such as (3.2), that appear in the proof of Lemma 3.3 might be of separate interest for applications in free analysis.

Finally, in Sect. 4 we show that if a realization is controllable and observable, and its coefficients satisfy the $L-LA$ conditions, then the realization is actually the restriction of a nc rational function (Theorem 4.4). In the proof of Theorem 4.4 we make an extensive use of the results from Sects. 2 and 3, as well as of [82, Lemma 3.9] (cf. Lemma 4.3).

As a corollary of Theorem 4.4, we prove one of the main results in the paper, that is that the domain of a nc rational function coincides with—and not only contains as in Theorem 2—the domain of any of its minimal realizations, centred at an arbitrary matrix point, which allows us to evaluate the nc rational function on all of its domain using the evaluation of the realization. The corresponding result when evaluating over stably finite algebras is given too, while one has to modify our definition of the $A$–domain of the function and consider its $A$–matrix domain.

**Theorem 3.** (Theorems 4.7, 4.14) If $\mathcal{R}$ is a nc rational function of $x_1, \ldots, x_d$ over $K$, then for every $\mathbf{Y} = (Y_1, \ldots, Y_d) \in dom_s(\mathcal{R})$, there exists a unique minimal nc Fornasini–Marchesini realization $\mathcal{R}$ centred at $\mathbf{Y}$, such that $dom_{sm}(\mathcal{R}) = \Omega_{sm}(\mathcal{R})$ for every $m \in \mathbb{N}$ and

$$\mathcal{R}(\mathbf{X}) = I_m \otimes D + (I_m \otimes C) \left( I_{Lm} - \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)A_k \right)^{-1} \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)B_k$$

for every $\mathbf{X} \in dom_{sm}(\mathcal{R})$. Moreover, for every $n \in \mathbb{N}$,

$$dom_{n}(\mathcal{R}) = \{ \mathbf{X} \in (\mathbb{K}^{n \times n})^d : I_s \otimes \mathbf{X} \in \Omega_{sn}(\mathcal{R}) \}$$

and $I_s \otimes \mathcal{R}(\mathbf{X}) = \mathcal{R}(I_s \otimes \mathbf{X})$ for every $\mathbf{X} \in dom_{n}(\mathcal{R})$. Furthermore,

$$dom_{\mathcal{A}}^{Mat}(\mathcal{R}) = \{ \mathbf{a} \in \mathcal{A}^d : I_s \otimes \mathbf{a} \in \Omega_{\mathcal{A}}(\mathcal{R}) \}$$
and $I_s \otimes \mathcal{R}(a) = \mathcal{R}^A(I_s \otimes a)$ for every $a \in \text{dom}^{\text{Mat}}_A(\mathcal{R})$, whenever $\mathcal{A}$ is a stably finite $\mathbb{K}$–unital algebra.

Here $\Omega_\mathcal{A}(\mathcal{R})$ is the invertibility set of the corresponding matrix pencil over the algebra $\mathcal{A}$ (see (1.8) for the definition), $\text{dom}^{\text{Mat}}_A(\mathcal{R})$ denotes a variation of the domain of the rational function $\mathcal{R}$ over the algebra $\mathcal{A}$ called the matrix domain (see (4.17) for the precise definition), and an algebra is called stably finite if every square left invertible matrix over the algebra is also right invertible (see Definition 1.2). We also present in Corollary 4.8 a version of this result using realizations which are independent of a matrix centre, in the spirit of Cohn, Reutenauer and Fliess.

We finish this section by giving a full characterization of all the minimal nc Fornasini–Marchesini realizations of a nc rational function, which are centred at $Y \in \text{dom}(\mathcal{R})$, using the $\mathcal{L} – \mathcal{L}A$ conditions:

**Theorem 4.** (Theorem 4.9) Let $\mathcal{R}$ be a nc Fornasini–Marchesini realization centred at $Y \in (\mathbb{K}^{s \times s})^d$ that is described by $(L; D, C, \mathcal{A}, \mathcal{B})$, and suppose $\mathcal{R}$ is both controllable and observable. The following are equivalent:

1. There exists a nc rational function $\mathcal{R} \in \mathbb{K}(\langle x \rangle)$ regular at $Y$, such that $\text{dom}_{\text{sm}}(\mathcal{R}) = \Omega(\mathcal{R})$ and $\mathcal{R}(X) = \mathcal{R}(X)$, for every $X \in \text{dom}_{\text{sm}}(\mathcal{R})$ and $m \in \mathbb{N}$.

2. The coefficients of $\mathcal{R}$ satisfy the $\mathcal{L} – \mathcal{L}A$ conditions (cf. equations (2.3)–(2.8)).

There is a different notion of domain for nc rational functions, the so called extended domain, which is based on evaluations on generic matrices. It was discovered in [47] and a priori it contains the usual domain of regularity of the function. The extended domain by itself is problematic as it is not closed w.r.t direct sums, but this can be fixed by introducing the stable extended domain (see [82]).

In Sect. 5 we use the crucial fact that if the coefficients of a nc Fornasini–Marchesini realization, that is controllable and observable, satisfy the $\mathcal{L} – \mathcal{L}A$ conditions, then the realization defines a nc function on an upper admissible nc set and we can apply to this function the difference-differential calculus. The main result—which is a generalization of [82, Theorem 3.10], in which the function is assumed to be regular at some scalar point—then is that the stable extended domain of any nc rational function coincides with its usual domain of regularity:

**Theorem 5.** (Corollary 5.5) For every nc rational function $\mathcal{R} \in \mathbb{K}(\langle x \rangle)$, we have

$\text{edom}^{\text{st}}(\mathcal{R}) = \text{dom}(\mathcal{R})$.

Moreover, for every $n \in \mathbb{N}$ we have

$\text{edom}^{\text{st}}_n(\mathcal{R}) = \text{dom}_n(\mathcal{R}) = \{ X \in (\mathbb{K}^{n \times n})^d : I_s \otimes X \in \Omega_{\text{sm}}(\mathcal{R}) \}$,

whenever $\mathcal{R}$ is a minimal realization of $\mathcal{R}$, centred at a point from $\text{dom}_{\text{sm}}(\mathcal{R})$. 
In the next paper [65], we will use the theory of realizations with a matrix center developed in [64] and in the present paper, to characterize explicitly the ring of rational nc generalized power series with matrix center \( Y \). More precisely, we will establish a generalization of the Fliess-Kronecker theorem in which the characterization is given in terms of two conditions: the \( \mathcal{L}A \) conditions and a finiteness condition on the rank of an infinite Hankel matrix.

As part of the tools we will construct a functional model and use it to provide a different one step proof (based on Hankel realizations, see [51] for the classical case and [7] for the scalar nc case) for the existence of a (minimal) realization formula for nc rational functions, without using synthesis. Furthermore, we present an explicit construction of the free skew field \( \mathbb{K}(\langle x \rangle) \), with a self-contained proof that it is the universal skew field of fractions of the ring of nc polynomials.

1. Preliminaries

**Notations:** \( d \) will stand for the number of noncommuting variables, which will be usually denoted by \( x_1, \ldots, x_d \), we often abbreviate non-commuting by nc. For a positive integer \( d \), we denote by \( G_d \) the free monoid generated by \( d \) generators \( g_1, \ldots, g_d \), we say that a word \( \omega = g_{i_1} \cdots g_{i_l} \in G_d \) is of length \( |\omega| = l \) if \( l \geq 1 \) and \( \omega = \emptyset \) is of length 0. For a field \( \mathbb{K} \) and \( n \in \mathbb{N} \), let \( \mathbb{K}^{n \times n} \) be the vector space of \( n \times n \) matrices over \( \mathbb{K} \), let \( \{\varepsilon_1, \ldots, \varepsilon_n\} \) be the standard basis of \( \mathbb{K}^n \) and let \( \mathcal{E}_n = \{E_{ij} = \varepsilon_i \varepsilon_j^T : 1 \leq i, j \leq n\} \) be the standard basis of \( \mathbb{K}^{n \times n} \). The tensor (Kronecker) product of two matrices \( P \in \mathbb{K}^{n_1 \times n_2} \) and \( Q \in \mathbb{K}^{n_3 \times n_4} \) is the \( n_1 n_3 \times n_2 n_4 \) block matrix \( P \otimes Q = [p_{ij} Q]_{1 \leq i \leq n_1, 1 \leq j \leq n_2} \).

The range of a matrix \( P \), that is the span of all of its columns, is denoted by \( \text{Im}(P) \). For any two square matrices \( X \) and \( Y \) of the same size, their commutator is defined by \( [X, Y] = XY - YX \).

We denote operators on matrices by bold letters such as \( \mathbf{A}, \mathbf{B} \), and the action of \( \mathbf{A} \) on \( X \) by \( \mathbf{A}(X) \). If \( \mathbf{A} \) is defined on \( s \times s \) matrices we extend \( \mathbf{A} \) to act on \( sm \times sm \) matrices for any \( m \in \mathbb{N} \), by viewing an \( sm \times sm \) matrix \( X \) as an \( m \times m \) matrix with \( s \times s \) blocks and by evaluating \( \mathbf{A} \) on the \( s \times s \) blocks (cf. equation (1.6)); in that case we denote the evaluation by \( (X) \mathbf{A} \). If \( C \) is a constant matrix and \( \mathbf{A} \) is an operator, then \( C \cdot \mathbf{A} \) and \( \mathbf{A} \cdot C \) are two operators, defined by \( (C \cdot \mathbf{A})(X) := C \mathbf{A}(X) \) and \( (\mathbf{A} \cdot C)(X) := \mathbf{A}(X)C \). For every \( n_1, n_2 \in \mathbb{N} \), we define the permutation matrix

\[
E(n_1, n_2) = [E_{ij}^T]_{1 \leq i \leq n_1, 1 \leq j \leq n_2} \in \mathbb{K}^{n_1 n_2 \times n_1 n_2}
\]

and use these matrices to change the order of factors in the Kronecker product of two matrices by the following rule

\[
P \otimes Q = E(n_1, n_3)(Q \otimes P)E(n_2, n_4)^T,
\]

for all \( n_1, n_2, n_3, n_4 \in \mathbb{N} \), \( Q \in \mathbb{K}^{n_1 \times n_2} \), and \( P \in \mathbb{K}^{n_3 \times n_4} \); for more details see [44, pp. 259–261].
then we use the notation
\[ P \odot_s Q := \left[ \sum_{k=1}^{m} P_{ik} \otimes Q_{kj} \right]_{1 \leq i,j \leq m} \]
for the so-called faux product of \( P \) and \( Q \), viewed as \( m \times m \) matrix over the tensor algebra of \( \mathbb{K}^{s \times s} \), see [28] for its origins in operator spaces. If \( X = (X_1, \ldots, X_d) \in (\mathbb{K}^{sm \times sm})^d \) and \( \omega = g_{i_1} \ldots g_{i_t} \in G_d \), then
\[ X^{\odot_s \omega} := X_{i_1} \odot_s \ldots \odot_s X_{i_t}. \] (1.2)
Recall that \( X \) is called jointly nilpotent, if there exists \( \kappa \in \mathbb{N} \) such that \( X^{\odot_s \omega} = 0 \) for every \( \omega \in G_d \) satisfying \( |\omega| \geq \kappa \). For every matrix \( Z \) over \( \mathbb{K} \) and a unital \( \mathbb{K} \)-algebra \( \mathcal{A} \), we use the notation \( Z_A := Z \otimes 1_A \), where \( 1_A \) is the unit element in \( \mathcal{A} \). Notice that if \( X^{i,j} = (X_1^{i,j}, \ldots, X_d^{i,j}) \in (\mathbb{K}^{n_1 \times n_2})^d \) for \( 1 \leq i, j \leq 2 \), we use the notation
\[ \left( \begin{array}{c}
X_{1,1}^{1,2} \\
X_{2,1}^{1,2} \\
X_{2,2}^{1,2} \\
X_{2,2}^{2,2}
\end{array} \right) := \left( \begin{array}{c}
X_{1,1}^{1,1} X_{1,2}^{1,2} \\
X_{2,1}^{1,1} X_{1,2}^{2,2} \\
X_{2,2}^{1,1} X_{1,2}^{2,2} \\
X_{2,2}^{2,2}
\end{array} \right) \in (\mathbb{K}^{(n_1+n_2) \times (n_1+n_2)})^d. \]
We use \( \mathfrak{R}, \mathcal{R}, R, \) and \( \mathfrak{r} \) for nc rational function, nc Fornasini–Marchesini realization, nc rational expression, and matrix valued nc rational function, respectively. Likewise, we use \( a \) to denote elements in an algebra \( \mathcal{A} \) and \( \mathfrak{A} \) to denote matrices over \( \mathcal{A} \). All over the paper, we use underline to denote vectors or \( d \)-tuples.

### 1.1. NC Rational Expressions and Functions

Let \( \mathbb{K} \) be a field, \( d \geq 1 \) an integer, and \( x_1, \ldots, x_d \) noncommuting variables. We denote by \( \mathbb{K}<x_1, \ldots, x_d> \) the \( \mathbb{K} \)-algebra of nc polynomials in the \( d \) nc variables \( x_1, \ldots, x_d \) over \( \mathbb{K} \). We obtain nc rational expressions by applying successive arithmetic operations (addition, multiplication and taking inverse) on \( \mathbb{K}<x_1, \ldots, x_d> \).

For a nc rational expression \( R \) and \( n \in \mathbb{N} \), the set \( \text{dom}_n(R) \) consists of all \( d \)-tuples of \( n \times n \) matrices over \( \mathbb{K} \) for which all the inverses in \( R \) exist. The domain of regularity of \( R \) is then defined by
\[ \text{dom}(R) := \prod_{n=1}^{\infty} \text{dom}_n(R). \]
For example, \( R(x_1, x_2) = (x_1 x_2 - x_2 x_1)^{-1} \) is a nc rational expression in \( x_1, x_2 \), with \( \text{dom}_1(R) = \emptyset \) and \( \text{dom}_n(R) = \{(X_1, X_2) \in (\mathbb{K}^{n \times n})^2 : \det(X_1 X_2 - X_2 X_1) \neq 0\} \neq \emptyset \) for any \( n > 1 \).

A nc rational expression \( R \) is called non-degenerate if \( \text{dom}(R) \neq \emptyset \) (for instance the nc rational expression \( (x_1 - x_1)^{-1} \) is degenerate). Let \( R_1 \) and \( R_2 \) be nc rational expressions in \( x_1, \ldots, x_d \) over \( \mathbb{K} \). We say that \( R_1 \) and \( R_2 \) are \( (\mathbb{K}^d)_{nc} \)-evaluation equivalent, if \( R_1(X) = R_2(X) \) for every \( X \in \text{dom}(R_1) \cap \text{dom}(R_2) \).

For example the nc rational expressions \( R_1(x_1, x_2) = x_2 (x_1 x_2)^{-1} x_1 + x_1 x_2, R_2(x_1, x_2) = x_2^{-1} (x_2 + x_2 x_1 x_2) \) and \( R_3(x_1, x_2) = 1 + x_1 x_2 \), are \( (\mathbb{K}^3)_{nc} \)-evaluation equivalent.
**Definition 1.1. (NC Rational Functions)** A **nc rational function** of \(x_1, \ldots, x_d\) over \(K\) is an equivalence class of non-degenerate nc rational expressions, w.r.t the \((\mathbb{K}^d)_{nc}\)—evaluation equivalence relation. For every nc rational function \(R\) of \(x_1, \ldots, x_d\), define its **domain of regularity**

\[
dom(R) := \bigcup_{R \in \mathcal{R}} \dom(R). \tag{1.3}
\]

For every \(X \in \dom(R)\), we say that \(R\) is **regular** at \(X\) and its evaluation is given by

\[
R(X) = R(X)
\]

for every nc rational expression \(R \in \mathcal{R}\) such that \(X \in \dom(R)\).

The \(K\)—algebra of all nc rational functions of \(x_1, \ldots, x_d\) over \(K\) is denoted by \(\mathbb{K}\langle x_1, \ldots, x_d \rangle\) and it is a skew field, called the free skew field. Moreover, \(\mathbb{K}\langle x_1, \ldots, x_d \rangle\) is the universal skew field of fractions of \(\mathbb{K}\langle x_1, \ldots, x_d \rangle\). See [6,16,21,22,67] for the original proofs and [25] for a more modern reference, while a proof of the equivalence with the evaluations over matrices is presented in [49,50].

**A—Domains and Evaluations.** Let \(A\) be a unital \(K\)—algebra. If \(\mathbf{a} = (a_1, \ldots, a_d) \in A^d\) and \(\omega = g_{i_1} \cdots g_{i_L} \in G_d\), then we use the notations \(a^{\omega} := a_{i_1} \cdots a_{i_L}\) and \(\mathbf{1}_A = \mathbf{1}_A\), where \(\mathbf{1}_A\) is the unit element in \(A\). Evaluations and domains of nc rational expressions over \(A\) are defined in a natural way, see [40] or [64, Sect. 1.2] for more details. We are interested in a certain family of algebras, called stably finite algebras, also called weakly finite in [25].

**Definition 1.2.** A unital \(K\)—algebra \(A\) is called **stably finite** if for every \(m \in \mathbb{N}\) and \(\mathfrak{A}, \mathfrak{B} \in A^{m \times m}\), we have \(\mathfrak{A}\mathfrak{B} = I_m \otimes \mathbf{1}_A\) if and only if \(\mathfrak{B}\mathfrak{A} = I_m \otimes \mathbf{1}_A\).

### 1.2. Realization Theory Around a Matrix Centre

We summarize now the main definitions and main results from [64] about realizations of nc rational expressions and nc rational functions around a matrix centre. Notice we denote here by \(\Omega_{sm}(\mathcal{R})\) what was denoted in [64] by \(DOM_{sm}(\mathcal{R})\).

**Definition 1.3.** ([64], Definition 2.1) Let \(s \in \mathbb{N}, L \in \mathbb{N}, Y = (Y_1, \ldots, Y_d) \in (\mathbb{K}^{s \times s})^d, A_1, \ldots, A_d : \mathbb{K}^{s \times s} \to \mathbb{K}^{L \times L}\) and \(B_1, \ldots, B_d : \mathbb{K}^{s \times s} \to \mathbb{K}^{L \times s}\) be linear mappings, \(C \in \mathbb{K}^{s \times L}\), and \(D \in \mathbb{K}^{s \times s}\). Then

\[
\mathcal{R}(X_1, \ldots, X_d) = D + C \left( I_L - \sum_{k=1}^{d} A_k(X_k - Y_k) \right)^{-1} \sum_{k=1}^{d} B_k(X_k - Y_k) \tag{1.4}
\]

is called a **nc Fornasini–Marchesini realization** centred at \(Y\) and it is defined for every \(X = (X_1, \ldots, X_d) \in \Omega_s(\mathcal{R})\), where

\[
\Omega_s(\mathcal{R}) := \left\{ X \in (\mathbb{K}^{s \times s})^d : \det \left( I_L - \sum_{k=1}^{d} A_k(X_k - Y_k) \right) \neq 0 \right\}.
\]
In that case we say that the realization $\mathcal{R}$ is described by $(L; D, C, A, B)$ and the corresponding generalized linear pencil centred at $\Lambda$ is

$$\Lambda_{\Lambda, Y}(X) := I_L - \sum_{k=1}^{d} A_k(X_k - Y_k).$$

(1.5)

Let $s_1, s_2, s_3, s_4 \in \mathbb{N}$. If $T : \mathbb{K}^{s_1 \times s_2} \to \mathbb{K}^{s_3 \times s_4}$ is a linear mapping and $m \in \mathbb{N}$, then $T$ can be naturally extended to a linear mapping $T : \mathbb{K}^{s_1m \times s_2m} \to \mathbb{K}^{s_3m \times s_4m}$, by the following rule:

$$X = [X_{ij}]_{1 \leq i, j \leq s} \in \mathbb{K}^{s_1m \times s_2m} \implies (X)T = [T(X_{ij})]_{1 \leq i, j \leq s},$$

(1.6)
i.e., $(X)T$ is an $m \times m$ block matrix with entries in $\mathbb{K}^{s_3 \times s_4}$. Therefore, we can extend the pencil $\Lambda_{\Lambda, Y}$ to act on $d$–tuples of $sm \times sm$ matrices, by

$$\Lambda_{\Lambda, Y}(X) = I_{Lm} - \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)A_k, \forall X = (X_1, \ldots, X_d) \in (\mathbb{K}^{sm \times sm})^d,$$

hence we extend the realization (1.4) to act on $d$–tuples of $sm \times sm$ matrices: for every

$$X = (X_1, \ldots, X_d) \in \Omega_{sm}(\mathcal{R}) := \left\{ X \in (\mathbb{K}^{sm \times sm})^d : \det(\Lambda_{\Lambda, Y}(X)) \neq 0 \right\},$$

we define

$$\mathcal{R}(X) := I_m \otimes D + (I_m \otimes C)\Lambda_{\Lambda, Y}(X)^{-1}\sum_{k=1}^{d} (X_k - I_m \otimes Y_k)B_k.$$

In addition, if $\mathcal{A}$ is a unital $\mathbb{K}$–algebra, a linear mapping $T : \mathbb{K}^{s_1 \times s_2} \to \mathbb{K}^{s_3 \times s_4}$ can be also naturally extended to a linear mapping $T^A : \mathcal{A}^{s_1 \times s_2} \to \mathcal{A}^{s_3 \times s_4}$, by the following rule:

$$\mathcal{A} = \sum_{i=1}^{s_1} \sum_{j=1}^{s_2} E_{ij} \otimes a_{ij} \in \mathcal{A}^{s_1 \times s_2} \implies (\mathcal{A})T^A = \sum_{i=1}^{s_1} \sum_{j=1}^{s_2} T(E_{ij}) \otimes a_{ij} \in \mathcal{A}^{s_3 \times s_4},$$

(1.7)

where $E_{ij} = e_i e_j^T \in \mathbb{K}^{s_1 \times s_2}$ and $a_{ij} \in \mathcal{A}$. Thus we extend the pencil $\Lambda_{\Lambda, Y}$ to act on $d$–tuples of $s \times s$ matrices over $\mathcal{A}$, by

$$\Lambda_{\Lambda, Y}^A(\mathcal{A}) := I_L \otimes 1_{\mathcal{A}} - \sum_{k=1}^{d} (\mathcal{A}_k - Y_k \otimes 1_{\mathcal{A}})\Lambda_k^A, \forall \mathcal{A} = (\mathcal{A}_1, \ldots, \mathcal{A}_d) \in (\mathcal{A}^{s \times s})^d.$$

The $\mathcal{A}$–domain of a nc Fornasini–Marchesini realization $\mathcal{R}$ centred at $\Lambda$, as in (1.4), is then defined to be the subset of $(\mathcal{A}^{s \times s})^d$ given by

$$\Omega_{\mathcal{A}}(\mathcal{R}) := \left\{ \mathcal{A} \in (\mathcal{A}^{s \times s})^d : \Lambda_{\Lambda, Y}^A(\mathcal{A}) \text{ is invertible in } \mathcal{A}^{L \times L} \right\}$$

(1.8)

and for every $\mathcal{A} = (\mathcal{A}_1, \ldots, \mathcal{A}_d) \in \Omega_{\mathcal{A}}(\mathcal{R})$, the evaluation of $\mathcal{R}$ at $\mathcal{A}$ is defined by

$$\mathcal{R}^A(\mathcal{A}) := D \otimes 1_{\mathcal{A}} + (C \otimes 1_{\mathcal{A}})\Lambda_{\Lambda, Y}^A(\mathcal{A})^{-1}\sum_{k=1}^{d} \left[ (\mathcal{A}_k)B_k^A - B_k(Y_k) \otimes 1_{\mathcal{A}} \right].$$

(1.9)
Definition 1.4. ([64], Definition 2.3) Let $R$ be a nc rational expression in $x_1, \ldots, x_d$ over $\mathbb{K}$, $Y \in \text{dom}_s(R)$, $\mathcal{R}$ be a nc Fornasini–Marchesini realization centred at $Y$, and $\mathcal{A}$ be a unital $\mathbb{K}$–algebra. We say that:

1. $R$ admits the realization $\mathcal{R}$, or that $\mathcal{R}$ is a realization of $R$, if
   
   $\text{dom}_{sm}(R) \subseteq \Omega_{sm}(\mathcal{R})$ and $R(X) = \mathcal{R}(X)$, $\forall X \in \text{dom}_{sm}(R)$, $m \in \mathbb{N}$.

2. $R$ admits the realization $\mathcal{R}$ w.r.t $\mathcal{A}$, or that $\mathcal{R}$ is a realization of $R$ w.r.t $\mathcal{A}$, if
   
   $\text{dom}_{A}(R) \subseteq \{a \in \mathcal{A}^d : I_s \otimes a \in \Omega_{A}(\mathcal{R})\}$ and
   
   $I_s \otimes R^A(a) = \mathcal{R}^A(I_s \otimes a)$, $\forall a \in \text{dom}_{A}(R)$.

Definition 1.5. ([64], Definition 2.7) Let $A_1, \ldots, A_d : \mathbb{K}^{s \times s} \to \mathbb{K}^{L \times L}$ and $B_1, \ldots, B_d : \mathbb{K}^{s \times s} \to \mathbb{K}^{L \times s}$ be linear mappings, and $C \in \mathbb{K}^{s \times L}$.

1. $(A, B)$ is called controllable, if
   
   $\bigvee \omega \in \mathcal{G}_{d}, X_1, \ldots, X_{|\omega|+1} \in \mathbb{K}^{s \times s}, 1 \leq k \leq d$ \hspace{1cm} \text{Im}(A^\omega(X_1, \ldots, X_{|\omega|})B_k(X_{|\omega|+1})) = \mathbb{K}^L.$

2. $(C, A)$ is called observable, if
   
   $\bigcap \omega \in \mathcal{G}_{d}, X_1, \ldots, X_{|\omega|} \in \mathbb{K}^{s \times s}$ \hspace{1cm} \ker(CA^\omega (X_1, \ldots, X_{|\omega|})) = \{0\}.$

If $\mathcal{R}$ is a nc Fornasini–Marchesini realization of a nc rational expression $R$, that is centred at $Y$, then it is said to be minimal if the dimension $L$ is the smallest integer for which $R$ admits such a realization, i.e., if $\mathcal{R}'$ is a nc Fornasini–Marchesini realization of $R$ centred at $Y$ of dimension $L'$, then $L \leq L'$.

Theorem 1.6. ([64], Theorem 2.16) Let $R$ be a nc rational expression in $x_1, \ldots, x_d$ over $\mathbb{K}$ and $\mathcal{R}$ be a nc Fornasini–Marchesini realization of $R$ centred at $Y \in (\mathbb{K}^{s \times s})^d$. Then $\mathcal{R}$ is minimal if and only if $\mathcal{R}$ is controllable and observable.

Let $\mathcal{R}_1$ and $\mathcal{R}_2$ be two nc Fornasini–Marchesini realizations, described by $(L_1; D^1, C^1, A_1^1, B_1^1)$ and $(L_2; D^2, C^2, A_2^2, B_2^2)$, respectively, both centred at $Y \in (\mathbb{K}^{s \times s})^d$. Then $\mathcal{R}_1$ and $\mathcal{R}_2$ are said to be uniquely similar, if $L_1 = L_2$, $D^1 = D^2$, and there exists a unique invertible matrix $T \in \mathbb{K}^{L_1 \times L_1}$ such that

$C^2 = C^1 T^{-1}$, $B_k^2 = T \cdot B_k^1$, and $A_k^2 = T \cdot A_k^1 \cdot T^{-1}$, $1 \leq k \leq d$.

Corollary 1.7. ([64], Corollary 2.18) Let $R$ be a nc rational expression in $x_1, \ldots, x_d$ over $\mathbb{K}$ and $Y \in \text{dom}_s(R)$. Then $R$ admits a unique (up to unique similarity) minimal nc Fornasini–Marchesini realization centred at $Y$, that is also a realization of $R$ w.r.t any unital stably finite $\mathbb{K}$–algebra.

Theorem 1.8. ([64], Theorem 3.3) Let $\mathcal{R} \in \mathbb{K}[x_1, \ldots, x_d]$. For every two integers $s, n \in \mathbb{N}$, a point $Y \in \text{dom}_s(\mathcal{R})$, a minimal nc Fornasini–Marchesini realization $\mathcal{R}$ centred at $Y$ of $\mathcal{R}$, and a unital stably finite $\mathbb{K}$–algebra $\mathcal{A}$, we have the following properties:
1. \( \text{dom}_n(\mathcal{R}) \subseteq \{Z \in (\mathbb{K}^{n \times n})^d : I_s \otimes Z \in \Omega_{sn}(\mathcal{R})\} \) and \( I_s \otimes \mathcal{R}(Z) = \mathcal{R}(I_s \otimes Z), \forall Z \in \text{dom}_n(\mathcal{R}) \).

2. If \( s \mid n \), then \( \text{dom}_n(\mathcal{R}) \subseteq \Omega_n(\mathcal{R}) \) and \( \mathcal{R}(Z) = \mathcal{R}(Z), \forall Z \in \text{dom}_n(\mathcal{R}) \).

3. \( \text{dom}_A(\mathcal{R}) \subseteq \{a \in A^d : I_s \otimes a \in \Omega_A(\mathcal{R})\} \) and \( I_s \otimes \mathcal{R}^A(a) = \mathcal{R}^A(I_s \otimes a), \forall a \in \text{dom}_A(\mathcal{R}) \).

### 1.3. NC Functions

The definitions and results mentioned in this subsection are taken from the book [47]. We do not quote those in their full generality, as in the book they appear in the framework of a module over a commutative ring, while here we consider the framework of a vector space \( \mathcal{V} \) over a field \( \mathbb{K} \). Moreover, we will mostly consider the vector space \( \mathcal{V} = \mathbb{K}^d \) for an integer \( d \in \mathbb{N} \).

If \( \mathcal{V} \) is a vector space over a field \( \mathbb{K} \), then \( \mathcal{V}_{nc} := \prod_{n=1}^{\infty} \mathbb{K}^{n \times n} \) is called the nc space over \( \mathcal{V} \) and consists of all square matrices over \( \mathcal{V} \). For every \( X \in \mathcal{V}^{n \times n} \) and \( Y \in \mathcal{V}^{m \times m} \), where \( m, n \in \mathbb{N} \), we define their direct sum as

\[
X \oplus Y := \begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix} \in \mathcal{V}^{(n+m) \times (n+m)}.
\]

For every \( \Omega \subseteq \mathcal{V}_{nc} \) and \( n \in \mathbb{N} \) we use the notation \( \Omega_n := \Omega \cap \mathcal{V}^{n \times n} \).

**Definition 1.9.**

1. A subset \( \Omega \subseteq \mathcal{V}_{nc} \) is called a nc set if it is closed under direct sums, i.e., if \( X \in \Omega_n \) and \( Y \in \Omega_m \), then \( X \oplus Y \in \Omega_{n+m} \), for every two integers \( n, m \in \mathbb{N} \).

2. A nc set \( \Omega \subseteq \mathcal{V}_{nc} \) is called upper (resp., lower) admissible if for every \( n, m \in \mathbb{N} \), \( X \in \Omega_n \), \( Y \in \Omega_m \), and \( Z \in \mathcal{V}^{n \times m} \) (resp., \( Z \in \mathcal{V}^{m \times n} \)), there exists \( 0 \neq c \in \mathbb{K} \) such that

\[
\begin{bmatrix} X & cZ \\ 0 & Y \end{bmatrix} \in \Omega_{n+m} \quad \text{(resp.,)} \quad \begin{bmatrix} X & 0 \\ cZ & Y \end{bmatrix} \in \Omega_{n+m}.
\]

3. A subset \( \Omega \subseteq \mathcal{V}_{nc} \) is called similarity invariant, if for every \( n \in \mathbb{N} \), \( X \in \Omega_n \), and invertible \( T \in \mathbb{K}^{n \times n} \), we have \( T \cdot X \cdot T^{-1} \in \Omega_n \).

Notice that if \( X \in \mathcal{V}^{n \times n} \) and \( T \in \mathbb{K}^{n \times n} \), by the products \( T \cdot X \) and \( X \cdot T \) we mean the standard matrix multiplication and we use the action of \( \mathbb{K} \) on \( \mathcal{V} \). In the special and most common case where \( \mathcal{V} = \mathbb{K}^d \), we have the identification

\[
(\mathbb{K}^d)^{nc} = \prod_{n=1}^{\infty} (\mathbb{K}^d)^{n \times n} \cong \prod_{n=1}^{\infty} (\mathbb{K}^{n \times n})^d,
\]

that is the nc space of all \( d \)-tuples of square matrices over \( \mathbb{K} \). Thus, in this particular case, for every \( X = (X_1, \ldots, X_d) \in (\mathbb{K}^{n \times n})^d \) and \( T \in \mathbb{K}^{n \times n} \), the products \( T \cdot X \) and \( X \cdot T \) are given by

\[
T \cdot X := (TX_1, \ldots, TX_d) \text{ and } X \cdot T := (X_1 T, \ldots, X_d T).
\]

For every nc rational expression \( R \) in \( x_1, \ldots, x_d \) over \( \mathbb{K} \), the domain of regularity of \( R \) is an upper admissible, similarity invariant nc set. We will show eventually that the domain of any nc rational function of \( x_1, \ldots, x_d \) over \( \mathbb{K} \) is an upper admissible, similarity invariant nc set as well (cf. Corollary 4.10). If \( \mathbb{K} = \mathbb{C} \), the domains of nc rational expressions or functions are open.
in the uniformly-open topology (cf. [47, Chapter 4.2] for a discussion on the uniformly-open topology and [43, Lemma A.5] for the proof in the case where regularity at 0 is assumed).

Another important example of a similarity invariant, upper admissible nc set is a nilpotent ball: for every $s \in \mathbb{N}$ and $Y = (Y_1, \ldots, Y_d) \in (\mathbb{K}^{s \times s})^d$, we define the nilpotent ball around $Y$ as follows

$$
\text{Nilp}(Y) := \bigcap_{m=1}^{\infty} \text{Nilp}_{sm}(Y) \subseteq (\mathbb{K}^d)^{nc},
$$

(1.10)

where

$$
\text{Nilp}_{sm}(Y) := \{ X \in (\mathbb{K}^{sm \times sm})^d : (X - I_m \otimes Y) \text{ is jointly nilpotent} \}
$$

(1.11)

for every $m \in \mathbb{N}$.

**Definition 1.10.** Let $\mathcal{V}$ and $\mathcal{W}$ be vector spaces over a field $\mathbb{K}$ and $\Omega \subseteq \mathcal{V}_{nc}$ be a nc set, then $f : \Omega \to \mathcal{W}_{nc}$ is called a nc function, if

1. $f$ is graded, i.e., if $n \in \mathbb{N}$ and $X \in \Omega_n$, then $f(X) \in \mathcal{W}^{n \times n}$;
2. $f$ respects direct sums, i.e., if $X, Y \in \Omega$, then $f(X \oplus Y) = f(X) \oplus f(Y)$; and
3. $f$ respects similarities, i.e., if $n \in \mathbb{N}$, $X \in \Omega_n$, and $T \in \mathbb{K}^{n \times n}$ is invertible such that $T \cdot X \cdot T^{-1} \in \Omega_n$, then $f(T \cdot X \cdot T^{-1}) = T \cdot f(X) \cdot T^{-1}$.

Conditions 2 and 3 in Definition 1.10 are equivalent to a single one: $f$ respects intertwining, namely if $XS = SY$, then $f(X)S = Sf(Y)$, where $X \in \Omega_n$, $Y \in \Omega_m$, and $S \in \mathbb{K}^{n \times m}$ ($n, m \in \mathbb{N}$).

Every nc rational expression $R$ in $x_1, \ldots, x_d$ over $\mathbb{K}$ is a nc function on $\text{dom}(R)$, with $\mathcal{V} = \mathbb{K}^d$ and $\mathcal{W} = \mathbb{K}$. It is also true that for any nc rational function $\mathcal{R}$ of $x_1, \ldots, x_d$ over $\mathbb{K}$, $\mathcal{R} |_{\Omega}$ is a nc function on $\Omega$, for every nc set $\Omega \subseteq \text{dom}(\mathcal{R})$. For instance we can take $\Omega$ to be the nilpotent ball around a point $Y \in \text{dom}(\mathcal{R})$. Since we will show later that $\text{dom}(\mathcal{R})$ is itself an nc set, it follows also that $\mathcal{R}$ is a nc function on $\text{dom}(\mathcal{R})$ (cf. Corollary 4.10).

**Remark 1.11.** If $\Omega \subseteq \mathcal{V}_{nc}$ is a nc set, then by $\tilde{\Omega}$ we denote the smallest nc set that contains $\Omega$ and that is similarity invariant; $\tilde{\Omega}$ is called the similarity invariant envelope of $\Omega$. If $\Omega$ is upper admissible, then so is $\tilde{\Omega}$. Another important result that we will use later on is the following: if $\Omega \subseteq \mathcal{V}_{nc}$ is a nc set and $f : \Omega \to \mathcal{W}_{nc}$ is a nc function, then there exists a unique nc function $\tilde{f} : \tilde{\Omega} \to \mathcal{W}_{nc}$ such that $\tilde{f} |_{\Omega} = f$ (cf. [47, Appendix A]).

It is shown in [47, Theorem 5.8] that every nc function $f$ on an upper admissible nc set containing the point $Y \in (\mathbb{K}^{s \times s})^d$, admits a Taylor–Taylor power series expansion around $Y$, i.e., an expansion of the form

$$
f(X) = \sum_{\omega \in \Omega_d} (X - I_m \otimes Y)^{\otimes \omega} f_\omega,
$$

(1.12)
where for every $\omega \in G_d$, $f_\omega : (K^{s \times s})^{\omega} \to K^{s \times s}$ is a $|\omega|$–linear mapping, or alternatively a linear mapping from $(K^{s \times s})^{|\omega|}$ to $K^{s \times s}$. Notice that

$$(X - I_m \otimes Y)^{\omega} \in \left((K^{s \times s})^{\otimes |\omega|}\right)^{m \times m},$$

hence we can apply $f_\omega$ to every entry of this matrix yielding a matrix in $(K^{s \times s})^{m \times m} \cong K^{sm \times sm}$, which is where the value $f(X)$ lies; this is how we extend $f_\omega$ to a mapping from $(K^{s \times s})^{m \times m} \otimes |\omega|$ into $K^{sm \times sm}$. The equality in (1.12) holds for every $X \in Nilp(Y)$, as this ensures that the series in (1.12) is actually finite.

One important difference with the case of a scalar centre ($s = 1$) is that the coefficients $(f_\omega)_{\omega \in G_d}$ are not arbitrary multilinear mappings, as they have to satisfy certain compatibility conditions w.r.t $Y$, called the lost-abbey ($\mathcal{LA}$) conditions (see [47, equations (4.14)–(4.17)]:

$$Sf_\emptyset - f_\emptyset S = \sum_{k=1}^{d} f_{g_k}([S,Y_k]) \quad (1.13)$$

and for every $\omega = g_{i_1} \ldots g_{i_\ell} \neq \emptyset$ in $G_d$:

$$Sf_\omega(Z_1, \ldots, Z_\ell) - f_\omega(SZ_1, \ldots, Z_\ell) = \sum_{k=1}^{d} f_{g_k\omega}([S,Y_k], Z_1, \ldots, Z_\ell), \quad (1.14)$$

$$f_\omega(Z_1, \ldots, Z_\ell S) - f_\omega(Z_1, \ldots, Z_\ell)S = \sum_{k=1}^{d} f_{\omega g_k}(Z_1, \ldots, Z_\ell, [S,Y_k]) \quad (1.15)$$

and

$$f_\omega(Z_1, \ldots, Z_{j-1}, Z_jS, Z_{j+1}, \ldots, Z_\ell) - f_\omega(Z_1, \ldots, Z_j, SZ_{j+1}, \ldots, Z_\ell)$$

$$= \sum_{k=1}^{d} f_{g_{i_1} \ldots g_{i_j} g_k g_{i_{j+1}} \ldots g_{i_\ell}}(Z_1, \ldots, Z_j, [S,Y_k], Z_{j+1}, \ldots, Z_\ell), \quad (1.16)$$

for every $Z_1, \ldots, Z_\ell \in K^{s \times s}$, $1 \leq j < \ell$, and $S \in K^{s \times s}$. Conversely, in [47, Theorem 5.1.5] it is shown that given a sequence of multilinear mappings $(f_\omega)_{\omega \in G_d}$ which satisfy the $\mathcal{LA}$ conditions, the power series in (1.12) is a nc function on the nilpotent ball around $Y$.

**Remark 1.12.** If a nc function $f$ is locally bounded, then its Taylor–Taylor series around $Y$, as in (1.12), converges (absolutely and uniformly) on a neighborhood of $Y$ in an appropriate topology, see [47, Corollary 7.5].

### 2. The Linearized Lost-Abbey Conditions

One of the purposes of this section is to reformulate the $\mathcal{LA}$ conditions in the case of nc rational functions, in terms of the coefficients of a minimal nc Fornasini–Marchesini realization of the function.

**Definition 2.1.** Let $f$ be a generalized nc power series around $Y$ of the form (1.12) and let $\mathcal{R}$ be a nc Fornasini–Marchesini realization that is centred
at $Y$ and described by $(L; D, C, A, B)$. We say that the series $f$ admits the realization $\mathcal{R}$, if

$$f_\emptyset = D \text{ and } f_\omega(Z_1, \ldots, Z_\ell) = C A_{i_1}(Z_1) \cdots A_{i_{\ell-1}}(Z_{\ell-1}) B_{i_\ell}(Z_\ell),$$

for every $\emptyset \neq \omega = g_1 \cdots g_\ell \in \mathcal{G}_d$ and $Z_1, \ldots, Z_\ell \in \mathbb{K}^{s \times s}$. This is equivalent to saying that $f(X) = \mathcal{R}(X)$ for every $X \in \text{Nilp}(Y)$.

If $\mathcal{R}$ is a nc rational function that is regular at $Y = (Y_1, \ldots, Y_d) \in (\mathbb{K}^{s \times s})^d$, then Corollary 1.7 and Theorem 1.8 guarantee that $\mathcal{R}$ admits a minimal nc Fornasini–Marchesini realization $\mathcal{R}$ that is centred at $Y$ and described by $(L; D, C, A, B)$. Then, a direct computation (cf. [64, Lemma 2.12]) shows that the Taylor–Taylor power series expansion of $\mathcal{R}$ around $Y$ is

$$\mathcal{R}(X) = \sum_{\omega \in \mathcal{G}_d} (X - I_m \otimes Y)^{\odot s} R_\omega, \ X \in (\mathbb{K}^{sm \times sm})^d$$

(2.1)

where the coefficients $R_\omega : (\mathbb{K}^{s \times s})^{|\omega|} \rightarrow \mathbb{K}^{s \times s}$ are the multilinear mappings given by

$$R_\omega(Z_1, \ldots, Z_\ell) = C A_{i_1}(Z_1) \cdots A_{i_{\ell-1}}(Z_{\ell-1}) B_{i_\ell}(Z_\ell)$$

(2.2)

for $\emptyset \neq \omega \in \mathcal{G}_d$, and $R_\emptyset = D$, while they can also be seen as multilinear mappings on $(\mathbb{K}^{sm \times sm})^{\odot |\omega|}$ by

$$(Z_1 \odot \cdots \odot Z_\ell) R_\omega = (I_m \otimes C)(Z_1) A_{i_1} \cdots (Z_{\ell-1}) A_{i_{\ell-1}}(Z_\ell) B_{i_\ell},$$

if $\omega = g_1 \cdots g_\ell \neq \emptyset$ and $R_\emptyset = I_m \otimes D$, for every $m \in \mathbb{N}$ and $Z_1, \ldots, Z_\ell \in (\mathbb{K}^{sm \times sm})^d$. Therefore, it follows immediately that the series in (2.1), which comes from a nc rational function $\mathcal{R}$ (or even a nc rational expression), admits the minimal nc Fornasini–Marchesini realization $\mathcal{R}$.

As mentioned in the discussion above, the coefficients $(R_\omega)_{\omega \in \mathcal{G}_d}$ in (2.2) must satisfy the $\mathcal{L}A$ conditions and hence we get the $\mathcal{L}A$ conditions in terms of $A_1, \ldots, A_d, B_1, \ldots, B_d, C$, and $D$, in the case where $\mathcal{R}$ admits a minimal realization centred at $Y$, as formulated next:

**Lemma 2.2.** Let $f$ be a generalized nc power series around $Y = (Y_1, \ldots, Y_d) \in (\mathbb{K}^{s \times s})^d$ of the form (1.12). Suppose that $f$ admits a nc Fornasini–Marchesini realization $\mathcal{R}$ that is centred at $Y$ and described by $(L; D, C, A, B)$, and that $\mathcal{R}$ is controllable and observable. Then the series $f$ is a nc function on $\text{Nilp}(Y)$ if and only if the following equations hold

$$SD - DS = C \sum_{k=1}^{d} B_k([S, Y_k]),$$

(2.3)

$$SCB_{i_1}(Z_1) - CB_{i_1}(SZ_1) = C \left( \sum_{k=1}^{d} A_k([S, Y_k]) \right) B_{i_1}(Z_1),$$

(2.4)

$$SCA_{i_1}(Z_1) - CA_{i_1}(SZ_1) = C \left( \sum_{k=1}^{d} A_k([S, Y_k]) \right) A_{i_1}(Z_1),$$

(2.5)

$$B_{i_1}(Z_1 S) - B_{i_1}(Z_1) S = A_{i_1}(Z_1) \sum_{k=1}^{d} B_k([S, Y_k]),$$

(2.6)
\[ A_{i_1}(Z_1S)B_{i_2}(Z_2) - A_{i_1}(Z_1)B_{i_2}(SZ_2) = A_{i_1}(Z_1) \left( \sum_{k=1}^{d} A_k([S,Y_k]) \right) B_{i_2}(Z_2), \]

and

\[ A_{i_1}(Z_1S)A_{i_2}(Z_2) - A_{i_1}(Z_1)A_{i_2}(SZ_2) = A_{i_1}(Z_1) \left( \sum_{k=1}^{d} A_k([S,Y_k]) \right) A_{i_2}(Z_2), \]

for every \( S, Z_1, Z_2 \in \mathbb{K}^{\times \times s} \) and \( 1 \leq i_1, i_2 \leq d \).

We call Eqs. (2.3)–(2.8) the **linearized lost-abbey** \((\mathcal{L} - \mathcal{L}A)\) **conditions**.

**Proof.** From the assumption that \( f \) admits the realization \( \mathcal{R} \), we know that

\[ f_{\emptyset} = D \quad \text{and} \quad f_\omega(Z_1, \ldots, Z_\ell) = CA_{i_1}(Z_1) \cdots A_{i_{\ell-1}}(Z_{\ell-1})B_{i_\ell}(Z_\ell) \quad (2.9) \]

for every \( \emptyset \neq \omega = g_{i_1} \ldots g_{i_\ell} \in G_d \) and \( Z_1, \ldots, Z_\ell \in \mathbb{K}^{\times \times s} \). Therefore, the series \( f \) is a nc function in \( Nilp(Y) \) if and only if the coefficients \( (f_\omega)_{\omega \in G_d} \) in (2.9) satisfy equations (1.13)–(1.16). It is only left to show that this is equivalent to the fact that equations (2.3)–(2.8) hold.

This part of the proof is mainly technical, so we show it only for one of the equations, while stressing where the minimality of \( \mathcal{R} \) is coming into play. While skipping the computations, we mention briefly how to obtain all the other equations:

- (2.3) is obtained from (1.13);
- (2.4) is obtained from (1.14), by taking \( \ell = |\omega| = 1 \);
- (2.5) is obtained from (1.14), by taking \( \ell = |\omega| > 1 \) and using the controllability of \((A, B)\);
- (2.6) is obtained from (1.15), by taking any \( \ell \geq 1 \) and using the observability of \((C, A)\);
- (2.7) is obtained from (1.16), by taking \( j = \ell - 1 \) and using the observability of \((C, A)\);
- (2.8) is obtained from (1.16), by taking \( j < \ell - 1 \) and using both the observability of \((C, A)\) and the controllability of \((A, B)\).

We now show the last equivalence in this list: as

\[
\begin{align*}
  f_\omega(Z_1, \ldots, Z_{j-1}, Z_j S, Z_{j+1}, \ldots, Z_\ell) &= \sum_{k=1}^{d} A_k([S,Y_k]) \left( \sum_{k=1}^{d} A_k([S,Y_k]) \right) B_{i_\ell}(Z_\ell), \\
  f_\omega(Z_1, \ldots, Z_{j}, S Z_{j+1}, \ldots, Z_\ell) &= \sum_{k=1}^{d} A_k([S,Y_k]) \left( \sum_{k=1}^{d} A_k([S,Y_k]) \right) B_{i_\ell}(Z_\ell), \\
\end{align*}
\]

and

\[
\begin{align*}
  f_{g_{i_1} \ldots g_{i_j} g_{i_{j+1}} \ldots g_{i_\ell}}(Z_1, \ldots, Z_j, [S,Y_k], Z_{j+1}, \ldots, Z_\ell) &= \sum_{k=1}^{d} A_k([S,Y_k]) \left( \sum_{k=1}^{d} A_k([S,Y_k]) \right) B_{i_\ell}(Z_\ell), \\
\end{align*}
\]

for every \( 1 < j < \ell - 1 \), equation (1.16) holds if and only if
\[ CA_{i_1}(Z_1) \cdots A_{i_{j-1}}(Z_{j-1})A_{i_j}(Z_j)S \cdot A_{i_{j+1}}(Z_{j+1}) \cdots A_{i_{\ell-1}}(Z_{\ell-1})B_{i_\ell}(Z_{\ell}) \]

\[ -CA_{i_1}(Z_1) \cdots A_{i_j}(Z_j)A_{i_{j+1}}(SZ_{j+1}) \cdots A_{i_{\ell-1}}(Z_{\ell-1})B_{i_\ell}(Z_{\ell}) \]

\[ = \sum_{k=1}^d CA_{i_1}(Z_1) \cdots A_{i_j}(Z_j)A_k([S,Y_k])A_{i_{j+1}}(Z_{j+1}) \cdots A_{i_{\ell-1}}(Z_{\ell-1})B_{i_\ell}(Z_{\ell}), \]

which is equivalent to

\[ CA_{i_1}(Z_1) \cdots A_{i_{j-1}}(Z_{j-1}) \]

\[ \left( A_{i_j}(Z_j)S \cdot A_{i_{j+1}}(Z_{j+1}) - A_{i_j}(Z_j)A_{i_{j+1}}(SZ_{j+1}) \right) \]

\[ - \sum_{k=1}^d A_{i_j}(Z_j)A_k([S,Y_k])A_{i_{j+1}}(Z_{j+1}) \]

\[ A_{i_{j+2}}(Z_{j+2}) \cdots A_{i_{\ell-1}}(Z_{\ell-1})B_{i_\ell}(Z_{\ell}) = 0. \]

Due to the controllability of \((A, B)\) and the observability of \((C, A)\), the last equation is equivalent to the vanishing of the middle piece, i.e., to

\[ A_{i_j}(Z_j)S \cdot A_{i_{j+1}}(Z_{j+1}) - A_{i_j}(Z_j)A_{i_{j+1}}(SZ_{j+1}) \]

\[ = A_{i_j}(Z_j) \left( \sum_{k=1}^d A_k([S,Y_k]) \right) A_{i_{j+1}}(Z_{j+1}), \]

which is exactly equation (2.8).

\[ \square \]

**Remark 2.3.** If \(\mathcal{H}\) is an infinite dimensional Hilbert space, \(A_k : \mathbb{K}^{s \times s} \rightarrow \mathcal{L}(\mathcal{H})\) and \(B_k : \mathbb{K}^{s \times s} \rightarrow \mathcal{L}(\mathbb{K}^s, \mathcal{H})\) for every \(1 \leq k \leq d\), \(C \in \mathcal{L}(\mathcal{H}, \mathbb{K}^s)\) and \(D \in \mathbb{K}^{s \times s}\), such that conditions (2.3)–(2.8) hold, then the coefficients \((f_\omega)_{\omega \in \mathcal{G}_d}\) which are given in (2.9) satisfy the \(L\mathcal{A}\) conditions, hence the power series in (1.12) defines a nc function on \(\text{Nilp}(\mathcal{Y})\) and it admits the realization described by \((D, C, A, B)\). This follows from using the same arguments as in the proof of Lemma 2.2, where (formally) \(\mathcal{H}\) replaces the space \(\mathbb{K}^L\).

**Remark 2.4.** Notice that even if we remove the assumptions on the realization being controllable and observable, we get that satisfying the \(L - L\mathcal{A}\) conditions implies that the series is a nc function, however these assumptions on the realization are required for the other direction.

**Remark 2.5.** Recall that for every \(n, m \in \mathbb{N}\) and \(1 \leq k \leq d\), the linear mappings \(A_k : \mathbb{K}^{s \times s} \rightarrow \mathbb{K}^{L \times L}\) and \(B_k : \mathbb{K}^{s \times s} \rightarrow \mathbb{K}^{L \times s}\) are naturally extended to mappings \(A_k : \mathbb{K}^{sn \times sm} \rightarrow \mathbb{K}^{Ln \times Lm}\) and \(B_k : \mathbb{K}^{sn \times sm} \rightarrow \mathbb{K}^{Ln \times sm}\), just by acting on the block matrices of size \(s \times s\). It takes some straightforward computations (which are omitted here) to show that if the \(L - L\mathcal{A}\) conditions hold, then they can be extended to \(sn \times sm\) matrices, i.e., we have

\[ S(I_m \otimes D) - (I_n \otimes D)S = (I_n \otimes C) \sum_{k=1}^d (S(I_m \otimes Y_k) - (I_n \otimes Y_k)S) B_k, \]

\[ S(I_m \otimes C)(Z_i)B_{i_1} - (I_n \otimes C)(SZ_1)B_{i_1} \]

\[ \text{for every } 1 \leq k \leq d. \]
\begin{equation}
(I_n \otimes C) \left( \sum_{k=1}^{d} (S(I_m \otimes Y_k) - (I_n \otimes Y_k) S) A_k \right) (Z_1) B_{i_1}, \tag{2.11}
\end{equation}

\begin{equation}
S(I_m \otimes C)(Z_1) A_{i_1} - (I_n \otimes C)(SZ_1) A_{i_1}
= (I_n \otimes C) \left( \sum_{k=1}^{d} (S(I_m \otimes Y_k) - (I_n \otimes Y_k) S) A_k \right) (Z_1) A_{i_1}, \tag{2.12}
\end{equation}

\begin{equation}
(Z_2S)B_{i_2} - (Z_2)B_{i_2} S = (Z_2)A_{i_2} \sum_{k=1}^{d} (S(I_m \otimes Y_k) - (I_n \otimes Y_k) S) B_k,
\tag{2.13}
\end{equation}

\begin{equation}
(Z_2S)A_{i_2}(Z_1)B_{i_1} - (Z_2)A_{i_2}(SZ_1)B_{i_1}
= (Z_2)A_{i_2} \left( \sum_{k=1}^{d} (S(I_m \otimes Y_k) - (I_n \otimes Y_k) S) A_k \right) (Z_1)B_{i_1}, \tag{2.14}
\end{equation}

\begin{equation}
(Z_2S)A_{i_2}(Z_1)A_{i_1} - (Z_2)A_{i_2}(SZ_1)A_{i_1}
= (Z_2)A_{i_2} \left( \sum_{k=1}^{d} (S(I_m \otimes Y_k) - (I_n \otimes Y_k) S) A_k \right) (Z_1)A_{i_1}, \tag{2.15}
\end{equation}

for every $S \in \mathbb{K}^{s n \times s m}$, $Z_1 \in \mathbb{K}^{s m \times s m}$, $Z_2 \in \mathbb{K}^{s n \times s n}$, and $1 \leq i_1, i_2 \leq d$.

As a corollary of Lemma 2.2 and Remark 2.4, if equations (2.3)–(2.8) hold, then the coefficients in the power series expansion of the realization around $\bar{Y}$ must satisfy the $\mathcal{L}A$ conditions, hence the nc Fornasini–Marchesini realization $\mathcal{R}$ defines a nc function on $\text{Nilp}(\bar{Y})$.

Moreover, we now show that the realization is a nc function on a larger set, that is $\Omega(\mathcal{R})$, the invertibility set of the realization. This will be the first step of our approach in which we start from an arbitrary nc Fornasini–Marchesini realization, that is controllable and observable, for which its coefficients satisfy the $\mathcal{L} - \mathcal{L}A$ conditions (cf. equations (2.3)–(2.8)) and eventually find a nc rational function which this realization admits.

**Theorem 2.6.** Let $\mathcal{R}$ be a nc Fornasini–Marchesini realization centred at $\bar{Y}$ that is described by $(L; D, C, A, B)$. If the coefficients of $\mathcal{R}$ satisfy the $\mathcal{L} - \mathcal{L}A$ conditions, then $\Omega(\mathcal{R})$ is an upper admissible nc subset of $(\mathbb{K}^d)^{nc}$ and the function $\mathcal{R} : \Omega(\mathcal{R}) \to \mathbb{K}^{nc}$ that is given by

$$
\mathcal{R}(X) = I_m \otimes D + (I_m \otimes C) \Lambda_{A, Y}(X)^{-1} \sum_{k=1}^{d} (X_k - I_m \otimes Y_k) B_k, \tag{2.16}
$$

\forall X \in \Omega_{sm}(\mathcal{R})$, $m \in \mathbb{N}$, is a nc function (that is defined only in levels which are multiples of $s$, i.e., if $s \mid n$ then the domain of $\mathcal{R}$ at the level of $d$–tuples of matrices in $\mathbb{K}^{n \times n}$ is empty), with $\bar{Y} \in \Omega_s(\mathcal{R})$.

**Proof.** $\Omega(\mathcal{R})$ is an upper admissible nc subset of $(\mathbb{K}^d)^{nc}$: If $m, \tilde{m} \in \mathbb{N}$, $X \in \Omega_{sm}$
(\mathcal{R}), \bar{X} \in \Omega_{s\bar{m}}(\mathcal{R}), \text{ and } Z \in \left(\mathbb{K}^{sm \times s\bar{m}}\right)^d, \text{ then}

$$\Lambda_{A,Y}(\begin{bmatrix} X & Z \\ 0 & \bar{X} \end{bmatrix}) = \begin{bmatrix} \Lambda_{A,Y}(X) - \sum_{k=1}^{d} (Z_k)A_k \\ \Lambda_{A,Y}(\bar{X}) \end{bmatrix}$$

is invertible, i.e., \[ \begin{bmatrix} X & Z \\ 0 & \bar{X} \end{bmatrix} \in \Omega_{s(m+\bar{m})}(\mathcal{R}). \]

\(\mathcal{R}\) is a nc function on \(\Omega(\mathcal{R})\): \(\mathcal{R}\) is clearly graded, so it is left to show the crucial part which is that \(\mathcal{R}\) respects intertwining. Let \(m, \bar{m} \in \mathbb{N}, X \in \Omega_{sm}(\mathcal{R}), \bar{X} \in \Omega_{s\bar{m}}(\mathcal{R}), \text{ and } T \in \mathbb{K}^{sm \times s\bar{m}}\) such that \(X \cdot T = T \cdot \bar{X}\), i.e., that \(X_kT = T\bar{X}_k\) for all \(1 \leq k \leq d\). For simplifications let us define the matrices

\[
M_B := \sum_{k=1}^{d} \left( T(I_m \otimes Y_k) - (I_m \otimes Y_k)T \right) B_k,
\]

\[
M_A := \sum_{k=1}^{d} \left( T(I_m \otimes Y_k) - (I_m \otimes Y_k)T \right) A_k
\]

and recall that as equations (2.3)–(2.8) hold, we know that equations (2.10)–(2.15) hold as well (cf. Remark 2.5). From (2.13) we get

\[
\sum_{k=1}^{d} (X_k - I_m \otimes Y_k)B_kT = \sum_{k=1}^{d} \left( (X_k - I_m \otimes Y_k)T \right) B_k
\]

\[- (X_k - I_m \otimes Y_k)A_kM_B \]

\[= \sum_{k=1}^{d} \left( T\bar{X}_k - T(I_m \otimes Y_k) + T(I_m \otimes Y_k) - (I_m \otimes Y_k)T \right) B_k \]

\[- \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)A_kM_B \]

\[= \sum_{k=1}^{d} \left( T(\bar{X}_k - I_m \otimes Y_k) \right) B_k + \Lambda_{A,Y}(X)M_B \]

and hence, using (2.10)

\[\mathcal{R}(X)T = (I_m \otimes D)T + (I_m \otimes C)M_B + (I_m \otimes C)\Lambda_{A,Y}(X)^{-1} \times \sum_{k=1}^{d} \left( T(\bar{X}_k - I_m \otimes Y_k) \right) B_k \]

\[= T(I_m \otimes D) + (I_m \otimes C)\Lambda_{A,Y}(X)^{-1} \sum_{k=1}^{d} \left( T(\bar{X}_k - I_m \otimes Y_k) \right) B_k. \]

Next, from (2.14) it follows that
\[
\begin{align*}
&\left(\sum_{k=1}^{d} ((X_k - I_m \otimes Y_k)T) A_k\right) \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k \\
&\quad - \left(\sum_{k=1}^{d} (X_k - I_m \otimes Y_k) A_k\right) M_A \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k \\
&\quad = \left(\sum_{k=1}^{d} (X_k - I_m \otimes Y_k) A_k\right) \sum_{k=1}^{d} T(\tilde{X}_k - I_m \otimes Y_k) B_k \\
&\quad = -\Lambda_{A,Y}(X) \sum_{k=1}^{d} T(\tilde{X}_k - I_m \otimes Y_k) B_k + \sum_{k=1}^{d} \left(T(\tilde{X}_k - I_m \otimes Y_k)\right) B_k,
\end{align*}
\]

So
\[
\sum_{k=1}^{d} (T(\tilde{X}_k - I_m \otimes Y_k)) B_k
\]
\[
\quad = \left(\sum_{k=1}^{d} ((X_k - I_m \otimes Y_k)T) A_k\right) \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k \\
\quad - M_A \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k + \Lambda_{A,Y}(X) M_A \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k \\
\quad + \Lambda_{A,Y}(X) \sum_{k=1}^{d} (T(\tilde{X}_k - I_m \otimes Y_k)) B_k \\
\quad = \Lambda_{A,Y}(X) \sum_{k=1}^{d} (T(\tilde{X}_k - I_m \otimes Y_k)) B_k
\]

and hence, using (2.11),
\[
(I_m \otimes C) \Lambda_{A,Y}(X)^{-1} \sum_{k=1}^{d} (T(\tilde{X}_k - I_m \otimes Y_k)) B_k
\]
\[
= (I_m \otimes C) \left[\sum_{k=1}^{d} (T(\tilde{X}_k - I_m \otimes Y_k)) B_k + M_A \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k\right] \\
\quad + (I_m \otimes C) \Lambda_{A,Y}(X)^{-1} \left(\sum_{k=1}^{d} ((X_k - I_m \otimes Y_k)T) A_k - M_A\right) \\
\quad \times \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k \\
\quad = T(I_m \otimes C) \sum_{k=1}^{d} (\tilde{X}_k - I_m \otimes Y_k) B_k
\]
\[(I_m \otimes C)\Lambda_{A,Y}(X)^{-1} \left( \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k \right) \]

\[\times \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) B_k.\]

From (2.15) we know that

\[\sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k\]

\[= \left( \sum_{k=1}^{d} (X_k - I_m \otimes Y_k) A_k \right) \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k\]

\[+ \Lambda_{A,Y}(X) \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k\]

\[= \left( \sum_{k=1}^{d} ((X_k - I_m \otimes Y_k)T) A_k \right) \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k\]

\[\left. \left. - \left( \sum_{k=1}^{d} (X_k - I_m \otimes Y_k) A_k \right) \right) M_A \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k\right\}\]

\[+ \Lambda_{A,Y}(X) \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k\]

\[= \left( \sum_{k=1}^{d} ((X_k - I_m \otimes Y_k)T) A_k \right) \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k\]

\[+ \Lambda_{A,Y}(X) M_A \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k\]

\[- M_A \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k + \Lambda_{A,Y}(X) \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k\]

\[= \left( \sum_{k=1}^{d} ((X_k - I_m \otimes Y_k)T) A_k - M_A \right) \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k\]

\[+ \Lambda_{A,Y}(X) \left[ M_A \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k + \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k \right]\]

therefore, by (2.12),

\[(I_m \otimes C)\Lambda_{A,Y}(X)^{-1} \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k\]

\[= (I_m \otimes C)\Lambda_{A,Y}(X)^{-1} \left( \sum_{k=1}^{d} (T(\tilde{X}_k - \widetilde{I_m} \otimes Y_k)) A_k \right) \sum_{k=1}^{d} (\tilde{X}_k - \widetilde{I_m} \otimes Y_k) A_k\]
\[ + (I_m \otimes C) \left[ M_A \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) A_k + \sum_{k=1}^{d} \left( T(\tilde{X}_k - I_\tilde{m} \otimes Y_k) \right) A_k \right] \]

\[ = (I_m \otimes C) \Lambda_{A,Y}(X)^{-1} \left( \sum_{k=1}^{d} \left( T(\tilde{X}_k - I_\tilde{m} \otimes Y_k) \right) A_k \right) \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) A_k \]

\[ + T(I_\tilde{m} \otimes C) \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) A_k. \]

Then,

\[ (I_m \otimes C) \Lambda_{A,Y}(X)^{-1} \left( \sum_{k=1}^{d} \left( T(\tilde{X}_k - I_\tilde{m} \otimes Y_k) \right) A_k \right) \Lambda_{A,Y}(\tilde{X}), \]

which implies that

\[ (I_m \otimes C) \Lambda_{A,Y}(X)^{-1} \sum_{k=1}^{d} \left( T(\tilde{X}_k - I_\tilde{m} \otimes Y_k) \right) A_k \]

\[ = T(I_\tilde{m} \otimes C) \left( \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) A_k \right) \Lambda_{A,Y}(\tilde{X})^{-1}. \]

Therefore,

\[ T(I_\tilde{m} \otimes D) + T(I_\tilde{m} \otimes C) \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) B_k \]

\[ + T(I_\tilde{m} \otimes C) \left( \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) A_k \right) \Lambda_{A,Y}(\tilde{X})^{-1} \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) B_k \]

\[ = T(I_\tilde{m} \otimes D) + T(I_\tilde{m} \otimes C) \Lambda_{A,Y}(\tilde{X})^{-1} \sum_{k=1}^{d} (\tilde{X}_k - I_\tilde{m} \otimes Y_k) B_k, \]

i.e., \( R(X) T = TR(\tilde{X}) \).

**Remark 2.7.** The idea of that part of the proof, where we showed that \( R \) respects intertwining, is very similar to the proof of [47, Lemma 5.12], with the only difference that instead of a realization (centred at \( Y \)) they had a power series (around \( Y \)).

### 3. NC Difference-Differential Calculus

In this section we prove that if the coefficients of a nc Fornasini–Marchesini realization \( R \), that is controllable and observable, satisfy the \( \mathcal{L} - \mathcal{L}A \) conditions, then the set \( \Omega(R) \) is similarity invariant (cf. Theorem 3.5). It turns out to be an important ingredient in obtaining one of our main results (cf. Theorem 4.7).
In the proof of Theorem 3.5 below we use some techniques from the general theory of nc functions and their difference-differential calculus; we hereby recall some facts.

Let \( A_1, \ldots, A_d, B_1, \ldots, B_d, C, \) and \( D \) satisfy the \( \mathcal{L} - \mathcal{LA} \) conditions. For every \( 1 \leq j \leq d \), the \( j \)-th right partial nc difference-differential operator \( \Delta_j \) is defined using the nc difference-differential operator \( \Delta := \Delta_R \), by

\[
\Delta_j f(X^1, X^2)(Z) = \Delta f(X^1, X^2)(Z^{(j)}),
\]

for every nc function \( f, n_1, n_2 \in \mathbb{N}, X^1 \in (\mathbb{K}^{n_1 \times n_1})^d \) and \( X^2 \in (\mathbb{K}^{n_2 \times n_2})^d \) in the domain of \( f \), and \( Z \in \mathbb{K}^{n_1 \times n_2} \), where \( Z^{(j)} := (0, \ldots, 0, Z, 0, \ldots, 0) \in (\mathbb{K}^{n_1 \times n_2})^d \) is the \( d \)-tuple which consists of all zero matrices except for the matrix \( Z \) at the \( j \)-th position (see [47, Sects. 2.2–2.6] for the precise definitions and properties of \( \Delta \) and \( \Delta_j \)). To continue, we need the following technical lemma.

**Lemma 3.1.** Let \( \mathcal{R} \) be a nc Fornasini–Marchesini realization centred at \( Y \in (\mathbb{K}^{s \times s})^d \) that is described by \( (L; D, C, A, B) \) and suppose its coefficients satisfy the \( \mathcal{L} - \mathcal{LA} \) conditions. Let \( \mathcal{U} = (\mathbb{K}^{s \times s})^d \) and define

\[
F_1 : \mathcal{U}_{nc} \to (\mathbb{K}^{s \times s})_{nc}, \text{ by } F_1(X) = I_m \otimes D, \forall X \in (\mathbb{K}^{s m \times s m})^d \\
F_2 : \mathcal{U}_{nc} \to (\mathbb{K}^{s \times L})_{nc}, \text{ by } F_2(X) = I_m \otimes C, \forall X \in (\mathbb{K}^{s m \times s m})^d \\
F_3 : \Omega(\mathcal{R}) \to (\mathbb{K}^{L \times L})_{nc}, \text{ by } F_3(X) = \Lambda_{A, Y}(X)^{-1}, \forall X \in \Omega_{sm}(\mathcal{R})
\]

and

\[
F_4 : \mathcal{U}_{nc} \to (\mathbb{K}^{L \times s})_{nc}, \text{ by } F_4(X) = \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)B_k, \forall X \in (\mathbb{K}^{s m \times s m})^d.
\]

Then \( F_1, F_2, \) and \( F_4 \) are nc functions on \( \mathcal{U}_{nc} \), and \( F_3 \) is a nc function on \( \Omega(\mathcal{R}) \subseteq \mathcal{U}_{nc} \), where the nc space is considered as a module over \( \mathbb{K} \) and not over \( \mathbb{K}^{s \times s} \). Moreover, for every \( 1 \leq j \leq d \), we have \( \Delta_j F_1 = 0, \Delta_j F_2 = 0, \Delta_j F_3 = 0, \Delta_j F_4 = 0 \) for every \( m_1, m_2 \in \mathbb{N}, X^1 \in \Omega_{sm_1}(\mathcal{R}), X^2 \in \Omega_{sm_2}(\mathcal{R}), \tilde{X}^1 \in \mathcal{U}^{m_1 \times m_1}, \tilde{X}^2 \in \mathcal{U}^{m_2 \times m_2}, \) and \( Z \in \mathbb{K}^{sm_1 \times sm_2} \).

It is easily seen that \( \mathcal{R} = F_1 + F_2 F_3 F_4 \), so the calculations from Lemma 3.1 will be used later (cf. Lemma 3.4) to calculate the (higher order) nc derivatives of \( \mathcal{R} \). Notice that while \( \mathcal{R} \) is a nc function on a nc subset of \((\mathbb{K}^d)_{nc}\) to \( \mathcal{U}_{nc} \) and is only defined on levels of the form \( n = sm \), the functions \( F_1, \ldots, F_4 \) are nc functions on nc subsets of \((\mathbb{K}^{s \times s})^d)_{nc}\).

**Proof.** In Theorem 2.6 we proved that \( \Omega(\mathcal{R}) \) is an upper admissible nc subset of \((\mathcal{U}^d)_{nc}\), while it is easily seen that \( F_1, F_2, F_3, \) and \( F_4 \) are graded and respect direct sums, it is only left to show that they respect similarities.

Let \( \mathbb{X} \in \mathcal{U}_m \), i.e., \( \mathbb{X} = (X_1, \ldots, X_d) \in (\mathbb{K}^{s m \times s m})^d \) and let \( S \in \mathbb{K}^{m \times m} \) be invertible. We recall the actions of \( S \) (on the left) and of \( S^{-1} \) (on the right) on a tuple \( \mathbb{X} \), these are given by

\[
S \cdot \mathbb{X} \cdot S^{-1} = ((S \otimes I_s)X_1(S^{-1} \otimes I_s), \ldots, (S \otimes I_s)X_1(S^{-1} \otimes I_s)).
\]
Therefore
\[ S \cdot F_1(X) \cdot S^{-1} = (S \otimes I_s)(I_m \otimes D)(S^{-1} \otimes I_s) = I_m \otimes D = F_1(S \cdot X \cdot S^{-1}), \]
while from linearity of \( B_k \) we get
\[
S \cdot F_4(X) \cdot S^{-1} = (S \otimes I_L) \left( \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)B_k \right) (S^{-1} \otimes I_s)
\]
\[
g = \sum_{k=1}^{d} ((S \otimes I_s)(X_k - I_m \otimes Y_k)(S^{-1} \otimes I_s))B_k
\]
\[
= \sum_{k=1}^{d} (S \cdot X_k \cdot S^{-1} - I_m \otimes Y_k)B_k = F_4(S \cdot X \cdot S^{-1})
\]
and similarly for \( F_2 \) and \( F_3 \), with the only difference that for \( F_2 \) we begin with \( X \in \Omega(R) \). Moreover, let \( X^1 \in \Omega_{sm_1}(R), X^2 \in \Omega_{sm_2}(R) \), and \( Z \in U_{m1 \times m2} \), thus
\[
F_3 \left( \begin{bmatrix} X^1 & Z^{(j)} \\ 0 & X^2 \end{bmatrix} \right)
\]
\[
= \left( I_{L(m_1 + m_2)} - \sum_{k=1}^{d} \begin{bmatrix} X_k - I_m \otimes Y_k & 0 \\ 0 & X_k^2 - I_m \otimes Y_k \end{bmatrix} \right)^{-1}A_k
\]
\[
= I_{Lm_1} - \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)A_k
\]
\[
= \begin{bmatrix} I_{Lm_1} & - (Z)A_j \end{bmatrix}^{-1}
\]
\[
\Delta_j F_3(X^1, X^2)(Z) = F_3(X^1)(Z)A_j F_3(X^2)
\]
and similar calculations hold for \( F_4 \).

\[ \square \]

**Definition 3.2.** Let \( \mathcal{W}, \mathcal{X}_0, \ldots, \mathcal{X}_k, \mathcal{Y}_1, \ldots, \mathcal{Y}_k, \mathcal{Z} \) be vector spaces over \( \mathbb{K} \) with a product operation \( \mathcal{X}_0 \otimes \mathcal{Y}_1 \otimes \mathcal{X}_1 \otimes \cdots \otimes \mathcal{Y}_k \otimes \mathcal{X}_k \rightarrow \mathcal{Z} \ k \in \mathbb{N} \). For every \( 0 \leq j \leq k \), let \( \Gamma_j \) be an upper admissible nc subset of \((\mathbb{C}^d \otimes \mathcal{W})_{nc} \), let \( f_j : \Gamma_j \rightarrow (\mathcal{X}_j)_{nc} \) be a nc function, and for every \( 1 \leq j \leq k \), let \( h_j : \mathcal{W} \rightarrow \mathcal{Y}_j \) be a linear mapping. If \( m_0, \ldots, m_k \in \mathbb{N} \) and \( X^0 \in (\Gamma_0)^{m_0}, \ldots, X^k \in (\Gamma_k)^{m_k} \), we define
\[
(f_0 \otimes \cdots \otimes f_k)_{h_1, \ldots, h_k} : \mathcal{W}^{m_0 \times m_1} \otimes \cdots \otimes \mathcal{W}^{m_k-1 \times m_k} \rightarrow \mathcal{Z}^{m_0 \times m_k}
\]
by
\[
(f_0 \otimes \cdots \otimes f_k)_{h_1, \ldots, h_k}(X^0, \ldots, X^k)(Z^1, \ldots, Z^k)
\]
\[
:= f_0(X^0)h_1(Z^1) \cdots f_{k-1}(X^{k-1})h_k(Z^k)f_k(X^k)
\]
for every \( Z^1 \in \mathcal{W}^{m_0 \times m_1}, \ldots, Z^k \in \mathcal{W}^{m_k-1 \times m_k} \).

The following useful lemma is a generalization of an idea from [47, pp. 41–54], while over there only the special case—in which essentially \( h_1, \ldots, h_k \) are all equal to the identity mapping—is treated. For the definition of nc functions of order \( k \), that is the class \( T^k \), their derivatives and more properties, see [47, Sect. 3.1].
Lemma 3.3. Let $\mathcal{W}, X_0, \ldots, X_k, Y_1, \ldots, Y_k, Z$ be vector spaces over $\mathbb{K}$, let $k \in \mathbb{N}$, and let $f_0, \ldots, f_k, h_1, \ldots, h_k$ and $\Gamma_0, \ldots, \Gamma_k$ be as in Definition 3.2. Then

$$f_0 \otimes \cdots \otimes f_k)_{h_1, \ldots, h_k} \in T^k(\Gamma_0, \ldots, \Gamma_k; Z_{nc}, W_{nc}, \ldots, W_{nc})$$

and

$$(f_0 \otimes \cdots \otimes f_k)_{h_1, \ldots, h_k} = f_0(X^0)h_1(Z^1) \cdots h_k(Z^{k-1})f_k(X^{k'})(Z)$$

for every $1 \leq j \leq d$, $X^0 \in (\Gamma_0)_{m_0}, \ldots, X^{k-1} \in (\Gamma_{k-1})_{m_{k-1}}, X^{k'} \in (\Gamma_k)_{m_k'}, X^{k''} \in (\Gamma_k)_{m''_k}, Z^1 \in W_{m_0 \times m_1}, \ldots, Z^{k-1} \in W_{m_{k-2} \times m_{k-1}}, Z^{k'} \in W_{m_{k-1} \times m'_k}$, and $Z \in W_{m'_k \times m''_k}$.

Notice that the notation introduced in the lemma can be naturally extended to the case of tensor products of higher order nc functions, so that the equality proven in (3.2) can be written as

$$\Delta_j(f_0 \otimes \cdots \otimes f_k)_{h_1, \ldots, h_k} = (f_0 \otimes \cdots \otimes \Delta_j f_k)_{h_1, \ldots, h_k},$$

similarly to [47, equations (3.38)–(3.39)]. We leave the notational details for the reader.

Proof. Let $g := (f_0 \otimes \cdots \otimes f_k)_{h_1, \ldots, h_k}$. It is not hard to check that $g \in T^k(\Gamma_0, \ldots, \Gamma_k; Z_{nc}, W_{nc}, \ldots, W_{nc})$, so we will only prove (3.2). Let $Z^{k''} \in W_{m_{k-1} \times m'_k}$. As (3.1) holds, one can apply [47, equation (3.19)] to obtain that

$$g(X^0, \ldots, X^{k-1}, \begin{bmatrix} X^{k'} & Z^{(j)} \\ 0 & X^{k''} \end{bmatrix})(Z^1, \ldots, Z^{k-1}, [Z^{k'} Z^{k''}]) = \text{row} [I_{11} I_{12}],$$

where $Z^{(j)} = e_j \otimes Z$, $I_{11} = g(X^0, \ldots, X^{k-1}, X^{k'}) (Z^1, \ldots, Z^{k-1}, Z^{k'})$, and $I_{12} = g(X^0, \ldots, X^{k-1}, X^{k''}) (Z^1, \ldots, Z^{k-1}, Z^{k''}) + \Delta_j g(X^0, \ldots, X^{k-1}, X^{k'}, X^{k''}) (Z^1, \ldots, Z^{k-1}, Z^{k'}, Z)$.

On the other hand, we know that

$$g(X^0, \ldots, X^{k-1}, \begin{bmatrix} X^{k'} & Z^{(j)} \\ 0 & X^{k''} \end{bmatrix})(Z^1, \ldots, Z^{k-1}, [Z^{k'} Z^{k''}])$$

$$= f_0(X^0)h_1(Z^1) \cdots f_{k-1}(X^{k-1})h_k(Z^{k''})f_k(\begin{bmatrix} X^{k'} & Z^{(j)} \\ 0 & X^{k''} \end{bmatrix})$$

$$= f_0(X^0)h_1(Z^1) \cdots f_{k-1}(X^{k-1})$$

$$\begin{bmatrix} h_k(Z^{k'}) & h_k(Z^{k''}) \\ f_k(\begin{bmatrix} X^{k'} & Z^{(j)} \\ 0 & X^{k''} \end{bmatrix}) & f_k(\begin{bmatrix} X^{k''} \end{bmatrix}) \end{bmatrix}$$

$$= \text{row} [J_{11} J_{12}],$$

where it is easily seen that $J_{11} = I_{11}$ and $J_{12} = f_0(X^0)h_1(Z^1) \cdots f_{k-1}(X^{k-1})$.
\[
\left( h_k(Z^{k'}) \Delta_j f_k(X^{k'}, X^{k''}) + h_k(Z^{k''}) f_k(X^{k''}) \right) \\
= g(X^0, \ldots, X^{k-1}, X^{k''})(Z^1, \ldots, Z^{k'}, Z^{k''}) \\
+ f_0(X^0) h_1(Z) \ldots h_{k-1}(Z^{k-1}) f_{k-1}(X^{k-1}) h_k(Z^{k'}) \Delta_j f_k(X^{k'}, X^{k''})(Z).
\]

As \( I_{12} = J_{12} \), we get equation (3.2).

As \( \mathcal{R} : \Omega(\mathcal{R}) \to \mathbb{K}_{nc} \) is a nc function and \( \Omega(\mathcal{R}) \) is an upper admissible nc set, it makes sense to consider the difference-differential operators on \( \mathcal{R} \), these are \( \Delta_j \mathcal{R} \) for \( 1 \leq j \leq d \) and also higher order derivatives \( \Delta^\omega \mathcal{R} = \Delta_{j_k} \Delta_{j_{k-1}} \ldots \Delta_{j_1} \mathcal{R} \), where \( \omega = g_{i_1} \ldots g_{i_t} \in \mathcal{G}_d \). Recall that

\[
\Delta_j(fg)(X^1, X^2)(Z) = f(X^1)\Delta_j g(X^1, X^2)(Z) + \Delta_j f(X^1, X^2)(Z)g(X^2),
\]

whenever \( X^1, X^2 \), and \( Z \) are of appropriate sizes and \( f, g \) are nc functions; see [47, pp. 23] for the proof. Using Lemmas 3.1 and 3.3, we get the following important lemma.

**Lemma 3.4.** Let \( \mathcal{R} \) be a nc Fornasini–Marchesini realization centred at \( Y \in \mathbb{K}^{s \times s} \) that is described by \( \{L; D, C, A, B\} \) and suppose its coefficients satisfy the \( \mathcal{L} - \mathcal{L}A \) conditions. For every \( m \in \mathbb{N}, X \in \Omega_{sm}(\mathcal{R}) \), \( k \in \mathbb{N}, Z^1, \ldots, Z^k \in \mathbb{K}^{sm \times sm} \), and \( 1 \leq j_1, \ldots, j_k \leq d \), we have

\[
\Delta_{j_k} \ldots \Delta_{j_1} \mathcal{R}(X, I_m \otimes Y, \ldots, I_m \otimes Y, I_m \otimes Y)(Z^1, \ldots, Z^k) \\
= (I_m \otimes C)F_3(X)(Z^1)A_{j_k} \cdots (Z^{k-1})A_{j_{k-1}}(Z^k)B_{j_k}
\]

(3.3) and

\[
\Delta_{j_k} \ldots \Delta_{j_1} F_3(I_m \otimes Y, \ldots, I_m \otimes Y, X)(Z^1, \ldots, Z^k) \\
= (Z^1)A_{j_k} \cdots (Z^k)A_{j_k} F_3(X),
\]

(3.4)

where \( F_3 \) is given in Lemma 3.1.

**Proof.** Let \( F_1, F_2, F_3, \) and \( F_4 \) be as defined in Lemma 3.1, so

\[
\mathcal{R}(X) = F_1(X) + F_2(X)F_3(X)F_4(X), \forall X \in \Omega(\mathcal{R}).
\]

For every \( X^1 \in \Omega_{sm_1}(\mathcal{R}), X^2 \in \Omega_{sm_2}(\mathcal{R}), Z^1 \in \mathbb{K}^{sm_1 \times sm_2} \), and \( 1 \leq j_1 \leq d, \)

\[
\Delta_{j_1} \mathcal{R}(X^1, X^2)(Z^1) = \Delta_{j_1} F_1(X^1, X^2)(Z^1) + \Delta_{j_1} F_2 F_3 F_4(X^1, X^2)(Z^1) \\
= F_2(X^1) \Delta_{j_1} F_3 F_4(X^1, X^2)(Z^1) + \Delta_{j_1} F_2(X^1, X^2)(Z^1)F_3(X^2)F_4(X^2) \\
= F_2(X^1) [F_3(X^1) \Delta_{j_1} F_4(X^1, X^2)(Z^1) + \Delta_{j_1} F_3(X^1, X^2)(Z^1)F_4(X^2)] \\
= F_2(X^1) F_3(X^1)(Z^1)B_{j_1} + F_3(X^1)(Z^1)A_{j_1} F_3(X^2)F_4(X^2) \\
= F_2(X^1) F_3(X^1)(Z^1)B_{j_1} + F_2(X^1) F_3(X^1)(Z^1)A_{j_1} F_3(X^2)F_4(X^2)
\]

and in particular, as \( I_m \otimes Y \in \Omega_{sm}(\mathcal{R}) \) and \( F_4(I_m \otimes Y) = 0, \)

\[
\Delta_{j_1} \mathcal{R}(X^1, I_m \otimes Y)(Z^1) = F_2(X^1) F_3(X^1)(Z^1)B_{j_1}.
\]

Using the notations in Lemma 3.3, we have

\[
\Delta_{j_1} \mathcal{R}(X^1, X^2)(Z) = \left[ (f_1 \otimes f_2)B_{j_1} + (f_1 \otimes f_3)A_{j_1} \right] (X^1, X^2)(Z),
\]
i.e., \( \Delta_{j_1} \mathcal{R} = (f_1 \otimes f_2)_{B_{j_1}} + (f_1 \otimes f_3)_{A_{j_1}} \), where \( f_1 = F_2 F_3 \), \( f_2 = I_s \) and \( f_3 = F_3 F_4 \) are nc functions. So

\[
\Delta_{j_2} \Delta_{j_1} \mathcal{R}(X^1, X^2, X^3)(Z^1, Z^2) = \Delta_{j_2}(f_1 \otimes f_2)_{B_{j_1}} + (f_1 \otimes f_3)_{A_{j_1}})
\]

\[
+ f_1(X^1)(Z^1)B_{j_1} \Delta_{j_2} f_3(X^2, X^3)(Z^2) + f_1(X^1)(Z^1)A_{j_1} \Delta_{j_2} f_3(X^2, X^3)(Z^2)
\]

\[
= f_1(X^1)(Z^1)A_{j_1} \left[ F_3(X^2) \Delta_{j_2} F_2(X^2, X^3)(Z^2) + \Delta_{j_2} F_4(X^2, X^3)(Z^2) F_4(X^3) \right]
\]

\[
= f_1(X^1)(Z^1)A_{j_1} \left[ F_3(X^2)(Z^2)B_{j_2} + F_3(X^2)(Z^2)A_{j_2} F_3(X^3)F_4(X^3) \right]
\]

\[
= \left[ (f_1 \otimes F_3 \otimes f_2)_{A_{j_1}}B_{j_2} + (f_1 \otimes F_3 \otimes f_3)_{A_{j_1}}A_{j_2} \right] (X^1, X^2, X^3)(Z^1, Z^2),
\]

i.e.,

\[
\Delta_{j_2} \Delta_{j_1} \mathcal{R} = (f_1 \otimes F_3 \otimes f_2)_{A_{j_1}}B_{j_2} + (f_1 \otimes F_3 \otimes f_3)_{A_{j_1}}A_{j_2}.
\]

We continue the proof by induction (on \( k \)). Suppose that

\[
\Delta_{j_k} \ldots \Delta_{j_1} \mathcal{R}(X^1, \ldots, X^{k+1})(Z^1, \ldots, Z^k)
\]

\[
= (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_2)_{A_{j_1}, \ldots, A_{j_{k-1}}}B_{j_k}
\]

\[
+ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_3)_{A_{j_1}, \ldots, A_{j_{k}}} (X^1, \ldots, X^{k+1})(Z^1, \ldots, Z^k),
\]

i.e.,

\[
\Delta_{j_k} \ldots \Delta_{j_1} \mathcal{R} = (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_2)_{A_{j_1}, \ldots, A_{j_{k-1}}}B_{j_k}
\]

\[
+ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_3)_{A_{j_1}, \ldots, A_{j_{k}}} (X^1, \ldots, X^{k+1})(Z^1, \ldots, Z^k),
\]

and hence—using (3.2) in Lemma 3.3

\[
\Delta_{j_{k+1}} \Delta_{j_k} \ldots \Delta_{j_1} \mathcal{R}(X^1, \ldots, X^{k+2})(Z^1, \ldots, Z^{k+1})
\]

\[
= \Delta_{j_{k+1}} \left[ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_2)_{A_{j_1}, \ldots, A_{j_{k-1}}}B_{j_k} \right.
\]

\[
+ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_3)_{A_{j_1}, \ldots, A_{j_{k}}} \left] (X^1, \ldots, X^{k+2})(Z^1, \ldots, Z^{k+1}) \right.
\]

\[
= f_1(X^1)(Z^1)A_{j_k} \ldots (Z^{k-1})A_{j_{k-1}}F_3(X^k) \left[ (Z^k)B_{j_k} \Delta_{j_{k+1}} f_2(X^{k+1}, X^{k+2})(Z^{k+1}) \right.
\]

\[
+ (Z^k)A_{j_k} \Delta_{j_{k+1}} f_3(X^{k+1}, X^{k+2})(Z^{k+1}) \right]
\]

\[
= f_1(X^1)(Z^1)A_{j_k} \ldots (Z^{k-1})A_{j_{k-1}}F_3(X^k) \left[ (Z^k)B_{j_k} \Delta_{j_{k+1}} f_2(X^{k+1}, X^{k+2})(Z^{k+1}) \right.
\]

\[
+ (Z^k)A_{j_k} \Delta_{j_{k+1}} f_3(X^{k+1}, X^{k+2})(Z^{k+1}) \right]
\]

\[
= \left[ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_2)_{A_{j_1}, \ldots, A_{j_{k}}}B_{j_{k+1}} \right.
\]

\[
+ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_3)_{A_{j_1}, \ldots, A_{j_{k+1}}} \left] (X^1, \ldots, X^{k+2})(Z^1, \ldots, Z^{k+1}), \right.
\]

i.e.,

\[
\Delta_{j_{k+1}} \ldots \Delta_{j_1} \mathcal{R} = (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_2)_{A_{j_1}, \ldots, A_{j_{k}}}B_{j_{k+1}}
\]

\[
+ (f_1 \otimes F_3 \otimes \ldots \otimes F_3 \otimes f_3)_{A_{j_1}, \ldots, A_{j_{k+1}}},
\]

which ends the proof by induction. Since \( F_3(I_m \otimes Y) = I_{L_m} \), we know

\[
\Delta_{j_k} \ldots \Delta_{j_1} \mathcal{R}(X^1, I_m \otimes Y, \ldots, I_m \otimes Y, X^{k+1})(Z^1, \ldots, Z^k)
\]

\[
= f_1(X^1)(Z^1)A_{j_k} \ldots (Z^{k-1})A_{j_{k-1}} (Z^k)B_{j_k}
\]

\[
+ f_1(X^1)(Z^1)A_{j_k} \ldots (Z^k)A_{j_k} f_3(X^{k+1}).
\]
Therefore, as $f_3(I_m \otimes Y) = 0$, we obtain formula (3.3). Next, similarly to the above computations, one easily gets

$$
\Delta_{jk} \cdots \Delta_{j_1} F_3(X^1, \ldots, X^{k+1})(Z^1, \ldots, Z^k)
= F_3(X^1)(Z^1) A_{j_1} F_3(X^2) \cdots F_3(X^k)(Z^k) A_{jk} F_3(X^{k+1})
$$

and hence by taking $X^1 = \cdots = X^k = I_m \otimes Y$, we obtain (3.4). \qed

Finally, we are in a position to take advantage of the nc difference-differential calculus analysis developed in this section and prove that $\Omega(\mathcal{R})$ is similarity invariant, a property that will be quite useful for us later on (cf. the proof of Theorem 4.4).

**Theorem 3.5.** Let $\mathcal{R}$ be a nc Fornasini–Marchesini realization centred at $Y \in \mathbb{K}^{s \times s}$ that is described by $(L; D, C, A, B)$. Suppose $\mathcal{R}$ is controllable and observable, and its coefficients satisfy the $L - LA$ conditions. Then $\Omega(\mathcal{R})$ is similarity invariant, i.e., $X \in \Omega_{sm}(\mathcal{R}) \Rightarrow S \cdot X \cdot S^{-1} \in \Omega_{sm}(\mathcal{R})$ for any invertible $S \in \mathbb{K}^{sm \times sm}$ and $m \in \mathbb{N}$.

For the purpose of the proof, we recall the definitions of the controllability and observability matrices, as they appear in [64, Sect. 2.2]. The infinite block matrix

$$
\mathcal{C}_{A, B} := \text{row} \left[ \mathcal{C}^{(\omega, k)}_{A, B} \right]_{(\omega, k) \in \mathcal{G}_d \times \{1, \ldots, d\}}
$$

is the controllability matrix associated with $(A, B)$, where

$$
\mathcal{C}^{(\omega, k)}_{A, B} \in \mathbb{K}^{L \times s^{2(|\omega|+1)+1}}
$$

is given by $\mathcal{C}^{(\omega, k)}_{A, B} := \text{row} \left[ (A^\omega \cdot B_k)(Z) \right]_{Z \in \mathcal{E}_{|\omega|+1}}$

for each $(\omega, k) \in \mathcal{G}_d \times \{1, \ldots, d\}$.

The infinite block matrix

$$
\mathcal{D}_{C, A} := \text{col} \left[ \mathcal{D}^{(\omega)}_{C, A} \right]_{\omega \in \mathcal{G}_d}
$$

is the observability matrix associated to $(C, A)$, where

$$
\mathcal{D}^{(\omega)}_{C, A} \in \mathbb{K}^{s^{2(|\omega|+1)} \times L}
$$

is given by $\mathcal{D}^{(\omega)}_{C, A} := \text{col} \left[ C \cdot A^\omega (Z) \right]_{Z \in \mathcal{E}_{|\omega|+1}}$

for each $\omega \in \mathcal{G}_d$.

**Proof.** If $m \in \mathbb{N}$ and $X \in \Omega_{sm}(\mathcal{R})$, then $\Lambda_{A, Y}(X)$ is invertible. As $(C, A)$ is observable and $(A, B)$ is controllable, it follows from [64, Proposition 2.10] that there exist $\ell \in \mathbb{N}$ for which the matrix

$$
\mathcal{C}_\ell := \text{row} \left[ \mathcal{C}^{(\omega, k)}_{A, B} \right]_{|\omega| \leq \ell, 1 \leq k \leq d}
$$

is right invertible and the matrix

$$
\mathcal{O}_\ell := \text{col} \left[ \mathcal{D}^{(\omega)}_{C, A} \right]_{|\omega| \leq \ell}
$$

is left invertible. Let us denote a right inverse of $\mathcal{C}_\ell$ by $\mathcal{C}^{(R)}_\ell$ and a left inverse of $\mathcal{O}_\ell$ by $\mathcal{O}^{(L)}_\ell$, thus $\mathcal{C}_\ell \mathcal{C}^{(R)}_\ell = \mathcal{O}^{(L)}_\ell \mathcal{O}_\ell = I_L$. As $X \in \Omega_{sm}(\mathcal{R})$, it follows from Lemma 3.4 that

$$
\Delta_{jk} \cdots \Delta_{j_1} \mathcal{R}(X, I_m \otimes Y, \ldots, I_m \otimes Y, I_m \otimes Y)(Z^1, \ldots, Z^k)
$$
\[
= (I_m \otimes C) \Lambda_{A,Y}(X)^{-1}(Z^1, \ldots, Z^{k-1}) A^{\omega_1}(Z^k) B_{jk}
\]
for every choice of \(k \geq 1, 1 \leq j_1, \ldots, j_k \leq d\), and \(Z^1, \ldots, Z^k \in \mathcal{E}_{sm}\), therefore when considering all words \(\omega \in \mathcal{G}_d\) with \(|\omega| \leq \ell\) and putting them all together (as blocks) in a (row) matrix, we get
\[
\Delta^{(R)}_R(X) = (I_m \otimes C) \Lambda_{A,Y}(X)^{-1} e_\ell,
\]
where
\[
\Delta^{(R)}_R(X) := \text{row} \left[ \Delta^{(w)}_{R}(X) \right]_{|\omega| \leq \ell}
\]
and
\[
\Delta^{(w)}_{R}(X) := \text{row} \left[ \Delta^{\omega} \mathcal{R} \left( X, I_m \otimes Y, \ldots, I_m \otimes Y, X \right) \right]_{Z^1, \ldots, Z^{|\omega|} \in \mathcal{E}_{sm}}.
\]

Multiplying both sides of (3.5) on the right by \(e^{(R)}\), to obtain
\[
\Delta^{(R)}_R(X)e^{(R)} = (I_m \otimes C) \Lambda_{A,Y}(X)^{-1} e^{(R)},
\]
Next, we consider all higher derivatives w.r.t words of length at most \(\ell\) of the nc function \(\Delta^{(R)}_R(\cdot)\); by putting them all together (as blocks) in a (column) matrix, and by using (3.6) and (3.4), we observe that
\[
\Delta^{(R)}_R(X) = \text{col} \left[ \Delta^{(w)}_{R}(X) \right]_{|\omega| \leq \ell}
\]
and
\[
\Delta^{(w)}_{R}(X) = \text{col} \left[ \Delta^{\omega} \Delta^{(R)}_R \left( X, I_m \otimes Y, \ldots, I_m \otimes Y, X \right) \right]_{Z^1, \ldots, Z^{|\omega|} \in \mathcal{E}_{sm}}.
\]

Multiplying both sides of (3.7) on the left by \(\sigma^{(L)}\), to obtain \(\sigma^{(L)} \Delta^{(R)}_R(X)c^{(R)} = \Lambda_{A,Y}(X)^{-1}\), i.e., for every \(X \in \Omega_{sm}(\mathcal{R})\) we showed that
\[
\sigma^{(L)} \Delta^{(R)}_R(X)c^{(R)} \Lambda_{A,Y}(X) = I_{Lm}.
\]
Thus, for every invertible \(S \in \mathbb{K}_{sm \times sm}\) such that \(S \cdot X \cdot S^{-1} \in \Omega_{sm}(\mathcal{R})\), i.e., such that
\[
\det \left( \Lambda_{A,Y}(S \cdot X \cdot S^{-1}) \right) = \det \left( I_{Lm} - \sum_{k=1}^{d} (SX_kS^{-1} - I_m \otimes Y_k)A_k \right) \neq 0,
\]
one can apply (3.8) for \(S \cdot X \cdot S^{-1}\) to obtain that
\[
\sigma^{(L)} \Delta^{(R)}_R(S \cdot X \cdot S^{-1})c^{(R)} \Lambda_{A,Y}(S \cdot X \cdot S^{-1}) = I_{Lm}.
\]
We proved that (3.10) holds whenever (3.9) holds and next we show that (3.10) holds for any invertible \(S \in \mathbb{K}_{sm \times sm}^\text{inv}\) even without assuming (3.9).

As \(\mathcal{R} : \Omega(\mathcal{R}) \to \mathbb{K}_{nc}\) is a nc function, there exists a unique nc function \(\tilde{\mathcal{R}} : \tilde{\Omega}(\mathcal{R}) \to \mathbb{K}_{nc}\) such that \(\tilde{\mathcal{R}} \mid_{\Omega(\mathcal{R})} = \mathcal{R}\), where \(\tilde{\Omega}(\mathcal{R})\) is the similarity invariant envelope of \(\Omega(\mathcal{R})\), that is the smallest nc set that contains \(\Omega(\mathcal{R})\) and is similarity invariant (cf. [47, Appendix A]). Let \(\varphi : \mathbb{K}_{inv}^{sm \times sm} \to \mathbb{K}_{Lm \times Lm}^{Lm \times Lm}\) be the mapping defined by
\[
\varphi(S) = \sigma^{(L)} \Delta^{(R)}_R(S \cdot X \cdot S^{-1})c^{(R)} \Lambda_{A,Y}(S \cdot X \cdot S^{-1}) - I_{Lm}.
\]
for every $S \in \mathbb{K}^{sm \times sm}$, i.e., for every invertible matrix $S \in \mathbb{K}^{sm \times sm}$, where $X, J, Y \in \Omega_{sm}(R)$ imply that $S \cdot X \cdot S^{-1}, I_m \otimes Y \in \Omega_{sm}(R)$ and hence $\Delta^{(l)}_{\Delta R}(S \cdot X \cdot S^{-1})$ is well defined and is entrywise polynomial in (the entries of) $S$ and in $1/\det(S)$, see the proofs of Propositions A.3 and A.5 in [47]. If $S \in \mathbb{K}^{sm \times sm}$ such that (3.9) holds, then $S \cdot X \cdot S^{-1} \in \Omega_{sm}(R)$ which implies that $\Delta^{(l)}_{\Delta R}(S \cdot X \cdot S^{-1}) = \Delta^{(l)}_{\Delta R}(S \cdot X \cdot S^{-1})$ and thus $\varphi(S) = 0$. As the set

\[
Z = \{S \in \mathbb{K}^{sm \times sm} : \det(S) \neq 0, \det(\Lambda_{A, \varphi}(S \cdot X \cdot S^{-1})) \neq 0\}
\]
is a non-empty (since $I_{sm} \in Z$) Zariski open subset of $\mathbb{K}^{sm \times sm}$ on which $\varphi \big|_Z = 0$, while on the other hand the equation $\varphi(S) = 0$ is a polynomial expression w.r.t (entries of) $S$ and to $1/\det(S)$, we deduce that $\varphi(S) = 0$ holds true for every $S \in \mathbb{K}^{sm \times sm}$. Therefore the matrix $\Lambda_{A, \varphi}(S \cdot X \cdot S^{-1})$ is invertible, which means that $S \cdot X \cdot S^{-1} \in \Omega_{sm}(R)$. 

4. Minimal Realizations and NC Rational Functions: Full Characterization

4.1. Linearized Lost-Abbey Conditions w.r.t Algebras

We begin this section by carrying over some of the computations regarding the $L - LA$ conditions to evaluations over algebras. Let $A$ be a unital $\mathbb{K}$–algebra. As in [64] and in Section 1.2, we extend the linear mappings

\[
A_k : \mathbb{K}^{s \times s} \to \mathbb{K}^{L \times L} \quad \text{and} \quad B_k : \mathbb{K}^{s \times s} \to \mathbb{K}^{L \times s}, \quad k = 1, \ldots, d
\]
in a natural way to linear mappings

\[
A_k^A : A^{s \times s} \to A^{L \times L} \quad \text{and} \quad B_k^A : A^{s \times s} \to A^{L \times s}, \quad k = 1, \ldots, d
\]
by the following rule: if $A \in A^{s \times s}$, it can be written as $A = \sum_{p, q = 1}^{s} E_{pq} \otimes a_{pq}$ where $a_{pq} \in A$ and $E_{pq} \in E_s$, thus we define

\[
(A)A_k^A := \sum_{p, q = 1}^{s} A_k(E_{pq}) \otimes a_{pq} \in A^{L \times L} \quad \text{and}
\]

\[
(A)B_k^A := \sum_{p, q = 1}^{s} B_k(E_{pq}) \otimes a_{pq} \in A^{L \times s}
\]
for $1 \leq k \leq d$. It is easy to check that if any of the $L - LA$ conditions (cf. equations (2.3)–(2.8)) holds over $\mathbb{K}^{s \times s}$, then it holds also over $A^{s \times s}$. More precisely, the linearized lost-abbey ($L - LA$) conditions w.r.t $A$ are given by

\[
S_A D_A - D_A S_A = C_A \sum_{k = 1}^{d} ([S, Y_k], A) B_k^A,
\]

(4.1)

\[
(SC)_A (A_1) B_1^A - C_A (S_A A_1) B_1^A = C_A \left( \sum_{k = 1}^{d} ([S, Y_k], A) A_k^A \right) (A_1) B_1^A,
\]

(4.2)

\[
(SC)_A (A_1) A_1^A - C_A (S_A A_1) A_1^A = C_A \left( \sum_{k = 1}^{d} ([S, Y_k], A) A_k^A \right) (A_1) A_1^A,
\]
simplicity, we frequently use the notation 

\((2.8)\) implies equation \((4.6)\), while the proofs for the other equations \((4.3)\), \((4.4)\), \((4.5)\), and \((4.6)\) hold. 

\[
(\mathfrak{A}^i \mathcal{A}) B_{i_1}^A - (\mathfrak{A}^i \mathcal{A}) B_{i_2}^A = (\mathfrak{A}^i \mathcal{A}) A_{i_1}^A \left( \sum_{k=1}^{d} ([S, Y_k], A) B_k^A \right),
\]

\[
(\mathfrak{A}^i \mathcal{A}) A_{i_1}^A (\mathfrak{A}^i \mathcal{A}) B_{i_1}^A - (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A = (\mathfrak{A}^i \mathcal{A}) A_{i_1}^A \left( \sum_{k=1}^{d} ([S, Y_k], A) A_k^A \right) (\mathfrak{A}^i \mathcal{A}) B_{i_2}^A,
\]

and 

\[
(\mathfrak{A}^i \mathcal{A}) A_{i_1}^A (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A - (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A
\]

for every \(S \in \mathbb{K}^{s \times s}, \mathfrak{A}^i, \mathfrak{A}^j \in \mathcal{A}^{s \times s}\), and \(1 \leq i_1, i_2 \leq d\), where for the sake of simplicity, we frequently use the notation 

\[
Z_A := Z \otimes 1_A \in \mathcal{A}^{\alpha \times \beta},
\]

for every \(\alpha, \beta \in \mathbb{N}\) and \(Z \in \mathbb{K}^{\alpha \times \beta}\). In the following lemma, we prove that equation \((2.8)\) implies equation \((4.6)\), while the proofs for the other equations are similar, hence omitted.

**Lemma 4.1.** Let \(\mathcal{A}\) be a unital \(\mathbb{K}\)-algebra. If equation \((2.8)\) holds, then \((4.6)\) holds.

**Proof.** If \(\mathfrak{A}^i, \mathfrak{A}^j \in \mathcal{A}^{s \times s}\), one can write 

\[
\mathfrak{A}^i = \sum_{p, q=1}^{s} E_{pq} \otimes a_{pq}^{(1)} \text{ and } \mathfrak{A}^j = \sum_{k, l=1}^{s} E_{kl} \otimes a_{kl}^{(2)},
\]

where \(E_{pq} \in \mathcal{E}_s\) and \(a_{pq}^{(1)}, a_{pq}^{(2)} \in \mathcal{A}\) for \(1 \leq p, q \leq s\), then 

\[
(\mathfrak{A}^i \mathcal{A}) A_{i_1}^A (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A - (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A (\mathfrak{A}^i \mathcal{A}) A_{i_2}^A
\]

\[
= \left( \sum_{p, q=1}^{s} (E_{pq} S) \otimes a_{pq}^{(1)} \right) A_{i_1}^A \left( \sum_{k, l=1}^{s} E_{kl} \otimes a_{kl}^{(2)} \right) A_{i_2}^A
\]

\[
- \left( \sum_{p, q=1}^{s} E_{pq} \otimes a_{pq}^{(1)} \right) A_{i_1}^A \left( \sum_{k, l=1}^{s} (SE_{kl}) \otimes a_{kl}^{(2)} \right) A_{i_2}^A
\]

\[
= \sum_{p, q=1}^{s} \sum_{k, l=1}^{s} \left[ \left( A_{i_1} (E_{pq} S) \otimes a_{pq}^{(1)} \right) \left( A_{i_2} (E_{kl}) \otimes a_{kl}^{(2)} \right) \right]
\]

\[
- \left( A_{i_1} (E_{pq}) \otimes a_{pq}^{(1)} \right) \left( A_{i_2} (SE_{kl}) \otimes a_{kl}^{(2)} \right)
\]

\[
= \sum_{p, q=1}^{s} \sum_{k, l=1}^{s} \left[ \left( A_{i_1} (E_{pq} S) A_{i_2} (E_{kl}) - A_{i_1} (E_{pq}) A_{i_2} (SE_{kl}) \right) \otimes \left( a_{pq}^{(1)} a_{kl}^{(2)} \right) \right]
\]
Applying (2.8), we get
\[
(\mathfrak{A}_1 S_{\mathcal{A}}) \mathbf{A}_i^A (\mathfrak{A}_2) \mathbf{A}_i^A - (\mathfrak{A}_1) \mathbf{A}_i^A (S_{\mathcal{A}} \mathfrak{A}_2) \mathbf{A}_i^A \\
= \sum_{p,q=1}^{s} \sum_{k,l=1}^{s} \left[ \left( \mathbf{A}_{i_1} (E_{pq}) \left( \sum_{k=1}^{d} \mathbf{A}_k ([S, Y_k]) \right) \mathbf{A}_{i_2} (E_{kl}) \right) \otimes \left( \mathbf{a}_{pq}^{(1)} \mathbf{a}_{kl}^{(2)} \right) \right] \\
= \left( \sum_{p,q=1}^{s} \mathbf{A}_{i_1} (E_{pq} \otimes \mathbf{a}_{pq}^{(1)}) \left( \sum_{k=1}^{d} \mathbf{A}_k ([S, Y_k]) \otimes 1_{\mathcal{A}} \right) \right) \sum_{k,l=1}^{s} \mathbf{A}_{i_2} (E_{kl} \otimes \mathbf{a}_{kl}^{(2)}) \\
= (\mathfrak{A}_1) \mathbf{A}_i^A \left( \sum_{k=1}^{d} ([S, Y_k]) \mathbf{A}_k^A \right) (\mathfrak{A}_2) \mathbf{A}_i^A.
\]
\[\blacksquare\]

For a nc Fornasini–Marchesini realization \(\mathcal{R}\) that is centred at \(Y \in \Omega_s(\mathcal{R})\) and described by \((L; D, C, \mathbf{A}, \mathbf{B})\), we recall the following definitions:

- The \(\mathcal{A}\)-domain of \(\mathcal{R}\) (denoted by \(\text{DOM}^A(\mathcal{R})\) in [64, p.9]), that is
  \[\Omega_{\mathcal{A}}(\mathcal{R}) := \left\{ \mathfrak{A} \in (\mathcal{A}^{s \times s})^d : \Lambda_{\mathcal{A}, Y}^A(\mathfrak{A}) \text{ is invertible in } \mathcal{A}^{L \times L} \right\},\]
  where \(Y_k := Y_k \otimes 1_{\mathcal{A}}\) for every \(1 \leq k \leq d\), and
  \[\Lambda_{\mathcal{A}, Y}^A(\mathfrak{A}) := (I_L)_{\mathcal{A}} - \sum_{k=1}^{d} (\mathfrak{A}_k - Y_k) \mathbf{A}_k^A = (I_L)_{\mathcal{A}} - \sum_{k=1}^{d} \left[ (\mathfrak{A}_k) \mathbf{A}_k^A - (\mathbf{A}_k(Y_k))_{\mathcal{A}} \right].\]

- The \(\mathcal{A}\)-evaluation of \(\mathcal{R}\) at any \(\mathfrak{A} = (\mathfrak{A}_1, \ldots, \mathfrak{A}_d) \in \Omega_{\mathcal{A}}(\mathcal{R})\), which is
  \[\mathcal{R}^A(\mathfrak{A}) := D_{\mathcal{A}} + C_{\mathcal{A}} \Lambda_{\mathcal{A}, Y}^A(\mathfrak{A})^{-1} \sum_{k=1}^{d} \left[ (\mathfrak{A}_k) \mathbf{B}_k^A - (\mathbf{B}_k(Y_k))_{\mathcal{A}} \right].\]

In the next proposition we show that in the special case where \(\mathfrak{A} = (\mathfrak{A}_1, \ldots, \mathfrak{A}_d) = (I_s \otimes a_1, \ldots, I_s \otimes a_d) \in \Omega_{\mathcal{A}}(\mathcal{R})\) for some \(a_1, \ldots, a_d \in \mathcal{A}\), the matrix \(\mathcal{R}^A(\mathfrak{A})\) commutes with all the matrices of the form \(S_{\mathcal{A}} = S \otimes 1_{\mathcal{A}}\), where \(S \in \mathbb{K}^{s \times s}\), and hence must be scalar. This result is very important, as we will see in the proof of Theorem 4.4.

**Proposition 4.2.** Let \(\mathcal{R}\) be a nc Fornasini–Marchesini realization centred at \(Y \in \mathbb{K}^{s \times s}\) that is described by \((L; D, C, \mathbf{A}, \mathbf{B})\), suppose its coefficients satisfy the \(\mathcal{L} - \mathcal{L}_{\mathcal{A}}\) conditions, and let \(\mathcal{A}\) be a unital \(\mathbb{K}\)-algebra. If \(\mathfrak{a} = (a_1, \ldots, a_d) \in \mathcal{A}^d\) such that
\[\Lambda_{\mathcal{A}, Y}^A(I_s \otimes \mathfrak{a}) = (I_L)_{\mathcal{A}} - \sum_{k=1}^{d} \left[ \mathbf{A}_k(I_s) \otimes a_k - (\mathbf{A}_k(Y_k))_{\mathcal{A}} \right],\]
is invertible in \(\mathcal{A}^{L \times L}\), then \(\mathcal{R}^A(\mathfrak{A}) S_{\mathcal{A}} = S_{\mathcal{A}} \mathcal{R}^A(\mathfrak{A})\) for every \(S \in \mathbb{K}^{s \times s}\), where \(\mathfrak{A} = (\mathfrak{A}_1, \ldots, \mathfrak{A}_d) = I_s \otimes \mathfrak{a}.\) In particular, there exists an element \(f(\mathfrak{a}) \in \mathcal{A}\) such that \(\mathcal{R}^A(I_s \otimes \mathfrak{a}) = I_s \otimes f(\mathfrak{a})\).

The ideas of the proof are very similar to those in the proof of Theorem 2.6, with the difference of using the \(\mathcal{L} - \mathcal{L}_{\mathcal{A}}\) conditions w.r.t algebras now, instead of the \(\mathcal{L} - \mathcal{L}_{\mathcal{A}}\) conditions. Nevertheless, we present the proof fully detailed.
Proof. Let $S \in \mathbb{K}^{s \times s}$. For simplicity, recall the notations $\mathcal{Y}_i := Y_i \otimes 1_A$ for every $1 \leq i \leq d$ and define the matrices

$$\mathfrak{M}_A = \sum_{k=1}^{d} ([S, Y_k]_A) A_k^A \in A^{L \times L}$$

and

$$\mathfrak{M}_B = \sum_{k=1}^{d} ([S, Y_k]_A) B_k^A \in A^{L \times s}.$$

From equations (4.1) and (4.4), it follows that

$$\mathcal{R}^A(\mathfrak{A}) S_A = (DS)_A + C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1} \left( \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) B_i^A \right) S_A$$

$$= (SD)_A + C_A \mathfrak{M}_B + C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1}$$

$$\times \left[ \sum_{i=1}^{d} ((\mathfrak{A}_i - \mathcal{Y}_i) S_A) B_i^A - \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) A_i^A \mathfrak{M}_B \right]$$

$$= \left( SD - C \sum_{k=1}^{d} B_k([S, Y_k]) \right) A + C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1}$$

$$\times \left[ \sum_{i=1}^{d} ((\mathfrak{A}_i - \mathcal{Y}_i) S_A) B_i^A + \Lambda_A^{\mathcal{A} Y}(\mathfrak{A}) \left( \sum_{k=1}^{d} B_k([S, Y_k]) \right) A \right]$$

$$= \left( SD - C \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) S_A - [S, \mathcal{Y}_i]_A \right) B_i^A$$

$$= (SD)_A + C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1} \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) S_A - [S, \mathcal{Y}_i]_A$$

$$= (SD)_A + C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1} \sum_{i=1}^{d} (\mathfrak{A}_i S_A - (S \mathcal{Y}_i)_A) B_i^A$$

$$= (SD)_A + C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1} \sum_{i=1}^{d} (S_A (\mathfrak{A}_i - \mathcal{Y}_i)) B_i^A,$$

i.e.,

$$\mathcal{R}^A(\mathfrak{A}) S_A - (SD)_A = C_A \Lambda_A^{\mathcal{A} Y}(\mathfrak{A})^{-1} \sum_{i=1}^{d} (S_A (\mathfrak{A}_i - \mathcal{Y}_i)) B_i^A.$$

From (4.5) it follows that

$$((\mathfrak{A}_j - \mathcal{Y}_j) S_A) A_j^A (\mathfrak{A}_i - \mathcal{Y}_i) B_i^A - (\mathfrak{A}_j - \mathcal{Y}_j) A_j^A (S_A (\mathfrak{A}_i - \mathcal{Y}_i)) B_i^A$$

$$= (\mathfrak{A}_j - \mathcal{Y}_j) A_j^A \mathfrak{M}_A (\mathfrak{A}_i - \mathcal{Y}_i) B_i^A,$$

thus

$$\left( \sum_{j=1}^{d} ((\mathfrak{A}_j - \mathcal{Y}_j) S_A) A_j^A \right) \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) B_i^A.$$
\[
\sum_{j=1}^{d} \left( \sum_{i=1}^{d} (A_j - Y_j) A_i^A \right) \sum_{i=1}^{d} (S_A (A_i - Y_i)) B_i^A
\]

\[
= \left( \sum_{j=1}^{d} (A_j - Y_j) A_j^A \right) \Omega_A \sum_{i=1}^{d} (A_i - Y_i) B_i^A
\]

and hence

\[
\Lambda_{A,Y}^A (A) \sum_{i=1}^{d} (S_A (A_i - Y_i)) B_i^A = \sum_{i=1}^{d} \left( \sum_{j=1}^{d} (A_j - Y_j) A_j^A \right) \Omega_A \sum_{i=1}^{d} (A_i - Y_i) B_i^A - \left( \sum_{j=1}^{d} ((A_j - Y_j) S_A) A_j^A \right)
\]

\[
\sum_{i=1}^{d} (A_i - Y_i) B_i^A,
\]

which implies that

\[
\Lambda_{A,Y}^A (A)^{-1} \sum_{i=1}^{d} (S_A (A_i - Y_i)) B_i^A
\]

\[
= \sum_{i=1}^{d} (S_A (A_i - Y_i)) B_i^A - \Lambda_{A,Y}^A (A)^{-1}
\]

\[
\left( \sum_{j=1}^{d} (A_j - Y_j) A_j^A \right) \Omega_A \sum_{i=1}^{d} (A_i - Y_i) B_i^A
\]

\[
+ \Lambda_{A,Y}^A (A)^{-1} \left( \sum_{j=1}^{d} ((A_j - Y_j) S_A) A_j^A \right) \sum_{i=1}^{d} (A_i - Y_i) B_i^A
\]

\[
= \sum_{i=1}^{d} (S_A (A_i - Y_i)) B_i^A + \Lambda_{A,Y}^A (A)^{-1}
\]

\[
\left( \sum_{j=1}^{d} ((A_j - Y_j) S_A) A_j^A \right) \sum_{i=1}^{d} (A_i - Y_i) B_i^A
\]

\[
+ \Omega_A \sum_{i=1}^{d} (A_i - Y_i) B_i^A - \Lambda_{A,Y}^A (A)^{-1} \Omega_A \sum_{i=1}^{d} (A_i - Y_i) B_i^A
\]

\[
= \sum_{i=1}^{d} (S_A (A_i - Y_i)) B_i^A + \Omega_A \sum_{i=1}^{d} (A_i - Y_i) B_i^A
\]

\[
+ \Lambda_{A,Y}^A (A)^{-1} \left( \sum_{j=1}^{d} ((A_j - Y_j) S_A - [S, Y_j] A) A_j^A \right) \sum_{i=1}^{d} (A_i - Y_i) B_i^A.
\]
Therefore, using (4.2), we get
\[
\mathcal{R}^{A}(\mathcal{A}) S_{A} - (SD)_{A} = \sum_{i=1}^{d} C_{A} \left[ (S_{A}(\mathcal{A}_{i} - \mathcal{Y}_{i})) B_{i}^{A} + \mathcal{M}_{A}(\mathcal{A}_{i} - \mathcal{Y}_{i}) B_{i}^{A} \right] \\
+ C_{A} \Lambda^{A}_{A,Y}(\mathcal{A})^{-1} \left( \sum_{j=1}^{d} (\mathcal{A}_{j} S_{A} - (SY)_{A}) A_{j}^{A} \right) \sum_{i=1}^{d} (\mathcal{A}_{i} - \mathcal{Y}_{i}) B_{i}^{A} = \sum_{i=1}^{d} (SC)_{A}(\mathcal{A}_{i} - \mathcal{Y}_{i}) B_{i}^{A} + C_{A} \Lambda^{A}_{A,Y}(\mathcal{A})^{-1} \left( \sum_{j=1}^{d} (S_{A}(\mathcal{A}_{j} - \mathcal{Y}_{j})) A_{j}^{A} \right) \sum_{i=1}^{d} (\mathcal{A}_{i} - \mathcal{Y}_{i}) B_{i}^{A}.
\]

We know, from (4.6), that
\[
\left( \sum_{i=1}^{d} (\mathcal{A}_{i} - \mathcal{Y}_{i}) A_{i}^{A} \right) \sum_{j=1}^{d} (S_{A}(\mathcal{A}_{j} - \mathcal{Y}_{j})) A_{j}^{A} = \left( \sum_{i=1}^{d} ((\mathcal{A}_{i} - \mathcal{Y}_{i}) S_{A}) A_{i}^{A} \right) \sum_{j=1}^{d} (\mathcal{A}_{j} - \mathcal{Y}_{j}) A_{j}^{A} - \left( \sum_{i=1}^{d} (\mathcal{A}_{i} - \mathcal{Y}_{i}) A_{i}^{A} \right) \mathcal{M}_{A} \sum_{j=1}^{d} (\mathcal{A}_{j} - \mathcal{Y}_{j}) A_{j}^{A}
\]

and hence, using (4.3),
\[
C_{A} \Lambda^{A}_{A,Y}(\mathcal{A})^{-1} \sum_{j=1}^{d} (S_{A}(\mathcal{A}_{j} - \mathcal{Y}_{j})) A_{j}^{A} = C_{A} \left( \sum_{j=1}^{d} (S_{A}(\mathcal{A}_{j} - \mathcal{Y}_{j})) A_{j}^{A} \right) + C_{A} \mathcal{M}_{A} \sum_{j=1}^{d} (\mathcal{A}_{j} - \mathcal{Y}_{j}) A_{j}^{A} \\
+ C_{A} \Lambda^{A}_{A,Y}(\mathcal{A})^{-1} \left( \sum_{i=1}^{d} ((\mathcal{A}_{i} - \mathcal{Y}_{i}) S_{A}) A_{i}^{A} \right) \sum_{j=1}^{d} (\mathcal{A}_{j} - \mathcal{Y}_{j}) A_{j}^{A} \\
- C_{A} \Lambda^{A}_{A,Y}(\mathcal{A})^{-1} \mathcal{M}_{A} \sum_{j=1}^{d} (\mathcal{A}_{j} - \mathcal{Y}_{j}) A_{j}^{A} = (SC)_{A} \left( \sum_{i=1}^{d} (\mathcal{A}_{i} - \mathcal{Y}_{i}) A_{i}^{A} \right) + C_{A} \Lambda^{A}_{A,Y}(\mathcal{A})^{-1} \left( \sum_{i=1}^{d} (S_{A}(\mathcal{A}_{i} - \mathcal{Y}_{i})) A_{i}^{A} \right) \\
\sum_{j=1}^{d} (\mathcal{A}_{j} - \mathcal{Y}_{j}) A_{j}^{A}.
\]
which implies
\[ C_A \Lambda^A_{A,Y}(A)^{-1} \left( \sum_{j=1}^{d} (S_A(\mathfrak{A}_j - \mathcal{Y}_j)) A^A_j \right) \Lambda^A_{A,Y}(A) = (SC)_A \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) A^A_i \]
and then
\[ C_A \Lambda^A_{A,Y}(A)^{-1} \sum_{j=1}^{d} (S_A(\mathfrak{A}_j - \mathcal{Y}_j)) A^A_j = (SC)_A \left( \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) A^A_i \right) \Lambda^A_{A,Y}(A)^{-1} \]
\[ = (SC)_A \Lambda^A_{A,Y}(A)^{-1} \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) A^A_i. \]
Finally, we see that
\[ R^A(A)S_A - (SD)_A = \sum_{i=1}^{d} (SC)_A(\mathfrak{A}_i - \mathcal{Y}_i) B^A_i \]
\[ + (SC)_A \Lambda^A_{A,Y}(A)^{-1} \left( \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) A^A_i \right) \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) B^A_i \]
\[ = (SC)_A \Lambda^A_{A,Y}(A)^{-1} \sum_{i=1}^{d} (\mathfrak{A}_i - \mathcal{Y}_i) B^A_i, \]
i.e., \( R^A(A)S_A = S_A R^A(A) \). Then it is easily seen—just by choosing \( S = E_{\alpha\beta} \) for all \( 1 \leq \alpha, \beta \leq s \)—that \( R^A(A) \) is a scalar matrix over \( A \), so for every \( \mathfrak{a} \in A^d \) such that \( I_s \otimes \mathfrak{a} \in \Omega_A(R) \), there exists \( f(\mathfrak{a}) \in A \) satisfying \( R^A(I_s \otimes \mathfrak{a}) = I_s \otimes f(\mathfrak{a}) \).

4.2. Conclusions and Main Results
Towards the final step of viewing a nc Fornasini–Marchesini realization \( R \), that is controllable and observable, as a (restriction of a) nc rational function, we use the following technical yet important lemma, see [82, Lemma 3.9].

**Lemma 4.3.** Let \( \mathfrak{r} = (r_{ij})_{1 \leq i,j \leq n} \) be an \( n \times n \) matrix over \( K \langle \mathfrak{x} \rangle \) and let \( X \in \text{dom}(\mathfrak{r}) := \bigcap_{i,j=1,...,n} \text{dom}(r_{ij}) \). If \( \text{det}(\mathfrak{r}(X)) \neq 0 \), then there exist nc rational expressions \( S_{ij} \), \( i,j = 1,...,n \) such that \( X \in \bigcap_{i,j=1,...,n} \text{dom}(S_{ij}) \) and \( S_{ij} \) represents \( (\mathfrak{r}^{-1})_{ij} \) for every \( 1 \leq i,j \leq n \).

Given a nc Fornasini–Marchesini realization \( R \) centred at \( Y = (Y_1, \ldots, Y_d) \in (K^{s \times s})^d \), define the following two matrices of nc rational functions:
\[ \delta_R(x_1, \ldots, x_d) := I_L - \sum_{k=1}^{d} [A_k(I_s)x_k - A_k(Y_k)] \]
\[ (4.8) \]
in \( K \langle \mathfrak{x} \rangle^{L \times L} \), and
\[ \mathfrak{v}_R(x_1, \ldots, x_d) = D \]
\[ + C \left( I_L - \sum_{k=1}^{d} [A_k(I_s)x_k - A_k(Y_k)] \right)^{-1} \sum_{k=1}^{d} [B_k(I_s)x_k - B_k(Y_k)] \]
in $\mathbb{K}[x]_{s \times s}$. We will show in the proof of Theorem 4.4 below that the matrix $\delta_R$, appearing in the formula of $\nu_R$, is indeed invertible over $\mathbb{K}[x]_{L \times L}$.

**Theorem 4.4.** Let $R$ be a nc Fornasini–Marchesini realization that is centred at $Y \in \mathbb{K}^{s \times s}$ and described by $(L; D, C, A, B)$. Suppose that the coefficients of $R$ satisfy the $L - LA$ conditions. Then there exists $f \in \mathbb{K}[x]_s$ such that

$$\nu_R = I_s \otimes f \quad (4.10)$$

Moreover, $\Omega_{sm}(R) \subseteq \text{dom}_{sm}(f)$ and $\mathcal{R}(X) = f(X)$ for every $m \in \mathbb{N}$ and $X \in \Omega_{sm}(R)$. In particular, $Y \in \text{dom}_s(f)$.

**Remark 4.5.** The equality in (4.10) holds in $\mathbb{K}[x]_{s \times s}$, in the sense that $X \in \text{dom}(\nu_R)$ if and only if $X \in \bigcap_{1 \leq i, j \leq s} \text{dom}(R_{ij})$, where $R_{ii}$ (for $1 \leq i \leq s$) are nc rational expressions which represent $f$, and $R_{ij}$ (for $1 \leq i \neq j \leq s$) are nc rational expressions which represent $0$. In that case, the evaluation is given by $\nu_R(X) = (R_{ij}(X))_{1 \leq i, j \leq s}$.

**Proof.** In Theorem 2.6 we showed that $Y \in \Omega_s(R)$, while $\Omega(R)$ is closed under direct sums and similarities, where $R$ is the nc function given by (2.16), thus $I_s \otimes Y \in \Omega_{s^2}(R)$ and as $Y \otimes I_s = E(s, s)(I_s \otimes Y)E(s, s)^{-1}$ (cf. equation (1.1)), we get that $Y \otimes I_s \in \Omega_{s^2}(R)$, i.e., that the matrix

$$\Lambda_{A, Y}(Y \otimes I_s) = I_{Ls} - \sum_{k=1}^{d} (Y_k \otimes I_s - I_s \otimes Y_k)A_k$$

is invertible, which implies that the matrix

$$\delta_R(Y) = I_L \otimes I_s - \sum_{k=1}^{d} [A_k(I_s) \otimes Y_k - A_k(Y_k) \otimes I_s]$$

is invertible. It is well known (e.g., it follows immediately from Lemma 4.3) that an element from $\mathbb{K}[x]_{L \times L}$ is invertible in $\mathbb{K}[x]_{L \times L}$ if and only if its evaluation at some point is invertible. Therefore $\delta_R$ is invertible in $\mathbb{K}[x]_{L \times L}$, since the matrix $\delta_R(Y)$ is invertible.

By applying Proposition 4.2 with the free field $A = \mathbb{K}[x]$ and $a_1 = x_1, \ldots, a_d = x_d$, the invertibility of $\delta_R$ in $\mathbb{K}[x]_{L \times L}$—which is equivalent for equation (4.7)—implies that there exists $f \in \mathbb{K}[x]$ such that $\mathcal{R}^A(I_s \otimes x) = I_s \otimes f(x)$, i.e., $\nu_R = I_s \otimes f$.

Next, let $X \in \Omega_{sm}(R)$, similarly to the arguments above, we get that $\delta_R(X)$ is invertible, thus it follows from Lemma 4.3 that there exist nc rational expressions $S_{ij}$ (for $1 \leq i, j \leq L$), such that $X \in \bigcap_{1 \leq i, j \leq L} \text{dom}(S_{ij})$ and the $L \times L$ matrix valued nc rational expression $(S_{ij})_{1 \leq i, j \leq L}$ represents $\delta_R^{-1}$. Therefore, the $s \times s$ matrix of nc rational expressions given by

$$\tilde{R}(x) = D + C \left(S_{ij}(x)\right)_{1 \leq i, j \leq L} \left(p_{ij}(x)\right)_{1 \leq i \leq L, 1 \leq j \leq s}$$

is...
\[ = \left( d_{ij} + \sum_{k,\ell=1}^{L} c_{ik} S_{k\ell}(x)p_{\ell j}(x) \right)_{1 \leq i, j \leq s}, \]

where \((p_{ij})_{1 \leq i \leq L, 1 \leq j \leq s} = \sum_{k=1}^{d} \left[ B_k(I_s)x_k - B_k(Y_k) \right]\) is an \(L \times s\) matrix of nc polynomials, represents the \(s \times s\) matrix of nc rational functions \(v_R\). As \(X \in \bigcap_{1 \leq i,j \leq L} dom(S_{ij})\), it follows that

\[ X \in dom_{sm}(\xi_1^T \tilde{R}\xi_1) = dom_{sm} \left( d_{11} + \sum_{k,\ell=1}^{L} c_{ik} S_{k\ell}p_{\ell 1} \right), \]

however \(\xi_1^T \tilde{R}\xi_1\) represents the nc rational function \(\xi_1^T v_R\xi_1 = \xi_1^T (I_s \otimes f)\xi_1 = f\), hence \(X \in dom_{sm}(f)\). Moreover, as

\[ \delta_R(X) = I_{Lsm} - \sum_{k=1}^{d} \left[ A_k(I_s) \otimes X_k - A_k(Y_k) \otimes I_{sm} \right] \]

\[ = E(L, sm)^{-1} \left( I_{Lsm} - \sum_{k=1}^{d} \left[ X_k \otimes A_k(I_s) - I_{sm} \otimes A_k(Y_k) \right] \right) E(L, sm) \]

\[ = E(L, sm)^{-1} \Lambda_{A,Y}(X \otimes I_s)E(L, sm), \]

one can evaluate \(v_R(X)\) in the following way

\[ v_R(X) = D \otimes I_{sm} + (C \otimes I_{sm})\delta_R(X)^{-1} \sum_{k=1}^{d} \left[ B_k(I_s) \otimes X_k - B_k(Y_k) \otimes I_{sm} \right] \]

\[ = D \otimes I_{sm} + (C \otimes I_{sm})E(L, sm)^{-1}\Lambda_{A,Y}(X \otimes I_s)^{-1} E(L, sm) \]

\[ \left( \sum_{k=1}^{d} E(L, sm)^{-1} [X_k \otimes B_k(I_s) - I_n \otimes B_k(Y_k)] E(s, sm) \right) \]

\[ = E(s, sm)^{-1} \left( I_{sm} \otimes D + (I_{sm} \otimes C)\Lambda_{A,Y}(X \otimes I_s)^{-1} \right. \]

\[ \sum_{k=1}^{d} (X_k \otimes I_s - I_{sm} \otimes Y_k)B_k \bigg) \]

\[ E(s, sm) = E(s, sm)^{-1} \mathcal{R}(X \otimes I_s)E(s, sm) \]

\[ = E(s, sm)^{-1} \mathcal{R}(E(s, sm) \cdot (I_s \otimes X) \cdot E(s, sm)^{-1}) E(s, sm) \]

\[ = \mathcal{R}(I_s \otimes X) = I_s \otimes \mathcal{R}(X), \]

while \(v_R = I_s \otimes f\) implies \(v_R(X) = I_s \otimes f(X)\), therefore \(f(X) = \mathcal{R}(X)\).  \(\square\)

Before we prove one of the main results of the paper, we prove two useful properties of nc rational functions and expressions:

**Proposition 4.6.** Let \(\mathcal{R}_1, \mathcal{R}_2 \in \mathbb{K}\langle x \rangle\), let \(R\) be a nc rational expression in \(x_1, \ldots, x_d\) over \(\mathbb{K}\), \(n \in \mathbb{N}\), and \(Z \in (\mathbb{K}^{n \times n})^d\).

1. If \(I_m \otimes Z \in dom_{mn}(R)\) for some \(m \in \mathbb{N}\), then \(Z \in dom_{m}(R)\).
2. If \(\mathcal{R}_1(X) = \mathcal{R}_2(X)\) for every \(X \in dom(\mathcal{R}_1) \cap dom(\mathcal{R}_2)\), then \(\mathcal{R}_1 = \mathcal{R}_2\).

Using the terminology in [47, pp. 95–96], item 1 says that \(dom(R)\) is a radical set.
Proof. 1. By synthesis: we only show the step of going from a nc rational expression to its inverse, as the proof for the other parts (going from two nc rational expressions to their sum and product, as well as the case of nc polynomial) are either similar or trivial. Suppose that our statement is known for a nc rational expressions $R$ and let $Z$ be such that $I_m \otimes Z \in \text{dom}_{mn}(R^{-1})$ for some $m \in \mathbb{N}$. Then $I_m \otimes Z \in \text{dom}_{mn}(R)$ and $R(I_m \otimes Z)$ is invertible, but from the assumption (on $R$) we get that $Z \in \text{dom}_n(R)$. As $R$ respects direct sums we get that $R(I_m \otimes Z) = I_m \otimes R(Z)$ is invertible, hence $R(Z)$ is invertible as well, i.e., $Z \in \text{dom}_n(R^{-1})$ as needed.

2. Let $R_1 \in \mathcal{R}_1$ and $R_2 \in \mathcal{R}_2$ be (non-degenerate) nc rational expressions. For every $X \in \text{dom}(R_1) \cap \text{dom}(R_2)$, we have $X \in \text{dom}(R_1) \cap \text{dom}(R_2)$ and hence $R_1(X) = R_1(X) = R_2(X) = R_2(X)$, i.e., $R_1$ and $R_2$ are $(\mathbb{K}^d)_{nc}$-evaluation equivalent, so they represent the same nc rational function, meaning $\mathcal{R}_1 = \mathcal{R}_2$. □

We now show that Theorems 4.4 and 2.6 imply one of our main results, that is—roughly speaking—we can evaluate a nc rational function and its domain using any of its minimal realizations, centred at any chosen point from its domain:

**Theorem 4.7.** Let $\mathcal{R} \in \mathbb{K}[x_1, \ldots, x_d]$. For every integer $s \in \mathbb{N}$, a point $Y \in \text{dom}_s(\mathcal{R})$, and a minimal nc Fornasini–Marchesini realization $\mathcal{R}$ centred at $Y$ of $\mathcal{R}$, we have

1. $\text{dom}_{sm}(\mathcal{R}) = \Omega_{sm}(\mathcal{R})$ and $\mathcal{R}(X) = \mathcal{R}(X)$, for every $X \in \text{dom}_{sm}(\mathcal{R})$ and $m \in \mathbb{N}$.

2. $\text{dom}_n(\mathcal{R}) = \{X \in (\mathbb{K}^{n \times n})^d : I_s \otimes X \in \Omega_{sn}(\mathcal{R})\}$ and $I_s \otimes \mathcal{R}(X) = \mathcal{R}(I_s \otimes X)$, for every $X \in \text{dom}_n(\mathcal{R})$ and $n \in \mathbb{N}$.

Proof. In Theorem 1.8 we proved that

$$\text{dom}_{sm}(\mathcal{R}) \subseteq \Omega_{sm}(\mathcal{R}) \quad \text{and} \quad \mathcal{R}(X) = \mathcal{R}(X), \forall X \in \text{dom}_{sm}(\mathcal{R}), \forall m \in \mathbb{N}.$$ 

Since $\mathcal{R}$ admits the realization $\mathcal{R}$, it follows from Lemma 2.2 that the coefficients of $\mathcal{R}$ must satisfy the $\mathcal{L} - \mathcal{L}A$ conditions, thus Theorem 4.4 guarantees the existence of a nc rational function $f \in \mathbb{K}[x_1, \ldots, x_d]$ for which

$$\Omega_{sm}(\mathcal{R}) \subseteq \text{dom}_{sm}(f) \quad \text{and} \quad f(X) = \mathcal{R}(X), \forall X \in\Omega_{sm}(\mathcal{R}), \forall m \in \mathbb{N}.$$ 

Therefore, we have

$$\text{dom}_{sm}(\mathcal{R}) \subseteq \text{dom}_{sm}(f) \quad \text{and} \quad \mathcal{R}(X) = f(X), \forall X \in \text{dom}_{sm}(\mathcal{R}). \quad (4.11)$$

Next, we show that (4.11) is true for $sm$ replaced by any $n \in \mathbb{N}$. If $X \in \text{dom}_n(\mathcal{R})$, it follows from Theorem 1.8 that $I_s \otimes X \in \Omega_{sn}(\mathcal{R})$ and $I_s \otimes \mathcal{R}(X) = \mathcal{R}(I_s \otimes X)$, hence $I_s \otimes X \in \text{dom}_{sn}(f)$ and $f(I_s \otimes X) = \mathcal{R}(I_s \otimes X)$. From the first part of Proposition 4.6 it follows that $X \in \text{dom}_n(f)$ and also that $I_s \otimes f(X) = f(I_s \otimes X) = \mathcal{R}(I_s \otimes X) = I_s \otimes \mathcal{R}(X)$, so $f(X) = \mathcal{R}(X)$, i.e., we showed that

$$\text{dom}_n(\mathcal{R}) \subseteq \text{dom}_n(f) \quad \text{and} \quad \mathcal{R}(X) = f(X), \forall X \in \text{dom}_n(\mathcal{R}), \forall n \in \mathbb{N}.$$
Thus from the second part of Proposition 4.6, we obtain that $\mathcal{R} = f$ and thus

$$
\text{dom}_{sm}(\mathcal{R}) = \text{dom}_{sm}(f) = \Omega_{sm}(\mathcal{R}) \quad \text{and} \quad \mathcal{R}(X) = f(X) \quad \text{for every } X \in \text{dom}_{sm}(\mathcal{R}).
$$

Finally, if $I_s \otimes X \in \Omega_{sn}(\mathcal{R}) = \text{dom}_{sn}(\mathcal{R})$, then from the first part of Proposition 4.6, we have $X \in \text{dom}_n(\mathcal{R})$, hence $I_s \otimes \mathcal{R}(X) = \mathcal{R}(I_s \otimes X) = \mathcal{R}(I_s \otimes X)$. □

A direct consequence of the results above, which yields a representation that is independent of matrix centre for all nc rational functions, in the spirit of Cohn and Reutenauer, is now presented.

**Corollary 4.8.** Let $\mathcal{R} \in \mathbb{K}\langle x_1,\ldots,x_d \rangle$.

1. There exist $d_0 \in \mathbb{K}$, $c \in \mathbb{K}^{1 \times L}$, $b_0,\ldots,b_d \in \mathbb{K}^{L \times 1}$, and $M_0,\ldots,M_d \in \mathbb{K}^{L \times L}$, where $L$ is the McMillan degree of $\mathcal{R}$, such that

$$
\mathcal{R}(x_1,\ldots,x_d) = d_0 + c \left( M_0 - \sum_{k=1}^{d} M_k x_k \right)^{-1} \left( b_0 - \sum_{k=1}^{d} b_k x_k \right) \quad (4.12)
$$

in the free skew field and $X \in \text{dom}_n(\mathcal{R})$ if and only if $\det \left( M_0 \otimes I_n - \sum_{k=1}^{d} M_k \otimes X_k \right) \neq 0$.

2. There exist $\tilde{c} \in \mathbb{K}^{1 \times (L+1)}$, $\tilde{M}_0,\ldots,\tilde{M}_d \in \mathbb{K}^{(L+1) \times (L+1)}$, and $\tilde{b} \in \mathbb{K}^{(L+1) \times 1}$ such that

$$
\mathcal{R}(x_1,\ldots,x_d) = \tilde{c} \left( \tilde{M}_0 - \sum_{k=1}^{d} \tilde{M}_k x_k \right)^{-1} \tilde{b} \quad (4.13)
$$

in the free skew field and $X \in \text{dom}_n(\mathcal{R})$ if and only if $\det \left( \tilde{M}_0 \otimes I_n - \sum_{k=1}^{d} \tilde{M}_k \otimes X_k \right) \neq 0$.

The equality in (4.12) means that for every $n \in \mathbb{N}$ and $X \in \text{dom}_n(\mathcal{R})$, we have

$$
\mathcal{R}(X) = d_0 \otimes I_n + (c \otimes I_n) \left( M_0 \otimes I_n - \sum_{k=1}^{d} M_k \otimes X_k \right)^{-1} \left( b_0 \otimes I_n - \sum_{k=1}^{d} b_k \otimes X_k \right). \quad (4.14)
$$

The representation in (4.13) is well known in the literature; it was used extensively by Fliess and presented precisely in the papers [26,27]. We notice that such a representation does not involve a matrix centre at all, in contrary to our theory, while the domain of the rational function coincides with the invertibility set of the corresponding pencil. The representation in (4.13) is clearly not minimal, but it is also not that far from being minimal as the state space dimension differs only by 1 from the minimal dimension. On the other hand, the representation in (4.12) is minimal and good in terms of the precise domain of the function, with the disadvantage that it has not been studied earlier.
Proof. Let $Y \in \text{dom}_{s}(\mathcal{R})$ be any arbitrary point from the domain of $\mathcal{R}$ and as in Theorem 4.7, let $\mathcal{R}$ be a minimal nc Fornasini–Marchesini realization of $\mathcal{R}$ that is centred at $Y$. From the proof of Theorem 4.7 it follows that for every $X \in \text{dom}_{n}(\mathcal{R})$ we have

$$I_{s} \otimes \mathcal{R}(X) = r_{\mathcal{R}}(X) = D \otimes I_{n} + (C \otimes I_{n}) \left( I_{Ln} - \sum_{k=1}^{d} [A_{k}(I_{s}) \otimes X_{k} - A_{k}(Y_{k}) \otimes I_{n}] \right)^{-1}$$

$$\sum_{k=1}^{d} [B_{k}(I_{s}) \otimes X_{k} - B_{k}(Y_{k}) \otimes I_{n}]$$

and hence

$$\mathcal{R}(X) = (e_{1}^{T} \otimes I_{n})r_{\mathcal{R}}(X)(e_{1} \otimes I_{n})$$

$$= (e_{1}^{T}De_{1}) \otimes I_{n} + \left( [e_{1}^{T}C] \otimes I_{n} \right)$$

$$\times \left( \left[ I_{L} + \sum_{k=1}^{d} A_{k}(Y_{k}) \right] \otimes I_{n} - \sum_{k=1}^{d} A_{k}(I_{s}) \otimes X_{k} \right)^{-1}$$

$$\times \left( \left[ - \sum_{k=1}^{d} B_{k}(Y_{k})e_{1} \right] \otimes I_{n} + \sum_{k=1}^{d} [B_{k}(I_{s})e_{1}] \otimes X_{k} \right),$$

that is exactly the form in (4.14) with $d_{0} = e_{1}^{T}De_{1}$, $\zeta = e_{1}^{T}C$, $M_{0} = I_{L} + \sum_{k=1}^{d} A_{k}(Y_{k})$, $b_{0} = -\sum_{k=1}^{d} B_{k}(Y_{k})e_{1}$, and $M_{j} = A_{j}(I_{s})$ and $b_{j} = -B_{j}(I_{s})e_{1}$ for $j = 1, \ldots, d$.

Finally, similarly to the proof of Theorem 4.4, it follows that

$$\det \left( M_{0} \otimes I_{n} - \sum_{k=1}^{d} M_{k} \otimes X_{k} \right) \neq 0$$

$$\iff \det \left( I_{Ln} - \sum_{k=1}^{d} [A_{k}(I_{s}) \otimes X_{k} - A_{k}(Y_{k}) \otimes I_{n}] \right) \neq 0$$

$$\iff \det (\Lambda_{A,Y}(X \otimes I_{s})) \neq 0 \iff X \otimes I_{s} \in \Omega_{sn}(\mathcal{R})$$

$$\iff I_{s} \otimes X \in \Omega_{sn}(\mathcal{R}) \iff X \in \text{dom}_{n}(\mathcal{R}),$$

where we used the fact that $\Omega(\mathcal{R})$ is invariant under similarity and also the second part of Theorem 4.7. Finally, by letting

$$\tilde{\zeta} = [-\zeta \ d_{0}], \quad \tilde{b} = \begin{bmatrix} 0_{L \times 1} \\ 1 \end{bmatrix}, \quad \tilde{M}_{0} = \begin{bmatrix} M_{0} & b_{0} \\ 0 & 1 \end{bmatrix},$$

and $\tilde{M}_{j} = \begin{bmatrix} M_{j} & b_{j} \\ 0 & 0 \end{bmatrix}$ for every $j = 1, \ldots, d$,

one can transform from the representation in (4.12) to the one in (4.13), without changing the invertibility set of the pencils. □
Here is another immediate consequence of Theorems 4.4, 4.7, and Lemma 2.2, which states that given a nc Fornasini–Marchesini realization that is controllable and observable, it is the realization of a nc rational function if and only if its coefficients satisfy the $\mathcal{L} - \mathcal{L}A$ conditions:

**Theorem 4.9.** Let $\mathcal{R}$ be a nc Fornasini–Marchesini realization centred at $Y \in (K^{s \times s})^d$ that is described by $(L; D, C, A, B)$, and suppose $\mathcal{R}$ is both controllable and observable.

The following are equivalent:

1. There exists $\mathcal{R} \in K\langle x \rangle$ that is regular at $Y$, such that $\text{dom}_{sm}(\mathcal{R}) = \Omega_{sm}(\mathcal{R})$ and $\mathcal{R}(X) = \mathcal{R}(X)$, for every $X \in \text{dom}_{sm}(\mathcal{R})$ and $m \in \mathbb{N}$.
2. The coefficients of $\mathcal{R}$ satisfy the $\mathcal{L} - \mathcal{L}A$ conditions (cf. equations (2.3)–(2.8)).
3. There exists $\mathcal{R} \in K\langle x \rangle$ that is regular at $Y$, such that $\text{dom}_{n}(\mathcal{R}) = \{X \in (K^{n \times n})^d : I_s \otimes X \in \Omega_{sn}(\mathcal{R})\}$ and $I_s \otimes \mathcal{R}(X) = \mathcal{R}(I_s \otimes X)$, for every $X \in \text{dom}_{n}(\mathcal{R})$ and $n \in \mathbb{N}$.

**Proof.**

1 $\implies$ 2: This is an immediate corollary of Lemma 2.2, as $\mathcal{R}$ admits the realization $\mathcal{R}$.

2 $\implies$ 1: Suppose that the coefficients of $\mathcal{R}$ satisfy the $\mathcal{L} - \mathcal{L}A$ conditions. By applying Theorem 4.4, there exists $f \in K\langle x \rangle$ such that

$$\Omega_{sm}(\mathcal{R}) \subseteq \text{dom}_{sm}(f) \text{ and } \mathcal{R}(X) = f(X), \forall X \in \Omega_{sm}(\mathcal{R}), m \in \mathbb{N}.$$  
(4.15)

In particular we know that $Y \in \text{dom}_{s}(f)$, thus from Corollary 1.7 and Theorem 4.7, there exists a minimal nc Fornasini–Marchesini realization $\tilde{\mathcal{R}}$ of $f$ that is centred at $Y$, satisfying

$$\text{dom}_{sm}(f) = \Omega_{sm}(\tilde{\mathcal{R}}) \text{ and } f(X) = \tilde{\mathcal{R}}(X), \forall X \in \text{dom}_{sm}(f), m \in \mathbb{N}.$$  
(4.16)

From (4.15) and (4.16), it follows that

$$\Omega_{sm}(\mathcal{R}) \subseteq \Omega_{sm}(\tilde{\mathcal{R}}) \text{ and } \mathcal{R}(X) = \tilde{\mathcal{R}}(X), \forall X \in \Omega_{sm}(\mathcal{R}), m \in \mathbb{N}.$$  

Since $\text{Nilp}_{sm}(Y) \subseteq \Omega_{sm}(\mathcal{R})$ for every $m \in \mathbb{N}$, we obtain that

$$\mathcal{R}(X) = \tilde{\mathcal{R}}(X), \forall X \in \text{Nilp}_{sm}(Y), m \in \mathbb{N}$$

and as both $\mathcal{R}$ and $\tilde{\mathcal{R}}$ are minimal nc Fornasini–Marchesini realizations centred at $Y$, we can use the arguments which appear in the proof of [64, Theorem 2.13] (which is based on the fact that the two realizations give the same value on the nilpotent ball around $Y$ and the uniqueness of the Taylor–Taylor coefficients of their power series expansions around $Y$), to deduce that $\mathcal{R}$ and $\tilde{\mathcal{R}}$ are similar and hence $\Omega_{sm}(\mathcal{R}) = \Omega_{sm}(\tilde{\mathcal{R}})$ for every $m \in \mathbb{N}$. In conclusion, we get that $\text{dom}_{sm}(f) = \Omega_{sm}(\mathcal{R})$ and $f(X) = \mathcal{R}(X)$ for every $X \in \text{dom}_{sm}(f)$ and $m \in \mathbb{N}$, as needed.

1 $\implies$ 3: It follows from Theorem 4.7, as $\mathcal{R}$ admits the minimal realization $\tilde{\mathcal{R}}$.

3 $\implies$ 1: Let $n = sm$ and let $X \in \text{dom}_{sm}(\mathcal{R})$, then $I_s \otimes X \in \text{dom}_{2sm}(\mathcal{R})$ and $I_s \otimes \mathcal{R}(X) = \mathcal{R}(I_s \otimes X)$. As $(I_s \otimes X_k - I_{sm} \otimes Y_k)A_k = I_s \otimes (X_k - I_m \otimes Y_k)A_k$, ...
we have
\[ \Lambda_{\underline{A}, Y}(I_s \otimes X) = I_s \otimes \left( I_{Lm} - \sum_{k=1}^{d} (X_k - I_m \otimes Y_k)A_k \right) = I_s \otimes \Lambda_{\underline{A}, Y}(X) \]
and thus
\[ I_s \otimes X \in \Omega_{s^{2m}}(\mathcal{R}) \implies \det(\Lambda_{\underline{A}, Y}(I_s \otimes X)) \neq 0 \]
\[ \implies \det(\Lambda_{\underline{A}, Y}(X)) \neq 0 \implies X \in \Omega_{s^{2m}}(\mathcal{R}). \]
As \( \mathcal{R} \) obviously respects direct sums, \( I_s \otimes \mathcal{R}(X) = \mathcal{R}(I_s \otimes X) = I_s \otimes \mathcal{R}(X) \)
and hence \( \mathcal{R}(X) = \mathcal{R}(X) \). We showed that for every \( X \in dom_{s^{2m}}(\mathcal{R}) \), we have \( X \in \Omega_{s^{2m}}(\mathcal{R}) \) and that \( \mathcal{R}(X) = \mathcal{R}(X) \), i.e., we showed that \( \mathcal{R} \) admits the minimal nc Fornasini–Marchesini realization \( \mathcal{R} \) and thus Theorem 4.7 implies the assertion in 1.

\[ \square \]

Using our theory of minimal nc Fornasini–Marchesini realizations of nc rational functions, we now provide a short proof for the fact that the domain of regularity of a nc rational function is an upper admissible, similarity invariant nc set. Notice that proving the upper admissibility is a highly non trivial thing to do, however with our methods the proof becomes easy.

**Corollary 4.10.** If \( \mathcal{R} \in \mathbb{K}(\mathbb{Z}) \), then its domain of regularity is an upper admissible, similarity invariant nc subset of \((\mathbb{K}^d)_{nc}\).

**Proof.** Fix a point \( Y \in dom_{s\mathcal{R}}(\mathcal{R}) \) and a minimal nc Fornasini–Marchesini realization \( \mathcal{R} \) of \( \mathcal{R} \), that is centred at \( Y \); by using Corollary 1.7 for instance.

\[ \text{dom}(\mathcal{R}) \text{ is similarity invariant: Let } X \in \text{dom}_n(\mathcal{R}) \text{ and } T \in \mathbb{K}^{n \times n} \text{ be invertible. It follows from Theorem 4.7 that } I_s \otimes X \in \Omega_{s^n}(\mathcal{R}), \text{ while from (the similarity invariance of } \Omega(\mathcal{R}), \text{ proved in) Theorem 3.5 it follows that} \]
\[ I_s \otimes (T^{-1} \cdot X \cdot T) = (I_s \otimes T)^{-1} \cdot (I_s \otimes X) \cdot (I_s \otimes T) \in \Omega_{s^n}(\mathcal{R}). \]

By using Theorem 4.7 again, we get that \( T^{-1} \cdot X \cdot T \in \text{dom}_n(\mathcal{R}) \).

\[ \text{dom}(\mathcal{R}) \text{ is upper admissible: Let } X \in \text{dom}_n(\mathcal{R}), X' \in \text{dom}_m(\mathcal{R}), \text{ and } Z \in (\mathbb{K}^{n \times m})^d. \text{ Theorem 4.7 implies that } I_s \otimes X \in \Omega_{s^n}(\mathcal{R}) \text{ and } I_s \otimes X' \in \Omega_{s_m}(\mathcal{R}), \text{ while from (the similarity invariance of } \Omega(\mathcal{R}), \text{ proved in) Theorem 3.5 we have } X \otimes I_s \in \Omega_{s^n}(\mathcal{R}) \text{ and } X' \otimes I_s \in \Omega_{s_m}(\mathcal{R}). \text{ Next, from (the upper admissibility of } \Omega(\mathcal{R}), \text{ proved in) Theorem 2.6, we get} \]
\[ \left[ \begin{array}{c} X \\ Z \\ X' \end{array} \right] \otimes I_s = \left[ \begin{array}{c} X \otimes I_s \\ Z \otimes I_s \\ X' \otimes I_s \end{array} \right] \in \Omega_{s(n+m)}(\mathcal{R}) \]

and thus the similarity invariance of \( \Omega(\mathcal{R}) \) implies that \( I_s \otimes \left[ \begin{array}{c} X \\ Z \\ X' \end{array} \right] \in \Omega_{s(n+m)}(\mathcal{R}). \) Finally, Proposition 4.6 and Theorem 4.6 imply that \( \left[ \begin{array}{c} X \\ Z \\ X' \end{array} \right] \in \text{dom}_{n+m}(\mathcal{R}). \)

\[ \square \]
4.3. Evaluations Over Algebras

For the sake of completeness, one would like to get a similar result to Theorem 4.7 for evaluations w.r.t stably finite algebras. To do so, we must introduce the following definition of a matrix domain of a nc rational function w.r.t an algebra. For every \( R \in \mathbb{K}\langle x \rangle \), define the matrix domain of the function \( R \) w.r.t an algebra \( A \), also called the matrix \( A \)–domain of \( R \), by

\[
\text{dom}^\text{Mat}_A(R) := \{ a \in A^d : a \in \text{dom}^\text{Mat}_A(R) \text{ for some } 1 \times 1 \text{ matrix valued nc rational expression } R \text{ which represents } R \}.
\] (4.17)

Here \( \text{dom}^\text{Mat}_A(R) \) is defined just as in [64, Definition 1.1], using the idea of synthesis, with the only difference that the synthesis may involve matrix valued nc rational expressions; e.g.

\[
R(x_1, x_2) = \begin{pmatrix} 1 & x_1 \\ x_2 & 1 \end{pmatrix}^{-1} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}
\]

with \( \text{dom}^\text{Mat}_A(R) = \{ (a_1, a_2) \in A^2 : \begin{pmatrix} 1_A & a_1 \\ a_2 & 1_A \end{pmatrix} \text{ is invertible in } A^{2 \times 2} \} \). As every nc rational expression is a \( 1 \times 1 \) matrix valued nc rational expression, we automatically have

\[
\text{dom}_A(R) \subseteq \text{dom}^\text{Mat}_A(R).
\]

For more details on matrix valued nc rational expressions and functions, see [50].

**Definition 4.11.** Let \( A \) be a unital \( \mathbb{K} \)–algebra. We say that \( A \) has property \( \mathcal{I} \) (here \( \mathcal{I} \) stands for inversion), if for every \( n \in \mathbb{N} \) and \( \mathfrak{A} = (a_{ij})_{1 \leq i,j \leq n} \in A^{n \times n} \) that is invertible in \( A^{n \times n} \), there exist nc rational expressions \( R_{ij} \) (for \( 1 \leq i, j \leq n \)) in \( n^2 \) nc variables \( \{ x_{ij} : 1 \leq i, j \leq n \} \), such that

\[
a := (a_{11}, \ldots, a_{nn}) \in \text{dom}_A(R_{ij}) \text{ and } (\mathfrak{A}^{-1})_{i,j} = R_{ij}(a),
\]

for every \( 1 \leq i, j \leq n \).

We know certain families of algebras which satisfy Property \( \mathcal{I} \), those are when \( A \) is either commutative, a skew field or a matrix algebra \( A = \mathbb{K}^{n \times n} \) for some \( n \in \mathbb{N} \). The first case is true due to using determinants and an analog of the Cramer’s rule. The second case can be treated by using quasideterminants (as developed and discussed in [33,34]), or by using Schur complements (as in the proof of [82, Lemma 3.9] with a smart way of choosing a non-zero element of the matrix as a pivot). The third case follows directly from [82, Lemma 3.9].

It is easily seen that once \( A \) satisfies Property \( \mathcal{I} \), we have

\[
\text{dom}_A(R) = \text{dom}^\text{Mat}_A(R)
\] (4.18)

for every nc rational function \( R \). Moreover, we get the precise description of all algebras with Property \( \mathcal{I} \), by using the domain and the matrix domain of matrix valued nc rational functions w.r.t \( A \):

**Proposition 4.12.** Let \( A \) be a unital \( \mathbb{K} \)–algebra. Then \( A \) has Property \( \mathcal{I} \) if and only if \( \text{dom}_A(\mathfrak{r}) = \text{dom}^\text{Mat}_A(\mathfrak{r}) \) for every matrix valued nc rational function \( \mathfrak{r} \).
Here the $\mathcal{A}$–domain and the matrix $\mathcal{A}$–domain, respectively, of a matrix valued nc rational function $\mathbf{r} = (r_{ij})$, are defined as the intersection of all the $\mathcal{A}$–domains of the nc rational functions $r_{ij}$ and the union of all the domains of matrix valued nc rational expressions representing $\mathbf{r}$, respectively.

**Proof.** If $\mathcal{A}$ has Property $\mathcal{I}$, then it follows from the definition of the matrix $\mathcal{A}$–domain that for every matrix valued nc rational function $\mathbf{r}$ we have $\text{dom}_\mathcal{A}(\mathbf{r}) = \text{dom}_{\mathcal{A}}^{\text{Mat}}(\mathbf{r})$.

On the other hand, suppose it is true that $\text{dom}_\mathcal{A}(\mathbf{r}) = \text{dom}_{\mathcal{A}}^{\text{Mat}}(\mathbf{r})$ for every matrix valued nc rational function $\mathbf{r}$ and let $\mathfrak{A} = (a_{ij})_{1 \leq i, j \leq n} \in \mathcal{A}^{n \times n}$ be invertible in $\mathcal{A}^{n \times n}$. Consider the $n \times n$ matrix valued nc rational function

$$
\mathbf{r}(x_{11}, \ldots, x_{nn}) = \left( r_{ij}(x_{11}, \ldots, x_{nn}) \right)_{1 \leq i, j \leq n},
$$

which is well defined as the matrix $(x_{ij})_{1 \leq i, j \leq n}$ is invertible over the free skew field $\mathbb{K}\langle x_{11}, \ldots, x_{nn} \rangle$. As $\mathfrak{A}$ is invertible, we know that $\mathfrak{a} = (a_{11}, \ldots, a_{nn}) \in \text{dom}_{\mathcal{A}}^{\text{Mat}}(\mathbf{r})$, so by the assumption we get $\mathfrak{a} \in \text{dom}_\mathcal{A}(\mathbf{r})$, which implies that $\mathfrak{a} \in \text{dom}_\mathcal{A}(r_{ij})$ and $(\mathfrak{r}^\mathcal{A}(\mathfrak{a}))_{i, j} = r_{ij}^\mathcal{A}(\mathfrak{a})$ for every $1 \leq i, j \leq n$. Thus there exist nc rational expressions $R_{ij}$ such that $\mathfrak{a} \in \text{dom}_\mathcal{A}(R_{ij})$ and $r_{ij}^\mathcal{A}(\mathfrak{a}) = R_{ij}^\mathcal{A}(\mathfrak{a})$ for every $1 \leq i, j \leq n$, hence

$$(\mathfrak{A}^{-1})_{i, j} = (\mathfrak{r}^\mathcal{A}(\mathfrak{a}))_{i, j} = r_{ij}^\mathcal{A}(\mathfrak{a}) = R_{ij}^\mathcal{A}(\mathfrak{a}).$$

It is not true that every stably finite algebra satisfies Property $\mathcal{I}$, as the following example—kindly provided by I. Klep and J. Volčič—shows.

**Example 4.13.** Let $\mathfrak{X} = \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{pmatrix}$, $\mathfrak{Z} = \begin{pmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{pmatrix}$, and define

$$\mathcal{A} := \mathbb{K}\langle x, z \rangle / J = \left\{ p + J : p \in \mathbb{K}\langle x, z \rangle \right\},$$

where $x = (x_{11}, x_{12}, x_{21}, x_{22})$, $z = (z_{11}, z_{12}, z_{21}, z_{22})$, and $J$ is the two sided ideal in $\mathbb{K}\langle x, z \rangle$ generated by the 8 equations obtained from $\mathfrak{X} \mathfrak{Z} = \mathfrak{Z} \mathfrak{X} = I_2$. For convenience denote the 8 equations by $h_j(x, z) = 0$, for $1 \leq j \leq 8$, hence $J = \langle h_j : 1 \leq j \leq 8 \rangle$.

It is known that $\mathcal{A}$ is a free ideal ring (e.g., see [24, Theorem 5.3.9] and [17, Theorem 6.1]) and hence $\mathcal{A}$ is stably finite, as it can be embedded into a skew field which is trivially stably finite.

The natural mapping $\varphi : \mathbb{K}\langle x \rangle \to \mathcal{A}$ given by $\varphi(p) = p + J$ for every $p \in \mathbb{K}\langle x \rangle$, is an embedding from $\mathbb{K}\langle x \rangle$ into $\mathcal{A}$, i.e., $\text{ker}(\varphi) = \{0_\mathcal{A}\}$: Let $f \in \mathbb{K}\langle x \rangle$ such that $\varphi(f) = 0_\mathcal{A}$, then

$$f(x) = \sum_{i=1}^{m} p_i(x, z) h_{k_i}(x, z) q_i(x, z)$$

for some $m \in \mathbb{N}$, $p_i, q_i \in \mathbb{K}\langle x, z \rangle$ and $k_i \in \{1, \ldots, 8\}$ for any $1 \leq i \leq m$. Therefore for every $2 \times 2$ block matrix $X = [X_{ij}]_{1 \leq i, j \leq 2}$ invertible over $\mathbb{K}$,
we let $X^{-1} = [Z_{ij}]_{1 \leq i, j \leq 2}$, and obtain that

$$f(X) = \sum_{i=1}^{m} p_i(X, Z) h_{ki}(X, Z) q_i(X, Z) = 0,$$

where $X = (X_{11}, X_{12}, X_{21}, X_{22})$ and $Z = (Z_{11}, Z_{12}, Z_{21}, Z_{22})$. As $f$ vanishes on a set of matrices that is Zariski dense, it follows that $f$ vanishes on all matrices and therefore $f = 0_{\mathbb{K}(z)}$.

If $f \in \mathbb{K}(z)$ is non-constant, then $\varphi(f)$ is not invertible in $\mathcal{A}$: Suppose $f \in \mathbb{K}(z)$ is non-constant and that $\varphi(f)$ is invertible in $\mathcal{A}$. Thus there exist $g \in \mathbb{K}(z, \bar{z})$ such that $(g + J)\varphi(f) = 1_{\mathcal{A}}$ which implies that $fg - 1 \in J$. Therefore, similarly to (4.20), we get that whenever the matrix $[X_{ij}]_{1 \leq i, j \leq 2}$ is invertible over $\mathbb{K}$, so is the matrix $f(X)$. However, this is a contradiction to a claim proved in [82, page 79], which is the following: For every non-constant $f \in \mathbb{K}(z)$, there exists a tuple of matrices $X = (X_{11}, X_{12}, X_{21}, X_{22})$ for which the matrix $[X_{ij}]_{1 \leq i, j \leq 2}$ is invertible over $\mathbb{K}$, but $f(X)$ is not invertible over $\mathbb{K}$.

Finally, the algebra $\mathcal{A}$ does not satisfy Property $\mathcal{I}$: First, it is obvious that

$$\mathfrak{A} := \varphi(\mathcal{A}) = (\varphi(x_{ij}))_{1 \leq i, j \leq 2} = (x_{ij} + J)_{1 \leq i, j \leq 2}$$

is invertible in $\mathcal{A}^{2 \times 2}$, with its inverse being equal $(z_{ij} + J)_{1 \leq i, j \leq 2}$. Now, suppose $\mathcal{A}$ satisfies Property $\mathcal{I}$, therefore there exist nc rational expressions $R_{ij}$ such that $\mathfrak{a} \in \text{dom}_A(R_{ij})$ and $R_{ij}^A(\mathfrak{a}) = (\mathfrak{A}^{-1})_{ij}$ for every $1 \leq i, j \leq 2$, where $\mathfrak{a} = (a_{11}, a_{12}, a_{21}, a_{22}) \in \mathcal{A}^4$ is given by $a_{ij} = x_{ij} + J$. If the expression $R_{ij}$ contains at least one inversion, then let us take the innermost nested inverse, say $\tilde{R}^{-1}$ with non-constant nc polynomial $\tilde{R}$, which appears in $R_{ij}$, so we must have $\mathfrak{a} \in \text{dom}_A(\tilde{R}^{-1})$. Thus $\tilde{R}^A(\mathfrak{a})$ is invertible in $\mathcal{A}$, while a simple calculation shows that $\tilde{R}^A(\mathfrak{a}) = \tilde{R}^A(\mathfrak{a}) + J = \tilde{R}(\mathfrak{a}) + J = \varphi(\tilde{R})$, hence $\varphi(\tilde{R})$ is invertible in $\mathcal{A}$ and $\tilde{R} \in \mathbb{K}(z)$ is non-constant, which is a contradiction. Therefore the expressions $R_{ij}$ must be polynomials, so we get that $(\mathfrak{A}^{-1})_{ij} = R_{ij}^A(\mathfrak{a}) = \varphi(R_{ij})$ which implies that

$$1_{\mathcal{A}^{2 \times 2}} = \mathfrak{A}^{-1} = (\varphi(x_{ij}))_{1 \leq i, j \leq 2} \cdot (\varphi(R_{ij}))_{1 \leq i, j \leq 2},$$

but as $\varphi$ is an an embedding, we must have $I_2 = (x_{ij})_{1 \leq i, j \leq 2} \cdot (R_{ij})_{1 \leq i, j \leq 2}$, which is a contradiction, since the matrix $(x_{ij})_{1 \leq i, j \leq 2}$ is not invertible over $\mathbb{K}(z)$.

In the next theorem we realize (up to a tensor product with the identity matrix) the matrix $\mathcal{A}$–domain of a nc rational function as the $\mathcal{A}$–domain of any of its minimal realizations, centred at any point from its domain of regularity.

**Theorem 4.14.** Let $\mathfrak{R} \in \mathbb{K}(\mathfrak{X})$. For every integer $s \in \mathbb{N}$, a point $Y \in \text{dom}_s(\mathfrak{R})$, a minimal nc Fornasini–Marchesini realization $\mathcal{R}$ centred at $Y$ of $\mathfrak{R}$, and a unital stably finite $\mathbb{K}$–algebra $\mathcal{A}$, we have

$$\text{dom}^\text{Mat}_A(\mathfrak{R}) = \{ \mathfrak{a} \in \mathcal{A}^d : I_s \otimes \mathfrak{a} \in \Omega_A(\mathcal{R}) \}$$

(4.21)
and $I_s \otimes R^A(a) = R^A(I_s \otimes a)$ for every $a \in \text{dom}_{A}(R_A)$.

Most of the results in [64] can be modified and proven with the setting of the matrix domain (cf. [50]), instead of the usual domain of regularity. We will skip most of the details, as the proofs are pretty much the same as the proofs in the scalar case, yet give the reader the instructions to what exact changes have to be done.

Proof. A parallel version of [64, Theorem 2.4]—that is the existence of a realization formula for any nc rational expression, that is centred at any point from $\text{dom}(R_A)$, of $R_A$ w.r.t. $A$, in the sense that $a \in \text{dom}_{A}(R_A)$ implies $I_s \otimes a \in \Omega_A(R)$ and $I_s \otimes R^A(a) = \tilde{R}^A(I_s \otimes a)$. Furthermore, it can be shown then that it holds for every minimal nc Fornasini–Marchesini realization of $R_A$ centred at any point in $\text{dom}(R_A)$. This proves the first inclusion of (4.21), that is

$$\text{dom}_{A}(\mathcal{R}) \subseteq \{ a \in A^d : I_s \otimes a \in \Omega_A(R) \}.$$ 

On the other hand, let $a \in A^d$ and suppose that $I_s \otimes a \in \Omega_A(R)$, thus the matrix

$$A_{A,Y}^A(I_s \otimes a) = I_L \otimes 1_A - \sum_{k=1}^{d} [(I_s \otimes a_k)A_k^A - A_k(Y_k) \otimes 1_A]$$

is invertible in $A^{L \times L}$. Therefore $a \in \text{dom}_{A}(\mathcal{R})$, where we recall that $r_R$ is the $s \times s$ matrix of nc rational functions given in (4.9). However, as shown in the proof of Theorem 4.4, there exists $f \in \mathbb{K} \langle \mathcal{X} \rangle$ such that $r_R = I_s \otimes f$, while in the proof of Theorem 4.7 we then showed that $f = R$, therefore $r_R = I_s \otimes R$. Finally, as $e_1^T r_R e_1 = R$, we obtain that $a \in \text{dom}_{A}(R_A)$.

As an immediate consequence of Theorem 4.14 and of (4.18), we get the following:

**Corollary 4.15.** Let $R \in \mathbb{K} \langle \mathcal{X} \rangle$. For every integer $s \in \mathbb{N}$, a point $Y \in \text{dom}_s(R)$, a minimal nc Fornasini–Marchesini realization $R$ centred at $Y$ of $R$, and a unital stably finite $\mathbb{K} -$ algebra $A$ which satisfies Property $I$, we have

$$\text{dom}_{A}(R) = \{ a \in A^d : I_s \otimes a \in \Omega_A(R) \} \quad (4.22)$$

and $I_s \otimes R^A(a) = R^A(I_s \otimes a)$ for every $a \in \text{dom}_{A}(R_A)$.

**Remark 4.16.** Let $n \in \mathbb{N}$ and consider the unital $\mathbb{K} -$algebra $A_n = \mathbb{K}^{n \times n}$. It is easily seen that $\text{dom}_{A_n}(R) = \text{dom}_n(R)$ and $R(a) = R^A_n(a)$, for every nc rational expression $R$ and $a \in \text{dom}_n(R)$. Therefore, Corollary 4.15 actually gives us another way of evaluating nc rational functions anywhere on their domain, that is by using the $A_n -$evaluation of the functions.
5. Stable Extended Domain

In this last section we use results from previous sections to show that the so-called stable extended domain of a nc rational function coincides with the domain of regularity of the function. We begin by recalling the definitions and some properties of the extended and stable extended domains of nc rational expressions and functions, see [47, 82] for more details.

Let $\Xi = (\Xi_1, \ldots, \Xi_d)$ be the $d$–tuple of $n \times n$ generic matrices, i.e., the matrices whose entries are independent commuting variables. Let $R$ be a non-degenerate nc rational expression. For every $n \in \mathbb{N}$ such that $\text{dom}_n(R) \neq \emptyset$, let $R[n] := R(\Xi)$, that is an $n \times n$ matrix whose entries are rational functions in $dn^2$ (commutative) variables. If $R_1$ and $R_2$ are $(\mathbb{K}^d)_{nc}$–evaluation equivalent nc rational expressions, then $R_1[n] = R_2[n]$ for every $n \in \mathbb{N}$ such that $\text{dom}_n(R_1), \text{dom}_n(R_2) \neq \emptyset$. Therefore, if $\mathcal{R} \in \mathbb{K} \langle \vec{\mathcal{X}} \rangle$ and $\text{dom}_n(\mathcal{R}) \neq \emptyset$, we define $\mathcal{R}[n] := R[n]$ for any $R \in \mathcal{R}$ such that $\text{dom}_n(R) \neq \emptyset$. Let the extended domain of $\mathcal{R}$ be

$$
edom(\mathcal{R}) := \bigcap_{n=1}^{\infty} \nedom_n(\mathcal{R}),$$

where $\nedom_n(\mathcal{R})$ is defined as the intersection of the domains of all entries in $\mathcal{R}[n]$, for such $n \in \mathbb{N}$ with $\text{dom}_n(\mathcal{R}) \neq \emptyset$ and $\nedom_n(\mathcal{R}) = \emptyset$ otherwise, thus $\nedom_n(\mathcal{R})$ is a Zariski open set in $(\mathbb{K}^{n \times n})^d$. This is the definition of the extended domain (at the level of $d$–tuples of $n \times n$ matrices) as it appears in [82]; in [47] there is a slightly different definition for the extended domain, but it turns out that the stable extended domains coming from these two different definitions do coincide, see Remark 5.6.

As pointed out in [82], the extended domain of regularity of a nc rational function $\mathcal{R}$ is not closed under direct sums, however this can be fixed by considering the stable extended domain of $\mathcal{R}$, that is

$$\nedom^{st}(\mathcal{R}) := \bigcap_{n=1}^{\infty} \nedom^{st}_n(\mathcal{R}),$$

where

$$\nedom^{st}_n(\mathcal{R}) := \left\{ X \in (\mathbb{K}^{n \times n})^d : I_m \otimes X \in \nedom_{mn}(\mathcal{R}) \text{ for every } m \in \mathbb{N} \right\}.$$ 

Thus, we have the relations

$$\text{dom}(\mathcal{R}) \subseteq \nedom^{st}(\mathcal{R}) \subseteq \nedom(\mathcal{R}), \quad (5.1)$$

while in [82, Theorem 3.10] it was shown that

$$\text{dom}(\mathcal{R}) = \nedom^{st}(\mathcal{R}) \quad (5.2)$$

for every $\mathcal{R} \in \mathbb{K} \langle \vec{\mathcal{X}} \rangle$ with $\text{dom}_1(\mathcal{R}) \neq \emptyset$. The proof of (5.2) is done by considering a descriptor realization and applying the ideas from [47], that is showing that both the domain and the stable extended domain of a nc rational function, that is regular at a scalar point, are equal to the invertibility set of the pencil which appears from such a minimal realization.
The purpose of this section is to generalize the equality in (5.2) for an arbitrary nc rational function $\mathcal{R} \in \mathbb{K}\langle \ell, \mathcal{X} \rangle$, by showing that $\text{edom}^{st}(\mathcal{R})$ coincides with the invertibility set of a pencil which corresponds to a minimal nc Fornasini–Marchesini realization of $\mathcal{R}$, while on the other hand the invertibility set coincides with $\text{dom}(\mathcal{R})$, as we already showed in Theorem 4.7. The generalization takes most of its ideas from [47] and [82], where the case of nc rational functions which are regular at a scalar point is considered, while invoking our results on realizations with a centre of an arbitrary size and the corresponding generalizations stated in Sect. 3.

In the spirit of [82, Lemma 3.4], we first show that the stable extended domain of any nc rational function is an upper (and lower) admissible nc set.

**Lemma 5.1.** Let $\mathcal{R} \in \mathbb{K}\langle \mathcal{X} \rangle$, then $\text{edom}^{st}(\mathcal{R})$ is a lower (and upper) admissible nc set.

**Proof.** Let $X^1 = (X^1_1, \ldots, X^1_d) \in \text{edom}^{st}_{n_1}(\mathcal{R})$ and $X^2 = (X^2_1, \ldots, X^2_d) \in \text{edom}^{st}_{n_2}(\mathcal{R})$. As $\text{edom}^{st}(\mathcal{R})$ is closed under direct sums (see [82, Proposition 3.3] for a proof), we have $X^1 \oplus X^2 \in \text{edom}^{st}_{n_1+n_2}(\mathcal{R})$ and hence $X^1 \oplus X^2 \in \text{edom}_{n_1+n_2}(\mathcal{R})$. Let $\Xi^{11} = (\Xi^{11}_1, \ldots, \Xi^{11}_d)$ be a $d$–tuple of $n_1 \times n_1$ generic matrices, $\Xi^{22} = (\Xi^{22}_1, \ldots, \Xi^{22}_d)$ be a $d$–tuple of $n_2 \times n_2$ generic matrices and $\Xi^{21} = (\Xi^{21}_1, \ldots, \Xi^{21}_d)$ be a $d$–tuple of $n_2 \times n_1$ generic matrices. Due to the simple fact that by inverting, taking products and taking sums of lower triangular block matrices, the outcome diagonal blocks only depend on the initial diagonal blocks, the denominators of the entries in the matrix

$$\mathcal{R}[n_1+n_2] \begin{bmatrix} \Xi^{11} & 0 \\ \Xi^{21} & \Xi^{22} \end{bmatrix} = \mathcal{R}[n_1+n_2] \begin{bmatrix} [\Xi^{11}_1 & 0] & \cdots & [\Xi^{11}_d & 0] \\ [\Xi^{21}_1 & \Xi^{22}_1] & \cdots & [\Xi^{21}_d & \Xi^{22}_d] \end{bmatrix},$$

are independent of (the entries of matrices in) $\Xi^{21}$, therefore $X^1 \oplus X^2 \in \text{edom}_{n_1+n_2}(\mathcal{R})$ implies that

$$\begin{bmatrix} X^1_1 & 0 \\ Z_1 & X^2_1 \\ \vdots & \vdots \\ Z_d & X^2_d \end{bmatrix} \in \text{edom}_{n_1+n_2}(\mathcal{R})$$

for every $Z = (Z_1, \ldots, Z_d) \in (\mathbb{K}^{n_2 \times n_1})^d$.

Finally, for every $\ell \geq 1$, it is easily seen that $I_\ell \otimes X^1 \in \text{edom}^{st}_{n_1+\ell}(\mathcal{R})$ and $I_\ell \otimes X^2 \in \text{edom}^{st}_{n_2+\ell}(\mathcal{R})$, these imply by the first part of the proof that

$$I_\ell \otimes X^1 \in \text{edom}_{n_1+n_2+\ell}(\mathcal{R}),$$

while on the other hand

$$I_\ell \otimes \begin{bmatrix} X^1 & 0 \\ Z & X^2 \end{bmatrix} = E(\ell, n_1+n_2)^T \begin{bmatrix} E(n_1, \ell) & 0 \\ 0 & E(n_2, \ell) \end{bmatrix},$$

$$I_\ell \otimes \begin{bmatrix} X^1 & 0 \\ Z \otimes I_\ell & X^2 \end{bmatrix} = E(\ell, n_1+n_2)^T \begin{bmatrix} E(n_1, \ell) & 0 \\ 0 & E(n_2, \ell) \end{bmatrix}^T E(\ell, n_1+n_2).$$
Using the fact that $edom(\mathcal{R})$ is closed under simultaneous conjugation, we conclude that
\[
I_\ell \otimes \left[ \begin{array}{c} X_1^1 & 0 \\ Z & X_2^1 \end{array} \right] = \left( I_\ell \otimes \left[ \begin{array}{c} X_1^1 & 0 \\ Z_1 & X_2^1 \end{array} \right], \ldots, I_\ell \otimes \left[ \begin{array}{c} X_1^d & 0 \\ Z_d & X_2^d \end{array} \right] \right)
\in \text{edom}_{(n_1+n_2)\ell}(\mathcal{R}), \forall \ell \geq 1,
\]
i.e., \[ \left[ \begin{array}{c} X_1^1 & 0 \\ Z & X_2^1 \end{array} \right] \in \text{edom}^{st}_{n_1+n_2}(\mathcal{R}) \] for every $Z \in (\mathbb{K}^{n_2 \times n_1})^d$. Similar arguments for upper block triangular matrices imply that $\text{edom}^{st}(\mathcal{R})$ is also upper admissible. □

Remark 5.2. The proof of Proposition 3.3 in [82] uses results from [40] for descriptor realizations (cf. [82, Lemma 3.2]), however if one wants to be self contained, we can do that by using similar arguments regarding nc Fornasini–Marchesini realizations (e.g., see Corollary 1.7 and Theorem 1.8, as the main use of realizations in the proof is the existence of such a realization with a good domination on the domain of the corresponding expression which represents the function).

As $\text{edom}^{st}(\mathcal{R})$ is an upper admissible nc set, we can now consider the nc difference-differential calculus of the nc function $f$, defined on each level by
\[
f[n] = \mathcal{R}[n] |_{\text{edom}^{st}_n(\mathcal{R})}, \forall n \in \mathbb{N}
\]
on its domain that is $\text{edom}^{st}(\mathcal{R})$.

Lemma 5.3. Let $\mathcal{R} \in \mathbb{K} \langle x \rangle$ and let $f$ be as in (5.3). For every two integers $k_1, k_2 \geq 0$ such that $k_1 + k_2 > 0$, $n \in \mathbb{N}$, $Y^1, \ldots, Y^{k_1+k_2} \in \text{dom}_n(\mathcal{R})$, $Z^1, \ldots, Z^{k_1+k_2} \in \mathbb{K}^{n \times n}$, and $\omega \in G_d$ of length $k_1 + k_2$, we have that
\[
\Delta^\omega f(Y^1, \ldots, Y^{k_1}, X, Y^{k_1+1}, \ldots, Y^{k_1+k_2})(Z^1, \ldots, Z^{k_1+k_2})
\]
is a matrix of rational functions which are all regular on $\text{edom}^{st}_n(\mathcal{R})$.

Proof. Let $W \in \text{edom}^{st}_n(\mathcal{R})$. By setting $Z^j = e_j \otimes Z^j$ (for $1 \leq j \leq k_1 + k_2$) and applying Lemma 5.1, we have
\[
\begin{pmatrix}
Y^1 & Z^1 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & Y^{k_1} & Z^{k_1} & 0 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix} \in \text{edom}^{st}_{n(k_1+k_2+1)}(\mathcal{R}),
\]
which means that $f(\Xi) = \mathcal{R}[n(k_1+k_2+1)](\Xi)$ is a matrix of rational functions
\[
dn^2(k_1 + k_2 + 1)^2
commuting variables) which are all regular at $P_W$, where $Ξ$ is a $d$–tuple of generic matrices of size $n(k_1 + k_2 + 1) \times n(k_1 + k_2 + 1)$. In particular, we can fix all of them, except for the ones which correspond to the location of $W$ in the block matrix, to obtain that also

$$f[n(k_1 + k_2 + 1)] \begin{pmatrix} Y^1 & Z^1 & 0 & \ldots & \ldots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots & \vdots \\ \vdots & \ddots & Y^{k_1} & Z^{k_1} & 0 & \vdots \\ \vdots & 0 & \ddots & Z^{k_1+1} & \ddots & \vdots \\ \vdots & 0 & \ddots & \ddots & \ddots & 0 \\ 0 & \ldots & \ldots & \ldots & \ldots & Y^{k_1+k_2} \end{pmatrix}$$

is a matrix of rational functions (in $dn^2$ commuting variables) which are all regular at $W$, where $Ξ'$ is a $d$–tuple of generic matrices of size $n \times n$. However, due to [49, Theorem 3.11], we know that the upper most right block matrix of the matrix in (5.5) is equal to

$$\Delta_ω f(Y^1, \ldots, Y^{k_1}, Ξ', Y^{k_1+1}, \ldots, Y^{k_1+k_2})(Z^1, \ldots, Z^{k_1+k_2}),$$

hence the matrix in (5.4) consists of rational functions, all regular at $W$, as needed. \qed

Now we are ready to prove that the stable extended domain of a nc rational function coincides with its domain of regularity, as well as with the invertibility set of any of its minimal realizations centred at a point in $\text{dom}_s(\mathcal{R})$, first on all levels which are multiples of $s$.

**Theorem 5.4.** Let $\mathcal{R} \in \mathbb{K}<X>$ and let $\mathcal{R}$ be a minimal nc Fornasini–Marchesini realization of $\mathcal{R}$, centred at $Y \in \text{dom}_s(\mathcal{R})$. Then

$$\text{edom}_{sm}^st(\mathcal{R}) = Ω_{sm}(\mathcal{R}) = \text{dom}_{sm}(\mathcal{R}), \forall m \in \mathbb{N}. \quad (5.6)$$

**Proof.** As $\mathcal{R}$ is a minimal nc Fornasini–Marchesini realization of $\mathcal{R}$, it follows from Theorem 4.9 that the coefficients of $\mathcal{R}$ satisfy the $L – LA$ conditions (cf. equations (2.3)–(2.8)), while Theorem 2.6 implies that $\mathcal{R} : Ω(\mathcal{R}) \rightarrow \mathbb{K}_{nc}$ is a nc function. In the proof of Theorem 3.5 (cf. equation (3.8)), we showed that $φ(W) = 0$ for every $m \in \mathbb{N}$ and $W \in Ω_{sm}(\mathcal{R})$, where

$$φ(X) := o^{(L)}Δ_{Δ_{R}}^{(L)}(X)c^{(R)}Λ_YY(X) – I_{Lm}, \quad (5.7)$$

$o^{(L)}$ and $c^{(R)}$ are constant matrices, $Λ_YY$ is the generalized linear pencil centred at $Y$, and $Δ_{Δ_{R}}^{(L)}$ is a block matrix with entries of the form

$$Δ_ω R(I_m \otimes Y^1, \ldots, I_m \otimes Y^l, X, I_m \otimes Y^l, \ldots, I_m \otimes Y^l)(Z^1, \ldots, Z^{k_1+k_2}),$$

where $Z^1, \ldots, Z^{k_1+k_2} \in \mathcal{E}_{sm}$. However, from Theorem 4.7 we know that $\mathcal{R}(X) = \mathcal{R}(X)$ for every $X \in Ω_{sm}(\mathcal{R})$ and also that $Ω_{sm}(\mathcal{R}) = \text{dom}_{sm}(\mathcal{R}) \subseteq \mathbb{R}$.
$edom_{sm}^{st}(\mathcal{R})$, thus $\mathcal{R}(X) = \mathcal{R} | _{edom_{sm}^{st}(\mathcal{R})} (X) = f(X)$ for every $X \in \Omega_{sm}(\mathcal{R})$ and $m \in \mathbb{N}$, therefore

$$\tilde{\varphi}(X) = 0$$

(5.8)

for every $X \in \Omega_{sm}(\mathcal{R})$, where

$$\tilde{\varphi}(X) = o^{(L)}(\Delta^{(\ell)} \epsilon^{(R)} \Lambda_{A \cdot Y}(X)) - I_{Lm} = [\tilde{\varphi}_{ij}(X)]_{1 \leq i, j \leq Lm}.$$

By applying Lemma 5.3 with $n = sm$ and $Y^1 = \ldots = Y^{k_1+k_2} = I_m \otimes Y$, we know that

$$\Delta^\omega f(I_m \otimes Y, \ldots, I_m \otimes Y, X, I_m \otimes Y, \ldots, I_m \otimes Y)(Z^1, \ldots, Z^{k_1+k_2})$$

are all matrices of rational functions which are regular on $edom_{sm}^{st}(\mathcal{R})$, therefore all $\tilde{\varphi}_{ij}$ are rational functions, regular on $edom_{sm}^{st}(\mathcal{R})$, for every $1 \leq i, j \leq Lm$.

As seen in Theorem 4.7, $\Omega_{sm}(\mathcal{R}) = dom_{sm}(\mathcal{R})$, so together with the trivial inclusion $dom_{sm}(\mathcal{R}) \subseteq edom_{sm}^{st}(\mathcal{R})$, we know that $\Omega_{sm}(\mathcal{R})$ is a non-empty Zariski open set and hence Zariski dense in $edom_{sm}^{st}(\mathcal{R})$. Therefore, as all the entries $\tilde{\varphi}_{ij}$ of $\varphi$ are rational functions which are regular on $edom_{sm}^{st}(\mathcal{R})$ and the equality in (5.8) holds in $\Omega_{sm}(\mathcal{R})$—which is a Zariski dense subset of $edom_{sm}^{st}(\mathcal{R})$—it follows that (5.8) holds for every $X \in edom_{sm}^{st}(\mathcal{R})$. To conclude, we showed that if $X \in edom_{sm}^{st}(\mathcal{R})$, then $\Lambda_{A \cdot Y}(X)$ is invertible, i.e., that $edom_{sm}^{st}(\mathcal{R}) \subseteq \Omega_{sm}(\mathcal{R})$.

On the other hand, we know from Theorem 4.7 that

$$\Omega_{sm}(\mathcal{R}) = dom_{sm}(\mathcal{R}) \subseteq edom_{sm}^{st}(\mathcal{R}),$$

hence the equality in (5.6). \qed

Finally, we show that the stable extended domain of a nc rational function coincides with its domain of regularity on all levels, hence coincide. Moreover, at each level they can be identified with the domain of the realization, i.e., the invertibility set $\Omega(\mathcal{R})$, up to some tensoring with the identity matrix.

**Corollary 5.5.** Let $\mathcal{R} \in \mathbb{K}[\mathcal{X}]$ and let $\mathcal{R}$ be a minimal nc Fornasini–Marchesini realization of $\mathcal{R}$, centred at $Y \in dom_s(\mathcal{R})$. Then

$$edom_n^{st}(\mathcal{R}) = dom_n(\mathcal{R}) = \{X \in (\mathbb{K}^{n \times n})^d : I_s \otimes X \in \Omega_{sn}(\mathcal{R})\}$$

(5.9)

for every $n \in \mathbb{N}$. Moreover, we get the equality

$$dom(\mathcal{R}) = edom^{st}(\mathcal{R}).$$

(5.10)

**Proof.** From Theorem 4.7 and the relations in (5.1), we know that

$$\{X \in (\mathbb{K}^{n \times n})^d : I_s \otimes X \in \Omega_{sn}(\mathcal{R})\} = dom_n(\mathcal{R}) \subseteq edom_n^{st}(\mathcal{R}).$$

On the other hand, if $X \in edom_n^{st}(\mathcal{R})$, then as $edom^{st}(\mathcal{R})$ is closed under direct sums $I_s \otimes X \in edom_{sn}^{st}(\mathcal{R})$, while Theorem 5.4 implies $I_s \otimes X \in \Omega_{sn}(\mathcal{R})$, as needed. Finally, it follows that

$$edom^{st}(\mathcal{R}) = \bigsqcap_{n \in \mathbb{N}} edom_n^{st}(\mathcal{R}) = \bigsqcap_{n \in \mathbb{N}} dom_n(\mathcal{R}) = dom(\mathcal{R}).$$

\qed
Remark 5.6. The definition of the extended domain in [47] is slightly different than the one in [82]. By the discussion in [47], the only case in which the extended domains might be different is when $K$ is a finite field, $\text{dom}_n(\mathcal{R}) = \emptyset$ but $\mathcal{R}$ can be evaluated on $d-$tuples of $n \times n$ generic matrices. This issue is resolved when moving to the stable extended domain, by taking amplifications as described in the proof of Corollary 5.5. The point is that if one follows the definition of the extended domain from [47], then the corresponding stable extended domain contains the domain of regularity and is closed under amplifications, so similarly to Corollary 5.5 we know that it coincides with the domain of regularity of the function.
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