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Abstract: Data Center Networks (DCNs) form the backbone of many Internet applications and services that have become necessary in daily life. Energy consumption causes both economic and environmental issues. It is reported that 10% of global energy consumption is due to ICT and network usage. Computer networking equipment is designed to accommodate network traffic; however, the level of use of the equipment is not necessarily proportional to the power consumed by it. For example, DCNs do not always run at full capacity yet the fact that they are supporting a lighter load is not mirrored by a reduction in energy consumption. DCNs have been shown to unnecessarily over-consume energy when they are not fully loaded. In this paper, we propose a new framework that reduces power consumption in software-defined DCNs. The proposed approach is composed of a new Integer Programming model and a heuristic link utility-based algorithm that strikes a balance between energy consumption and performance. We evaluate the proposed framework using an experimental platform, which consists of an optimization tool called LinGo for solving convex and non-convex optimization problems, the POX controller and the Mininet network emulator. Compared with the state-of-the-art approach, the equal cost multi-path algorithm, the results show that the proposed method reduces the power consumption by up to 10% when the network is experiencing a high traffic load and 63.3% when the traffic load is low. Based on these results, we outline how machine learning approaches could be used to further improve our approach in future work.
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1. Introduction

In recent years, energy consumption has become an important issue in a range of technology sectors such as Wireless Sensor Networks (WSN), Mobile Crowd Sensing (MSC), Internet of things (IoT) and Data Center Networks (DCN) [1–3]. Data centers aim to provide reliable and scalable computing infrastructure for massive Internet services [4]. Data centers promise several benefits such as: (1) flexibility without sacrificing forwarding performance; (2) high efficiency which is achieved by optimizing routing; (3) ease of deployment/administration; and finally, (4) cost reduction [5]. The recent Software-Defined Networking (SDN) paradigm decouples the network control plane from the data plane, as a result, the level of network programmability is increased. New SDN architectures make new, bespoke solutions for a wide range of networking issues possible. In terms of cost reduction in DCNs, two main strategies have been adopted: (1) smart energy management and (2) software-defined power consumption reduction. These approaches are similar. They have the same goal, which is to enhance the energy consumption efficiency by...
reducing redundancy and capital costs. According to the Energy Efficiency Status Report which was published by the European Commission Joint Research Center in 2012 in [6], the total energy consumption of data centers in 2007 was estimated to be 56 TWh. This constitutes 2% of the total energy consumption in the EU each year. It is expected that this power consumption will nearly double to reach 104 TWh/year in the future [6,7]. In the same context, in 2017, other studies showed that the energy consumption of DCNs was estimated to account for 1.4% of the global electricity energy usage and the Compound Annual Growth Rate (CAGR) was estimated to be 4.4% for the period 2007–2012. This is much higher than the projected 2.1% increase in global demand from 2012 to 2040 estimated in [8]. In Table 1, we summarize the study conducted in [6], which shows the decrease in energy consumption of DCNs achieved in Europe due to consolidation, virtualization and energy-efficient technologies especially in cooling over the period 2013 to 2020.

Table 1. Decreasing energy consumption in DCNs.

| Western Europe | 2013  | 2014  | 2015  | 2016  | 2017  | 2018  | 2019  | 2020  |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Net data center space (thousands of m²) | 10,256 | 10,221 | 10,105 | 10,055 | 9,875 | 9,555 | 9,365 | 9,155 |
| Average power density (kW/m²) | 1.1   | 1.1   | 1.2   | 1.2   | 1.3   | 1.3   | 1.2   | 1.3   |
| Total power usage (GW) | 11.3  | 11.2  | 12.1  | 12    | 12.8  | 12.4  | 11.3  | 10.9  |

It has been suggested that there are three different strategies that can be pursued to improve the energy power consumption of DCNs. The first approach consists of improving efficiency by being aware of the energy consumption associated with different types of traffic. This approach is inspired by the fact that network components are frequently underutilized. The key concept of this technique is to turn network components on and off based on traffic demand. It is projected that this strategy has the ability to save up to 50% of the total energy usage when traffic loads are low (for example, during the night) in the following studies [4,9–11]. The second approach focuses on making end-systems aware of possible energy savings. This class of approaches attempts to run underutilized physical server tasks on a fewer number of servers in SDN-based DCNs. Notable proponents of this approach include the authors of [12–15]. The third class of approaches is a rules placement technique. In this approach the central controller converts high-level policies into switch-readable rules. On the one hand, rules placement is considered to be an NP-hard problem and therefore, heuristic solutions are required. On the other hand, heuristic-based methods can not guarantee that the optimal solution will be found. There is an inherent trade-off between obtaining the optimal solution and having a solver which is practical, e.g., it runs in a short enough time to yield a solution which is useful in an engineering setting. In many cases, the complexity that results from the constraints required to obtain the optimum solution causes the performance of these solvers to be unpractical [15–18]. In recent years, Internet traffic volume has been growing exponentially due to the dramatic increase in the use of live video streaming, video games and social networks [19]. Managing network components by considering the footprint of traffic in DCNs has the potential for large energy consumption savings.

In this paper, we adopt a traffic-aware approach to reduce the power consumption in DCNs. We propose a new energy-efficient adaptive approach, which is called the Fill Preferred Link First (FPLF) algorithm. FPLF aims to maintain the QoS and the energy consumption of DCNs. This is achieved by continuously monitoring the traffic conditions of the DCN by utilizing the OpenFlow protocol [20] to obtain the topology state and data traffic information. It picks the most energy-efficient path that is below a pre-defined threshold value. We demonstrate that FPLF can maintain satisfactory QoS whilst reducing power consumption in DCNs.
This paper is organized as follows. Section 2 introduces various power consumption reduction techniques from the literature. The problem statement is given in Section 3. The proposed model is presented in Section 4. The proposed algorithm is presented in Section 5. The implementation and an analysis of the performance of the FPLF algorithm is presented in Section 6. We conclude by summarizing the key contributions and results in Section 7 and outline some future directions.

2. Related Work

This section presents important, recent studies which have adopted Integer Programming (IntP) to address the power consumption reduction challenge for DCN routing algorithms. We outline the strengths and limitations of current approaches. We start by considering DCN routing algorithms in enterprise and data center environments. The state-of-the-art forwarding approach uses Equal Cost Multipath (ECMP) to stripe flows across available paths using flow hashing statically [21]. Collisions overwhelm switch buffers and degrade the overall switch used. Due to this, static mapping of flows to paths does not account for the current network use or the size of the flows. To resolve this problem, Al-Fares et al. proposed an extensible and dynamic flow scheduling system called Hedera in [22]. Hedera is a system that exploits path diversity in DCN topologies to enable a near-ideal bisection bandwidth for a range of traffic patterns. Hedera collects flow information from constituent switches, computes non-conflicting paths for flows, and instructs switches to re-route traffic accordingly. Its goal is to maximize the aggregate network utilization bisection bandwidth. However, this approach impacts active flows by changing the paths as well as increasing power consumption levels.

The Elastic Tree algorithm was proposed by Heller et al. in [4]. This approach can dynamically change idle network devices to sleep mode to save energy. The study suggests that a topology-aware heuristic optimizer should split the flow and that it finds the link subset easily. ElasticTree’s experimental results reveal that it can achieve an energy saving of up to 50%. One drawback is that it does not consider the correlation among the flows. In light of this observation we add this type of constraint in our enhanced version of the model. The two-directions study presented by Luo et al. in [23] was called FLOWP. FLOWP attempts to achieve both power reduction and QoS. An IntP formulation for power-efficient flow scheduling was proposed. In the formulation, the network status and the minimum threshold for the efficiency of links and switches was considered. The result proved a saving of 30% was achievable and that the QoS was improved compared to the approach in [4]. Traffic-aware energy approaches for cloud computing infrastructure are introduced in [24], where two components are suggested: (1) The Data Manager (DM) to control the states of switches and to detect input traffic; (2) Power Manager (PM) to control the operating system modes of switches. The results reveal that all switches save up to 30–35% on average. The Next Shortest Path and Next Maximum Utility heuristics prioritized performance and energy savings, respectively. A single heuristic proposed by Assefa and Ozkasap in [25] maximized a parameter called the Energy Profit Threshold (EPT) to achieve both energy-saving and performance at the same time. Experiments using a real network architecture and traces provided by SNDLib [26] indicated that a 50% energy saving was possible. In the same context, the RESDN was also presented by Assefa and Ozkasap in [27] as an energy efficiency metric that quantified energy efficiency based on link utility intervals, the IntP formulation, and the method for maximizing the ratio for energy saving of the SDN network. A Genetic Algorithm-based heuristic was presented in [13] to minimize the number of modified rules and the network power consumption in flow tables. The authors’ aim was to minimize the cost of re-configuration in the flow tables when traffic volume changed. The results showed that the rule size reduction contributed to reducing power consumption by approximately 20%, compared to similar methods.

The approaches considered above look to deliver high QoS whilst achieving energy efficiency improvements. There exist methods that consider QoS from the perspective of link failure probability and the frequency of usage of links [28] but that do not consider...
energy efficiency. Finally, the authors in [1] introduced fast heuristic methods as well as iterative heuristic algorithms to select optimal controller placement and switch assignment to minimize total control traffic in SDN-based IoT networks with the goal of reducing power consumption. The study revealed that the algorithms achieved the near-optimal solution within a shorter computation time. However, it is possible that the framework for encoding prior information into path allocation could be adapted to consider the QoS-energy efficiency trade-off considered here.

Many of the above studies used Linear Programming and IntP to solve the problems and to give reasonable solutions which were scalable. However, some open problems need to be further investigated such as the ability to include other network operation conditions. For instance, traffic-aware methods should be able to support scalability as the traffic load gets larger. In this case the complexity of finding feasible solutions should also be considered. To address these challenges, this paper suggests an enhanced model that introduces an acceptable trade-off level between energy savings and network performance. This trade-off is suggested by the FPLF algorithm based on link utilization classification. A more detailed description of the approach is given in Section 5, but first, we define the problem and outline how the proposed solution operates.

3. Problem Statement and Proposed Solutions

For the majority of the time, it has been reported that the DCN is in a low-load state [5]. The problem is that energy consumption of DCN resources, such as links, is wasteful when the utilization level is low. This is because engaging certain equipment in DCN activities, e.g., routing, does not justify the additional cost of the associated energy consumption [4]. Therefore, our proposed approach causes a gradual increase in the number of active links as the traffic demand increases. The opposite strategy is pursued when the traffic demand is low.

Section 5 clarifies how the FPLF algorithm addresses this problem. In summary, the FPLP algorithm aims to minimize the level of power consumption subject to achieving an acceptable level of QoS. We continue by highlighting the general concept of the problem. A study which measured and modeled the power consumption of OpenFlow switches was published in 2014 [29]. The study summarized the sources of energy consumption in SDN, and one of those sources was active ports. According to the authors, the underutilization of links caused an increase in energy consumption due to an increase in the power consumption of ports. This is because the underlying technology used to establish a link is two ports between two switches. We conclude that minimizing the number of under-utilized links is one of the main factors that can be exploited to save power. Thus, the mission of FPLP is to maximize the benefit from using the set of active links and their capacity, i.e., to maximize the utilization of links.

We illustrate our approach in more detail in Figure 1. We construct a topology as an example in order to analyze the performance of the two forwarding methods we propose below. There are 20 switches and 16 hosts. Assume the links have the same bandwidth, BW. The source and destination hosts of data flows f_1 and f_2 are C, H, and D, G, respectively. The volume of traffic injected by f_1 and f_2 are V_1 and V_2, respectively. Assume that the flows are sent to the DCN simultaneously at t = 0. When flows arrive at 16, the FPLF algorithm checks the link utilization matrix so that it fills the active links to 90% of their maximum utility. This percentage utilization is targeted for performance reasons between the source and the destination. Once it is exceeded we open new paths. The end result is that we keep as many links as possible in the off state. From a routing perspective, the path 16 → 13 → 2 → 9 → 12 is shared between both of f_1 and f_2 if and only if the utility of the links is under the threshold value in the link utilization matrix.

At time t = 5, an additional flow is injected into the network. The host A sends the flow f_3 to the destination H. Assume that the total traffic volume of the flows exceeds the 90% target utilization, \( \sum_{i=1}^{3} V_i > 0.9 \), when f_3 arrives at A. FPLF checks the link utilization matrix again, and directly opens a new path 15 → 13 → 1 → 9 → 11 → 19 → 12 in response.
Note that this new path has more hops. In summary, FPLF classifies all the links in the first path as being overloaded links. As a result of this overloaded status, FPLF opens a new path and classifies the new path’s links as being under-utilized links. All the other links are classified as being idle links, i.e., unused links.

Figure 1. Motivational example of the FPLF algorithm’s behavior.

4. Proposed Model

We start first by outlining some of the notation that will be used in the rest of the paper. The notation is summarized in Table 2.

Table 2. List of notation.

| Parameter | Description |
|-----------|-------------|
| $S$       | Set of nodes (switches) in the DCN topology, $S = \{S_1, \ldots, S_n\}$ |
| $E$       | Set of edges where $e_{ij} \in E$ represents the connection between two switches $S_i$ and $S_j$ |
| $BW_{ij}$ | adjacency matrix scaled by the bandwidth of the edges $E$ equal to 1 Mbps for all links |
| $L_{ij}$  | $\begin{cases} 1, & \text{if } e_{ij} \text{ is active} \\ 0, & \text{otherwise} \end{cases}$ |
| $F$       | Set of flows $f = \{f, S_r, f, D_s, \lambda_f\}$ |
| $FR(f, i, j)$ | $\begin{cases} 1, & \text{if flow } f \text{ passes through edge } e_{ij} \\ 0, & \text{otherwise} \end{cases}$ |
| $U$       | Utilization matrix where $U_{ij}$ represents the utilization of the link $e_{ij}$ |
| $T$       | Input traffic matrix where $T_{ij}$ denotes input traffic of $e_{ij}$ |
| $C$       | Link-cost matrix where $C_{ij}$ denotes the cost of the link $e_{ij}$ |
| $k$       | number of the pods in the fat-tree topology |
| $ESP$     | energy-saving path |
| $s_r$     | source switch |
| $d_s$     | destination switch |

4.1. Network Model

The network topology is modelled as an undirected weighted graph $G = (S, E)$, which has a vertex-set, $S$, and an edge-set, $E$. Each node is an OpenFlow switch and the $i$-th switch is denoted $S_i$. The role of each switch is to forward information based on the path selected by the network controller. Each edge in the graph is a link. The link between $i$-th and $j$-th switches is denoted by $e_{ij}$. Network links can be in either ON or OFF mode.

We define the binary variables: $L_{ij}$ to confirm the current mode state. The value of $L_{ij}$ is 1 if the link between switches $i$ and $j$ is active. In other words, the link can transmit packets between two ports. The value of $L_{ij}$ is 0 otherwise. In order to capture the flows traversing the topology, the variable $FR(f, i, j)$ takes the value 1, which means that $f$ traverses the edge $e_{ij}$. If $e_{ij}$ is not traversed by the flow $FR(f, i, j)$, it is set to 0. The link utilization $U_{ij}$ represents the ratio of the size of the flows passing through the edge $e_{ij}$ and the link bandwidth $BW_{ij}$. When this ratio is scaled by 100, the utility of a link ranges from 0 to 100%.

A link utilization matrix, $U$, is constructed by considering the utilization of each edge. The traffic of the DCN is represented by the set of flows $F$, where each $f \in F$ is defined as $f = \{f, S_r, f, D_s, \lambda_f\}$. A flow represents a group of packets which have the same source and destination address, that travel along the same route to reach their destination. The source
and destination switches are denoted by $s_r$ and $d_s$, respectively. Finally, the packet rate of flow $f$ is denoted $\lambda_f$ and is measured in bits per second.

### 4.2. Optimization Model

In this model, we consider the links as the main energy-saving components in the network. To accommodate the provided traffic, the model uses the set of active links which has the smallest cardinality. The optimization model considers the following problem characteristics: (1) the optimization model’s parameters refer to a snapshot of the network state for the sake of simplicity. This means that the model considers the network state at a specific moment of time; (2) the model starts with a standard multi-commodity flow problem. The constraints include flow conservation, link capacity, demand satisfaction, and the total number of active links; and finally, (3) splitting a single flow into packets across multiple links in the topology could save the energy by increasing overall link utilization. However, the reordered packets at the destination, due to varied path delays, can degrade the performance. As a result, we incorporate restrictions into our formulation based on the entire flow.

We assume that all the links have the same energy consumption at the beginning. The objective function is defined as

$$\text{minimize } \left( \sum_{i=1}^{n} \sum_{j=1}^{n} L_{ij} \right).$$

The objective function in Equation (1) minimizes the number of active links, which reduces the energy consumption in turn. We set $L_{ij} = 0$, when there is no physically connection between $S_i$ and $S_j$. When a physical link does exist, the value of the link is either 0 or 1 depending on the traffic demand. The model also takes into account the correlation between the links and traffic volume. Therefore, the first and second constraints, which are defined in Equations (2) and (3), respectively, define the relationship between the traffic volume and link state,

$$\frac{T_{ij}}{BW_{ij}} \leq L_{ij}, \quad \forall e_{ij} \in E, \text{ and }$$

$$U_{ij} = \sum_{f \in F} FR(f, i, j) \cdot \lambda_f, \quad \forall e_{ij} \in E.\quad (3)$$

The third constraint is defined in Equation (4). It states that the utility of each link should be less than the link capacity $BW_{th}^l$ minus the current flows described by the input traffic matrix. This constraint acts to bound the value of $U_{ij}$, by considering the active flows $f_{ij}$ and their packet rate values $\lambda_f$,

$$U_{ij} \leq BW_{th}^l - T_{ij}, \quad \forall e_{ij} \in E.\quad (4)$$

The fourth and fifth constraints in Equations (5) and (6) guarantee the path of each flow goes from a source to a destination,

$$\sum_{i=1}^{n} FR(f, f.S_r, i) = 1, \quad \forall f \in F,\quad (5)$$

$$\sum_{i=1}^{n} FR(f, i, f.D_r) = 1, \quad \forall f \in F.\quad (6)$$

To avoid packet loss, the sixth constraint in Equation (7) states that the incoming and outgoing flows of the transit switches, which are neither sources nor destinations, should be equal,
\[
\sum_{i=1 \atop i \neq s(f)}^{n} FR(f, i, j) = \sum_{i=1 \atop i \neq d(f)}^{n} FR(f, j, i), \quad \forall f \in \mathcal{F}, j \in \mathcal{S}.
\] (7)

To avoid the looping between nodes, we formulate the seventh constraint as follows in Equation (8),
\[
FR(f, i, j) + FR(f, j, i) \leq 1, \quad \forall f \in \mathcal{F}, i, j \in \mathcal{S}.
\] (8)

Finally, the eighth constraint in Equation (9) illustrates the correlation between links and flow status variables, by pointing out that the link should be active if there is at least one flow that passes through it,
\[
FR(f, i, j) \leq L(i, j), \quad \forall f \in \mathcal{F}, i, j \in \mathcal{S}.
\] (9)

4.3. IntP formulation

Our goal is to obtain the optimal solution, which performs appropriate link and flow assignments, so that the traffic demands are satisfied. However, determining the best flow assignment is an NP-complete problem according to the analysis in [4].

We implement our proposed model in LinGo [30], which is a high-level language for optimization modeling. The inputs to the model are summarized by the notation in Table 2. They include: the topology (fat-tree made up of \( k = 4 \)), where disabled links have their status set to zero; the capacity of the link (1 Mbps); the current state of the DCN traffic \( T_{ij} \); and finally, flows \( f = (f.S_r, f.D_s, \lambda_f) \) which are described by their source, destination, and speed rate. The output of the optimizer is defined in Equation (10). The output of the solver is the paths defined by the active links \( L_{ij} \) for each flow and the current link utilization \( U_{ij} \) which increases and decreases according to the traffic input matrix, \( T_{ij} \),

\[
\begin{pmatrix}
(L_{ij})_{n \times n}, (U_{ij})_{n} \\
\{FR(f, i, j) \mid f \in \mathcal{F}, e_{ij} \in \mathcal{E}\}
\end{pmatrix} \leftarrow \text{LinGo}\left((BW_{ij})_{n \times n}, \mathcal{F}, (T_{ij}^{\text{input}})_{n \times n}\right).\] (10)

Regular network optimization models determine the optimal (shortest, fastest, cheapest, etc.) route from the source to the destination at a given time. In contrast, our model can determine more paths at a time. In addition, it works like a “multi-layer” network optimization model, where the model finds not only one optimal route for one flow with a source and destination but for multiple input flows at a given time. It defines optimal paths for all the input flows, as well as managing the current state of the network. It gets the current traffic load as an input in parallel with new flow demands, which are then considered when determining the optimal paths.

We inject different burst sizes and numbers of random flows into the DCN in order to evaluate our approach. The results in Table 3 show the global optimal solutions for each status. The number of flows appears in the second column. The size of the model (variables and constraints) increases in parallel with the number of flows. In this state, the model runtime is enormous when there are greater than \( \approx 100 \) flows active at a time, because of the large number of integer variables. We conclude that the limitation of the IntP model is the long runtime when there are multiple, complex flows of traffic. In response, we develop a heuristic algorithm which has the same goal, i.e., to minimize the number of active links in DCNs, in the next section.
Table 3. LinGo test analysis.

| Case | No. of Flows | Objective Value | Total Variables | Integer Variables | Total Constraints | Memory (kB) | Runtime (s) |
|------|--------------|-----------------|-----------------|-------------------|------------------|------------|------------|
| 1    | 120          | 35              | 156,912         | 155,616           | 319,249          | 51,179     | 9891.79    |
| 2    | 110          | 32              | 142,656         | 141,360           | 290,341          | 46,542     | 275.24     |
| 3    | 100          | 32              | 130,992         | 129,696           | 266,689          | 42,747     | 219.28     |
| 4    | 90           | 33              | 118,032         | 116,736           | 240,409          | 38,531     | 452.84     |
| 5    | 80           | 30              | 105,072         | 103,776           | 214,129          | 34,315     | 45.53      |
| 6    | 70           | 31              | 90,816          | 89,520            | 185,221          | 29,678     | 49.00      |
| 7    | 60           | 29              | 77,856          | 76,560            | 158,941          | 25,463     | 12.38      |
| 8    | 50           | 29              | 66,192          | 64,896            | 135,289          | 21,247     | 16.89      |
| 9    | 40           | 28              | 51,936          | 50,640            | 106,381          | 17,031     | 4.37       |
| 10   | 30           | 28              | 38,976          | 37,680            | 80,101           | 12,858     | 3.22       |
| 11   | 20           | 24              | 26,016          | 24,720            | 53,821           | 8599       | 2.22       |
| 12   | 10           | 19              | 14,352          | 13,056            | 30,169           | 4805       | 1.34       |
| 13   | 5            | 17              | 7872            | 6576              | 17,029           | 2697       | 0.79       |

5. Proposed Power Consumption Method

As in the proposed IntP Objective Function in Section 4.2, the intuition behind our FPLF algorithm is minimizing the energy consumption of DCN. This is achieved by maximizing the link utilization in Equation (11), which is defined for the aggregation and core layer switches,

\[
\max \left( \frac{\sum_{\epsilon \in E} T_{ij}}{BW_{th}} \right), \quad \forall e_{ij}.
\]  

(11)

Therefore, the FPLF algorithm forces all switches to use the specified link as long as its bandwidth is underutilized. Otherwise, when the link exceeds the threshold value, 90%, of the bandwidth, the FPLF algorithm redirects flows to the shortest alternative path based on a Dijkstra-like algorithm. Before FPLF starts, comprehensive statistics on traffic within the DCN must be available. For this purpose, we developed a small monitoring model.

5.1. Monitoring Model

As a pre-requisite, to enable FPLF to properly work, we developed a small monitoring model to collect all statistics, i.e., real-time traffic from each node by utilizing the OpenFlow protocol 1.0. The OpenFlow protocol provides extensive statistics like flow, port, and group table statistics. In our case, each link consists of two ports, therefore we collect port statistics by sending the OpenFlow “port stats request messages” to all switches, periodically. When receiving the response messages, the monitoring model extracts the bytes and packets aggregation values. Then, according to the relation equation between those regular intervals, the monitoring model calculates the instantaneous traffic change value for each link,

\[
\text{instantaneous traffic} = \text{current state of traffic} - \text{last state of the traffic}.
\]  

(12)

5.2. FPLF-Adaptive Algorithm Components

FPLF incorporates three components. We begin by describing the Link-Utility (LU) calculation component. This component is responsible for calculating the utilization matrix \( U \), which stores the utility, \( U_{ij} \), for all the links. We continue by describing the Link-Cost (LC) component, which returns the link-cost matrix \( C \). This matrix includes the costs \( C_{ij} \) of all the links. Finally, the Fill-Shortest Path (FSP) component forces the forwarding elements
to utilize the specified links as long as the bandwidth $BW_{ij}$ bound is satisfied. The pseudo code of LU component is outlined in Algorithm 1. The input parameters are the traffic demand set, $F$, and the underlay network graph, $G$, i.e., a Fat-Tree in our case. When a traffic flow $f = (f.S_r, f.D_s, \lambda_f)$ passes through a link $e_{ij}$, its corresponding utility $U_{ij}$ is increased by $\frac{\lambda_f}{BW_{ij}}$. The LU component returns the utilization matrix $U$ which describes the links as being overloaded, idle, or under-utilized. The pseudo code of LC is illustrated in Algorithm 2. This algorithm computes the cost value for each link $e_{ij}$. The input parameters are the utilization matrix $U$ and the graph $G$. According to the utility values $U_{ij}$, the LC algorithm classifies the links to be either overloaded, idle or under-utilized and it sets a different cost $C_{ij}$ for each link as a result of this classification. The cost values that are generated by this component are used as an input to the FSP component. The pseudo-code for FSP is illustrated in Algorithm 3. The FSP component computes the shortest path for a given flow, $(f.S_r, f.D_s, \lambda_f)$. The input parameters are the network graph, $G$, the link-cost matrix, $C$, and the incoming flows $(f.S_r, f.D_s, \lambda_f)$. The FPLF algorithm fills the preferred links by selecting paths with under-utilization links. As the traffic volume increases, under-utilized links gradually become overloaded links, and the FPLF algorithm compels the FPS component to select idle links to meet the traffic demand. Thus, the FPS component finds the most energy-saving path for the flow, depending on the cost values, namely overload, idle, under-utilization of the links that are obtained from the LC algorithm. It is worth mentioning that if all links become loaded, the FPLF algorithm shares new traffic demand as overload traffic between the links. In terms of algorithm time complexity, the FPLF algorithm has order $O(|S|^2)$ complexity as it depends on Dijkstra algorithm to pick paths based on the minimum number of hops.

Algorithm 1: Link-Utility.

Input : Fat-Tree topology $G$, traffic demand $F$
Output: utilization matrix $U$ of all links

1. $U = 0$
2. foreach edge $e_{ij} \in G$ do
   3.     $U = 0$
   4.     foreach $(f.S_r, f.D_s, \lambda_f) \in F$ passing through $e_{ij}$ do
      5.         $U_{ij} \leftarrow U_{ij} + \frac{\lambda_f}{BW_{ij}}$
   6.     end
   7. end
8. sleep()

Algorithm 2: Link-Cost.

Input : utilization matrix $U$, Fat-Tree topology
Output: link-cost matrix $C$

1. $\forall C_{ij} \leftarrow \text{cost\_default}() \triangleright idle U_{ij}$
2. foreach edge $e_{ij} \in G$ do
   3.     if $U_{ij} > BW^{th}$ then
      4.         $C_{ij} \leftarrow \text{cost\_high}() \triangleleft overload e_{ij}$
   5.     end
   6. else
      7.         $C_{ij} \leftarrow \text{cost\_low}(U_{ij}) \triangleright underutilization e_{ij}$
   8. end
9. end
10. sleep()
Algorithm 3: Fill-Shortest Path (Dijkstra-like algorithm).

**Input**: Fat-Tree topology \( G \), flow \((f,S_r,f,D_s,f,\lambda_f)\), link-cost matrix \( C \)

**Output**: energy-saving path \( ESP \)

1. Set all switches unvisited with weight \(+\infty\)
2. Set the weight of \( S_r \) to 0
3. **while** \( \exists \) unvisited switch do
   4. \( S_i \leftarrow \) unvisited switch with lowest weight \( W_i \)
   5. Add \( S_i \) to \( ESP \)
   6. Set \( S_i \) visited
   7. if \( S_i = d_s \) then
      8. **break**
   **end**
   9. **foreach** unvisited \( S_j \) in neighborhood of \( S_i \) do
      10. \( W_j \leftarrow \min(W_j, W_i + C_{ij}) \)
   **end**
**end**

6. Proposed Framework and Implementation

The experimental platform is constructed using the Mininet network emulator [31], and the POX controller which is run using Ubuntu 20.04.2 LTS 64-bit. The network topology is imported from the Fast Network Simulation Setup (FNSS) [32], and the FPLF algorithm is implemented using the POX controller as POX modules. To generate network traffic from servers within a DCN, the Distributed Internet Traffic Generator (D-ITG) [33] platform is used. The architecture is shown in Figure 2.

![Architecture of the proposed framework and its components](image)

Figure 2. Architecture of the proposed framework and its components: the primary contribution is the FPLF algorithm and the traffic-aware optimizer blocks. OpenFlow was used on the southbound interface and POX Python APIs were used on the northbound interface.

To demonstrate that the FPLF algorithm has an adaptive primary function proportional to traffic demand, we will experiment with different scenarios of traffic demand.
6.1. Experiment Design and Simulation Results

We now explore the possible energy savings of the FPLF algorithm over both low, i.e., multiple small-size flows, and high traffic demand, i.e., multiple large size flows. We considered fat-tree topology with $k = 4$, as depicted in the data plane of Figure 2 in our experiments. We deployed a D-ITG transmitter onto the terminal of each sender server, i.e., A-H, and a D-ITG receiver onto the terminal of the servers M-P. In essence, D-ITG was used to inject high and low traffic load in the simulated network. Two UDP traffic patterns were simulated here, namely, low and high traffic. We set the simulation time to be 2 min for the low traffic case and 8 min for the high traffic. The packet size used for both patterns was 512 bytes. The flow rate of low traffic was constant and set to 10 packets per second, whereas, the high traffic was set to range over 10 to 400 packets per second. Traffic was generated between the servers in Figure 2.

The results show that the FPLF algorithm collected all traffic in one core switch as a best-case when the utility of the links of the paths was below the threshold value, i.e., low traffic demand. This leads to the most significant energy savings because the FPLF algorithm reduces the number of used core switches to the minimum number of links with an idle:active ratio of $1:\sqrt{E_{\text{core}}}$. Figures 3a and 4a show the power saving paths and a time-varying utilization that is lower than the threshold value, respectively.

![Figure 3. Low traffic load](image)

![Figure 3. High traffic load](image)

**Figure 3.** Forward (→), downward (←), and unused (–) paths are illustrated along with the cumulative traffic which is being served by DCN nodes: ⚫ > 10 Mb, ⚪ 500 kb–10 Mb, ⬜ < 500 kb.

Table 4 illustrates the first 33 s from the low traffic scenario events with the responses of the FPLF algorithm for each burst of flows. The remaining 87 s are not shown due to the lack of events, except for the utility of download link (D-L (2,17)) gradually decreasing until the end of the simulation.
Table 4. Low traffic scenario events that were generated and had server P as the traffic’s destination.

| Source | Number of Flows | Start Time (s) | End Time (s) | D-L Utility (2,17) | FPLF-Action | Number of the Core Switches |
|--------|-----------------|---------------|-------------|-------------------|-------------|---------------------------|
| A, B   | Single/Multiple small | 0             | 100         | increased from 0 to 1.7 | Install-ESP | 1                         |
| C, D   | Single/Multiple small | 3             | 105         | increased from 1.7 to 0.22 | Install-ESP | 1                         |
| E, F   | Single/Multiple small | 10            | 115         | increased from 0.22 to 0.25 | Install-ESP | 1                         |
| G, H   | Single/Multiple small | 15            | 120         | increased from 0.25 to 0.37 | Install-ESP | 1                         |
| I, J   | Single/Multiple small | 20            | 120         | increased from 0.37 to 0.51 | Install-ESP | 1                         |
| K, L   | Single/Multiple small | 33            | 120         | fluctuated between 0.51 and 0.47 | Install-ESP | 1                         |

In the second experimental scenario, we increased the traffic gradually until the link-utilization value exceeded the threshold. The FPLF algorithm responded to this change by balancing the traffic among core switches to meet the traffic demands as well as to maintain the QoS. This scenario can be considered as the worst-case scenario due to the lower energy saving. In summary, as the demand continued to increase, the FPLF algorithm filled all available links and power savings became minimum because every link in the network was utilized. Figures 3b and 4b show that the load balancing paths and the link-utility of core switches was higher than the threshold value, respectively.

![Low Traffic](image1)
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Figure 4. The link utilization is illustrated for both scenarios. The utility is less than the threshold for low traffic and it exceeds the threshold for high traffic scenarios.

Figure 4b clarifies that the FPLP algorithm distributes the traffic according to the number of available core switches. Members of the download links set \{(1, 17), (2, 17), (3, 18), (4, 18)\} all exceeded the threshold value except for the link, (3, 18), whose link-utilization value fluctuated (illustrated with grey colour). Recall that the IntP model in Section 4.2 required a long time to find the optimal solution for this type of complex set.
of flows. In contrast, the FPLF algorithm, which is a heuristic algorithm, found a feasible solution, which explains why the link (3, 18) was not fully utilized. Tables 5 and 6 illustrate the flows patterns, durations and the total events of the high traffic scenario along with the responses of the FPLF algorithm to each burst of flows.

**Table 5.** High traffic flow details.

| Source | Destination | Flows Description |
|--------|-------------|-------------------|
| A,B,C  | M           | Between 0 to 11 s, started with multiple small flows, after 140 s from the time of simulation, burst with large flow, i.e., high traffic |
| D,E,F  | N           | Between 0 to 11 s, started with multiple small flows, after 190 s from the time of simulation, burst with large flow, i.e., high traffic |
| G,H,I  | O           | Between 9 to 30 s, started with multiple small flows, after 190 s from the time of simulation, burst with large flow, i.e., high traffic |
| G,K,L  | P           | Between 21 to 28 s, started with multiple small flows, after 190 s from the time of simulation, burst with large flow, i.e., high traffic |

**Table 6.** High traffic event details.

| Events Time (s) | D-L Utility (1, 18) | D-L Utility (3, 18) | D-L Utility (2, 17) | D-L Utility (4, 18) | FPLF-Action | Number of the Core Switches |
|-----------------|---------------------|---------------------|---------------------|---------------------|-------------|-----------------------------|
| 0 TO 136        | 0                   | 0                   | 0                   | 0                   | 0 increased to 0.6 | Install-ESP 1               |
| 136 TO 190      | 0                   | 0                   | 0                   | 0.6 increased to 0.96| Install-ESP 1  |                             |
| 190 TO 200      | 0                   | 0.3 increased to 0.96| 0                   | 0.96                | Install-ESP 2  |                             |
| 200 TO 202      | 0                   | 0.96                | 0 increased to 0.96 | 0.96                | Install-ESP 3  |                             |
| 202 TO 205      | 0 increasing to 0.96| 0.96                | 0.96                | 0.96                | Install-ESP 4  |                             |
| 205 TO 440      | 0.1.8 fluctuated between 0.96| 0.96| 0.96| 0.96| No action 4 |
| 440 TO 466      | 0                   | 0.96                | 0.96                | 0.96                | No action 3    |                             |
| 466 TO 470      | 0                   | 0.57 decreased to 0.57| 0.96| 0.96| No action 3 |
| 470 TO 486      | 0                   | 0.96 decreased to 0 | 0.96 decreased to 0 | 0.96 decreased to 0| No action 0    |                             |

The cumulative traffic values in Figure 3a illustrate how the switches are utilized during the simulation time depending on the utility of the link. In the first scenario, the sub-path nodes 2 → 17 → 20 have high cumulative values due to the energy-saving path returned by the FPLF algorithm. Moreover, in the second scenario because the traffic was gradually increased from low to high, Figure 3b shows different cumulative values to core switches (T2 < T1 < T3 < T4), corresponding to link utilization values in Figure 4b, where core switch number 4 and the download switches (i.e., switches located along the downward path) have high cumulative values. This happened because the FPLF algorithm selected an energy-saving path in the first 3 min of the simulation, and after that the algorithm started to gradually open new paths to accommodate the traffic and to meet the QoS requirement.

### 6.2. Performance Evaluation

In order to gauge the performance of the proposed method, we compared our work to the ECMP approach, which is described in [22]. Two metrics were considered: (1) power consumption and (2) number of utilized links.

The FPLF algorithm outperformed ECMP in both cases (low and high traffic). In low traffic cases, which is illustrated in Figure 5b, the FPLF algorithm reduced the number of links by installing energy-saving paths in DCN’s switches. Intuitively, the number of utilized links and switches should increase proportionally with increasing traffic to meet QoS targets. That is what happens in Figure 5a, which illustrates the low latency...
of the FPLF algorithm with a sudden spiking of traffic in a short time, compared to the ECMP algorithm, to accommodate the increase in traffic. While the FPLF algorithm returns 16 paths with 27 links, ECMP in comparison returns 16 paths with 30 links. This suggests that the FPLF algorithm is more traffic-aware. Since the number of downward links from core switches is four, as shown in Figure 3, bursty high traffic from all other servers leads to these four links being filled, and adding any new upload link is useless; therefore, the algorithm settles on 27 links.

![Graph of DCN link usage under different traffic load scenarios.](image)

**Figure 5.** The DCN link usage under different traffic load scenarios.

In this study, two important QoS criteria were considered: (1) the algorithm response time, i.e., latency and (2) the number of dropped packets. Figure 5a shows FPLF has a high response (i.e., low latency) to unexpected changes in traffic over time. We observed this when the traffic reached the maximum value of 20 Mbps. The FPLF algorithm stabilized with the fixed number of links (27) at simulation time, 130 s, until the end of the experiment. In contrast, ECMP stabilized only after 190 s. That means the ECMP experienced a delay of 70 s before it achieved the same QoS as the FPLF algorithm. However, this delay decreased to 10 s in the low traffic scenario in Figure 5b. One of the crucial metrics that describes the performance of FPLF in the high traffic case is the number of dropped packets. Therefore, during the same power consumption level testing, we used DITG decoder logs to record the results in Tables 7 and 8. Overall, it can be concluded from the above tables that FPLF has a lower percentage of dropped packets compared to ECMP. Minimizing the number of links reduces the amount of power used by turning off the ports and switches it connects. How the percentage of saved links is computed is described in Equations (13) and (14).

\[
\text{Active Links} = \sum_{e_{ij} \in E} L_{ij}, \quad (13)
\]

\[
\text{Links saved} = \left(1 - \frac{\text{Active Links}}{|E|}\right) \cdot 100\%. \quad (14)
\]

According to the above metrics, the FPLF algorithm exhibits the best energy saving in all traffic volume scenarios. The least of the best energy saving is 15.625% in high traffic and 65.625% in low traffic, while the state-of-the-art algorithm recorded a 6.25% energy saving in both scenarios. Moreover, the energy-saving ratio (Equation (15)) between the power consumption of both ECMP and FPLF in terms of active links under the same traffic conditions is 10% in high traffic and 63.3% in low traffic. The energy-saving ratio is defined as
energy-saving ratio = \left[ 1 - \frac{\text{FPLF Active Links}}{\text{ECMP Active Links}} \right] \cdot 100\%. \quad (15)

We draw the following conclusions based on the results reported so far. The FPLF algorithm can find application in the DCNs which serve various traffic patterns (i.e., various traffic loads). For instance, during night times (e.g., when the traffic load is low), the FPLF algorithm has the chance to save up to 65.625% of the total energy consumed, which reduces network operating costs. During periods of large usage, such as rush hour, e.g., when the traffic load is high, the FPLF algorithm can distribute traffic load between switches at low latency, (i.e., the transition time between traffic patterns), which helps to maintain the network performance.

Table 7. Number of dropped packets for the ECMP algorithm.

| Destination Server | Total Time (s) | Total Received Packets | Packets Dropped-ECMP | Packets Dropped % |
|--------------------|----------------|------------------------|----------------------|-------------------|
| M                  | 429            | 58,614                 | 128                  | 0.22%             |
| N                  | 326.6          | 53,329                 | 157                  | 0.29%             |
| O                  | 335.6          | 53,413                 | 206                  | 0.38%             |
| P                  | 439.7          | 59,053                 | 415                  | 0.70%             |

Table 8. Number of dropped packets for the FPLF algorithm.

| Destination Server | Total Time (s) | Total Received Packets | Packets Dropped-FPLF | Packets Dropped % |
|--------------------|----------------|------------------------|----------------------|-------------------|
| M                  | 414            | 58,360                 | 152                  | 0.26%             |
| N                  | 322            | 56,705                 | 117                  | 0.21%             |
| O                  | 330            | 59,671                 | 115                  | 0.19%             |
| P                  | 423            | 62,706                 | 114                  | 0.38%             |

6.3. Limitations

As a result of these experiments, we discuss the disadvantages of the FPLF algorithm. It is a heuristic algorithm and so it is unlikely to achieve the optimal solution. In addition, in its current form, the FPLP algorithm is unable to distribute the traffic load between switches according to the type of traffic that constitutes the flows, i.e., DNS, Ping, voice, video and so on. Figure 6 shows the core switch 4 in the proposed framework as it forwards different flows from the aggregation layer. It is not aware of fault-tolerance values for those flows. Consequently, this might lead to unfair sharing of switches because of the possibility of the FPLF algorithm combining the low or high flows’ fault-tolerance on one switch. We believe that combining machine learning classification techniques, for example, based on the features used in approaches such as [34] and the classifiers in [35], with the FPLF algorithm would lead to a more fair sharing of switches. In terms of the FPLP algorithm’s time complexity, this might be reduced if the FPLF searched subgraphs for paths instead of the entire graph using a variant of the approach in [36]. The challenge here lies in how to guarantee that we can obtain a path from multiple sub-graphs.
7. Conclusions

In this paper, we presented an IntP model for traffic and energy-aware routing based on link utility information for SDN-based DCNs. We tested the IntP model by using the high-level linear programming tool LinGO. Multiple and complex flow cases were used, which showed that the proposed model could determine more paths at a time, although there were some limitations in the cases of high flow volumes. We also proposed a link utility-based heuristic algorithm called FPLF that struck a compromise between energy saving and performance. The FPLF algorithm was evaluated using a real DCN topology with high and low traffic volumes. The experimental evaluation was executed by using the high-quality emulator, Mininet. The FPLF algorithm was implemented as a model using the POX controller. Comparative experimental results showed that FPLF outperformed the existing routing algorithm, ECMP, in balancing how high traffic levels were served across the DCN topology. It achieved up to 10% energy savings in high traffic and 63.3% in low traffic scenarios. As future work, we will enhance the computational performance associated with solving an IntP problem in this setting by considering some predefined estimates of the objective value using heuristic approaches such as those outlined in [37–39]. We are also planning to build a quick definition model for the feasible solution so that we can provide the theoretical upper bound for the objective value. This predefined bound will be used to reduce the number of iterations required to solve the IntP problem with a branch and bound algorithm. Moreover, we aim to develop a new flow estimation model to enhance the FPLF performance as well as to analyze the effect of the model in terms of energy-saving and scalability by utilizing community detection and path anatomy techniques [36].
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