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Abstract In this paper, we propose a dynamic alternating direction method of multipliers for two-block separable optimization problems. The well-known classical ADMM can be obtained after the time discretization of the dynamical system. Under suitable condition, we prove that the trajectory asymptotically converges to a saddle point of the Lagrangian function of the problems. When the coefficient matrices in the constraint are identity matrices, we prove the worst-case $O(\frac{1}{t})$ convergence rate in ergodic sense.
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1 Introduction and preliminaries

In this paper, we study the following two-block separable optimization problem:

$$\min_{x \in H; z \in G} f(x) + g(z)$$

s.t. $Ax + Bz = b,$

(1.1)

where $H$, $G$ and $K$ are real Hilbert spaces, $f : H \to \mathbb{R}$ and $g : G \to \mathbb{R}$ are both proper, convex and lower semicontinuous functions, $A$ and $B$ are linear continuous operators such that $A \neq 0$ and $b \in K$.

The Lagrangian function of problem (1.1) is defined:

$$\mathcal{L} : H \times G \times K \to \mathbb{R},$$

$$\mathcal{L}(x, z, y) = f(x) + g(z) + \langle y, b - Ax - Bz \rangle.$$ A point $(x^*, z^*, y^*) \in H \times G \times K$ is called the saddle point of $\mathcal{L}$, if

$$\mathcal{L}(x^*, z^*, y^*) \leq \mathcal{L}(x, z, y^*) \leq \mathcal{L}(x^*, z^*, y),$$

$\forall (x, z, y) \in H \times G \times K.$

As we all know, $(x^*, z^*, y^*)$ is the saddle point of $\mathcal{L}$ if and only if $(x^*, z^*)$ is the optimal solution of (1.1) and $y^*$ is the optimal solution of its Fenchel-Rockafellar dual problem

$$\sup_{y \in K} \{-f^*(A^*y) - g^*(B^*y) + \langle y, b \rangle\},$$

(1.2)

and the optimal objective values of (1.1) and (1.2) are consistent. In the formulation of (1.2),

$$f^* : H \to \mathbb{R}, f^*(u) = \sup_{x \in H} \{\langle u, x \rangle - f(x)\}$$

and

$$g^* : G \to \mathbb{R}, g^*(v) = \sup_{z \in G} \{\langle v, z \rangle - g(z)\},$$

are the conjugate functions of $f$ and $g$, respectively.

The set of saddle points is nonempty if and only if (1.1) has an optimal solution and satisfies the following Attouch-Brezis regularity conditions:

$$b \in \text{sqr}(A(dom f) + B(dom g)),$$

(1.3)

where $\text{sqr}Q := \{x \in Q : \cup_{\lambda > 0} \lambda(Q - x) \text{ is a closed linear subspace of } G\}.$

For more information about convex duality theory and regularity conditions, we recommend the readers to refer to references [9, 10, 11].
The convex subdifferential of $f$ is defined as

$$\partial f(x) = \{u \in \mathcal{H} : f(y) \geq f(x) + \langle u, y - x \rangle, \forall y \in \mathcal{H}\},$$

if $f(x) \in \mathbb{R}$, and as $\partial f(x) = \emptyset$, otherwise.

In addition, if $f$ is $\sigma_f$-strongly convex, then $\partial f$ meets the strong monotonicity property:

$$\langle u - v, x - y \rangle \geq \sigma_f \|x - y\|^2, \forall u \in \partial f(x), v \in \partial f(y).$$

The optimality conditions of problems (1.1)-(1.2) are as follows:

$$A^*y^* \in \partial f(x^*), B^* y^* \in \partial g(z^*) \text{ and } Ax^* + Bz^* = b.$$  

(1.4)

**Remark 1** If $f$ and $g$ are both strong convex functions, $(x_1^*, z_1^*, y_1^*)$ and $(x_2^*, z_2^*, y_2^*)$ are two saddle points of the Lagrangian $L$, then $x_1^* = x_2^*$ and $z_1^* = z_2^*$. This follows easily from (1.4), by using the strong monotonicity of $\partial f$ and $\partial g$.

As is known to all, if problem (1.1) meets the restriction conditions (1.3) and has an optimal solution $(x^*, z^*)$, then we have the optimal solution $y^*$ of problem (1.2) that makes equation (1.4) valid. On the contrary, $(x^*, z^*, y^*)$ satisfies the optimality condition (1.4) if and only if $(x^*, z^*)$ is the optimal solution of (1.1) and $y^*$ is the optimal solution of (1.2).

Let $S_+(\mathcal{H})$ denote the set of continuous, linear, positive semidefinite and self-adjoint operators from $\mathcal{H}$ to $\mathcal{H}$. For $M \in S_+(\mathcal{H})$ we define the seminorm $\| \cdot \|_M : \mathcal{H} \to \mathbb{R}$ with \( \|x\|_M = \sqrt{\langle x, Mx \rangle} \). We recall the following Loewner partial ordering on $S_+(\mathcal{H})$ for $M_1, M_2 \in S_+(\mathcal{H})$.

$$M_1 \succeq M_2 \iff \|x\|_{M_1} \geq \|x\|_{M_2}, \forall x \in \mathcal{H}.$$  

The dynamical system proposed and studied in this paper is as follows:

$$\begin{align*}
\dot{x}(t) + x(t) &\in (\partial f + c(t)A^*A)^{-1} (A^*y(t) - c(t)A^*b) \\
\dot{z}(t) + z(t) &\in (\partial g + c(t)B^*B)^{-1} (B^*y(t) - c(t)B^*b) \\
\dot{y}(t) &\in \sigma c(t) (b - A(\dot{x}(t) + x(t)) - B(\dot{z}(t) + z(t))) \\
x(0) &= x^0 \in \mathcal{H}, z(0) = z^0 \in \mathcal{G}, y(0) = y^0 \in \mathcal{K},
\end{align*}$$  

(1.5)

where $\sigma > 0$, $c(t) > 0$ for all $t \in [0, +\infty)$.

In fact, since the 1970s, dynamical systems related to the problem of approximate monotone inclusion and optimization have attracted extensive attention (see Brezis, Baillon and Bruck, Crandall and Pazy [8, 14, 15, 16]). This is not only because of their inherent importance in such fields as differential equations and applied functional analysis, but also because they are considered a useful tool for finding and studying numerical algorithms for optimization problems resulting from discretization of continuous dynamical systems. In the field of optimization, the dynamic method of iterative method can provide an in-depth understanding of the expected behavior of the method. In addition, the methods and techniques used in the continuous case can be applied to the results of the discretization algorithm. For more information on the relationship between continuous and discrete dynamics, the reader can refer to the reference [1].

In recent years, there are some researches on the dynamical system of numerical algorithm. In [5], Abbas and Attouch considered a forward backward dynamical system. Banert and Bot in [7] introduced a forward-backward-forward dynamical system. Bot and others proposed in [13] an implicit dynamical system. Csetnek and others considered a Douglas-Rachford type dynamical system in [17]. And recently, a primal-dual dynamical system was introduced in [2], and a proximal alternating minimization algorithm dynamical system was proposed in [3].

One of the motivations for our study is the classical ADMM algorithm resulting from the discretization of this dynamical system, which we will see in the Remark 3. The algorithm and its variants are widely used to solve various optimization problems, and it is one of the research hotspots in the optimization field. Therefore, it is of great significance for us to further understand the algorithm by using the continuous correspondence of its algorithm through tools such as differential equations. Here, we compare the differences between this paper and the existing literatures on the discrete algorithms corresponding to the dynamical system. In reference [2], the discrete algorithm for dynamical systems is a combination of the linearized proximal method of multipliers and the proximal ADMM algorithm. In reference [3], the discrete algorithm corresponding to the dynamical system is the proximal AMA algorithm. In reference [4], the discrete algorithms corresponding to the dynamical system are some fast inertial approximate ADMM algorithms.

In addition, in the process of solving the problem, this paper uses tools similar to literature [2] and [3]. Next, we focus on the differences between this paper and these two literatures. First of all, the structure of the problem we consider is different. Compared with [2], our constraint set contains two linear operators. Secondly, our dynamical system corresponds to different discrete algorithms, which have been mentioned above. Finally, in our dynamical system, there is an additional
parameter $c$ (it is a time variable), which is different from reference [2], and we also have another additional parameter $\sigma$, which is different from reference [3] (the motivation of taking variables $c$ and $\sigma$ comes from reference [6], where the numerical scheme ADMM also contains variable parameters $c$ and $\sigma$).

The follow-up organization of the article is as follows. In the next section, we obtain the classical ADMM algorithm by explicit time discretization of the dynamical system. In addition, we give the concept of solution related to the dynamical system (1.5) and the equivalent expression of (1.5). Furthermore, we give a numerical example to illustrate how the selection of parameters affects the convergence of the trajectory. In the third section, we focus on proving the existence and uniqueness of strong global solutions of the dynamical systems (1.5). The analysis mainly depends on Cauchy-Lipschitz-Picard theorem. In the section 4, relying on a continuous variant of the Opial lemma and a Lyapunov analysis, where the selection of appropriate energy functions plays a role, we prove that the solution trajectory of the proposed dynamical system converges weakly to the saddle point of Lagrange $L$. Furthermore, when the coefficient matrices in the constraint are identically matrices, we prove the worst-case $O(T^{-\frac{1}{2}})$ convergence rate in ergodic sense. In addition, we demonstrate how the dynamical alternating direction method of multipliers can be applied in the absence of a strongly convex block.

2 Solution concept, discretization, example

Let’s review the definition of a locally absolutely continuous map before we specify what do we mean by a solution of (1.3).

Definition 1 A function $x : [0, \infty) \to \mathcal{H}$ is said to be locally absolutely continuous if it is absolutely continuous on every interval $[0, T], T > 0$; that is, for every $T > 0$ there exists an integrable function $y : [0, T] \to \mathcal{H}$ such that

$$x(t) = x(0) + \int_0^t y(s)ds \quad \forall t \in [0, T].$$

Remark 2 (a) Every absolutely continuous function is differentiable almost everywhere.

(b) Let $T > 0$, and $x : [0, T] \to \mathcal{H}$ is an absolutely continuous function. This is equivalent to: for every $\epsilon > 0$ there exists $\eta > 0$ such that for any finite family of intervals $I_k = (a_k, b_k), k \subseteq [0, T]$ the following property holds: for any subfamily of disjoint intervals $I_j$ with $\sum_j |b_j - a_j| < \eta$ it holds

$$\sum_j \|x(b_j) - x(a_j)\| < \epsilon.$$

From this characterization it is easy to see that, if $M : \mathcal{H} \to \mathcal{H}$ is $\mathcal{L}$-Lipschitz continuous with $\mathcal{L} \geq 0$, then the function $z = M \circ x$ is absolutely continuous, too. This means that $z$ is differentiable almost everywhere and $\|\dot{z}(\cdot)\| \leq \mathcal{L}\|\dot{x}(\cdot)\|$ holds almost everywhere.

The following definition specifies which type of solutions we consider in the analysis of the dynamical system (1.5).

Definition 2 Let $(x^0, z^0, y^0) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}, \sigma > 0$. We say that the function $(x, z, y) : [0, +\infty) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K}$ is a strong global solutions of (1.5), if the following properties are satisfied:

(i) the functions $x, z, y$ are locally absolutely continuous;

(ii) for almost every $t \in [0, +\infty)$

$$\dot{x}(t) + x(t) \in (\partial f + c(t)A^*A)^{-1} (A^*y(t) - c(t)A^*Bz(t) + c(t)A^*b),$$

$$\dot{z}(t) + z(t) \in (\partial g + c(t)B^*B)^{-1} (B^*y(t) - c(t)B^*A(\dot{x}(t) + x(t)) + c(t)B^*b),$$

$$\dot{y}(t) = \sigma c(t) (b - A(\dot{x}(t) + x(t)) - B(\dot{z}(t) + z(t))),$$

(iii) $x(0) = x^0, z(0) = z^0$, and $y(0) = y^0$.

Remark 3 Let us consider a discretization of the considered dynamical system. The first two inclusions in (1.5) can be written in an equivalent way as

$$0 \in \partial f(\dot{x}(t) + x(t)) - A^*y(t) + c(t)A^*A(\dot{x}(t) + x(t)) + c(t)A^*Bz(t) - c(t)A^*b,$$

$$0 \in \partial g(\dot{z}(t) + z(t)) - B^*y(t) + c(t)B^*A(\dot{x}(t) + x(t)) + c(t)B^*B(\dot{z}(t) + z(t)) - c(t)B^*b,$$

for $t \in [0, +\infty)$. Through explicit discretization with respect to the time variable $t$ and constant step size $h_k \equiv 1$ (i.e. $x(t) \approx x^k$ and $\dot{x}(t) \approx x^{k+1} - x^k$) we obtain for all $k \geq 0$ the inclusions:

$$0 \in \partial f(x^{k+1}) - A^*y^k + c_kA^*Ax^{k+1} + c_kA^*Bz^k - c_kA^*b,$$

$$0 \in \partial g(z^{k+1}) - B^*y^k + c_kB^*Ax^{k+1} + c_kB^*Bz^{k+1} - c_kB^*b.$$

Furthermore, using convex subdifferential calculus this can be written equivalently for all $k \geq 0$ as

$$0 \in \partial (f(\cdot) - \langle y^k, A\cdot \rangle + \frac{1}{2}c_k\|A\cdot + Bz^k - b\|^2)(x^{k+1}),$$

$$0 \in \partial (g(\cdot) - \langle y^k, B\cdot \rangle + \frac{1}{2}c_k\|Ax^{k+1} + B\cdot - b\|^2)(z^{k+1}).$$

Hence the dynamical system (1.5) provides through explicit time discretization the following numerical algorithm:
Choose \((x^0, z^0, y^0) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}\), \(\sigma > 0\) and \((c_k)_{k \geq 0}\). For all \(k \geq 0\) generate the sequence \((x^k, z^k, y^k)_{k \geq 0}\) as follows:

\[
\begin{aligned}
x^{k+1} &= \arg\min_{x \in \mathcal{H}} \left\{ f(x) - \langle y^k, Ax \rangle + \frac{1}{2}c_k \|Ax + Bz - b\|^2 \right\} \\
z^{k+1} &= \arg\min_{z, y} \left\{ g(z) - \langle y^k, Bz \rangle + \frac{1}{2}c_k \|Ax^{k+1} + Bz - b\|^2 \right\} \\
y^{k+1} &= y^k + \sigma c_k(b - Ax^{k+1} - Bz^{k+1}).
\end{aligned}
\]

The algorithm above is the classical ADMM algorithm introduced by Glowinski in [6].

**Remark 4.** In this paper we will often use the following equivalent formulation of the dynamical system (1.5).

For \(U(t) = (x(t), z(t), y(t))\), (1.5) can be written as

\[
\begin{cases}
\dot{U}(t) = \mathcal{G}(t, U(t)) \\
U(0) = (x^0, z^0, y^0),
\end{cases}
\]

where

\[
\mathcal{G} : [0, +\infty) \times \mathcal{H} \times \mathcal{G} \times \mathcal{K} \to \mathcal{H} \times \mathcal{G} \times \mathcal{K},
\]

\(\Gamma(t, x, z, y) = (u, v, w)\),

is defined as

\[
\begin{aligned}
u &= u(t, x, z, y) \in \arg\min_{p \in \mathcal{H}} \left\{ F(t, p) + \frac{c(t)}{2} \|p - \left( \frac{1}{c(t)} A^* y - A^* (Bz - b) \right) \|^2 \right\} - x \\
v &= v(t, x, z, y) \in \arg\min_{q \in \mathcal{G}} \left\{ G(t, q) + \frac{c(t)}{2} \|q - \left( \frac{1}{c(t)} B^* y - B^* (A(x + u) - b) \right) \|^2 \right\} - z \\
w &= w(t, x, z, y) = \sigma c(t)(b - A(x + u) - B(z + v))
\end{aligned}
\]

with

\[
\begin{aligned}
F : [0, +\infty) \times \mathcal{H} \to \mathbb{R}, F(t, p) &= f(p) + \frac{c(t)}{2} \|Ap\|^2 - \|p\|^2 \\
G : [0, +\infty) \times \mathcal{G} \to \mathbb{R}, G(t, q) &= g(q) + \frac{c(t)}{2} \|Bq\|^2 - \|q\|^2.
\end{aligned}
\]

Let \(t \in [0, +\infty)\) be fixed. The functions \(F(t, \cdot) + \frac{c(t)}{2} \|\cdot - u\|^2\) and \(G(t, \cdot) + \frac{c(t)}{2} \|\cdot - v\|^2\) are proper, convex and lower semicontinuous. If \(f(p)\) and \(g(q)\) are strong convex, then we can use the sign equal in the first and second relation of (2.3).

Figure 1: First and second column: the primal trajectories \(x(t)\) and \(z(t)\) converge to the primal optimal solution \((0.9563, -0.2732)\) and \((0.9660, 0)\) respectively for \(c(t) = \frac{1}{t^2 + 1 + s}\) and starting point \((-10, 10)\). Third column: the dual trajectory \(y(t)\) converges to the dual optimal solution \((-0.4173, -0.3555)\) for \(c(t) = \frac{1}{t^2 + 1 + s}\) and starting point \((-10, 10)\).

Figure 2: First and second column: the primal trajectories \(x(t)\) and \(z(t)\) converge to the primal optimal solution \((0.9563, -0.2732)\) and \((0.9660, 0)\) respectively for \(c(t) = \frac{1}{t^2 + 1 + s}\) and starting point \((-10, 10)\). Third column: the dual trajectory \(y(t)\) converges to the dual optimal solution \((-0.4173, -0.3555)\) for \(c(t) = \frac{1}{t^2 + 1 + s}\) and starting point \((-10, 10)\).
Example 1 We consider the following optimization problem
\[
\inf_{x \in \mathbb{R}^2, z \in \mathbb{R}^2} \frac{1}{2} \|x - d\|^2 + \frac{1}{2} \|z - d\|^2
\]
\[
s.t. \ Ax + Bz = 0
\]
with
\[
A = \frac{1}{\sqrt{8}} \begin{pmatrix} 2 & 1 \\ -2 & 1 \end{pmatrix}, B = \frac{1}{5} \begin{pmatrix} -3 & 0 \\ 4 & 0 \end{pmatrix} \quad \text{and} \quad d = \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]
which is problem (1.1) with \( \mathcal{H} = \mathcal{G} = \mathbb{R}^2 \), \( f, g : \mathbb{R}^2 \to \mathbb{R} \), \( f(x) = \frac{1}{2} \|x - d\|^2 \), \( g(z) = \frac{1}{2} \|z - d\|^2 \), for every \( x \in \mathbb{R}^2 \) and \( z \in \mathbb{R}^2 \). We can confirm that (2.4) has a unique solution, which is \( x^* = (0.9563, -0.2732) \) and \( z^* = (0.9660, 0) \). The Fenchel-Rockafellar dual problem of (2.4) is
\[
\sup_{y \in \mathbb{R}^2} \{-f^*(A^*y) - g^*(B^*y)\}
\]
which is equivalent to
\[
- \inf_{y \in \mathbb{R}^2} \{f^*(A^*y) + g^*(B^*y)\}.
\]
And
\[
\sup_{y \in \mathbb{R}^2} \left\{ \frac{1}{2} \|A^*y\|^2 + \frac{1}{2} \|B^*y\|^2 - \langle (A^* + B^*)y, d \rangle \right\},
\]
where the unique optimal solution is \( y^* = (-0.4173, -0.3555) \).

For \( U(t) = (x(t), z(t), y(t)) \), we can write the dynamical system for this problem (1.5) similarly as in Remark 4
\[
\begin{cases}
\dot{U}(t) = \Gamma(t, U(t)) \\
U(0) = (x^0, z^0, y^0),
\end{cases}
\]
where
\[\Gamma : [0, +\infty) \times \mathcal{H} \times \mathcal{G} \times \mathcal{K} \to \mathcal{H} \times \mathcal{G} \times \mathcal{K}, \Gamma(t, u_1, u_2, u_3) = (u_4, u_5, u_6),\]

Figure 3: First and second column: the primal trajectories \( x(t) \) and \( z(t) \) converge to the primal optimal solution \((0.9563, -0.2732)\) and \((0.9660, 0)\) respectively for constant \( c_3(t) = 0.25 \) and starting point \((-10, 10)\). Third column: the dual trajectory \( y(t) \) converges to the dual optimal solution \((-0.4173, -0.3555)\) for \( c_3(t) = 0.25 \) and starting point \((-10, 10)\).

Figure 4: First and second column: the primal trajectories \( x(t) \) and \( z(t) \) converge to the primal optimal solution \((0.9563, -0.2732)\) and \((0.9660, 0)\) respectively for constant \( c_4(t) = 1.99 \) and starting point \((-10, 10)\). Third column: the dual trajectory \( y(t) \) converges to the dual optimal solution \((-0.4173, -0.3555)\) for \( c_4(t) = 1.99 \) and starting point \((-10, 10)\).
is defined as

\[
\begin{align*}
  u_4 &= \operatorname{argmin}_{p \in \mathcal{H}} \left\{ f(p) + \frac{c(t)}{2} \left( \|Ap\|^2 - \|p\|^2 \right) + \frac{c(t)}{2} \|p-A^*z\|^2 \right\} - u_1 \\
  &= (c(t)A^*A + Id)^{-1}((c(t)A^*Bu_2 + d) - u_1 \\
  u_5 &= \operatorname{argmin}_{q \in \mathcal{G}} \left\{ q_1 + \frac{c(t)}{2} \left( \|Bq\|^2 - \|q\|^2 \right) + \frac{c(t)}{2} \|q-A^*y\|^2 \right\} - u_2 \\
  &= (c(t)B^*B + Id)^{-1}(c(t)B^*A(u_1 + u(4))) - u_2 \\
  u_6 &= \sigma c(t)(-A(u_1 + u_4) - B(u_2 + u_5)).
\end{align*}
\]

(2.5)

We solved the dynamical system (1.5) with the starting points \( x^0 = (-10,10), \ z^0 = (-10,10) \) and \( y^0 = (-10,10) \) in the case when \( c(t) > 0 \) for every \( t \in [0, \infty) \).

According to Theorem 2, it has to be satisfied for an \( \epsilon > 0 \) that \( 0 < c(t) < \epsilon \) and \( \epsilon \) is not zero for every \( t \) in order to ensure asymptotic convergence of the trajectory, where \( \sigma_f, \sigma_g \) are the strong convexity parameter of \( f(x) \) and \( g(z) \) respectively (here \( \sigma_f = \sigma_g = 1 \), and that \( c(t) \) is Lipschitz continuous. For \( c(t) = c \) constant, we can choose \( c \) such that \( c < \min \left\{ \frac{2\sigma_f}{\|A\|^2}, \frac{2\sigma_g}{\|B\|^2} \right\} \).

Since \( \|A\|^2 = 1 \) and \( \|B\|^2 = 1 \), we choose \( c_1(t) = \frac{1}{\|A\|^2} + 0.01, c_2(t) = 0.25, \) and \( c_3(t) = 1.99 \) to satisfy the above conditions. From Figure 1-4 above, we can see that the larger \( \sigma \) is, the faster all three trajectories converge, which is independent of the choice of \( c(t) \).

Furthermore, we can also find that when the \( \sigma \) value is certain large, the growth rate of the primal trajectories \( x(t) \) and \( z(t) \) are not obvious as \( c \) continues to increase.

3 Existence and uniqueness of the trajectories

In this section we will prove the existence and uniqueness of the trajectories generated by the dynamical system (1.5). Let’s start with two very important lemmas, which are often used in subsequent proofs. To this end, we make the following assumption

\[ (\mathcal{P}) \quad f \text{ and } g \text{ are } \sigma_f - \text{ and } \sigma_g - \text{ strongly convex functions, respectively.} \]

**Lemma 1** Let assumption (\( \mathcal{P} \)) hold true and \( t \in [0, \infty) \). Then the operator

\[ K_t : \mathcal{H} \to \mathcal{H}, K_t(u) = \operatorname{argmin}_{x \in \mathcal{H}} (F(t,x) + \frac{c(t)}{2}\|x-u\|^2) \]

is \( c(t)/\sigma_f \)-Lipschitz continuous and the operator

\[ J_t : \mathcal{G} \to \mathcal{G}, J_t(v) = \operatorname{argmin}_{q \in \mathcal{G}} (G(t,z) + \frac{c(t)}{2}\|z-v\|^2) \]

is \( c(t)/\sigma_g \)-Lipschitz continuous.

**Proof** See Appendix A.

**Lemma 2** Let assumption (\( \mathcal{P} \)) hold true, \( (x,z,y) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K} \) and the maps

\[ R_{(x,z,y)}(t) = \operatorname{argmin}_{u \in \mathcal{H}} \left\{ F(t,u) + \frac{c(t)}{2}\|u - \frac{1}{c(t)}A^*y - A^*Bz + A^*b\|^2 \right\} - x, \]

\[ Q_{(x,z,y)}(t) = \operatorname{argmin}_{v \in \mathcal{G}} \left\{ G(t,v) + \frac{c(t)}{2}\|v - \frac{1}{c(t)}B^*y - B^*A(R_{(x,z,y)}(t) + x) + B^*b\|^2 \right\} - z, \]

and

\[ P_{(x,z,y)}(t) = \sigma c(t)(b + A(R_{(x,z,y)}(t) + x) - B(Q_{(x,z,y)}(t) + z)). \]

Then the following holds for every \( t, r \in [0, \infty) \).

(i) \( \|R_{(x,z,y)}(t) - R_{(x,z,y)}(r)\| \leq \left( \frac{\|A\|\|B\|\|Q_{(x,z,y)}(r)\|}{\sigma_f} + \frac{\|A\|\|P_{(x,z,y)}(r)\|}{\sigma_f c(r)} \right) |c(t) - c(r)|. \)

(ii) \( \|Q_{(x,z,y)}(t) - Q_{(x,z,y)}(r)\| \leq \left( \frac{c(t)\|A\|^2\|B\|^2\|Q_{(x,z,y)}(r)\|}{\sigma_f \sigma_g} + \frac{(c(t)\|A\|^2 + \sigma_f)\|B\|^2\|P_{(x,z,y)}(r)\|}{\sigma_f \sigma_g c(r)} \right) |c(t) - c(r)|. \)

**Proof** See Appendix A.

With these estimates, we can now prove the existence and uniqueness of trajectories.

**Theorem 1** Assume that (\( \mathcal{P} \)) holds and \( 0 < \inf_{t \geq 0} c(t) \leq \sup_{t \geq 0} c(t) < \infty \). Then, for every starting points \( (x^0, z^0, y^0) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K} \), the dynamical system (1.5) has a unique strong global solution \( (x, z, y) : [0, \infty) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K} \).

**Proof** See Appendix A.
4 Convergence of the trajectories

4.1 The dynamical alternating direction multiplier method for problem (1.1) with strongly convex function

In this section, we will first give some results, which we will use to prove the convergence of the trajectories of the dynamical system (1.5). In the following the real vector space

\[ \mathcal{L}(\mathcal{H}) := \{ A : \mathcal{H} \to \mathcal{H} : A \text{ is linear and continuous} \} \]

is endowed with the norm \( \| A \| = \sup_{\| z \| \leq 1} \| Az \| \).

**Definition 3** The map \( M : [0, +\infty) \to \mathcal{L}(\mathcal{H}) \) is said to be derivable at \( t_0 \in [0, +\infty) \), if the limit

\[ \lim_{h \to 0} \frac{M(t_0 + h) - M(t_0)}{h} \]

(4.1)

taken with respect to the norm topology of \( \mathcal{L}(\mathcal{H}) \) exists. When this is the case, we denote by \( M(t_0) \in \mathcal{L}(\mathcal{H}) \) the value of the limit.

In case \( M : [0, +\infty) \to \mathcal{L}(\mathcal{H}) \) is derivable at \( t_0 \in [0, +\infty) \) and \( x, y : [0, +\infty) \to \mathcal{H} \) are also derivable at \( t_0 \), we will use the following formula:

\[ \frac{d}{dt} \langle M(t)x(t), y(t) \rangle \big|_{t=t_0} = \langle \dot{M}(t_0)x(t_0), y(t_0) \rangle + \langle M(t_0)\dot{x}(t_0), y(t_0) \rangle + \langle M(t_0)x(t_0), \dot{y}(t_0) \rangle \]

(4.2)

We start with a result where we show that under appropriate conditions the second derivatives of the trajectories exist almost everywhere and give also an upper bound on their norms. This will be used in the proof of the main result Theorem 2.

**Lemma 3** Assume that (P) holds, \( c \) is locally absolutely continuous and \( 0 \leq \inf_{t>0} c(t) \leq \sup_{t>0} c(t) < +\infty \). For a given starting point \( (x^0, z^0, y^0) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K} \), let \( (x, z, y) : [0, +\infty) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K} \) be the unique strong global solution of the dynamical system (1.5). Then

\[ t \to (\dot{x}(t), \dot{z}(t), \dot{y}(t)) \]

is locally absolutely continuous, hence \( (\ddot{x}(t), \ddot{z}(t), \ddot{y}(t)) \) exists for almost every \( t \in [0, +\infty) \) and there exists \( L > 0 \) such that

\[ \| \ddot{x}(t) \| + \| \ddot{z}(t) \| + \| \ddot{y}(t) \| \leq L (\| \dot{x}(t) \| + \| \dot{z}(t) \| + \| \dot{y}(t) \|) \]

for every \( t \in [0, +\infty) \).

**Proof** See Appendix B.

In the following we recall two results which we need for the asymptotic analysis (see [21]).

**Lemma 4** Assume that \( u : [0, +\infty) \to \mathbb{R} \) is locally absolutely continuous and bounded from below and that there exists \( v \in L^1([0, +\infty), \mathbb{R}) \) with the property that for almost every \( t \in [0, +\infty) \)

\[ \frac{d}{dt} v(t) \leq v(t) \]

Then there exists \( \lim_{t \to +\infty} u(t) \in \mathbb{R} \).

**Lemma 5** Assume that \( 1 \leq p < \infty, 1 \leq r \leq \infty, u : [0, +\infty) \to [0, +\infty) \) is locally absolutely continuous, \( u \in L^p([0, +\infty), \mathbb{R}), v : [0, +\infty) \to \mathbb{R}, v \in L^1([0, +\infty), \mathbb{R}) \) and for almost every \( t \in [0, +\infty) \)

\[ \frac{d}{dt} v(t) \leq v(t) \]

Then there exists \( \lim_{t \to +\infty} u(t) = 0 \).

By Lyapunov analysis, we obtain the result that the trajectory generated by the dynamic system (1.5) converges to the Lagrange saddle point of problem (1.1).

**Theorem 2** In the setting of the optimization problem (1.1), assume that (P) holds, the set of saddle points of the Lagrangian \( \mathcal{L} \) is nonempty, for \( 0 < c < c = c_\min \) the function \( c : [0, +\infty) \to [c_\min, c_\min] - \epsilon \) is Lipschitz continuous and monotonically decreasing. If \( c(t) \) is a constant function, namely \( c(t) = c \) for all \( t \in [0, +\infty) \), then it is enough to assume that \( c \leq c \leq c_\min \) for all \( t \in [0, +\infty) \). For an arbitrary starting point \( (x^0, z^0, y^0) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K} \), let \( (x, z, y) : [0, +\infty) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K} \) be the unique strong global solution of the dynamical system (1.5). Then the trajectory \( (x(t), z(t), y(t)) \) converges weakly to a saddle point of \( \mathcal{L} \) as \( t \to +\infty \).

**Proof** See Appendix B.

In the case of \( A = B = \text{Id} \), we provide rates for both the violation of the feasibility condition by the ergodic trajectories and the convergence of the objective function along these ergodic trajectories to its minimal value.

**Theorem 3** Let \( 0 < m \leq 4 \sigma \). In the setting of the optimization problem (1.1), for the case of \( A = B = \text{Id} \), assume that (P) holds, the set of saddle points of the Lagrangian \( \mathcal{L} \) is nonempty, \( c(t) = c > 0 \) for all \( t \in [0, +\infty) \). For an arbitrary starting point \( (x^0, z^0, y^0) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K} \), let \( (x, z, y) : [0, +\infty) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K} \) be the unique strong global solution of the dynamical system (1.5). Consider further for every \( t \in [0, +\infty) \) the ergodic trajectories
\[
\hat{x}(t) = \frac{1}{t} \int_0^t (\hat{x}(s) + x(s))ds
\]
and
\[
\hat{z}(t) = \frac{1}{t} \int_0^t (\hat{z}(s) + z(s))ds.
\]
Then there exists \(K \geq 0\) such that for every \(t \in (0, +\infty)\)
\[
\|b - \hat{x} - \hat{z}\| \leq \frac{K}{t}.
\]
In addition, for every \(\bar{x} \in H\), \(\bar{z} \in G\), \(\bar{x} + \bar{z} = b\) and for every \(t \in (0, +\infty)\) such that \((\bar{x}(t), \bar{z}(t)) \in \text{dom} f \times \text{dom} g\), one has
\[
(f(\bar{x}(t)) + g(\bar{z}(t))) - (f(\bar{x}) + g(\bar{z})) \leq \frac{\|(\bar{x}^0, \bar{z}^0, y^0) - (\bar{x}, \bar{z})\|}{2t}.
\]
Proof See Appendix B.

4.2 The dynamical alternating direction multiplier method for problem (1.1) in the absence of a strongly convex block

In the section 4.1, We assume that both \(f\) and \(g\) are strongly convex functions. However, in many applications, there is only one block in the objective function is strongly convex. In this section, we demonstrate how to properly apply the dynamical alternating direction method of multipliers to minimize the convex optimization problem in a Hilbert space when there is only one strong convex block in the objective function. We considered the following convex programming questions:

\[
\begin{align*}
\min_{x \in H, z \in G} & \quad h(x) + \theta(z) \\
\text{s.t.} & \quad Ax + z = b,
\end{align*}
\]
where \(H, G\) and \(K\) are real Hilbert spaces, \(h : H \to \mathbb{R} := \mathbb{R} \cup \{\pm \infty\}\) is a proper, \(\sigma_h\)-strongly convex and lower semicontinuous function, \(g : G \to \mathbb{R} := \mathbb{R} \cup \{\pm \infty\}\) is a proper, convex and lower semicontinuous function, \(A\) is a nonzero linear continuous operators and \(b \in K\).

In (4.3), \(\theta\) is not a strongly convex function, so we cannot directly apply the dynamical alternating direction method of multipliers to obtain the similar convergence results in section 4.1. In order to obtain strongly convex terms, we restate the problem as the following equivalent problem:

\[
\begin{align*}
\min_{x \in H, z \in G} & \quad h(x) - \frac{p}{2} \|Ax - b\|^2 + \theta(z) + \frac{\rho}{2} \|z\|^2 \\
\text{s.t.} & \quad Ax + z = b,
\end{align*}
\]
where \(\rho \in (0, \frac{\sigma_h}{\|A\|^2})\). Let
\[
f(x) = h(x) - \frac{p}{2} \|Ax - b\|^2, \quad g(z) = \theta(z) + \frac{\rho}{2} \|z\|^2.
\]
Then, \(f\) is strongly convex with modulus \(\sigma_h - \rho \|A\|^2\), and \(g\) is strongly convex with modulus \(\rho\). Then, (4.4) has the form of (1.1) and satisfies the assumption (\(P\)).

The Lagrangian function of (4.4) is
\[
\tilde{L}(x, z, y) = h(x) - \frac{p}{2} \|Ax - b\|^2 + \theta(z) + \frac{\rho}{2} \|z\|^2 + \langle y, b - Ax - z \rangle.
\]
If \((x^*, z^*, y^*)\) is a saddle point of the Lagrangian function \(\tilde{L}(\cdot)\), then
\[
\left\{ \begin{array}{l}
A^*(y^* - \rho z^*) \in \partial h(x^*) \\
y^* - \rho z^* \in \partial \theta(z^*) \\
Ax^* + z^* - b = 0,
\end{array} \right.
\]
That is, \((x^*, z^*, y^* - \rho z^*)\) is a saddle point of the Lagrangian function of (4.3). For concreteness, we present the dynamical alternating direction method of multipliers for (4.4) implicitly below:

\[
\begin{align*}
\dot{x}(t) + x(t) & \in (\partial h + (c(t) - \rho)A^*A)^{-1} (A^*y(t) - \rho A^*b - c(t)A^*z(t) + c(t)A^*b) \\
\dot{z}(t) + z(t) & \in (\partial \theta + c(t) + \rho)^{-1} (y(t) - c(t)A\dot{x}(t) + x(t)) + c(t)b \\
\dot{y}(t) & = \sigma c(t) \left( b - A(x(t) + x(t)) - (\dot{z}(t) + z(t)) \right) \\
x(0) & = x^0 \in H, \quad z(0) = z^0 \in G, \quad y(0) = y^0 \in K,
\end{align*}
\]
where \(\sigma > 0\), \(c(t) > 0\) for all \(t \in [0, +\infty)\), \(\rho \in (0, \frac{\sigma_h}{\|A\|^2})\).

In this section, we assume that \(s(t) := (x(t), z(t), y(t)) : [0, +\infty) \to H \times G \times K\) be the trajectory of the dynamical system (4.6).

Remark 5 It is easy to see that the dynamical alternating direction method of multipliers for (4.3) is defined implicitly as follows:

\[
\begin{align*}
\dot{x}(t) + x(t) & \in (\partial h + (c(t)A^*A)^{-1} (A^*y(t) - c(t)A^*z(t)) + c(t)A^*b \\
\dot{z}(t) + z(t) & \in (\partial \theta + c(t))^2 (y(t) - c(t)A\dot{x}(t) + x(t)) + c(t)b \\
\dot{y}(t) & = \sigma c(t) \left( b - A(x(t) + x(t)) - (\dot{z}(t) + z(t)) \right) \\
x(0) & = x^0 \in H, \quad z(0) = z^0 \in G, \quad y(0) = y^0 \in K,
\end{align*}
\]
(4.7)

By comparison, it is easy to see that (4.6) is very similar to (4.7).

Similar with Theorems 2, we can obtain the following convergence results of the dynamical alternating direction method of multipliers (4.6):
Corollary 1 In the setting of the optimization problem (4.3), assume that the set of saddle points of the Lagrangian \( \mathcal{L} \) is nonempty, \( \rho, \rho \in (0, \frac{\sigma_f}{\sigma_g}) \), for \( 0 < \epsilon < \frac{1}{2} \min \left\{ \frac{\sigma_h}{\|A\|^2} - \rho, \rho \right\} \) the function \( c : [0, +\infty) \to \mathbb{R} \) is Lipschitz continuous and monotonically decreasing. If \( c(t) \) is a constant function, namely \( c(t) = c \) for all \( t \in [0, +\infty) \), then it is enough to assume that \( \epsilon < c \leq \min \left\{ \frac{2\sigma_h}{\|A\|^2} - 2\rho, \rho \right\} + \epsilon. \) For an arbitrary starting point \( (x^0, z^0, y^0) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K} \), let \( (x, z, y) : [0, +\infty) \to \mathcal{H} \times \mathcal{G} \times \mathcal{K} \) be the unique strong global solution of the dynamical system (4.6). Then the trajectory \( (x(t), z(t), y(t)) \) converges weakly to a saddle point of \( \mathcal{L} \) as \( t \to \infty \). If \( \lim_{t \to +\infty} s(t) = (x^*, z^*, y^*) \), then \( (x^*, z^*, y^*) \) is the saddle point of the Lagrangian function of (4.3).  

5 Conclusions

In this paper, we introduce and study a dynamical system for solving the two-block separable strongly convex minimization problem with linear constraints. In the framework of Lyapunov analysis, by finding an appropriate energy functional, we prove that the solution trajectory of the system converges to the saddle point of Lagrange function of the problem. Furthermore, when the coefficient matrices in the constraint are identity matrices, we prove the worst-case \( O(1) \) convergence rate in ergodic sense. In addition, we demonstrate how the dynamical alternating direction method of multipliers can be applied in the absence of a strongly convex block. The discretization of the dynamical system considered is the classical ADMM.

A. Proof of Section 3

Lemma 1

Proof Let \( t \in [0, +\infty) \) be fixed. Then we have

\[
0 \in \partial f(\cdot) + \frac{c(t)}{2} \| \sigma \cdot \|^2 - c(t) \langle \cdot, u \rangle (K_t(u)).
\]

For all \( u, v \in \mathcal{H} \) we obtain

\[
c(t)u \in \partial f(K_t(u)) + (c(t)A^*A)(K_t(u))
\]

and

\[
c(t)v \in \partial f(K_t(v)) + (c(t)A^*A)(K_t(v)).
\]

Since \( \partial f + c(t)A^*A \) is \( \sigma_f \)-strongly monotone, we have

\[
\sigma_f \|K_tu - K_tv\|^2 \leq c(t) \langle u - v, K_t(u) - K_t(v) \rangle.
\]

Using the Cauchy-Schwarz inequality it follows

\[
\|K_tu - K_tv\| \leq \frac{c(t)}{\sigma_f} \|u - v\|,
\]

which means that \( K_t \) is \( \frac{c(t)}{\sigma_f} \)-Lipschitz continuous.

For all \( u, v \in \mathcal{G} \) we obtain

\[
c(t)u \in \partial g(\cdot) + (c(t)B^*B)(J_t(u)) \]

and

\[
c(t)v \in \partial g(J_t(v)) + (c(t)B^*B)(J_t(v)).
\]

Since \( \partial g + c(t)B^*B \) is \( \sigma_g \)-strongly monotone, we have

\[
\sigma_g \|J_tu - J_tv\|^2 \leq c(t) \langle u - v, J_t(u) - J_t(v) \rangle.
\]

Using the Cauchy-Schwarz inequality it follows

\[
\|J_tu - J_tv\| \leq \frac{c(t)}{\sigma_g} \|u - v\|,
\]

which means that \( J_t \) is \( \frac{c(t)}{\sigma_g} \)-Lipschitz continuous.

Lemma 2

Proof Let \( t, r \in [0, +\infty) \) be fixed.

(i)Form the definition of \( R_{(x,z,y)} \) we have

\[
A^*y - c(t)A^*Bz + c(t)A^*b \in \partial f(R_{(x,z,y)}(t) + x) + c(t)A^*A(R_{(x,z,y)}(t) + x)
\]

(A.1)

and

\[
A^*y - c(r)A^*Bz + c(r)A^*b \in \partial f(R_{(x,z,y)}(r) + x) + c(r)A^*A(R_{(x,z,y)}(r) + x).
\]

(A.2)

If we add \( c(t)A^*A(R_{(x,z,y)}(r) + x) \) on both sides of the relation above, we have

\[
(c(t) - c(r))A^*A(R_{(x,z,y)}(r) + x) + A^*y - c(r)A^*Bz + c(r)A^*b \in \partial f(R_{(x,z,y)}(r) + x) + c(t)A^*A(R_{(x,z,y)}(r) + x) + c(t)A^*b.
\]

(A.3)

From (A.2) and (A.3) and using that \( \partial f + c(t)A^*A \) is \( \sigma_f \)-strongly monotone, we have

\[
\langle (c(t) - c(r))A^*A(R_{(x,z,y)}(r) + x) + Bz - b, R_{(x,z,y)}(r) - R_{(x,z,y)}(t) \rangle \geq \sigma_f \|R_{(x,z,y)}(r) - R_{(x,z,y)}(t)\|^2.
\]
Form the Cauchy-Schwarz inequality, the definition of 
$P_{(x,z,y)}$ and (i) it follows

$$\|R_{(x,z,y)}(t) - R_{(x,z,y)}(r)\|$$

$$\leq \frac{1}{\sigma_f} \|(\iota(t) - \iota(r))A^*(Ax + Bz - b)$$

$$+ (\iota(t) - \iota(r))A^*AR_{(x,z,y)}(r)\|$$

$$= \frac{1}{\sigma_f} \|(\iota(t) - \iota(r))A^*(-AR_{(x,z,y)}(r) - BQ_{(x,z,y)}(r))$$

$$- \frac{1}{\sigma_f} (\iota(t) - \iota(r))A^*AR_{(x,z,y)}(r)\|$$

$$+ \frac{1}{\sigma_f} \|(\iota(t) - \iota(r))A^*BQ_{(x,z,y)}(r)$$

$$- \frac{1}{\sigma_c} \|(\iota(t) - \iota(r))A^*P_{(x,z,y)}(r)\|$$

$$\leq \left( \frac{\|A\|\|B\|\|Q_{(x,z,y)}(r)\|}{\sigma_f} $$

$$+ \frac{\|A\|\|P_{(x,z,y)}(r)\|}{\sigma_c\varepsilon(r)} \right) |\iota(t) - \iota(r)|.$$

(ii) Form the definition of $Q_{(x,z,y)}$ we have

$$B^*y - (c(t))B^*A(R_{(x,z,y)}(t) + z) + (c(t))B^*b$$

$$\in \partial g(Q_{(x,z,y)}(t) + z) + (c(t))B^*B(Q_{(x,z,y)}(t) + z)$$

(A.4)

and

$$B^*y - (c(r))B^*A(R_{(x,z,y)}(r) + x) + (c(r))B^*b$$

$$\in \partial g(Q_{(x,z,y)}(r) + z) + (c(r))B^*B(Q_{(x,z,y)}(r) + z).$$

If we add $c(t)B^*B(Q_{(x,z,y)}(r) + z)$ on both sides of the relation above, we have

$$(\iota(t) - \iota(r))B^*B(Q_{(x,z,y)}(r) + z) + B^*y$$

$$- (c(t))B^*AR_{(x,z,y)}(r) + (c(r))B^*b$$

$$\in \partial g(Q_{(x,z,y)}(r) + z) + (c(t))B^*B(Q_{(x,z,y)}(r) + z).$$

(A.5)

From (A.4) and (A.5) and using that $\partial g + (c(t))B^*B$ is

$\sigma_y$-strongly monotone and

$$\langle (\iota(t) - \iota(r))B^*B(Q_{(x,z,y)}(r) + z) + (c(t) - c(r))B^*Ax$$

$$+ (c(t))B^*AR_{(x,z,y)}(r) - (c(r))B^*AR_{(x,z,y)}(r)\rangle$$

$$\geq \sigma_y \|Q_{(x,z,y)}(r) - Q_{(x,z,y)}(t)\|^2.$$

Form the Cauchy-Schwarz inequality, the definition of 
$P_{(x,z,y)}$ and (i) it follows

$$\|Q_{(x,z,y)}(t) - Q_{(x,z,y)}(r)\|$$

$$\leq \frac{1}{\sigma_g} \|(\iota(t) - \iota(r))B^*(Ax + Bz - b)$$

$$+ (c(t) - c(r))B^*BQ_{(x,z,y)}(r) + (c(t))B^*AR_{(x,z,y)}(t)$$

$$- (c(r))B^*AR_{(x,z,y)}(r)\|$$

$$= \frac{1}{\sigma_s} \|(\iota(t) - \iota(r))B^*(-AR_{(x,z,y)}(r) - BQ_{(x,z,y)}(r)$$

$$- \frac{1}{\sigma_c} (\iota(t) - \iota(r))B^*P_{(x,z,y)}(r)\|$$

$$\leq \frac{\|A\|\|B\|\|R_{(x,z,y)}(t) - R_{(x,z,y)}(r)\|}{\sigma_f\varepsilon(r)} $$

$$+ \left( \frac{\|A\|\|B\|\|Q_{(x,z,y)}(r)\|}{\sigma_f\varepsilon(r)} $$

$$+ \frac{\|A\|\|P_{(x,z,y)}(r)\|}{\sigma_c\varepsilon(r)} \right) |\iota(t) - \iota(r)|.$$

Theorem 1

Proof In the following we use the equivalent formulation of the dynamical system described in Remark 4. We show the existence and uniqueness of a strong global solution using the Cauchy-Lipschitz-Picard Theorem.

In the first part we have to show that, $\Gamma(t, \cdot, \cdot, \cdot)$ is $L(t)$-Lipschitz continuous for every $t \in [0, +\infty)$ and that the Lipschitz constant as a function of time fulfills $L(\cdot) \in L_{loc}([0, +\infty))$. In the second part we will prove that $\Gamma_t(x, z, y, \bar{x}, \bar{z}, \bar{y}) = \bar{\mathcal{H}} \times \bar{\mathcal{G}} \times \bar{\mathcal{K}}$ for every $(x, z, y) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}.$

(1) Let $t \in [0, +\infty)$ be fixed and let $(x, z, y), (\bar{x}, \bar{z}, \bar{y}) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}$. We have

$$\|\Gamma_t(x, z, y) - \Gamma_t(\bar{x}, \bar{z}, \bar{y})\|$$

$$= \|u - \bar{u}\|^2 + \|v - \bar{v}\|^2 + \|w - \bar{w}\|^2$$

where (taking into account Lemma 1)

$$u - \bar{u} = \arg\min_{p \in \mathcal{P}} \left\{ F(t, p) + \left( \frac{\|p - \frac{1}{\sigma_f}A^*y - A^*Bz + A^*b\|}{\sigma_f} \right)^2 \right\}$$

$$- \arg\min_{p \in \mathcal{P}} \left\{ F(t, p) + \left( \frac{\|p - \frac{1}{\sigma_f}A^*y - A^*Bz + A^*b\|}{\sigma_f} \right)^2 \right\}$$

$$+ x - x$$

$$= K_i \left( \frac{\|A^*y - A^*Bz + A^*b\|}{\sigma_f} \right) - K_i \left( \frac{\|A^*y - A^*Bz + A^*b\|}{\sigma_f} \right)$$

$$+ \bar{x} - x.$$
\begin{align*}
\leq & \ 2\|K_t \left( \frac{1}{c(t)} A' y - A' B z + A' b \right) - K_t \left( \frac{1}{c(t)} A' y - A' B z + A' b \right) \|_2^2 \\
& + 2\|\bar{x} - x\|_2^2.
\end{align*}

Form Lemma 1 we know, that $K_t$ is $\frac{c(t)}{\sigma_f}$-Lipschitz continuous. Thus:

\begin{align*}
\|u - \bar{u}\|_2^2
& \leq \frac{2c^2(t)}{\sigma_f^2} \| - A' B (z - \bar{z}) + \frac{1}{c(t)} A' (y - \bar{y})\|_2^2 + 2\|\bar{x} - x\|_2^2 \\
& \leq \frac{2c^2(t)}{\sigma_f^2} \left( \|2A' B (z - \bar{z})\|_2^2 + \frac{2}{c(t)} A' (y - \bar{y})\|_2^2 \right) \\
& + 2\|\bar{x} - x\|_2^2 \\
& \leq \frac{2c^2(t)}{\sigma_f^2} \left( 2\|A\|_2^2 \|B\|_2^2 \|z - \bar{z}\|_2^2 + \frac{2}{c(t)} A' (y - \bar{y})\|_2^2 \right) \\
& + 2\|\bar{x} - x\|_2^2 \\
& = 2\|\bar{x} - x\|_2^2 + \frac{4c^2(t)}{\sigma_f^2} \|A\|_2^2 \|B\|_2^2 \|z - \bar{z}\|_2^2 \\
& + \frac{4}{\sigma_f^2} \|A\|_2^2 \|y - \bar{y}\|_2^2.
\end{align*}

Furthermore by taking into account Lemma 1 we have $v - \bar{v}$

\begin{align*}
v - \bar{v}
& = \arg\min_{v \in \mathbb{R}^d} \left\{ G(t,q) + \frac{c(t)}{\sigma_f^2} \|y - (\frac{1}{c(t)} B' y - B' A (u + x) + B' b)\|_2^2 \right\} \\
& = \arg\min_{v \in \mathbb{R}^d} \left\{ G(t,q) + \frac{c(t)}{\sigma_f^2} \|y - (\frac{1}{c(t)} B' y - B' A (u + x) + B' b)\|_2^2 \right\} \\
& = J_t \left( \frac{1}{c(t)} B' y - B' A (u + x) + B' b \right) \\
&\quad - J_t \left( \frac{1}{c(t)} B' y - B' A (\bar{u} + \bar{x}) + B' b \right) + \bar{z} - z.
\end{align*}

According to Lemma 1, we have that $J_t$ is $\frac{c(t)}{\sigma_g}$-Lipschitz continuous. We derive:

\begin{align*}
\|v - \bar{v}\|_2^2
& \leq \|2J_t \left( \frac{1}{c(t)} B' y - B' A (u + x) + B' b \right) \\
& - J_t \left( \frac{1}{c(t)} B' y - B' A (\bar{u} + \bar{x}) + B' b \right) \|_2^2 + 2\|\bar{z} - z\|_2^2 \\
& \leq \frac{2c^2(t)}{\sigma_f^2} \|B' A (\bar{x} - x + \bar{u} - u) + \frac{1}{c(t)} B' (y - \bar{y})\|_2^2 \\
& + 2\|\bar{z} - z\|_2^2 \\
& \leq \frac{2c^2(t)}{\sigma_f^2} \left( 2\|B\|_2^2 \|A\|_2^2 \|\bar{x} - x + \bar{u} - u\|_2^2 \\
& + \frac{2}{c(t)} \|B\|_2^2 \|y - \bar{y}\|_2^2 \right) + 2\|\bar{z} - z\|_2^2 \\
& \leq \frac{8c^2(t)}{\sigma_g^2} \|A\|_2^2 \|B\|_2^2 \|u - \bar{u}\|_2^2 + \frac{8c^2(t)}{\sigma_g^2} \|A\|_2^2 \|B\|_2^2 \|x - \bar{x}\|_2^2 \\
& + 2\|\bar{z} - z\|_2^2 + \frac{4}{\sigma_g^2} \|B\|_2^2 \|y - \bar{y}\|_2^2 \\
& \leq \frac{24c^2(t)}{\sigma_g^2} \|A\|_2^2 \|B\|_2^2 \|x - \bar{x}\|_2^2 \\
& + \left( \frac{32c^4(t)}{\sigma_f^2 \sigma_g^2} \right) \|A\|_4^4 \|B\|_4^4 + 2 \right) \|z - \bar{z}\|_2^2 \\
& \leq \frac{4}{\sigma_f^2} \|A\|_2^2 \|B\|_2^2 \|y - \bar{y}\|_2^2.
\end{align*}

Finally,

\begin{align*}
\|u - \bar{u}\|_2^2
& = \| - \sigma(c(t) (A (u - \bar{u} + x - \bar{x}) + B (v - \bar{v} + z - \bar{z})) \|_2^2 \\
& \leq 4\sigma^2c^2(t) \|A\|_2^2 \|u - \bar{u}\|_2^2 + 4\sigma^2 c^2(t) \|A\|_2^2 \|x - \bar{x}\|_2^2 \\
& + 4\sigma^2 c^2(t) \|B\|_2^2 \|v - \bar{v}\|_2^2 + 4\sigma^2 c^2(t) \|B\|_2^2 \|z - \bar{z}\|_2^2 \\
& \leq 12\sigma^2c^2(t) \|A\|_2^2 \left( \frac{8c^2(t) \|B\|_4^4}{\sigma_g^2} + 1 \right) \|x - \bar{x}\|_2^2 \\
& + 4\sigma^2 c^2(t) \|B\|_2^2 \left( \frac{4c^2(t) \|A\|_4^4}{\sigma_f^2} + \frac{32c^4(t) \|A\|_4^4 \|B\|_4^4}{\sigma_f^2 \sigma_g^2} \right) \|y - \bar{y}\|_2^2.
\end{align*}

Then we have,

\begin{align*}
\|\Gamma(t,x,z,y) - \Gamma(t,\bar{x},\bar{z},\bar{y})\|
& \leq \sqrt{L_1(t)} \|x - \bar{x}\|_2^2 + L_2(t) \|z - \bar{z}\|_2^2 + L_3(t) \|y - \bar{y}\|_2^2 \\
& \leq \sqrt{L_1(t) + L_2(t) + L_3(t)} \|x - \bar{x}\|_2^2 + \|z - \bar{z}\|_2^2 + \|y - \bar{y}\|_2^2 \\
& = L(t) \|(x, z, y) - (\bar{x}, \bar{z}, \bar{y})\|,
\end{align*}

where

\begin{align*}
L(t) & = \sqrt{L_1(t) + L_2(t) + L_3(t)}, \\
L_1(t) & = 2 + 12\sigma^2c^2(t) \|A\|_2^2 + \frac{24c^2(t)(4\sigma^2 c^2(t) \|B\|_2^2 + 1)}{\sigma_g^2} \|A\|_2^2 \|B\|_2^2, \\
L_2(t) & = 2 + 12\sigma^2c^2(t) \|B\|_2^2 + \frac{4c^2(t)(4\sigma^2 c^2(t) \|A\|_2^2 + 1)}{\sigma_f^2} \|A\|_2^2 \|B\|_2^2 \\
& + \frac{32c^4(t)(4\sigma^2 c^2(t) + 1)}{\sigma_f^2 \sigma_g^2} \|A\|_4^4 \|B\|_4^4, \\
L_3(t) & = \frac{4(4\sigma^2 c^2(t) \|A\|_2^2 + 1)}{\sigma_f^2} \|A\|_2^2 + \frac{4(4\sigma^2 c^2(t) + 1)}{\sigma_g^2} \|B\|_2^2 \\
& + \frac{32c^2(t)(4\sigma^2 c^2(t) + 1)}{\sigma_f^2 \sigma_g^2} \|A\|_4^4 \|B\|_4^2.
\end{align*}
which means that $\Gamma(\cdot, \cdot, \cdot)$ is $L(t)$-Lipschitz continuous. Since $c(t)$ is bounded, it follows that $L(\cdot) \in L^1_{\text{loc}}([0, +\infty), \mathbb{R})$.

(2) Now we will show that $\Gamma(\cdot, x, z, y) \in L^1_{\text{loc}}([0, +\infty), \mathcal{H} \times \mathcal{G} \times \mathcal{K})$ for every $(x, z, y) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}$. Let $(x, z, y) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}$ be fixed and $T > 0$. We have

$$
\int_0^T \|\Gamma(t, x, z, y)\|dt
\leq \int_0^T \sqrt{\|u(t, x, z, y)\|^2 + \|v(t, x, z, y)\|^2 + \|w(t, x, z, y)\|^2}dt.
$$

Form Lemma 2, we have

$$
\|u(t, x, z, y)\|^2 
\leq 2\|u(t, x, z, y) - u(0, x, z, y)\|^2 + 2\|u(0, x, z, y)\|^2 
\leq 2 \left( \frac{\|A\|\|B\|\|v(0, x, z, y)\|}{\sigma_f} + \frac{\|A\|^2\|w(0, x, z, y)\|}{\sigma^2_3c(0)} + \frac{(c(t) + \sigma_f)\|B\|\|v(0, x, z, y)\|}{\sigma_f \sigma_g c(0)} \right) (c(t) - c(0))^2 + 2\|u(0, x, z, y)\|^2 
\leq 4\|A\|^2\|B\|^2\|v(0, x, z, y)\|^2 + \frac{\|w(0, x, z, y)\|^2}{\sigma^2 c(0)} (c(t) - c(0))^2 + 2\|u(0, x, z, y)\|^2,$$

$$
\|v(t, x, z, y)\|^2 
\leq 2\|v(t, x, z, y) - v(0, x, z, y)\|^2 + 2\|v(0, x, z, y)\|^2 
\leq 2 \left( \frac{(c(t)\|A\|^2\|B\|^2\|v(0, x, z, y)\|}{\sigma_f} + \frac{(c(t)\|A\|^2 + \sigma_f)\|B\|\|w(0, x, z, y)\|}{\sigma_f \sigma_g c(0)} \right) (c(t) - c(0))^2 + 2\|v(0, x, z, y)\|^2 
\leq 4\|B\|^2\|v(0, x, z, y)\|^2 + \frac{(c(t)\|A\|^2 + \sigma_f)^2\|w(0, x, z, y)\|}{\sigma_f^2 \sigma_g^2} (c(t) - c(0))^2 + \sigma^2_3c(0) (c(t) - c(0))^2 + 2\|v(0, x, z, y)\|^2,$$

and

$$
\|w(t, x, z, y)\|^2 
\leq \sigma^2_3c^2(t)(\|b - A(u(t, x, z, y) + x) - B(v(t, x, z, y) + z)\|^2 
\leq 4\|b\|^2 + \|A\|^2\|u(0, x, z, y)\|^2 + \|B\|^2\|v(0, x, z, y)\|^2 + \|Ax + Bz\|^2.$$

Since $c(t)$ is bounded, it follows that the integral

$$
\int_0^T \|\Gamma(t, x, z, y)\|dt
$$

exists and it is finite. So we have that $\Gamma(\cdot, x, z, y) \in L^1_{\text{loc}}([0, +\infty), \mathcal{H} \times \mathcal{G} \times \mathcal{K})$. The conclusion follows.

### B. Proof of Section 4

#### Lemma 3

**Proof** Let $T > 0$ be fixed. In the following we use the notation (2.3) again. Further, for the sake of brevity of the following proof, we note that $u(t, t) = u(t, x(t), z(t), y(t))$, $v(t, r) = v(t, x(r), z(r), y(r))$, $w(t, t) = w(t, x(t), z(t), y(t))$, $w(t, r) = w(t, x(r), z(r), y(r))$, $w(t, t) = w(t, x(t), z(t), y(t))$, and $w(t, r) = w(t, x(r), z(r), y(r))$. Let $t, r \in [0, T]$ be fixed. We have

$$
\|\dot{U}(t) - \dot{U}(r)\| 
\leq \|\Gamma(t, U(t)) - \Gamma(r, U(r))\| 
\leq \|\Gamma(t, U(t)) - \Gamma(t, U(r))\| + \|\Gamma(t, U(r)) - \Gamma(r, U(r))\| 
\leq \|u(t, t) - u(t, r)\| + \|v(t, t) - v(t, r)\| + \|w(t, t) - w(t, r)\| + \|w(t, r) - u(r, r)\| 
+ \|w(t, r) - v(r, r)\| + \|w(t, r) - w(r, r)\|.
$$

Since $u(t, t) = u(t, r)$

$$
= K_t \left( \frac{1}{c(t)} A^* y(t) - A^* B z(t) + A^* b \right) 
- K_t \left( \frac{1}{c(t)} A^* y(r) - A^* B z(r) + A^* b \right) - x(t) + x(r),
$$

from Lemma 1 we get

$$
\|u(t, t) - u(t, r)\| 
\leq \frac{c(t)}{c(t)} \|A^* y(t) - y(r)\| - A^* B z(t) - z(r)\| 
+ \|x(t) - x(r)\| 
\leq \|x(t) - x(r)\| + \frac{c(t)}{c(t)} \|A\|\|B\| \|z(t) - z(r)\| 
+ \frac{\|A\|\|y(t) - y(r)\|}{\|\sigma_f\|}.
$$

Since $t \rightarrow c(t)$ is bounded on $[0, T]$, there exists $L_1 := L_1(T) > 0$ such that

$$
\|u(t, t) - u(t, r)\| 
\leq L_1 \left( \|x(t) - x(r)\| + \|z(t) - z(r)\| + \|y(t) - y(r)\| \right).
$$

(B.1)

Similarly we have

$$
v(t, t) - v(t, r) = J_t \left( \frac{1}{c(t)} B^* y(t) - B^* A(u(t, t) + x(t)) + B^* b \right) 
- J_t \left( \frac{1}{c(t)} B^* y(r) - B^* A(u(t, r) + x(r)) + B^* b \right) 
- z(t) + z(r),
$$
and again according to Lemma 1, we get
\[
\|v(t, t) - v(t, r)\|
\leq \frac{c(t)}{\sigma_f} \left| \frac{1}{c(t)} B^* (y(t) - y(r)) - B^* A(x(t) - x(r)) \right|
- B^* A(u(t, t) - u(t, r)) + \|z(t) - z(r)\|
\leq \frac{c(t)}{\sigma_f} \|A\| \|B\| \|x(t) - x(r)\| + \|z(t) - z(r)\|
+ \frac{\|B\|}{\sigma_f} \|y(t) - y(r)\| + \frac{c(t)}{\sigma_f} \|A\| \|B\| \|u(t, t) - u(t, r)\|
\leq \frac{c(t)}{\sigma_f} \|A\| \|B\|(L_1 + 1) \|x(t) - x(r)\|
+ \left( \frac{c(t)}{\sigma_f} \|A\| \|B\| \|L_1 + 1\| \right) \|z(t) - z(r)\|
+ \frac{\|B\|}{\sigma_f} \|c(t)\| \|A\| \|B\| \|L_1 + 1\| \|y(t) - y(r)\|.
\] (B.2)

Using (B.1) and (B.2) we obtain
\[
\|w(t, t) - w(t, r)\|
\leq \sigma(c(t)) \|A\| \|u(t, t) - u(t, r) + x(t) - x(r)\|
+ \sigma(c(t)) \|B\| \|v(t, t) - v(t, r) + z(t) - z(r)\|
\leq \sigma(c(t)) \|A\| \|L_1 + 1\| \|B\| \|L_2 + 1\| \|x(t) - x(r)\|
+ \sigma(c(t)) \|A\| \|L_1 + 1\| \|B\| \|L_2 + 1\| \|z(t) - z(r)\|
+ \sigma(c(t)) \|A\| \|L_1 + 1\| \|B\| \|L_2 + 1\| \|y(t) - y(r)\|.
\]
So there exists \( L_3 := L_3(T) > 0 \) such that
\[
\|w(t, t) - w(t, r)\|
\leq L_3(\|x(t) - x(r)\| + \|z(t) - z(r)\| + \|y(t) - y(r)\|). \quad (B.3)
\]

Using Lemma 2(ii), we obtain
\[
\|u(t, t) - u(t, r)\|
= \|R_{(x(r), z(r), y(r))}(t) - R_{(x(r), z(r), y(r))}(r)\|
\leq \left( \frac{\|A\| \|B\| \|Q_{(x(r), z(r), y(r))}(r)\|}{\sigma_f} \right) \|c(t) - c(r)\|.
\] (B.4)

Since \( r \mapsto K_r \) and \( x, z, y \) and \( M_1 \) are absolutely continuous, the maps
\[
r \mapsto Q_{(x(r), z(r), y(r))}(r) = J_r \left( B^* (y(r) - B^* A(u(r, r)
+ x(r)) + B^* b)) - z(r) \right)
\] are bounded in \([0, T]\). Therefore, there exists \( L_4 := L_4(T) > 0 \) such that
\[
\|u(t, r) - u(t, r)\| \leq L_4(\|c(t) - c(r)\|.
\]
In an analog way, using Lemma 2(ii), we get
\[
\|v(t, r) - v(t, r)\|
= \|Q_{(x(r), z(r), y(r))}(t) - Q_{(x(r), z(r), y(r))}(r)\|
\leq \left( \frac{\|c(t)\| \|A\| \|B\| \|Q_{(x(r), z(r), y(r))}(r)\|}{\sigma_f \sigma_g} \right) \|c(t) - c(r)\|.
\] (B.5)

Therefore, there exists \( L_5 := L_5(T) > 0 \) such that
\[
\|v(t, r) - v(t, r)\| \leq L_5(\|c(t) - c(r)\|.
\]

Futher by using (B.4) and (B.6), we have
\[
\|w(t, r) - w(t, r)\|
= \|\sigma(c(t) - c(r))b - \sigma(c(t) - c(r)) A x(r)
- \sigma(c(t) - c(r)) B z(r) - \sigma A(c(t) u(t, r) - c(r) u(t, r))
- \sigma B(c(t) v(t, r) - c(r) v(t, r))\|
\leq \sigma(\|b\| + \|A\| \|x(r)\|) \|c(t) - c(r)\|
+ \sigma(\|B\| \|z(r)\|) \|c(t) - c(r)\|
+ \sigma(\|A\| \|u(t, r) - c(r) u(t, r)\|)
+ \sigma(\|B\| \|v(t, r) - c(r) v(t, r)\|)
\leq \sigma(\|b\| + \|A\| \|x(r)\| + \|B\| \|z(r)\| + \|A\| \|u(t, r)\|
+ \|B\| \|v(t, r)\| + \|A\| \|c(r)\| \|L_4 + \|B\| \|v(t, r)\|)
+ \|B\| \|c(r)\| \|L_5\| \|c(t) - c(r)\|.
\] (B.6)

So there exists \( L_6 := L_6(T) = \sup_{r \in [0, T]} \sigma(\|b\| + \|A\| \|x(r)\| + \|B\| \|z(r)\| + \|A\| \|u(t, r)\| + \|B\| \|v(t, r)\| + \|A\| \|c(r)\| \|L_4 + \|B\| \|c(r)\| \|L_5\| > 0 \) such that
\[
\|w(t, r) - w(t, r)\| \leq L_6(\|c(t) - c(r)\|.
\] (B.7)
Summing the relations (B.1)-(B.8) we get that there exists $L_7 := L_7(T) > 0$ such that
\[
\|\dot{U}(t) - U(r)\| \\
\leq L_7 (\|x(t) - x(r)\| + \|z(t) - z(r)\| + \|y(t) - y(r)\| \\
+ |c(t) - c(r)|).
\]

According to Remark 2(b), we can get $\dot{\psi}(t) = (\dot{x}(t), \dot{z}(t), \dot{y}(t))$ is absolutely continuous on $[0, T]$. This proves that the second order derivatives $(\ddot{x}(t), \ddot{z}(t), \ddot{y}(t))$ exists for almost every $t \in [0, +\infty)$.

In the next we prove the second statement. Note that $c(t)$ is bounded for all $t \in [0, +\infty)$. Then $L_1, L_2$ and $L_3$ can be taken as being global constants, so that (B.1), (B.2) and (B.6) hold for every $t, r \in [0, +\infty)$.

Since $R_{x(z)(x,y)(r)}(r) = \dot{x}(r), Q_{x(z)(x,y)(r)}(r) = \dot{z}(r)$ and $P_{x(z)(x,y)(r)}(r) = \ddot{y}(r)$ for every $r \in [0, +\infty)$, and taking into account (B.4) and (B.7) we get
\[
\|u(t, r) - u(r, r)\| \\
\leq \left( \frac{\|A\|\|B\|\|\dot{x}(r)\|}{\sigma_f} + \frac{\|A\|\|\dot{y}(r)\|}{\sigma_f} \right) |c(t) - c(r)|, \tag{B.9}
\]
and, respectively,
\[
\|v(t, r) - v(r, r)\| \\
\leq \left( \frac{c(t)\|A\|^2 + \|B\|\|\dot{y}(r)\|}{\sigma_f \sigma_g} \\
+ \frac{(c(t)\|A\|^2 + \sigma_f)\|B\|\|\dot{y}(r)\|}{\sigma_f \sigma_g} \right) |c(t) - c(r)| \tag{B.10}
\]
for every $t, r \in [0, +\infty)$. It holds
\[
\|\dot{x}(t) - \dot{x}(r)\| + \|\dot{z}(t) - \dot{z}(r)\| \\
= \|u(t, t) - u(r, t)\| + \|v(t, t) - v(r, t)\| \\
\leq \|u(t, t) - u(t, r)\| + \|u(t, r) - u(r, r)\| \\
+ \|v(t, t) - v(t, r)\| + \|v(t, r) - v(r, r)\|.
\]
So, it follows from (B.1), (B.2), (B.9) and (B.10) that there exists $L > 0$ such that
\[
\|\ddot{x}(t) - \ddot{x}(r)\| + \|\ddot{z}(t) - \ddot{z}(r)\| \\
\leq L (\|x(t) - x(r)\| + \|z(t) - z(r)\| + \|y(t) - y(r)\| \\
+ (\|\ddot{z}(r)\| + \|\ddot{y}(r)\|)|c(t) - c(r)|)
\]
for every $t, r \in [0, +\infty)$. Now we fix $r \in [0, +\infty)$ at which the second derivative of the trajectories exists and take in the above inequality $t = r + h$ for some $h > 0$. Then
\[
\|\ddot{x}(r + h) - \ddot{x}(r)\| + \|\ddot{z}(r + h) - \ddot{z}(r)\| \\
\leq L (\|x(r + h) - x(r)\| + \|z(r + h) - z(r)\| + \\
\|y(r + h) - y(r)\| + (\|\ddot{z}(r)\| + \|\ddot{y}(r)\|)|c(r + h) - c(r)|).
\]
After dividing in the above inequality by $h$ and letting $h \to 0$ we obtain
\[
\|\ddot{z}(r)\| + \|\ddot{y}(r)\| \\
\leq L (\|\ddot{z}(r)\| + \|\ddot{y}(r)\| + (\|z(r)\| + \|y(r)\|)|c(r)\|
\]
and the proof is complete.

\textbf{Theorem 2}

\textbf{Proof} We need an appropriate energy functional in order to conclude. This will be accomplished in (B.18) below. Let $(x^*, z^*, y^*) \in \mathcal{H} \times \mathcal{G} \times \mathcal{K}$ be a saddle point of the Lagrangian $L$. Then it fulfills the system of the optimality conditions
\[
\begin{align*}
A^* y^* &\in \partial f(x^*) \\
B^* y^* &\in \partial g(z^*) \\
A x^* + B z^* &= b.
\end{align*}
\]
From (2.1) we have for almost every $t \in [0, +\infty)$
\[
A^* y(t) - c(t) A^* A(x(t) + x(t)) - c(t) A^* B z(t) + c(t) A^* b \\
\in \partial f(x(t) + x(t)),
\]
and by taking into account the strong monotonicity of $\partial f$ we have
\[
\begin{align*}
\langle A^* y(t) - y^* - c(t) A^* A(x(t) + x(t)) - c(t) A^* B z(t) \\
+ c(t) A^* b, \dot{x}(t) + x(t) - x^* \rangle &\geq \sigma_f |\dot{x}(t) + x(t) - x^*|^2.
\end{align*}
\]
In an analog way, according to (2.2) we have for almost every $t \in [0, +\infty)$
\[
B^* y(t) - c(t) B^* A(x(t) + x(t)) - c(t) B^* B z(t) + c(t) B^* b \\
\in \partial g(z(t) + z(t)),
\]\nand by taking into account the strong monotonicity of $\partial g$ we have
\[
\begin{align*}
\langle B^* y(t) - y^* - c(t) B^* A(x(t) + x(t)) - c(t) B^* B(z(t) + z(t)) \\
+ c(t) B^* b, \dot{x}(t) + x(t) - x^* \rangle &\geq \sigma_g |\dot{z}(t) + z(t) - z^*|^2.
\end{align*}
\]
We use the last equation of (1.5) and the optimality condition $A x^* + B z^* = b$ to obtain for almost every $t \in [0, +\infty)$
\[
\begin{align*}
\langle A^* y(t) - y^* - c(t) A^* A(x(t) + x(t)) + B^* (y(t) - y^*), \dot{x}(t) + x(t) - x^* \rangle \\
= -\langle y(t) - y^*, -A(x(t) + x(t)) + A x^* - B(z(t) + z(t)) + B z^* \rangle \\
= -\frac{1}{\sigma_c(t)} \langle y(t) - y^*, \dot{y}(t) \rangle \\
= -\frac{1}{2\sigma_c(t)} \frac{d}{dt} \|y(t) - y^*\|^2.
\end{align*}
\]
\[
\tag{B.13}
\]}
By summing up (B.11) and (B.12) and by taking into account (B.13), we obtain for almost every \( t \in [0, +\infty) \)
\[
0 \leq \langle -c(t)A^*A(\dot{x}(t) + x(t)) - c(t)A^*Bz(t) + c(t)A^*b, \dot{x}(t) + x(t) - x^* \rangle + \langle -c(t)B^*A(\dot{x}(t) + x(t)) - c(t)B^*B(\dot{z}(t) + z(t)) + c(t)B^*b, \dot{z}(t) + z(t) - z^* \rangle - \sigma_f\|\dot{x}(t) + x(t) - x^*\|^2 - \sigma_g\|\dot{z}(t) + z(t) - z^*\|^2
- \frac{1}{2\sigma c(t)} \frac{d}{dt}\|y(t) - y^*\|^2. \tag{B.14}
\]
We have for almost every \( t \in [0, +\infty) \) (Using the last equality for \( \dot{y} \) in (1.5)):
\[
\langle -c(t)A^*A(\dot{x}(t) + x(t)) - c(t)A^*Bz(t) + c(t)A^*b, \dot{x}(t) + x(t) - x^* \rangle
+ x(t) - x^* \rangle - \sigma_g\|\dot{z}(t) + z(t) - z^*\|^2
- \frac{1}{\sigma^2 c(t)} \left[ \|\dot{y}(t)\|^2 + \frac{1}{2}\sigma c(t)\|A(\dot{x}(t) + x(t) - x^*)\|^2
+ \|A\dot{x}(t)\|^2 + 2\langle \dot{x}(t), A^*A(x(t) - x^*)\rangle + \|A(\dot{z}(t) + z(t))\|^2 \right]
+ \langle c(t)A^*Bz(t), \dot{x}(t) + x(t) - x^* \rangle
- \sigma_g\|\dot{z}(t) + z(t) - z^*\|^2
- \frac{1}{\sigma^2 c(t)} \left[ \|\dot{y}(t)\|^2 + \frac{1}{2}\sigma^2 c(t)\|A(x(t) - x^*)\|^2
+ \|A\dot{x}(t)\|^2 + \frac{d}{dt}\|Ax(t) - Ax^*\|^2 \right]
+ \|A\dot{x}(t)\|^2 + 2\langle \dot{x}(t), A^*A(x(t) - x^*)\rangle
- \frac{1}{2}\|\sigma c(t)(b - Ax^* - B(\dot{z}(t) + z(t)))\|^2
+ \langle c(t)A^*Bz(t), \dot{x}(t) + x(t) - x^* \rangle
- \sigma_g\|\dot{z}(t) + z(t) - z^*\|^2
\leq - \frac{1}{\sigma^2 c(t)} \left[ \|\dot{y}(t)\|^2 + \frac{1}{2}\sigma^2 c(t)\|A(x(t) - x^*)\|^2
+ \|A\dot{x}(t)\|^2 + \frac{d}{dt}\|Ax(t) - Ax^*\|^2 \right]
+ \langle c(t)A^*Bz(t), \dot{x}(t) + x(t) - x^* \rangle
+ \left( \frac{c(t)|B|^2}{2} - \sigma_f \right) \|\dot{z}(t) + z(t) - z^*\|^2
- \frac{1}{\sigma^2 c(t)} \left[ \|\dot{y}(t)\|^2 - \frac{c(t)}{2}\|Bz(t) - Bz^*\|^2 \right]
- \frac{d}{dt}\|Ax(t) - Ax^*\|^2
+ \left( \frac{c(t)|B|^2}{2} - \sigma_g \right) \|\dot{z}(t) - z^*\|^2 + \|\dot{z}(t)\|^2
+ \left( \frac{c(t)|A|^2}{2} - \sigma_f \right) \|x(t) - x^*\|^2
+ \left( \frac{c(t)|B|^2}{2} - \sigma_g \right) \|\dot{z}(t) - z^*\|^2 + \|\dot{z}(t)\|^2
+ \frac{d}{dt}\|Ax(t) - Ax^*\|^2
- \langle c(t)Bz(t), B(z(t) - z^*) \rangle + \left( \frac{c(t)|A|^2}{2} - \sigma_f \right) \|x(t) - x^*\|^2
- \frac{c(t)}{2}\|Bz(t) - Bz^*\|^2 - \frac{c(t)}{2}\|B\dot{z}(t)\|^2
- \langle c(t)Bz(t), B(z(t) - z^*) \rangle + \left( \frac{c(t)|A|^2}{2} - \sigma_f \right) \|x(t) - x^*\|^2
\]
By using the equation

\[ \langle B\dot{z}(t), \dot{y}(t) \rangle = \left\| \frac{\sqrt{m\epsilon(t)}}{2} B\dot{z}(t) + \frac{1}{\sqrt{m\epsilon(t)}} \dot{y}(t) \right\|^2 - \frac{mc(t)}{4} \left\| B\dot{z}(t) \right\|^2 - \frac{m}{mc(t)} \left\| \dot{y}(t) \right\|^2, \ m > 0 \]

we have for almost every \( t \in [0, +\infty) \):

\[ \langle c(t)A^* B\dot{z}(t), \dot{z}(t) + x(t) - x^* \rangle - \langle c(t)B\dot{z}(t), B(z(t) - z^*) \rangle = \left( c(t)B\dot{z}(t), b - \frac{1}{\sigma c(t)} \dot{y}(t) - B(\dot{z}(t) + z(t)) - Ax^* \right) \]

\[ - \langle c(t)B\dot{z}(t), B(z(t) - z^*) \rangle \]

\[ = \langle c(t)B\dot{z}(t), b - Ax^* - B(z(t) - z^*) \rangle - \frac{1}{\sigma} \langle B\dot{z}(t), \dot{y}(t) \rangle - \langle c(t)B\dot{z}(t), B(z(t)) \rangle \]

\[ = -\langle c(t)B\dot{z}(t), B(z(t) - 2Bz^*) \rangle - \frac{1}{\sigma} \left[ \left\| \frac{\sqrt{m\epsilon(t)}}{2} B\dot{z}(t) \right\|^2 - \frac{mc(t)}{4} \left\| B\dot{z}(t) \right\|^2 - \frac{m}{mc(t)} \left\| \dot{y}(t) \right\|^2 \right] \]

\[ - c(t)\left\| B\dot{z}(t) \right\|^2 - \frac{c(t)}{2} \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 \]

\[ = -\frac{c(t)}{2} \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 - 2Bz^*_2 - \frac{c(t)}{2} \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 \]

\[ + \frac{1}{\sqrt{m\epsilon(t)}} \left\| \dot{y}(t) \right\|^2 \]

\[ + \frac{m}{4\sigma} - 1 \right\| B\dot{z}(t) \right\|^2 + \frac{c(t)}{2} \frac{d}{dt} \left\| \dot{y}(t) \right\|^2. \]  

(B.17)

By plugging the relations (B.15)–(B.17) into (B.14), we obtain for almost every \( t \in [0, +\infty) \)

\[ 0 \leq -\frac{1}{2\sigma^2 c(t)} \left\| \dot{y}(t) \right\|^2 - \frac{c(t)}{2} \left\| Ax(t) - Ax^* \right\|^2 \]

\[ - \frac{c(t)}{2} \left\| Ax(t) \right\|^2 - \frac{c(t)}{2} \frac{d}{dt} \left\| Ax(t) - Ax^* \right\|^2 \]

\[ + \left( \frac{c(t)}{2} \right) \left\| Bx(t) \right\|^2 - \frac{2}{2} \frac{d}{dt} \left\| Ax(t) - Ax^* \right\|^2 \]

\[ + \frac{d}{dt} \left\| z(t) - z^* \right\|^2 \]

\[ - \frac{c(t)}{2} \left\| Bz(t) - Bz^* \right\|^2 - \frac{c(t)}{2} \frac{d}{dt} \left\| Bz(t) \right\|^2 \]

\[ + \left( \frac{c(t)}{2} \right) \left\| A(t) \right\|^2 - \sigma_s \left( \left\| z(t) - z^* \right\|^2 + \left\| \dot{z}(t) \right\|^2 \right) \]

\[ + \frac{d}{dt} \left\| x(t) - x^* \right\|^2 \]

\[ - \frac{1}{\sigma} \left\| \frac{\sqrt{m\epsilon(t)}}{2} B\dot{z}(t) \right\|^2 + \frac{c(t)}{2} \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 \]

\[ + \frac{m}{4\sigma} - 1 \right\| B\dot{z}(t) \right\|^2 + \frac{1}{m\sigma c(t)} \left\| \dot{y}(t) \right\|^2 \]

\[ - \frac{c(t)}{2} \frac{d}{dt} \left( \frac{1}{\sigma} \left\| B\dot{z}(t) \right\|^2 - \frac{1}{2\sigma c(t)} \left\| \dot{y}(t) \right\|^2 \right) \]

\[ - \frac{c(t)}{2} \frac{d}{dt} \left( \frac{1}{\sigma c(t)} \left\| \dot{y}(t) \right\|^2 - \frac{c(t)}{2} \left\| Ax(t) - Ax^* \right\|^2 \right) \]

\[ - \frac{3}{2} \frac{m}{4\sigma} \left( c(t) \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 - \frac{c(t)}{2} \left\| Ax(t) - Ax^* \right\|^2 \right) \]

\[ - \frac{c(t)}{2} \frac{d}{dt} \left( \left\| B\dot{z}(t) - Bz^* \right\|^2 \right) \]

\[ + \frac{1}{\sigma} \left( c(t) \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 - \frac{1}{\sigma c(t)} \left\| y(t) - y^* \right\|^2 \right) \]

\[ + \frac{1}{\sigma} \left( c(t) \frac{d}{dt} \left\| y(t) - y^* \right\|^2 \right) \]

\[ + \frac{2\sigma_f - c(t) \left\| A \right\|^2 \frac{d}{dt} \left\| x(t) - x^* \right\|^2 \]

\[ + \frac{c(t)}{2} \frac{d}{dt} \left\| B\dot{z}(t) - 2Bz^* \right\|^2 \]

\[ + (2\sigma_f - c(t) \left\| B \right\|^2 \frac{d}{dt} \left\| z(t) - z^* \right\|^2 \]

\[ + c(t) \left( \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 + \frac{1}{\sigma c(t)} \frac{d}{dt} \left\| y(t) - y^* \right\|^2 \right) \]

Taking into account that

\[ -\frac{1}{2} \left( c(t) \frac{d}{dt} \left( \frac{d}{\sigma c(t)} \left\| B\dot{z}(t) \right\|^2 \right) \]

\[ + c(t) \frac{d}{dt} \left\| Bz(t) - 2Bz^* \right\|^2 \]

\[ + (2\sigma_f - c(t) \left\| B \right\|^2 \frac{d}{dt} \left\| z(t) - z^* \right\|^2 \]

\[ + c(t) \frac{d}{dt} \left( \frac{d}{\sigma c(t)} \left\| y(t) - y^* \right\|^2 \right) \]

\[ -\frac{1}{2} \frac{d}{dt} \left( \frac{d}{\sigma c(t)} \left\| B\dot{z}(t) \right\|^2 - \frac{1}{\sigma c(t)} \frac{d}{dt} \left\| y(t) - y^* \right\|^2 \right) \]

\[ + \frac{d}{dt} \left( \frac{d}{\sigma c(t)} \left( 2\sigma_f - c(t) \left\| A \right\|^2 \right) \frac{d}{dt} \left\| x(t) - x^* \right\|^2 \]

\[ - 2\sigma c(t) \left( \frac{d}{dt} \left\| A \right\|^2 \right) \frac{d}{dt} \left\| x(t) - x^* \right\|^2 \]

\[ + \frac{d}{dt} \left( \frac{d}{\sigma c(t)} \left( 2\sigma_f - c(t) \left\| B \right\|^2 \right) \frac{d}{dt} \left\| z(t) - z^* \right\|^2 \]

\[ - 2\sigma c(t) \left( \frac{d}{dt} \left\| B \right\|^2 \right) \frac{d}{dt} \left\| z(t) - z^* \right\|^2 \]

\[ + \frac{d}{dt} \left( \frac{d}{\sigma c(t)} \left( 2\sigma_g - c(t) \left\| B \right\|^2 \right) \frac{d}{dt} \left\| z(t) - z^* \right\|^2 \]

\[ + \frac{c(t)}{2} \frac{d}{dt} \left\| B\dot{z}(t) \right\|^2 + \frac{1}{\sigma c(t)} \frac{d}{dt} \left\| y(t) - y^* \right\|^2 \right) \]}
\[-\frac{1}{2\sigma_c(t)} \frac{d}{dt} (\sigma_c(t)(2\sigma_f - c(t))A^2)\|x(t) - x^*\|^2 + \|x(t) - x^*\|^2 z_c(t)A^* + \|z(t) - 2z^*\|^2 z_c(t)B^*B + \sigma_c(t)(2\sigma_g - c(t))B^2)\|z(t) - z^*\|^2 + \sigma_c^2(t)\|Bz(t)\|^2 + \|y(t) - y^*\|^2} + \frac{1}{\sqrt{mc(t)}} \|\hat{y}(t)\|^2 \right) \\
+ \frac{\sigma_c(t)}{\sqrt{mc(t)}} \|Bz(t)\| \left( \|x(t) - x^*\|^2 + \|\hat{x}(t)\|^2 \right) \setminus 0 < \sigma(t) < \min \left\{ \frac{\sigma_f}{\|x(t) - x^*\|^2}, \frac{\sigma_g}{\|z(t) - z^*\|^2}, \frac{\sigma_f}{\|x(t) - x^*\|^2} \right\}.

Since \( \hat{c}(t) \leq 0, 0 < c(t) < \min \left\{ \frac{\sigma_f}{\|x(t) - x^*\|^2}, \frac{\sigma_g}{\|z(t) - z^*\|^2}, \frac{\sigma_f}{\|x(t) - x^*\|^2} \right\}, \) if \( c(t) \) is not constant (if \( c(t) \) is constant we have \( \hat{c}(t) = 0 \), let \( \sigma < m < \sigma_0 \), we have almost every \( t \in [0, +\infty). \)

\[ \geq \frac{1}{2} \frac{d}{dt} \sigma_c(t)(2\sigma_f - c(t))A^2)\|x(t) - x^*\|^2 + \|x(t) - x^*\|^2 z_c(t)A^* + \|z(t) - 2z^*\|^2 z_c(t)B^*B + \sigma_c(t)(2\sigma_g - c(t))B^2)\|z(t) - z^*\|^2 + \sigma_c^2(t)\|Bz(t)\|^2 + \|y(t) - y^*\|^2} + \frac{1}{\sqrt{mc(t)}} \|\hat{y}(t)\|^2 \right) \setminus 0 < \sigma(t) < \min \left\{ \frac{\sigma_f}{\|x(t) - x^*\|^2}, \frac{\sigma_g}{\|z(t) - z^*\|^2}, \frac{\sigma_f}{\|x(t) - x^*\|^2} \right\}.

From Lemma 4 we have

\[ \exists \lim_{t \to +\infty} \sigma_c(t)(2\sigma_f - c(t))A^2)\|x(t) - x^*\|^2 + \|x(t) - x^*\|^2 z_c(t)A^* + \sigma_c(t)(2\sigma_g - c(t))B^2)\|z(t) - z^*\|^2 + \|z(t) - 2z^*\|^2 z_c(t)B^*B + \sigma_c^2(t)\|Bz(t)\|^2 + \|y(t) - y^*\|^2} \in \mathbb{R}. \] (B.19)

Let \( T > 0 \). By integrating (B.18) on the interval \([0, T]\) we obtain

\[ \frac{1}{2} \frac{d}{dt} \sigma_c(T)(2\sigma_f - c(T))A^2)\|x(T) - x^*\|^2 + \|x(T) - x^*\|^2 z_c(T)A^* + \sigma_c(T)(2\sigma_g - c(T))B^2)\|z(T) - z^*\|^2 + \|z(T) - 2z^*\|^2 z_c(T)B^*B + \sigma_c^2(T)\|Bz(T)\|^2 + \|y(T) - y^*\|^2} \setminus \frac{3\sigma}{2} - \frac{m}{4} \leq 0, T \to 0 \]
Hence, according to Lemma 20.33 and the right-hand side is a function in $L(\sigma c, \sigma c)$. Consequently, we consider two sequential cluster points of the Lagrangian in Proposition 20.33, and so it follows that $Ax^* + Bz^* = b$.

From (2.1) we have $\forall t \in [0, +\infty) \Rightarrow A^*y(s_n) - c(s_n)A^*A(\hat{x}(s_n) + x(s_n)) = c(s_n)A^*Bz(s_n) + c(s_n)A^*b \in \partial f(\hat{x}(s_n) + x(s_n))$.

Since $y(s_n)$ converges weakly to $\hat{y}$, $\lim_{t \to +\infty} x(t) = 0$, $\lim_{t \to +\infty} x(t) = x^*$, and $\lim_{t \to +\infty} z(t) = z^*$, and $Ax^* + Bz^* = b$, it follows from Proposition 20.33 in [9] that $A^*y \in \partial f(x^*)$.

From (2.2) we have $\forall t \in [0, +\infty) \Rightarrow B^*y(s_n) - c(s_n)B^*A(\hat{x}(s_n) + x(s_n)) = c(s_n)B^*B(\hat{z}(s_n) + z(s_n)) + c(s_n)B^*b \in \partial g(\hat{x}(s_n) + x(s_n)) + c(s_n)B^*b$.

Since $y(s_n)$ converges weakly to $\hat{y}$, $\lim_{t \to +\infty} x(t) = 0$, $\lim_{t \to +\infty} x(t) = x^*$, and $\lim_{t \to +\infty} z(t) = z^*$, and $Ax^* + Bz^* = b$, it follows from Proposition 20.33 in [9] that $B^*y \in \partial g(z^*)$.

In conclusion, $(x^*, z^*, y^*)$ is a saddle point of the Lagrangian $\mathcal{L}$.

Now, we prove that $(x(t), z(t), y(t)), t \in [0, +\infty)$ converges weakly. So we consider two sequential cluster points $(x^*, z^*, y_1)$ and $(x^*, z^*, y_2)$. Consequently, there exists $(k_n)_{n \geq 0}$ such that the subsequence $(x(k_n),, z(k_n), y(k_n))$ converges weakly to $(x^*, z^*, y_1)$ as $n \to +\infty$ and $(x(k_n),, z(k_n), y(k_n))$ converges weakly to $(x^*, z^*, y_2)$ as $n \to +\infty$, respectively. Well, based on the previous proof, we know that $(x^*, z^*, y_1)$ and $(x^*, z^*, y_2)$ are both saddle points of the Lagrangian $\mathcal{L}$.
so that
\[ \|y_2 - y_1\|^2 = 0. \]
It follows that \( y_1 = y_2. \) In consequence, \((x(t), z(t), g(t))\) converges weakly to a saddle point of the Lagrangian \( \mathcal{L} \).

**Theorem 3**

**Proof** Let \( \hat{x} \in \mathcal{H}, \ z \in \mathcal{G}, \ x + \delta = b \) be fixed. By using (2.1), that is
\[ y(t) - c(\hat{x}(t) + x(t)) - cz(t) + cb \in \partial g(\hat{x}(t) + x(t)), \]
it yields
\[ f(\hat{x}(t) + x(t)) - f(\hat{x}) \leq (-y(t) + c(\hat{x}(t) + x(t)) + cz(t) - cA^*b, \hat{x} - (\hat{x}(t) + x(t))) - \frac{\sigma_f}{2} \|\hat{x} - (\hat{x}(t) + x(t))\|^2. \] (B.22)
for almost every \( t \in (0, +\infty) \). Similarly, by using (2.2), that is
\[ y(t) - c(\hat{z}(t) + x(t)) - c(\hat{z}(t) + z(t)) + cb \in \partial g(\hat{z}(t) + z(t)), \]
it yields
\[ g(\hat{z}(t) + z(t)) - g(z) \leq (-y(t) + c(\hat{z}(t) + x(t)) + c(\hat{z}(t) + z(t)) - cb, \hat{z} - (\hat{z}(t) + z(t))) - \frac{\sigma_g}{2} \|\hat{z} - (\hat{z}(t) + z(t))\|^2, \] (B.23)
for almost every \( t \in (0, +\infty) \). We recall the following two identities from the proof of 2 (here were actually replace \( x^* \) with \( \hat{x}, z^* \) with \( \hat{z} \) and \( y^* \) by 0)
\[ \langle y(t), \hat{x}(t) + x(t) - \hat{x} \rangle + \langle y(t), \hat{z}(t) + z(t) - \hat{z} \rangle = -\langle y(t), \hat{x}(t) + x(t) - \hat{x} \rangle - \langle y(t), \hat{z}(t) + z(t) - \hat{z} \rangle = -\frac{1}{\sigma_c} \langle y(t), \hat{y}(t) \rangle \]
which corresponds to (B.13).
\[ \langle -c(\hat{x}(t) + x(t)) - cz(t) + cb, \hat{x}(t) + x(t) - \hat{x} \rangle - \frac{\sigma_f}{2} \|\hat{x}(t) + x(t) - \hat{x}\|^2 + \langle -c(\hat{z}(t) + z(t)) + cb, \hat{z}(t) + z(t) - \hat{z} \rangle - \frac{\sigma_g}{2} \|\hat{z}(t) + z(t) - \hat{z}\|^2 \leq -\frac{1}{2\sigma^2 c} \|\hat{y}(t)\|^2 - \frac{c}{2} \|x(t) - \hat{x}\|^2 - \frac{c}{2} \|\hat{x}(t)\|^2 - \frac{c}{2} \|z(t) - \hat{z}\|^2 \]
\[ -\frac{c}{2} \|\hat{x}(t) + x(t) - \hat{x}\|^2 - \frac{1}{2} (\sigma_g - c) \left( \|z(t) - \hat{z}\|^2 + \|\hat{z}(t)\|^2 + \frac{d}{dt} \|z(t) - \hat{z}\|^2 \right) - \frac{1}{2\sigma^2 c} \|\hat{y}(t)\|^2 - \frac{c}{2} \|x(t) - \hat{x}\|^2 - \frac{c}{2} \|\hat{x}(t)\|^2 - \frac{c}{2} \|z(t) - \hat{z}\|^2 \]
\[ -\frac{c}{2} \|\hat{x}(t) + x(t) - \hat{x}\|^2 - \frac{1}{2} (\sigma_g - c) \left( \|z(t) - \hat{z}\|^2 + \|\hat{z}(t)\|^2 + \frac{d}{dt} \|z(t) - \hat{z}\|^2 \right) \]
That’s what we get when we add (B.15), (B.16),(B.17) . By adding the two identities, (B.22) and (B.23), we obtain for almost every \( t \in (0, +\infty) \)
\[ (f(\hat{x}(t) + x(t)) + g(\hat{z}(t) + z(t))) - (f(\hat{x}) + g(\hat{z})) \leq \frac{1}{\sigma_c} \left( \frac{1}{m} - \frac{1}{\sigma} \right) \|\hat{y}(t)\|^2 - \frac{\sigma_f}{2} \|x(t) - \hat{x}\|^2 - \frac{\sigma_g}{2} \|z(t) - \hat{z}\|^2 \]
\[ - \frac{1}{\sigma^2} \left( \frac{1}{m} - \frac{1}{\sigma} \right) \|\hat{y}(t)\|^2 - \frac{\sigma_f}{2} \|x(t) - \hat{x}\|^2 - \frac{\sigma_g}{2} \|z(t) - \hat{z}\|^2 \]
\[ - \frac{1}{\sigma^2} \left( \frac{1}{m} - \frac{1}{\sigma} \right) \|\hat{y}(t)\|^2 - \frac{\sigma_f}{2} \|x(t) - \hat{x}\|^2 - \frac{\sigma_g}{2} \|z(t) - \hat{z}\|^2 \]
\[ - \frac{\sigma_f}{2} \|x(t) - \hat{x}\|^2 - \frac{\sigma_g}{2} \|z(t) - \hat{z}\|^2 \leq \frac{1}{\sigma^2} \left( \frac{1}{m} - \frac{1}{\sigma} \right) \|\hat{y}(t)\|^2 - \frac{\sigma_f}{2} \|x(t) - \hat{x}\|^2 - \frac{\sigma_g}{2} \|z(t) - \hat{z}\|^2 \]
\[ \langle f(\hat{x}(t) + x(t)) + g(\hat{z}(t) + z(t))) - (f(\hat{x}) + g(\hat{z})) \leq -\frac{1}{2} \frac{d}{dt} \left( \|x(t) - \hat{x}\|^2 \|2c + \sigma_x) I_d \| + \|z(t) - \hat{z}\|^2 \|3c + \sigma_z) I_d \| + \|y(t)\|^2 \|2 \hat{x} I_d \right) \], (B.24)
where
\[ W(t) = \left( (2c + \sigma_x) I_d, (3c + \sigma_y) I_d, \frac{1}{\sigma c} I_d \right). \]
For \( \hat{x}(t) = \frac{1}{\tau} \int_0^t (\hat{x}(s) + x(s))ds \) and \( \hat{z}(t) = \frac{1}{\tau} \int_0^t (\hat{z}(s) + z(s))ds \), it holds \( \forall t \in (0, +\infty) \)
\[ b - \hat{x} - \hat{z} = b - \frac{1}{\tau} \int_0^t ((\hat{x}(s) + x(s)) + (\hat{z}(s) + z(s)))ds \]
\[ b - \frac{1}{t} \int_0^t (b - \frac{1}{\sigma c} \dot{y}(s)) \, ds \]
\[ = \frac{1}{\sigma c} \int_0^t \dot{y}(s) \, ds \]
\[ = \frac{y(t) - y_0}{\sigma c}. \]

From Theorem 2 it follows that the trajectory \((x(t), z(t), y(t))\) converges weakly to a saddle point of \(L\) as \(t \to +\infty\). This means that \(y(t), t \in [0, +\infty)\), it is bounded, thus there exists \(K \geq 0\) such that
\[ \|b - \bar{x} - \bar{z}\| \leq \frac{K}{t}, \forall t \in (0, +\infty). \]

Let \(t \in (0, +\infty)\) be such that \((\bar{x}(t), \bar{z}(t)) \in \text{dom} f \times \text{dom} g\). By Jensen’s inequality in the integral form we have for every \(t \in (0, +\infty)\)
\[ f(\bar{x}(t)) = f\left(\frac{1}{t} \int_0^t (\dot{x}(s) + x(s)) \, ds\right) \leq \frac{1}{t} \int_0^t f(\dot{x}(s) + x(s)) \, ds \]
and
\[ g(\bar{z}(t)) = g\left(\frac{1}{t} \int_0^t (\dot{z}(s) + z(s)) \, ds\right) \leq \frac{1}{t} \int_0^t g(\dot{z}(s) + z(s)) \, ds, \]
which, combined with (B.24), yields
\[ f(\bar{x}(t)) + g(\bar{z}(t)) \leq \frac{1}{t} \int_0^t (f(\dot{x}(s) + x(s)) \, ds + g(\dot{z}(s) + z(s)) \, ds) \]
\[ \leq \frac{1}{t} \int_0^t \left( f(\bar{x}) + g(\bar{z}) - \frac{1}{2\sigma c} \Vert (x(s), z(s), y(s)) \Vert^2 \right) \, ds \]
\[ = f(\bar{x}) + g(\bar{z}) - \frac{1}{2\sigma c} \left( \Vert (x(t), z(t), y(t)) - (\bar{x}, \bar{z}, 0) \Vert^2_{W(t)} \right) \]
\[ - \Vert (x(0), z(0), y(0)) - (\bar{x}, \bar{z}, 0) \Vert^2_{W(0)} ) \]
\[ \leq f(\bar{x}) + g(\bar{z}) + \frac{\Vert (x^0, z^0, y^0) - (\bar{x}, \bar{z}, 0) \Vert^2_{W(0)}}{2t}. \]

Hence,
\[ (f(\bar{x}(t)) + g(\bar{z}(t))) - (f(\bar{x}) + g(\bar{z})) \leq \frac{\Vert (x^0, z^0, y^0) - (\bar{x}, \bar{z}, 0) \Vert^2_{W(0)}}{2t}. \]
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