Direct Numerical Observation of Real-Space Recollision in High-Harmonic Generation from Solids
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Real-space picture of electron recollision with the parent ion guides our understanding of the highly nonlinear response of atoms and molecules to intense low-frequency laser fields. It is also an important player in high harmonic generation (HHG) in solids. It is typically viewed in the momentum space, as the recombination of the conduction band electron with the valence band hole, competing with another HHG mechanism, the strong-field driven Bloch oscillations. In this work, we use numerical simulations to directly test and confirm the real-space recollision picture as the key mechanism of HHG in solids. Our tests take advantage of the well-known characteristic features in the molecular harmonic spectra, associated with the real-space structure of the molecular ion. We show the emergence of analogous spectral features when similar real-space structures are present in the periodic potential of the solid-state lattice. This work demonstrates the capability of HHG imaging of spatial structures of a unit cell in solids.

PACS numbers:

I. INTRODUCTION

The importance of the simple physical picture underlying high-harmonic generation (HHG) in atoms and molecules in strong laser fields can hardly be overstated. It plays a key role in using HHG to generate and control attosecond pulses. It guides application of HHG as a time-resolved spectroscopic technique, linking the harmonic emission to the underlying electron-nuclear dynamics with attosecond temporal resolution. These dynamics are mapped on all properties of the emitted light: amplitude, phase, and polarization.

The advent of intense mid-infrared light sources triggered experiments on high harmonic generation in solids, including dielectrics, semiconductors, nano-structures and noble gas solids. HHG in solids is attractive both as a possible compact source of XUV pulses and as attosecond spectroscopy. Spectroscopic applications include imaging energy bands, performing tomography of impurities in solids, and unraveling electron-hole dynamics at their intrinsic timescale, including phase transitions, both light driven and topological.

The dominant microscopic mechanism of HHG in solids is a topic of much debate, due in part to very different (from atoms and molecules) dependence on laser and material parameters. One important mechanism is electron-hole recollision, leading to the (inter-band) electron-hole recombination (see e.g. [33, 52, 57, 60]). The second is the intraband current associated with laser driven Bloch oscillations (see e.g. [30, 41, 61, 62]).

Here we describe results of the numerical experiment which allows us to link directly HHG in solids with real-space electron-hole recollision. The key role of this mechanism, and the crucial importance of its real-space interpretation, has been highlighted in the beautiful recent paper, we take advantage of the angstrom-scale spatial resolution embedded in the harmonic signal, well established in molecules [13, 20, 64–72]. The spatial information arises from half-scattering during electron-molecule recombination. It manifests in characteristic minima in the HHG spectra [64–66]. They are laser-intensity independent [13, 64–66] and are associated with structure-based minima in the photorecombination cross sections [64–72], mirroring the well-known structure-related minima in photoionization. In diatomic molecules, the minima result from the Cohen-Fano interference of the two photoionization pathways originating at the two nuclei.

Clearly, if real-space recollision between the conduction band electron and the valence band hole underlies HHG in solids, it is supposed to exhibit the same Cohen–Fano type interference minima when the unit cell of the periodic lattice potential has a two-centre structure.

In dielectrics and wide-band-gap semiconductors, HHG is well described using semiconductor Bloch equations describing effective single-particle motion in the band-structure obtained, e.g., using density functional theory methods or suitably chosen pseudo-potentials. The quantitative accuracy of these methods has been well documented [33]. In our study, we restrict ourselves to wide band gap materials, low-frequency drivers, and low excitation probability, where effective single-particle description is adequate.
II. THEORETICAL METHOD

To explore the idea, we model a semiconductor with two atom basis. In such a case, there will be two characteristic lengths for the unit-cell, the inter-atomic distance as well as the lattice constant. When the laser polarization is along the direction of the interatomic bond, we can effectively model this system using a one-dimensional bichromatic lattice potential (see Fig. 1(a)). The harmonic spectrum was obtained by solving the time-dependent Schrödinger equation (TDSE)

\[ i \frac{\partial}{\partial t} \Phi(t) = (H_0 + H_{\text{int}}) \Phi(t), \]  

where \( H_0 = -\nabla^2/2 + V(x) \) is the field-free Hamiltonian, and \( V(x) \) is the bichromatic lattice potential

\[ V(x) = -V_0 \left[ (\alpha + \beta) - \alpha \cos \left( \frac{4\pi x}{a} \right) - \beta \cos \left( \frac{2\pi x}{a} \right) \right]. \]  

Here, \( V_0 \) is the potential depth, \( a \) is the lattice constant. Atomic units are used throughout unless stated otherwise. Each unit cell has a double-well shape, with \( a \) the distance between the unit cells (Fig. 1(a)), and the ratio of \( \alpha \) and \( \beta \) control the depth of the double-well potential. In the present study, \( V_0 = 0.37 \) a.u., \( a = 8 \) a.u. and \( \alpha = \beta = 1 \) are used. These values of \( V_0 \) and \( a \) are widely used to study HHG in solids [52, 74–76]. Figure 1(b) shows the energy-band structure within the first Brillouin Zone for this bichromatic lattice. The minimum energy band-gap is 4.99 eV at the edge of the Brillouin zone (\( k = \pm \pi/a \)).

To obtain the high-harmonic spectrum, we solve the TDSE in the velocity gauge within the Bloch-state basis [52, 58], using the fourth-order Runge-Kutta method with 0.01 a.u. time-step for the coupled differential equations as in Ref. [58], no ad-hoc dephasing is introduced.

Initially, all the valence bands are expected to be filled. Generally, one has to consider all crystal momentum states in the fully occupied valence bands, adding coherently the resulting laser-induced dipoles. However, excitation probabilities are low, and we found that including only those crystal momentum states that are located within 3% distance from the minimal bandgap, in the highest valence band (third band in Fig. 1(b)), is sufficient to obtain the key spectral features of interest. Other two valence bands which are deeply bound are neglected in the calculation. The spectra were converged for the number of conduction bands. Similar approximations are used in Ref. [52]. To ensure the robustness of our findings, we have also simulated the HHG spectra by solving TDSE in real space. The results obtained from two different numerical approaches, in real space and in the Bloch state basis, show excellent agreement with each other [77]. The harmonic intensity is obtained from the time-derivative of the time-dependent current as

\[ I(\omega) = \left| \int dt \left( \frac{d}{dt} j(t) \right) e^{i\omega t} \right|^2. \]  

Macroscopic propagation effects are not included.

III. RESULTS AND DISCUSSION

For the bichromatic lattice, the HHG spectrum is shown in Fig. 2, for an eight optical cycles linearly polarised laser pulse with a sine-square envelope and \( \lambda = 3.2 \mu m \). Spectra corresponding to the four different laser intensities are shown, \( 7 \times 10^{11} \) W/cm\(^2\) (yellow), \( 8 \times 10^{11} \) W/cm\(^2\) (pink), \( 9 \times 10^{11} \) W/cm\(^2\) (blue) and \( 1 \times 10^{12} \) W/cm\(^2\) (green). The spectra exhibit both a primary and a secondary plateau and a sharp transition.
from the primary to the secondary plateau, with clear cutoffs. In the spectrum, $E_1$ and $E_2$ mark the minimum and the maximum band-gaps between the first conduction band and the valence band.

The primary plateau arises due to the interband transition from the first conduction band to the valence band. The electron can also move to the higher conduction band via interband tunnelling (see e.g. [35, 60, 76]). Transitions from the higher-lying conduction band to the valence band lead to the secondary plateau (e.g. [35]). The intensity of the second plateau increases with the laser intensity, see Fig. 2, reflecting higher probability of the inter-band excitation to the higher conduction band.

The harmonic cutoff in the second plateau increases linearly with the field amplitude of driving laser, as is typical for solids [27, 50, 52, 53].

The key feature of interest is the pronounced minimum in the second plateau, clearly present in Fig. 2 (see black arrow). To identify its physical origin, we plot the position of the minimum as a function of the laser intensity in Fig. 3(a). It shows that the position of the minimum is not sensitive to the laser intensity, just like the Cohen-Fano type interference minimum in high harmonic generation from molecules [64–70, 78, 79].

To verify this conclusion, we look at the position of the minimum as a function of the parameters of the bichromatic lattice potential [see Eq. (2)]. As expected for the Cohen-Fano type interference in radiative recombination during recollision, the position of the minimum is independent of the depth of the bichromatic potential ($V_0$) as long as the distance between the wells does not change, see Fig. 3(b). However, the position of the minimum changes as soon as we start to vary the lattice constant $a$, see Fig. 3(c). As the lattice constant is increased, the minimum shifts towards lower photon energies, as it should. Identical observations have been reported for oriented molecules, where the interference minimum occurs at a lower harmonic order for larger internuclear bond-length, (or when the aligned molecular ensemble is rotated towards the field polarization) [64-70]. As can be seen from Eq. (2), the ratio of $\alpha$ and $\beta$ controls the depth of the double-well potential. Changing this ratio changes the depth of the potential barrier between the two wells, and thus the distance between the two peaks of the corresponding wavefunction. For small $\tilde{\alpha} = \alpha/\beta^2$, the distance between the two peaks in the double-well wavefunction is smaller, and so the minimum is shifted to higher energies as evident from Fig. 3(d).

In diatomic molecules, the structural minimum associated with photorecombination disappears when the two nuclei are substantially different, so that the ground state is localized on a single nucleus. The same should happen here.

To check this effect, we introduce asymmetry into the double-well potential of the lattice as shown in Fig. 4 (inset). The asymmetry is introduced by adding a 90° phase difference between the two spatial frequency components of the lattice. The corresponding harmonic spectrum is shown in Fig. 4 for $I=8 \times 10^{11}$ W/cm$^2$ and driving wavelength $\lambda = 3.2 \mu$m. While the overall harmonic spectrum is the same as for the symmetric bichromatic potential (see Figs. 2 and 4), the minimum disappears. Therefore, the minimum in solid HHG does indeed represent...
The harmonic spectrum is obtained for intensity of $8 \times 10^{11}$ W/cm$^2$ and wavelength of 3.2 µm. Here, $E_1'$ and $E_2'$ mark the minimum (4.79 eV) and the maximum (20.63 eV) band-gaps between the first conduction band and the valence band. The minimum energy band-gap is at the edge of the Brillouin zone ($k = \pm \pi/a$).

Let us further explore the underlying mechanism responsible for the presence of minimum in a bichromatic lattice and its absence in the monochromatic (single colour) lattice. In molecules, where such structural minimum is well studied, the total potential of the molecule and the bound state wavefunction are written as a sum of two components located at the two nuclei. Consequently, the recombination amplitude also acquires two contributions, associated with the recombination onto each nucleus. Interference of these two terms produces the structural minimum in the harmonic spectrum of solids.

The above equation shows that dipole transition amplitude is a linear superposition of the two-components, which are functions of the two different reciprocal lattice points. The interference of these two terms produces the structural minimum in the harmonic spectrum of solids. We have calculated the harmonic spectrum from each of the two components as shown in Fig. 4. The first plateau of the two structures are matching while the second plateau behave differently for the two components. The point at which the two contributions match in the second plateau can be identified as the position of the structural minimum. This also explains why there is no structural minimum in monochromatic lattice as there is no such two contributions to interfere. As it is clear from Eq. (4), only $a$ and $\tilde{a}$ are the parameters which make explicit changes in the two competing contributions differently, leading to a change in the position of the structural minima (See Fig. 4). Also, Eq. (4) shows that the dependence of $V_0$ appears in the pre-factor. While the components of $|\Phi(t)\rangle$ carry the information about $V_0$, this does not lead a considerable change in the position of the minimum for the energy range that we have considered.

By adding a phase difference in the two interfering terms in Eq. (4), which is equivalent to creating an imbalance in the potential, we can modulate the interference as shown in Fig. 4.

IV. CONCLUSION

In this work, we have demonstrated that real-space recollision picture passes an important numerical test, which makes a close analogy to the molecular picture. By providing direct numerical confirmation of the key role of recollision in coordinate space, our work also suggests that analysis of strong-field dynamics in solids can benefit from real-space, as opposed to reciprocal space, perspective. This might be particularly interesting when the real-space electron excursion exceeds the size of the unit cell. Moreover, our work show that HHG from solid has potential to image the internal structures of a unit cell in solids.
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FIG. 5: Top panel: High-harmonic spectrum corresponding to the two-components of Eq. [3]: $-2\pi V_0/\alpha[\Phi(t)\beta\sin(2\pi x/a)\Phi(t)]$ (in brown or with higher greyscale value) and $-2\pi V_0/\alpha[\Phi(t)\alpha\sin(4\pi x/a)\Phi(t)]$ (in cyan or with lower greyscale value). Bottom Panel: The total High-harmonic spectrum corresponding to $\langle \Phi(t)\nabla V\Phi(t)\rangle$. The dotted line represents the region of the interference of the two-components and resultant minimum in the total spectrum. The harmonic spectrum is obtained for intensity of $8 \times 10^{11}$ W/cm$^2$ and wavelength of 3.2 $\mu$m.
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