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Abstract—Massive multiple-input multiple-output (MIMO) is believed to deliver unrepresented spectral efficiency gains for 5G and beyond. However, a practical challenge arises during its commercial deployment, which is known as the “curse of mobility”. The performance of massive MIMO drops alarmingly when the velocity level of user increases. In this paper, we tackle the problem in frequency division duplex (FDD) massive MIMO with a novel Channel State Information (CSI) acquisition framework. A joint angle-delay-Doppler (JADD) wideband precoder is proposed for channel training. Our idea consists in the exploitation of the partial channel reciprocity of FDD and the angle-delay-Doppler channel structure. More precisely, the base station (BS) estimates the angle-delay-Doppler information of the UL channel based on UL pilots using Matrix Pencil (MP) method. It then computes the wideband JADD precoders according to the extracted parameters. Afterwards, the user estimates and feeds back some scalar coefficients for the BS to reconstruct the predicted DL channel. Asymptotic analysis shows that the CSI prediction error converges to zero when the number of BS antennas and the bandwidth increases. Numerical results with industrial channel model demonstrate that our framework can well adapt to high speed (350 km/h), large CSI delay (10 ms) and channel sample noise.
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I. INTRODUCTION

THE 5G wireless communication is being deployed in real life and is given great expectations on high throughput rate, low latency and high reliability. To achieve such intriguing merits of 5G, massive MIMO technology is indispensable. These benefits are brought by the large numbers of antennas at the BS side while eliminating uncorrelated noise and fast fading [1]. Massive MIMO system has shown great potential in improving spectral efficiency (SE) and energy efficiency (EE) [2]. Even though the pilot contamination problem limits massive MIMO system performance [3], this effect can be mitigated by exploiting the angular structure of channel [4] and differences of the channel power [5].

High SE performance depends on accurate CSI. Thanks to the channel reciprocity of TDD, CSI can be obtained by an acceptable pilot training overhead which scales with the number of user equipments (UEs) instead of the number of BS antennas. Therefore, TDD mode may be the favorable choice for massive MIMO system. However, a large percent of current cellular communication system operates in FDD mode, thus massive MIMO operating in FDD mode has equal importance. The authors in [6] measured the performance at 2.6 GHz in the two modes and conclude that each enjoys its own advantages in different scenarios. Unfortunately, the CSI acquisition in FDD mode is more challenging due to the non-reciprocal UL and DL channel, and therefore the training and feedback overhead. Many research works have offered possible solutions to CSI acquisition in FDD massive MIMO system. The authors in [7] and [8] utilized a statistical channel information and user grouping based prebeamformer to reduce pilot training and feedback overhead, which is known as the “Joint spatial division and multi-plexing” (JSDM) method. The low-rankness property of channel correlation matrices was considered to design pilot training and feedback under a spatial correlation channel model in [9]. Spatial sparsity of massive MIMO channel can also be exploited through the compressed sensing (CS) method. In [10], the authors estimated the channel by extracting channel parameters through CS method in millimeter-wave massive MIMO. Another possible approach to address FDD massive MIMO channel estimation is based on channel parameter extraction. By exploiting angle information through a discrete Fourier transform (DFT) projection [11], the DL channel can be reconstructed through angular information and channel gain which are estimated separately. The authors in [12] introduced a Newtonized orthogonal matching pursuit (NOMP) method to detect angle, delay and gains and reconstructed the channel following a multipath channel model. Deep learning method was also utilized to reconstruct the DL channel [13]. However, the papers above mainly considered a block fading scenario where the channel was assumed to be constant for a period of time. This assumption is reasonable in a stationary or low-mobility scenario.

However, in practice, the system performance may degrade badly in mobility scenarios [14], [15] even in TDD mode. This effect is caused by the time-varying nature of channel. The outdated CSI severely corrupts the SE performance. Unlike in stationary settings, Doppler frequency shift becomes nontrivial in mobile environments. The authors in [16] proposed a data-aided channel prediction based on variational Bayesian inference (VBI) framework in high mobility scenario. A maximum-likelihood based method is introduced in [17] to estimate channel parameters in vehicle-to-vehicle (V2V) MIMO system.
Some works addressed the CSI delay influence on the channel in a theoretical view [18], [19]. In [15], the authors proposed a channel prediction method to solve the mobility problem utilizing Prony-based angle-delay domain channel prediction. The authors of [20] addressed the mobility problem in massive MIMO from a deep learning view. Nevertheless, these papers mainly focused on TDD mode.

Different from TDD mode, closed-loop feedback of CSI from the UE to the BS is inevitable, which introduces CSI quantization error, in addition to even larger CSI delay. Especially in high-mobility scenario, the channel coherence time is much shorter than the low-mobility scenario and timely feedback is more challenging in FDD mode due to the different operating frequency bands between UL and DL. Worse still, the training and feedback overhead are much heavier than TDD, and thus has to be reduced. The state-of-the-art algorithms like CS [10], deep learning [20] and JSDM [8] method mainly focus on reducing the pilot training and feedback overhead. Some research works utilized maximum-likelihood method [17], deep learning [20] and machine learning method [21] to address the CSI aging problem in TDD. The authors in [22] utilized partial channel reciprocity in terms of the angular support to facilitate the CSI feedback in TDD for the case that the UE has unequal number of TX and RX antennas. In [23], a channel reconstruction method based on CSI-RS and SRS in TDD system was proposed. However, these methods did not consider the mobility problem in FDD and the given solutions were mostly NP-hard. As the high mobility demands timely CSI acquisition and high efficiency of channel prediction algorithm, these methods cannot directly apply in FDD massive MIMO with high-mobility. Recently, some works like [13], [24] proposed channel prediction methods for FDD massive MIMO. Unfortunately, the performances of these methods may not be guaranteed in a rich scattering environment with a large number of multipath, especially in high-mobility scenario. To the best of our knowledge, few works have addressed these real-world problems simultaneously in a practical multipath channel model.

In this paper, we aim to solve this problem with a novel CSI acquisition framework which is easy to deploy and has polynomial complexity. Even though the full channel reciprocity in FDD is not available like TDD, some frequency-unrelated channel parameters are reciprocal between the DL channel and the UL channel [25]–[27]. Through the channel measurement campaigns, the partial reciprocity in FDD was verified in [28]. The partial reciprocity allows us to extract some useful information from the UL channel estimation, e.g., the angle, delay, and Doppler frequency shift. We propose to extract such information through an efficient linear prediction method known as MP [29]. Once the information is obtained, we design a JADD spatial-frequency precoders for the wideband DL pilot transmission. The precoders capitalize on the channel sparsity in angle-delay domain, as well as the partial reciprocity. They will help reduce the training overhead and facilitate the DL channel reconstruction. Note that different from existing methods, our precoder are wideband and require joint operation from the BS and the UE. Afterwards, the UE estimates some complex scalar coefficients based on the precoded DL training signal and feeds them back to the BS. Finally, the BS reconstructs the DL CSI using the coefficients and the extracted UL channel parameters.

Different from previous channel reconstruction methods like [12], [13], [15], [23], [24], we devise a wideband precoder and JADD feedback framework. Our framework outperforms traditional methods which are typically based on the NP-hard solutions or failing to timely update CSI. Moreover, our approach is capable of predicting the channel in polynomial complexity. Simulation results under the 3rd Generation Partner Project (3GPP) channel model indicate that our proposed framework is robust to high mobility scenarios with even 350 km/h of UE speed and to large CSI delay. Moreover, we test our framework in different scattering environments, BS antenna configurations and noisy channel sample cases. The numerical results demonstrate the robustness of our framework.

Our main contributions are

- We address the mobility problem of FDD massive MIMO under an industrial multipath channel model, which was rarely considered in the literature. By exploiting the angle-delay-Doppler structure and the partial reciprocity of the channel, we propose a JADD CSI acquisition framework, which combats the outdated DL CSI and reduces the training overhead simultaneously.

- We propose to extract the Doppler frequency shifts using the MP method in angle-delay domain, where the channel shows more sparsity. This method requires less channel samples and achieves high accuracy for the Doppler estimation, due to the high spatial and frequency resolution of a wideband massive MIMO system.

- We propose a novel training and feedback framework for FDD massive MIMO. The key ingredients are a wideband precoder for DL pilots and the computation of the complex coefficients of the DL paths at the UE side. This precoding method requires a two-step joint operation of the BS and the UE. Only scalar coefficients need to be fed back to the BS. In this framework, the training and feedback overhead no longer depends on the number of the BS antennas and bandwidth, but on the angle-delay sparsity of the channel and the prediction order of the MP method.

- We derive the upper bound of the DL channel prediction error under limited BS antennas and bandwidth. Our asymptotic analysis shows the channel prediction error converges to zero when the number of antennas at the BS and the bandwidth increase while only two UL channel samples are needed. We also suggest the choice of the prediction order when applying our method.

The rest of the paper is organized as follows. Sec. II introduces our channel model. Sec. III demonstrates the UL channel parameters estimation method. Sec. IV discusses the DL pilot training, feedback, and DL channel reconstruction. Sec. V contains the performance analysis of our proposed framework. Sec. VI shows the numerical results of our framework. Sec. VII is the conclusion of our work.

Notations: The boldface front stands for vector and matrix. \( \otimes \) is Kronecker product symbol. \( \text{diag}(X) \) means a diagonal matrix with \( X \) as its diagonal elements and if \( X \) is a block
matrix, $\text{diag}(X)$ denotes a block diagonal matrix. $\text{vec}(X)$ is the vectorization of $X$, $X^\dagger, XX^T$, and $X^H$ denote the Moore-Penrose inversion, transpose and conjugation of $X$, respectively. $\mathbb{C}^{a \times b}$ is a matrix space with $a$ rows and $b$ columns. $|x|$ denotes the absolute value of $x$ and $|X|_2$ is the second-order induced norm of $X$. $\Re(\alpha)$ denotes the real part of complex number $\alpha$. $\text{mod}(x)$ is the modular operation of $x$. $\overline{\mu}$ refers to the definition symbol. $\mathbb{E}\{x\}$ means calculating expectation of $x$. $\mathbf{R} \sim \mathcal{CN}(0,\sigma^2\mathbf{I})$ means that $\mathbf{R}$ satisfies zero-mean complex circular Gaussian distribution.

II. SYSTEM MODEL

This paper considers a wideband FDD massive MIMO system where the BS is equipped with a uniform planar array (UPA). The classical orthogonal frequency division multiplexing (OFDM) modulation is adopted with $N_f$ sub-carriers and a $f_\Delta$ subcarrier spacing. The number of BS antennas is $N_t = N_v N_h$, where $N_v$ and $N_h$ denote the number of antennas in a row and in a column, respectively. The center frequencies of UL and DL are $f^u$ and $f^d$, respectively.

A multi-path channel model following [30] is adopted in our work. The number of paths of the channel is denoted by $P$. The corresponding parameters of each path $p$ are the complex amplitude $\beta_p$, steering vector $\alpha^u(\theta_p^u, \phi_p^u)$, Doppler frequency shift $\omega_p$, and delay $\tau_p$. Therefore, the UL channel between the BS and the UE $k$ at a certain time $t$ and frequency $f$ is

$$h^u_{k,r}(t,f) = \sum_{p=1}^{P} \beta_p^u \alpha^u(\theta_p^u, \phi_p^u) e^{-j2\pi f \tau_p} e^{jw_p^u t},$$

where the subscript $k, r$ means the $r$-th antenna of the UE $k$ and the superscript $u$ denotes the UL channel. For simplicity, we drop the subscripts $r$ and $k$ here and afterwards. The DL Doppler frequency shift is defined as $w_p^d = v \cos \varphi_p^d f^u / c$, where $v$ is the velocity of the UE and $\varphi_p^d$ is the angle between the path $p$ and the 3D velocity vector of the UE $v$. $c$ is the speed of light. Denote the zenith angle and azimuth angle by $\theta_p^u, \phi_p^u$, respectively. Fig. 1 demonstrates the UPA antenna configuration in 3D-Cartesian coordinate system, the zenith angle $\theta$, the azimuth angle $\phi$, speed direction angle $\varphi$ which is the angle between the path and the velocity vector of the UE. The transmit steering vector is $\alpha^u(\theta_p^u, \phi_p^u) \in \mathbb{C}^{N_v \times 1}$ and is modeled as the Kronecker product of the vertical steering vector $\alpha^u_v(\theta_p^u)$ and the horizontal steering vector $\alpha^u_h(\theta_p^u, \phi_p^u)$

$$\alpha^u(\theta_p^u, \phi_p^u) = \alpha^u_v(\theta_p^u) \otimes \alpha^u_h(\theta_p^u),$$

where

$$\alpha^u_h(\theta_p^u, \phi_p^u) = \begin{bmatrix} e^{j2\pi \frac{\sin \theta_p^u}{\sin \theta_p^d} \cos \theta_p^u \cos \phi_p^u} \\ \vdots \\ e^{j2\pi \frac{\sin \theta_p^u}{\sin (N_v-1) \cos \theta_p^d} \cos \theta_p^u \cos \phi_p^u} \end{bmatrix},$$

$$\alpha^u_v(\theta_p^u) = \begin{bmatrix} e^{j2\pi \frac{\sin \theta_p^d}{\sin \theta_p^u}} \cos \theta_p^d \\ \vdots \\ e^{j2\pi \frac{\sin \theta_p^d}{\sin (N_v-1) \cos \theta_p^u}} \cos \theta_p^d \end{bmatrix}.$$

and $l_v, l_h$ are the spacing between the antennas in vertical direction and horizontal direction, respectively. Similarly, the DL channel is modeled as

$$h^d(t, f) = \sum_{p=1}^{P} \beta_p^d \alpha^d(\theta_p^d, \phi_p^d) e^{-j2\pi f \tau_p} e^{-j2\pi(f^d-f^u)} e^{jw_p^d t},$$

where $d$ stands for the DL channel.

Unlike TDD, in FDD only some parameters of the UL and DL channels are reciprocal [26]

$$\tau_p^u = \tau_p^d, \theta_p^u = \theta_p^d, \phi_p^u = \phi_p^d, \frac{u_p^u}{u_p^d} = \frac{d^u}{d^d}.$$ (6)

The DL steering vector $\alpha^d(\theta_p^d, \phi_p^d)$ is frequency-related and is calculated by the UL steering vector $\alpha^u(\theta_p^u, \phi_p^u)$ with a rotation matrix as

$$\alpha^d(\theta_p^d, \phi_p^d) = (R_h(\theta_p^d, \phi_p^d) \otimes R_v(\theta_p^d)) \cdot \alpha^u(\theta_p^u, \phi_p^u),$$ (7)

where

$$R_h(\theta_p^d, \phi_p^d) = \text{diag} \begin{bmatrix} e^{j2\pi \frac{\sin \theta_p^d}{\sin \theta_p^d} \cos \theta_p^d \cos \phi_p^d} \\ \vdots \\ e^{j2\pi \frac{\sin \theta_p^d}{\sin (N_v-1) \cos \theta_p^d} \cos \theta_p^d \cos \phi_p^d} \end{bmatrix},$$

$$R_v(\theta_p^d) = \text{diag} \begin{bmatrix} e^{j2\pi \frac{\sin \theta_p^d}{\sin \theta_p^d} \cos \theta_p^d} \\ \vdots \\ e^{j2\pi \frac{\sin \theta_p^d}{\sin (N_v-1) \cos \theta_p^d} \cos \theta_p^d} \end{bmatrix}.$$ (8)

are the horizontal rotation matrix and vertical rotation matrix, respectively.

In FDD mode, UL and DL symbols are transmitted successively in time domain. Fig. 2 demonstrates the flowchart of our proposed framework. The BS utilizes the SRS to extract the channel parameters, and based on the parameters, computes the wideband precoder for DL pilot. According to [31], the sounding reference signal (SRS) can be set as cyclic mode with a flexible periodicity $T_{\text{SRS}}$ in units of slots. Considering a common configuration where the subcarrier-spacing is 30 kHz, the minimum SRS periodicity $T_{\text{SRS}}$ can be as short as 0.5 ms. We denote the CSI delay by $T_d = N_d T_{\text{SRS}}$, where $N_d$ is the
delay in unit of time slots. The UE computes the complex DL path coefficients upon receiving the DL pilot and feeds them back. The BS finally reconstructs the DL CSI based on the feedback and the extracted parameters.

III. UPLINK CHANNEL PARAMETERS EXTRACTION

Our proposed framework depends on the UL channel parameters extraction thanks to the merits of the partial channel reciprocity in FDD. The UL channel parameters is relatively easy to estimate through SRS at the BS side. In order to better exploit the sparsity of the multipath channel, we discuss the UL channel parameters extraction in angle-delay domain.

A. Angle-delay domain projection

In a wideband massive MIMO system, the UL channel in time domain can be written as

$$h^u(t, f^u_n) = \sum_{p=1}^{P} \beta^u_p \alpha^u (\theta^u_p, \phi^u_p) e^{-j2\pi f^u_n \tau^u_p e^{jw^u_p t}}, \quad (10)$$

where \(f^u_n, n \in \{1, \ldots, N_f\}\) is frequency of the \(n\)-th subcarrier. Then the UL channel in matrix form with all subcarriers is

$$\mathbf{H}^u(t) = \begin{bmatrix} h^u(t, f^u_1), \cdots, h^u(t, f^u_{N_f}) \end{bmatrix}. \quad (11)$$

The vector form of (11) is

$$\mathbf{h}^u(t) = \text{vec}(\mathbf{H}^u(t)) = \sum_{p=1}^{P} \beta^u_p e^{-j2\pi f^u_n \tau^u_p e^{jw^u_p t}} \mathbf{r}^u_p, \quad (12)$$

where \(\mathbf{r}^u_p = \text{vec}(\tau^u_p) \in \mathbb{C}^{N_r \times 1}\) is the delay vector

$$\mathbf{c}(\tau^u_p) = e^{-j2\pi f^u_n \tau^u_p e^{jw^u_p t}} e^{jw^u_p t}. \quad (13)$$

Similarly, the vectorized DL channel is

$$\mathbf{h}^d(t) = \sum_{p=1}^{P} \beta^d_p e^{-j2\pi f^d_n \tau^d_p e^{jw^d_p t}} \mathbf{r}^d_p. \quad (14)$$

A matrix \(\mathbf{Q} \in \mathbb{C}^{N_r N_f \times N_r N_f}\) is used to project \(\mathbf{h}^u(t)\) to the angle-delay domain [32], [33]

$$\mathbf{Q} = \mathbf{W}(N_f)^H \otimes \mathbf{W}(N_h) \otimes \mathbf{W}(N_v). \quad (15)$$

The DFT matrix \(\mathbf{W}(X)\) is calculated by

$$\mathbf{W}(X) = \frac{1}{\sqrt{X}} \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 1 & w^{1-1} & \cdots & w^{(X-1)} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & w^{(X-1)-1} & \cdots & w^{(X-1)(X-1)} \end{bmatrix}, \quad (16)$$

where \(w = e^{j\frac{\pi}{X}}\). Then the channel in angle-delay domain \(\hat{\mathbf{g}}^u(t) \in \mathbb{C}^{N_r N_f \times 1}\)

$$\hat{\mathbf{g}}^u(t) = \mathbf{Q}^H \mathbf{h}^u(t). \quad (17)$$

By projecting \(\mathbf{h}^u(t)\) to angle-delay domain, we can exploit the channel sparsity and obtain

$$\mathbf{h}^u(t) = \sum_{i=1}^{N_r N_f} \hat{\mathbf{g}}^u_i(t) \mathbf{q}_i, \quad (18)$$

where \(\mathbf{q}_i\) is the \(i\)-th column of \(\mathbf{Q}\) and \(\hat{\mathbf{g}}^u_i(t) = \mathbf{q}_i^H \mathbf{h}^u(t)\) is the corresponding complex amplitude. Thanks to the channel sparsity in angle-delay domain, \(\mathbf{h}^u(t)\) can be approximated with the linear combination of a relatively small number of selected columns of \(\mathbf{Q}\) which contain most power of the channel \(\mathbf{h}^u(t)\). The set of column indices of \(\mathbf{Q}\) is found by

$$\mathcal{S} = \arg \min_{|\mathcal{S}|} \left\{ \sum_{i=1}^{N_L} \sum_{t=1}^{N_t} |\hat{\mathbf{g}}^u_i(t)|^2 \geq \eta \sum_{i=1}^{N_L} |\hat{\mathbf{g}}^u_i(t)|^2 \right\}, \quad (19)$$

where \(\hat{\mathbf{g}}^u_i(t)\) is the \(i\)-th row of \(\hat{\mathbf{g}}^u(t)\) and \(\eta\) denotes the power threshold. We use \(N_L\) channel samples in each UL channel parameter extraction. The size of \(\mathcal{S}\) is denoted by \(N_s\), which is referred to as the total number of selected columns in \(\mathbf{Q}\).

In fact, the index set \(\mathcal{S}\) is time-varying and is updated in each UL channel parameter extraction. However, we drop the argument \(t\) for simplicity in the rest of the paper. Even though \(N_s\) is variant to channel sample and time, we tend to find a fixed \(N_s\) satisfying (19), which is more convenient to implement in practice. Note that \(N_s\) should be carefully chosen not only because it affects the estimation accuracy but also the computation complexity. Thus, there lies a trade-off of \(N_s\) between the performance and the complexity. The UL channel can be approximated with \(N_s\) angle-delay vectors

$$\hat{\mathbf{h}}^u(t) = \sum_{i \in \mathcal{S}} \hat{\mathbf{g}}^u_i(t) \mathbf{q}_i. \quad (20)$$

Comparing (20) and (12), the complex amplitude \(\hat{\mathbf{g}}^u_i(t)\) has an implicit physical meaning. Each vector \(\mathbf{q}_i\) maps the angle-delay structure \(\mathbf{r}^u_p\) and the corresponding \(\hat{\mathbf{g}}^u_i(t)\) maps the complex gain and Doppler frequency \(\beta^u_p e^{-j2\pi f^u_n \tau^u_p e^{jw^u_p t}}\). An \(M\)-order superposition of exponentials is utilized to fit the complex amplitude \(\hat{\mathbf{g}}^u_i(t)\) as

$$\hat{\mathbf{g}}^u_i(t) \triangleq \sum_{m=1}^{M} a_m^{u}(i) (z_m^{u}(i))^t, \quad (21)$$
where \( z^u_m(i) \) denotes the Doppler frequency and \( a^u_m(i) \) denotes the corresponding complex amplitude. Then the UL channel can be approximated by the following form

\[
\tilde{h}^u(t) = \sum_{i \in S} \sum_{m=1}^{M} a^u_m(i) (z^u_m(i))^i q_i.
\]  

(22)

For simplicity, we assume the same \( M \) for all selected angle-delay vectors. The value of \( M \) should be carefully chosen considering the complexity, Doppler frequency variety and the mismatch problem of DFT projection. More details will be discussed in Sec. V. In the following subsection, we aim to estimate the Doppler frequency \( z^u_m(i) \) with MP method.

### B. Matrix Pencil based Doppler Estimation

The problem of estimating \( z^u_m(i) \) from channel samples in (21) has a form of a superposition of complex exponentials, where MP method is particularly applicable. MP method has the advantage of low computation complexity and noise-insensitive [29] over traditional polynomial methods like ESPRIT or Prony. Therefore, we apply this method in angle-delay domain in order to extract the Doppler. We should first introduce Assumption 1, which means the stationary time is larger than the CSI delay.

**Assumption 1** During the period of CSI delay \( T_d \), channel parameters such as angle and Doppler frequency shift are nearly unchanged.

This assumption often holds under a moderate mobility scenario [34]. Assume the CSI delay is 5 ms and the UE speed is 100 km/h for example, then the UE moves about 0.14 m during this CSI delay period. The position of the UE is approximately unchanged considering that the distance between the UE and the BS is much larger. Therefore, channel parameters such as angles and Doppler barely change during CSI delay period.

We first briefly introduce the principle of MP method. The Doppler \( z^u_m(i) \) is referred to as the pole in MP. In this method, three parameters are crucial, i.e., sample quantity \( N_L \), prediction order \( L \) and poles \( z^u_m(i) \). Then, the prediction matrices \( P_1(i), P_0(i) \) are generated by the complex gain \( \hat{g_i}(t) \) as

\[
P_1(i) = \begin{bmatrix}
\hat{g_i}(t_{L+1}) & \hat{g_i}(t_L) & \cdots & \hat{g_i}(t_2) \\
\hat{g_i}(t_{L+2}) & \hat{g_i}(t_{L+1}) & \cdots & \hat{g_i}(t_3) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{g_i}(t_{N_L}) & \hat{g_i}(t_{N_L-1}) & \cdots & \hat{g_i}(t_{N_L-L+1})
\end{bmatrix},
\]

\[
P_0(i) = \begin{bmatrix}
\hat{g_i}(t_L) & \hat{g_i}(t_{L-1}) & \cdots & \hat{g_i}(t_1) \\
\hat{g_i}(t_{L+1}) & \hat{g_i}(t_L) & \cdots & \hat{g_i}(t_2) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{g_i}(t_{N_L-1}) & \hat{g_i}(t_{N_L-2}) & \cdots & \hat{g_i}(t_{N_L-L})
\end{bmatrix}.
\]

Drop superscript \( u \) for simplicity and construct three matrices

\[
Z_0 = \text{diag}\{z_1(i), z_2(i), \cdots, z_M(i)\},
\]

(23)

The complex amplitude \( a^u_m(i) \) is given in the form of a diagonal matrix

\[
A_u(i) = \text{diag}\{a^u_1(i), a^u_2(i), \cdots, a^u_M(i)\}.
\]

The following relationship holds according to [29]

\[
\begin{aligned}
P_0(i) &= Z_1(i) A_u(i) Z_2(i), \\
P_1(i) &= Z_1(i) A_u(i) Z_0(i) Z_2(i).
\end{aligned}
\]

(26)

Lemma 1 If \( M \leq L \leq N_L - M \), the solution to the singular generalized eigenvalue problem

\[
\left(P_0(i)^\dagger P_1(i)\right) x = zx,
\]

(27)

points the way to find poles \( z^u_m(i) \). Each eigenvalue \( z \) equals to the pole \( z^u_m(i) \). \( x \) is the corresponding eigenvector.

After obtaining all poles, the Doppler frequency can be easily calculated. Algorithm 1 explains how to estimate the UL channel parameters like Doppler frequency shifts and the set of angle-delay indices.

**Algorithm 1** Matrix Pencil based Doppler Estimation

1. Initialize \( N_L, L, M \), start time \( t_s \), end time \( t_e \) and obtain channel sample \( h^u(t) \)
2. Project \( h^u(t) \) to angle-delay domain as (18)
3. Find a suitable \( N_s \) satisfying (19)
4. for \( t \in [t_s, t_e] \) do
5. Obtain the index set \( S \)
6. for \( n_i \in [1, N_s] \) do
7. Generate prediction matrix \( P_1(n_i), P_0(n_i) \)
8. Using (27) to calculate the eigenvalue matrix \( Z_0(n_i) \)
9. Update \( n_i = n_i + 1 \)
10. end for
11. Update \( t = t + 1 \)
12. end for
13. Return the UL angle-delay index set and Doppler frequency shift.

### C. Noisy channel sample analysis

The previous discussion is based on noise-free channel sample assumption. In such cases we can let the prediction order \( L = M \) for simplicity. In realistic scenarios, only noisy channel samples are available. In this case, we propose to apply a minimum description length (MDL) criterion [35] to
detect the value $M$ in (22) and cancel the noise by an $M$
order subtraction Singular Value Decomposition (SVD) where
the prediction order satisfies $L > M$. The value of $M$
is minimized under an MDL criterion without prior decision or
hypothesis as

$$M = \min_{x \in \{0,1,\ldots,L-1\}} \left\{ \log \left( \sum_{m=L+1}^{L} z_m(i)^{(L-x)} \right)^{-(L-x)} \right\},$$

where $z_m(i)$ is the singular value of

$$P_{1,0} = \begin{bmatrix} p(t_{L+1}) & \cdots & p(t_0) \end{bmatrix},$$

with $p(t_{L+1})$ being the first column of $P_1$. After obtaining
the value of $M$, the prediction matrix $P_{1,0}$ is calculated after
a rank-$M$ truncated SVD

$$P_{1,0} = U_M A_M V_M^H,$$

where $U_M, A_M, V_M$ are $M$-truncated left singular vector,
singular value and right singular vector of $P_{1,0}$, respectively.
Then (27) in Lemma 1 becomes

$$(P_{0,M}(i) \cdot P_{1,M}(i)) x = z x,$$

where

$$\begin{cases} P_{0,M}(i) = U_{M} A_{M} V_{M (1:M-1,:)}^H, \\ P_{1,M}(i) = U_{M} A_{M} V_{M (2:M,:)}^H \end{cases}$$

and $V_{M (1:M-1,:)}$ denotes the sub-matrix consists of the first
row to the $(M-1)$-th row and $V_{M (2:M,:)}$ consists of the
second row to the $M$-th row likewise. Finding the eigenvalue
of (30) equals to obtaining the poles $z_m(i)$ in noisy channel
sample case.

In this section, the UL channel parameters, such as Doppler
frequency shift and angle-delay vector, are obtained at the BS
and the UEs. These parameters will be used in the following
section to facilitate the DL training.

IV. DOWNLINK TRAINING AND CHANNEL PREDICTION

Our CSI acquisition framework relies on channel parameters
estimated from the UL channel samples. In Section III, we
have obtained the UL angle-delay vectors $q_i$ and the Doppler
frequency $z_m(i)$. In this section, we introduce the JADD pilot
precoding scheme based on the extracted channel parameters
and the DL channel reconstruction procedure.

A. Extract parameters from uplink channel parameters

Since the UL and DL are operating in different frequency
bands, the angle-delay vectors and the Doppler shifts obtained
from the UL channel samples have to adapt to the DL frequency
band. Define the selected UL angle-delay vectors as

$$u_j = \{ q_i | i = i_{sj}, j \in \{1, 2 \cdots N_s\} \},$$

where the index $i_{sj}$ denotes the $j$-th index in the UL angle-
delay vector index set $S$. In order to transform the UL angle-
delay vector to the DL one, we introduce Proposition 1.

Proposition 1 The DL angle-delay vector $d_j$ is obtained from
the UL angle-delay vector $u_j$ by

$$d_j = (I_{N_t} \otimes R(\theta_j^d, \phi_j^d)) u_j, j \in \{1, 2 \cdots N_s\},$$

where $R(\theta_j^d, \phi_j^d) = R_h (\theta_j^d, \phi_j^d) \otimes R_u (\theta_j^d)$.

Proof: Please refer to Appendix A.

Proposition 1 demonstrates how to acquire the DL angle-
delay vector from the UL ones when the UE is equipped with
single antenna. In practice, the UEs may have dual-polarized
antennas. The generalization of our method is straightforward,
as shown in Remark 1.

Remark 1 If the UEs are equipped with dual-polarized anten-
as, the DFT matrix $W(N_s)$ becomes

$$W(N_s) = \begin{bmatrix} W(N_h) \otimes W(N_v) \\ W(N_h) \otimes W(N_v) \end{bmatrix}. $$

Thus, the $j$-th DL angle-delay vector is now

$$d_j = \left( I_{N_t} \otimes \left[ R(\theta_j^d, \phi_j^d) \right] \right) q_j.$$ 

Then we calculate the DL Doppler frequency shift with the
poles $z_m^u(i)$ obtained from the UL channel samples

$$e^{j \omega_m^d(j)} = e^{j \begin{pmatrix} \arccos(\frac{\theta_m(j)}{\theta^d_m}) \end{pmatrix}}.$$ 

B. DL pilot precoding and CSI reconstruction

With the angle-delay vectors and Doppler frequency shifts
of the DL channel, we may reconstruct the DL CSI as

$$\tilde{h}^d(t) = \sum_{j=1}^{N_s} \sum_{m=1}^{M} a_m^d(j) e^{j \omega_m^u(j)} d_j,$$

where $a_m^d(j)$ is the $m$-th complex amplitude corresponding
to $d_j$. In order to reconstruct the DL channel, $a_m^d(j)$ has
to be estimated. We propose to do so with JADD precoded
pilot signals. The proposed precoding matrix also helps to
reduce the training overhead by exploiting the spare structure
of $\tilde{h}^d(t)$.

The vectorized DL channel $\tilde{h}^d(t)$ can be decomposed to
three matrices as

$$\tilde{h}^d(t) = DE^t_a.$$ 

The DL angle-delay vector matrix $D \in \mathbb{C}^{N_j N_t \times N_s}$ is

$$D = \begin{bmatrix} d_1 & d_2 & \cdots & d_{N_s} \end{bmatrix}.$$ 

The Doppler matrix $E(t) \in \mathbb{C}^{N_s \times N_t M}$ is defined as

$$E(t) = \begin{bmatrix} e_1(t) & e_2(t) & \cdots & e_{N_s}(t) \end{bmatrix},$$

where

$$e_j(t) = \begin{bmatrix} e_{1}^d(j) t & e_{2}^d(j) t & \cdots & e_{M}^d(j) t \end{bmatrix}.$$
The DL complex amplitude vector $a^d \in \mathbb{C}^{N_s \times 1}$ is

$$a^d = \begin{bmatrix} a^d(1) & a^d(2) & \cdots & a^d(N_s) \end{bmatrix}^T,$$

where

$$a^d(j) = \begin{bmatrix} a^d_1(j) & a^d_2(j) & \cdots & a^d_M(j) \end{bmatrix}.$$  

Using (37), we can design a precoding matrix to facilitate DL pilot training. This matrix is constructed based on the DL Doppler frequency shifts and angle-delay vectors. Traditionally, the idea of precoding is in spatial domain, where the signal is combined in the air from a receiver point of view. However, in our scheme, the joint spatial-frequency precoding is a generalized wideband concept. Essentially, the training signal is combined in spatial domain at the BS side, and then combined in frequency domain at the UE side [36]. Denote the precoding matrix by $\mathbf{F}(t) \in \mathbb{C}^{N_s N_f \times N_s M}$:

$$\mathbf{F}(t) = \begin{bmatrix} \mathbf{f}_1(t) & \mathbf{f}_2(t) & \cdots & \mathbf{f}_{N_s M}(t) \end{bmatrix}.$$  

Each column of $\mathbf{F}(t)$, e.g., $\mathbf{f}_n(t) \in \mathbb{C}^{N_s \times 1}$, is composed of the precoding vectors applied on all $N_f$ subcarriers:

$$\mathbf{f}_n(t) = \begin{bmatrix} \mathbf{f}_n(t, f_1)^T & \mathbf{f}_n(t, f_2)^T & \cdots & \mathbf{f}_n(t, f_{N_f})^T \end{bmatrix}^T,$$

where $\mathbf{f}_n(t, f_l) \in \mathbb{C}^{N_s \times 1}$ is the precoder for the $l$-th subcarrier in the wideband precoder $\mathbf{f}_n(t)$. Denote the pilot matrix $\mathbf{S}$ by

$$\mathbf{S} = \begin{bmatrix} \mathbf{s}_1^T & \mathbf{s}_2^T & \cdots & \mathbf{s}_{N_s M}^T \end{bmatrix}^T, \quad \mathbf{s}_n \in \mathbb{C}^{1 \times \tau}.$$  

where $\tau$ is the length of pilot sequence. Then the transmitted pilot sequence at the $l$-th subcarrier by the BS is

$$g^d(t, f_l) = \sum_{n=1}^{N_s M} \mathbf{f}_n(t, f_l) \mathbf{s}_n.$$  

The received pilot signal by the UE at the $l$-th subcarrier is

$$x^d(t, f_l) = h^d(t, f_l)^T g^d(t, f_l) + n(t, f_l),$$

where $h^d(t, f_l)$ denotes the DL channel at the $l$-th subcarrier and $n(t, f_l)$ is the noise at the $l$-th subcarrier. The UE makes a summation over all subcarriers as

$$y^d(t) = \sum_{l=1}^{N_f} x^d(t, f_l) + n(t).$$  

The above-mentioned joint spatial-frequency precoding of the training signal can also be written in matrix form as

$$y^d(t) = \mathbf{h}^d(t)^T \mathbf{F}(t) \mathbf{S} + n(t).$$  

In the following, we devise our precoding matrix $\mathbf{F}(t)$. In our framework, the DL channel is reconstructed as (37). Thus (48) is written as

$$\tilde{y}^d(t) = \left( (a^d)^T \mathbf{E}(t)^T \mathbf{D}^T \mathbf{F}(t) \right) \mathbf{S} + n(t).$$  

The Gaussian noise vector $n(t) \in \mathbb{C}^{1 \times \tau}$ has a distribution of $n(t) \sim \mathcal{CN}(0, \sigma^2 \mathbf{I})$, where $\sigma^2$ is the noise power. Our purpose is to estimate the coefficient vector $\tilde{a}^d$ and feed it back to the BS. Notice that $\mathbf{E}(t)^T \mathbf{D}^T$ has a rank of $N_s$ and has no right inverse matrix. Obviously, $\mathbf{E}(t)^T$ is of full column rank and $\mathbf{D}^T$ is of full row rank. Thus, there exists a right inverse matrix of $\mathbf{D}^T$, however, no right inverse matrix of $\mathbf{E}(t)^T$. The Moore-Penrose matrix of $\mathbf{E}(t)^T$ is introduced instead and the precoding matrix is designed as

$$\mathbf{F}(t) = (\mathbf{D}^T)^+ \left( \mathbf{E}(t)^T \right)^+. $$

Substitute $\mathbf{F}(t)$ with (50) and (49) becomes

$$\tilde{y}^d(t) = \left( (a^d)^T \mathbf{E}(t)^T \left( \mathbf{E}(t)^T \right)^+ \right) \mathbf{S} + n(t).$$

After applying the precoding matrix, the dimension of $\mathbf{S}$ in (49) reduces to $\mathbb{C}^{N_s \times \tau}$. Due to the channel sparsity in angle-delay domain and a small $M$, the precoding matrix also reduces the training overhead, which does not scale with the number of BS antennas and the bandwidth. In principle we should guarantee $\tau \geq N_s M$. For simplicity, the length of the training sequence $\tau$ satisfies $\tau = N_s M$ and $\mathbf{S}$ is designed as a unitary matrix. Based on (51), the unknown parameter $a^d$ can be obtained by least-square (LS) estimation

$$\hat{a}^d = \left( \mathbf{S}^T \mathbf{E}(t)^T \mathbf{E}(t) \right)^+ \tilde{y}^d(t).$$

The UEs should feed back the estimated complex coefficient vector $\hat{a}^d$ to the BS. Therefore, the DL channel after a $T_d$ delay can be easily reconstructed at the BS as

$$\mathbf{h}^d(t + T_d) = \sum_{j=1}^{N_f} \sum_{m=1}^{M} \hat{a}^d_m(j) e^{j \mu^d_m(j)(t + T_d)} \mathbf{d}_j.$$  

The reconstructed DL channel will be utilized in the downlink precoding for data transmission.

V. PERFORMANCE ANALYSIS

In our framework, the choice of $N_s$ and $L$ affect the channel prediction performance and the computational complexity. Hence, in this section, we focus on analyzing the impact of $N_s$ and $L$ on the prediction performance, the computational complexity, and the feedback overhead.

A. Channel prediction performance analysis

The DL channel prediction error is defined with the normalized mean square error (NMSE) metric as

$$\varepsilon \triangleq 10 \log_{10} \mathbb{E} \left\{ \frac{\| \mathbf{h}^d(t + T_d) - \tilde{\mathbf{h}}^d(t + T_d) \|_2^2}{\| \mathbf{h}^d(t + T_d) \|_2^2} \right\}.$$  

Define $t_p = t + T_d$ as the channel prediction offset. We revisit the DL channel reconstruction equation (37) and substitute $a^d(t)$ with (52)

$$\tilde{\mathbf{h}}^d(t_p) = \tilde{\mathbf{h}}^d(t_p) + \tilde{\mathbf{h}}_2^d(t_p),$$

where

$$\tilde{\mathbf{h}}_2^d(t_p) = DE(t_p)(DE(t_p))\mathbf{h}^d(t_p) = DD\mathbf{h}^d(t_p),$$  

$$\tilde{\mathbf{h}}_2^d(t_p) = DE(t_p) \left( \mathbf{S}^T \right)^T \mathbf{n}(t_p)^T.$$
Then (54) becomes
\[ \varepsilon = 10 \log \mathbb{E} \left\{ \frac{\sigma^2 N_d L}{\|h^d(t_p)\|^2_2} \right\}. \] (57)

The following theorem gives the lower bound of the DL channel prediction error, which is derived by letting \( N_s \) take the maximum value, i.e., \( N_s = N_f N_t \).

**Theorem 1** The lower bound of the DL channel prediction error of the proposed CSI acquisition framework is
\[ \varepsilon = 10 \log \left( \frac{\sigma^2 N_d M}{\mathbb{E} \|h^d(t_p)\|^2_2} \right). \] (58)

**Proof:** Please refer to Appendix B.

Theorem 1 gives the lower bound of the channel prediction error when all the angle-delay vectors in \( Q \) are taken into account. This condition may not be easy to achieve due to the huge feedback overhead and high complexity. Fortunately, the sparsity of multipath angles and delays ensures a much smaller \( N_s \) in our framework. Another important parameter is the prediction order \( L \), which may remain small in wideband massive MIMO regime, as shown in the following theorem. First define \( N_P \) as the number of non-identical angle-delay structures of all the DL paths.

**Theorem 2** When \( L = 1, N_L = 2, N_s = N_P \), the DL channel prediction error converges to zero as the number of BS antennas and bandwidth increase
\[ \lim_{N_t, N_f \to \infty} \mathbb{E} \left\{ \frac{\|h^d(t_p) - \tilde{h}^d(t_p)\|^2_2}{\|h^d(t_p)\|^2_2} \right\} = 0. \] (59)

**Proof:** Please refer to Appendix C.

Theorem 2 gives an asymptotic channel prediction performance of our framework. When the number of antennas and bandwidth are finite, we introduce Remark 2 for choosing a proper prediction order \( L \).

**Remark 2** Given any \( L \) satisfying \( M \leq L \leq N_L - L \), the channel prediction error yields
\[ \mathbb{E} \left\{ \frac{\|h^d(t_p) - \tilde{h}^d(t_p)\|^2_2}{\|h^d(t_p)\|^2_2} \right\} - \mathbb{E} \left\{ \frac{N_s M \sigma^2}{\|h^d(t_p)\|^2_2} \right\} \leq \varepsilon \]
\[ \leq \mathbb{E} \left\{ \frac{\|h^d(t_p) - \tilde{h}^d(t_p)\|^2_2}{\|h^d(t_p)\|^2_2} \right\} + \mathbb{E} \left\{ \frac{N_s M \sigma^2}{\|h^d(t_p)\|^2_2} \right\} \] (60)

**Proof:** Please refer to Appendix D.

We notice that the difference between the upper bound and lower bound of the channel prediction error is \( \mathbb{E} \left\{ \frac{2N_s M \sigma^2}{\|h^d(t_p)\|^2_2} \right\} \), which is scaling with \( 1/\text{SNR} \) and is very small when the number of antennas and the bandwidth are large. Normally \( M \) cannot be known in advance and we assume \( M = L \) on noise-free channel sample condition and \( M < L \) on noisy channel sample condition, respectively. Therefore, greater \( L \) cannot bring significant performance improvement. Remark 2 indicates that we should choose as small \( L \) as possible for a given \( M \) and \( N_s \). This observation is also confirmed in simulation of Sec. VI.

However, the limited number of antennas causes DFT mismatch problem. Thus, each \( d_i \) cannot accurately map the exact angle-delay structure of the DL channel. Therefore, each angle-delay vector may correspond to multiple Doppler frequency shifts. Bigger \( L \) may better fit the corresponding Doppler frequency of each angle-delay vector. Thus, there lies a trade-off in the choice of \( L \). Since the diversity of Doppler frequency shift cannot be known apriori in realistic applications, the optimal \( L \) is difficult to obtain. Thus a relatively small \( L \) satisfying \( M \leq L \leq N_t - L \) is recommended.

### B. Complexity and feedback overhead analysis

Our DL channel reconstruction framework consists of five parts, i.e., the DFT projection, the MP based Doppler estimation, the UL to DL transformation of angle-delay vectors and Dopplers, the DL training, and channel reconstruction. The DFT projection can be realized with fast Fourier transform (FFT), which has a complexity of \( O(N_f N_t \log_2 (N_f N_t)) \). The complexity of MP method is mainly the SVD, i.e., \( O((N_L - L)^2 L + (N_L - L) L^2) \). The complexity of parameter transformation procedure is \( O(N_t N_e + N_t N_h) + O(N_t^2 N_h^2) + O(N_t M \log^2 (N_t M)) + O(N_f N_t N_e^2 M^2) \). The DL training contains a matrix inversion and the complexity is \( O(N_t N_e N_s M) \). The channel reconstruction entails a matrix inversion and SVD which have the complexity of \( O(N_e^3 M + N_e^2 M^2) + O(N_t^3 M^2) + O(N_t^2 M^2) \). The overall complexity of the channel reconstruction procedure is thus \( O(N_f N_e N_s^2 M^2) \). Obviously, our framework is of polynomial complexity and requires no iterative computing like CS methods or machine learning methods.

The feedback overhead is now analyzed for a given channel coherence time \( T_c \). In Enhanced Type II codebook [37], the feedback overhead scales with \( L_1 L_2 \), where \( L_1, L_2 \) are smaller than \( N_t, N_f \). In classical CS methods like [38], the feedback overhead depends on the reduced dimension \( N_r \) of the channel and scales with \( N_r N_f \). In other methods like NOMP [12] and deep learning [13], the feedback overhead depends on the number of paths \( L_p \), which is large in rich scattering environments. And for a wideband system, the feedback overhead of these methods scales with \( L_p N_f \). Thanks to the channel prediction capability, the feedback overhead of our framework is \( N_t M / N_r \) scalars for one channel coherence time \( T_c \), where \( N_r \geq 1 \) means only one set of \( N_r M \) feedback coefficients is required for a time interval of \( N_r T_c \). Hence, our framework has the advantage of reduced feedback over these traditional methods.

### VI. NUMERICAL RESULTS

In this section, we validate the proposed JADD framework with the industrial channel model of the cluster-delay-line-A (CDL-A) defined by 3GPP [30] in a rich scattering scenario. Unless particularly specified, CDL-A channel model contains
a total of 23 clusters with 20 paths inside each cluster. Following the n65 new radio (NR) band in [39], the UL center frequency is 1.92 GHz and the DL center frequency is 2.11 GHz. The bandwidth of UL and DL are both 20 MHz with a 30 kHz subcarrier spacing, implying that 51 resource blocks (RBs) are available per time slot. In this configuration, each time slot contains 14 OFDM symbols and is as short as 0.5 ms, which denotes the SRS signal cycle length. The BS antenna configuration is \((N_c, N_b, P_f) = (2, 8, 2)\), polarization direction are \(0°, 90°\) and the DL center frequency \(f_{DL} = 1.92\ GHz\). The bandwidth of UL and DL are both 20 MHz.

The first baseline is Enhanced Type II codebook, yet only delayed CSI is known by the UEs. The second baseline is Enhanced Type II with perfect CSI, where perfect CSI is known by the UEs and there is no CSI delay. The PE is calculated over a period of time and all subcarriers by

\[
R_s = E \left( \sum_{k=1}^{K} \log \left( 1 + \frac{1}{\sigma_k^2} \frac{||H_k(t, f) - G_k(t, f)||_2^2}{\sum_{j \neq k} ||H_j(t, f) - G_j(t, f)||_2} \right) \right),
\]

where \(G_k(t, f)\) is the precoding matrix and \(H_k(t, f)\) is the estimated channel. \(\sigma_k^2\) is the noise power at UE \(k\).

Three baseline schemes are introduced as the benchmarks. All baselines follow the same channel parameters in Table I. The curves labeled with “Enhanced Type II with perfect CSI” are the performances of Enhanced Type II codebook where perfect CSI is known by the UEs and there is no CSI delay. The first baseline is Enhanced Type II codebook, yet only delayed CSI is known by the UEs. The second baseline is utilizing an adaptive and parameter free recurrent neural structure (APF-RNS) based on deep learning [41] for real-time prediction. In this method, the DL channel is predicted according to the temporal correlation with the recent history DL channel data with CSI delay, however, without any CSI compression or quantization. The APF-RNS network structure follows the configuration in [41], and adopts 32 long-short term memory (LSTM) units as the hidden layer. In addition, the history channel data for training and testing is generated by the same channel model with parameters of Table I. We perform the online training of APF-RNS with the known length of 20 and the prediction length of 1. The last baseline is a traditional CS method, called TV AL3 [42]. We apply this method to compress the dimension of the DL channel and recover it through a TV AL3 solver. The basic parameter setting is following [43] and the compression ratio is \(\rho = 1/4\). Our proposed scheme is referred to as JADD scheme in our simulations.

### Table I: System Parameters in Simulations

| Parameter                  | Value       |
|----------------------------|-------------|
| Channel model              | CDL-A       |
| Bandwidth                  | 20 MHz      |
| UL carrier frequency       | 1.92 GHz    |
| DL carrier frequency       | 2.11 GHz    |
| Subcarrier spacing         | 30 kHz      |
| Resource block             | 51          |
| Angle spread RMS           | (87.1°, 35.6°, 102.1°, 24.7°) |
| Delay spread               | 300 ns      |
| Number of paths            | 460         |
| Transmit antenna configuration | (\(N_c, N_b, P_f\)) = (2, 8, 2) |
| Receive antenna configuration | (\(N_c, N_b, P_f\)) = (1, 1, 2) |
| Slot duration              | 0.5 ms      |
| Number of UEs              | 8           |

In Fig. 3, our framework is evaluated with the SE metric. In both high speed (350 km/h) and low speed (60 km/h), our JADD outperforms Enhanced Type II, APF-RNS and TV AL3, which demonstrate the superiority of our scheme in different mobility scenarios. We also conclude that CSI delay causes severe performance dropping in all baselines, especially in high mobility scenario. Note that there exists a small SE difference between the cases when the speed of UE is 60 km/h and 350 km/h. This phenomenon is caused by the different angle-delay sparsity and the corresponding Doppler frequency of the channel under different mobility scenarios.

Fig. 4 shows the PE performance under different CSI delay and different mobility levels. Following the coefficient quantization method in 5G [37], we use a \(C_\alpha\)-bit geometric sequence codebook and a \(C_p\)-bit geometric sequence codebook to quantize the amplitude and the phase of the feedback coefficients, respectively. Because of the CSI delay, the PE of Enhanced Type II is unsatisfactory, especially in high mobility scenarios. Compared with Enhanced Type II, our JADD can overcome the performance degradation brought by the CSI delay since our novel channel reconstruction framework (53) can well predict the DL channel. We may conclude that our scheme can well adapt to different CSI delay even with quantization errors of feedback coefficients.

Fig. 5 demonstrates the SE performance under different \(N_s\) values while the performance of our framework always
surpasses the three baselines even with a small $N_s$. The SE of JADD quickly increases with $N_s$.

Fig. 6 shows the PE performance of our method under different prediction order $L$. The results show that the value of $L$ has little impact on the PE performance, which is aligned with Remark 2. We notice that the PE with coefficient quantizations varies a little with the value of $L$. This phenomenon is reasonable. The quantization error results in the failure of Remark 2 and bigger $L$ leads to higher Doppler frequency resolution, hence better PE performance. However, in Fig. 6, bigger $L$ leads to only a small improvement of the PE with quantization but much heavier computation complexity. Therefore, in realistic application, a small $L$ is still preferable considering the trade-off between the complexity and prediction error.

In the follow, we focus on evaluating the robustness of our method in the cases of different antenna configurations, different channel models and inaccurate CSI samples. The previous numerical results are based on the same antenna configuration and Fig. 7 shows the SE performance of JADD under different BS antenna configurations. Note that the value of $N_s$ should be carefully chosen to assure (19) under different $N_t$ configuration given the threshold $\eta$. The results show that the SE performance of our framework always outperforms the Enhanced Type II codebook with CSI delay.

In a rich scattering environment, our framework performs well as discussed above. In fact, different scattering environments render different physical features of the channel. The channel model of CDL-D [30] which contains a line of sight (LOS) path is also considered. The numerical result is demonstrated in Fig. 8. Our framework still performs well in this case. We notice that the same $N_s$ in CDL-D achieves better SE performance as in CDL-A. This phenomenon is reasonable because CDL-D channel has higher angle-delay sparsity.

So far, the previous numerical results are achieved under the noise-free channel sample condition. Now we show the performance of JADD under noisy channel sample case. The channel sample noise is modeled as i.i.d. Gaussian and the noise power is characterized by channel sample SNR.
and fed back to the BS. Our asymptotic analysis showed the prediction error converges to zero as the number of BS antennas increases while only two UL channel samples are available. A scheme to choose a proper prediction order was also discussed. The numerical results demonstrated that our framework works well even in high-mobility scenarios with large CSI delays.

**Appendix A**

**Proof of Proposition 1**

**Proof**: First we need to derive the relationship between \( i \) and \( j \). The \( t \)-th column of DFT matrix is

\[
\mathbf{q}_t = \left[ w_i e^{-j \frac{2\pi}{N} f t} w_i \ldots e^{-j \frac{2\pi}{N} (N_f - 1) t} w_i \right]^T,
\]

where \( w_i = \left[ 1, e^{-j \frac{2\pi}{N} i}, \ldots, e^{-j \frac{2\pi}{N} (N_f - 1) i} \right]^T \). Comparing \( \mathbf{q}_t \) in (61) and \( \mathbf{r}_t \) in (12), angle information \( \theta_p^u, \phi_p^u \) and delay information \( \tau_p^v \) are closely related to elements in \( \mathbf{q}_t \). Each angle-delay vector index \( i \) corresponds to an index combination \( (i^h, i^v, i^u) \), where \( i^h \) denotes the horizontal angle index, \( i^v \) denotes the vertical angle index. The relationship between \( i^h \) and \( i^v \) is

\[
i^a = \begin{cases} \mod \frac{i}{N_f}, \mod \frac{i}{N_t} \neq 0, \\ \frac{i}{N_f}, \mod \frac{i}{N_t} = 0. \end{cases}
\]

Then, the horizontal and the vertical angle index are calculated as

\[
i^h = \begin{cases} \frac{(i^v - i^s) N_f}{N_t} + 1, i^v \neq 0, \\ i^v = 0. \end{cases}
\]

\[
i^v = \begin{cases} \mod \frac{i^a}{N_t}, \mod \frac{i^a}{N_f} \neq 0, \\ \frac{i^a}{N_t} \mod \frac{i^a}{N_f} = 0. \end{cases}
\]

Thus, each UL angle-delay \( i \) maps a DL channel angular index \( j, j \in \{1, 2 \cdots, N_s\} \) as

\[
\sin \theta_j \sin \phi_j = \frac{i^h c}{\ln f u N_h} \cdot \cos \theta_j = \frac{e i^v}{\ln f u N_v},
\]

According to (7), the DL angle-delay structure can be calculated as

\[
\mathbf{r}^u(\theta_j, \phi_j) = \left( \mathbf{I}_{N_f} \mathbf{c} (\tau^v) \right) \otimes ((\mathbf{R}_h (\theta_j, \phi_j) \otimes \mathbf{R}_v (\theta_j)) \alpha^u (\theta_j, \phi_j)) = \left( \mathbf{I}_{N_f} \otimes (\mathbf{R}_h (\theta_j, \phi_j) \otimes \mathbf{R}_v (\theta_j)) \right) \cdot \mathbf{c} (\tau^v) \alpha^u (\theta_j, \phi_j).
\]

We use the angle-delay vector to approximate the DL angle-delay structure

\[
\mathbf{d}_j \equiv \left( \mathbf{I}_{N_f} \otimes (\mathbf{R}_h (\theta_j, \phi_j) \otimes \mathbf{R}_v (\theta_j)) \right) \mathbf{u}_j.
\]

Then the Proposition 1 is proved. \( \Box \)

**Appendix B**

**Proof of Theorem 1**

**Proof**: The vectorized DL channel can be estimated by a series of angle-delay vectors superposition mapped by the columns of DFT matrix \( \mathbf{Q} \). As \( N_s \) increases, angle-delay resolution improves. The power leakage problem alleviates, thus, \( \varepsilon \) decreases.
When \( N_s = N_f N_t \), \( \mathbf{DD}^\dagger = \mathbf{I}_{N_f N_t} \) holds. The prediction error (54) becomes
\[
\varepsilon = 10 \log \left( \frac{\mathbb{E} \left\| \mathbf{h}^d (t_p) - \mathbf{h}^d (t_p^*) \right\|^2}{\mathbb{E} \left\| \mathbf{h}^d (t_p) \right\|^2} \right)_2
= 10 \log \left( \frac{\varepsilon}{\mathbb{E} \left\| \mathbf{h}^d (t_p) \right\|^2} \right)_2 \tag{67}
\]

The training sequence matrix is denoted in column vectors and row vectors form
\[
(\mathbf{S}^\dagger)^T = \begin{bmatrix} s_{1,1} & s_{1,2} & \cdots & s_{N_s, M} \end{bmatrix}^T
= \begin{bmatrix} s(1) & s(2) & \cdots & s(N_s M) \end{bmatrix},
\]
where \( s_{j,m} = [s_{j,m}(1) \, s_{j,m}(2) \cdots s_{j,m}(N_s M)] \) and \( s(n) = [s_{1,1} (n) \, s_{1,2} (n) \cdots s_{N_s, M}(n)]^T \). Calculate the matrix
\[
\mathbf{DE} (t_p) (\mathbf{S}^\dagger)^T = \left[ \sum_{j=1}^{N_s} \mathbf{d}_j \sum_{m=1}^{M} e^{j w_d^m (t_p) s_{j,m}(1)} \right]_{N_s M}
\]
\[
\sum_{j=1}^{N_s} \mathbf{d}_j \sum_{m=1}^{M} e^{j w_d^m (t_p) s_{j,m}(2)} \cdots
\left[ \sum_{j=1}^{N_s} \mathbf{d}_j \sum_{m=1}^{M} e^{j w_d^m (t_p) s_{j,m} (N_s M)} \right]_{N_s M} \tag{69}
\]
Let \( \sum_{m=1}^{M} e^{j w_d^m (t_p) s_{j,m} (n)} = \lambda_{j,n} (t_p) \) and obtain
\[
\mathbb{E} \left| \mathbf{DE} (t_p) \left( \mathbf{S} (t_p)^\dagger \right)^T \right|^2 = \sum_{n=1}^{N_s M} \left( \sum_{j=1}^{N_s} \lambda_{j,n} (t_p)^H \mathbf{q}_j \right) \left( \sum_{j=1}^{N_s} \lambda_{j,n} (t_p) \mathbf{d}_j \right) \tag{70}
\]

The following lemma shows that \( \mathbf{d}_j \) has unit norm and mutual orthogonality.

**Lemma 2** For any \( i, j = 1, \cdots, N_s \), we have
\[
\mathbf{d}_i^H \mathbf{d}_j = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \tag{71}
\]

**Proof:** Eq. (71) is derived as
\[
\mathbf{d}_i^H \mathbf{d}_j = \mathbf{q}_i^H \left( (\mathbf{I}_{N_f} \otimes (\mathbf{R}_h (\theta_i, \phi_i) \otimes \mathbf{R}_v (\theta_i))) \right)^H
\cdot \left( (\mathbf{I}_{N_f} \otimes (\mathbf{R}_h (\theta_j, \phi_j) \otimes \mathbf{R}_v (\theta_j))) \right) \mathbf{q}_j
= \mathbf{q}_i^H \left( (\mathbf{I}_{N_f} \otimes \mathbf{R}_h (\theta_i)) \right) \mathbf{q}_j,
\]
where
\[
\mathbf{R}_{h,i,j} = \left( \mathbf{R}_h (\theta_i, \phi_i) \mathbf{R}_h (\theta_j, \phi_j) \right) \otimes \left( \mathbf{R}_v (\theta_i) \mathbf{R}_v (\theta_j) \right).
\]
When \( i = j \), \( \mathbf{q}_i \) is a column of the DFT matrix \( \mathbf{Q} \), (72) becomes
\[
\mathbf{d}_i^H \mathbf{d}_j = \mathbf{q}_i^H \left( (\mathbf{I}_{N_f} \otimes (\mathbf{I}_{N_h} \otimes \mathbf{I}_{N_v})) \right) \mathbf{q}_i = 1. \tag{73}
\]

Since \( \mathbf{R}_k (\theta, \phi) \) in (8), \( \mathbf{R}_c (\theta) \) in (9) are both unitary matrices and \( \mathbf{q}_i^H \mathbf{q}_j(t) = 0, \forall i \neq j \), obviously \( \mathbf{d}_i^H \mathbf{d}_j = 0, \forall i \neq j \) holds.

Using Lemma 2, the following expectation can be easily calculated as
\[
\mathbb{E} \left\| \mathbf{DE} (t_p) \left( \mathbf{S} (t_p)^\dagger \right)^T \right\|^2 = \sum_{n=1}^{N_s M} \left( \sum_{j=1}^{N_s} \sum_{m=1}^{M} e^{-j w_d^m (t_p) s_{j,m} (n)^H} \right) \left( \sum_{j=1}^{N_s} \sum_{m=1}^{M} e^{j w_d^m (t_p) s_{j,m} (n)} \right).
\]
\[
= \sum_{n=1}^{N_s M} \mathbf{s}^H (n) \mathbf{s} (n) = N_s M. \tag{74}
\]

The equation (67) can be easily calculated as Theorem 1. \( \square \)

**APPENDIX C**

**Proof of Theorem 2**

**Proof:** When \( N_t, N_f \to \infty \), the following relationship is implicitly holds
\[
\mathbf{h}_(n) (t_p) = \sum_{i=1}^{N_t N_f} \hat{g}_i^u (t_p) \mathbf{q}_i = \sum_{i \in \mathcal{S}} \hat{g}_i^u (t_p) \mathbf{q}_i, |\mathcal{S}| = N_f, \tag{75}
\]
where \( \mathbf{q}_i \) is \( i \)-th column of the DFT matrix \( \mathbf{Q} \), \( \hat{g}_i^u (t_p) = \mathbf{q}_i^H \mathbf{h}_u (t_p) \) and \( \mathcal{S} \) is set of indices of which \( \hat{g}_i^u (t_p) \neq 0 \). Define the space generated by \( \mathbf{q}_i \in \mathcal{S} \) as
\[
\mathcal{U}_p = \{ \mathbf{q}_i : i \in \mathcal{S} \}. \tag{76}
\]
Define \( N_P \) as the number of non-identical angle-delay structure of the UL channel. The angle-delay structure of two non-intertwined paths \( p, q \) are asymptotically orthogonal [15]
\[
\lim_{N_t, N_f \to \infty} \frac{\mathbf{r}_p^u}{\sqrt{N_t N_f}} \cdot \frac{\mathbf{r}_q^u}{\sqrt{N_t N_f}} = 0. \tag{77}
\]
According to [15], the angle-delay structure of two paths \( p, q \) holds the orthogonality after projecting to an orthogonal space \( \mathcal{S} \) which is a DFT matrix. In fact, the angle-delay structure \( \mathbf{r}_p^u \) lies in the space \( \mathcal{U}_p \) when \( N_t, N_f \to \infty \). Therefore, the following relationship holds
\[
\lim_{N_t, N_f \to \infty} \frac{\mathbf{U}_p^H \mathbf{r}_p^u}{\sqrt{N_t N_f}} = 0, \tag{78}
\]
where \( \mathbf{U}_p \) is the sub-matrix formed by \( \mathbf{q}_i, i \in \mathcal{S}_p \). The index set \( \mathcal{S}_p \) is defined by
\[
\lim_{N_t, N_f \to \infty} \frac{\mathbf{q}_i^H \mathbf{r}_p^u}{\sqrt{N_t N_f}} > 0, i \in \mathcal{S}_p, \lim_{N_t, N_f \to \infty} \frac{\mathbf{q}_i^H \mathbf{r}_q^u}{\sqrt{N_t N_f}} = 0, i \notin \mathcal{S}_p.
\]
The sub-matrix \( \mathbf{U}_q \) and set \( \mathcal{S}_q \) are defined likewise. Furthermore, \( N_P = N_f \) due to the orthogonality between \( \mathcal{S}_p \) and \( \mathcal{S}_q \).

The condition \( L = 1, N_L = 2 \) gives the lower bound of matrix pencil parameter configuration, which means that only
Comparing to (22), (79) indicates that each angle-delay vector \( q_i \) corresponds to only one Doppler frequency shift \( z^u (i) \). Given any \( N_d \) the pole \( z^u (i) \) is calculated through Algorithm 1, which means the Doppler frequency shift corresponding to \( q_i \) is obtained.

Then we focus on the DL channel analysis. In Lemma 2, we have proved that the DL angle-delay vector \( d_j \) shares the same orthogonality like \( q_i \), hence, the asymptotic properties (77)-(79) hold for \( r^d_p \) and \( d_j \). Each \( d_j \) is calculated by (33). Denote the collection of all \( d_j \) as \( D_a \subset \mathbb{C}^{N_t N_f} \times N_t N_f \) which is a unitary matrix. Similarly we define \( D \) like the \( S \) in (75) and \( D_p \) like the \( S_p \) in (79), respectively. The condition \( N_s = N_P \) makes sure the following relationship holds

\[
\| D_a^H d^d (t_p) \|^2 = \left\| \sum_{j \in D, p \in D_p} \beta^d_j e^{-j 2 \pi f^d p e^{j u^d_p t_p} d_j^H r^d_p} \right\|^2.
\]

Using (35), the DL Doppler frequency shift satisfies

\[
e^{j u^d (j)} = e^{j u^d_p}, j \in D, p \in D_p.
\]

The asymptotic performance of the DL channel prediction is

\[
\lim_{N_t, N_f \to \infty} \varepsilon = \lim_{N_t, N_f \to \infty} \frac{\left\| D_a \left( D_a^H d^d (t_p) - D^H \tilde{h}^d (t_p) \right) \right\|^2}{N_t N_f \left( \sum_p^N \left| \beta^d_p \right|^2 \right)^2}.
\]

Using the property of norm, we can relax (81)

\[
\lim_{N_t, N_f \to \infty} \varepsilon \leq \lim_{N_t, N_f \to \infty} \frac{\left\| \sum_{j \in D, p \in D_p} \beta^d_j e^{-j 2 \pi f^d p e^{j u^d_p t_p} d_j^H r^d_p} \right\|^2}{N_t N_f \left( \sum_p^N \left| \beta^d_p \right|^2 \right)^2}.
\]

Notice that

\[
\lim_{N_t, N_f \to \infty} \left( \sum_{j \in D, p \in D_p} \left| \beta^d_p \right|^2 \right) \left( \sum_{j \in D} \left| a^d (j) \right|^2 \right) = 0,
\]

which is independent with \( N_t N_f \). Therefore, (82) becomes

\[
\lim_{N_t, N_f \to \infty} \frac{\left\| h^d (t_p) - \tilde{h}^d (t_p) \right\|^2}{\left\| h^d (t_p) \right\|^2} = 0.
\]

Then Theorem 2 is proved. \( \Box \)

APPENDIX D
PROOF OF REMARK 2

Proof: Obviously when \( N_s = N_f N_t \), the value of \( L \) will not affect \( \varepsilon \). We only need to prove the case when \( N_s \) satisfies \( N_s < N_f N_t \). Clearly \( h^d_1 (t_p) \) is independent with \( M \), only \( h^d_2 (t_p) \) need to be analyzed. We have proved that

\[
\| D(E(t_p) S^T) \|_2^2 = N_s M \text{ in Appendix B. The expectation part in (57) is calculated as}
\]

\[
\mathbb{E} \left\{ \left\| h^d (t_p) - \tilde{h}^d (t_p) \right\|^2 \right\} \leq \mathbb{E} \left\{ \left\| h^d (t_p) \right\|^2 \right\} + \mathbb{E} \left\{ \left\| D(E(t_p) S^T) n(t_p)^T \right\|^2 \right\}
\]

\[
\leq \mathbb{E} \left\{ \left\| h^d (t_p) - \tilde{h}^d (t_p) \right\|^2 \right\} + \mathbb{E} \left\{ \left\| h^d (t_p) \right\|^2 \right\} + \mathbb{E} \left\{ \left\| D(E(t_p) S^T) n(t_p)^T \right\|^2 \right\}
\]

\[
\leq \mathbb{E} \left\{ \left\| h^d (t_p) - \tilde{h}^d (t_p) \right\|^2 \right\} + \mathbb{E} \left\{ \left\| h^d (t_p) \right\|^2 \right\} + \mathbb{E} \left\{ N_s M \sigma^2 \left\| h^d (t_p) \right\|^2 \right\}.
\]

Similarly, we may derive

\[
\mathbb{E} \left\{ \left\| h^d (t_p) - \tilde{h}^d (t_p) \right\|^2 \right\} \geq \mathbb{E} \left\{ \left\| h^d (t_p) \right\|^2 \right\} - \mathbb{E} \left\{ \left\| D(E(t_p) S^T) n(t_p)^T \right\|^2 \right\}
\]

\[
\mathbb{E} \left\{ \left\| h^d (t_p) - \tilde{h}^d (t_p) \right\|^2 \right\} \geq \mathbb{E} \left\{ \left\| h^d (t_p) \right\|^2 \right\} - \mathbb{E} \left\{ \left\| D(E(t_p) S^T) n(t_p)^T \right\|^2 \right\}
\]

\[
\geq \mathbb{E} \left\{ \left\| h^d (t_p) \right\|^2 \right\} - \mathbb{E} \left\{ N_s M \sigma^2 \left\| h^d (t_p) \right\|^2 \right\}.
\]

Thus Remark 2 is proved. \( \Box \)
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