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Abstract: Transformer state forecasting and fault forecasting are important for the stable operation of power equipment and the normal operation of power systems. Forecasting of the dissolved gas content in oil is widely conducted for transformer faults, but its accuracy is affected by data scale and data characteristics. Based on phase space reconstruction (PSR) and weighted least squares support vector machine (WLSSVM), a forecasting model of time series of dissolved gas content in transformer oil is proposed in this paper. The phase spaces of time series of the dissolved gas content sequence are reconstructed by chaos theory, and the delay time and dimension are obtained by the C-C method. The WLSSVM model is used to forecast time series of dissolved gas content, the chemical reaction optimization (CRO) algorithm is used to optimize training parameters, the bootstrap method is used to build forecasting intervals. Finally, the accuracy and generalization ability of the forecasting model are verified by the analysis of actual case and the comparison of different models.
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1. Introduction

A power transformer is among the key equipment of a power system. During the long operation of the transformer, due to equipment aging, discharge fault, thermal fault, and other reasons, a small amount of gas will be produced in the insulation oil, and the content of various components of dissolved gas and the proportion of components in the oil are closely related to the operation condition of the transformer. Through dissolved gas analysis (DGA) [1–5], some latent faults in the transformer and their development degree can be found. DGA is an internationally recognized and effective method of diagnosing early transformer faults that has been proven in practice by many fault diagnoses. According to the changing trend of dissolved gas content in the oil, the operation state of the transformer can be tracked, and any abnormality in the equipment can be further determined. Then, the fault type can be inferred, and the early faults in the transformer can be found in time. If the transformer is forecasted to fail, the maintenance plan can be arranged in advance to ensure reliable and stable operation of the power system.
How to establish a reasonable prediction model is the focus of oil dissolved gas prediction research. For a long time, improving the forecasting method has been regarded as the most important way to improve forecasting accuracy. Related scholars have done a lot of work. The existing methods of dissolved gas content forecasting in transformer oil can be summarized into three categories: methods based on statistics, intelligent models, and combined models. Forecasting methods based on statistics mainly include weighted average (WA), Kalman filter (KF), autoregressive moving average (ARMA), gray model (GM), etc. [6,7]. GM can reveal the law of development with a small amount of incomplete information. However, the model only describes the process of monotonic exponential increase or decrease with time, while data with large fluctuations will produce large deviations from the forecasting results, and the accuracy is mainly limited by the distribution of the sequence data itself. Intelligent forecasting methods are typically represented by artificial neural network (ANN) [8], recurrent neural network (RNN) with network structure of loop feedback [9], and long short-term memory (LSTM) [10]. These methods analyze and train a large amount of historical data to obtain forecasting models that can reflect the development trend of time series. However, data-driven models need a large amount of historical data to overcome the overfitting problem, which may lead to unacceptable performance in practical applications due to the limitation of key gas content data [11–14]. In order to improve the accuracy of model forecasting, scholars have used a variety of influencing factors as input parameters for correlation analysis and combined multiple models [15–17].

However, problems still exist in the actual transformer operation and maintenance process. First, the installation locations of transformers are scattered, data collected through the monitoring equipment are not centralized, and large and continuous time sequence data are difficult to obtain. At the same time, the time series data are not continuous with previous historical data after the transformer completes regular maintenance. Therefore, the data samples that can be obtained and used are usually small. Second, many factors affect dissolved gases in oil, such as operating environment, load, humidity in oil tank, oil temperature, and so on, which will directly or indirectly change the content of dissolved gases. Therefore, some relevant factors used in the forecasting model can give better results. However, as the core equipment of the power system, the number and scale of transformers is huge. When various online monitoring devices are installed on transformers, factors such as equipment safety and investment cost need to be considered according to different functions, types, and importance, so it is difficult to fully configure the different types of monitoring devices, and the associated parameters required by the forecasting model are often incomplete. As a result, it is difficult for forecasting models to work well because of the above problems.

Some studies show that time series of dissolved gases in oil are complex nonlinear dynamic systems closely related to the operation state of the transformer. According to chaos theory, time series of dissolved gases in oil satisfy the main characteristics of chaos, including internal randomness, fractal dimension, and universality [18]. By calculating the Lyapunov index of time series of dissolved gases in oil, it can be found that most have chaotic characteristics [19–21]. Therefore, the chaotic phase space reconstruction method can be used to reconstruct the nonlinear dynamic trajectories of crude time series of dissolved gases in oil, and on this basis, the feature space transformation can be carried out from the perspective of phase space to fully extract the time series characteristics.

Support vector machine (SVM) is based on the principle of minimizing structural risk, which is helpful solve the problem of regression prediction in the case of small samples. As an improvement of the SVM model, least squares SVM (LSSVM) has also been applied in many pattern recognition and regression problems [22–25], but LSSVM loses robustness.

Above all, a phase space reconstruction (PSR) chemical reaction optimization (CRO) weighted least squares SVM (WLSSVM) model combining chaos theory and weighted least squares support vector machine is proposed to forecast the time series of dissolved gases in power transformer oil. The phase space reconstruction method is applied to reconstruct the chaotic time series to fully explore the internal laws and characteristics contained in the historical data, and the delay time and dimension are obtained by the C-C method. WLSSVM is used for gas content forecasting, and the chemical
reaction optimization algorithm is used to optimize model parameters to ensure the accuracy of model forecasting in the case of small samples, bootstrap is used for forecasting interval constructing. Finally, the accuracy and generalization ability of the forecasting model are verified by comparing with different data samples and models.

The remainder of this paper is organized as follows: Section 2 summarizes the related work of forecasting technology for time series of dissolved gases in transformer oil. Section 3 introduces the basic principle of the bootstrap method and PSR-CRO-WLSSVM model. A transformer forecasting model based on bootstrap and PSR-CRO-WLSSVM is proposed in Section 4, and examples and effects of the model are given in Section 5. Finally, conclusions are drawn, and potential future work is discussed in Section 6.

2. Related Work

In recent years, with the rapid development of computer technology and artificial intelligence, scholars have introduced more machine learning methods to predict the time series of dissolved gases in oil, including gray model (GM) [26–28], artificial neural network (ANN) [29], support vector machine (SVM) [30], etc. The authors of [31] applied the gray method to forecast the gas content in transformer oil, and established the GM (1, 1) model based on historical data. During the modeling process, the non-equal interval data of the dissolved gas contents are processed mathematically and converted into equal interval data. Wang et al. [32] used a GM method that considered the development trend of dissolved gases in oil and had general forecasting performance. According to the results of thermal decomposition of insulating oil, the gas components produced by the pyrolysis reaction are related to each other. For example, when insulation oil overheats, the main gas components produced are methane and ethylene, and the produced gas has a strong correlation with the type of fault. At the same time, GMs forecasting results are related to the law of the data itself. When the data have a certain trend, they can achieve better forecasting performance; otherwise, it would be worse. Wang et al. [33] proposed an improved gray model to forecast the dissolved gas in transformer oil, and the model still achieved high forecasting accuracy in the case of small samples, which has certain reference and promotion significance. However, the gray forecasting model only describes the process of monotonic growth or decline with exponential law over time, and if there are large fluctuations and changes, the forecasting result of the gray model has a large deviation [6,7]. Fei [34] proposed a power transformer fault forecasting method combining rough set and gray theory. The model improved the three-ratio diagnosis decision table through the rough set method, and combined the fault diagnosis method with gas forecasting to improve the accuracy of fault forecasting. Some experts and scholars have introduced neural network (NN) into time series forecasting of dissolved gas content, which has been widely used. The authors of [35] proposed a deep belief network (DBN) approach to forecast transformer dissolved gas content. Pereira et al. [36] proposed a nonlinear autoregressive neural network model combined with discrete wavelet transform to forecast the content of dissolved gas in transformer oil, which showed better results compared with the current prediction model and commonly used time series technique.

Scholars have improved the forecasting accuracy of the model by introducing multifactor parameters. The authors of [37] proposed an optimal weighted combination forecasting model, which combined the four forecasting algorithms of gray theory, BP neural network, genetic algorithm, and Kalman forecasting algorithm to forecast the concentration and development trend of dissolved gases in oil. Grey relational analysis (GRA) was introduced into the forecasting model by [38,39]. Considering the correlation among the components, GRA was used for quantitative analysis of the correlation of input variables before forecasting, and factors with weak correlation were removed, then the above forecasting method was used for modeling and calculation. The sequence of dissolved gases in oil was analyzed by the GRA method [40]. The results showed that there was a certain coupling relationship between the seven common gases, so the gray multivariate forecasting model was established and further improved in later studies. These methods have done a lot of work and contributed to the
prediction of dissolved gas content in oil in terms of model optimization and data processing, and achieved good results, but ignored the sample size problem and the lack of related factors in the actual engineering application. Support vector machine (SVM) relies on the principle of minimizing structural risk, which considers both empirical risk and the complexity of the learning machine, and therefore it is good for solving small samples and optimal problems, and has good generalization ability [41,42], so it is an effective approach for solving forecasting problems [43]. Least squares support vector machine (LSSVM) was introduced in [44] as a reformulation of the standard SVM [45,46] that simplifies the model to a great extent by applying linear least squares criteria to the loss function instead of the traditional quadratic programming method. The simplicity and inherited advantages of SVM, such as its being based on the principle of minimizing structural risk and its kernel mapping, promote the application of LSSVM in many pattern recognition and regression problems [47–50]. Zheng et al. [51] introduced LSSVM to dissolved gas content forecasting and made forecasts for the five gases. However, while improving the standard SVM model, LSSVM has lost its robustness.

In terms of data preprocessing, some scholars decompose the original sequence based on the nonlinear and nonstationary characteristics of the time series. Zeng et al. [52] used the empirical mode decomposition (EMD) method to process the DGA data and decompose nonstationary signals into characteristic frequency function components of different frequencies, and modeled each subsequence component separately, reconstructing its prediction by superposition. As a result, the combined prediction results, which meet the accuracy requirements, were obtained. The method is simple, convenient, and easy to operate, but it is prone to modal aliasing problems [53–55]. Lin et al. [56] used the kernel principal component analysis (KPCA) method to select the characteristic parameters and used generalized regression neural network (GRNN) to forecast the gas concentration in transformer oil, which improved the accuracy compared with the model without pretreatment. According to the above research, we know that data preprocessing and feature extraction are necessary for forecasting of time series of dissolved gas content, because the signal contains a large amount of information effectively. Therefore, if more linear and nonlinear features are mined through the historical time series of dissolved gas content, it will be more helpful for the forecasting. Chaos theory has been applied in power load forecasting, wind speed forecasting, equipment fault diagnosis, and other fields, but it is seldom used in forecasting of dissolved gas content in transformer oil. Liu et al. [57] analyzed the chaotic characteristics of power load through phase space reconstruction to extract the effective information on power load, and applied the reconstructed results to the forecasting model. Sun et al. [58] applied phase space reconstruction technology to inverter fault diagnosis, in which the phase space reconstruction method was used to obtain current characteristic trajectories of inverters in various operating states. Zhang et al. [59] applied chaos theory to recognition of partial discharge of Geographic Information System (GIS) equipment, extracted the chaotic features of partial discharge signals with four typical defects as the feature quantity, and then applied these chaotic features to pattern recognition and obtained good recognition performance. Qi et al. [60] applied chaos theory to the selection of data length and collection period of dissolved gas content in oil monitoring equipment, and gave suggestions on the collection period, which was of great help to the life of monitoring equipment and effective use of storage space.

Above all, the current research on forecasting methods of time series of dissolved gas content focuses on the selection of artificial intelligence models and optimization methods, which directly or indirectly improve the effectiveness of power transformer fault forecasting. However, the problem of small sample size and the inability to obtain associated parameters have not been well solved. At the same time, the traditional point forecasting method has difficulty reflecting the uncertainty of forecasting results, and these problems limit the application of artificial intelligence algorithms or models in dissolved gas content forecasting. Therefore, a model based on bootstrap and PSR-CRO-WLSSVM is proposed to solve these problems.
3. Fundamentals of bootstrap and PSR-CRO-WLSSVM Model

3.1. Phase Space Reconstruction

A chaotic system is a nonlinear system under the action of certain evolution law. It is universal, and its long-term behavior is reflected in spatial distribution with certain regularity [61,62]. The components of a chaotic system interact with each other and develop together, so they show the phenomenon of partial information containing other components. Theoretically, due to the correlation between components, the analyzing of the time series of any variable can restore the basic dynamic characteristics of the system.

In the 1980s, Packard and Takens [63] proposed the theory of phase space reconstruction. Its main purpose is to restore time series of chaotic attractors, and its principle is to choose the appropriate delay time and embedding dimension. Using chaos theory with the phase space reconstruction method, low-dimensional time series can be mapped to high-dimensional phase space and keep the differential homeomorphism while using less information, extracting more abundant structural characteristics.

Phase space reconstruction is an effective method to analyze nonlinear time series. The basic idea is to take a time series as a component of a nonlinear dynamical system. The variation law of this component can be used to reconstruct the equivalent high-dimensional phase space of the dynamic system, and the time series can be projected into the variable point trajectories of the high-dimensional phase space. If there is a time series of dissolved gas content in oil \(\{x_i\}(i = 1, 2, \ldots, N)\), where \(N\) is the number of data points in the time series, then the time series set reconstructed by phase space can be expressed by Equation (1):

\[
\begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_M
\end{bmatrix} =
\begin{bmatrix}
x_1 & x_1+\tau & x_1+(m-1)\tau \\
x_2 & x_2+\tau & x_2+(m-1)\tau \\
\vdots & \vdots & \vdots \\
x_M & x_M+\tau & x_M+(m-1)\tau
\end{bmatrix}
\]

(1)

where, \(m\) is the embedding dimension of the time series, \(\tau\) is the delay time, \(M\) is the number of vectors that the time series embedded in the phase space and \(N = M + (m-1)\tau\).

For a certain time series, in theory the existence of an optimal \(\tau\) and \(m\), can neither be too big nor too small, otherwise they will be unable to accurately capture the dynamic characteristics of the original signal.

At present, there are mainly the following methods to obtain the delay time: autocorrelation, average displacement, complex autocorrelation, mutual information, and C-C method. The C-C method is a method that can not only keep its nonlinear characteristics, but also calculate a small amount of delay time. Besides, it is easy to operate and has strong anti-noise ability. In this paper, the optimal delay time is obtained by the C-C method. The detailed description is as follows:

Investigate a pair of phase points in phase space:

\[
X(i) = [x(i), x(i+\tau), \ldots, x(i+(m-1)\tau)]
\]

(2)

\[
X(j) = [x(j), x(j+\tau), \ldots, x(j+(m-1)\tau)]
\]

(3)

Assuming the distance between them is \(r_{ij}(m)\), it is obvious that \(r_{ij}(m)\) is a function of the embedding dimension \(m\) of phase space:

\[
r_{ij}(m) = ||X(i) - X(j)||
\]

(4)
Given a critical distance \( r \), the proportion of the logarithm of points whose distance is less than \( r \) in the logarithm of points is denoted as the associated integral:

\[
C(m, N, r, \tau) = \frac{2}{M(M-1)} \sum_{1 \leq i \leq j \leq M} H(r - r_{ij}(m))
\]

(5)

where \( r \) is the neighborhood radius, and \( H(\cdot) \) is the Heaviside function and is described by Equation (6):

\[
H(x) = \begin{cases} 
0 & x \leq 0 \\
1 & x > 0
\end{cases}
\]

(6)

The time series \([X_1, X_2, \ldots, X_N]\) is divided into \( \tau \) non-intersecting time series, whose length is \( \text{INT}(N/\tau) \), and \( \text{INT} \) is an integer. The statistics of each subsequence can be calculated by Equation (7):

\[
S(m, N, r, \tau) = \frac{1}{\tau} \sum_{l=1}^{\tau} \left[ C_l \left(m, \frac{N}{\tau} r, \tau\right) - C^m_l \left(m, \frac{N}{\tau} r, \tau\right) \right]
\]

(7)

where \( C_l \) is the correlation integral of the \( l \)-th subsequence.

For \( N \to \infty \), Equation (7) can be deformed to Equation (8):

\[
S(m, r, \tau) = \frac{1}{\tau} \sum_{l=1}^{\tau} \left[ C_l (m, r, \tau) - C^m_l (1, r, \tau) \right]
\]

(8)

The deviation is defined as Equation (9):

\[
\Delta S(m, \tau) = \max \left[ s(m, r_j, \tau) \right] - \min \left[ s(m, r_j, \tau) \right]
\]

(9)

\( \Delta S(m, \tau) \) measures the maximum deviation of \( \Delta S(m, \tau) \) from radius \( r \). When the maximum deviation \( \Delta S(m, \tau) \) is the minimum value, the points in the reconstructed phase space are closest to uniform distribution, the reconstructed dynamical system orbit is fully displayed in the phase space, and the time series correlation is closest to zero.

Therefore, the \( \Delta S(m, \tau) \sim \tau \) curve also reflects the autocorrelation of the original time series (parameter \( m \) is fixed). Since \( \Delta S(m, \tau) \) is always positive, the optimal delay time can be the time point corresponding to the first local minimum value of \( \Delta S(m, \tau) \).

According to the BDS statistical conclusion, when \( N \geq 3000 \), \( 2 \leq m \leq 5 \), and \( \sigma/2 \leq r \leq 2\sigma \), the \( S(m, r, \tau) \sim \tau \) curve better reflects the autocorrelation of the original time series, where \( \sigma \) is the standard deviation of the time series. Take \( m = 2, 3, 4, 5 \) \( r_i = i \times 0.5\sigma, i = 1, 2, 3, 4 \), \( \bar{S}(\tau) \) and \( \Delta \bar{S}(\tau) \) can be described by Equations (10) and (11):

\[
\bar{S}(\tau) = \frac{1}{16} \sum_{m=2}^{5} \sum_{i=1}^{4} S(m, r_i, \tau)
\]

(10)

\[
\Delta \bar{S}(\tau) = \frac{1}{4} \sum_{m=2}^{5} \Delta S(m, \tau)
\]

(11)

It can be seen from the above two expressions that \( \bar{S}(\tau), \Delta \bar{S}(\tau) \) reflect the autocorrelation characteristics of the original time series. Considering that \( \bar{S}(\tau) \) values can be positive or negative, \( \Delta \bar{S}(\tau) \) values are always positive; finding the first zero crossing of \( \bar{S}(\tau) \) or the first local minimum point of \( \Delta \bar{S}(\tau) \) is the optimal delay. The index \( S_{\text{cor}}(\tau) \) can be defined by Equation (12):

\[
S_{\text{cor}}(\tau) = \Delta \bar{S}(\tau) + \left| \bar{S}(\tau) \right|
\]

(12)
Looking for $S_{cor}(\tau)$ of the global minimum value of $\tau$ can get the best embedding window $\tau_w$, and according to $\tau_w = (m - 1) \tau$, embedded figures $m$ can be obtained.

3.2. Weighted Least Squares Support Vector Machine

3.2.1. Least Squares Support Vector Machine

Suppose there is a training set $\{x_k, y_k\}_{k=1}^N$, where $x_k \in \mathbb{R}^n$ is n-dimensional input data, and $y_k \in \mathbb{R}^m$ is output data. Therefore, in the original weight space, the prediction model can be considered as the following optimal problem in Equations (13) and (14):

$$
\min_{w, b, e} J(w, e) = \frac{1}{2} w^T w + \frac{1}{2} \gamma \sum_{k=1}^N e_k^2
$$

s.t. $y_k = w^T \phi(x_k) + b + e_k, k = 1, 2, \ldots, N$

where, $w \in \mathbb{R}^n$ is the weight vector of the original weight space, $e_k \in \mathbb{R}^n$ is an error variable, $\phi(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a nonlinear mapping function that maps input spatial data to higher-dimensional (possibly infinite dimensional) feature spaces, $b \in \mathbb{R}^n$ is the offset value, and $\gamma > 0$ is the regularization parameter (also called penalty coefficient).

Thus, in the original weight space, there is the following nonlinear model:

$$
y(x) = w^T \phi(x) + b
$$

Lagrange multipliers are introduced for Equation (15); $a_k \in \mathbb{R}^n$, Lagrange function defined as Equation (16):

$$
L(w, b, e; a) = J(w, e) - \sum_{k=1}^N a_k \{w^T \phi(x_k) + b + e_k - y_k\}
$$

By taking partial derivatives of the variables in Equation (16) and sorting out and eliminating $w$ and $e$, the optimal problem is transformed into a linear system by Equation (17):

$$
\begin{bmatrix}
0 & 1^T \\
1 & \Omega + \frac{1}{\gamma} I
\end{bmatrix}
\begin{bmatrix}
b \\
a
\end{bmatrix}
= \begin{bmatrix}
o \\
y
\end{bmatrix}
$$

where, $y = [y_1, y_2, \ldots, y_N]^T$, $1 = [1, 1, \ldots, 1]^T$, $a = [a_1, a_2, \ldots, a_N]^T$, $\Omega \in \mathbb{R}^{N \times N}$, $\Omega_{ij} = \phi(x_i)^T \phi(x_j) = K(x_i, x_j)$, $i, j = 1, 2, \ldots, N$, and $K(\cdot, \cdot)$ is a kernel function satisfying Mercer’s theorem.

Commonly used kernel functions are linear kernel function $K(x_i, x_j) = x_i^T x_j$, polynomial kernel function $K(x_i, x_j) = (x_i^T x_j + 1)^d$, $d = 1, 2, \ldots$, radial basis function (RBF) kernel (Gaussian kernel function), $K(x_i, x_j) = \exp(-||x_i - x_j||^2/2\sigma^2)$, etc. The kernel function of RBF is used in this paper, $a$ and $b$ can be calculated by Equation (17), so the nonlinear prediction model of LSSVM can be obtained as Equation (18):

$$
y(x) = \sum_{k=1}^N a_k K(x, x_k) + b
$$

3.2.2. Weighted LSSVM

While improving the standard SVM model, LSSVM loses its robustness. As a result, therefore, the weight of all training data in the objective function is $\gamma$ and all samples play the same role in training, which is inconsistent with the actual situation.

For each piece of sample data, due to its position in the whole sample and the degree of influence by noise, its importance differs.
In order to regain robustness by treating different training data differently, weighted LSSVM is used [64]. Based on the LSSVM model, each error quantity $e_k = a_k / \gamma$ is given a different weight factor $v_k$, and the optimization problem is described as Equation (19):

$$
\min_{w^*, b^*, c^*} J(w^*, e^*) = \frac{1}{2} w^T w^* + \frac{1}{2\gamma} \sum_{k=1}^{N} v_k e_k^2 \quad \text{s.t.} \quad y_k = w^T \varphi(x_k) + b^* + e_k^*, k = 1, 2, \ldots, N
$$

The Lagrange function can be described as Equation (20):

$$
L(w^*, b^*, c^*, a^*; \gamma) = J(w^*, e^*) - \sum_{k=1}^{N} a_k^* \left[ w^T \varphi(x_k) + b^* + e_k^* - y_k \right]
$$

Similarly, according to the KKT condition, the system of linear Equation (21) can be obtained.

$$
\begin{bmatrix}
0 & 1^T \\
1 & \Omega + V_{\gamma}
\end{bmatrix}
\begin{bmatrix}
b^* \\
a^*
\end{bmatrix}
= \begin{bmatrix}
o \\
y
\end{bmatrix}
$$

where, $V_{\gamma} = diag \left( \frac{1}{\text{IQR}_1}, \ldots, \frac{1}{\text{IQR}_2} \right)$ is a diagonal matrix, and the weight $V_k$ is determined by the error variable $e_k = a_k / \gamma$.

$$
V_k = \begin{cases}
1 & \text{if } e_k / \hat{s} \leq c_1 \\
\frac{\hat{s} - e_k / \hat{s}}{e_k / \hat{s} - c_2} & \text{if } c_1 \leq e_k / \hat{s} \leq c_2 \\
10^{-4} & \text{otherwise}
\end{cases}
$$

where, the robust estimate is the standard deviation of the amount of error, $\hat{s} = \frac{\text{IQR}}{1.349}$, $\text{IQR}$ is the quartile spacing of error $e_k$, which is the difference between the 0.75$n$ value and the 0.25$n$ value if arranged in numerical order, and $\hat{s}$ measures how far $e_k$ deviates from the Gaussian. The constants $c_1$ and $c_2$ are generally 2.5 and 3 [65].

The specific steps of the weighted LSSVM algorithm are as follows:

Step 1: Given training data set $\{x_k, y_k\}_{k=1}^{N}$, find the optimal parameters (through the following chemical reaction optimization algorithm). For the optimal parameter, $e_k = a_k / \gamma$ is calculated by Equation (20).

Step 2: The robust estimate $\hat{s}$ is calculated based on the distribution of error $e_k$

Step 3: According to Equation (21), the corresponding weight $V_{\gamma}$ value is determined by $e_k$.

Step 4: According to Equation (21), $a^*$ and $b^*$ are solved, and the final nonlinear prediction model is given as Equation (23):

$$
y(x) = \sum_{k=i}^{N} a_k^* K(x, x_k + e^*)
$$

The LSSVM model solved by Equation (17) is the optimal solution under the assumption that error $e_k$ obeys Gaussian distribution, and WLSSVM corrects the deviation of $\epsilon$ in the case of non-Gaussian fractions by the weight defined in Equation (22), which makes the WLSSVM regression robust.

3.3. Chemical Reaction Optimization

Chemical reaction optimization (CRO) is a meta-heuristic algorithm proposed by Lam in 2010. Inspired by the interaction between molecules in chemical reactions to find the lowest potential energy in potential energy surface, the algorithm adopts four primary reactions and follows the law of energy conservation [66]. From the perspective of microscopic analysis of chemical reactions, we can see that at the initial stage of a chemical reaction, the state of the molecules in the container is unstable due to
excessive energy in the molecules. In order to reach a stable state, each molecule will be led to the lowest possible energy state by the collision between molecules and the chemical reaction after the collision. The result is the product of the chemical reaction, and the formation process is the process of gradual reduction of reaction potential energy. In simple terms, CRO is an optimization process to search for the minimum potential energy of the system [67–70].

The basic operation units involved in the CRO algorithm are composed of molecules (ω) and container walls (buffer), where the molecules possess both potential energy (PE) and kinetic energy (KE) as the container walls create the environment in which the reaction occurs. The molecular PE is the ultimate criterion for evaluating a chemical reaction and thus becomes the objective function of the question of interest while KE is a quantized value for determining whether the system can initiate a molecular reaction. In a chemical reaction, there are four basic reaction operators: single-molecule collision, single-molecule decomposition, intermolecular collision, and molecular synthesis.

Single-molecule collision is a process that changes the molecular KE and PE due to collisions between molecules. The energy change in the process can be described by Equation (24):

\[
KE_{\omega'} = (PE_\omega - PE_{\omega'} + KE_\omega) \times \delta
\]  

(24)

where \( \omega \) is the original molecule, \( \omega' \) is the new molecule after structural change, \( \delta \in [KELossRate, 1] \) is a random number, KELossRate is the upper limit (in percentage) of the monomolecular collision loss rate, a constant, and \( PE_\omega = f(\omega) \) is molecular potential energy, with \( f(\cdot) \) as the objective function of the problem considered. Monomolecular collision enables local searching in the problem space.

Single molecule decomposition is a reaction process in which a molecule collides with a wall, and breaks down or splits into two new molecules. The energy difference \( E_{\text{dec}} \) before and after the collision is passed to the two new molecules in a random manner. The energy change in the reaction process can be expressed by Equation (25):

\[
E_{\text{dec}} = (PE_\omega + KE_\omega + \delta_1 \times \delta_2 \times \text{buffer}) - (PE_{\omega'_1} + PE_{\omega'_2}),
\]

\[
KE_{\omega'_1} = E_{\text{dec}} \times \delta_3,
\]

\[
KE_{\omega'_2} = E_{\text{dec}} \times (1 - \delta_3)
\]

(25)

where \( \delta_1, \delta_2 \) are of uniform distribution in \( [0, 1] \) and \( \delta_3 \) is a random value in \( [0, 1] \). Compared to monomolecular collision, monomolecular decomposition is capable of local search in a larger scope.

Intermolecular collision describes the process of two new molecules after collision and energy exchange. A new molecule can be taken out of the original molecular structure domain. Since the molecule does not collide with the wall, there is no energy loss, so the total energy is unchanged after the reaction. The two new molecules have a total KE of \( E_{\text{inter}} \), which is distributed between them randomly, and the energy change can be described by Equation (26):

\[
E_{\text{inter}} = (PE_{\omega'_1} + PE_{\omega'_2} + KE_{\omega'_1} + KE_{\omega'_2}) - (PE_{\omega'_1} + PE_{\omega'_2}),
\]

\[
KE_{\omega'_1} = E_{\text{inter}} \times \delta_4,
\]

\[
KE_{\omega'_2} = E_{\text{inter}} \times (1 - \delta_4)
\]

(26)

where \( \delta_4 \) is a random value in the range of \( [0, 1] \).

Molecular synthesis is the phenomenon of two molecules colliding to produce a new molecule. It is a wall-free collision, so the energy remains constant before and after the collision. The energy change is shown in Equation (27):

\[
KE_{\omega'} = (PE_{\omega'_1} + PE_{\omega'_2} + KE_{\omega'_1} + KE_{\omega'_2}) - (PE_{\omega'})
\]

(27)
Molecular synthesis greatly increases the diversity of molecules, and the synthesized new molecules are obviously different from the originals, which usually have higher molecular activity. Molecular synthesis improves the searching ability of molecules in new regions, thus improving the global searching performance of CRO.

In this paper, the CRO algorithm is used to optimize the parameters of WLSSVM, and the optimal penalty coefficient $\gamma$ and kernel width $\sigma$ are obtained. The optimization process of CRO-WLSSVM is as follows:

Step 1: Initialize the chemical reaction optimization algorithm. It is necessary to determine the number of initial molecules in the container (PopSize), the upper limit (KELossRate) of the percentage of KE loss in the wall-hitting reaction, the determinants of molecular reaction type (MoleColl), the determinants of monomolecular reaction type ($\alpha$), the determinants of multi-molecular reaction type ($\beta$), the maximum iteration times (Iteration), etc.

Step 2: Calculate the initial potential energy of each molecule, and take the molecular KE initial value as the initial kinetic energy.

Step 3: Iteratively optimize the molecules in the container through four basic reaction operators. Only one basic reaction operator is executed in each iteration. The optimization process of each iteration consists of three judgment processes, which are reaction type, monomolecular reaction type, and intermolecular reaction type.

Step 4: Set the objective function. If the molecule meets the stop condition of the algorithm, the optimization calculation will be terminated. The smallest PE molecule is the global optimal solution, and the corresponding solution is the initial kernel width and penalty coefficient of the optimized WLSSVM, which can be assigned to WLSSVM to obtain the forecasting model of dissolved gas content.

3.4. Bootstrap

The bootstrap method is a statistical inference method of simulated sampling based on original data proposed by professor Bradley in 1979 [68] for statistical inference under small sample conditions. It belongs to one of the nonparametric estimation methods in statistics and can be used for statistical inference under small sample conditions.

Bootstrap is generally used for statistical inference when the model is difficult to obtain or difficult to assume. For example, when the data distribution is unknown, the bootstrap method does not need to make any distribution assumptions, and can indirectly obtain the distribution from the data generated by the original sample.

Therefore, the bootstrap method was used to resample the original test samples of dissolved gas in oil. Considering that the dissolved gas data in oil has time self-correlation, the resampling method of a single data point will destroy this dependent structure. However the block bootstrap method can preprocess the original time series data in blocks which are used as the basic unit for resampling to generate several new subsamples, thereby avoid the failure of the general self-service method to the greatest extent [69,70], and achieve a forecasting effect closer to the true distribution [71].

According to different block methods, nonoverlapping block bootstrap (NBB) method [72], moving block bootstrap (NBB) method [73], circular block bootstrap (CBB) method [74], and stationary bootstrap (SB) method [75] have been successively generated. Among them, the first three methods are relatively similar, they all use fixed-length block lengths and there are only slight differences in whether the subblocks overlap and whether the original sequence is processed end-to-end, meanwhile, compared with the simplest NBB method, MBB and CBB have higher estimation accuracy. The SB method uses the block length with geometric distribution and the randomized starting point of the block to ensure the stability of each subblock. However, some scholars have shown [76] that under the condition of similar block lengths, the variance estimated by the SB method is twice that of the NBB method, and three times that of the MBB method and the CBB method. Therefore, the MBB method is selected as the resampling method for the dissolved gas.
The resampling process of the MBB method is as follows:

Step 1: Assume that the original sample is \( X = \{ X_1, X_2, \ldots, X_N \} \) the original sample is divided into \( N - L + 1 \) partially overlapping blocks which can be expressed as \( Z_j = \{ X_{ji}, X_{ji+1}, \ldots, X_{ji+L-1} \} \), \( j = 1, 2, \ldots, N - L + 1 \), where the length of the block is \( L \), and the generated block set can be expressed as \( Z = \{ Z_1, Z_2, \ldots, Z_q \} \), \( q = N - L + 1 \). The selection of \( L \) will affect the estimation result. According to [77], \( L \) is related to the number of samples \( N \), and the empirical calculation method of \( L \) [78] is shown as Equation (28):

\[
L_{\text{thumb}} = \text{floor}(\sqrt[3]{N}) \tag{28}
\]

Step 2: Extract \( R \) blocks from \( Z \) with replacement, and construct a sample \( Z^* = \{ Z^*_1, Z^*_2, \ldots, Z^*_R \} \), where \( R = \text{floor}(N/L) \).

Step 3: Define the newly generated subsample as \( X^* = \{ X_1, X_2, \ldots, X_{N^*} \} = \{ Z^*_1, Z^*_2, \ldots, Z^*_R \} \), where the length of the subsample is \( N^* = R \times L \).

Step 4: Repeat steps 1 to 3 \( M \) times to construct \( M \) subsamples in sequence.

The correct choice of resampling number \( M \) is the key to ensure the accuracy of model prediction and the efficiency of equilibrium model calculation. A. Khosravi et al. [79] showed that there is no significant positive correlation between the size of the resampling number \( M \) and the width of the prediction interval, that is, an excessively large number of resampling \( M \) cannot significantly improve the quality of the prediction interval. E. Zio [80] believes that, in general, setting the resampling number \( M \) between 20 to 200 can meet the application requirements of most practical projects.

Based on the resampled subsamples, a prediction interval can be constructed. Many engineering examples have proved that the forecasting interval constructed by the bootstrap method can not only accurately represent the uncertainty degree of the forecasting results, but also analyze the range of future time series, which can effectively compensate for the limitation that the forecasting method of points can only obtain the deterministic forecasting value.

In view of the above advantages, bootstrap was introduced in this paper to construct the forecasting interval of dissolved gas in oil. In the process of forecasting, subjective factors such as the setting of forecasting model parameters and objective factors such as the noise of data collection are the main reasons affecting the uncertainty of forecasting results [81]. The bootstrap method takes into account the uncertainty caused by model error and data noise error, and constructs the forecasting interval based on the above factors.

The construction principle of forecasting interval is summarized as follows:

Suppose the sample set of dissolved gas in transformer oil is \( D_r = \{ x_i, t_i \}_{i=1}^{N} \): \( x_i \) is the input variable, \( t_i \) is the \( i \)th actual sample value, the error between results of forecasting model \( \hat{y}(x_i) \) and actual sampling value \( t_i \) can be described as Equation (29):

\[
t_i - \hat{y}(x_i) = [y(x_i) - \hat{y}(x_i)] + \varepsilon(x_i) \tag{29}
\]

where \( y(x_i) \) is the true regression value of the forecasting model, \( t_i - \hat{y}(x_i) \) is total error between actual values and forecasting values, \( (x_i) - \hat{y}(x_i) \) represents model error, and \( \varepsilon(x_i) \) represents data noise.

\( M \) subsamples were obtained by means of heavy sampling, and the subsamples were used for training in the corresponding forecasting model of dissolved gas.

The real value of output of forecasting model \( \hat{y}(x_i) \) is the average of all WLSSVM models forecasting results, which can be described by Equation (30):

\[
\hat{y}(x_i) = \frac{1}{M} \sum_{l=1}^{M} \hat{y}_l(x_i) \tag{30}
\]
where, $\hat{y}_l(x_i)$ is forecasting value obtained by the $l$th data set and the corresponding WLSSVM model, and $\sigma^2_{\hat{y}}(x_i)$ is the variance of the forecasting model error, which can be expressed by Equation (31):

$$\sigma^2_{\hat{y}}(x_i) = \frac{1}{M-1} \sum_{l=1}^{M} (\hat{y}_l(x_i) - \hat{y}(x_i))^2 \tag{31}$$

$\sigma^2_{\epsilon}(x_i)$ is the variance of data noise, which represents the uncertainty of samples caused by random noise in the measurement process, and can be described by Equation (32):

$$\sigma^2_{\epsilon}(x_i) \approx E\{ (t_i - \hat{y}(x_i))^2 \} - \sigma^2_{\hat{y}}(x_i) \tag{32}$$

In order to effectively forecast $\sigma^2_{\epsilon}(x_i)$, the square residual sequence of the model needs to be constructed and combined into a new sample set $D_{\text{new}} = \{x_i, r^2_i\}_{i=1}^{N}$. By training the new sample set with the corresponding model, the forecasting result of $\sigma^2_{\epsilon}(x_i)$ can be obtained. The square residual sequence $r^2_i$ can be obtained by Equation (33):

$$r^2_i = \max((t_i - \hat{y}(x_i))^2 - \sigma^2_{\hat{y}}(x_i), 0) \tag{33}$$

In order to maximize the probability of noise variance in the sample, the maximum likelihood estimation method is used to train the new model to ensure the confidence level of the forecasting [70]. The objective function is shown in Equation (34):

$$f_{\text{cost}} = \frac{1}{2} \sum_{i=1}^{N} \left[ \frac{r^2_i}{\sigma^2_{\hat{y}}(x_i)} + \ln(\sigma^2_{\hat{y}}(x_i)) \right] \tag{34}$$

After training of the model, the forecasting interval of dissolved gas in transformer oil with a significance level of $a$ can be constructed as Equation (35):

$$\hat{y}(x_i) \pm z_{1-a/2} \sqrt{\sigma^2_{\hat{y}}(x_i) + \sigma^2_{\epsilon}(x_i)} \tag{35}$$

where $z_{1-a/2}$ is the $1-a/2$ quantile in a standard Gaussian.

4. Transformer Forecasting Model Based on bootstrap and PSR-CRO-WLSSVM

4.1. Parameter Selection

The purpose of forecasting dissolved gases is to support fault warning and fault forecasting of transformers. Transformer fault forecasting usually combines the results of gas forecasting with fault diagnosis theory or fault diagnosis model to realize fault forecasting at a certain time in the future. Therefore, the selection of forecasting parameters depends on the parameters needed for transformer fault diagnosis [82].

During normal operation of the transformer, due to aging and cracking of insulation oil and solid insulation, a very small amount of gas will be decomposed, mainly including hydrogen ($H_2$), methane ($CH_4$), ethane ($C_2H_6$), ethylene ($C_2H_4$), acetylene ($C_2H_2$), carbon monoxide (CO), carbon dioxide (CO$_2$), etc. [2–4]. When a fault or abnormality occurs inside the transformer, the contents of some components in these gases will increase rapidly. For example, when the insulating oil is overheated, CH$_4$ and C$_2$H$_4$ are the main increased gas components and show a strong correlation. In the case of high energy discharge, the content of H$_2$ and C$_2$H$_2$ increases and shows a strong correlation. Based on the correlation between dissolved gas contents and variation and transformer faults, fault diagnosis methods or models recommended by International Electrotechnical Commission (IEC) and Institute of Electrical and Electronics Engineers (IEEE) have been produced, which are divided into two categories.
The input parameters of the IEC method, Roger method, and Doernenburg method are gas ratios and of the key gas method and David triangle method are gas content, and the input parameters of these fault diagnosis methods are all based on the above gas parameters.

Therefore, H₂, CH₄, C₂H₆, C₂H₄, C₂H₂, CO, and CO₂ were selected as the forecasting objects in this paper.

4.2. Evaluation Index

In order to verify the forecasting accuracy of the model, the mean absolute scale error (MASE), was used to evaluate the forecasting results of the proposed algorithm. The MASE was proposed by Hyndman and Koehler (2006) as a generally applicable measurement of forecast accuracy without the problems seen in the other measurements. The MASE can be used to compare forecast methods on a single series, and, because it is scale-free, to compare forecast accuracy across series [83,84].

\[
MASE = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{\frac{1}{n-2} \sum_{i=2}^{n} |y_{i-1} - y_{i-2}|}
\]

Prediction interval coverage probability (PICP), prediction intervals normalized averaged width (PINAW), and coverage width-based criterion (CWC) were used to evaluate the results of the forecasting interval [85,86].

a. PICP

PICP can be used represent the accuracy of interval forecasting and effectively avoid gas exceeding the forecasted upper and lower limits. The higher the value of PICP becomes, the more real values the predicted interval contains, and the more reliable the constructed interval will be.

\[
PICP = \frac{1}{N} \sum_{i=1}^{N} c_i
\]

\[
c_i = \begin{cases} 
1, & t_i \in [L_i, U_i] \\
0, & t_i \notin [L_i, U_i]
\end{cases}
\]

where \( N \) is the number of target values, \( t_i \) is the \( ith \) target value, and \( L_i \) and \( U_i \) are the lower bound and upper bound, respectively, of the forecasting interval corresponding to the \( ith \) target value.

b. PINAW

The quality of the forecasting interval is generally evaluated by PICP. If the target values are within the forecasting interval, the corresponding PICP will reach 100% coverage. The width of prediction intervals determines the amount of information they contain. In practice, it makes no sense to set a too wide prediction interval. PINAW is used to represent the degree of uncertainty of the prediction interval. The narrower the width, the lower the uncertainty of the interval and the better the accuracy of the model.

\[
PINAW = \frac{1}{R \times N} \sum_{i=1}^{N} (U_i - L_i)
\]

where \( R \) is the range of the target value and represents the difference between the maximum and minimum value of test sample of time series of the dissolved gas.

c. CWC

PICP and PINAW can only evaluate one aspect of the prediction interval, and these two indices are gain and loss indices, respectively. CWC is a comprehensive evaluation index, which contradicts
the two monotonicity evaluation indices. Therefore, CWC is considered to comprehensively evaluate the quality of the forecast interval and can be expressed by Equations (40) and (41):

\[
CWC = PINAW(1 + \gamma(PICP)e^{-\eta(PICP-\mu)})
\]  

\[
\gamma(PICP) = \begin{cases} 
0, & PICP \geq \mu \\
1, & PICP < \mu 
\end{cases}
\]  

where, \( \mu \) is the confidence interval and \( \eta \) is a super parameter, which is used to enlarge the difference between PICP and \( \mu \), and \( \eta \) can be assigned 30 [87].

4.3. Modeling Process of bootstrap and PSR-CRO-WLSSVM

The construction process of the bootstrap and PSR-CRO-WLSSVM interval forecasting model constructed in this paper is shown in Figure 1.

The algorithms involved in the model are summarized as follows: the bootstrap method was used to construct the data set and the prediction interval, the PSR method was used to transform the feature space of the sample data, and the CRO algorithm was used to optimize the penalty coefficient and the core width of WLSSVM, and the optimal parameters were obtained through iterative optimization of the four reaction operators. The samples were divided into training samples and test samples. The training samples were used for model training, to generate the global optimal interval forecasting model, and the test samples were used for verification, to obtain the forecasting results and ultimately point forecasting and interval forecasting of the dissolved gas in oil were realized finally.

Step 1: Normalize the data. The original DGA samples were normalized to convert the content of dissolved gas into the relative content within the range of [0,1], which is conducive to reducing the mutual exclusion between gases and avoiding the order of magnitude difference of input parameter values. The normalized treatment is shown in Equation (42):

\[
x'_{ij} = \frac{x_{ij}}{\sum_{j=1}^{k} x_{ij}}, i = 1, \ldots, n
\]  

Meanwhile, the original sample set was divided into a training set and test set, and M pseudo-sample sets were constructed by the bootstrap method.

Step 2: Construct and train the PSR-CRO-WLSSVM model, as shown in Figure 2.

PSR was used to preprocess the sample data, and the C-C method was used to calculate the optimal delay time \( t \) and embedded dimension \( m \) of the dissolved gas time series, as shown in Equations (9) and (10). Then the sample time series was reconstructed according to the embedded dimension and the delay time was obtained, as shown in Equation (12).

Then the phase space matrix was used as the training set and CRO was used as the optimization algorithm to train WLSSVM. Global optimization of kernel width and penalty factor is obtained by iterative optimization of the four reaction operators. The details of parameter optimization are introduced in Section 3.2.

In order to avoid model overfitting, the five-fold cross-validation method was adopted, and the predicted mean root mean square error under the five-fold cross-validation method was taken as the objective function of the model [6,38].
4.3. Modeling Process of bootstrap and PSR-CRO-WLSSVM

Figure 1. Interval forecasting process based on bootstrap and phase space reconstruction (PSR)-chemical reaction optimization (CRO)-weighted least squares support vector machine (WLSSVM).
The algorithms involved in the model are summarized as follows: the bootstrap method was used to construct the data set and the prediction interval, the PSR method was used to transform the feature space of the sample data, and the CRO algorithm was used to optimize the penalty coefficient and the core width of WLSSVM, and the optimal parameters were obtained through iterative optimization of the four reaction operators. The samples were divided into training samples and test samples. The training samples were used for model training, to generate the global optimal interval forecasting model, and the test samples were used for verification, to obtain the forecasting results and ultimately point forecasting and interval forecasting of the dissolved gas in oil were realized.

Step 1: Normalize the data. The original DGA samples were normalized to convert the content of dissolved gas into the relative content within the range of \([0,1]\), which is conducive to reducing the mutual exclusion between gases and avoiding the order of magnitude difference of input parameter values. The normalized treatment is shown in Equation (42):

\[
\tilde{x}_{ij} = \frac{x_{ij}}{\sum_{j=1}^{n} x_{ij}}, \quad i = 1, \ldots, M, \quad j = 1, \ldots, D
\]

Meanwhile, the original sample set was divided into a training set and test set, and M pseudo-sample sets were constructed by the bootstrap method.

Step 2: Construct and train the PSR-CRO-WLSSVM model, as shown in Figure 2.

![Figure 2. Construction process of PSR-CRO-WLSSVM model.](image)

Step 3: Calculate the variance of model error. The WLSSVM model was constructed with optimal super parameters, and the model was imported into M pseudo-sample sets for training. Equation (27) was used to construct the point forecasting results of the model with the expected value of the pseudo-sample set. According to Equation (28), the error variance sequence of the model was constructed.

Step 4: Calculate the variance of data noise error. Equation (29) was used to construct the variance sequence and variance data set of data noise. Equation (31) was used as the fitness function of noise variance, and a new forecasting model of noise variance was trained by the CRO algorithm.

Step 5: Construct the forecasting interval. According to Equation (32), the forecasting interval of dissolved gas in transformer oil was constructed.

Step 6: Evaluate the results. Finally, the forecasting model was used to forecast the test set, and the forecasting values were compared with actual values to analyze the accuracy and uncertainty of the model by the evaluation indices of point forecasting and interval forecasting.

5. Experimental study

5.1. Forecasting Examples

The training and test sample set used in the bootstrap and PSR-CRO-WLSSVM model were taken from the DGA data of a transformer with the voltage of 750 kV from a substation of the state grid of China, and the transformer model was ODFPS-700000/750GY. The time series of the data samples was from 23 May 2011 to 8 August 2012 and the monitoring period was once a day. Monitoring data from 23 May 2011 to 9 July 2012 were selected as training samples, and monitoring data from 10 July 2012 to
8 August 2012 were selected as test samples. Considering the similarity of each gas, the forecasting results of H2 are shown as an example, the special treatment of each gas is also described below. The original data of H2 is shown in Figure 3.

A test sample of H2 with a length of 415 from 23 May 2011 to 9 July 2012 was selected as the original sample, and based on the MBB resampling method, a subsample set was set, the number of subsamples $M$ was set to 100, and the block length $L$ was 7, the number of resampling $R$ was 59, and 100 subsamples with a length of 413 were formed. The construction method of the sample set is in Section 3.4.

Before model training, the data were normalized and transformed by PSR. The C-C method was used to calculate the delay time and embedding dimension of the reconstructed sample phase space. The results are shown in Figure 4. $\Delta S(\tau)$ of the first minimum point corresponding $\tau$ is 11, so the delay time is 11. Figure 5 shows that when $t_w = 20$, the $S_{cor}(\tau)$ is equal to the global minimum, because $t_w = (m - 1) \tau$, $m = 3$ can be obtained.

The calculation results of reconstruction parameters of different gases are shown in Table 1, where S1 to S3 represent $\Delta S(\tau)$, $S(\tau)$, $S_{cor}(\tau)$, respectively. The results of optimal values of $\tau_w$, $\tau$, and $m$ are summarized in Table 2. It is important to note that the phase space reconstruction of the optimal embedding dimension and delay time of dissolved gases are different, because although all gases are produced by the transformer oil, but the rate of change, tendency of change, influence factors and chaos characteristic are not the same, so the dissolved gases cannot use the same set of parameters for the phase space reconstruction, instead, they need to be calculated separately.
The preliminary analysis result of the case is as follows:

(1) The forecasting model proposed in this paper can effectively predict the gas change process and development trend of dissolved gas. The test samples selected in this paper were from 10 July 2012 to 8 August 2012, and the content of the H2 was in a state of great overall fluctuation, with the minimum and maximum values ranging from 36.32 to 48.41 μL/L. Figure 5 shows that the point forecasting results of the model for this time period are basically consistent with the actual gas change trend, which can effectively forecast the future change of dissolved gas in transformer oil.

(2) The forecasting interval constructed by the model proposed in this paper can effectively reflect the degree of uncertainty of the forecasting results. The gas trend and change in the two periods from 10 July 2012 to 15 July 2012 and 26 July 2012 to 29 July 2012 were relatively stable and in a slow and stable change process. The uncertainty of gas change was small, and the range width of the forecasting interval was generally small, with the minimum value of 0.88 μL/L and the average value of 1.17 μL/L. Since 24 July 2012 and 2 August 2012, the gas has been in a state of great fluctuation, and the gas value continues to rise rapidly and fluctuates repeatedly, this phenomenon indicates that in this time period, the uncertainty of gas change is large, because there might be some external disturbance, such as temperature mutation or internal change in harsh environment, partial discharge, or local high temperature. Meanwhile, the average width of the forecasting interval for these two periods was 1.94 μL/L, exceeding the overall average width of 1.63 μL/L and reaching a maximum of 2.64 μL/L. Therefore, the decision maker should be prompted to pay more attention to the transformer status.

It can be seen that the change process of interval width is related to the uncertainty of gas prediction and the uncertainty of the result can be analyzed according to the interval. When the interval width increases, it means that the forecasting value of the dissolved gas of the transformer oil indicates the risk, and the reason for the change should be analyzed in time as external interference, latent faults of the transformer, problems with the model itself, or other conditions. The correlation does not directly diagnose and locate faults, but it provides a new way of thinking for the early warning and analysis of transformer fault risk.

(3) The forecasting results of this model can be used as input of fault diagnosis models to support transformer fault forecasting.

---

**Figure 4.** Results of PSR for H2 time series samples from 23 May 2011 to 8 August 2012.

**Figure 5.** Interval forecasting result of time series of H2 from 10 July 2012 to 8 August 2012.
Table 1. Results of the C-C method for the dissolved gas samples from 23 May 2011 to 8 August 2012.

| Gas | Index | Delay time (τ) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 20 |
|-----|-------|---------------|---|---|---|---|---|---|---|---|---|----|----|----|----|
| H₂  | S1    |               | 0.403 | 0.338 | 0.290 | 0.248 | 0.223 | 0.201 | 0.173 | 0.147 | 0.136 | 0.112 | 0.074 | 0.079 | 0.012 |
|     | S2    |               | 0.178 | 0.165 | 0.150 | 0.131 | 0.121 | 0.112 | 0.097 | 0.081 | 0.079 | 0.065 | 0.043 | 0.046 | 0.012 |
|     | S3    |               | 0.225 | 0.173 | 0.140 | 0.116 | 0.102 | 0.089 | 0.076 | 0.066 | 0.056 | 0.046 | 0.031 | 0.033 | 0.000 |

Table 2. The optimal value of τₓ, τ, and m for the dissolved gas samples from 23 May 2011 to 8 August 2012 after reconstruction.

| Gases | τ | τₓ | m |
|-------|---|----|---|
| H₂    | 11 | 20 | 3 |
| C₂H₂ | 5 | 65 | 12 |
| C₂H₆ | 6 | 37 | 8 |
| CH₄  | 5 | 59 | 13 |
| CO₂  | 6 | 32 | 7 |
| CO   | 12 | 34 | 4 |
| O₂   | 9 | 37 | 6 |

The reconstructed data set was input into the WLSSVM model for prediction, and the CRO optimization algorithm was used for optimization to obtain the optimal hyperparameters of the WLSSVM. The key parameter settings of the prediction model are shown in Table 3. The optimal parameter arrangement of WLSSVM is shown in Table 4, where D₁ represents the original training...
data set of H\textsubscript{2}. The results of its optimal parameters were used to forecast the M subsample sets. D\textsubscript{2} represents the squared residual set, and its optimal parameters were used for the forecasting of data noise in M + 1th model.

**Table 3.** Key parameters of PSR-CRO-WLSSVM forecasting model.

| Key Parameters         | Value       |
|------------------------|-------------|
| \(\tau\)               | 11          |
| \(m\)                  | 3           |
| Penalty coefficient \(\gamma\) | 0.1–100    |
| Kernel width \(\sigma\) | 0.01–30     |
| Kernel function        | RBF         |
| Epochs                 | 4000        |
| Initial number of molecules | 80         |
| Upper limit of KE loss | 0.3         |
| MoleColl               | 0.3         |
| \(\alpha\)             | 500         |
| \(\beta\)              | 15          |
| k fold cross validation| 5           |
| Iteration              | 5000        |

**Table 4.** Optimal parameters of the forecasting model for M subsample sets and one squared residual set.

| Parameters | \(D_1\) | \(D_2\) |
|------------|---------|---------|
| \(\gamma\) | 50.848  | 16.876  |
| \(\sigma\) | 0.0945  | 0.0313  |

For transformer condition monitoring, high reliability information is usually used for decision-making and analysis to ensure accurate judgment of the results. According to the principles of security and reliability, a 95% confidence level was selected for modeling. The results of point forecasting and interval forecasting of H\textsubscript{2} are shown in Figure 5.

The preliminary analysis result of the case is as follows:

1. The forecasting model proposed in this paper can effectively predict the gas change process and development trend of dissolved gas.

The test samples selected in this paper were from 10 July 2012 to 8 August 2012, and the content of the H\textsubscript{2} was in a state of great overall fluctuation, with the minimum and maximum values ranging from 36.32 to 48.41 \(\mu\)L/L. Figure 5 shows that the point forecasting results of the model for this time period are basically consistent with the actual gas change trend, which can effectively forecast the future change of dissolved gas in transformer oil.

2. The forecasting interval constructed by the model proposed in this paper can effectively reflect the degree of uncertainty of the forecasting results.

The gas trend and change in the two periods from 10 July 2012 to 15 July 2012 and 26 July 2012 to 29 July 2012 were relatively stable and in a slow and stable change process. The uncertainty of gas change was small, and the range width of the forecasting interval was generally small, with the minimum value of 0.88 \(\mu\)L/L and the average value of 1.17 \(\mu\)L/L. Since 24 July 2012 and 2 August 2012, the gas has been in a state of great fluctuation, and the gas value continues to rise rapidly and fluctuates repeatedly, this phenomenon indicates that in this time period, the uncertainty of gas change is large, because there might be some external disturbance, such as temperature mutation or internal change in harsh environment, partial discharge, or local high temperature. Meanwhile, the average width of the forecasting interval for these two periods was 1.94 \(\mu\)L/L, exceeding the overall average width of 1.63 \(\mu\)L/L and reaching a maximum of 2.64 \(\mu\)L/L. Therefore, the decision maker should be prompted to pay more attention to the transformer status.
It can be seen that the change process of interval width is related to the uncertainty of gas prediction and the uncertainty of the result can be analyzed according to the interval. When the interval width increases, it means that the forecasting value of the dissolved gas of the transformer oil indicates the risk, and the reason for the change should be analyzed in time as external interference, latent faults of the transformer, problems with the model itself, or other conditions. The correlation does not directly diagnose and locate faults, but it provides a new way of thinking for the early warning and analysis of transformer fault risk.

(3) The forecasting results of this model can be used as input of fault diagnosis models to support transformer fault forecasting.

The 30 sets of forecasted results of dissolved gas in oil were input into the transformer fault diagnosis model in [88] for fault diagnosis. As a result, the diagnosis results of 24 sets of data were low-energy discharge fault, and the other six sets of data were normal state, in which five of these six sets of normal data appear in the first eight sets of data at an earlier time, and this shows that the fault state of the transformer is still in the incubation period and the fault characteristics are not obvious.

According to the analysis report after the transformer is disassembled, it is found that the cause of the fault was the intermittent discharge caused by the looseness between the fasteners of the grounding system caused by vibration, which is consistent with the phenomenon reflected in the prediction of this paper.

5.2. Comparison Results of Different Models

In order to further test the accuracy and generalization performance of the forecasting model in this paper, BPNN, LSSVM, WLSSVM, PSO-WLSSVM [12], CRO-WLSSVM were selected for testing and comparing.

Back propagation neural network (BPNN) and LSSVM are classical and widely used machine learning methods, which can be used as the basis and reference for prediction accuracy and generalization ability indexes. The WLSSVM model was selected to verify the effect of the model on the performance improvement of LSSVM. The CRO-WLSSVM model was selected for comparison with PSO-CRO-WLSSVM to verify the performance of PSR, and the parameters of the model are shown in Table 3. The particle swarm optimization (PSO)-WLSSVM was selected to compared with CRO-WLSSVM to verify the performance of CRO, in which the population is 40, the maximum speed is 1.0, the learning factors $C_1$ and $C_2$ are 1.5, and the number of iterations is 5000.

The above six models were constructed by bootstrap method and trained by five-fold cross validation method. Data samples were selected from H$_2$ samples in Section 5.1 for forecasting analysis, and corresponding point forecasting and interval forecasting results were obtained as shown below.

The comparison results of the performance indicators predicted by the six models are shown in Figure 7. The MASE of the model in this paper is 1.861, which is lower than the other five models, indicating that the model in this paper has better prediction accuracy. For further analysis and comparison, Figure 6 shows the predicted results of six models. For example, at two time points of 24 July 2012 and 2 August 2012, when the dissolved gas content of H$_2$ showed a large fluctuation, compared with other models, the model in this paper could change the trend rapidly and maintain a small degree of deviation, which verified that the model in this paper could effectively predict the dynamic change process of dissolved gas.
optimal number of iterations is 1125, training time of PSO is 4817 ms and the optimal number of iterations is 1407. The performance of CRO is better on the convergence speed and convergence accuracy.

According to the comparison results between the model in this paper and the CRO-WLSSVM model in point forecasting and interval forecasting results, the model in this paper improved by 18.2% and 39% on two indices of MASE and CWC, which indicates that for the time series of dissolved gas in oil with chaotic characteristics, the phase space reconstruction method can effectively extract features to improve the prediction performance of the model.

Comparing the six models as a whole, in terms of point forecasting, it can be seen from Figure 6 that all the six models can accurately forecast the variation trend of dissolved gas in transformer oil.
and according to Figure 7, most of the models have good performance on MASE. In terms of interval forecasting, Figure 8 shows that the interval coverage of the six models all reached more than 90%, which was close to the performance requirements of the forecasting interval and among them, the model in this paper reached more than 95%, which met with the performance requirements of the forecasting interval. This shows that the model in this paper is consistent with the five comparison models in the prediction of dissolved gas in oil. At the same time, in the aspect of point forecasting and interval forecasting, the model presented in this paper has the best performance in the five indexes such as MASE, CWC, etc., which indicates that the model presented in this paper has certain advantages for the forecasting of dissolved gas with small samples.

![Figure 7](image_url)  
**Figure 7.** Mean absolute scale error (MASE) value for point forecasts of six models based on time series of H2 from 10 July 2012 to 8 August 2012.

![Figure 8](image_url)  
**Figure 8.** Value of prediction interval coverage probability (PICP), prediction intervals normalized averaged width (PINAW), and coverage width-based criterion (CWC) for forecasting intervals of six models based on time series of H2 from 10 July 2012 to 8 August 2012.

### 6. Conclusions

In order to overcome the problem that the data volume of transformer samples is small, and the uncertainty of prediction results cannot be represented by the traditional point forecasting models, a forecasting model of dissolved gas content in transformer oil based on bootstrap and PSR-CRO-WLSSVM was proposed and can be summarized as follows:
(1) WLSSVM is used as a forecasting model to predict small samples, and PSR method is introduced into the forecasting of oil-dissolved gas of transformer. The PSR method based on chaos theory considers the autocorrelation of gas time, fully excavates the inherent laws and characteristics contained in historical data, and realizes the preprocessing and feature extraction of gas data. Meanwhile, the global search advantage of CRO is used to optimize the forecasting model. The results show that the above method can effectively help the WLSSVM model to improve the forecasting accuracy of dissolved gas in oil.

(2) By combining the bootstrap method with the PSR-CRO-WLLSVM, a model for both point forecasting and interval forecasting was constructed. This method considers the data noise error and model error, which can describe the accuracy of the forecasting and the uncertainty of the forecasting. Compared with BPNN and LSSVM in the aspect of point forecasting and interval forecasting, the model presented in this paper has the best performance in five indexes such as MASE, CWC, etc.

(3) The actual case analysis proves that by combining the results of point forecasting and interval forecasting, the model in this paper can closely follow the change trend of dissolved gas, and discover potential risks through the change of uncertainty of interval. At the same time, the output result of the model can be used as the input parameter of fault diagnosis method for real-time fault forecasting, which provides more comprehensive decision support for the development trend, hidden risks, and fault analysis of dissolved gas.

There are still shortcomings and new opportunities in the current research. Our future work will focus on further study on the application of the forecasting interval in transformer fault forecasting. Meanwhile, the influence of the selection of the oil chromatographic data acquisition interval and the selection of prediction data length on the forecasting accuracy will also be the next research focus.
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