Temperature Projections over the Indus River Basin of Pakistan Using Statistical Downscaling
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Abstract: We assessed maximum (T_{max}) and minimum (T_{min}) temperatures over Pakistan’s Indus basin during the 21st century using statistical downscaling. A particular focus was given to spatiotemporal heterogeneity, reference and General Circulation Model (GCM) uncertainties, and statistical skills of regression models using an observational profile that could significantly be improved by recent high-altitude observatories. First, we characterized the basin into homogeneous climate regions using K-means clustering. Predictors from ERA-Interim reanalysis were then used to model observed temperatures skillfully and quantify reference and GCM uncertainties. Thermodynamical (dynamical) variables mainly governed reference (GCM) uncertainties. The GCM predictors under RCP4.5 and RCP8.5 scenarios were used as “new” predictors in statistical models to project ensemble temperature changes. Our analysis projected non-uniform warming but could not validate elevation-dependent warming (EDW) at the basin scale. We obtained more significant warming during the westerly-dominated seasons, with maximum heating during the winter season through T_{min} changes. The most striking feature is a low-warming monsoon (with the possibility of no change to slight cooling) over the Upper Indus Basin (UIB). Therefore, the likelihood of continuing the anomalous UIB behavior during the primary melt season may not entirely be ruled out at the end of the 21st century under RCP8.5.
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1. Introduction

Anthropogenic activities are estimated to have caused approximately 1 °C global warming over pre-industrial levels [1]. The projected increase is likely between 2 °C to 5 °C by the end of the 21st century under different emission scenarios [2]. Warming has already and will continue to interact with the global climate system and water cycle, e.g., [3,4], by triggering important feedbacks such as cloud radiative effects, snow, and surface albedo. It is also projected that different regions will demonstrate variable climatic sensitivities to global warming. Generally, the Northern Hemisphere’s high-latitudes and the mountain regions will show more warming than their counterparts [5–7].

High mountains of the Hindukush–Karakorum–Himalayas contain large volumes of glaciers that are periodically replenished by precipitation from the Western Disturbances and South Asian Summer Monsoon, e.g., [8–10]. Many large rivers originate from these mountains to meet the water needs of nearly a billion people in South Asia, e.g., [11]. In addition to seasonal precipitation, the regional cryosphere serves as a dynamic control to regulate year-round flows in these rivers [12,13].

The Indus River system depends heavily on the glacier and seasonal snow melting within these high-mountain regions, e.g., [14]. Considering the climate hotspot nature [15]
of the Upper Indus Basin (UIB), an accurate assessment of its climatic response towards projected warming is highly desirable for supporting regional adaptations through scientific evidence. Notably, the temperature projections in the UIB are crucial as they influence future water availability and cryosphere stability.

However, the UIB has shown a somewhat different response to global warming during recent periods, e.g., [16]. For instance, in contrast to the global retreat of glaciers and ice fields [17,18], some evidence of glacial surging or at least stability has often been reported, particularly around the Karakoram—the so-called Karakoram anomaly, e.g., [19–21]. Such glacial responses also contradict the adjacent eastern Himalayans and the Tibetan Plateau, where retreat seems more robust [9,22]. Moreover, a decreasing diurnal temperature range (DTR), e.g., [23] and a greater increase in maximum temperatures, e.g., [24–26] over the UIB are different patterns than the globally increasing DTR, e.g., [27,28], and prominent warming of minimum temperatures over adjacent China and Tibetan Plateau, e.g., [29,30]. Additionally, elevation-dependent warming (EDW) is well accepted globally, e.g., [7,31], but some recent studies have argued its relevance within the UIB, e.g., [32,33].

Apart from these observational anomalies, there are more contradictions about future temperature patterns over the UIB. For example [32], has concluded a year-round cooling that is stronger in the winter period, which is in stark contrast with many earlier studies, e.g., [23,34–36]. While most trend analysis studies have predicted a summer cooling, e.g., [23,36,37], almost all downscaling studies, e.g., refs. [38,39] have projected consistent warming on seasonal and annual scales. Moreover, the magnitude of projected warming differs significantly among different studies. For instance, a recent study projected about 6 °C warmer UIB [40], but nearly half of this warming is reported by [41] under similar radiative forcing. Considering greater sensitivities of the Indus flows towards warming magnitude, where 1 °C rise in the mean temperature can increase up to 16% glacial flows [42], such warming discrepancies can seriously implicate the adaptation planning.

Compared to precipitation, the regional temperatures result from relatively more straightforward processes, show less spatial variability, and the actual high-altitude measurements are more reliable (reduced wind drift influence). Still, regional studies show more contradictions with respect to temperature than precipitation signals over the UIB, as discussed earlier. For instance, increased (decreased) precipitation during the monsoon and winter seasons (pre-monsoon) over the UIB is robust among many studies, e.g., [35–38], yielding at least consensus on the seasonal direction of future precipitation changes. It should also be noted that some precipitation observations exist over very high-altitude regions through periodic mass balance campaigns, e.g., [20], to improve our understanding of regional precipitation variability. However, comparable temperature measurements are not available, and spatial inferences, which are mainly drawn through low-altitude observations, may increase temperature uncertainty among studies.

Such contradictions certainly warrant further scientific efforts to improve the quality of temperature projections. New observational sites, particularly within the UIB, should help in this regard, but it is still an ongoing process. Meanwhile, exploiting the available observational profile complemented significantly by the recent high-altitude observations within the UIB can offer new simulation advantages [43]. Following a sub-regional analysis, adopting a suitable statistical downscaling approach, uncertainty quantification, and implementing a model ensemble are some options that may improve temperature simulations in this region. Ref. [43] argue that the basin characterization using climate patterns rather than arbitrarily defined sub-regions, e.g., refs. [36,40] can support a more realistic climate analysis.

Previous studies highlighted large cold biases over the UIB in different GCM simulations, e.g., [44–46]. Model experiments [44] further showed that regional GCM limitations are systematic and irrespective of the model horizontal resolution. The evaluation of high resolution (0.44°) RCMs under the Coordinated Regional Climate Downscaling Experiments over the South Asian domain [47,48] and fine-scale (up to 4 km resolution) WRF simulations also yielded cold biases over the UIB, e.g., [49,50]. As biases in different
GCMs/RCMs are systematic, statistical treatments like bias corrections are necessary for realistic climate change analysis, e.g., [39, 51–53]. However, inadequate observational profile, e.g., [43, 54] and unreliable observational proxies, e.g., ref. [55] may not accurately correct such systematic biases, particularly over high-altitude regions. Similarly, the uncertainty analysis using GCM simulated temperatures and insufficient observations may lack fidelity, e.g., [40]. In contrast, the GCMs’ ability to simulate atmospheric circulation dynamics has considerably improved over time, e.g., [56, 57]. These atmospheric patterns can be used to construct downscaling models to infer more reliable temperature distributions. Despite these advantages, only a few studies, e.g., [58], have used such predictor-driven temperature downscaling in our region. To provide a different and reliable simulation perspective, we used atmospheric predictors for (i) temperature downscaling, (ii) climate uncertainty quantification, and (iii) GCM selections to assess fine-scale temperature changes using a model ensemble over the UIB. Such temperature modeling has not been implemented in this region yet and holds the potential for further improvements.

We adopted large-scale atmospheric patterns from a reanalysis dataset to model observed maximum and minimum temperatures (hereafter $T_{\text{max}}$ and $T_{\text{min}}$, respectively) over the entire basin by following a robust statistical downscaling framework. We incorporated recent but hydrologically critical high-altitude observatories to improve spatial and EDW inferences over the basin. K-means clustering was employed beforehand to identify homogeneous climate sub-regions for fine-scale analysis. We further quantified the reference and model level uncertainties by comparing temperature governing predictors with two other reanalysis datasets and the historical simulations of the GCMs of the Coupled Model Intercomparison Project 5 (CMIP5) [59]. The principal drivers of the reference and GCM uncertainty were also identified. The predictor output of RCP4.5 and RCP8.5 scenarios were used to derive ensemble temperature changes during the 21st century. The Lower Indus considerations can estimate future water demand to support basin-level water management.

2. Study Area

The transboundary Indus River system of Pakistan (Figure 1a) derives runoff from high mountains of the Hindukush–Karakorum–Himalayans that also include K2 and ultimately descends into the Arabian Sea. In the UIB, covering approximately $4.03 \times 10^5 \text{ km}^2$ [60], the summer extent of glacial and perennial snow is estimated at 13%, and the regional cryosphere exceeds 70% of the UIB during the winter period [61]. The summer freezing-line elevation within the UIB ranges from 3550 m to 5500 m above mean sea level [62]. The Western Disturbances, Indian Summer Monsoon, and Tibeaten-high regulate year-round moisture and energy fluxes into the basin. A combination of the glacial, nival, and pluvial regimes whose relative contributions vary further with hypsometry and dominant modes of the large and regional scale circulations, regulate the runoff from UIB, e.g., [20, 50]. In contrast, the Lower Indus has an arid to semi-arid climate and depends heavily on water melting from the UIB.

Global warming has a twin menace for the basin sustainability: changes in large-scale circulations and alterations of the melt contributions. Full energy balance studies alongside precipitation analysis are required to assess the basin’s future hydrological response precisely. Among others, ref. [42] successfully demonstrated the effectiveness of different temperature measurements to assess seasonal water availability from the UIB.

We only focused on Pakistan’s basin area (Figure 1b) due to data availability constraints from other countries. The study area represents the largest and the highest fraction of the basin and is regarded here as a representative for the whole basin.
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Figure 1. (a) The transboundary Indus River Basin indicating Upper Indus Basin (brown), Lower Indus (blue), and demarcation of the study area (red boundary). (b) Locations of the meteorological stations used in the study. Pink circles show the longer time series (1979–2015), and triangles indicate high-altitude stations with shorter time series (1994–2015). Note that the color scheme in (b) represents the elevation variation in the study area. The study stations’ geographic details are given after the numbers shown in (b) in Supplementary Materials as Table S1. Adapted with permission from ref. [43].

3. Data and Methodology

This study is a part of the regional project that aims to support climate adaptations across the study basin by analyzing key hydrological variables. Ref. [43] have modeled the observed precipitation dynamics using predictor-predictand relationship by accounting for observed spatial variability on seasonal scales. Ref. [63] further used precipitation governing predictors to model future precipitation response and associated uncertainties amid selected radiative forcing scenarios.

Here, we further extend our analysis to identify T\text{max} and T\text{min} governing (atmospheric) patterns within a statistical downscaling framework, quantification of the reference and GCM level uncertainties, and predictor-driven future temperature changes over fine-scales. We used the Indus Basin’s climate characterization of [43] to provide a consistent and coherent perspective about projected precipitation and temperature changes that simultaneously govern the regional hydrology.

We briefly provide details of the adapted regionalization scheme, downscaling model development, and GCM ranking processes in the following to give the necessary background for the current work. More details are available in [43,64].

3.1. Predictand Data

We used monthly temperature (T\text{max} and T\text{min}) time series of 58 observatories located across the study basin (Figure 1b) that simultaneously provide historic (low-altitude) and more recent high-altitude climate structures within the UIB. The high-altitude considerations with 23 stations despite shorter time series (average of 17 years) provided a unique opportunity to assess EDW and stability of the regional cryosphere in the light of observations. Table S1 of the Supporting Information provides more details about the study stations.

Ref. [43] identified three major precipitation seasons across the Indus basin. These include the winter season (WS) (December to March), pre-monsoon season (PMS) (April to May), and the monsoon season (MS) (July to September). K-Means clustering, e.g., [64], using Spearman correlation as a distance measure, was used to identify sub-regions with
similar precipitation variability. During regionalization, the objective was to maximize (minimize) the correlation within (across) regions to define sharp regional boundaries. The cluster members of a region exhibit similar climate characteristics. Two different regionalization experiments were performed to analyze precipitation dynamics over the entire basin and separately over the high-altitude UIB. The regionally representative stations (RR) were identified through multiple considerations, such as station homogeneity, length of time series, and correlation with regional centroids. The time series of RR served as predictands for downscaling models. The output of two regionalization experiments is shown in Figures 2 and 3, respectively. For more details, see [43].

We adapted the precipitation regions and associated RR to downscale $T_{\text{max}}$ and $T_{\text{min}}$ distributions to provide consistent feedback on key hydrological variables across the basin. The identified regions cover the southern Himalayans, trans-Himalayans (including the Karakoram), and northwestern (Hindukush) parts of the UIB that mainly regulate the water supply. In addition, a significant clustering of recent high-altitude observatories in these regions can also facilitate inferences about EDW. Similarly, the projections over the irrigated plains primarily represent the seasonal water demand in the Lower Indus. Thus, our adapted regionalization framework provides realistic grounds for a comprehensive water supply-demand analysis over the basin. We also tested RR for homogeneity by following [65].
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*Figure 2.* The climate characterization of the Indus Basin of Pakistan using K-Means cluster analysis. Different colored circles represent the identified regions. In the legend Regions, R stands for the region, and the following number indicates its number (i.e., R1 is region 1, and so on). The circles with the same color indicate the members of a given region that show similar co-variability. The circles with numbers define the location of regional representative stations (RR). For example, a circle with the number 2 indicates the representative stations (RR) location of the second region (i.e., R2). Triangles represent those stations, which could not be assigned to any of the identified regions. The WS (a), PMS (b), and MS (c) regionalization. Adapted with permission from ref. [43].
We used ERA-Interim reanalysis data [66] to identify governing predictors of the observed $T_{\text{max}}$ and $T_{\text{min}}$ patterns over the basin. We did not use ERA5 [67] as it was not publically available in 2016 when our research began. Existing regional studies, e.g., [43,60] were consulted for initial predictor selection. The variables (Table 1) include different circulation-dynamic (geopotential heights, sea level pressure, meridional, and zonal winds), thermo-dynamic (relative and specific humidity), and thermal parameters (air temperature) across the troposphere. Predictors were re-gridded to $2^\circ \times 2^\circ$ spatial resolution. The monthly averages of each available predictor were grouped into the seasons to correspond with RR time series of the temperature predictand.

A larger domain ($10^\circ$ E to $100^\circ$ E, $10^\circ$ N to $60^\circ$ N) was used for circulation-dynamic and thermal variables compared to thermodynamic predictors ($64^\circ$ E to $80^\circ$ E, $22^\circ$ N to $40^\circ$ N) to account for both large-scale and more localized forcing on regional temperatures. We performed S-mode Varimax-rotated principal component analysis (PCA) [68] separately on each predictor field for dimension reduction. Using a modified dominance criterion [69] with some additional constraints [43], we retained PCs that sufficiently explain predictor variance (Table S2). The resulting PC scores (loadings) served as predictor time series (locations of the centers of variation) for downscaling models.

Table 1. Seasonal contributions of different predictors (in %) that helped to resolve observed temperatures ($T_{\text{max}}$ and $T_{\text{min}}$) over the Indus basin of Pakistan. Multiple linear regression models were used to identify these temperature-governing predictors. Column 2 provides the list of large-scale atmospheric predictors used in this study, where the symbols zg, va, ua, hur, hus, ta, and psl denote the geopotential heights, meridional winds, zonal winds, relative humidity, specific humidity, air temperature, and mean sea level pressure fields, respectively. The number after each predictor symbol reflects the atmospheric level (pressure level in hPa). The last column shows average predictor frequencies over all three seasons.

| Sr. No | Predictors | WS | PMS | MS | Basin-Wide |
|--------|------------|----|-----|----|------------|
| 1      | va200      | 0  | 0   | 0  | 0          |
| 2      | ua200      | 0  | 0   | 0  | 0          |
Table 1. Cont.

| Sr. No | Predictors | WS | PMS | MS | Basin-Wide |
|--------|------------|----|-----|----|------------|
| 3      | zg200      | 2.4| 0.0 | 1.3| 1.4        |
| 4      | zg500      | 0  | 0   | 0  | 0          |
| 5      | zg700      | 0  | 0   | 0  | 0          |
| 6      | hus700     | 0  | 0.0 | 0  | 0          |
| 7      | hur700     | 0  | 0   | 0  | 0          |
| 8      | hur1000    | 0  | 34.6| 15.2| 14.4       |
| 9      | hus1000    | 7.3| 7.7 | 0  | 3.4        |
| 10     | va500      | 0  | 0   | 45.6| 24.7       |
| 11     | ua500      | 0  | 0   | 19 | 10.3       |
| 12     | ua700      | 0  | 0   | 0  | 0          |
| 13     | va700      | 0  | 0   | 0  | 0          |
| 14     | va850      | 61 | 42.3| 10.1| 30.1       |
| 15     | ua850      | 0  | 0   | 0  | 0          |
| 16     | ta850      | 29.3| 15.4| 8.9 | 15.8       |
| 17     | psl        | 0  | 0   | 0  | 0          |
| Total  |            | 100| 100 | 100| 100        |

3.3. Statistical Modeling Framework

We selected the multiple linear regression framework to model predictor-predictand relationships in the observations since the time series of nearly all RR follow the normal distribution (e.g., Shapiro–Wilk test). To identify robust atmospheric drivers of the regional temperatures (\( T_{\text{max}} \) and \( T_{\text{min}} \)) from the chosen predictors (Table 1), we adapted the down-
scaling framework of [43]. The typical downscaling framework uses the mean squared error skill score (MSESS) as a performance criterion [64] within cross-validation through 1000 random calibration-validation iterations. In addition, multi-collinearity among predictors was also considered during the modeling process.

The models that showed maximum MSESS during the calibration and validation process using independent predictors were selected for downscaling. We also calculated root mean square errors (RMSE) and coefficient of determination ($R^2$) to evaluate the statistical performance. The final models were further tested for their error-distributions and heteroscedasticity (Breusch–Pagan test) to meet other multiple linear regression requirements. We constructed downscaling models for the RR of each region to infer mean temperature variations in the respective regions.

3.4. GCMs: Predictor-Based Downscaling

Initially, we considered more than 60 CMIP5-GCMs. However, the availability of governing predictors (Table 1) and their complete spatial coverage over the study domain restricted this number to only eight. Many GCMs have large simulation gaps over the high-mountains for lower-tropospheric predictors due to the intersection of pressure coordinates with regional elevations. These simulations gaps can not be filled with interpolation schemes [64] and restrict the computation of spatially consistent PCA during the historical period. Therefore, we could only use the output of these eight models during the historical (1976–2005) and two future time-slices (2041–2070 and 2071–2100). We considered governing predictors from two scenarios (RCP4.5 and RCP8.5) for temperature projections. These RCPs represent the managed (RCP4.5) and unabated (RCP8.5) societal response throughout the 21st century and are considered suitable for supporting regional adaptations [70]. Further, we only considered the first realization (“r1i1p1”) of these GCMs for downscaling. Table S3 provides information about the CMIP5 models used in our study.

Before downscaling, the GCM predictors were also conservatively re-gridded to $2^\circ \times 2^\circ$ to match with ERA-Interim predictor resolution. The model predictors were standardized over the historical and future time-slices (separately for each scenario). These standardized modeled variables were projected onto the corresponding PC loadings of ERA-Interim to generate new predictor time series (more details on this method in [71]). The new predictor time series were used in the ERA-Interim based regression models to derive downscaled historical and future $T_{\text{max}}$ and $T_{\text{min}}$ distributions. The difference between downscaled historical and two future time-slices (separately for each RCP and time slice) was then used to compute median temperature changes over the basin.

We also used the signal-to-noise ratio (SNR) to evaluate the robustness of projected warming (signals) against the observational uncertainty (noise) at the individual model and ensemble levels. This typical variate of the SNR can be computed by dividing median changes with historical standard deviations, and an SNR > 1 indicates the robustness of change signals compared to observational uncertainty.

3.5. GCM Ranking for Uncertainty Quantification

Pomee and Hertig [64] developed a stepwise procedure to rank GCMs based on their ability to simulate precipitation-governing predictors in the historical period. They compared loading patterns of the S-mode PCA of governing predictors from a reanalysis dataset with corresponding GCM-simulated variables to evaluate such reference-model correspondence. A simple performance score (PS) was computed using two of the three summary statistics of the Taylor diagram [72] to quantify the predictor correspondence. Regression coefficients were used as weights during the model evaluation process to identify GCMs that better simulate more influential predictors in a given regression model. Lastly, the consideration of model performance over multiple regions helped to select a GCM with simulation advantages over spatial scales.

We also used this model ranking process to evaluate the GCMs’ performance in representing temperature governing predictors (Table 1) during the overlapping historical
period (1979–2005). Note that ERA-Interim only offers data from 1979 onwards. Based on predictor-simulation similarities (i.e., PS), we further quantified the model (and ensemble) level uncertainties \((1 - PS) \times 100\) to assess the reliability of subsequent projections at different spatiotemporal scales. Appendix A provides more details on this procedure.

3.6. Reference Uncertainty

We further consider temperature governing predictors (Table 1) from ERA5 [68] and NCEP-NCAR-II [73] reanalysis datasets to evaluate the regional robustness of ERA-Interim predictors. The weighted PS of these two additional reanalysis datasets (computed separately) was used to quantify the range of reference uncertainty and define the usefulness of ERA-Interim for temperature projections over the study basin.

4. Results and Discussion

4.1. Governing Predictors

Table 1 shows the relative frequency of predictors that govern regional temperatures and identified through regression models. Different lower-tropospheric conditions overwhelmingly dominated by the wind components mostly resolved the basin-wide seasonal distributions of both temperatures. However, near-surface humidity (hur1000, hus1000) also played an important role, particularly during the westerly-dominated seasons (i.e., WS and PMS). Our downscaling framework also recognized the complexities of the MS dynamics by identifying relatively more complex models (containing more predictors and atmospheric levels) compared to other seasons.

However, the predictors exhibited a stronger seasonality within and across the temperature fields. For example, the role of va850 (~61%) and ta850 (~30%) was maximum in the WS simulations of \(T_{max}\) but their importance as predictors reduced significantly during the warmer periods and reached the lowest levels during the MS (~10% and 9%, respectively). In contrast, va850 showed maximum contribution (~40%) during the MS to resolve \(T_{min}\) simulations, but this predictor (along with ta850) could not influence \(T_{min}\) patterns during the westerly-dominated seasons. For predictor symbols, please refer to Table 1.

Similarly, hur1000 showed maximum contributions (~35%) for modeling \(T_{max}\) distributions during the PMS but remained ineffective in the WS. On the other hand, hus1000 (~27%) appeared as the most important predictor in resolving seasonal \(T_{min}\) patterns, with the highest contributions during the WS (100%). Different zonal wind PCs also played a significant role in explaining \(T_{min}\) distribution, particularly during the PMS. Similarly, strong seasonality was also apparent for the mid-tropospheric winds (va500 and ua500).

Statistically identified governing predictors can also explain the essential features of regional climatology. For example, the dominance of dynamic forcing (winds) during the MS and WS represent the strength of the easterly and westerly circulations that shape the regional climate during these periods, e.g., [43,74]. Similarly, the increased role of atmospheric humidity in the PMS simulations may represent regional convection due to seasonal warming. The specific humidity PCs that primarily explain the \(T_{min}\) seasonal distributions may be connected to cloud radiative feedbacks.

4.2. Statistical Performance of Downscaling Models

Our downscaling framework, despite significant spatial variability in the basin, skillfully modeled the day (\(T_{max}\)) and night (\(T_{min}\)) time temperatures during all three seasons, as shown by the validation performance metric (i.e., MSESS, RMSE, \(R^2\)) in Table 2 and Table S4. Validation performance reflects a downscaling model’s ability to transfer statistical relationship to other (unknown) periods and strongly influences the projection reliability.
Table 2. Information about the identified sub-regions, regionally representative stations (RR), governing predictors, and the \(T_{\text{max}}\) downscaling models’ statistical performance during all three seasons under the basin-wide regionalization experiment.

The blue (violet) and black colors differentiate among the UIB (Lower Indus) regions and the entire basin. In the table, Reg. Alt is the altitudinal range (elevations in m above mean sea level) for a given region, Mean Obs. Temp indicates the mean observed \(T_{\text{max}}\) at RR. Predictors (PCs) show the explaining variables (number of PCs). RMSE, MSESS, and \(R^2\) are the root mean square errors, mean squared error skill scores, and coefficient of determination during the calibration (Cal) and validation (Val) periods, respectively. Additionally shown are the average statistical performances over the UIB (Avg. UIB), Lower Indus (Avg. Lower Indus), and across the entire basin (Avg. basin).

| WS Models | Region | Reg. Alt | RR | Mean Obs. \(T_{\text{max}}\) | Predictors | PCs | RMSE (°C) Cal | RMSE (°C) Val | MSESS (%) Cal | MSESS (%) Val | \(R^2\) Cal | \(R^2\) Val |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| | | | | | | | | | | | | | |
| R1 | 2023 | (1251–3200) | Chilas | 15.16 | va850 | 11 | 1.29 | 1.43 | 84.34 | 80.00 | 0.84 | 0.86 |
| | | | | | | | | | | | | | |
| R3 | 1173.5 | (308–2744) | Kakul | 15.23 | va850 | 14 | 1.20 | 1.37 | 81.47 | 75.31 | 0.82 | 0.83 |
| | | | | | | | | | | | | | |
| R5 | 3266 | (2156–4030) | Gujranwala | 7.79 | temp850 | 6 | 1.36 | 1.46 | 83.78 | 80.75 | 0.84 | 0.85 |
| | | | | | | | | | | | | | |
| R4 | 266 | (35–1097) | Jacobabad | 25.85 | hus1000 | 3 | 1.25 | 1.30 | 87.62 | 86.32 | 0.88 | 0.89 |
| | | | | | | | | | | | | | |
| R6 | 365 | (122–1405) | Jehlum | 22.44 | temp850 + zg200 | 7 | 1.35 | 1.50 | 83.27 | 78.39 | 0.83 | 0.86 |
| | | | | | | | | | | | | | |
| Avg. Basin | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| Avg. UIB | | | | | | | | | | | | | |
| Avg. Lower Indus | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| PMS Models | Region | Reg. Alt | RR | Mean Obs. \(T_{\text{max}}\) | Predictors | PCs | RMSE (°C) Cal | RMSE (°C) Val | MSESS (%) Cal | MSESS (%) Val | \(R^2\) Cal | \(R^2\) Val |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| | | | | | | | | | | | | | |
| R1 | 2627 | (1251–4030) | Astore | 19.97 | va850 | 7 | 1.27 | 1.38 | 90.39 | 88.36 | 0.90 | 0.92 |
| | | | | | | | | | | | | | |
| R3 | 1327 | (508–2168) | Ghari Duputta | 31.91 | hur1000 + hus1000 | 3 | 1.29 | 1.37 | 91.04 | 89.62 | 0.91 | 0.91 |
| | | | | | | | | | | | | | |
| R5 | 1281 | (353–2591) | Dir | 27.99 | hur1000 | 3 | 1.36 | 1.41 | 90.00 | 88.83 | 0.90 | 0.91 |
| | | | | | | | | | | | | | |
| R7 | 961 | (961) | Saidu Sharif | 31.75 | hur1000 | 2 | 1.41 | 1.46 | 89.88 | 88.83 | 0.90 | 0.91 |
| | | | | | | | | | | | | | |
| R4 | 419 | (187–1097) | Salkot | 36.64 | temp850 + va850 | 8 | 1.13 | 1.26 | 89.23 | 86.17 | 0.89 | 0.90 |
| | | | | | | | | | | | | | |
| R6 | 259 | (28–1405) | DI Khan | 38.06 | hur1000 + hus1000 | 3 | 0.98 | 1.05 | 92.75 | 91.40 | 0.93 | 0.93 |
| | | | | | | | | | | | | | |
| Avg. Basin | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| Avg. UIB | | | | | | | | | | | | | |
| Avg. Lower Indus | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| MS Models | Region | Reg. Alt | RR | Mean Obs. \(T_{\text{max}}\) | Predictors | PCs | RMSE (°C) Cal | RMSE (°C) Val | MSESS (%) Cal | MSESS (%) Val | \(R^2\) Cal | \(R^2\) Val |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| | | | | | | | | | | | | | |
| R1 | 2218 | (1251–4030) | Sakardu | 30.17 | va500 | 13 | 1.16 | 1.33 | 80.10 | 72.47 | 0.80 | 0.82 |
| | | | | | | | | | | | | | |
| R3 | 746.25 | (122–2591) | Jehlum | 35.08 | hur1000 + va500 + zg200 | 13 | 0.74 | 0.87 | 70.26 | 55.26 | 0.70 | 0.76 |
| | | | | | | | | | | | | | |
| R4 | 2968 | (1464–3719) | Darosh | 35.27 | va500 | 10 | 0.94 | 1.08 | 79.83 | 72.42 | 0.80 | 0.82 |
| | | | | | | | | | | | | | |
| R5 | 961 | (961) | Saidu Sharif | 33.19 | va500 | 11 | 0.78 | 0.90 | 72.08 | 62.05 | 0.72 | 0.77 |
| | | | | | | | | | | | | | |
| R7 | 2892.5 | (2156–4730) | Gujranwala | 29.52 | va850 + va500 | 11 | 1.10 | 1.24 | 84.16 | 79.41 | 0.85 | 0.85 |
| | | | | | | | | | | | | | |
| R6 | 659 | (172–1425) | Risapur | 36.50 | temp850 + hur1000 + va850 | 10 | 0.94 | 1.05 | 73.34 | 65.68 | 0.73 | 0.78 |
| | | | | | | | | | | | | | |
| R2 | 52 | (9–122) | Hyderabad | 36.51 | temp850 + va500 | 11 | 0.67 | 0.74 | 68.33 | 58.81 | 0.68 | 0.72 |
| | | | | | | | | | | | | | |
| Avg. Basin | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
| Avg. UIB | | | | | | | | | | | | | |
| Avg. Lower Indus | | | | | | | | | | | | | |
However, the performance metric showed seasonality, varied with spatial scales, and between the temperature variables. For instance, the PMS simulations (T_{max} and T_{min}) dominated by various thermodynamic predictors, showed very high validation skills (average MSESS >88%) over the four UIB and two Lower Indus regions. Similarly, the WS models containing mostly the circulation-dynamic and thermodynamic predictors also demonstrated high simulation performance over the three UIB (MSESS ~80%) and two LI regions (MSESS > 83%). Therefore, the downscaling models showed high statistical skills for simulating observed temperatures during the westerly-dominated seasons that mainly regulate the regional cryosphere. Such skillful observational models also provide more reliable future inferences about cryosphere dynamics in these seasons.

However, the downscaling models showed relatively low MS performance, particularly for the T_{max} simulations over the five UIB regions (MSESS ~70%). The statistical skills reduced further over the two Lower Indus regions. Interestingly, the validation skills lacked over those regions that show high temperatures (e.g., R3, R6, and R2). In these particular cases, the climatological reference showed a higher performance due to lesser inter-seasonal variation, and therefore the relative improvements of the downscaling models were reduced. Relatively high R^2 and low RMSE values for these regions further supported this argument. The MS regional complexity, e.g., [45] may also contribute to the relatively low model performances. Still, the MS skills over the UIB were high enough to infer cryosphere response during the main melt season reliably.

In general, the T_{min} models were simpler (fewer predictors were required) compared to T_{max} and showed high statistical performance during all three seasons. Comparing seasons, the MS models were relatively more complicated for both temperatures. Interestingly, the HA regions were modeled with greater statistical skills during all three seasons, improving our understanding of projected temperature changes over these hydrologically sensitive regions. These skillful models may also help to assess seasonal water supply (UIB) and demand (Lower Indus) perspectives simultaneously to support integrated water management amid climate change scenarios.

### 4.3. Quantifying Uncertainties

#### 4.3.1. Reference Uncertainty

We used the weighted PS (Table 3) of ERA-Interim predictors to quantify reference uncertainty. The PS represents the simulation robustness of ERA-Interim predictors against two other reanalysis datasets. Generally, a high PS strongly verified the ERA-Interim usefulness for regional temperature (T_{max} and T_{min}) modeling.

However, the reliability of ERA-Interim predictors varied over the seasons. For instance, the WS predictor correspondence among three reanalysis datasets was maximum for both temperatures. The MS and PMS predictor agreement followed this. From the perspective of temperature variables, the simulations of T_{max} predictors were more robust than T_{min}. Among reanalysis datasets, the ERA-Interim predictors showed greater correspondence with ERA5 during the WS and MS. However, the NCEP-NCAR-II better simulated the PMS governing patterns. Such predictor matching suggests ERA-Interim simulations’ robustness against at least one of the two additional reanalysis data during all seasons. If both additional datasets had shown poor correspondence, the fidelity of ERA-Interim predictors would have certainly decreased. Therefore, using ERA-Interim predictors for seasonal temperatures was justified.

A striking feature relates to the substantial agreement among multiple datasets for T_{max} predictors over high-altitude regions in all three seasons (e.g., MS-R4, R7, WS-R5, and PMS-R1). These are hydrologically the most critical regions where T_{max} regulates the seasonal melting. Therefore, their robust simulations during the observations can also provide better inferences about projected cryosphere response and water availability under global warming scenarios.
Table 3. Quantification of the reference uncertainty for temperature ($T_{\text{max}}$ and $T_{\text{min}}$) simulations over the study basin using the weighted PS of ERA-Interim predictors. The PS was computed by separately comparing ERA-Interim predictors against the variables of ERA5 and NCEP-NCAR-II reanalysis datasets and shows the strength of predictor correspondence among different datasets. The regions are grouped into the UIB, and Lower Indus scales to assess spatial predictor correspondence between these reanalysis datasets during each season. The last two columns show the range of reference uncertainties in percentage (($1-\text{PS}) \times 100$).

| Seasons | Regions       | $T_{\text{max}}$ | $T_{\text{min}}$ | Reference Uncertainty (in %) |
|---------|---------------|------------------|------------------|------------------------------|
|         |               | ERA5  | NCEP-II | ERA5  | NCEP-II | ERA5  | NCEP-II | Range | Range | Range | Range |
| WS      |               |       |         |       |         |       |         |       |       |       |       |
|         | UIB           |       |         |       |         |       |         |       |       |       |       |
| R1      | 0.83          | 0.66  | 0.95    | 0.69  | 17.00   | 34.00 | 5.00    | 31.00 | 17-34 | 5-31  |       |
| R3      | 0.83          | 0.65  | 0.95    | 0.69  | 17.00   | 35.00 | 5.00    | 31.00 | 17-37 | 5-31  |       |
| R5      | 0.98          | 0.95  | 0.95    | 0.68  | 2.00    | 5.00  | 5.00    | 32.00 | 2-5   | 5-32  |       |
| Avg. over UIB | 0.88 | 0.75  | 0.95    | 0.69  | 12.00   | 24.67 | 5.00    | 31.33 | 12-25 | 5-31  |       |
|         | Lower Indus   |       |         |       |         |       |         |       |       |       |       |
| R4      | 0.94          | 0.68  | 0.94    | 0.69  | 6.00    | 32.00 | 6.00    | 31.00 | 6-32  | 6-31  |       |
| R6      | 0.98          | 0.96  | 0.94    | 0.68  | 2.00    | 4.00  | 6.00    | 32.00 | 2-4   | 6-32  |       |
| Avg. over Lower Indus | 0.96 | 0.82  | 0.94    | 0.69  | 4.00    | 18.00 | 6.00    | 31.50 | 4-18  | 6-32  |       |
| PMS     |               |       |         |       |         |       |         |       |       |       |       |
|         | UIB           |       |         |       |         |       |         |       |       |       |       |
| R1      | 0.85          | 0.88  | 0.74    | 0.63  | 15.00   | 12.00 | 26.00   | 37.00 | 12-15 | 26-42 |       |
| R3      | 0.63          | 0.99  | 0.54    | 0.91  | 37.00   | 1.00  | 46.00   | 9.00  | 1-39  | 9-48  |       |
| R5      | 0.60          | 0.88  | 0.57    | 0.60  | 40.00   | 12.00 | 43.00   | 40.00 | 12-42 | 42-45 |       |
| R7      | 0.59          | 0.59  | 0.53    | 0.59  | 41.00   | 41.00 | 47.00   | 41.00 | 43-43 | 43-49 |       |
| Avg. over UIB | 0.67 | 0.84  | 0.60    | 0.68  | 33.25   | 16.50 | 40.50   | 31.75 | 17-35 | 34-42 |       |
|         | Lower Indus   |       |         |       |         |       |         |       |       |       |       |
| R4      | 0.93          | 0.87  | 0.84    | 0.78  | 7.00    | 13.00 | 16.00   | 22.00 | 7-13  | 16-22 |       |
| R6      | 0.62          | 0.88  | 0.55    | 0.57  | 38.00   | 12.00 | 45.00   | 43.00 | 12-40 | 45-47 |       |
| Avg. over Lower Indus | 0.78 | 0.88  | 0.70    | 0.68  | 22.50   | 12.50 | 30.50   | 32.50 | 13-24 | 32-34 |       |
| MS      |               |       |         |       |         |       |         |       |       |       |       |
|         | UIB           |       |         |       |         |       |         |       |       |       |       |
| R1      | 0.78          | 0.64  | 0.83    | 0.77  | 22.00   | 36.00 | 17.00   | 23.00 | 22-36 | 17-23 |       |
| R3      | 0.66          | 0.59  | 0.73    | 0.64  | 34.00   | 41.00 | 27.00   | 36.00 | 34-43 | 27-36 |       |
| R4      | 0.91          | 0.81  | 0.76    | 0.60  | 9.00    | 19.00 | 24.00   | 40.00 | 9-19  | 24-40 |       |
| R5      | 0.74          | 0.64  | 0.79    | 0.58  | 26.00   | 36.00 | 21.00   | 42.00 | 26-38 | 21-42 |       |
| R7      | 0.89          | 0.69  | 0.78    | 0.56  | 33.00   | 30.00 | 44.00   | 11-31 | 22-44 |       |       |
| Avg. over UIB | 0.80 | 0.67  | 0.78    | 0.63  | 20.40   | 32.00 | 22.20   | 30.00 | 20-33 | 22-37 |       |
|         | Lower Indus   |       |         |       |         |       |         |       |       |       |       |
| R2      | 0.80          | 0.66  | 0.80    | 0.58  | 20.00   | 34.00 | 20.00   | 30.00 | 20-36 | 20-42 |       |
| R6      | 0.71          | 0.62  | 0.72    | 0.65  | 29.00   | 38.00 | 28.00   | 0.35  | 29-40 | 28-35 |       |
| Avg. over Lower Indus | 0.76 | 0.64  | 0.76    | 0.62  | 24.50   | 36.00 | 23.05   | 21.18 | 25-38 | 23-39 |       |

Among predictors, the thermodynamic variables (hus1000 and hus1000) largely controlled the magnitude of reference uncertainty. For example, the simulations of hus1000 in NCEP-NCAR-II were significantly different from ERA-Interim (lower PS) during the WS. As this predictor alone resolved the basin-wide $T_{\text{min}}$ distributions (Table 1); therefore, the associated uncertainty increased (up to 31%). Similarly, hur1000 helped to model the $T_{\text{max}}$ patterns over multiple sub-regions during the PMS (i.e., R1, R3, R5, and R6). However, ERA5 showed more differences in its simulation, which increased the seasonal uncertainty. Likewise, one influential PC of hur1000 (i.e., high regression coefficient) helped to resolve MS-$T_{\text{max}}$ conditions over the two regions (R3 and R6). However, both additional datasets showed more differences in the representation of hur1000, which increases uncertainty over these particular regions. Such differences in thermodynamic variables may stem
from variations in simulation models and parameterization schemes representing regional convection that strongly influence local climate. The variable resolutions of the reanalysis datasets, e.g., ref. [43] may also contribute to the simulation differences.

Further analysis revealed that the spread of humidity predictor variables mainly reduced the PS, despite higher inter-reference correlations (~0.50) in many of these cases. Although the uncertainty magnitude can be reduced by not including predictor spread during uncertainty quantification, we argue that predictor variance considerations are essential due to their importance for climate change analysis. However, the simulations of various dynamic and thermal predictors, which largely govern the basin-wide temperature distributions, are quite robust among these datasets. Therefore, considering regional complexity and the variety of governing predictors, such finer-scale inter-reference robustness provides strong confidence in using ERA-Interim for temperature modeling.

4.3.2. Model Uncertainty

We similarly used the weighted PS to identify better performing GCMs for both temperatures. Table 4 shows the performance of individual models and their ensemble in reproducing ERA-Interim simulated $T_{\text{max}}$ predictors. Generally, most GCMs showed a stronger inter and intra-region correspondence with ERA-Interim variables during the WS and PMS. Due to the MS complexities, the GCMs showed relatively smaller PS (more uncertainty). Interestingly, the model ensemble showed high skills in representing the governing patterns over most high-altitude regions during all three seasons (e.g., WS-R5, PMS-R1, PMS-R5, MS-R4, and MS-R7). In addition, the model ensemble showed nearly similar performance (averaged) over the UIB and Lower Indus regions, except for the WS.

Table 4. Same as Table 3, but showing General Circulation Model (GCM) uncertainties for $T_{\text{max}}$ predictors. Here the ERA-Interim predictors were individually compared with the corresponding GCM simulated predictors during the overlapping historical period 1979–2005 to compute weighted PS. The last column shows the ensemble performance over various scales. Blue (orange) marks indicate the best (worst) GCM according to the highest (lowest) weighted PS.

| Seasons | Regions | CMCC-CMS | CMCC-CM | CNRM-CM | Can-ESM2 | MPI-ESM-LR | MPI-ESM-MR | Nor-ESM1-ME | Nor-ESM1-M | Model Ensemble |
|---------|---------|----------|---------|---------|----------|------------|------------|-------------|-------------|----------------|
|         |         |          |         |         |          |            |            |             |             |                |
| WS      | UIB     | 0.50     | 0.64    | 0.59    | 0.49     | 0.58       | 0.48       | 0.37        | 0.38        | 0.50           |
|         | R1      | 0.50     | 0.64    | 0.59    | 0.49     | 0.58       | 0.48       | 0.37        | 0.38        | 0.50           |
|         | R3      | 0.52     | 0.62    | 0.54    | 0.48     | 0.57       | 0.72        | 0.36        | 0.38        | 0.89           |
|         | R5      | 0.80     | 0.90    | 0.83    | 0.84     | 0.91       | 0.90       | 0.81        | 0.76        | 0.84           |
|         | Avg. over UIB | 0.61 | 0.72 | 0.65 | 0.60 | 0.69 | 0.63 | 0.51 | 0.49 | 0.64 |
| Lower Indus | 39.33 | 28 | 34.67 | 39.67 | 31.33 | 36.67 | 48.67 | 51 | 38.67 |
| PMS     | UIB     |          |         |         |          |            |            |             |             |                |
|         | R1      | 0.59     | 0.62    | 0.56    | 0.60    | 0.65       | 0.61       | 0.53        | 0.59        | 0.59           |
|         | R3      | 0.65     | 0.74    | 0.72    | 0.45     | 0.52       | 0.60       | 0.50        | 0.48        | 0.62           |
|         | R5      | 0.66     | 0.76    | 0.78    | 0.45     | 0.52       | 0.60       | 0.53        | 0.52        | 0.65           |
|         | Avg. over Lower Indus | 0.75 | 0.82 | 0.80 | 0.78 | 0.76 | 0.77 | 0.71 | 0.70 | 0.76 |
|         | Lower Indus | 25.50 | 18 | 20 | 22 | 24.50 | 23.50 | 29.50 | 30 | 24.13 |

For the Lower Indus region:

| Seasons | Regions | CMCC-CMS | CMCC-CM | CNRM-CM | Can-ESM2 | MPI-ESM-LR | MPI-ESM-MR | Nor-ESM1-ME | Nor-ESM1-M | Model Ensemble |
|---------|---------|----------|---------|---------|----------|------------|------------|-------------|-------------|----------------|
|         |         |          |         |         |          |            |            |             |             |                |
| WS      | UIB     | 0.50     | 0.64    | 0.59    | 0.49     | 0.58       | 0.48       | 0.37        | 0.38        | 0.50           |
|         | R1      | 0.50     | 0.64    | 0.59    | 0.49     | 0.58       | 0.48       | 0.37        | 0.38        | 0.50           |
|         | R3      | 0.52     | 0.62    | 0.54    | 0.48     | 0.57       | 0.72        | 0.36        | 0.38        | 0.89           |
|         | R5      | 0.80     | 0.90    | 0.83    | 0.84     | 0.91       | 0.90       | 0.81        | 0.76        | 0.84           |
|         | Avg. over UIB | 0.61 | 0.72 | 0.65 | 0.60 | 0.69 | 0.63 | 0.51 | 0.49 | 0.64 |
| Lower Indus | 39.33 | 28 | 34.67 | 39.67 | 31.33 | 36.67 | 48.67 | 51 | 38.67 |
| PMS     | UIB     |          |         |         |          |            |            |             |             |                |
|         | R1      | 0.59     | 0.62    | 0.56    | 0.60    | 0.65       | 0.61       | 0.53        | 0.59        | 0.59           |
|         | R3      | 0.65     | 0.74    | 0.72    | 0.45     | 0.52       | 0.60       | 0.53        | 0.52        | 0.65           |
|         | R5      | 0.66     | 0.76    | 0.78    | 0.45     | 0.52       | 0.60       | 0.53        | 0.53        | 0.64           |
|         | Avg. over Lower Indus | 0.75 | 0.82 | 0.80 | 0.78 | 0.76 | 0.77 | 0.71 | 0.70 | 0.76 |
|         | Lower Indus | 25.50 | 18 | 20 | 22 | 24.50 | 23.50 | 29.50 | 30 | 24.13 |

Table 4. Same as Table 3, but showing General Circulation Model (GCM) uncertainties for $T_{\text{max}}$ predictors. Here the ERA-Interim predictors were individually compared with the corresponding GCM simulated predictors during the overlapping historical period 1979–2005 to compute weighted PS. The last column shows the ensemble performance over various scales. Blue (orange) marks indicate the best (worst) GCM according to the highest (lowest) weighted PS.
Table 4. Cont.

| Seasons | Regions       | CMCC-CMS | CMCC-CM | CNRM-CM5 | Can-ESM2 | MPI-ESM-LR | MPI-ESM-MR | Nor-ESM1-ME | Nor-ESM1-M | Model Ensemble |
|---------|---------------|----------|---------|----------|----------|------------|------------|-------------|-------------|----------------|
|         | UIB           |          |         |          |          |            |            |             |             |                |
| R1      | 0.38          | 0.39     | 0.40    | 0.34     | 0.34     | 0.39       | 0.35       | 0.32        | 0.37        |                |
| R3      | 0.49          | 0.50     | 0.53    | 0.51     | 0.53     | 0.50       | 0.45       | 0.50        | 0.51        |                |
| R4      | 0.61          | 0.55     | 0.46    | 0.48     | 0.62     | 0.60       | 0.57       | 0.54        | 0.55        |                |
| R5      | 0.59          | 0.41     | 0.41    | 0.40     | 0.46     | 0.43       | 0.42       | 0.36        | 0.41        |                |
| R7      | 0.60          | 0.58     | 0.51    | 0.50     | 0.61     | 0.55       | 0.44       | 0.43        | 0.55        |                |
| Avg. over UIB | 0.49 | 0.49 | 0.46 | 0.45 | 0.53 | 0.51 | 0.45 | 0.43 | 0.48 |                |
| UIB Uncertainty (in %) | 50.60 | 51.40 | 53.80 | 55.40 | 47 | 49.40 | 55.40 | 56.80 | 52.48 |                |
| MS      |               |          |         |          |          |            |            |             |             |                |
| R2      | 0.41          | 0.46     | 0.45    | 0.43     | 0.42     | 0.42       | 0.44       | 0.42        | 0.43        |                |
| R6      | 0.37          | 0.44     | 0.51    | 0.58     | 0.48     | 0.47       | 0.55       | 0.48        | 0.51        |                |
| Avg. over Lower Indus | 0.39 | 0.45 | 0.48 | 0.51 | 0.45 | 0.45 | 0.50 | 0.54 | 0.47 |                |
| Lower Indus Uncertainty (in %) | 61 | 55 | 52 | 49.50 | 55 | 55.50 | 50.50 | 46 | 53.06 |                |

The model ranking also helped to distinguish the most suitable model(s). For example, during the WS, CMCC-CM showed the maximum predictor correspondence (average PS = 0.72) over three UIB regions (R1, R3, and R5). The predictors from this particular GCM best simulated the $T_{max}$ predictors over the two larger regions located on either side of the Himalayans divide (R1 and R3). The model also showed comparable performance over the third high-altitude region (R5). The particular model even more strongly represented the predictors (average PS = 0.81) over Lower Indus regions (R4 and R6). Even though only the skill during the historical period (and not in the scenario period) was assessed, its use for basin-wide temperature projections appears favorable.

During the PMS, all GCMs showed a high PS over the entire basin predominately due to better agreement of the hur1000 simulations with ERA-Interim. However, MPI-ESM-LR demonstrated very high and consistent performance (average PS = 0.76) across the four UIB regions and two LI regions (average PS = 0.81), which justifies its selection for projections over the entire basin. All GCMs struggled to model the MS governing patterns effectively, but MPI-ESM-LR showed a relatively better correspondence with reference reanalysis over the five UIB regions (average PS ~50%). In addition, a different model (Nor-ESM1-M) demonstrated simulation advantages over the two LI regions.

Similarly, we evaluated the available GCMs for $T_{min}$ predictor simulations (Table S5). Overall, these models showed relatively higher PS over different regions but with a similar seasonality (i.e., higher correspondence during the westerly periods than the MS). CNRM-CM5 (MPI-ESM-LR) showed the highest and consistent correspondence with the reference reanalysis over multiple regions in the basin during the WS and PMS (MS).

Figure 4 presents the summary of the reference (model) uncertainty for both temperatures (averaged) over the UIB and LI regions. Generally, the magnitude of (seasonal) reference uncertainty remained lower than the GCM ensemble for both temperatures. Moreover, the best seasonal models showed significant simulation improvements over the model ensembles. Similarly, the range between the worst and best models was quite large and represented the ensemble diversity. While the reference uncertainty was mostly high during the PMS, the model uncertainties were maximum during the MS.
Figure 4. Seasonal quantification of the reference and GCM level uncertainties in representing temperature governing predictors over Pakistan’s Indus Basin. The seasons (uncertainty) are arranged along the y-axis (x-axis). In the legend, WM, BM, Mod, and Ref refer to the worst model, best model, model ensemble, and the average reference, respectively. (a) $T_{\text{max}}$ predictor uncertainty averaged over UIB regions, (c) $T_{\text{max}}$ uncertainty averaged over Lower Indus regions. The panels (b) and (d) show corresponding $T_{\text{min}}$ uncertainties.

4.4. Future Temperature Changes

We used the GCM-simulated predictors under RCP4.5 and RCP8.5 scenarios to assess seasonal $T_{\text{max}}$ and $T_{\text{min}}$ median changes during the two future periods (2041–2071, 2071–2100) relative to the historical period (1976–2005). Figure 5 presents the temperature changes during 2071–2100 under the RCP8.5 scenario. The multi-model ensembles -MMEs (triangles) and the individual GCM results (colored circles) show the average magnitude of change signals and the associated uncertainty.

Results are ordered across the y-axis as a function of regional altitudes to analyze EDW over the basin. The corresponding changes under RCP4.5 and change signals during 2041–2071 under both RCPs showed less warming but similar spatial patterns in most cases (not shown). Note that the x-axis range (i.e., monthly temperature changes) varies in these panels.
4.4.1. WS Projections

The entire basin will experience warming through both temperature variables during the WS (Figure 5a,b). However, the magnitude and reliability of the MMEs differed significantly between the $T_{\text{max}}$ and $T_{\text{min}}$ and along regional altitudes. For instance, the $T_{\text{min}}$ projections always showed more substantial warming (MME ranged from 6.74 °C to > 11 °C) than corresponding $T_{\text{max}}$ changes (MME range of 0.24 °C to ~7 °C). However, the larger inter-model spread in $T_{\text{min}}$ projections also highlights the higher uncertainty about warming magnitudes. Another striking feature was related to high warming (in both temperatures), though with more uncertainty (large inter-model spread) over the lower-elevation regions than the HA. Therefore, the model ensemble did not show EDW over the whole basin. However, the EDW became prominent when changes only over the UIB were analyzed. Within the UIB, the highest $T_{\text{max}}$ warming (MME ~7 °C) was projected over the highest (represented) altitudes of the northwestern and northeastern regions (R5). However, the future $T_{\text{max}}$ warming reduced significantly over the lower-elevations of

Figure 5. Downscaled (unweighted) seasonal temperature changes (°C/month) during 2071–2100 compared to 1976–2005 under the RCP8.5 scenario during the basin-wide regionalization experiment. (a,b) show the WS changes for $T_{\text{max}}$ and $T_{\text{min}}$, respectively. The PMS $T_{\text{max}}$ and $T_{\text{min}}$ changes are represented by (c,d), and corresponding MS changes are shown by panels (e,f), respectively. The Y-axis shows the different sub-regions arranged in decreasing altitudinal order from top to bottom and the range of regional altitudes given in parenthesis. The colored circles (triangles) show the downscaled (unweighted) seasonal temperature changes (°C/month) during 2071–2100. For instance, the $T_{\text{min}}$ projections always showed more substantial warming (MME ~7 °C) than corresponding $T_{\text{max}}$ changes (MME range of 0.24 °C to ~7 °C). However, the larger inter-model spread in $T_{\text{min}}$ projections also highlights the higher uncertainty about warming magnitudes. Another striking feature was related to high warming (in both temperatures), though with more uncertainty (large inter-model spread) over the lower-elevation regions than the HA. Therefore, the model ensemble did not show EDW over the whole basin. However, the EDW became prominent when changes only over the UIB were analyzed. Within the UIB, the highest $T_{\text{max}}$ warming (MME ~7 °C) was projected over the highest (represented) altitudes of the northwestern and northeastern regions (R5). However, the future $T_{\text{max}}$ warming reduced significantly over the lower-elevations of
the northern (R1, MME 0.38 °C) and southern Himalayans (R3, MME 0.24 °C) regions. Generally, the \( T_{\text{min}} \) changes showed mixed patterns with regional altitudes in the UIB. The EDW became distinct when considering average temperature (mean of \( T_{\text{max}} \) and \( T_{\text{min}} \)) within the UIB. We also compared MME signals with projections of the best-performing individual GCMs. For example, the best \( T_{\text{max}} \) model (CMCC-CM) and \( T_{\text{min}} \) model (CNRM-CM5) always (mostly) showed greater (lesser) \( T_{\text{max}} \) (\( T_{\text{min}} \)) warming over the basin (mainly in lower elevations). Thus, the best seasonal models projected enhanced warming over the UIB compared to MME signals.

A combination of increased surface albedo [7], cloud radiative forcing, e.g., [75], and soil moisture feedbacks can (at least partly) explain a more significant \( T_{\text{min}} \) warming within the UIB. A projected increase in WS precipitation, which is robust across many studies, e.g., [40,63,76], further supports such feedbacks. Since the WS precipitation mostly falls as snow, increased albedo from the fresh snow surface (and associated cloud covers) may largely explain a smaller increase in \( T_{\text{max}} \). Similarly, enhanced convection that starts during March, e.g., [74] may also reduce insolation over the UIB. Under cloudy conditions, increased soil moisture (due to increased precipitation and melting in the UIB) may also exert positive feedback to increase \( T_{\text{min}} \).

A high WS warming over the UIB is in line with earlier studies, e.g., [39,77]. While downscaling studies projected positive \( T_{\text{min}} \) changes, e.g., [39,59], most trend analysis studies instead concluded seasonal warming through \( T_{\text{max}} \) changes, e.g., [35,37]. Considering increased future precipitation and associated positive feedbacks, we argue that WS warming through \( T_{\text{min}} \) changes over the UIB seems more logical.

However, our results (and almost all earlier studies) are in stark contrast with the finding of [32], where a WS cooling was reported. Using a smaller number of stations with short time series compared to our study, and methodological differences (particularly homogeneity treatment) might be responsible for the seasonal discrepancies. In addition, claiming future UIB cooling based on stations depicting a cooling tendency in observations may also be misleading. Therefore, analysis using climate variability and atmospheric dynamics might provide more realistic temperature variations in this topographically challenging region, as shown in our study.

A combination of decreased precipitation [66,77], an increase in dry periods [78], and enhanced evapotranspiration over the irrigated plains due to rising \( T_{\text{max}} \) may largely explain the patterns of Lower Indus warming (R4 and R6).

4.4.2. PMS Projections

Warming of the basin was also assessed during the PMS (Figure 5c,d). Contrary to the WS, the \( T_{\text{max}} \) changes were more positive (MMEs range from \(-0.60^\circ \text{C}\) to \(>10^\circ \text{C}\)) compared to \( T_{\text{min}} \) warming (MMEs range of \(0.11^\circ \text{C}\) to \(3.7^\circ \text{C}\)). The projected uncertainty (about the magnitude and signal direction) mostly remained high for \( T_{\text{min}} \) projections. Although the \( T_{\text{max}} \) and \( T_{\text{min}} \) changes showed significant spatial variability, it did not follow EDW at the basin or over UIB scales. Instead, our analysis suggested a sort of west-east warming pattern that intensifies over the lower elevations.

The regional PMS warming and drying, particularly over the UIB, is a robust feature, e.g., [36,44] and may be linked to clear sky conditions under the influence of West Tibetan high. The strengthening of Tibetan high may explain a more increase in regional \( T_{\text{max}} \). A greater increase in \( T_{\text{max}} \), particularly over the northwestern regions (R5 and R7) and along the foothills of the southern Himalayans (R3) compared to changes over a larger trans-Himalayan region (R1), may be linked with the weakening and further northward penetration of the westerlies under RCP8.5 [63].
However, decreasing precipitation may not adequately explain $T_{\text{min}}$ warming over the UIB. We argue that increased precipitation and consistent warming during the WS may enhance melting and soil moisture. Increased soil moisture may be evaporated by daytime heating during the PMS to promote afternoon cloudiness, which can justify the rising $T_{\text{min}}$ through radiative feedback. Ref. [37] used five decades of synoptic observations to show an increasing trend in the afternoon cloudiness over the UIB. We believe that such a pattern will intensify under the RCP8.5 scenario during the PMS. Note that the humidity predictors dominate the PMS regression models (Table 4), and, therefore, future changes in atmospheric humidity will strongly influence the regional temperatures. Previous studies, e.g., [33,36,39], also projected PMS warming over the UIB through $T_{\text{max}}$ changes.

The northwestern warming of the UIB will further continue in the lower-elevations (R6) with a similar magnitude. However, the upper irrigated plains in the northeastern sides (R4) showed a maximum (smaller) increase of $T_{\text{max}}$ ($T_{\text{min}}$) though with higher uncertainty. A combination of increased heat advection and reduced convection may regulate such $T_{\text{max}}$ changes. The nature of $T_{\text{max}}$ predictors ta850 (all PCs are located well outside the region) and va850 indicate the role of heat advection into the region. In contrast, the PMS drying, e.g., [79], may reduce regional convection (and cloud cover) to justify smaller $T_{\text{min}}$ changes.

4.4.3. MS Projections

The projected warming significantly reduced in the MS (Figure 5e,f). In addition, there was a remarkable inter-model consensus about a low-warming future within the mountainous UIB (R7, R1, R4, R3, and R5). Like in other seasons, the basin will experience more (less) warming over Lower Indus (UIB) regions with higher uncertainty. However, a general pattern of EDW for projected $T_{\text{max}}$ changes was realized only at the UIB scale. The $T_{\text{max}}$ changes mostly dominated the basin-wide seasonal warming (Figure 5f).

Within the UIB, the most striking feature relates to a significant $T_{\text{max}}$ cooling (MME $= -0.93$ °C) over a relatively low-altitude region along the foothills of southern Himalayans (R3). However, the reliability of regional cooling was relatively weak. For instance, both Norwegian models (Nor-ESM-ME and Nor-ESM-M), which projected maximum cooling ($>-2.5$ °C), showed the lowest historical (predictor) correspondence (Table 4). In addition, many GCMs, including the best model (MPI-ESM-LR), instead showed warming (up to $-1$ °C) over this region. All other UIB regions covering HA of the northwestern and trans-Himalayans showed $T_{\text{max}}$ warming that was maximum (MME $= -0.70$ °C) over a trans-Himalayans region also covering central Karakoram (R1). Again, the best seasonal GCM (Table 4) mostly projected enhanced warming ($T_{\text{max}}$ $= -1$ °C) compared to MMEs over the UIB. The $T_{\text{min}}$ ensemble changes also showed consistent warming (of low-magnitude) over the entire UIB with maximum warming (MME $= 0.43$ °C) over the lower-elevations (R3). However, the likelihood of $T_{\text{min}}$ cooling cannot be ruled out in the UIB.

Some earlier studies [58,80] also projected low-warming MS conditions during the 2080s over a region that largely overlaps with our R3 and covers the adjacent Indian part (with a possibility of $T_{\text{min}}$ cooling) by using a single GCM. Our model ensemble also covers a similar magnitude of regional warming. Therefore, a low-warming MS in the UIB at the end of the 21st century is possible and may further extend into the high-altitude regions under the same MS forcing. Many earlier studies, e.g., [32,33,35,37] have shown MS cooling tendencies. Although our model-ensemble did not show MS cooling except over one region, some of the individual models projected some cooling. Overall a low-warming future (under RCP8.5 forcing) may also resemble the findings of those studies.
Increasing MS precipitation, e.g., [36,81], reduced insolation, e.g., [37,50], the influence of large-scale circulations [23], internal climatic variability, e.g., [82], and regional snow dynamics [8] may govern such MS cooling.

Pomee et al. [43] showed the role of dynamic and thermodynamic forcing on the MS precipitation over the UIB and their strengthening under RCP8.5 to transport additional moisture [65]. For instance, they projected a quantitatively large precipitation increase over R3 (MME >7 mm/month) under RCP8.5, which may cause a low-warming or even regional cooling. A close similarity of the precipitation [43] and temperature predictors (Table 4) further supports these dynamic interactions. The projected intensification of irrigation practices under future warming over the Indian landmass may promote convection to increase daytime cloudiness, e.g., [37]. The buildup of such atmospheric moisture may move into the UIB under stronger MS currents to reduce insolation. de Kok et al. [16] (simulated such negative feedback of the regional irrigation to explain glacial expansions in the adjacent high mountains. Some studies, e.g., [83,84], also highlighted the role of irrigation practices in shaping regional temperatures.

In contrast, some studies, e.g., [40,77] assessed an extensive MS warming over the UIB. Perhaps analysis without high-altitude stations, disregarding regional heterogeneity (treating UIB as a single unit), the variable definition of the MS season, and ignoring homogeneity considerations may induce artificial trends in some of those studies, e.g., [39,40].

However, we believe that interpolation issues of the near-surface variables in high mountains and adapting uniform lapse rates may also exert a strong influence in regional studies, e.g., [38]. The lapse rate variation becomes prominent in the warmer seasons, where a sharper vertical temperature gradient may lead to such MS discrepancies. The usefulness of time-varying lapse rates in the central Himalayans region has already been demonstrated by [85]. We suggest that lapse rates using regionalization schemes may provide a more realistic basis for assessing vertical temperature distributions in the complex UIB terrains. The recent high-altitude observations can help in this regard.

However, the average warming over different Lower Indus regions (R6 and R2) is similar to the findings of previous studies, e.g., [4,40], and attributed to a general decrease in seasonal precipitation, e.g., [77]. Ease of topography (lesser interpolation challenges) and the absence of lapse rate requirements may also explain the MS warming similarities among studies.

4.5. Model Weighting Influence on Ensemble Signals

We identified the best performing GCMs at sub-regional scales by comparing observation-based reanalysis predictors with historical simulations of the available GCMs. However, the application of different models for different regions would have introduced inconsistencies. Conversely, using a single GCM for the whole basin would require significant simulation compromises and might not suffice for such a complex region. Using a weighted ensemble can offer one alternative to this issue, whereby GCM performance during the observations is used as specific weights for projections. Thus better-performing models get higher weights in the resulting (weighted) ensemble based on justifiable reasons.

We evaluated the impact of such model weighting (Table 4 and Table S5) on ensemble signals by comparing unweighted and weighted temperature changes during 2071–2100 under both RCPs (Figure 6). Overall, the model weighting did not significantly modify the ensemble signals, partly due to a small magnitude of the weights, intermodel similarities, and because most GCMs demonstrated similar temperature-simulation skills. Still, the model weighting showed more influence over different Lower Indus regions and for $T_{min}$ changes. During the westerly-dominated seasons, the better performing models projected slightly more warming over the UIB (up to 10%), dominated by the $T_{min}$ changes, particularly under RCP8.5. On the contrary, most models showed similar skills for representing MS dynamics over the UIB, so the seasonal weighting was less effective. However, the GCMs differed more over topographically simpler Lower Indus regions during all three seasons, and hence the weighting was more prominent.
We also analyzed the relative impact of model weighting on the median signals and standard deviations under both RCPs (Figure 7). The weighting has a smaller but intricate pattern of impact. Generally, the spread (magnitude) of change signal increases under the RCP8.5 (RCP4.5) scenario and highlights a more uncertain future under intense warming conditions. While the WS weighting mostly increased the basin warming under both RCPs, the MS response was cumbersome. Mostly high-altitude regions during the main seasons (MS and WS) showed more warming than Lower Indus regions. Thus it appears that better-performing models project a warmer UIB but with increased uncertainty, and the opposite is true for most Lower Indus cases.

Figure 6. Impact of the model weighting on ensemble changes (MMEs) during 2071–2100 under both RCPs. (a,b) show weighting impact during the WS for $T_{\text{max}}$ and $T_{\text{min}}$, respectively. Similarly, the PMS (c,d) and the MS (e,f) weighting impacts are also shown. In the legend, “unw_” stands for the unweighted and, “w_” shows weighted changes for both RCP scenarios.
Figure 7. Impact of model weighting on ensemble medians (along the x-axis) and standard deviations (along the y-axis) during 2071–2100 under RCP4.5 and RCP8.5 scenarios. The horizontal (vertical) blue line reflects no weighting influence on the median (standard deviation) signals. $T_{\text{max}}$ weighting impacts during the WS, PMS, and MS are shown by (a), (c), (d). While the corresponding $T_{\text{min}}$ changes are shown by (b), (d), and (f), respectively. The numbers in these panels represent the identification of seasonal sub-regions through K-means clustering (see Figure 2 for a description of these regions).

4.6. Projected Change Signals: Robustness

We further computed SNRs to evaluate the robustness of projected temperature changes against the observational uncertainty under both RCPs. Figure 8 shows the results under the RCP8.5 scenario during 2071–2100. Almost all MMEs showed positive ratios, suggesting distinctness of the projected warming over the entire basin. However, there were certain patterns in the distribution of these SNRs. For instance, the Lower Indus regions mostly showed higher (positive) ratios for both temperatures. Reduced observational variability over the Lower Indus (prolonged dry conditions) compared to heterogeneous UIB can partly explain such altitudinal variations of these ratios.

Similarly, the $T_{\text{min}}$ warming was more robust during the westerly-dominated seasons (WS and PMS), particularly at high-altitudes, and the opposite was true for the MS. Thus, the future water availability and liquid proportion of the precipitation may increase in the UIB to support rising water demand in the Lower Indus regions. Based upon SNR analysis, the EDW notion at the UIB scale could only be stated for the WS ($T_{\text{max}}$) and PMS ($T_{\text{min}}$). A combination of weaker signals and high observational uncertainty hampered such an assessment during the MS.
We also used a non-parametric Wilcoxon signed-rank test [86] to evaluate the statistical significance of ensemble temperature (medians) changes during 2071–2100 compared to 1976–2005 under both RCP scenarios (Table S6). The p-values suggest that the statistical significance of future changes increases with RCP8.5 forcing during all three seasons. In particular, the $T_{\text{max}}$ changes over all spatial scales were significant. Interestingly most of the MS signals over the UIB were statistically significant despite smaller magnitudes. However, some $T_{\text{min}}$ changes over the basin were also non-significant under RCP8.5 during the PMS and MS.
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**Figure 8.** Same as Figure 5, showing the basin-wide distribution of the signal to noise ratios (SNRs) for both temperatures during 2071–2100 under RCP8.5. The blue horizontal solid line here depicts no strength of the change signal (i.e., median) compared to the historical standard deviation (i.e., noise). Sub-regions with their altitudinal bands are shown along the x-axis, where the elevation increases from left to right. Note that WS $T_{\text{max}}$ and $T_{\text{min}}$ changes are shown as (a,b). Corresponding PMS and MS temperature changes are shown by (c,d) and (e,f), respectively.
4.7. Downscaling over the HA-UIB

We similarly analyzed the seasonal temperature changes, model weighting, and SNRs using the high-altitude UIB regionalization experiment (Section 3.3). Figure 9 depicts $T_{\text{max}}$ and $T_{\text{min}}$ changes during 2071–2100 under the RCP8.5 scenario. The previously identified seasonal warming patterns (higher warming during the WS and PMS compared to MS) further persisted over large parts of the high-altitude regions. For instance, a northwestern region during the WS (R4) further verified increased warming over these regions. Similarly, the $T_{\text{max}}$ cooling over the southern Himalayans (R3) was also visible during the MS, though its magnitude decreased. In addition, R3 projections also validated weaker $T_{\text{min}}$ warming during the MS. Meanwhile, projections over the two new high-altitude regions (R4 and R3) in the northwestern UIB also confirmed PMS warming with elevation inversion. Increased northward deflection of the future westerlies and associated moisture fluxes may support such typical PMS warming patterns over the UIB.
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Figure 9. Same as Figure 5 but defining seasonal temperature changes during 2071–2100 under RCP8.5 using the high-altitude UIB regionalization experiment (a–f).

5. Further Discussion and Conclusions

Temperatures within the UIB are connected with the hydrological regime of the Indus River system through their dynamic influence on the regional cryosphere. In addition, the Lower Indus water demand also depends on temperature. We considered spatiotemporal heterogeneity, reference and GCM level uncertainties, and station-based regression models’ skills to statistically project temperature ($T_{\text{max}}$ and $T_{\text{min}}$) seasonal patterns over the entire basin. We also used recent high-altitude observations within the UIB to infer EDW characteristics over the basin.

First, the basin was clustered into homogeneous regions of similar climate variability using K-means clustering. Atmospheric predictors from ERA-Interim reanalysis were then used in a cross-validation framework to model observed temperatures skillfully. We com-
pared ERA-Interim temperature-governing predictors with two other reanalysis datasets (ERA5 and NCEP-NCAR-II) and the GCM-simulated variables during the historical period to quantify reference and model level uncertainties, respectively. Inter-reference predictor correspondence was maximum during the accumulation (WS) and melting seasons (MS) at high-altitude regions, particularly for the $T_{\text{max}}$. Thermodynamic (dynamic) predictors mainly determined the reference (GCM) level uncertainties. The available GCMs consistently showed high predictor correspondence during the westerly-dominated seasons (WS and PMS). However, consistent with other studies e.g., [44], all GCMs struggled to represent MS patterns over the basin.

The GCM predictors under RCP4.5 and RCP8.5 scenarios were used in the regression models to assess median temperature changes during the mid and end of the 21st century. Seasonal projections are summarized as follows:

- The entire basin will non-uniformly (space-time scales) warm during the 21st century under both RCPs. The projected warming is strong under RCP8.5 forcing and during 2071–2100 but follows complex patterns.
- The WS showed maximum warming dominated by $T_{\text{min}}$ changes. The changes suggested an EDW (only for $T_{\text{max}}$) and a significant reduction in DTR over the UIB. However, high-altitude regions showed a stable DTR.
- PMS warming was spatially more uniform and instead dominated by $T_{\text{max}}$ changes. Projected patterns within the UIB suggested a decreasing (increasing) DTR over high-altitudes (low-altitudes) through $T_{\text{min}}$ ($T_{\text{max}}$) changes.
- A remarkable low-warming (inter-model) consensus, particularly over the UIB, appeared during the MS. The projected changes suggested a small increase in seasonal TDR over the UIB, driven mainly by the $T_{\text{max}}$ changes.
- Over the seasons, a strong (weak) warming appeared over the northwestern high-altitude (lower-elevations of the southern Himalays) regions. In addition, the increased warming during the westerly-dominated seasons seems to mask low-warming MS patterns over the UIB. Thus, the UIB will experience substantial warming for mean temperature that follows EDW- a pattern consistent with earlier studies e.g., [38]. High warming during the post-monsoon period, e.g., [40], may further increase year-round heating (MS masking) over the UIB.
- Increased inter-model spread within the UIB indicated more uncertainty about ensemble warming and the possibility of even greater PMS (up to 4 °C) and MS (up to 1 °C) warming for both temperatures. Better performing GCMs further confirmed higher warming compared to MMEs signals. Such uncertainties highlight the terrain complexities and observational lackings.
- Contrary to the UIB, the projected warming over different Lower Indus regions (with more uncertainty) was in line with those studies that implemented basin-wide analysis, e.g., [4,77]. A combination of simplified topography (lesser interpolation errors) and reduced need for lapse rates may govern such warming similarities. These regions have a stronger mesoscale land-atmosphere coupling, e.g., [83], which CMIP5 models may not adequately represent due to coarser resolution. Hence more uncertainty prevails over the Lower Indus. The projected precipitation decrease, e.g., [63,77], strengthening of future land-atmosphere coupling, and more decisive influence of the warming oceans in the southwestern and southern regions may largely explain the warming patterns and uncertainty in Lower Indus regions.

Future warming will substantially increase water demand in the Lower Indus. A combination of increased melting, favorable precipitation projections over the UIB, e.g., [40,43], and efficient regulations, e.g., [41], may support such rising water demands in the future. Increased liquid precipitation during the WS and PMS will significantly increase the river flows [33] before the primary rainy season. When combined with projected MS extremes, e.g., [78], such high river flows may also increase flooding risk in the region.

The prevailing temperature over the cryosphere-dominated HA regions remains well below the freezing point, e.g., [20]. Therefore, smaller $T_{\text{max}}$ warming during the
primary melt season (MS) may not drastically influence glacial stability even under RCP8.5. Projected precipitation increase over high-altitude regions, e.g., [8,36], may further support glaciers through cloud and albedo feedbacks along with moisture nourishment. In addition, higher warming during the WS and PMS may promote the downslope of debris [87], which, together with favorable energy-moisture input during the MS, e.g., [36], may also support regional glaciers. Thus unlike other studies, e.g., [11], increased future water availability in the basin remains possible without rapid glacial retreats.

The aerosol forcing also reduces MS warming [82]. We argue that future aerosol loadings may increase, e.g., [88,89], particularly over the high-mountains. Increased Arabian Sea contributions during the projected MS precipitation over these mountains [43] and increased aridity over the Indian plains under drying PMS may increase salt, e.g., [90] dust loads over the UIB, respectively. Increased evapotranspiration during the PMS and WS may also enhance atmospheric moistures to create cooling tendencies over the UIB through direct (cloud shading) and indirect aerosol influences (cloud albedo), e.g., [91]. Land use changes in favor of infrastructure developments may also enhance future inorganic aerosols. Both Norwegian models that better represent aerosol dynamics, e.g., [92], mostly projected the least MS warming to support our argument. The WS smog over the plains in recent observations may move into the UIB to increase shading and partly justify the rising \( T_{\text{min}} \).

Therefore, analyzing future aerosol contributions may reveal crucial insights for explaining the actual climate response of the UIB under future scenarios. However, understanding the complex glacial dynamics, where heat advection, black carbon depositions, and rapid land use changes also exert influences, a rapid retreat may also be possible. Further high-altitude observations would be required to precisely model the cryosphere response.

Our analysis has some limitations. For example, a relatively small GCM-ensemble, inter-model similarities, e.g., [93], stationarity assumption for future projections, e.g., [94], and using precipitation regions for temperature downscaling may influence the validity of our analysis. Pomee and Hertig [64] discussed the regional relevance of our GCM-ensemble despite its smaller size. We checked the RR’s effectiveness for temperature analysis and found a very high correlation (>0.75) with regional centroids in almost all cases. Therefore, using precipitation regions was justified and rather advantageous to have a consistent moisture-energy perspective on the same fine scales to simultaneously assessing their influence on regional hydrology. Pomee et al. [43] discussed the possibility of extending projections beyond the observations and over the transboundary regions. The average statistical downscaling error of about 1 °C (Table 2) may further reduce the projection reliability in different seasons. We aimed to minimize these errors through multiple considerations in our cross-validation framework taking into account the high climate variability in the basin and the observational constraints to train the models. However, these errors have to be kept in mind when evaluating the magnitude of the climate change signals derived from the models.

Still, further research efforts are needed to analyze this highly complex region, e.g., by advancing the high-altitude observation network for model development and validation and using the latest CMIP6 dataset that may offer more (independent) models with complete predictor data. Ideally, an ensemble of good and bad models may provide interesting insights, e.g., [93,95], about future climate changes. We also suggest lapse rates derived through regionalization schemes may provide more realistic inferences of glacial stability as the glacial response depends on climatic and geographical factors (e.g., relief, orientation, and debris cover) that vary widely in the region, e.g., [96].

Such space-time differentiated lapse rates will provide a more realistic and differentiated climate perspective in the region for supporting regional adaptations.
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Appendix A. GCM Ranking and Model Uncertainty

Following stepwise procedure is adapted to rank the GCMs in terms of their ability to simulate temperature governing circulations (of the ERA-Interim reanalysis) during the overlapping historical period (1979–2005):

(I) Initially, S-mode PCA is performed (Section 3.2) on every governing predictor (Table 1) of the individual GCMs to extract the same number of PCs as from ERA-Interim.

(II) Subsequently, the model PC loadings are compared with corresponding ERA-Interim loadings (separately for each GCM) using Taylor diagrams (Taylor, 2001). A simple performance score (PS) derived by using two of the three summary statistics of the
Taylor diagrams is developed to quantify the correspondence. Mathematically, the PS is
\[ PS = |CR| - |NSD - 1| \]  \hspace{1cm} (A1)
where \( PS \) = performance score. For a perfect predictor agreement, \( PS = 1 \). \( CR \) = pattern correlation between the reference (ERA-Interim) and model (GCM) loadings. For a perfect phase match, \( CR = 1 \). \( NSD \) = normalized ratio of variance (standard deviation of the reference and model loadings). Ideally, the \( NSD \) should also take the value 1. Under ideal conditions, the \( PS \) will attain its maximum value due to the maximization of phase correspondence (i.e., \( CR = 1 \)) and the same magnitude of predictor spread (i.e., the term \( NSD - 1 \) becomes zero) between the reference and model simulations. Similarly, a smaller \( PS \) value will show a weaker predictor correspondence. The magnitude of the \( PS \) will also intuitively influence the third summary statistics (i.e., standardized RMSE), where its maximum value (\( PS = 1 \)) will ensure zero error. Conversely, the smaller values (\( PS < 1 \)) will reflect higher errors, though not following a clear linear trend due to the typical relationships among these three summary statistics, see [72]. Thus, the \( PS \) contains useful information about the strength of correspondence between the reference and model-simulated fields and can be used to identify the best-matching pairs for every governing predictor.

(III) We draw two separate sets of Taylor diagrams for each precipitation region and season. The first set of diagrams uses \( PS \) to identify the best \( PC \) match between reference and modeled \( PC \)s of a given predictor (separately for each GCM). In this context, we evaluate all modeled loadings of a predictor against a reference loading. The reference-model pair, which shows the highest \( PS \), is selected as the best GCM-\( PC \) for that particular reference. This process is repeated for all other \( PC \)s and predictors that appear in the final regression models used for downscaling. Subsequently, all best-matching (individual) \( PC \)s of different predictors are grouped into the second set of Taylor diagrams (separately for each GCM) to assess the ability of the GCMs in representing ERA-Interim precipitation predictors over a region. The summary statistics of the second Taylor diagram is used to compute the average \( PS \) for each GCM and is termed as unweighted \( PS \) due to equal weighting of each \( PC \) in its computation.

(IV) Given that each \( PC \) has a different influence in a regression model, we adapted (absolute) regression coefficients of the \( PC \)s as weights and computed the weighted \( PS \). Thus, a model with the highest (lowest) weighted \( PS \) score can be identified as the best (worst) GCM due to its improved (poor) simulations for more important predictors.

(V) This process (step I to IV) is repeated for all sub-regions to identify the best regional GCM in different seasons. Finally, we consider GCM performance over multiple regions to identify models that show superior simulations over the whole spatial scales of the UIB and LI, respectively. We prefer a GCM that performs well in multiple regions. This spatial consideration is important since an outlier may strongly influence the \( PS \) of a model (e.g., very high \( PS \) just over one sub-region). Source: [43].
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