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Abstract—Motivated by the heterogeneous nature of devices participating in large-scale federated learning (FL) optimization, we focus on an asynchronous server-less FL solution empowered by blockchain technology. In contrast to mostly adopted FL approaches, which assume synchronous operation, we advocate an asynchronous method whereby model aggregation is done as clients submit their local updates. The asynchronous setting fits well with the federated optimization idea in practical large-scale settings with heterogeneous clients. Thus, it potentially leads to higher efficiency in terms of communication overhead and idle periods. To evaluate the learning completion delay of BC-enabled FL, namely FLchain, we provide an analytical model based on batch service queue theory. Furthermore, we provide simulation results to assess the performance of both synchronous and asynchronous mechanisms. Important aspects involved in the BC-enabled FL optimization, such as the network size, link capacity, or user requirements, are put together and analyzed. As our results show, the synchronous setting leads to higher prediction accuracy than the asynchronous case. Nevertheless, asynchronous federated optimization provides much lower latency in many cases, thus becoming an appealing solution for FL when dealing with large datasets, tough timing constraints (e.g., near-real-time applications), or highly varying training data.
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I. INTRODUCTION

A. The rise of federated learning

Motivated by the decentralization of machine learning (ML) training, federated learning (FL) has emerged as a popular solution by providing low communication overhead and enhanced user privacy and security [1]. Different from traditional ML methods, with training data centralized in data centers, FL proposes an innovative scheme whereby training is held at end devices (also referred to as clients) without the need for data exchange. Instead, model parameters are exchanged to optimize a global function distributively, which allows for preserving privacy among participants.

Federated optimization has opened the door to an unprecedented way of sharing insights on data among interested parties (e.g., users with sensitive information or organizations that are reluctant to disclose proprietary data), thus accelerating the proliferation of collaborative ML models with rich datasets. Accordingly, FL may represent a key enabler for efficiently and securely handling the vast quantity of information that is now used for monitoring, controlling, and optimizing operations in different sectors. Examples can be found in different areas, such as medicine [2], [3] and telecommunications [4].

In the telecom sector, the emergence of ML for networking has led to an increasing need for handling massive amounts of data [5], so FL can potentially reduce network congestion while preserving privacy [6]. Some prominent use cases are autonomous driving [7], unmanned aerial vehicle (UAV)-based wireless networks [8], edge computing [9], or Internet-of-Things (IoT) intelligence [10].

B. Motivation

Despite the huge interest in FL, its mainstream setting has a number of disadvantages that prevent adoption in challenging (real-world) scenarios with thousands to millions of heterogeneous nodes. Such limitations stem from the centralized orchestration of FL, whereby a server is responsible for gathering FL local updates, aggregating them to generate a global model output, and sending the model back to clients.

To tackle the serious implications of centralization in FL (summarized in Table I), blockchain has recently emerged as an appealing solution thanks to key properties like decentralization, immutability, traceability, and security [11]. First, blockchain is based on distributed ledger technologies (DLT), which allows disregarding the figure of the central server to hand over the control to a decentralized network, with the positive consequences that this brings to FL (e.g., improving resilience, removing the single point of failure). As for the FL operation, the decentralization property of blockchain is very useful to mitigate the impact of stragglers [12], which are slow nodes that hamper the learning procedure by incurring high waiting delays. Blockchain naturally leads to an asynchronous FL operation [13], whereby FL devices can concurrently write and read the contents of a distributed ledger without coordination, thus reducing the iteration time while providing high accuracy [14], [15]. Likewise, together with transparency and auditability, decentralized blockchains enhance democratization and ensure fairness to the FL operation.

Additional benefits of blockchain for FL are related to security and privacy. In particular, a blockchain concatenates blocks of information through advanced cryptography techniques, which allows for providing immutability [16]. For instance, by combining hashing techniques (e.g., SHA-256) with digital signatures, mining mechanisms like Proof-of-Work (PoW) allow the creation of tamper-proof sequences of blocks. Thanks to the chaining of blocks through hashing, any slight change in data generates an avalanche effect that...
invalidates the rest of the chain. Immutability and transparency are also very important to keep track of the training procedure in FL, which enhances trustworthiness and contributes to explainability. Other unresolved security issues in traditional FL lie in data integrity and privacy. The fact is that malicious nodes can inject incorrect data to hamper the training operation or can infer sensitive information from raw data exchanged during the FL procedure. Blockchain can solve these issues in different manners. One prominent way stems from collective monitoring, which would allow any participant to detect and report malicious activities. In [19], for instance, smart contracts are used for rewarding FL participants that verify the model gradients submitted to the blockchain.

Finally, another important issue in FL is the lack of incentives for participation, given that some FL devices may decide not to participate in the training operation to save computational resources or not to help competitors by sharing insights on their data. Such a lack of participation can have negative implications on the scalability of FL, so as in the achieved model’s accuracy [20]. In this regard, blockchain provides a suitable environment to incentivize participation, as it is built upon embedded economic incentives (e.g., transaction fees) and programmable agreements [21]. Related to incentives in blockchain-enabled FL, game theory has been shown to be an appealing solution for optimizing aspects like model accuracy, completion time, or energy consumption [22].

| Issue in centralized FL | Solution provided by blockchain |
|------------------------|---------------------------------|
| Straggler nodes [12]   | Decentralized and asynchronous |
|                        | data writing/reading operations [14], [15] |
| Lack of democratization and learning bias [23] | Pure decentralized control [23] |
| Security bottleneck [18] | Tamper-proof properties, data integrity, and strong network resilience [25] |
| Participation of malicious nodes (e.g., local model poisoning [17]) | Data verification and network consensus for banning malicious participants [19] |
| Privacy issues [18]    | Enhanced privacy via digital signatures and anonymity [26] |
| Lack of participation [20] | Mechanisms for incentivizing participation through rewards [21] |

Due to the apparent benefits provided by blockchain to FL, its implementation has recently led to a new paradigm named FLchain [27], [28], built on the foundations of decentralization, democratization, security, scalability, and trust. The introduction of blockchain to FL applications has, however, well-documented weaknesses [29], including scalability, storage, and security aspects. Although blockchain removes the figure of the server and its associated computation and communication costs, it entails other non-negligible operational overheads (e.g., related to mining [30]). For that reason, the analysis and evaluation of blockchain FL are crucial for assessing the future and feasibility of FLchain solutions.

C. Contributions

To contribute to shedding light on the feasibility of FLchain, in this paper, we focus on performance and scalability aspects. To this end, we first develop an analytical model for characterizing the end-to-end FLchain latency, including the new set of delays incurred by blockchain technology. Based on the latency model, we evaluate the server-less FLchain operation and delve into the asynchronicity inherited from blockchain decentralization. The asynchronous FLchain solution (namely, a-FLchain) is compared with a synchronous implementation of blockchain-enabled FL (namely, s-FLchain), which can be seen as a realization of traditional FL, but without the figure of the central server. The evaluation provided in this paper allows studying the trade-off between the training time and achieved accuracy. While s-FLchain potentially achieves high accuracy, a-FLchain provides timely ML optimizations in large, heterogeneous deployments. The contributions of this paper are summarized as follows:

1) We provide a tutorial-type overview of the integration of blockchain and FL technologies, namely FLchain.
2) We develop an analytical framework to derive the blockchain latency associated with FLchain, which can be applied to both synchronous and asynchronous settings. A key aspect of the proposed framework is the batch-service queue model for measuring the queuing delay in a blockchain system, which is essential to capture asynchronous model updates.
3) We evaluate the performance of FLchain solutions, including the synchronous (s-FLchain) and asynchronous (a-FLchain) training settings, through extensive simulations. Our focus is on the learning completion time and achieved accuracy. The analysis also serves to study the effect that blockchain parameters have on server-less FL. In particular, we adopt the EMNIST [31] dataset to evaluate two different federated models, which range from low to high complexity.

The rest of the paper is structured as follows: Section II overviews the related work on implementations and characterization of FLchain. Section III introduces FL and blockchain technologies, as well as the FLchain paradigm. Section IV describes the system model and Section V provides the latency framework for FLchain. Section VI provides numerical results of FLchain. Section VII concludes the paper.

II. RELATED WORK

With the emergence of infrastructure-less network scenarios, FL optimization is moving out of the central server to be handled in a decentralized manner [32], [33]. To enable decentralized server-less FL, blockchain technology has been introduced as an appealing solution, providing trust, transparency, and immutability [34], [35]. In this regard, the concept of FLchain was firstly coined in [27], [28], where blockchain was proposed to store model updates in blocks, therefore removing the figure of the central server. FLchain has been embraced for 5G and beyond applications [36], including use cases such as data sharing in industrial IoT [37], enabling data-driven cognitive computing in Industry 4.0 [38], or enhancing trust in autonomous vehicles [39], [40] (e.g., mobility verification, traffic prediction).

FLchain can be implemented both in synchronous or asynchronous modes, depending on how local models are transferred and the degree of cooperation of FL devices. In the
synchronous setting, before generating a block, all the local models need to be gathered from the set of selected FL devices. This, while providing control, may entail high latency overheads, as the FL iteration time is determined by the slowest user. The straggler effect can be worsened in heterogeneous networks, where devices have different communication and computation capabilities [41]. Moreover, generating large blocks (including information from a huge number of users) contributes to the instability of the blockchain, given that forks are more likely to occur as the block propagation time increases [42]. As a result, including many synchronized local updates in a single block (as done in [43], [44]) may lead to severe performance issues as the number of participating FL nodes increases. Regarding asynchronous FLchain [45], [46], it has been shown to provide significant latency improvements in heterogeneous settings concerning synchronous algorithms [47]. In fact, the FL asynchronous operation fits well with FLchain implementations, given the distributed nature of blockchain systems (e.g., public blockchains running PoW). For instance, the works in [36], [48] proposed a PoW-based asynchronous FLchain solution for data sharing among vehicles. In this scenario, real-time communication becomes very challenging due to vehicles’ unavailability and potential bandwidth constraints, so asynchronous operation is a better fit, compared to synchronous solutions.

In the literature, we find several works analyzing and evaluating various FLchain solutions. In [45], an end-to-end latency model is provided by identifying the necessary steps both for FL (compute model updates, transmit updates, and model aggregation) and blockchain (mining, validation, and block propagation). Similarly, the work in [39] follows a step analysis to derive the delay incurred by the blockchain to FL training. Another relevant work is [49], which analyzes the transaction confirmation latency of an asynchronous blockchain-enabled FL application for IoT.

Different from existing works, our approach provides a more detailed blockchain delay analysis, including the queuing delay and the effect of both forks and timers, which have a notorious impact on the transaction confirmation time. Similarly to what we previously proposed in [50], in this paper, we develop a novel batch-service queue model to characterize the latency of FLchain. Blockchain queue theory is an emerging field that has been recently introduced in [50], followed by the approaches in [51]–[53]. The work in [50] proposed a batch service queue model to understand the stochastic behavior of the transaction-confirmation process in Bitcoin. In a batch service queue, packets leave the queue in batches, rather than individually. This property is useful to capture the life-cycle of transactions in a blockchain, which are gathered before being served (mined). The batch-service queue approach has been further extended and evaluated in [51], [52]. Unlike the existing literature on batch-service queuing, our model characterizes timers and forks. While timers are employed to guarantee a maximum time between mined blocks, forks are a direct consequence of the consensus protocol used by miners. As a result, disregarding the effects of timers and forks may lead to poor accuracy when deriving the blockchain queue status (e.g., the number of transactions in it) and the expected delay.

III. ENABLING SECURE, DECENTRALIZED FEDERATED LEARNING THROUGH BLOCKCHAIN

A. Federated learning

Formally, the goal of an FL algorithm is to solve a supervised learning optimization problem in a distributed (federated) manner. To that purpose, a set of \( K = \{1, 2, ..., K\} \) clients attempt to simultaneously optimize the global model parameters \( w \in \mathbb{R}^d \) by using their local data \( D_k \) with size \( N_k \). Clients’ local losses, given by \( l_k(w, D_k) \), are combined to minimize a global finite-sum cost function \( l(\cdot) \):

\[
\min_{w \in \mathbb{R}^d} l(w) = \min_{w \in \mathbb{R}^d} \sum_{k=1}^{K} \frac{N_k}{N} l_k(w, D_k) \tag{1}
\]

To address the optimization problem in Eq. (1), in traditional FL, a server iteratively interacts with clients that, in each iteration, provide local model updates that result from training on local (unshared) datasets. In a FL iteration, the server pushes a global model (e.g., parameters) to a set of clients, which perform on-device training (e.g., training a neural network for several epochs, based on different local data partitions) and upload their model updates. Once model updates are collected and aggregated by the server, a new global update is calculated. More iterations are run until convergence.

The federated averaging (FedAvg) method [54] has been widely adopted to address FL optimization, mostly because of its effectiveness for non-convex problems and to its ability to reduce the communication overhead for synchronized stochastic gradient descent (SGD). In FedAvg, FL clients run multiple epochs of SGD before sending their locally computed gradients to the server, which updates the global model accordingly. As for the aggregation of model parameters, this is typically done by a central server (as illustrated in Fig. 1), which collects and averages clients’ updates to generate a global model. Beyond FedAvg, other optimization mechanisms like FedSGD or FedProx have been proposed to improve on convergence and efficiency aspects in FL [55].

![Fig. 1. Model aggregation in federated learning. Clients submit local models to the server, which are then aggregated through averaging.](image-url)
Another important aspect of federated optimization lies in the communication with/among clients (either for client-server or decentralized D2D architectures), as convergence depends on the acceptance of a general model over a typically high number of different local distributions. For synchronized methods to achieve consensus, assumptions such as IIDness (statistical heterogeneity on clients’ data) or strong convexity of the loss function (to be twice-continuously differentiable) are typically required [2], [56], [57]. However, these properties may not hold in more challenging scenarios, where datasets are heterogeneous, clients’ availability is highly variable, or updates are provided asynchronously [45], [58]. Under these circumstances, it is challenging to provide convergence proofs, but several works advocate for speeding up performance through complementary tools like estimating the missing local updates through DL [56].

B. Blockchain technology

Blockchain is a type of DLT that collects information in the form of transactions, which are gathered in blocks that are chained one after the other based on advanced cryptographic techniques. In essence, each block uses the hash value from the previous block to define its own structure (the first block is referred to as genesis block), thus leading to a tamper-proof sequence of information. To agree on the status of the chain (e.g., when adding a new block), a set of participating nodes (typically referred to as miners) apply certain predefined operations (e.g., solving a mathematical puzzle), commonly referred to as mining. In addition, the implementation of consensus protocols (e.g., longest chain) ensures that any malicious change on data (e.g., for double-spending purposes) would not be accepted by the majority.

Figure 2 summarizes the steps carried out to add transactions to a blockchain. First (point 1, in blue), users submit transactions to the miners, which are responsible for validation and propagating them to the rest of the miners (point 2, in red). Once a new block is ready to be appended to the blockchain, miners run a given mining algorithm for deciding the node responsible for updating the chain. In the example shown in the figure, Miner #3 wins the mining competition and appends a block to its ledger (point 3, in green). Finally, the newly generated block is propagated throughout the P2P blockchain network (point 4, in yellow). Regarding the mining operation, it is important to notice that forks may occur if two or more miners come across the solution of a block at the same time, which may lead to ledger inconsistencies across miners. When a fork occurs, the longest chain prevails and invalidates the transactions included in secondary chains.

As noticed, mining and consensus are the core of blockchain technology since they allow for securely and reliably exchanging data in a decentralized (and sometimes unreliable) network. Some of the most important mining mechanisms are Proof-of-Work (PoW) [11], Proof-of-Stake (PoS) [59], Practical Byzantine Fault Tolerance (PBFT) [60], or Ripple [61]. Throughout this work, we focus on PoW since it provides a high level of decentralization and raises interesting challenges in large-scale blockchain deployments.

C. Blockchain for federated learning (FLchain)

The realization of server-less FL through blockchain technology is often referred to as FLchain [24], [27]. In FLchain, a blockchain keeps track of the individual model updates (e.g., gradients), which allows performing model aggregation without using a central server. Notice that the global model can be built either by the clients or by some intermediary nodes (e.g., edge servers acting as miners), which allows for a fully decentralized learning procedure. In [43], for instance, the local FL model updates are included in blocks, to be later aggregated by individual devices. In contrast, in [62], local updates are first spread and pre-processed by miners using Gossip, and then global updates are recorded in blocks.

Taking into account the integration of blockchain into the FL operation, we identify the following iterative steps, which are executed either synchronously or asynchronously:

1) Local computation: using local data, each client updates the model parameters by running a certain optimization mechanism (e.g., SGD).

2) Transactions gathering: the local model updates generated by clients are sent to miners in the form of transactions, which are spread throughout the entire P2P network.

3) Block generation: once enough valid transactions are collected (determined by the maximum block size), or if a maximum waiting time is exceeded, a candidate block is generated to be mined.

4) Block mining: a mining operation (e.g., solving a puzzle) is applied to decide the next block to be appended to the blockchain.

5) Block propagation: the mined block is propagated throughout the P2P network. For the sake of simplicity, we assume that blocks are simultaneously sent to all the clients once they are valid and accepted by all the miners.

6) Global model aggregation: using the information included in accepted blocks (i.e., local model updates), a global model update is derived. This step could be done locally or by devices with enough computational power (e.g., edge servers). In [43], [62], for instance,
each client updates the global model by itself.

7) **Block download:** clients download the latest block from the closest miner, which contain the global model update, \(w^{t+1}\).

The FLChain operation from the perspective of a miner is illustrated in Fig. 3 and applies for both synchronous and asynchronous settings. Notice that local model training is carried out by FL devices either in parallel (a-FLchain) or along with miners’ operations (s-FLchain). In s-FLchain, FL devices need to wait for the latest block to start the computation of a new local update. Likewise, the block size \((S_B)\) needs to be adapted in s-FLchain to accommodate all the participating clients in a single block (which contains the global model). In a-FLchain, in contrast, clients perform local computation and submit local updates asynchronously, thus working in parallel to the blockchain. A new block is generated when the maximum block size \((S_B)\) is reached, or when a predefined waiting timer \((T)\) expires.

![Flowchart](flowchart.png)

**Fig. 3. Flowchart of FLchain miner’s operation.**

IV. **System Model**

A. **Federated learning model**

Let \(\mathcal{K} \) (with size \(K = |\mathcal{K}|\)) be a set of clients or learners attempting to optimize a global model \(w \in \mathbb{R}^d\) by minimizing a loss function \(l(w)\). Each client \(k \in \mathcal{K}\) has a local dataset \(\mathcal{D}_k\) of size \(N_k\), which is a subset of the entire dataset (of size \(N\)) available across all the clients \(\mathcal{X} = \bigcup_{k=1}^{K} \mathcal{D}_k\). During \(t \in \{1, 2, \ldots, T\}\) iterations, a subset of clients \(\mathcal{K}_t \subseteq \mathcal{K}\) with computational power \(\xi_{fl}^k\) is sampled to compute local model updates \(w_{k}^{t+1}\), \(\forall k \in \mathcal{K}_t\), which are later aggregated to provide a global model update \(w^{t+1}\). The FL operation stops after an arbitrary horizon or when \(|l(w^t) - l(w^{t-1})| \leq \varepsilon\), being \(\varepsilon \in \mathbb{R}\) a small error tolerance constant.

FedAvg with SGD is applied to compute the global model parameters. Under this setting, clients run \(E\) epochs of SGD on their local data. In the traditional FL setting, local updates are sent to the server. In contrast, for FLchain, the updates are included in candidate blocks to be mined. For a single epoch, the local model parameters are updated by client \(k\) as follows:

\[
w^{t+1}_k = w^t - \eta_k \nabla l_k(w^t, D_k),
\]

where \(\eta_k\) is the learning rate for local updates (we use \(\eta\) for global updates), and \(\nabla l_k(w^t, D_k)\) is the average loss gradient of client \(k\), based on the local dataset \(D_k\), with respect to the global model \(w^t\). By aggregating the local updates \(w^{t+1}_k\), \(\forall k \in \mathcal{K}_t\) from the clients participating in an FL round, a new global model is provided as follows:

\[
w^{t+1} = \frac{1}{N} \sum_{k \in \mathcal{K}_t} N_k w^{t+1}_k,
\]

Notice that the contribution of each participating client is weighted by the size of its dataset, but other approaches are possible. One prominent alternative is FedProx [41], which performs model aggregation by considering partial contributions from heterogeneous nodes. FedProx has been shown to be superior to FedAvg in the presence of stragglers.

B. **FLChain model**

We consider a public blockchain for publishing the FL local parameters in the form of transactions, each of size \(S_t\), to be aggregated in blocks of size \(S_B\) (including headers). The P2P network maintaining the blockchain is formed by a set \(\mathcal{M} = \{1, 2, \ldots, M\}\) miners, each one running PoW in parallel. Miners are considered to be at the edge of the network, so that they can collect transactions (i.e., model updates) from clients. Moreover, communication among miners is done through a mesh network. In PoW, the first miner to correctly solve and propagate the answer of a puzzle is allowed to create a new block for the blockchain, which is to be accepted by the majority of blockchain nodes. Other mechanisms in the literature [63] suit a wide range of applications (e.g., public/private governance, small/big P2P networks, high/low transparency, etc.), but PoW grants a high degree of decentralization and offers robustness in massively operated blockchains.

As a result of the PoW operation, the performance of the blockchain can be hindered by forks. A fork is a split of the blockchain into different states, and can potentially compromise the overall agreement among participants, and thus threaten stability. Forks typically occur when two or more miners solve the nonce of a candidate block almost simultaneously, i.e., before the block has been propagated by a single miner. For a fixed mining difficulty \((D)\) and miners’ computational power \((\xi_m^M)\), assuming the synchronous operation of \(M\) miners and given the block propagation delay \(\delta_{bp}\) (see the following sections for more details), we define the fork probability as:

\[
\rho_{fork} = 1 - e^{-\lambda(M-1)\delta_{bp}}
\]

Note that the mining procedure, as widely adopted in the literature [64], follows an exponential distribution with parameter \(\lambda\) (the expected block generation time is \(1/\lambda\), so the
time between mined blocks can be represented by a Poisson inter-arrival process.

The synchronous and the asynchronous versions of FLchain, s-FLchain and a-FLchain, are described in detail in Algorithm 1 and Algorithm 2, respectively.

Algorithm 1: Implementation of s-FLchain

```
1 Initialize: $t = 1$, $\eta_i$, $\eta_j$, $w^t = w^0$, $\varepsilon$
2 while $|l(w^t) - l(w^{t-1})| > \varepsilon$ do
3     $K_t \sim U(K)$ \ sample random clients from $K$
4     for all $k \in K_t$ (in parallel) do
5         Download $w^t$
6         $w_{k}^{t+1} \leftarrow$ LocalUpdate($w^t$, $E_i$, $\eta_i$, $D_k$)
7         SubmitLocalUpdate($S_{t}$, $C_k$)
8     end
9     MineBlock($\lambda$)
10    PropagateBlock($S_B$, $C_{P2P}$)
11    $w_{t}^{t+1} \leftarrow$ GlobalUpdate($w^t$, $w_{t}^{t+1}$, $\eta$)
12    $t \leftarrow t + 1$
13 end
14 LocalUpdate($w^t$, $E_i$, $\eta_i$, $D_k$): $E$ epochs of SGD are executed to optimize $l_k(\cdot)$
15 GlobalUpdate($w^t$, $w_{k}^{t+1}$, $\eta$): the server aggregates the local updates $w_{k}^{t+1}$ to generate a global model $w^t$
16 SubmitLocalUpdate($S_{t}$, $C_k$): transactions with size $S_{t}$ are sent through a link with capacity $C_k$
17 MineBlock($\lambda$): blocks are mined with block generation rate $\lambda$
18 PropagateBlock($S_B$, $C_{P2P}$): blocks with size $S_B$ are sent through a link with capacity $C_{P2P}$
```

In s-FLchain, miners must wait for all the local updates before building a block. As for a-FLchain, the waiting time is affected by the transaction arrivals and the maximum waiting time $\tau$, among other parameters. In particular, we model the arrivals process through a Poisson distribution with parameter $\nu$, which is a function of the clients’ activity (it depends on the size of their local datasets and their computation and communication capabilities). We define $\nu$ as follows:

$$\nu = \sqrt{K \left(E[\delta^\mathrm{DL}] + N_k \xi^\mathrm{FL} + E[\delta^\mathrm{UL}])\right)^{-1}},$$

where $\delta^\mathrm{DL}$ and $\delta^\mathrm{UL}$ are random variables characterizing the delays to download the global model in a block and to upload a local update in the form of a transaction, respectively, and $\xi^\mathrm{FL}$ is the required amount of CPU cycles to process a single FL training data point. We would like to remark that the parameter $\nu$ is hard to estimate because it depends on the transaction confirmation latency, which also depends on $\nu$. Notice that submitting a transaction (a model update) to the blockchain is a blocking process from the point of view of a single node: once a transaction is submitted, it needs to wait until the next mined block before generating a new local update (a global model update is required before computing and submitting the next local update).

In a-FLchain, the waiting time is $\xi^\mathrm{FL}$ is the required amount of CPU cycles to process a single FL training data point. We would like to remark that the parameter $\nu$ is hard to estimate because it depends on the transaction confirmation latency, which also depends on $\nu$. Notice that submitting a transaction (a model update) to the blockchain is a blocking process from the point of view of a single node: once a transaction is submitted, it needs to wait until the next mined block before generating a new local update (a global model update is required before computing and submitting the next local update).

C. Communication model

We consider $P$ orthogonal wireless channels under frequency division multiple access (FDMA) for supporting the communication among clients and miners. For a given transmitter-receiver pair $\{i, j\}$, the data rate of the link $R_{i,j}$, depends on the bandwidth $b_i$ allocated to the transmitter and the signal-to-interference-plus-noise ratio (SINR), $\gamma_j$, at the receiver:

$$R_{i,j} = b_i \log_2(1 + \gamma_j)$$

The SINR at node $j$ can be expressed as follows:

$$\gamma_j = \frac{P_i G_{i,j}}{\sum_{l \neq i,j} P_l G_{l,j} + \sigma_0},$$

where $P_i$ is the power used by transmitter $i$, $G_{i,j}$ is the channel gain, and $\sigma_0$ is the noise power. Regarding the path-loss model, the loss at distance $d$ is given by:

$$PL(d) = P_t - PL_0 + 10 \log_{10}(d) + \frac{d \cdot \delta}{10^2},$$

where $P_t$ is the power at the output of the transmitter’s antenna, $PL_0$ is the loss at the reference distance, $\alpha$ is the path-loss exponent, $\sigma$ is the shadowing factor, and $\delta$ is the obstacles factor. As for the links among miners in the P2P network, they are assumed to have fixed capacity.
V. DELAY ANALYSIS OF BLOCKCHAIN-ENABLED FEDERATED LEARNING

A. FLchain iteration latency

To measure the necessary time to perform the s-FLchain and a-FLchain procedures defined in Section II-C, we identify the following delays:

1) **Block filling delay** ($\delta_{bf}$): a block is filled with transactions (i.e., local updates) from clients. This includes local model computation (clients run gradient descent on their own dataset to update the local model) and local model upload (clients submit their local updates to the closest miner).

2) **Block generation delay** ($\delta_{bg}$): miners run PoW to find the block’s nonce, or until receiving a new valid mined block.

3) **Block propagation delay** ($\delta_{bp}$): mined blocks are propagated throughout the entire P2P network. We assume that all the miners receive the propagated blocks simultaneously.

4) **Global model aggregation delay** ($\delta_{agg}$): a global model update is generated by aggregating the local updates from the latest mined block. The aggregation procedure can either be done by clients (fully decentralized) or by miners (edge computing-based). In case aggregation is performed by clients, the block download procedure is done first.

5) **Block download delay** ($\delta_{bd}$): clients download the latest propagated block from miners, containing either the local updates from the previous iteration or the updated global model, depending on the model aggregation approach.

Gathering all the delays in FLchain, and by taking into account the negative implications of forks, we define the expected iteration time ($T_{iter}$) as:

$$T_{iter} = \frac{\delta_{bf} + \delta_{bg} + \delta_{bp}}{1 - \rho_{fork}} + \delta_{agg} + \delta_{bd},$$

(9)

Notice that the block filling, the block generation, and the block propagation operations are affected by forks. Therefore, these steps may potentially be repeated in case conflicts arise.

B. Batch-service queue model for a-FLchain

In s-FLchain, all the devices are assumed to be synchronized, so the time for gathering transactions in a block is deterministic and depends on the slowest node:

$$\delta_{bf}^{sync} = \max_{k \in K}(\delta_{c}^{k} + \delta_{ul}^{k}),$$

(10)

where $\delta_{c}^{k}$ and $\delta_{ul}^{k}$ are the local computation and local model upload delays, respectively, at the $k$-th client. These delays depend on each device’s computation and communication capabilities.

In contrast, in a-FLchain, transactions are collected asynchronously, following a random distribution that depends on the clients’ activity. In particular, a block is generated when enough transactions have been collected by miners (which depends on the block size $S_B$), or when a maximum waiting time $\tau$ is exceeded. To capture the block filling latency in the asynchronous case, we focus on queue theory and derive the batch-service queue model illustrated in Fig. 4. As shown in the figure, the block filling procedure is determined by the block size $S_B$, the arrivals rate $\nu$, and by the maximum waiting time $\tau$. If the number of arrivals is enough for filling a block before $\tau$ expires, then a block with size $S_B$ is generated following PoW. Otherwise (the timer expires), a lower number of transactions than $S_B$ is included to the candidate block.

We model the states of a finite queue (with size $S$) through a Markov chain, with states indicating the queue occupancy (number of transactions) just before a departure. In particular, the state of the batch service queue at the $n$-th departure instant is given by:

$$q_n = \min\left\{q_{n-1} + a(q_{n-1}) - d(q_{n-1}), S - d(q_{n-1})\right\},$$

(11)

where $q_{n-1}$ is the state of the queue before the previous departure, $a(q_{n-1})$ is the number of new arrivals during the last inter-departure epoch, and $d(q_{n-1})$ is the number of packets delivered in a batch. The queue state after departures is illustrated in Fig. 5, which considers a simple example of a queue with $S_B = 2$.

As shown in the figure, the queue status at the beginning is $q_0 = 0$ (the queue is empty). During the inter-departure time, we observe an arrival, which occurred during the block generation period. In this case, $\tau$ expired before noticing any arrival during the block filling time, thus no packets are included in the mined block. During the next inter-departure period (starting from $q_1 = 1$) we find one more arrival that completes the block, so block generation is performed before the timer expires. Finally, a new arrival is noticed during the mining time, so the queue ends up in $q_2 = 1$. 

Fig. 4. Batch-service queue model for a-FLchain.

Fig. 5. Inter-departure states in a batch-service queue with $S_B = 2$. 
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As shown in the figure, the queue status at the beginning is $q_0 = 0$ (the queue is empty). During the inter-departure time, we observe an arrival, which occurred during the block generation period. In this case, $\tau$ expired before noticing any arrival during the block filling time, thus no packets are included in the mined block. During the next inter-departure period (starting from $q_1 = 1$) we find one more arrival that completes the block, so block generation is performed before the timer expires. Finally, a new arrival is noticed during the mining time, so the queue ends up in $q_2 = 1$. 

The departure probability distribution $\pi^d$ is obtained by solving $\pi^d = \pi^d P$ (with normalization condition $\pi^d 1^T = 1$), where $P$ is the transition-probability matrix for departure states. Assuming that arrivals and departures follow independent Poisson and exponential distributions, respectively, the transition probabilities in $P$, for any pair of states $(i, j)$, are obtained as follows:

$$ p_{i,j} = \begin{cases} \frac{\lambda}{\lambda + \mu} \left( \frac{\mu}{\lambda + \mu} \right)^j, & [i - d(i)]^+ \leq j < S - d(i) \\ 1 - \sum_{l=0}^{S-d(i)-1} p_{i,l}, & j = S - d(i) \\ 0, & \text{otherwise} \end{cases} $$

The first part of Eq. (12), $\frac{\lambda}{\lambda + \mu} \left( \frac{\mu}{\lambda + \mu} \right)^j$, indicates the probability of going from state $i$ to $j$, provided that the queue is not filled completely. This is obtained from the new distribution resulting from the combination of Poisson arrivals and exponentially distributed departures, i.e., $\int_0^\infty e^{-\lambda t} \frac{\mu}{\lambda + \mu} dt$. The second part, $1 - \sum_{l=0}^{S-d(i)-1} p_{i,l}$, instead, refers to the single case where the maximum queue length is reached, which also considers arrivals exceeding the total queue size. Finally, the last case depicts the set of non-feasible transitions (e.g., $j \geq S - d(i)$).

Next, we obtain the steady-state queue distribution $\pi^s$ by differentiating between the cases where the timer expires (with probability $\tau$) or not ($\tau$). First, the Poisson arrivals see time averages (PASTA) property is used when the timer does not expire, i.e., when blocks are filled with transactions. The cases where the timer expires are treated differently, and require to consider the probability of observing each possible number of packets in the queue on the conditional $\tau$ time is required to prepare a block. With that, we compute $\pi^s$ for states $s < S$ as follows:

$$ \pi^s = \frac{1}{\nu E[T]} \sum_{i=0}^{S-1} \pi^d_{i,i} \left( \sum_{j=0}^{S-d(i)-1} p_{i,j} \right), $$

where $E[T]$ is the expected inter-departure time, $\varsigma_{i,i}$ is the timer expiration probability from departure state $i$ ($\varsigma_{i,i} = 1 - \varsigma_{i,i}$), which is non-zero for $i < S_B$. The steady-state probability of finding the queue full is given by $\pi^s = 1 - \sum_{i=0}^{S-1} \pi^s$.

Finally, using Little’s law [65], the expected queue delay is computed as:

$$ \delta_{\text{sync}} = \frac{\sum_{s=0}^{S} s \pi^s}{\nu (1 - \pi^s)} $$

Notice, as well, that all the transactions included in the block(s) involved in forks are added twice to the blockchain. This is a worst-case scenario that has implications in the queue occupancy, thus contributing to increasing the queue delay. Nevertheless, the consistency among the set of transactions proposed by each miner relies on the underlying communication capabilities (i.e., how transactions are propagated throughout the P2P network), on the behavior of miners (e.g., malicious miners may temporarily hold transactions to mine the next block with higher probability), and on the incentives offered by each user willing to submit a transaction (e.g., paying a fee for including a transaction in the next block).

### VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of FLchain and provide insights on its suitability. First, we analyze aspects of the blockchain and assess the sensitivity of this technology on various important parameters, such as the arrivals rate ($\nu$), the block size ($S_B$), or the block generation rate ($\lambda$). Then, we evaluate both s-FLchain and a-FLchain solutions. The simulation parameters are collected in Table II.

| Parameter | Description | Value |
|-----------|-------------|-------|
| $S_B$     | Transaction size | 5 Kbts |
| $S_T$     | Block header size | 200 Kbts |
| $M$       | Number of miners | 10 |
| $\tau$    | Max. waiting time | 1,000 s |
| $S$       | Queue length | 1,000 |
| $d_{\text{min}}/d_{\text{max}}$ | Min/max distance client-BS | 0 / 4.15 m |
| $b$       | Bandwidth | 180 kHz |
| $G$       | Carrier frequency | 2 GHz |
| $G_t$     | Antenna gain | 0 dB |
| $F_t$     | Transmit power | 20 dBm |
| $F_{\text{ref}}$ | Loss at the reference dist. | 3.8dB |
| $\alpha$  | Path-loss exponent | 4.4 |
| $\sigma$  | Shadowing factor | 9.5 |
| $\Omega$  | Obstacles factor | 40 |
| $\bar{\xi}_\text{g}$ | Ground noise | 95 dB |
| $C_{\text{P2P}}$ | Capacity P2P links | 5 Mbps |
| $A$       | Learning algorithm | Neural Network |
| $n_l$     | Number of hidden layers | 2 |
| $a$       | Activation function | ReLU |
| $\sigma$  | Optimizer | SGD |
| $t$       | Loss function | Cat. Cross-Entropy |
| $\eta_0/\eta_1$ | Learning rate (local/global) | 0.001/1 |
| $\nu$     | Epochs number | 5 |
| $\beta$   | Batch size | 20 |
| $\xi_{\text{CPU}}$ | CPU cycles to process a data point | $10^{10}$ |

#### A. Blockchain queue delay

Fig. 6 shows the average queue performance, including the expected delay, average occupancy, and fork probability, for different block generation rates, block sizes, and arrival rates. As expected, the queue occupancy decreases as $\lambda$ increases, which allows processing transactions faster. However, the fork probability also increases with $\lambda$, which may compromise the performance of the blockchain.

Alternatively, Fig. 7 analyzes the impact of the block size on the queuing delay, for representative $\nu$ (low and high traffic, respectively) and $\lambda$ values ($[0.05, 0.2, 1]$ Hz). As shown in the figure, the behavior of the queue delay differs for different $\nu$ values. On the one hand, for a high arrivals rate (e.g., $\nu = 20$), the queue delay is very high for short block sizes, as the queue is filled with transactions that cannot be delivered in time. The effect is the opposite for a few arrivals ($\nu = 0.2$), where the

1All the source code used in this project is open-access and can be accessed at [https://github.com/wilhelmli/blockchain_enabled_federated_learning](https://github.com/wilhelmli/blockchain_enabled_federated_learning) commit: 648ead5. Accessed: July 29, 2022.
The fact is that transactions involved in forks need to be re-included in the queue, which becomes critical as $\lambda$ increases. In contrast, high $C_{P2P}$ values allow mitigating the effect of forks and reducing the transaction confirmation latency.

Finally, Fig. 9 plots the transaction confirmation latency as a function of the block size and the arrivals rate. In particular, we show the results obtained by using $\lambda = \{0.05, 0.2, 1\}$ Hz with $C_{P2P} = 5$ Mbps.

Again, the relationship between the transaction confirmation latency and the block size behaves differently for different block generation ratios. For a low mining capacity (i.e., $\lambda = 0.05$ Hz), using a small block size leads to very high delays, so that queue overflow occurs when heavy loads (e.g., $\nu = \{2, 20\}$ transactions per second) cannot be absorbed. In contrast, for higher $\lambda$ values, the behavior varies and the trade-off between the block size and the fork probability becomes more evident. In any case, the proper election of the block size is essential for the sake of efficiency.

C. s-FLchain vs a-FLchain

To evaluate the s-FLchain and a-FLchain solutions, we use a popular dataset for federated image classification: EMNIST [31]. The EMNIST dataset contains images of handwritten digits, distributed across 3,383 different users. More specifically, it includes 341,873 training examples and 40,832 test samples for evaluation. We solve the classification task using two different deep learning models. In such a way, we characterize two classes of problems, ranging from low to high complexity. For that purpose, we use a simple out-of-the-box feed-forward neural network (FNN) and a more complex convolutional neural network (CNN) [66] to solve the handwritten image recognition problem posed by EMNIST. These two models, as a result of their size, are expected to be impacted differently by the blockchain. Table III provides a summary of the models’ architecture.

In our evaluation, we split the dataset into several partitions to focus on a total of $K = \{10, 50, 100, 200\}$ random clients. Furthermore, to assess the impact of the asynchronous method, 2The proposed FNN and CNN models have 203,530 and 2,374,506 parameters, respectively. Considering that each parameter can be represented by a 2-bytes int, their corresponding size is 0.407 MB and 4.749 MB.
we adjust the block size in each FL round to consider smaller subsets of users. So, we define $\Upsilon$ as the percentage of users required to construct a block, assuming that all the local updates have the same size. Notice that the synchronized case corresponds to $\Upsilon = 100\%$ since all the considered clients' updates are included in a single block. The timer $\tau$ is set to an arbitrarily high value to disregard its effect and focus on the block size only.

Global model evaluation is carried out throughout each FL round at $K_{eval} = 50$ different clients, which are independent of $K$ and are randomly sampled from the entire dataset in each iteration. Furthermore, we use two variations of the EMNIST dataset, corresponding to independent and identically distributed (IID) and non-IID properties. Clients typically have a rich number of samples for all the classes in the original dataset [48], so we break such an IIDness and restrict each client dataset to 3 classes only (uniformly selected at random) in the non-IID case. The IID case includes all the original samples in each client, containing data from up to 10 classes. In summary, each client has an average of 101.02 (30.32 in the non-IID setting) and 12.06 images for training and evaluation, respectively.

Fig. 10 shows the mean evaluation accuracy achieved by the FNN and CNN models throughout 200 FL rounds, for both s-FLchain and a-FLchain settings, and IID and non-IID datasets distributions. Furthermore, we provide the baseline results obtained by the centralized counterparts of FNN and CNN, trained using the entire EMNIST dataset (i.e., taking samples from all the clients) in a single location. The centralized counterpart of each model uses the same architecture and hyper-parameters as in the federated settings. However, it is important to notice that the centralized setting is expected to provide higher accuracy than the federated one as a result of using all the examples in the dataset for training. In FL, in contrast, a smaller number of clients is sampled overall.

As shown in Fig. 10(a), the FNN achieves an acceptable accuracy for all the block sizes (represented by $\Upsilon$) in the IID setting, which is improved as $K$ increases. However, in the non-IID case, the performance of FNN drops dramatically, especially for low $K$ and $\Upsilon$ values (e.g., for $K = 10$ and $\Upsilon = 10\%$). As for the performance achieved by the CNN (see Fig. 10(b)), it is very close to the centralized baseline when data is IID. Nevertheless, the performance drops in the non-IID setting are not as meaningful as for the FNN model.

The analyzed models have been shown to achieve a higher accuracy as $\Upsilon$ increases, being s-FLchain the best-performing method. Let us now focus on the blockchain latency and the temporal performance obtained by each model throughout the considered $R = 200$ FL rounds. For that, we use the model provided in Section V to compute the iteration time in each of the applied mechanisms for each block size. Taking this into account, Fig. 11 illustrates the evaluation accuracy and loss with respect to the time each method takes to complete the 200 rounds, for both IID and non-IID settings.

As shown in Fig. 11, the longer the block size (determined by the total number of users, $K$, and the percentage of users participating in each round, $\Upsilon$), the higher the training time for completing the considered 200 FL rounds. This makes a-FLchain more efficient than s-FLchain in terms of iteration time (especially for low $\Upsilon$ values), provided that the synchronized method requires a lot of time to include all the local updates to a single block. However, there is a trade-off between accuracy and training time. Regarding the models used, we observe that the CNN achieves higher accuracy in all the cases than FNN (see Fig. 11(a) and Fig. 11(b)), but at the cost of requiring much more time for exchanging the models through the blockchain. Interestingly, the CNN is able to provide acceptable accuracy in the non-IID setting (see Fig. 11(d)), even for small block sizes (e.g., $K = 10$ and $\Upsilon = 25\%$). This is not the case for the FNN model (see Fig. 11(c)), which performs poorly in the non-IID setting when the block size is small.

Next, to further analyze the accuracy versus training time

---

**TABLE III**

**SUMMARY OF MODELS’ ARCHITECTURE.**

| Model | Layer (activation) | Output shape | # of param. |
|-------|--------------------|--------------|-------------|
| FNN   | Input              | 784          | 0           |
|       | Dense (ReLU)       | 256          | 297,909     |
|       | Output (Softmax)   | 10           | 2,570       |
| CNN   | Input              | 784          | 0           |
|       | Conv2D (ReLU)      | (26, 26, 32) | 320         |
|       | Conv2D (ReLU)      | (24, 24, 32) | 9,248       |
|       | Dense (ReLU)       | 512          | 2,359,808   |
|       | Output (Softmax)   | 10           | 5,130       |
Fig. 11. Evaluation accuracy obtained by s-FLchain and a-FLchain on the EMNIST dataset after $T = 200$ rounds, for different number of clients $K$ and client sub-sampling percentages $\Upsilon$: (a) FNN (IID), (b) CNN (IID), (c) FNN (non-IID), (d) CNN (non-IID). The centralized counterpart of each method is shown by a black dashed line.

TABLE IV

| Block size | 1 = 10%          | 1 = 25%          | 1 = 50%          | 1 = 75%          | 1 = 100%         |
|------------|------------------|------------------|------------------|------------------|------------------|
| $K = 10$   | FNN $8.6 \times 10^{-2}$ (2.6, 10^{-2}) | $21.3 \times 10^{-2}$ (4.1, 10^{-2}) | $11.2 \times 10^{-2}$ (4.9, 10^{-2}) | $6.2 \times 10^{-2}$ (2.9, 10^{-2}) | $4.4 \times 10^{-2}$ (2.2, 10^{-2}) |
|            | CNN $10.89 \times 10^{-2}$ (48.9, 10^{-2}) | $26.1 \times 10^{-2}$ (15.5, 10^{-2}) | $13.2 \times 10^{-2}$ (8.1, 10^{-2}) | $7.4 \times 10^{-2}$ (4.9, 10^{-2}) | $5.3 \times 10^{-2}$ (3.4, 10^{-2}) |
| $K = 50$   | FNN $15.3 \times 10^{-2}$ (4.7, 10^{-2}) | $5.6 \times 10^{-2}$ (1.9, 10^{-2}) | $2.8 \times 10^{-2}$ (1.2, 10^{-2}) | $1.6 \times 10^{-2}$ (0.8, 10^{-2}) | $1.2 \times 10^{-2}$ (0.6, 10^{-2}) |
|            | CNN $19.1 \times 10^{-2}$ (8.7, 10^{-2}) | $6.8 \times 10^{-2}$ (4.1, 10^{-2}) | $3.3 \times 10^{-2}$ (2.1, 10^{-2}) | $1.9 \times 10^{-2}$ (1.3, 10^{-2}) | $1.4 \times 10^{-2}$ (0.9, 10^{-2}) |
| $K = 100$  | FNN $8.1 \times 10^{-2}$ (2.5, 10^{-2}) | $3.1 \times 10^{-2}$ (1.1, 10^{-2}) | $1.4 \times 10^{-2}$ (6.1, 10^{-2}) | $8.1 \times 10^{-3}$ (4.1, 10^{-3}) | $6.1 \times 10^{-3}$ (3.1, 10^{-3}) |
|            | CNN $10.1 \times 10^{-2}$ (4.5, 10^{-2}) | $3.7 \times 10^{-2}$ (2.2, 10^{-2}) | $1.7 \times 10^{-2}$ (1.1, 10^{-2}) | $4.1 \times 10^{-3}$ (6.1, 10^{-3}) | $7.1 \times 10^{-3}$ (5.1, 10^{-3}) |
| $K = 200$  | FNN $4.1 \times 10^{-2}$ (1.2, 10^{-2}) | $1.6 \times 10^{-2}$ (5.1, 10^{-2}) | $1.1 \times 10^{-2}$ (3.1, 10^{-2}) | $4.1 \times 10^{-3}$ (1.1, 10^{-3}) | $2.1 \times 10^{-3}$ (1.1, 10^{-3}) |
|            | CNN $5.1 \times 10^{-2}$ (2.3, 10^{-2}) | $1.9 \times 10^{-2}$ (1.1, 10^{-2}) | $8.1 \times 10^{-3}$ (5.1, 10^{-3}) | $4.1 \times 10^{-3}$ (3.1, 10^{-3}) | $3.1 \times 10^{-3}$ (2.1, 10^{-3}) |

trade-off, Table IV provides the results on the training efficiency achieved by each method in every scenario. The training efficiency is computed as the average accuracy achieved by each method divided by the iteration time.

Table IV highlights the efficiency of the asynchronous mechanism, provided that efficiency decreases as $K$ and $\Upsilon$ increase. For instance, the highest achieved efficiency is obtained by the FNN in the scenario where a-FLchain with $\Upsilon = 10\%$ is applied for $K = 10$ users. This is an important conclusion that suggests that a-FLchain is an appealing solution when dealing with large distributed datasets in FL. In those cases, maintaining a strict synchronization among FL clients is counterproductive in terms of efficiency. However, the accuracy-time trade-off must be carefully considered when selecting a model and the type of blockchain to be used. Regarding the application of more complex models in FLchain, the CNN is shown to be more efficient than the FNN in a more challenging application of more complex models in FLchain, the CNN is terproductive in terms of efficiency. However, the accuracy-maintaining a strict synchronization among FL clients is coun-

Despite more complex models can provide higher accuracy than simpler ones, as shown with the examples of FNN and CNN models, their size may inflict very high delays to
the training procedure. In our evaluation, the most complex considered model was the CNN, which has a size of 4.749 MB. Nevertheless, much more complex deep learning models are used nowadays to solve more challenging problems (e.g., CIFAR-100 [67]). Two prominent examples of very deep models are residual neural networks (ResNet) and visual geometry group (VGG) [68]. The Resnet50 and VGG19 implementations use 23,792,612 and 39,316,644 parameters, respectively, thus requiring 47.58 MB and 78.63 MB of storage. These values throw into question the feasible implementation of very complex models in federated settings, as they entail a huge communication overhead. Figure 12 shows the FL iteration delay of each of the abovementioned ML models for different numbers of participating users in FL. For the sake of illustration, the iteration time is shown on a logarithmic scale.

As shown, deep learning models result in very high delays when trained through a blockchained FL solution, being VGG19 up to four levels of magnitude with respect to FNN. The high differences are due to the big overheads experienced in the distributed blockchain system, which include phenomena like forks, whereby the confirmation time increases exponentially with the size of the exchanged transactions.

VII. CONCLUSIONS

This paper has addressed an emerging topic regarding distributed federated optimization and has proposed the usage of blockchain technology to realize it in a secure, transparent, and reliable manner. To assess the feasibility of this blockchained-enabled solution, a blockchain latency framework has been developed, including a novel queuing model suitable to blockchain technology. Based on this framework, synchronous and asynchronous methods (s-FLchain and a-FLchain) are evaluated in terms of accuracy and latency. While the synchronous version of models like FNN and CNN allow obtaining a high accuracy for both IID and non-IID datasets, their iteration time becomes very high as the number of participating users increases. This prevents the adoption of this kind of mechanism in massive deployments, thus lacking scalability. In contrast, the asynchronous FL optimization solution keeps communication overheads low, as it allows for reducing the number of local updates included in each iteration. However, the accuracy of asynchronous models is tied to the contributions made by individual FL devices, thus revealing the accuracy versus training time trade-off. In this regard, the development of high-performing lightweight ML models becomes of utmost importance to truly enable the distributed learning paradigm.

Future research directions include innovative mechanisms and architectural solutions for FLchain, able to address the challenges raised by either blockchain implementations (e.g., capacity, latency) or the device and data heterogeneity in asynchronous training. Another remarkable topic for future research is on the evaluation of the security properties of the FLchain solution. Blockchain security is a broad topic that involves many operations (e.g., cryptography of users’ identities, decentralized consensus) and its application to FL can satisfy multiple purposes (e.g., validation of models, users’ reputation, mitigating poisoning attacks). Furthermore, depending on the adopted blockchain solution, different security properties would be granted.
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