Variational Quantum Gate Optimization
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We propose a gate optimization method, which we call variational quantum gate optimization (VQGO). VQGO is a method to construct a target multi-qubit gate by optimizing a parametrized quantum circuit which consists of tunable single-qubit gates with high fidelities and fixed multi-qubit gates with limited controllabilities. As an example, we apply the proposed scheme to the models relevant to superconducting qubit systems. We show in numerical simulations that the high-fidelity CNOT gate can be constructed with VQGO using cross-resonance gates with finite crosstalk. We also demonstrate that fast and a high-fidelity four-qubit syndrome extraction can be implemented with simultaneous cross-resonance drives even in the presence of non-commutative crosstalk. VQGO gives a pathway for designing efficient gate operations for quantum computers.

Hybrid quantum-classical (HQC) algorithms aim at realizing quantum advantage in shallow depth quantum circuits with an aid of classical computation. Recently, HQC algorithms have been extensively studied with the expectations that they may solve practical problems in the near future [1–16]. For example, calculation of the ground-state energy of a given Hamiltonian has been performed with an algorithm called variational quantum eigensolver (VQE) [24]. Also, supervised machine learning applicable to problems such as classification has been performed with an algorithm called quantum circuit learning (QCL) [7–8].

Quantum gate fidelities directly limit the sizes of executable problems in quantum computers without quantum error correction. While HQC algorithms require less quantum gates, the state-of-the-art fidelities of quantum gates are still insufficient to deal with practical problems. In superconducting qubit systems, for example, single-qubit gate fidelities reach the level of 0.999. However, fidelities of two-qubit gates are still around 0.95–0.99 [17–22]. Quantum error correction can, in principle, improve these fidelities. However, that also requires high physical gate fidelities far beyond the threshold value [23–24]. Thus, a method to improve the physical gate fidelities is strongly demanded.

In this Letter, we propose a scheme to exploit a HQC algorithm itself to improve gate fidelities by optimizing multi-qubit gate operations using near-term quantum devices. In near-term quantum devices, gate fidelities are finally limited by the coherent time. Therefore, for implementing a given unitary operation on a set of qubits, it is strongly demanded to find an efficient gate construction. So far, variational gate optimization methods have been mostly studied in the context of quantum optimal control (QOC) [25], where gate fidelities are improved with optimally shaped control pulses derived from numerical simulations on a classical computer or actual measurements on the quantum devices under test. A variety of QOC methods have been proposed theoretically [26–41] and used in experiments [29–42–50]. In those methods, the pulse shapes are approximated with some ansatz functions. While the ansatz functions should have high representation power in order to faithfully generate the target gates, a large number of parameters to label them make the optimization difficult. Therefore, pulse decomposition methods with a reduced number of variables have been developed as compromised solutions.

Here, we propose a HQC algorithm for gate optimization, variational quantum gate optimization (VQGO). The key idea of VQGO is to iteratively optimize quantum gates in the form of parametrized quantum circuits. VQGO is a variational method to construct a given target multi-qubit gate from source gates, which are driven by natural interaction in the system Hamiltonian under a drive, and single-qubit gates. Only the single-qubit gates are parametrized with the rotation angles, which are thought to be high fidelity. The target multi-qubit gate is constructed by iteratively optimizing the rotation angles based on measured values of a cost function. We perform detailed numerical simulation on two models related to superconducting qubit systems. We show that even in the presence of crosstalk VQGO can achieve higher fidelity of the CNOT gate compared with a conventional method [51]. We also implement a fast and high-fidelity four-qubit syndrome extraction, which is often required in quantum error correction, with simultaneous cross-resonance drives in the presence of non-commutative crosstalk.

Variational Quantum Gate Optimization. VQGO is a method of gate optimization to construct an n-qubit target gate \( U_{\text{target}} \) with a parametrized quantum circuit which consists of single-qubit gates and source gates.
The protocol of VQGO is as follows. We first choose $d$ source gates $\{U_{\text{source}}^{(i)}\}_{i=1}^d$, where $d$ is the depth of the parametrized quantum circuit. We use $n(d+1)$ single-qubit gates parametrized with $3n(d+1)$ parameters $\theta \equiv \{\theta_{ijk}\}$, $0 \leq i \leq d$, $1 \leq j \leq n$, and $k \in \{0, 1, 2\}$. Each single-qubit gate is written as

$$u_{ij}(\theta) = e^{-i\theta_{ijk}\sigma_s} e^{-i\theta_{ij1}\sigma_s} e^{-i\theta_{ij2}\sigma_s}. \quad (1)$$

Note that this formalism can represent an arbitrary single-qubit gate. Then, the parametrized quantum circuit in VQGO is defined as

$$U(\theta) = \left( \bigotimes_{j=1}^n u_{0j}(\theta) \right) U_{\text{source}}^{(1)} \left( \bigotimes_{j=1}^n u_{1j}(\theta) \right) \ldots \left( \bigotimes_{j=1}^n u_{(d-1)j}(\theta) \right) U_{\text{source}}^{(d)} \left( \bigotimes_{j=1}^n u_{dj}(\theta) \right), \quad (2)$$

which is sketched in Fig. 1.

We approximate the target gate $U_{\text{target}}$ using the parameterized quantum circuit $U(\theta)$ by optimizing the parameters $\theta$ iteratively. For the optimization, we choose a cost function $h(\theta)$ which evaluates a distance between the quantum channels generated by the unitary operators $U(\theta)$ and $U_{\text{target}}$ in terms of the given parameters $\theta$. The optimization is started with the initial parameters $\theta_{i=0}$, each element of which is uniformly sampled from $[0, 2\pi)$. In each iteration, the parameters are updated from $\theta_i$ to $\theta_{i+1}$ so as to minimize the cost $h(\theta)$ with gradient-free or gradient-based optimizers as shown in Fig. 2.

When we use a gradient-based optimizer, we assume the cost function is a function of the expectation values $E(\theta) = (E_1(\theta), E_2(\theta), \ldots)$, where $E_m(\theta) \equiv \text{Tr}[O^{(m)}U(\theta)\rho_{\text{in}}^{(m)}U^\dagger(\theta)]$. The observables $O^{(m)}$ and density operators $\rho_{\text{in}}^{(m)}$ are chosen depending on the cost function $h$. Then, we can estimate the gradient of the cost, $\nabla_{\theta_{ijk}} h(\theta)$ with respect to $\theta_{ijk} \in \theta$ as

$$\frac{\partial}{\partial \theta_{ijk}} h(\theta) = \frac{E(\theta^+)_{ijk} - E(\theta^-)_{ijk}}{2} \cdot \nabla E(\theta) h(\theta), \quad (3)$$

where

$$\theta^\pm_{ijk} \equiv \{\theta^\pm_{ij'j'k'}\}, \quad \theta^\pm_{ij'j'k'} = \theta_{ijk} \pm \frac{\pi}{2} \delta_{i,j}' \delta_{j,j'} \delta_{k,k'}, \quad (4)$$

with $0 \leq i' \leq d$, $1 \leq j' \leq n$, $k' \in \{0, 1, 2\}$, and Kronecker delta $\delta_{a,a'}$ ($a = i, j, k$) [27, 28]. We iteratively repeat this update until the cost function converges.

We adopt average gate infidelity (AGI) as the cost function in the optimization. AGI represents how far in average the two quantum channels are for pure states $\psi$ randomly sampled according to the uniform Haar measure [22]. Then, the cost function is represented as

$$h(\theta) = 1 - \int \text{Tr}[U_{\text{target}}(\psi) U_\theta(\psi)] d\mu_\psi, \quad (6)$$

where $U_{\text{target}}$ and $U_\theta$ are superoperators corresponding to $U_{\text{target}}$ and $U(\theta)$, respectively. Note that the AGI is evaluated by direct fidelity estimation [53, 54], which calculates the AGI from the measurement outcomes more efficiently than full process tomography.

There are two essential factors which determine the performance of VQGO. The first is the choice of the source gates and the depth $d$. Even when the cost value converges, the target gates are not necessarily well approximated. For example, a parametrized quantum circuit composed of source gates without entangling power [55] such as SWAP gates cannot approximate any entangling target gate. On the other hand, it is known that a parametrized quantum circuit with CNOT gates, which have maximum entangling power, as the source gates can approximate an arbitrary unitary operator in SU(4) at depth $d = 3$ [30]. For SU(4), a detailed discussion of the relation between the representation power of
parametrized quantum circuits and their source gates is given in Supplementary Information [54].

The other factor is the choice of the optimizer. There are a number of possible choices of gradient-free [57–59] and gradient-based [60–64] optimizers. We tried a variety of existing optimizers and found that a gradient-based optimizer L-BFGS-B [61] shows the fastest convergence to an optimal value, even if we take into account the number of measurements necessary for the gradient evaluation. It is known that there exist only a few local traps in quantum gate optimization in general [65]. Thus, we expect local traps do not largely affect the performance of VQGO.

**Examples of VQGO.** Below we consider two examples of VQGO applied to the problems in superconducting qubit systems. One is the gate optimization of the CNOT gate in a two-qubit system, and the other is that of a four-qubit syndrome extraction in a five-qubit system. Both of them are implemented with mutually detuned qubits connected in a nearest-neighbor way.

**CNOT gate in two-qubit system.** First, we show VQGO can be used for generating the CNOT gate from other possibly imperfect two-qubit gates with undesired interaction terms. We consider two coupled superconducting qubits detuned from each other and labeled $Q_1$ and $Q_2$, respectively. The entangling source gates are provided by driving $Q_1$ with the eigenfrequency of $Q_2$, which are called the cross-resonance (CR) gates [51, 66]. A simplified drive Hamiltonian of the CR gate under the rotating wave approximation is written as

$$H (\Omega) = \delta \hat{a}_1^+ \hat{a}_1^- + g (\hat{a}_1^+ \hat{a}_2^- + \hat{a}_1^- \hat{a}_2^+) + \frac{\Omega}{2} \left[ (\hat{a}_1^+ + \hat{a}_1^-) + \epsilon (e^{-i\phi} \hat{a}_2^- + e^{i\phi} \hat{a}_2^+) \right], \quad (7)$$

where $\hat{a}_i^-$ ($\hat{a}_i^+$) is the lowering (raising) operator of $Q_i$, $\delta$ and $g$ are the detuning and coupling strengths between the qubits, respectively, and $\Omega$ is the CR drive amplitude. The parameters $\epsilon$ and $\phi$ are the amplitude attenuation and phase delay in crosstalk of the CR drive, respectively, which is usually caused by the leakage of the strong CR drive pulse to the neighboring qubit. Note that crosstalk in single-qubit gates is ignored as the effect is much weaker than that of the CR drive. The CR gate is generated by the time evolution under the CR Hamiltonian namely,

$$U_{\text{CR}} (\Omega, t) = e^{-iH (\Omega) t}, \quad (8)$$

where $t$ is the gate time. Our purpose here is to construct the CNOT gate with the CR gates as source gates.

We compare VQGO with another method to generate the CNOT gate using two CR gates, i.e., the two-pulse echoed cross-resonance CNOT gate (TPCX) [17]. In TPCX, the CNOT gate is constructed with two CR gates generated by opposite-phase drives and fixed single-qubit gates. TPCX can be regarded as an instance of parametrized quantum circuits in VQGO with depth $d = 2$. For a fair comparison with TPCX, we use a parametrized quantum circuit with the same set of the source gates as TPCX, i.e., two opposite-phase CR gates, in VQGO. The gate constructions in TPCX and VQGO are shown in Fig. 3.

![FIG. 3. Quantum circuits of TPCX and VQGO. In each method, the circuit consists of two opposite-phase CR gates $U_{\text{CR}} (\pm \Omega, t)$ and single-qubit gates. While the single-qubit gates in TPCX are given analytically, those in VQGO are parametrized and tunable.](image-url)

| TABLE I. Set of parameters used in the numerical simulation of TPCX and VQGO for the CNOT gate. |
|-----------------------------------------------|
| Parameter | TPCX | VQGO |
| Ω (MHz) ($\epsilon = 0$) | 63.5 | 77.5 |
| Ω (MHz) ($\epsilon = 0.1$) | 36.4 | 114 |
| Ω (MHz) ($\epsilon = 1.0$) | 69.2 | 115 |

In the numerical calculations, we choose $\delta = 200$ MHz, $g = 5$ MHz, and $t = 75$ ns as typical values in experiments [67]. For comparison, we calculate the cases with and without crosstalk. As for crosstalk, we simulate two different conditions with the amplitude attenuation $\epsilon = 0.1$ and 1.0 for the phase delay $\phi = \pi/4$. Here, we also optimize the source gate drive amplitudes to obtain the best performance at $t = 75$ ns for TPCX and VQGO, respectively, by using a gradient-free optimization method known as COBYLA [59]. In the case of VQGO, we perform a concatenated optimization of the parameters $\theta$ in the parametrized quantum circuit and the drive amplitudes $\Omega$ of the source gates. We can obtain the optimal AGI for fixed drive amplitudes by optimizing only the parameters in the circuit. We can optimize the drive amplitudes by using this AGI as a cost. For the optimization, we impose a constraint so that the drive amplitude does not take unrealistically large values. We repeat this concatenated optimizations until it converges at the values listed in Table I. Under the drive amplitude $\Omega$, we sweep the gate time $t$ of the source gates from 0 to 750 ns and plot the AGI of the obtained CNOT gate in
For both TPCX and VQGO, the AGI shows a periodic behavior. This is due to the periodic dependence of the source gate properties on the gate time. In the case of TPCX, the AGI at $t = 75$ ns is 0.034 even if we ignore crosstalk. If we take into account crosstalk, the AGI increases to 0.190 for $\varepsilon = 0.1$ and 0.210 for $\varepsilon = 1.0$. This is because TPCX employs approximations to construct the CNOT gate and cannot mitigate the effect of crosstalk. Note that there exists a heuristic optimization method of source gates specialized to TPCX, which can crosstalk. The AGI of VQGO has wide regions of the undesirable interactions between the parallel CR drives. In contrast, VQGO can treat such complex coupled dynamics as source gates. Here, we construct the four-qubit syndrome extraction scheme with VQGO using four simultaneous CR dynamics. The simplified drive Hamiltonian under the rotating wave approximation is written as

$$H = \sum_{i=1}^{4} \left( \delta_i \hat{\sigma}_i^+ \hat{\sigma}_i^- + g_i \left( \hat{\sigma}_0^- \hat{\sigma}_i^+ + \hat{\sigma}_i^- \hat{\sigma}_0^+ \right) \right) + \frac{\Omega_t}{2} \left[ (\hat{\sigma}_i^+ + \hat{\sigma}_i^-) + \varepsilon_i \left( e^{-i\phi_i} \hat{\sigma}_0^- + e^{i\phi_i} \hat{\sigma}_0^+ \right) \right].$$

(9)

The source gates are generated by the time evolution with the above Hamiltonian, namely,

$$U_{4CR}(\Omega_1, \Omega_2, \Omega_3, \Omega_4, t) = e^{-iH(t)},$$

(10)

where $t$ is the gate time of each source gate.

In the numerical simulations, we choose parameters shown in Table I where the detunings $\delta_i$ and the coupling strengths $g_i$ are chosen as similar values to the previous example with additional random fluctuations. We simulate the cases with and without crosstalk. In the latter case, the amplitude attenuation $\varepsilon_i$ and the phase delay $\phi_i$ are randomly chosen. Drive amplitude $\Omega_i$ is tuned by the above-mentioned concatenated optimization with the gate time of $t = 75$ ns. $\Omega_i$ converges to $\Omega_i^{(0)}$ without crosstalk and $\Omega_i^{(\varepsilon)}$ with crosstalk. The AGI of the four-qubit syndrome extraction is plotted in Fig. 3 as a function of $t$.

The AGI obtained at $t = 75$ ns is 0.0037 without crosstalk and 0.0027 with crosstalk. This demonstrates the four-qubit syndrome extraction using the source gates only twice and taking only 150 ns excluding the time for single-qubit gates. In contrast, a syndrome extraction implemented with sequential CNOT gates would take
more than 600 ns. Moreover, to match the AGI achieved with VQGO, the AGI of the each CNOT gate would have to be less than 0.001 on average.

**Conclusion.** We proposed VQGO as a HQC algorithm for gate optimization. VQGO is easy to implement and suitable for the current experimental situation in which the gate fidelities of single-qubit gates are much better than those of multi-qubit gates. This method also has an advantage that we do not need to generate arbitrarily shaped pulses. Therefore, VQGO provides a practical approach for near-term quantum devices.

In real devices, there exist stochastic gate errors in addition to the coherent errors discussed here. We expect that VQGO also works properly under such errors by finding the decoherence-free subspace automatically. On the other hand, if there are state-preparation and measurement (SPAM) errors, the minimization of the cost function does not necessarily converge to the optimal AGI. In such a case, we can circumvent the effect of SPAM errors by error mitigations [69-71] or by self-consistent quantum tomography [72-74].

VQE is the optimization method for quantum states, while VQGO is that for quantum processes. The relation between VQE and VQGO are similar to that between quantum state tomography and quantum process tomography. The extension from VQE to VQGO proposed here provides a more general application to realize desired quantum dynamics on a quantum computer.
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DIRECT FIDELITY ESTIMATION

In this section, we denote $|\pm\rangle$, $|i\rangle$, and $|0, 1\rangle$ as the eigenvectors of the $\sigma_x$, $\sigma_y$, and $\sigma_z$ with eigenvalues $\pm1$, respectively. In quantum process tomography, the initial quantum state and measurement basis are prepared from all the combinations of $\{|0\rangle, |1\rangle, |+\rangle, |-\rangle, |i\rangle, |i-\rangle\}^{\otimes n} \otimes \{I, \sigma_x, \sigma_y, \sigma_z\}^{\otimes n}$. Thus, the number of integrated measurements amounts to $12^n$. From measured values, the quantum gate is reconstructed as $4^n \times 4^n$ complex matrix called a process matrix.

On the other hands, in direct fidelity estimation (DFE) \[53\], we characterize not the full details of the quantum gate but the average gate fidelity (AGF) between the experimental quantum gate $\mathcal{E}$ and an ideal target gate $\mathcal{U}$, which is defined as follows,

$$F_{\text{ave}}(\mathcal{U}, \mathcal{E}) = \int \text{Tr} [\mathcal{U}(\psi) \mathcal{E}(\psi)] d\mu_\psi \quad (S1)$$

$$= \frac{1}{D+1} \left\{ \frac{1}{D} \text{Tr} [\mathcal{U}^\dagger \mathcal{E}] + 1 \right\}, \quad (S2)$$

where $D$ is the dimension of the gates. To characterize the AGF, we can use the following relation,

$$\text{Tr} [\mathcal{U}^\dagger \mathcal{E}] = \sum_{i,j} R(\mathcal{U})_{ij} R(\mathcal{E})_{ij} \quad (S3)$$

$$\left( R(\mathcal{U})_{ij} = \frac{1}{D} \text{Tr} [\sigma_i \mathcal{U}(\sigma_j)] \right), \quad (S4)$$

where $R$ is Pauli transfer matrix (PTM), and $i$ and $j$ are the labels for $n$-qubit Pauli operators from 1 to $4^n$. Then, we can denote the AGF as follows,

$$F_{\text{ave}}(\mathcal{U}, \mathcal{E}) = \frac{1}{D+1} \left\{ \frac{1}{D} \sum_{i,j} R(\mathcal{U})_{ij} R(\mathcal{E})_{ij} + 1 \right\}. \quad (S5)$$

Therefore, to estimate the AGF, we need to characterize the components of the PTM. The PTM of the ideal target gate can be calculated on a classical computer, and the PTM of the experimental gate can be characterized by measurements as follows,

$$R(\mathcal{U})_{ij} = \frac{1}{D} \text{Tr} \left[ \sigma_i \mathcal{U} \left( \sum_k \lambda_{jk} |\psi\rangle_j \langle \psi|_j \right) \right] \quad (S6)$$

$$= \frac{1}{D} \sum_{k=1}^{4^n} \lambda_{jk} \text{Tr} \left[ \sigma_i \mathcal{U} \left( |\psi\rangle_j \langle \psi|_j \right) \right], \quad (S7)$$

where $|\psi\rangle_j$ and $\lambda_{jk}$ are the eigenvector and the eigenvalue of the Pauli operator $\sigma_j$, respectively.

Therefore, in DFE, the set of initial quantum state and measurement basis for efficient estimation of the AGF depends on the PTM of the target gate. The set is chosen stochastically from all combination of $\{|0\rangle, |1\rangle, |+\rangle, |-\rangle, |i\rangle, |i-\rangle\}^{\otimes n} \otimes \{I, \sigma_x, \sigma_y, \sigma_z\}^{\otimes n}$. Probability to choose the set $P_{ij}$ is determined by the value of the PTM of the target gate as follows,

$$P_{ij} = \frac{1}{D^2} R(\mathcal{U})_{ij}^2. \quad (S8)$$

The AGF is estimated from the measured values under a set stochastically chosen, i.e.,

$$F_{\text{ave}}(\mathcal{U}, \mathcal{E}) = \frac{1}{D+1} \left\{ \frac{1}{D} \sum_{i,j} P_{ij} \left[ \frac{R(\mathcal{E})_{ij}}{R(\mathcal{U})_{ij}} + 1 \right] \right\}. \quad (S9)$$

DFE has a finite failure probability and an estimation error due to the finite number of the integrated measurements. With $\varepsilon^2\delta^{-1}$-time single-shot measurements which are executed on the set of initial quantum states and measurement bases chosen stochastically, DFE estimates AGF with a success probability of $1 - \varepsilon$, with accuracy of $\delta$.

The PTM of a Clifford gate only have $-1$ or 1 in each row or line and all remained components are 0. Therefore, the set is chosen from $8^n$ instances with equal probability. In this letter, we adopt full measurements on all the sets in which the PTM of the target gate is not 0.

REPRESENTATION POWER OF PARAMETRIZED QUANTUM CIRCUIT

Cartan decomposition

Cartan decomposition is a decomposition of a semi-simple Lie group \[78\]. The simplest notation of Cartan decomposition of SU(4) is that an arbitrary gate in SU(4) can be decomposed into the degrees of freedom in SU(2) and Cartan subgroups as follows,

$$U_2 = U_1^{(1)} \otimes U_1^{(2)} \exp \left( i \sum_{i=x, y, z} C_i \sigma_i \otimes \sigma_i \right) U_1^{(3)} \otimes U_1^{(4)}, \quad (S10)$$

where $U_2$ is a gate in SU(4), $U_1^{(j)}$ ($1 \leq j \leq 4$) is a gate in SU(2), and we call $C_i \in [0, \pi/4]$ Cartan coefficients. In VQGO, all the multi-qubit source gates are multiplied by single-qubit gates from both sides. Therefore, only the Cartan coefficients of the source gates affect the performance of the parametrized quantum circuits for $n = 2$. 


Entangling power

Entangling power is a quantitative indicator on the ability of a two-qubit gate to generate entanglement \[55\]. The entangling power is written as follows,

\[
e_{p}(U) \equiv \int \int E(\langle \psi_{A} | \otimes | \psi_{B} \rangle) \, d\mu_{\psi_{A}} \, d\mu_{\psi_{B}}
\]

(S11)

\[
E(\langle \Psi \rangle) = 1 - \text{Tr}_{A} \left[ \text{Tr}_{B} \left| \langle \Psi \rangle \right|^{2} \right].
\]

(S12)

It is known that the entangling power is given analytically with the following equation without averaging for an arbitrary tensor product states \[55\],

\[
e_{p}(U) = \left( \frac{D}{D+1} \right)^{2} \left[ E(U) + E(US) - E(S) \right],
\]

(S13)

where \(D\) is the dimension of the Hilbert space, \(S\) is the SWAP gate, and \(E(U)\) is the linearized entanglement entropy of a unitary gate \(U\) defined as follows,

\[
U = \sum_{i=1}^{D^{2}} \sqrt{\lambda_{i}} A_{i} \otimes B_{i},
\]

(S14)

\[
E(U) = 1 - \frac{1}{D^{2}} \sum_{i=1}^{D^{2}} \lambda_{i}^{2}.
\]

(S15)

Here, \(A_{i}\) and \(B_{i}\) are orthonormal operators and the bases for the Schmid decomposition of \(U\), and \(\lambda_{i}\) is their coefficient. \(E(U)\) is also called operator entanglement \[79\].

Representation power of parametrized quantum circuit for SU(4)

The entangling power of two-qubit gates are plotted in Fig. S1 as a function of the Cartan coefficients. The entangling power decreases when the coefficients approach \((0, 0, 0)\) or \((\pi/4, \pi/4, \pi/4)\), which correspond to an identity gate and a SWAP gate, respectively. The average gate fidelities (AGF) between the parametrized quantum circuits with depth \(d = 2\) and a CNOT gate are plotted in Fig. S2 as a function of the Cartan coefficients of the source gate. The AGF converges to almost unity unless the condition \((C_{jj} > \frac{\pi}{8} \text{ (\forall j \in \{x,y,z\})} \lor (C_{jj} < \frac{\pi}{8} \text{ (\forall j \in \{x,y,z\})})\) are met. The AGF decreases when the coefficients approach \((0, 0, 0)\) or \((\pi/4, \pi/4, \pi/4)\).
FIG. S1. Entangling power of a two-qubit gate in SU(4) plotted in the Cartan space.

FIG. S2. Average gate fidelity between the optimized parametrized quantum circuit with two source gates and a CNOT gate plotted in the Cartan space.
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