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In this paper, we propose a new approach to prove stability of non-linear discrete-time systems. After introducing the new concept of stability contractor, we show that the interval centred form plays of fundamental role in this context and makes it possible to easily prove asymptotic stability of a discrete system. Then, we illustrate the principle of our approach through theoretical examples. Finally, we provide two practical examples using our method: proving stability of a localisation system and that of the trajectory of a robot.

1 Introduction

Proving properties of Cyber Physical Systems (CPS) is an important topic that should be considered when designing reliable systems [2, 7, 20, 28]. Among those properties, stability is often wanted for a dynamical system: achieving stability around a given setpoint in the state space of the latter is one of the aims of control theory. Proving stability of a dynamical system can be done rigorously [11], which is of major importance when applied to real-life systems. Indeed, a stable system is considered safe, since its behaviour is predictable.

Let us recall the definition of stability of a dynamical system. Consider the non-linear discrete-time system

\[ x_{k+1} = f(x_k) \]  

(1)

According to Lyapunov’s definition of stability [6, 27], the system (1) is stable if

\[ \forall \varepsilon > 0, \exists \delta > 0, \|x_0\| < \delta \implies \forall k \geq 0, \|x_k\| < \varepsilon \]  

(2)

The system is asymptotically stable (or Lyapunov stable) there exists an neighbourhood of \(0\) such that any initial state \(x_0\) taken in this neighbourhood yields a trajectory which converges to \(0\),

\[ \exists \delta > 0, \|x_0\| < \delta \implies \lim_{k \to \infty} \|x_k\| = 0 \]  

(3)

Finally, the system is exponentially stable if for a given norm \(\| \cdot \|\)

\[ \exists \delta > 0, \exists \alpha > 0, \exists \beta > 0, \|x_0\| < \delta \implies \forall k \geq 0, \|x_k\| \leq \alpha \|x_0\| e^{-\beta k} \]  

(4)

A classical method to prove stability of a system is to linearise the latter around \(0\) and check if the eigenvalues are inside the unit disk. However, due the inherent uncertainties of a real-life system’s model, no guarantee can be obtained without using interval analysis [25]. The Jury criterion [9] can also
be used on the linearised system in this context, but again, interval computation has to be performed to get a proof of stability [23]. Moreover, to our knowledge, none of the existing methods is able to give an approximation for the neighbourhoods $\delta$ and $\epsilon$ used in Lyapunov’s definition. Now, finding values for $\delta$ and $\epsilon$ is needed in practice, for instance to initialize algorithms which approximate basins of attraction [13, 21, 26] or reachable sets [15].

This paper proposes an original approach to prove Lyapunov stability of a non-linear discrete system, but also to find values for $\delta$ and $\epsilon$. It uses the centred form, a classical concept in interval analysis [16]. Moreover, it does not need the introduction of any Lyapunov function, Jury criterion, linearisation, or any other classical tool used in control theory.

Section 2 briefly presents interval analysis and the notations used in the rest of this paper. Section 3 introduces the new notion of stability contractor and gives a theorem which explains why this concept is useful for stability analysis. Section 4 recalls the definition of the centred form. It provides a recursive version of the centred form in the case where the function to enclose is the solution of a recurrence equation. It also shows that the centred form can be used to build stability contractors. Section 5 shows that the approach is able to reach a conclusion for a large class of stable systems and provides a procedure for proving stability. Some examples are given to illustrate graphically the properties of the approach. Section 7 concludes the paper and proposes some perspectives.

2 Introduction to interval analysis

The method presented in this paper is based on interval analysis. In short, interval analysis is a field of mathematics where intervals, i.e. connected subsets of $\mathbb{R}$, are used instead of real numbers to perform computations. Doing so allows to enclose all types of uncertainties (from floating-point to modelling errors) of a system and therefore yield an enclosure for the solution of a problem related to that system. In this section, we briefly introduce the notations and important concepts used later in this paper. More details about interval analysis and its applications can be found in [10, 18].

An interval is a set delimited by a lower bound $x^-$ and an upper bound $x^+$ such that $a \leq b$:

$$[x] = [x^-, x^+]$$

Intervals can be stacked into vectors, and are thus denoted by

$$[x] = ([x_1], [x_2], \ldots, [x_n])$$

We write $[u, v]^\times n$ the interval vector of size $n$, all the components of which are $[u, v]$.

Vectors of intervals are often called boxes or interval vectors. The set of axis-aligned boxes of $\mathbb{R}^n$ is denoted by $\mathbb{IR}^n$. Similarly, interval vectors can be concatenated into interval matrices.

Intervals, interval vectors (or matrices) can be multiplied by a real $\lambda$ as such:

$$\lambda [x^-, x^+] = \begin{cases} [\lambda x^-, \lambda x^+] & \text{if } \lambda \geq 0 \\ [\lambda x^+, \lambda x^-] & \text{if } \lambda < 0 \end{cases}$$

We denote by $w([x])$ the width of $[x]$:

$$w([x]) = b - a$$

The width of an interval vector $[x]$ is given by

$$w([x]) = \max_i (w([x_i]))$$
The absolute value of an interval $[x]$ is
$$|x| = \max(|x^-|, |x^+|)$$

And the norm of an interval vector $[x]$ is defined as follows
$$||x|| = \max_i ||x_i||$$

Later in this paper, we will use the following implication
$$\forall [a], [b] \quad [a] \subset [b] \implies ||[a]|| < ||[b]||$$

The usual arithmetic operators ($+, -, \times, /$) can be defined over intervals (as well as boxes and interval matrices). Operations involving intervals, interval vectors and interval matrices can therefore be naturally deduced from their real counterpart.

Extending a real function to intervals (and equivalently to interval vectors/matrices) can also be achieved as follows:
$$f([x]) = \{ f(x), x \in [x] \}$$

Except in trivial cases, $f([x])$ usually cannot be written as an interval, whence the use of inclusion functions. An inclusion function $[f]([x])$ associated with $f$ yields an interval (or interval vector/matrix) enclosing the set $f([x])$:
$$f([x]) \subset [f]([x])$$

$[f]$ is said to be minimal if $[f]([x])$ is the smallest interval (or interval vector/matrix) enclosing the set $f([x])$ (see Figure 1). The minimal inclusion function associated with $f$ will be denoted by $[f([x])]$. An inclusion function is said to be natural when it is expressed by replacing its variables and its elementary functions and operators by their interval counterparts.

**Example 1.** Consider the function $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ such that for $x \in \mathbb{R}^2$
$$f(x) = \sin(x_1) + \exp(x_2)$$

The natural inclusion function $[f]$ of $f$ is:
$$[f][[x]] = [\sin][[x_1]] + [\exp][[x_2]]$$

where $[\sin]$ and $[\exp]$ are the inclusion functions of $\sin$ and $\exp$. 

![Figure 1: Interval function, inclusion function & minimal inclusion function](image-url)
3 Stability contractor

In this section, we present the concept of stability contractor, a tool that can be used to rigorously prove the stability of a dynamical system. The rigour of the method comes from the use of interval analysis.

The following new definition adapts the definition of a contractor, as given in [3], to stability analysis.

Definition 1. Consider a box \([x_0]\) of \(\mathbb{R}^n\). A stability contractor \(\Psi: \mathbb{R}^n \rightarrow \mathbb{R}^n\) of rate \(\alpha < 1\) is an operator which satisfies

\[
\begin{align*}
(i) & \quad [a] \subset [b] \implies \Psi([a]) \subset \Psi([b]) \quad \text{(monotonicity)} \\
(ii) & \quad \Psi([a]) \subset [a] \\
(iii) & \quad \Psi(0) = 0 \quad \text{(contractance)} \\
(iv) & \quad \Psi([a]) \subset \alpha \cdot [a] \implies \forall k \geq 1, \Psi^k([a]) \subset \alpha^k \cdot [a] \quad \text{(convergence)}
\end{align*}
\]

for all boxes \([a],[b]\) inside \([x_0]\). For \(k \geq 1\) \(\Psi^k\) denotes the iterated function \(\Psi \circ \cdots \circ \Psi\). If \(k = 0\), \(\Psi^0\) denotes the identity function.

Example 2. If \([x]\) is an interval, the operator \([x] \mapsto [x] \cap 0.9 \cdot [x]\) is a stability contractor whereas the operator \([x] \mapsto 0.9 \cdot [x]\) is not.

Proposition 1. If \(\Psi\) is a stability contractor of rate \(\alpha < 1\) then we have

\[
\Psi([x]) \subset \alpha \cdot [x] \implies \lim_{k \to \infty} \Psi^k([x]) = 0
\]

Proof. Let \([x] \in \mathbb{R}^n\) and \(\Psi\) denote a stability contractor such that \(\Psi([x]) \subset \alpha \cdot [x]\). Then, according to Equation (iv),

\[
\begin{align*}
\Psi([x]) \subset \alpha \cdot [x] & \implies \Psi^k([x]) \subset \alpha^k \cdot [x] \\
& \implies \lim_{k \to \infty} \Psi^k([x]) = 0
\end{align*}
\]

A consequence of this proposition is that getting a stability contractor allows us to prove stability of a system without performing an infinitely long set-membership simulation. It suffices to have one box \([x] \ni 0\) such that \(\Psi([x]) \subset \alpha \cdot [x]\), \(\alpha < 1\) to conclude that the system is asymptotically stable for all \(x \in [x]\). In other words, the system is proven to be Lyapunov stable in the neighbourhood \([x_0]\).

Now, if one can build a stability contractor \(\Psi\) for a given dynamical system, then proving Lyapunov stability of the latter for a given initial condition \([x]\) comes down to applying proposition 1. Building such a contractor is addressed in the next section.

4 Centred form of an interval function

The aim of this section is to present a general method for building a stability contractor for discrete dynamical systems. It is based on the concept on centred form, proposed by Moore in [17]. Additionally, it proposes an algorithm to compute iteratively the centred form of an iterated function.

Consider a function \(f: \mathbb{R}^n \rightarrow \mathbb{R}^n\), with a Jacobian matrix \(J(x) = \frac{df}{dx}(x)\). Consider a box \([x]\) and one point \(\bar{x}\) in \([x]\). For simplicity, and without loss of generality, we assume that \(\bar{x} = 0 \in [x]\) and that \(f(0) = 0\).
**Remark 1.** If this condition is not satisfied, i.e. \( \bar{x} \neq 0 \) or \( f(0) \neq 0 \), the problem \( y = f(x), x \in [x] \) can be transformed into an equivalent problem satisfying the latter:

\[
\begin{align*}
y = f(x) & \iff y - f(\bar{x}) = -f(\bar{x}) + f(x - \bar{x} + \bar{x}) \\
& \iff z = -f(\bar{x}) + f(p + \bar{x}) = g(p)
\end{align*}
\]

i.e.

\[
\begin{align*}
y &= z + f(\bar{x}) \\
z &= g(p) \\
p &= x - \bar{x}
\end{align*}
\]

Now, consider the new problem \( z = g(p), p \in [p] \) where \([p] = [x] - \bar{x}\). Since \( g(0) = 0 \) and \( 0 \in [p] \), the new problem satisfies the condition stated above.

Let us recall the definition of the centred form, as given by \([17]\):

**Definition 2.** The centred form \( f_c \) associated to the function \( f \) is given by

\[
([J]([x])) \cdot [x] = [f_c]([x])
\]

where \([J]\) is the natural extension of \( J \).

**Proposition 2.** According to \([17]\), for all \([x] \in \mathbb{R}^n\),

\[
f([x]) \subset [f_c]([x])
\]

Additionally, the centred form tends towards the minimal inclusion function when \([x] \) is sufficiently small:

\[
w([f_c]([x])) - w([f([x])]) = o(w([x])) \text{ as } w([x]) \to 0
\]

The results of proposition 2 are illustrated on figure 2.

**Theorem 1.** Consider a function \( f \) with \( f(0) = 0 \) and with Jacobian matrix \( J(x) = \frac{df}{dx}(x) \). Denote by \([f]\) and \([J]\) the natural inclusion functions for \( f \) and \( J \). The centred form \([f_c]\) associated to \( f^k = f \circ f \circ \cdots \circ f \) is given by the following sequence

\[
\begin{align*}
z(0) &= [x] \\
A(0) &= Id \\
z(k) &= [f]([z](k - 1)) \\
A(k) &= [J]([z](k - 1)) \cdot [A](k - 1) \\
[f_c]^k([x]) &= [A](k) \cdot [x]
\end{align*}
\]

**Proof.** Consider a function \( f : \mathbb{R}^n \to \mathbb{R}^n \) such that \( f(0) = 0 \), and denote \( J = \frac{df}{dx} \) its Jacobian matrix. Write \( f^k \) the \( k \)-th iterated function of \( f \). Then for all \( x \in \mathbb{R}^n \), the Jacobian matrix of \( f^k \) is given by:

\[
\frac{df^k}{dx}(x) = \frac{df(f^k-1)}{dx}(x) = \frac{df}{dx}(f^{k-1}(x)) \cdot \frac{d(f^{k-1})}{dx}(x).
\]

Define \( z(k) = f^k(x) \) and \( A(k) = \frac{df^k}{dx}(x) \). Since for all \( x \), \( J(x) = \frac{df}{dx}(x) \), we get

\[
A(k) = J(z(k - 1)) \cdot A(k - 1).
\]
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\[ f_c(x_1) \]
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Figure 2: Illustration of the centred form extension of an interval function

Now, since \( f(0) = 0 \), it follows that \( f^k(0) = 0 \). Finally, substituting Equation (14) into Equation (10) yields

\[
[f^k_c](x) = \left[ \frac{df}{dx} \right](x) \cdot [x] = [A](k) \cdot [x] \]

Remark 2. From Proposition 2 for a given \( k \), we have

\[
\lim_{w([x]) \to 0} \frac{w([f^k_c](x)) - w([f^k](x))}{w([x])} = 0 \tag{16}
\]

which means that \( [f^k_c] \) tends towards the minimal inclusion function when \( w([x]) \to 0 \). Now, for a given \([x]\), even very small, we generally observe the following:

\[
\lim_{k \to \infty} \frac{w([f^k_c](x)) - w([f^k](x))}{w([x])} = \infty. \tag{17}
\]

In other words, the pessimism introduced by the centred form increases with \( k \).

Theorem 2. Consider a function \( f \) with \( f(0) = 0 \). If there exists a box \([x_0] \supseteq 0\) and a real \( \alpha < 1 \) such that \([f_c]([x_0]) \subset \alpha \cdot [x_0] \) then the interval operator \( \Psi_f([x]) = [f_c]([x]) \) is a stability contractor inside \([x_0]\).
Proof. Properties (6, i), (6, ii) and (6, iii) of definition 1 are easily checked. Now, let us prove property (6, iv) by induction.

Let \( \alpha < 1 \) and \( [x] \ni 0 \). Property (6, iv) states that
\[
[f_c^0(x)] \subset \alpha \cdot [x] \Rightarrow \forall k \geq 0, [f_c^k(x)] \subset \alpha^k \cdot [x]
\]
where \( [f_c]^k = f_c \circ \cdots \circ f_c \). Since \( [x] \subset \alpha^0[x] \), the property holds for \( k = 0 \).

Let us define the sequence
\[
[w_{k+1}] = [f_c^0([w_k])]
\]
Now, assume that the property also holds for a \( k > 0 \), i.e.
\[
[w_k] \subset \alpha^k \cdot [x]
\]
Let us show that
\[
[w_{k+1}] \subset \alpha^{k+1} \cdot [x]
\]

\[
[w_{k+1}] = [f_c^0([w_k])] = [J ([w_k]) \cdot [w_k]] \subset [J ([x]) \cdot [w_k]] \quad \text{since } [J] \text{ is inclusion monotonic and } [w_k] \subset \alpha^k \cdot [x] \subset [x]
\]
\[
\subset [J ([x]) \cdot (\alpha^k \cdot [x])] \quad \text{since } [w_k] \subset \alpha^k[x]
\]
\[
= \alpha^k \cdot [J ([x]) \cdot [x]]
\]
\[
= \alpha^k \cdot [f_c ([x])]
\]
\[
\subset \alpha^{k+1} \cdot [x] \quad \text{since } [f_c^0 ([x])] \subset \alpha [x]
\]

Theorem 2 shows that the centred form can be used in a very general way to build stability contractors. Other integration methods such as the one proposed by Lohner or the ones based on affine forms do not have this property, even if they usually yield a tighter enclosure of the image set of a function.

5 Proving stability using the centred form

In this section, we show how the centred form can be used to prove stability of non-linear dynamical systems.

5.1 Method

Consider the system described by Equation (1), where \( f(0) = 0 \).

In short, the methods consists in finding an initial box \([x] \) in the state space of the system such that the centred form of \( f \) is a stability contractor. This implies that iterating this centred form onto that initial box will converge towards 0. Since the centred form is an inclusion function for \( f \), that implies that the system will also converge towards 0.

More specifically, if for a given box \([x] \ni 0 \) with width \( \delta \) there exist \( q \geq 1 \) and \( \alpha < 1 \) such that \( [f_c^q ([x])] \subset \alpha \cdot [x] \), then \( [f_c^0] \) is a stability contractor of rate \( \alpha \) (according to theorem 2). Now, since proposition 1 states
\[
\lim_{k \to \infty} [f_c^0]^k ([x]) = 0
\]
and since proposition 2 asserts that
\[ \forall x \in [x], \ f^p(x) \in f^q([x]) \subset [f^q([x])] \]
we have
\[ \forall x \in [x], \ \lim_{k \to \infty} (f^q)^k(x) = 0 \]
which implies asymptotic stability of the system (see Equation 3).

Furthermore, let us define the sequence
\[ [x_{k+1}] = [f^q]^k([x]) \quad (18) \]
Thus, substituting Equation (18) in property (6, iv) and applying Equation (5) yields
\[ ||[x_{k+1}]|| \leq \alpha^k ||[x]|| \leq ||[x]|| e^{\ln(\alpha)k} \leq ||[x]|| e^{-\beta k} \]
where \( \beta = -\ln(\alpha) > 0 \). This implies exponential stability of the system (see Equation 4).

Our method is summarized by algorithm 1. It takes as inputs the function \( f \) describing the system, the initial box \([x]\), and a maximum number of iterations \( N \). The latter is necessary, as stated in remark 2 to avoid looping indefinitely. Usually, \( N \) does not need to be larger than 10, since the iterated centred form tends to diverge with the number of iteration.

Algorithm 1 Centred form based stability contractor
Input: \( f, [x], N \)
Output: true if the system is stable, false if undetermined
\[
\begin{align*}
[A] & \leftarrow I \\
[z] & \leftarrow [x] \\
\text{for } i = 1 \text{ to } N \text{ do} \\
 & [A] \leftarrow [J ([z]) \cdot [A] \\
 & [z] \leftarrow [f ([z]) \\
 & [x_i] \leftarrow [A] \cdot [x] \\
 & \text{if } [x_i] \subset [x] \text{ then} \\
 & \quad \text{return true} \\
 & \text{end if} \\
\text{end for} \\
\text{return false}
\end{align*}
\]
It is important to remember that if the previous algorithm yields a false value, that does not necessarily mean that the system is unstable. Indeed, bisecting the initial box \([x]\) into smaller boxes and running the algorithm on them could prove stability of the system in the neighbourhood defined by those boxes.

5.2 Completeness of the method

Now, let us show that whenever a system actually is exponentially stable, our method will be able to prove it. Given \( \eta > 0 \), we denote by \( \mathcal{B}_\eta \) the set of all hypercubes \([x]\) centred at 0 and such that \( w([x]) \leq \eta \).
Proposition 3. If the system is exponentially stable around 0, then
\[ \exists \eta > 0, \forall [x] \in B_\eta, \exists k > 0, \exists \alpha < 1, [f_k^k([x])] \subset \alpha \cdot [x] \]

Proof. Let us assume exponential stability of the system described by \( f \) around 0, i.e. there exists a neighbourhood \( \mathcal{N} \) of 0, such that
\[ \exists \beta, 0 < \beta < 1, \exists k > 0, \forall x \in \mathcal{N}, \|f_k^k(x)\|_\infty < \beta \|x\|_\infty \]

This property translates into
\[ [f_k^k([x])] \subset \beta \cdot [x] \]
for all cubes \([x]\) in \( \mathcal{N} \) centred in 0, where \([f_k^k([x])]\) is the smallest box which contains the set \( f_k^k([x]) \). Take one of these cubes \([x]\) and denote by \( \eta \) its width \( w([x]) \). If \( \eta \) is sufficiently small, the pessimism of the centred form becomes arbitrarily small and we have
\[ \exists \alpha, \beta \leq \alpha < 1, [f_k^k([x])] \subset \alpha [x] \]

\[ \square \]

6 Application

6.1 Example 1: Proving stability of the logistic map

The aim of this example is to illustrate the section 5.2. The logistic map is a simple recurrence relation which behaviour can be highly complex or chaotic:
\[ x_{k+1} = \rho \cdot x_k \cdot (1 - x_k) \] (19)

The parameter \( \rho \) influences the dynamics of the system. For \( \rho = 2.4 \), the system is stable, but shows an oscillating behaviour around its equilibrium point (see figure 3).

Note that the equilibrium point is not 0 and we thus need to centre our problem to apply the stability method as described in this paper (see remark [1]).

Figure 4 displays the behaviour of our algorithm for an initial box \([x_0] = [0.577, 0.585]\). Even if \([x_1]\) is not contained in \([x_0]\), we have \([x_2] \subset [x_0]\). We have thus shown that for an initial state vector in \([x_0]\), the trajectory will converge towards the stable point.

6.2 Example 2: Proving stability of a three dimensional map

The aim of this example is to illustrate the steps our algorithm [1] in a higher dimensional problem.

Let us consider the following discrete system:
\[ x_{k+1} = 0.8 \cdot R(\frac{\pi}{6} + x_1, \frac{\pi}{4} + x_2, \frac{\pi}{3} + x_3) \cdot x_k \] (20)

where \( R(\phi, \theta, \psi) \) is the rotation matrix parametrized by roll (\( \phi \), around axis \( X \)), pitch (\( \theta \), around \( Y \)) and yaw (\( \psi \), around \( Z \)) angles.

With our approach, we show that the discrete system is stable, as depicted by Figure 5 which is a projection of the 3-dimensional system across steps of our algorithm. With \([x_0] = [-\varepsilon, \varepsilon]^3\), where
\( \varepsilon = 0.004 \), the algorithm needs 3 iterations to get captured inside the initial box. We thus have proved the stability of the system. The blue sets correspond to the image of \([x_0]\) by \( f, f^2, f^3 \) and has been obtained using a Monte-Carlo method for visualization purposes. The point in the centre corresponds to the origin \( 0 \).

Considering the shape of the set \( f^k([x_0]) \), we understand that zonotope-based methods [5, 29] or Lohner integration methods [14, 30] could get a stronger convergence. However, these efficient operators cannot be used to prove the stability except if we are able to prove that they correspond to a stability contractor, which is not the case yet.

### 6.3 Example 3: Validation of a localisation system

The aim of this example is to illustrate how our method could be applied to prove stability of an existing localisation system, before integrating the latter in a robot for example.

**Remark 3.** Proving the stability of such a localisation system is of importance in robotics. Indeed, the commands are usually computed using the robot’s state, estimated by the localisation system. If the latter is not stable, i.e. it does not converge towards the actual position of the robot, then control is useless. Note that additionally to stability, accuracy and precision are also wanted features for a localisation system, that we won’t address here.

We also briefly explain how our method can be coupled with a paving algorithm to characterize the stability region of the localisation system. The latter corresponds to the acceptable set of parameters of
the system, in the sense that it remains stable regardless of the parameters picked in that set.

Consider a range-only localisation system using two landmarks \( a, b \) as represented on Figure 6. A static robot is located at position \( m \), and is able to measure the exact distance between itself and the landmarks.

More precisely, we assume that we have the following measurements

\[
\begin{pmatrix}
  y_1 \\
  y_2 
\end{pmatrix} = h(m) = \begin{pmatrix}
(m_1 - a_1)^2 + (m_2 - a_2)^2 \\
(m_1 - b_1)^2 + (m_2 - b_2)^2 
\end{pmatrix}.
\]

Assume also that, at iteration \( k \), the robot believes to be at position \( p_k \) whereas it actually is at position \( m \). We define the Newton sequence as

\[
p_{k+1} = p_k + J^{-1}_h(p_k) \cdot (h(m) - h(p_k))
\]

where

\[
J_h(p) = 2 \begin{pmatrix}
p_1 - a_1 & p_2 - a_2 \\
p_1 - b_1 & p_2 - b_2 
\end{pmatrix}
\]

We have

\[
x_{k+1} = x_k + J^{-1}_h(x_k + m) \cdot \frac{(h(m) - h(x_k + m))}{f(x_k + m)}
\]
where $x_k = p_k - m$ is the localisation error. We want to show that for $m$ in a given region of the plane, the sequence defined by $x_{k+1} = f(x_k, m)$ is stable, i.e., converges to $0$.

**Remark 4.** Of course, this localisation system could be greatly improved. But we can imagine that we are in a situation where the localisation system has been working for years. We trust it and we do not want to change it. The goal here is to validate the existing system, not to build a new one. The guarantee of stability is a property we can check with our approach.

Now, let us introduce the concept of **stability region**.

**Definition 3.** The sequence $x_{k+1} = f(x_k, m)$ parametrized by $m \in [m]$ is **robustly stable** if

$$\forall m \in [m], \lim_{k \to \infty} x_k = 0 \quad(21)$$

**Definition 4.** We define the **stability region** as

$$\mathcal{M} = \left\{ m \mid \exists \epsilon > 0, \forall x_0 \in [-\epsilon, \epsilon]^n, \lim_{k \to \infty} \|x_k\| = 0 \right\} \quad(22)$$

To calculate an inner approximation of $\mathcal{M}$, we decompose the $m$-space into small boxes. Take one of these small boxes $[m]$ and a box $[x_0]$ around $0$. The box $[x_0]$ should be small, but large compared to $[m]$. If there exists $k > 0$ such that the system is stable, i.e. $[f_k^2](x_0, [m]) \subset [x_0]$, then $[m] \subset \mathcal{M}$.

Consider a situation where the landmarks are at positions $a = (0, 0.1)^T$, $b = (0, -0.1)^T$. To characterize the set $\mathcal{M}$, we build a paving of the plane with small boxes $[m]$ of width $0.001$. Taking $\epsilon = \sqrt{\nu([m])}$ and $[x_0] = [-\epsilon, \epsilon]^2$, we get the results depicted on Figure 7. The green area is proved to be inside $\mathcal{M}$. As a consequence, if the robot is located in the green area and if its initial localisation error is smaller than $\epsilon$, then the classical Newton method will converge towards the actual position of the robot. On the other hand, we are not able to conclude anything about the stability of the localisation algorithm in the red area: this could require to take smaller boxes $[m]$ in the $m$-space, a smaller initial condition $[x_0]$, or this might also mean that the localisation system is not stable with that specific choice of parameters.
6.4 Example 4 : Stability of a cyclic trajectory

This last example illustrates how our method can be applied to a real-life problem : a robot controlled by a state-machine is deployed in a lake; we will prove that the trajectory of the latter is stable.

Let us consider a robot, for instance an Autonomous Underwater Vehicle (AUV) cruising in a closed area (e.g. a lake) at a constant speed (the robot is moving in a plane, for the sake of simplicity). The robot is controlled by an automaton and a heading controller. It also embeds a sensor (e.g. a sonar) to detect if the shore is close by. In this case, an event is triggered and the automaton changes its states : a new heading to follow is sent to the robot. Consider for instance the following sequence for the automaton:

1. Head East during 25 sec.
2. Head North until reaching the shore
3. Go South for 7.5 sec
4. Head West until reaching the shore
5. Go to 1.

The goal is to prove that the robot’s trajectory will converge towards a stable cycle.

Assume that the border is modelled by the function

\[ x_2 = h(x_1) = 20(1 - \exp(-0.25x_1)) \]  \hspace{1cm} (23)

Given the starting position of the robot \( x = (x_1, x_2)^T \), the positions of the robot after each of the four transitions are respectively given by the following functions :

\[
\begin{align*}
    f_1(x) &= (x_1 + 25v, x_2)^T \\
    f_2(x) &= (x_1, h(x_1))^T \\
    f_3(x) &= (x_1, x_2 - 7.5v)^T \\
    f_4(x) &= (h^{-1}(x_2), x_2)^T
\end{align*}
\]

where \( v \) denotes the cruising speed of the robot. Each of these functions can be modified to take model and sensor uncertainties into account, as we consider that the robot is cruising in dead-reckoning. Usually, these uncertainties grow with time if the robot does not perform exteroceptive measurements.
Let us define the cycle function $f$, given by Equation (24):

$$f(x) = f_4 \circ f_3 \circ f_2 \circ f_1 (x)$$

(24)

Proving stability of the cycle comes down to proving that the discrete-time system $x_{k+1} = f(x_k)$ is stable.

Figure 8 represents the evolution of $[x]$ over steps of integration, as well as the intermediate steps. The initial box is $[x_0] = ([1.5, 6.5], [9.5, 15.5])^T$, and we model the robot getting lost by adding an uncertainty $[u] = \left[ f(x) - x \right] \cdot [-\epsilon, \epsilon] \cdot 2^2$ to each intermediate function $f_i$, where $v = 1 \text{ m/s}$ is the cruising speed of the robot and $\epsilon = 0.05 \text{ m/s}$ is the speed at which the robot is getting lost, i.e. the inflating rate of the robot’s estimated position.

Since we have $[x_1] \in [x_0]$, we can conclude that the robot, equipped with the sensors named earlier and controlled by the given automaton, is going to perform a stable cycle in the lake.

7 Conclusion

In this paper, we have proposed a new approach to prove Lyapunov stability of a non-linear discrete-time system in a given neighbourhood $[x_0]$, regardless of the system’s uncertainties and the floating-point errors. The principle is to perform a simulation based on the interval centred form, from an initial box $[x_0]$ and until the current box $[x_k]$ is strictly enclosed in $[x_0]$. From the properties of the centred form we have proposed, we are able to conclude that a system is stable. The method applies to a large class of systems and can be used for arbitrary large dimensions, which is not the case for methods based on linearisation which are very sensitive to the dimension of the state vector. Additionally, contrary to the existing methods, ours is able to find a neighbourhood of radius $\delta$ inside which the system is stable.

The next step is to extend this approach to deal with continuous-time systems described by differential equations. This extension will require the introduction of interval integration methods [4, 22, 24, 30].

The interval community can be decomposed into two worlds:
On the one hand, Small intervals \(^{(19)}\) are used in combination with linearisation methods and are able to propagate efficiently small uncertainties such as those related to floating point approximations. They can solve high dimensional problems and do not require any bisections.

On the other hand, Large intervals are mainly used for global optimization \(^{(8)}\), solving equations \(^{(12)}\), characterizing sets \(^{(10)}\). They used together with contractors techniques, constraint propagation and bisections algorithms.

This work belongs to the first world and makes use of small intervals. This is why the centred form is very efficient and why we do not perform any bisection. Now, in practice, the approaches developed by both communities can be used jointly: to solve real-life problems such as approximating basins of attraction, we will have to combine the two methodologies appropriately.
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