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Abstract—Deep learning for change detection is one of the current hot topics in the field of remote sensing. However, most end-to-end networks are proposed for supervised change detection, and unsupervised change detection models depend on traditional pre-detection methods. Therefore, we proposed a fully convolutional change detection framework with generative adversarial network, to unify unsupervised, weakly supervised, regional supervised, and fully supervised change detection tasks into one end-to-end framework. A basic Unet segmentor is used to obtain change detection map, an image-to-image generator is implemented to model the spectral and spatial variation between multi-temporal images, and a discriminator for changed and unchanged is proposed for modeling the semantic changes in weakly and regional supervised change detection task. The iterative optimization of segmentor and generator can build an end-to-end network for unsupervised change detection, the adversarial process between segmentor and discriminator can provide the solutions for weakly and regional supervised change detection, the segmentor itself can be trained for fully supervised task. The experiments indicate the effectiveness of the proposed framework in unsupervised, weakly supervised and regional supervised change detection. This article provides new theoretical definitions for unsupervised, weakly supervised and regional supervised change detection tasks with the proposed framework, and shows great potentials in exploring end-to-end network for remote sensing change detection (https://github.com/Cuwuwhu/FCD-GAN-pytorch).
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I. INTRODUCTION

C

HANGE detection is one of the earliest and most widely used technology in the field of remote sensing [1], [2], [3], [4], [5], [6]. It aims at finding landscape changes from the multi-temporal remote sensing images observing the same study site at different time. It has been widely used in land-use/land-cover change analysis [7], [8], urban study, environmental monitoring [9], [10], and disaster assessment [11].

There are lots of existing researches about how to extract and label changes more accurately and effectively [12], [13], [14], [15], [16], [17], [18], [19], [20]. With the rising of deep learning in computer vision, it can also be applied in remote sensing change detection in recent years [21]. The deep learning networks were firstly used as feature extractor embeded in the traditional process of change detection [20], [22], [23], [24], [25], [26], [27], [28]. The minization of feature difference of unchanged patches is always selected as the learning criterion [24], [29], [30]. Another way for deep learning-based unsupervised change detection, is to distinguish certain changes and non-changes by pre-detection, and use the corresponding patches as training samples to build a deep network model to extract better features and discriminate semantic labels [31], [32], [33]. However, these kinds of methods deeply depend on pre-detection result, and cannot build an advanced end-to-end model to make full use of deep learning.

With the sharing of labelled change detection dataset, the supervised semantic segmentation was brought into the field of change detection, for identifying binary changes or targeted changes from high resolution images with fully convolutional networks [34], [35], [36]. The abundant datasets make the change detection models obtain higher and higher accuracies [37], [38], [39]. Even though these works utilized the end-to-end fully segmentation change detection model and show satisfactory performances, it must be noting that labelling all the changed pixels in an image as the training samples of one dataset is quite time and labor consuming, and needs more professional knowledge compared with the tasks in computer vision.
With the fixation of fully convolutional segmentation network for processing multi-temporal high-resolution remote sensing images, change detection task can be defined as obtaining a suitable segmentation map to satisfy the pre-defined constraints. The task of fully supervised change detection (FSCD) can be considered as the full constraint to the reference map [40], [41]. However, it is hard to always provide abundant FSCD training dataset in practical applications, since change detection is a complex task and needs to interpret multi-temporal image pair at the same time. So, can we release the constraint to build an end-to-end network framework for satisfying the practical needs?

For unsupervised change detection (USCD), although we have no pre-given samples or rules, there is a prior knowledge that, the representation of unchanged landscapes can be predicted from one image to another image, while the changed landscape cannot. So, we can make a constraint for unsupervised change detection, that the model wants to find a segmentation region, without which the transitions between multi-temporal images can be better predicted.

Furthermore, we can also define weakly supervised change detection (WSCD) task in this way, that only the label of change or non-change is given to a pair of multi-temporal images, and we want to extract the exact changed regions [42], [43], [44]. The constraint is, the model aims at finding a segmentation region, without which the image pairs containing changed landscape can be determined as unchanged pairs.

Finally, we will define a new change detection task, that we only need to draw a probable region (such as a rectangle) of landscape changes, and the exact changed pixels are labelled accurately. The constraint is, the model labels a change region, so that the image pair with the mask of segmentation map can be determined as unchanged just like that with the mask of predefined region. We call it regional supervised change detection (RSCD).

In order to conclude all these change detection tasks, in this article, we propose a framework named fully convolutional change detection with generative adversarial network (FCD-GAN) for unsupervised, weakly supervised and regional supervised change detection task. A basic segmentor for multi-temporal high-resolution remote sensing images was used to obtain change maps with various constraints for different tasks. The unsupervised change detection model is built with an iterative optimization of segmentor and a generator, that predicts one image to the corresponding multi-temporal image. The weakly supervised model was optimized with the adversarial balance between segmentor to find more accurate changed regions and discriminator to better distinguish changed and unchanged pairs. The regional supervised model aims to train a segmentor to mask the change region so that this image pair can be determined as unchanged with the discriminator.

The contributions of this article can be listed as follows:

1) We proposed a framework named fully convolutional change detection with generative adversarial network (FCD-GAN), which can unify unsupervised, weakly supervised, regional supervised, and fully supervised change detection into one end-to-end framework.

2) This is the first time that unsupervised change detection can be achieved by fully convolutional end-to-end network, which provides significant potentials for the further development of unsupervised change detection.

3) As far as we know, few studies utilize GAN structure in one-stage weakly supervised segmentation. So, this article shows a new approach for weakly supervised change detection with GAN.

4) This article proposed a new task of regional supervised change detection with multi-temporal remote sensing images, which is very useful in practical applications. This task is achieved also by GAN constraints in the proposed framework.

II. METHODOLOGY

The proposed framework is shown in Fig. 1. It consists of three basic modules: segmentor, generator and discriminator. Since the focus of this article is to propose the common framework, we only use very simple network structures in these three modules. In the task of unsupervised, weakly supervised and regional supervised change detection, the $\ell_1$-norm constraint of segmentation map is necessary to avoid all-change output. This norm will be detailed introduced in Section II.B. Since the fully supervised change detection with the pixel-level training references is very common, we don’t focus on this task in our article. The details of implementation are as follows:

A. Basic Module

In current studies, lots of advanced segmentation models and tricks have been used in change detection [37], [39], [45], [46], [47]. However, since the focus of this article is to propose a framework, we only use a very basic structure for segmentor, generator, and discriminator.

For segmentor, we choose a basic U-net structure, which has been used in many change detection researches [34], [36]. Since multi-temporal high-resolution images should be fused in encoder, we selected a simple concatenate fusion in every layer. Sigmoid is used as the final activation function to ensure the range of output to be from 0 to 1. The two branches of encoder are Siamese. The upsampling approach is bilinear interpolation. The structure of segmentor is shown in Fig. 2a.

For generator, it can be assumed that the multi-temporal images can be predicted from one image to another if the landscapes don’t change. Therefore, we implement a generator just like that from SRGAN [48]. The difference is that no activation function such as sigmoid or tanh is used in the last layer, since the input multi-temporal images will be pre-processed by standard normalization. The structure of generator is shown in Fig. 2b.

For discriminator, we simplify the discrimination network in SRGAN [48]. In the research, we found that complex network will be too powerful in distinguishing changed or unchanged image scene, so that the balance in adversarial progress is too easy to break. The branches of encoder are Siamese. So, the simplified discriminator is shown in Fig. 2c.
B. Unsupervised Change Detection

In most previous unsupervised change detection studies with deep learning models, the networks were trained with pre-detection results and small patches centering the detected pixels [26], [35], [49], [50], [51]. In this article, we want to utilize an end-to-end fully convolutional network to deal with this task.

The basic assumption of unsupervised change detection is: for the unchanged landscapes in multi-temporal images, they have some consistency in spectral, spatial or semantic aspects; while for the changed landscapes, they can be any temporal variations [3]. So, the task can be summarized as:

The model wants to find a change region, so that in the remained regions one image can be predicted into another multi-temporal image accurately.

In theory, \( X \) and \( Y \) are the multi-temporal images, \( g(\cdot) \) is the generator, and \( s(\cdot) \) is the segmentator. The objective can be written as:

\[
\min_{g,s} \left[ L \left( g(X) \cdot (1 - s(X, Y)) \right), Y \cdot (1 - s(X, Y)) \right] \tag{1}
\]

where \( L(\cdot) \) is the loss function to measure the similarity between the predicted image and the real image, and \( s(X, Y) \) will segment every pixel in the image to be non-change (0) or change (1).
However, it is worth noting that there is one way to satisfy this objective easily, which is labelling all the pixels to be 1. Obviously, it is a false solution. In order to avoid this meaningless solution, we need to add a constraint that the segmentation should be 0/1 and also sparse. The most straightforward way is to add a 0-1 loss in the loss function, whereas $\ell_0$ norm is hard to optimize. So, we release this constraint to $\ell_1$ norm. Therefore, the objective is rewritten as:

$$\min_{g,s} [L_g + \lambda \ell_1 (s(X, Y))]$$

where $\lambda$ indicates the weight of $\ell_1$ loss, and $L_g$ indicates the loss function of generator with the change mask. Mostly, higher weight on $\ell_1$ loss will lead to fewer segmented changes with higher precision rate and lower recall rate.

In this way, the final task of unsupervised change detection is summarized as:

The model wants to find a minimum change region, so that in the remained regions one image can be predicted into another multi-temporal image accurately.

The loss function $L_g$ to measure the prediction in this article is a combination of reconstruction loss and content loss. For the reconstruction loss, since it is affected by the segmentation output, we use a weighted $\ell_1$ loss to measure the prediction error; for the content loss, we choose the loss function as SRGAN [48], where the MSE loss of the 29th layer features from the pretrained vgg16 network is used to calculate the content difference. The generation loss function can be written as:

$$L_g = \sum (1 - s(X, Y)_{ij}) \| g(X)_{ij} - Y_{ij} \| + \mu \ell_{MSE}$$

$$\phi_{vgg}^{29} \left( g(X) \cdot (1 - s(X, Y)_{ij}) \right),$$

$$\phi_{vgg}^{29} \left( Y \cdot (1 - s(X, Y)_{ij}) \right)$$

where $\phi_{vgg}^{29} (\cdot)$ indicates the output of the 29th layer features from vgg16 network in pytorch, and $\mu$ is the weight of content loss. It can be found that multi-level convolutional features can be summed up in vgg16 network. In this article, we only use the 29th layer features. Another thing needing attention is that the pretrained vgg16 network only has three channels for its input, whereas remote sensing imagery always contains four (R, G, B and NIR) or more bands. So, the loss band by band was calculated to obtain the mean value.

Since there are two network models needing learning and training, they are optimized with iteration progress. The generator was firstly trained with the whole image. Then, the segmentor was trained with the pre-trained generator. And finally, the generator and segmentor are trained together, iteratively. Adam optimizer and warm-up strategy are used in optimization.

C. Weakly Supervised Change Detection

In change detection, it is hard and time-consuming to label all the changed pixels from the multi-temporal images. So, if we can detect changes accurately by only labelling the image pair to be changed (1) or unchanged (0), it is more convenient in practical applications. It is also feasible to define the target changes in semantic aspect.

For weakly supervised change detection, the interpreters label numerous multi-temporal image pairs to be changed or unchanged. We want to train a segmentation model with the weakly supervised information to detect exact changed pixels in these change image pairs.

The basic assumption for solving this problem is that, if the changed pixels are all labelled and masked, the corresponding changed image pairs will be identified as the same as the unchanged pairs. It can be found that this is an adversarial process, as shown in Fig. 3. With the advance of segmentor, it is harder and harder for the developing discriminator to distinguish the masked changed pairs and the unchanged pairs.

In this way, the final task of weakly supervised change detection is summarized as:

The model wants to find a minimum change region, so that without the changed regions the changed image pairs can be discriminated as the same as the real unchanged image pairs.

When the loss function of the proposed model is designed, we utilize the format like WGAN for better convergence [52]. Also, the generation loss can be used for better optimization. The generator can be trained only with the real unchanged image pairs, and the generation loss can help to find the change regions in the changed pairs. However, it is worth noting that when weakly supervised information is given, maybe not all the unpredictable regions are target change regions, such as phenological changes. So, the generation loss must be adjusted with a weight. Besides, when the segmentor is applied on the real unchanged image pairs, the results should be absolutely zero throughout the whole image. Thus, we use a $\ell_2$ loss to take advantage of this constraint. Finally, the objective of the weakly supervised change detection can be written as:

$$\min_{d} \left[ 1 - \mathcal{L}_d^u + \mathcal{L}_d^u \right]$$

$$\min_{s} \left[ \mathcal{L}_s^u + \lambda_1 \ell_1 (s(X^c, Y^c)) + \lambda_2 \ell_2 (s(X^u, Y^u)) + \lambda_3 L_g \right]$$

where $\mathcal{L}_d^u$ and $\mathcal{L}_d$ indicate the discrimination loss for real unchanged pairs and changed pairs, $X^c$, $Y^c$ indicate the changed multi-temporal image pair, $X^u$, $Y^u$ indicate the real unchanged multi-temporal image pair, $L_g$ indicates the generation loss, a series of $\lambda$ indicates the weights of different losses. $L_g$ can be calculated by (3) only for changed image pairs. The $\ell_1$ loss here can avoid the meaningless constant solution of the segmentor.

![Fig. 3. The adversarial process of weakly supervised change detection.](Image)
For detailed discrimination loss functions, they can be written as:
\[
\mathcal{L}_d^u = d(X^u, (1 - s(X^c, Y^c)), Y^u, (1 - s(X^c, Y^c))) \quad (6)
\]
\[
\mathcal{L}_d^c = d(X^c, (1 - s(X^c, Y^c)), Y^c, (1 - s(X^c, Y^c))) \quad (7)
\]

It is worth noting that the discrimination loss of unchanged image pair is also calculated with a change mask. If not, the discriminator will converge to zero quickly, and the balance in adversarial process will be easily broken. It is because, the discriminator tends to learn whether there is a mask covering the image pair instead of they are a changed pair or not. We all know that: an unchanged multi-temporal image pair will always keep unchanged with any mask. Therefore, the changed mask will also be applied on both the changed image pair and real unchanged image pair.

Due to WGAN [52], RMSProp optimizer is used for the adversarial process. The learning rate of discriminator is determined much lower than that of segmentor, for better optimization.

D. Regional Supervised Change Detection

In practical applications, even though labeling all changed pixels is labor- and time-consuming, it is also too coarse to just provide an image-level label for weakly supervised change detection. Therefore, we propose a new task named regional supervised change detection (RSCD).

In regional supervised change detection, the interpreters only draw a probable region, such as a rectangle, covering the landscape changes. The model in this task needs to find the extract changed pixels inside the labelled region.

The basic assumption is, if the changed pixels are all masked, the image pair can be seen as an unchanged one just like that by masking the given reference region. Similar with weakly supervised change detection, this task can be solved with an adversarial process. The difference is the unchanged pair sample is a simulated one by masking the pre-given reference region, instead of a real one. In implementation, if the simulated unchanged pair is only made by simple masking, the adversarial process is hard to maintain, since the discriminator is easy to find a regular mask in the image pair. So, the simulation is achieved by replacing the content inside the reference region from one multi-temporal image to the other, as shown in Fig. 4.

Therefore, the final task of regional supervised change detection is summarized as:

The model wants to find a minimum change region, so that without the changed regions the changed image pairs can be discriminated as unchanged as the simulated unchanged image pairs by replacing the content inside the pre-given reference region.

The objective of regional supervised change detection can be formulated derived from (4) as:
\[
\min_d [1 - \mathcal{L}_d^c + \mathcal{L}_d^u] \quad (8)
\]
\[
\min_s [\mathcal{L}_d^u + \lambda_1 \mathcal{L}_1(s(X, Y) \cdot R) + \lambda_2 \mathcal{L}_2(s(X, Y) \cdot (1 - R)) + \lambda_3 \mathcal{L}_g] \quad (9)
\]

where R indicates the reference region. It means the model should tend to find sparse changed pixels inside the reference region, and no pixels outside the reference.

For the discrimination loss, they can also be written as:
\[
\mathcal{L}_d^u = d\left(X \cdot (1 - s(X, Y)), \hat{Y} \cdot (1 - s(X, Y))\right) \quad (10)
\]
\[
\mathcal{L}_d^c = d\left(X \cdot (1 - s(X, Y)), Y \cdot (1 - s(X, Y))\right) \quad (11)
\]

where \( \hat{Y} \) is the simulated unchanged image, which can be generated by \( Y = Y \cdot (1 - R) + X \cdot R \).

The optimization of regional supervised change detection is the same as that of weakly supervised change detection

III. Datasets

For the experiment of unsupervised change detection, we choose two high-resolution multi-temporal GF-2 remote sensing image datasets, as shown in Figs. 5 and 6. These two high-resolution multi-temporal remote sensing image datasets were all acquired by GF-2 satellite. The time-1 image was acquired on April 4, 2016, and the time-2 image was acquired...
Fig. 7. Multi-temporal ZY-3 image dataset, (a) time-1 image, (b) time-2 image, and (c) reference, where white indicates changed pixels and black indicates unchanged pixels.

Fig. 8. Samples for weakly supervised change detection, including a changed pair (a) before change, (b) after change, (c) reference, and an unchanged pair (c) before change, (b) after change, (c) reference.

on September 1, 2016. The size of multi-temporal images is $1000 \times 1000$, with four spectral bands (Blue, Green, Red, NIR) and the spatial resolution of 4m. These two datasets were used for unsupervised change detection in the previous study [53]. In order to evaluate the robustness of our proposed method, we also added a multi-temporal ZY-3 image dataset, with the size of $458 \times 559$. It contains 3 bands (R, G and B), with the spatial resolution of 5.8m. ZY-3 dataset and the reference are provided by the reference [54], as shown in Fig. 7.

For the experiments of weakly and regional supervised change detection, since there is no corresponding dataset, we generate two datasets with shared dataset for supervised change detection.

First, we choose the WHU building change detection dataset (BCD) [55]. This dataset contains two aerial high-resolution images, which were acquired in 2012 and 2016. The size of study image is $32507 \times 15354$, with 3 optical bands and the resolution of 0.3m. Building change is the target change of this dataset. In order to generate a weakly supervised change detection dataset, we slice these two large images into $200 \times 200$ small images, as well as the change reference. If there are any changes in the image scene, this image pair will be labelled as changed. So finally, we got 9935 unchanged pairs and 2616 changed pairs, as shown in Fig. 8. It can be found that this weakly supervised change detection dataset is very complex and challenging, since some landscape changes are not defined as target semantic changes.

Then, we choose Onera Satellite Change Detection dataset (OSCD) to evaluate the regional supervised change detection task [56]. This dataset comprised 24 pairs of multi-temporal images, acquired by Sentinel-2 satellite. It contains 14 training and 10 test image pairs. The remote sensing imagery from Sentinel-2 satellite has 13 spectral bands with the spatial resolution of 10, 20m and 60. For flexible process, we only choose four spectral bands (B, G, R and NIR) with 10m resolution. Co-registration was implemented to reduce the mis-registration errors in some pairs, and common subsets were selected to keep the same size of multi-temporal image pair and reference. In the reference generation of RSCD, the connected regions of change reference are all extracted, and a bounding box was drawn. In order to simulate the manual interpretation, an expansion of 10 pixels was applied to the bounding boxes in four directions. In this way, we finally obtain a dataset with pixel-based references and region-based supervision. The example of multi-temporal image pair and its references are shown in Fig. 9. In this task, we only have the region-level reference, and we want to train a segmentation model to find the exact pixel-level change detection result. Since OSCD has distinguished training and testing samples, the RSCD model is also trained on the training pairs and evaluated on the testing pairs.

IV. EXPERIMENTS

A. Unsupervised Change Detection

Since the proposed model is a fully convolutional model, it is hard to process a whole image with the size of $1000 \times 1000$ directly. So, the large image will be sliced into small patches for batch process. In order to avoid the problem in processing
patch edge, the patches are sliced with overlapping. In USCD experiment, the patch size is $220 \times 220$ with an overlapping of 10 pixels in each direction for WH and HY datasets; the patch size is set to $200 \times 200$ for ZY dataset. Only the output of the centered $200 \times 200$ patch will be used in the final result.

The optimizer used is Adam with warmup strategy. The initial epochs for generator training and segmentor training are both 50. The epochs for iteration optimization of generator and segmentor is 150. The batch size is 10. The probability threshold to determine change/non-change in the output of segmentor is fixed to be 0.5. The normalization to be zero mean and unit variance is applied as pre-processing. The weight of $\ell_1$ loss is 0.75 for WH dataset, 0.65 for HY dataset, 0.81 for ZY dataset. The content weight in generation loss is 0.2 for these three datasets. Since in USCD, there is no supervised information in training, thus the discriminator is not used in this task. So, the proposed method is indicated with FCD-GN, since the adversarial process is not included.

Tables I and II show the accuracy assessments on WH and HY dataset. The comparative methods chosen are included in our previous work [53]. Besides, we also included some new comparative methods, including deep change vector analysis (DCVA) and deep slow feature analysis (DSFA) [57]. The result of FCD-GN is the average of 5 time run. mIOU and cIOU are the values of the mean IOU and the only change IOU. OA indicates overall accuracy, KC indicates Kappa coefficient, Pre. indicates precision rate, and Rec. indicates recall rate. The bold values are the best accuracies, and the underline indicates the second best. It can be seen that, FCD-GN achieved the highest accuracies in almost all indicators with an obvious increase for HY and WH dataset. For ZY dataset, FCD-GN also obtained the best performances in OA, KC and mIOU, and second best in F1 and cIOU.

The generation loss for these three datasets is shown in Fig. 13. 5-time runs are all shown in these figures. The losses before 50 is obtained with the whole image, and those afterwards is obtained with segmentor. It can be seen that the model converged after the iterations. Fig. 14 shows the F1-score with different thresholds compared with the best method before - SiamCRNN_LSTM. For most thresholds around 0.5, the proposed FCD-GN can get the best performance.

The assessments of binary change detection results are shown in Figs. 10, 11, and 12. The references are used to draw the true detection, false alarm, and omission error with different colors. The ‘jet’ figures of change probability are also shown with an overlap on the original image. It can be observed that the proposed FCD-GN find most of the changes and highlight the real changes obviously. Especially in ZY dataset, compared with SiamCRNN_LSTM, FCD-GN shows higher precision rate. It is also worth noting that, we need to improve the proposed method to reduce omission errors.
B. Weakly Supervised Change Detection

In the experiment of WSCD, there are two kinds of losses in FCD-GAN, which are generation loss and discrimination loss. If only the generation loss is used, the task of WSCD is changed to USCD. The generation loss is used to find the low-level changes, and the discrimination loss aims at find the high-level and semantic changes. Compared with USCD, which wants to find all landscape changes, WSCD only focus on the target changes, such as the building change in the dataset of BCD. So, the discrimination loss is the main loss.

The input image pairs are pre-processed with a global normalization to be zero mean and unit variance. In the optimization, generator is trained with the labelled unchanged image pairs, by the Adam optimizer, and frozen in the following optimization.
TABLE IV

|                | OA   | KC   | Pre. | Rec. | F1   | mIOU | cIOU |
|----------------|------|------|------|------|------|------|------|
| CAM            | 0.7929 | 0.4138 | 0.4940 | 0.6102 | 0.5460 | 0.5695 | 0.3755 |
| FCD-GN (0.5)   | 0.5614 | 0.1667 | 0.2846 | 0.7594 | 0.4141 | 0.3710 | 0.2611 |
| FCD-AN (0.5)   | 0.7055 | 0.3484 | 0.3921 | 0.8046 | 0.5272 | 0.5028 | 0.3580 |
| FCD-GAN (0.5)  | 0.7526 | 0.3895 | 0.4364 | 0.7269 | 0.5452 | 0.5421 | 0.3748 |
| FCD-GN (0.9)   | 0.7254 | 0.2655 | 0.3771 | 0.5302 | 0.4407 | 0.4874 | 0.2826 |
| FCD-AN (0.9)   | 0.7429 | 0.3865 | 0.4270 | 0.7602 | 0.5468 | 0.5360 | 0.3763 |
| FCD-GAN (0.9)  | 0.7898 | 0.4303 | 0.4893 | 0.6678 | 0.5645 | 0.5749 | 0.3932 |

The segmentor and discriminator are optimized by RMSProp optimizer. Since it is important to keep balance in the adversarial process, the learning rate of discriminator is assigned much lower than that of segmentor, due to the fact that the task of change discrimination is easier than change segmentation. The epochs for the training of generation and adversarial process are both 50. The batch size for the training of generation and adversarial process are 50 and 20, separately. Warm-up strategy is also used.

For generator, the weight of content loss kept 0.5 in training. In the learning of FCD-GAN only with generation loss (FCD-GN), which means we only use a USCD model, the weights of $\lambda_1$, $\lambda_2$ and $\lambda_3$ are 0.5, 1, and 1, while the discrimination loss is not used in training segmentor. In normal training, the weight of the main loss, which is the discrimination loss, always kept 1, like (8). In the learning of FCD-GAN only with adversarial process and without generator (FCD-AN), the weights of $\lambda_1$, $\lambda_2$, and $\lambda_3$ are 0.5, 1.5 and 0. In the final learning of FCD-GAN with all losses, the weights of $\lambda_1$, $\lambda_2$, and $\lambda_3$ are 1.6, 1.5 and 0.2.

There are 9935 unchanged pairs and 2616 changed pairs in BCD dataset. In order to take advantage of all sample pairs, in each epoch, the changed pairs are repeated and randomly ordered to fit the unchanged pairs.

Since there is few WSCD researches before, we selected the widely used CAM method in weakly supervised segmentation of computer vision [58]. It is worth noting that the proposed FCD-GAN is only a basic framework, and we don’t add some advanced modules and tricks, so the compared method only choose the basic CAM method [58]. The proposed FCD-GAN with/without generator or discriminator is also compared. Because in the evaluation of CAM, we also choose the threshold for the best performance, thus we use a common threshold 0.5 and the best threshold 0.9 for evaluation.

Table IV shows the accuracy assessment on BCD dataset. Using CAM as the baseline, it can be observed that FCD-GAN with adversarial process can obtain a comparable and even better performance than the widely used CAM method. FCD-GN with only generation loss got a very low precision rate, since USCD finds all landscape changes, whereas many of them are not the target semantic changes. FCD-GAN only with adversarial process can get a similar accuracy with CAM, which means GAN structure can also be used in weakly supervised segmentation.

FCD-GAN with a small weight of generation loss show the highest accuracy in Kappa, F1, mIOU, and cIOU.

In the learning of GAN structure, one important thing is whether the adversarial process is achieved and the discriminator cannot distinguish the fake sample accurately. The discrimination loss of FCD-AN and FCD-GAN is shown in Fig. 16. It illustrates that the discrimination loss $\mathcal{L}_d$ for segmentor converged around 0.5, and the discrimination loss $1 - \mathcal{L}_d + \mathcal{L}_g$ for discriminator converged around 1. This phenomenon proved that it’s hard for the discriminator to distinguish the real unchanged par and the mask changed pair. The adversarial process kept balanced.

The examples of segmentation densities and binary change maps are shown in Figs. 17 and 18. We can find some interesting phenomena. Compared with CAM, the proposed FCD-GAN can assign change density to more precise outline. Of course, CAM can refine this result with attention mechanism [59], post-process [60] etc., but we only focus on the most basic structure in this article. The result from CAM is more integrated and regional, which is the direction of future development of FCD-GAN. The CAM only assign high density in the center of the changed landscapes, while FCD-GAN can label almost the whole shape of changed landscapes with the highest weight. CAM finds some false alarms, which are changed but not the target semantic building changes. FCD-GAN performs better in some aspects, whereas it highlighted the changed vehicles as well.

The experiments indicate that, WSCD is a very interesting topic. However, there are also lots problems in its performance. GAN structure can also be used in weakly supervised segmentation, which provides new potentials in this field.

C. Regional Supervised Change Detection

Compared with WSCD task, the semantic supervised information is provided by the given regions in RSCD task. What we can only know is that there are no changes outside the region. So, the model needs to find a minimum change mask, so that the remaining landscapes has the similar temporal pattern as those outside the given candidate regions.

The discrimination loss is used to satisfy the semantic supervision. The optimization process is similar with WSCD in previous sub-section. The generator is optimized with the whole training sets by masking the given region reference. Since the
image pairs in OSCD dataset have different sizes, they were all sliced into $200 \times 200$ with an overlapping of 10 pixels, just like USCD experiment. The difference between implementation of RSCD and WSCD is that, the unchanged pairs are simulated with the image replacement inside the region reference. In OSCD dataset [56], 14 multi-temporal pairs are used for training, and 10 multi-temporal pairs are selected for testing.

For generator, the content weight is assigned as 0.1. In the optimization of FCD-GN with only generator, the weights of $\lambda_1$, $\lambda_2$ and $\lambda_3$ are 0.1, 2, and 1. FCD-GN doesn’t take the discrimination loss into consideration, thus it is an unsupervised model. For FCD-AN with only discriminator and without generator, the weights of $\lambda_1$, $\lambda_2$ and $\lambda_3$ are 0.1, 2, and 0. FCD-AN is totally trained with the regional supervised information. If the discrimination and generation loss are both considered, FCD-GAN assign the weights of $\lambda_1$, $\lambda_2$ and $\lambda_3$ as 0.02, 2, and 0.5.

Since RSCD is a novel task and has no previous studies, we compare the proposed methods with the fully supervised model, which utilize the same segmentor and is supervised by a BCE loss to the pixel-level reference. Adam optimizer is applied with a 0.001 $\ell_2$ regularization.

Table V shows the accuracy assessment on OSCD dataset. Obviously, RSCD model cannot be comparable to FSCD model, whereas we can have a baseline for the performance of RSCD.

Firstly, it can be found that the unsupervised model FCD-GN also got a good performance. It is because in the change detection with moderate-solution images, such as this OSCD dataset acquired by Sentinel-2 with the resolution of 10m, most labelled changes are interpreted according to spectral changes, which can be captured by USCD model. Then, FCD-AN model without generator also shows satisfactory accuracies. It indicates that the proposed adversarial process is effective in interpreting the semantic supervised information. Finally, FCD-GAN with both discriminator and generator get the highest accuracy. When FSCD model can only get an accuracy of 0.4044, the F1-score
Fig. 19. F1 score of FCD-GAN with different thresholds (a) without generator and (b) with generator.

Fig. 20. Loss of regional supervised change detection (a) without generator and (b) with generator.

of 0.3508 for FCD-GAN is good enough considering RSCD is only trained with such a few supervision information.

Fig. 20 illustrates that the adversarial process kept balanced in training. And the segmentor is effective in confusing the discriminator. Fig. 19 shows the F1-score in accordance with thresholds. The threshold of 0.3 can lead to the best performance in this experiment.

Fig. 21 shows the change densities of FCD-AN, FCD-GAN and FSCD model in the testing pair covering Montpellier. It illustrates that the proposed FCD-GAN has the ability to find out most changes in this image. However, FCD-GAN tends to highlight more changes compared with the ground-truth. It could also be expected, since the region-level supervision can only point out some kinds of non-changes outside the given region. Considering the change types are extremely diverse, some types of changes, which is not the target in the dataset, cannot be excluded only with region-level references.

V. DISCUSSIONS

A Discussion About the Weights

In the model training, the weights of various losses have a great impact on the final performance. Thus, it is necessary to make a discussion about the functions and effects of different weights.

The first one is the weight of $\ell_1$ loss. Theoretically, with the higher weight of $\ell_1$ loss, the segmentor tends to find fewer changes from the image. The precision rate and recall rate with different weights of $\ell_1$ loss in HY dataset, and WH dataset can be seen in Table VI. It illustrates that higher weight of $\ell_1$ loss will bring higher precision rate and lower recall rate. Therefore, if the result of the proposed method contains too many false alarms, a higher weight of $\ell_1$ loss can be assigned.

The second one is the weight of content loss for generator. Theoretically, higher weight of content loss will lead to more consideration of semantic similarity instead of spectral similarity. The accuracies with different content weights are shown in Table VII. Since higher content weight will lead to lower $\ell_1$ weight, we make a normalization of generation loss with 1.2 to keep the balance between the generation loss and $\ell_1$ loss. It seems that in Table VII, higher content weight will lead to higher precision rate and lower recall rate. However, theoretically this phenomenon is not absolute, and depends on the dataset. We show the change density maps with the weights of content loss of 0 and 0.4 in Fig. 22. The white circles in the left and right indicate that higher weight of content loss will bring more robustness to the spectral variation of the same
landscape. However, it will also weaken the impact of spectral loss and bring some omission errors, as shown in the green circle in the middle. In this article, the backbone of content weight is pre-trained with ImageNet. For remote sensing data, the RSP (remote sensing pretraining) backbone is recommended [61] for a better semantic representation. The determination of content loss weight corresponds to the study site, whether the unsupervised change detection tends to spectral difference or semantic difference.

The last one is the balance between discrimination loss and generation loss in WSCD and RSCD. Mostly, if all the changes are the target, generation loss can benefit the performance with the unsupervised spectral and semantic similarity measurement. As shown in Table V of RSCD task, since in OSCD dataset most changes are wanted as the targets, FCD-GN can show very good performance. But when the task has some specific targeted change, such as only detecting building change, the discrimination loss should take the major weight, since the supervised information is mainly considered in this loss. As shown in Table IV of WSCD task, the BCD dataset only focus on building changes, thus FCD-AN with only discrimination loss outperform FCD-GN with only generation loss obviously.

### B. Difference From FSCD to RSCD and WSCD

Since change detection is concerned with multi-temporal images, it is more difficult to label all changed pixels for providing large-scale training dataset than other remote sensing tasks. So, as alternatives, RSCD and WSCD are valuable in practical applications for interpreters to provide a mass of training samples quickly and easily.

It is reasonable that the accuracies of RSCD and WSCD cannot be as high as FSCD, since they are not supervised with the same quantity of information. However, what is the exactly theoretical difference from FSCD to RSCD and WSCD?

As we analyze, the difference is changing from labelling target changes to labelling semantic non-changes.

For example, if there are 5 classes of landscapes in each image, the multi-temporal image pair will have $5 \times 5 = 25$ possible types of from-to changes, certainly 5 of them are unchanged. In FSCD, we may only focus on 4-6 types of targeted changes, including vegetation-building, soil-building, building-soil, etc. Comparatively, in RSCD and WSCD, we don’t know what the exactly targeted changes are, whereas the remaining 20 types of unchanged or non-targeted-changed training samples should be pointed out with the image-level or region-level supervisions. This is because the basic assumption of RSCD and WSCD is to mask the changes so that the testing images will be similar with the unchanged ones in semantic aspects. If not, some unlabeled but untargeted false alarms in the final detection result is unavoidable.

So, theoretically, RSCD and WSCD needs abundant samples to reach the same performance of FSCD, although the samples in these two tasks are much easier to label.

### C. Discussion About the Constraints

In the framework, since we have separated the segmentor independently, the core of different change detection task is the corresponding constraints.

For unsupervised change detection, it is well known that the key for a good USCD algorithm is to build a better model for describing the temporal correlation between multi-temporal remote sensing images [57]. The temporal variations, that are anomalous from the correlations, can be distinguished as changes [16]. So, in the proposed framework, we utilize the powerful generator with spectral and content losses to build the relationship. In the basic format, we only train a unidirectional generator. The bidirectional generator is worth exploring in the future work.

For weakly and regional supervised change detection, since semantic supervision is added to define what is actually the changes, discriminator and adversarial process are utilized as the constraints to fuse the semantic information. Even though GAN structure has appeared in some previous change detection works, except for the translation between multi-temporal and multi-source data [27], [47], [62] or sample expansion [63], they are mostly used as a loss for fully supervised change detection [36], [38], [64], [65]. In our opinion, pixel-level loss is better for the segmentor in FSCD, and GAN is more suitable to the unequal supervision between the output of segmentor and reference. Discriminator can build the loss for the segmented changes and weakly/regional supervision, and passes the gradient to achieve the optimization; adversarial process can fine-tune the decision boundary.

For fully supervised change detection in the proposed framework, we also recommend the pixel-level loss as the constraints. The widely used BCE loss, DICE loss, focal loss etc. can be

### TABLE VII

| WH | HY |
|----|----|
| weight | KC | Pre. | Rec. | weight | KC | Pre. | Rec. |
| 0.0 | 0.7617 | 0.7917 | 0.7515 | 0.0 | 0.8194 | 0.8627 | 0.8210 |
| 0.1 | 0.7707 | 0.8132 | 0.7485 | 0.1 | 0.8249 | 0.8877 | 0.8078 |
| 0.2 | 0.7649 | 0.7974 | 0.7540 | 0.2 | 0.8237 | 0.9017 | 0.7937 |
| 0.3 | 0.7663 | 0.8174 | 0.7380 | 0.3 | 0.8176 | 0.9132 | 0.7750 |
| 0.4 | 0.7767 | 0.8469 | 0.7324 | 0.4 | 0.7977 | 0.9139 | 0.7442 |

Fig. 22. The change density in HY dataset with the weight of content loss as (a) 0 and (b) 0.4.
chosen. There are lots of works about the FSCD [37], [39], [40], thus it is not the focus of this article. The generation loss may be a supplement constraint for FSCD, while the discriminator and adversarial process is not useful, since the image-level or region-level loss is a similar but weaker constraint with the pixel-level loss.

D. Limitation

Since the focus of this article is to propose a novel framework of fully convolutional change detection with generative adversarial network, we did not explore the detailed modules in the network. The segmentor, generator and discriminator are all very basic, to prove the effectiveness of the proposed framework. According to current researches about change detection, many advanced modules can be added for better performance. For example, different fusion strategies can be considered in segmentor [34]; attention and transformer module can be used in network [39], [40], [41]; deep supervision and other tricks can also be implemented [35], [37]. For adversarial process, cycleGAN, bigGAN and other GAN network structures are feasible to be used [66], [67]. There is no doubt that with these advanced modules, better performance can be obtained in these datasets.

The main contribution of this article is to propose a general framework with segmentor, generator and discriminator to fit all tasks of change detection. We propose how to utilize GAN in detecting semantic changes with only a few supervisions. The tasks of weakly supervised and regional supervised change detection are defined, and the experimental procedures are detailed introduced. We hope that, our research can provide new potentials for the field of change detection.

VI. CONCLUSION

Change detection with deep learning networks has been one of the hottest topics in the field of remote sensing in recent years. For unsupervised change detection, networks are mostly used as feature extractor, or trained with pre-detection results. Only for fully supervised change detection task, the end-to-end segmentation networks are studied. However, it is hard to label abundant change detection datasets, since it is too labor-consuming with a more complex requirement.

Therefore, in this article, we want to propose a general end-to-end framework of fully convolutional change detection with generative adversarial network (FCD-GAN), which can deal with all available change detection tasks. The change detection tasks are summarized as unsupervised change detection (USCD), weakly supervised change detection (WSCD), regional supervised change detection (RSCD), and fully supervised change detection (FSCD). Among them, RSCD is newly defined to fit the requirements of real applications.

This framework contains three basic modules: segmentor, generator and discriminator. Segmentor and generator are combined with iterative optimization to solve USCD problem; segmentor and discriminator are trained with adversarial process to deal with WSCD and RSCD; segmentor with pixel-level loss can be used for FSCD, which has been intensively studied thus not the focus of this article.

Three experiments indicate the effectiveness of the proposed FCD-GAN in USCD, WSCD, and RSCD. FCD-GAN shows obvious improvement than the previous methods in USCD; it obtains a comparable result in WSCD with the classical CAM, which is the first attempt to take advantage of GAN in one-stage weakly segmentation; the proposed method also obtains a satisfactory performance in RSCD, which is a new and useful exploration in change detection.

Although the proposed framework is proved to be effective in the tasks of change detection, there are still some problems to be solved:

Firstly, the change detection result of the proposed FCD-GAN is precise in their outlines for WSCD. However, there are still some independent pixels inside the segmented regions. How to keep the completeness of the changed object is the first problem.

Secondly, for WSCD and RSCD, we generate the experimental data with the shared FSCD datasets. However, it can also be observed the accuracies are not very high. Therefore, other datasets, which are more suitable for the tasks of WSCD and RSCD, should be built to better evaluate the newly proposed algorithms, and other advanced modules can be added to build a useful model.

Finally, it is indicated that GAN can be used in weakly supervised segmentation. We will test this structure in other computer vision dataset, and make meaningful exploration.
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