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ABSTRACT

In industry, feature selection is a standard but necessary step to search for an optimal set of informative feature fields for efficient and effective training of deep Click-Through Rate (CTR) models. Most previous works measure the importance of feature fields by using their corresponding continuous weights from the model, then remove the feature fields with small weight values. However, removing many features that correspond to small but not exact zero weights will inevitably hurt model performance and not be friendly to hot-start model training. There is also no theoretical guarantee that the magnitude of weights can represent the importance, thus possibly leading to sub-optimal results if using these methods.

To tackle this problem, we propose a novel Learnable Polarizing Feature Selection (LPFS) method using a smoothed-$ℓ^0$ function in literature. Furthermore, we extend LPFS to LPFS++ by our newly designed smoothed-$ℓ^0$-liked function to select a more informative subset of features. LPFS and LPFS++ can be used as gates inserted at the input of the deep network to control the active and inactive state of each feature. When training is finished, some gates are exact zero, while others are around one, which is particularly favored by the practical hot-start training in the industry, due to no damage to the model performance before and after removing the features corresponding to exact-zero gates. Experiments show that our methods outperform others by a clear margin, and have achieved great A/B test results in KuaiShou Technology.
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1 INTRODUCTION

Click-Through Rate (CTR) prediction, which aims to estimate the probability of a user clicking on an item, has become a crucial task in industrial applications, such as personalized recommendations and online advertising [28, 38, 39]. In recent years, significant progress has been made due to the development of deep learning [8, 10, 16, 31, 35], however, these deep models still require an effective set of feature fields as input. In industry, to accurately characterize user preferences, item characteristics, and contextual environments from different aspects, extensive feature engineering is generally essential for model training, which results in hundreds of feature fields in real-world datasets.

However, we can only feed a subset of feature fields instead of all feature fields into models for effective and efficient training. On the one hand, prior work [1, 30] points out that the subtle dependencies among relevant features and irrelevant features may inflate the error of parameter estimation, resulting in instability of prediction results. On the other hand, the online feature generation process consumes significant computing and storage resources. Therefore how to search for an optimal set of effective feature fields from the real-world dataset is the core concern of both academia and industry, considering both effectiveness and efficiency. Many feature selection methods have emerged in the past few decades. Some methods [2, 9, 18, 19, 21, 36] are proposed to do feature selection for the Logistic Regression (LR) model which is the classical CTR prediction model. For modern deep learning-based CTR prediction models, learning-based feature selection approaches have attracted...
much attention. Specifically, COLD [33] applies the Squeeze-and-Excitation (SE) block [12] to get the importance weights of features and select the most suitable ones. And some prior work [15] proposes to select informative features via LASSO, while FSCD [20] via Gumbel-Softmax-based sampling method. More recently, UMEC [29] treats feature selection as a constrained optimization problem. Besides, permutation-based feature importance [25] measures the increase in the prediction error of the model after we permuted the feature’s values, which also has been widely applied in real-world feature selection. Despite the significant progress made with these methods, some challenges demanding further explorations:

1. **Getting rid of ad-hoc thresholding.** In general, previous methods output a continuous distribution of importance weights for feature fields to represent the feature importance. However, permutation-based, gumbel-softmax-based, or SE-based approaches cannot output exact-zero importance weights. They all need to prune from a skewed yet continuous histogram of importance weights, which makes the selection of the pruning threshold critical yet ad-hoc, taking Figure 1 for example.

2. **Hot-start-friendly.** Empirically, feature selection usually needs a large range of data to train and generate confident feature selection results. To save training cost, the hot-start training is widely adopted in practice, which aims to inherit from the trained model and reduce the number of repetitions for training. The methods mentioned above remove many features with small but not exact zero importance weights. This step inevitably causes damage to the model’s performance. Even for LASSO with the proximal optimization method, which can output exact zero weights, the remaining weights are very small and very close to zeros, which is unfriendly to hot-start. Last but not least, there is no theoretical guarantee that the magnitude of weights can represent the importance, leading to a suboptimal feature subset selected by these methods.

Inspired by the study of smoothed-$\ell^0$ [7, 23, 24, 34] in compressed sensing, we consider feature selection as an optimization problem under $\ell^0$-norm constraint, and propose a novel Learnable Polarizing Feature Selection (LPFS) method to effectively select highly informative features. We insert such differentiable function-based gates between the embedding and the input layer of the network to control the active and inactive state of these features. When training is finished, some gate values are exact zero, while others are distributed around one (see Figure 1). Then, we can remove feature fields with zero-gate, and absorb the non-zero gate to the embeddings or the weights of the first fully connected layer in the network. In this way, we can get rid of the threshold choosing, and there is totally no performance impact on the model performance before and after the physical removal, which is also very friendly to hot-start training.

Furthermore, each feature is unique, although maybe sometimes correlated, if a gate of a feature becomes zero accidentally, other features may not fully compensate for it. Then the model needs to have the ability to bring this feature to be active again. However, the derivative of all smoothed-$\ell^0$ functions proposed by previous works at $x = 0$ is zero, which makes it impossible for gradient-based optimization methods to make a zero-gate become non-zero again. We are motivated to propose LPFS++ with a newly designed smoothed-$\ell^0$-liked function to alleviate this problem.

We conduct extensive experiments to verify the effectiveness of two proposed approaches on both public datasets and large-scale industrial datasets. Experimental results demonstrate that LPFS++ outperforms LPFS, and both of them outperform previous approaches by a significant margin. Our approaches have also been deployed on the offline KuaiShou distributed training platform and have been exploited in different scenarios in KuaiShou to do feature selection for their CTR prediction models and have achieved significant A/B testing results.

We summarize the contributions of the proposed methods below:

- We are pioneers to apply the idea of smoothed-$\ell^0$ gate to feature selection for CTR prediction and we propose a novel feature selection method by utilizing the closed-form proximal SGD updating for gate parameters, which outputs a polarized distribution of feature importance scores and is naturally friendly to hot-start training.
- We extend the idea of smoothed-$\ell^0$ and propose LPFS++ which is based on a novel smoothed-$\ell^0$-liked function and can select features more robustly.
- Experiments show that the both proposed methods outperform other feature selection methods by a clear margin, and they have achieved great benefits in Kuaishou Technology.

2 RELATED WORKS

2.1 Smoothed-$\ell^0$ Optimization

The idea of smoothed-$\ell^0$ optimization was first proposed in [22, 24] to obtain sparse solutions for under-determined systems of linear equations. The original optimization objective is $\min_{x} \|x\|_{0}$
This greedy method is easy to implement and does not require parameter tuning, but it ignores the possible correlation between features, and some features may compensate for each other. Besides the direct feature selection, there is also some works on the interaction between features, such as AutoCross [36], Autojoint [31]. In essence, we can also regard the cross feature as a common feature, add it to the feature superset, and perform a general feature selection to discover which features should be interacted with. We will study it through an experiment in Section 4.4.

3 METHODS

3.1 Problem Formulation

For most deep-learning-based CTR prediction models, the input data is unusually collected in continuous and categorical forms. The continuous part can be fed into the network directly, while the categorical part is often pre-processed by mapping each category into a dense representation space [3], also known as embeddings. The embeddings and continuous features are then fed into the deep network. For description simplicity, we only describe the feature selection of categorical features in this paper. Suppose there are \( N \) feature fields concatenated as input \( \mathbf{e} = [\mathbf{e}_1, \mathbf{e}_2, ..., \mathbf{e}_N] \), each \( \mathbf{e}_i, i = 1, 2, ..., N \) is an embedding vector for the \( i \)-th field, and we want to select a most informative subset from them. The network can be formulated as a function:

\[
y = f(w; \mathbf{e})
\]  

where \( w \) is all the network parameters, \( y \) the output of the network. To select features, we can insert a vector-valued function \( g(x) = [g(x_1), g(x_2), ..., g(x_N)] \) as gate before the input of the network, where each \( x_i, i = 1, 2, ..., N \) can be either a new introduced learnable scalar parameter, or the weights norm from first fully connected layer, or even embedding information in some works [15]. Then the input can be viewed as \( \tilde{\mathbf{e}} = [g(x_1)e_1, g(x_2)e_2, ..., g(x_N)e_N] \). In this way, the network becomes:

\[
y = f(w; g(x)e)
\]  

As shown in Figure 2, during training, the gates, embeddings, and all other network parameters are trained together, and we also impose some penalties on the gates parameters to implement feature selection. When training terminates, the features with zero-gates can be viewed as irrelevant features and can be removed, while others will be kept. Under this formulation, the key to feature

\[
s.t. \ A \mathbf{x} = \mathbf{y}, \quad x \in \mathbb{R}^{m \times n}, \quad x \in \mathbb{R}^n, \quad y \in \mathbb{R}^m
\]  

This is intractable, and they turn around to optimize \( \min_x f(x) = 1 - \exp \left( \frac{x}{\varepsilon x} \right) \) s.t. \( Ax = y \). When \( \varepsilon \) is large, \( f(x) \) is smooth, while when \( \varepsilon \) is small enough, the function can approximate \( \ell_0 \)-norm indefinitely. So, they solve it iteratively, gradually decaying \( \varepsilon \). And their experiments show that the method is much faster than \( \ell_1 \)-based methods, while achieving the same or better accuracy. Following work [23] studied the convergence properties of the above smoothed-\( \ell_0 \) and find that under some mild constraints, the convergence is guaranteed. Afterwards, various smoothed-\( \ell_0 \) functions had been proposed and studied for compressed sensing, such as \( f(x) = \sin \left( \arctan \left( \frac{1}{x} \right) \right) \) [32], \( f(x) = \tanh \left( \frac{x}{2\varepsilon} \right) \) [37] and \( f(x) = \frac{x^2}{x^2 + \varepsilon^2} \) [34]. All these functions have following important property:

\[
\lim_{\varepsilon \to 0} g_{\varepsilon}(x) = \begin{cases} 0, & x = 0 \\ 1, & x \neq 0 \end{cases}
\]  

and can approximate \( \ell_0 \)-norm well. In this paper, in addition to directly applying the existing smoothed-\( \ell_0 \) function as gate to control feature selection, we also propose a new designed smoothed-\( \ell_0 \)-like function for feature selection. We use the term “liked” here because what we proposed is an odd function, not an even function like all the above functions.

2.2 Feature Selection

Feature selection is a key component for CTR Prediction and various methods have been proposed in this area. [2, 9, 18, 19, 21, 36] are proposed to do feature selection for the Logistic Regression (LR) model which is the classical CTR prediction model. In the area of deep learning, COLD [33] use Squeeze-and-Excitation(SE) block [12] to measure the importance of features, while FSCD [20] use gumbel-softmax/sigmoid [13]. These two works both output a continuous importance distribution via softmax or sigmoid function, and the importance scores can not become exact zero. LASSO is also a common feature selection method in the industry [15]. With the proximal SGD [27] algorithm, the LASSO method can push a portion of parameters to be exact zeros, but their distribution is also continuous. All these methods require choosing a threshold to truncate the distribution. Recently, [29] use the alternating direction method of multipliers(ADMM) optimization method to select features, but we find it a little hard to compress a very large feature set into very small ones. In addition to this learning-based approach, feature permutation [25] is a common method in the industry. It first trains a model with all the features, and then keeps other features unchanged, permutes the input data along each feature axis randomly one by one, and uses the magnitude of the drop in performance as the metric for the importance of the features. This greedy method is easy to implement and does not require parameter tuning, but it ignores the possible correlation between features, and some features may compensate for each other.

Besides the direct feature selection, there is also some works on the interaction between features, such as AutoCross [36], Autojoint [31]. In essence, we can also regard the cross feature as a common feature, add it to the feature superset, and perform a general feature selection to discover which features should
selection becomes how to choose a good gate function. Previous works [15, 20] use lasso or gumble-softmax-trick [13] as the gate function, but these kinds of methods often output a continuous distribution of gates, then remove many feature fields with small but not exact zero gates. We don’t think this is a good enough way and is unfriendly to hot-start training.

3.2 LPFS

From the perspective of optimization, feature selection can be essentially formulated as an optimization problem under $\ell^0$-norm constraint. Since it’s an NP-hard to solve directly, some previous works turn around it by relaxing $\ell^0$ to $\ell^1$, which is a convex function closest to $\ell^0$. Inspired by the research field of smoothed-$\ell^0$ optimization, we use the following smoothed-$\ell^0$ function [34] as our gate for LPFS:

$$g_\epsilon(x) = \frac{x^2}{\epsilon^2 + x^2}$$

This function has the following property:

$$g_\epsilon(x) \begin{cases} 0, & x = 0 \\ 1, & x \neq 0 \end{cases}$$

The derivative of $g_\epsilon(x)$ w.r.t $x$ is:

$$g'_\epsilon(x) = \frac{2\epsilon x}{(\epsilon^2 + x^2)^2}$$

where we choose $\epsilon$ here as newly introduced learnable parameters, $\epsilon$ is a small positive number. This is a quasi-convex function between $\ell^0$ and $\ell^1$ function, as shown in Figure 3. From the figure, we can see that when $\epsilon$ is large, $g_\epsilon(x)$ smooth and continuously differentiable and that when $\epsilon$ decays small enough, $g_\epsilon(x)$ can be infinitely close to $\ell^0$. Different from Gumble-softmax/sigmoid with decreasing temperature, function (4) can be exactly zero even when $\epsilon$ is not small enough. And different from LASSO with proximal algorithms, function (4) outputs a polarized distribution with some gate values being exactly zeros, while others have large margins from zeros. These are two very nice properties for a hot start, as when we remove features with exactly zero gates, the performance of the model remains unchanged.

3.3 LPFS++

Although LPFS has achieved great performance both in open benchmarks and KuaiShou’s online A/B tests (as shown in the experiment section), there is big room for improvement in the task of feature selection. GDP [11] applies the idea of smoothed-$\ell^0$ in the field of channel pruning in Computer Vision. But feature selection is much different from channel pruning in the vision in two ways:

1. Channel pruning is essentially searching for the combination of the number of neurons for each layer. It only cares about the number of neurons in a certain layer, rather than which neurons. However, feature selection is different. We need to obtain a subset of features. In addition to caring about how many features this subset contains, it is more important to care about which features.

2. In the industry, user behavior is changing slowly. While mainstream datasets, such as ImageNet [4], are static, user data flows dynamically. This phenomenon requires the model to be more robust to feature selection than to channel pruning.

Figure 3: The graph of $\ell^0$, $\ell^1$ and smoothed-$\ell^0$ $g_\epsilon(x)$ with different $\epsilon$ (left) and $g'_\epsilon$ (right). $g_\epsilon(x)$ a quasi-convex function between $\ell^0$ and $\ell^1$ function. When $\epsilon$ is large, $g_\epsilon(x)$ is smooth and continuously differentiable; while when $\epsilon$ is small enough, $g_\epsilon(x)$ can be infinitely close to $\ell^0$. As the $\epsilon$ approaching to zero, $g'_\epsilon(x)$ is zero only at the points where $g_\epsilon(x)$ get exact zeros or near ones, otherwise infinity. Note that the $g'_\epsilon(x)|_{x=0.0}$ is exactly zero whatever $\epsilon$ is.

Mathematically, what the function (4) needs to be improved for feature selection is that its derivative at $x = 0$ is 0, as easy to see in Eq. (6). In this situation, the derivative of the output $y$ of network w.r.t $x$, from Eq. (3), is

$$\frac{\partial y}{\partial x}|_{x=0} = f'_2(w; g_\epsilon(x)e)g'_\epsilon(x)|_{x=0}$$

where $f'_2(a; b) = \frac{\partial f}{\partial b}$ the subscript 2 mean partial derivative w.r.t the second term. What the problem Eq. (7) will lead to is that whether some outlier samples or change in user behavior causes a gate value to go to zero accidentally, the corresponding feature will never be resurrected based on gradient-based optimization methods, and it could not be compensated by other features. One solution is to add some fading random noise, but we want to solve this from the gate function itself. We need to construct a gate function that satisfies properties similar to the smoothed-$\ell^0$ function, and whose derivative is not zero at $x = 0$. One heuristic optional solution is:

$$g_{++}(x) = \begin{cases} \frac{x^2}{\epsilon^2 + x^2} + \alpha \frac{1}{\tau} \arctan(x), & x \geq \frac{\sqrt{x^2 + \epsilon^2}}{\epsilon^2} \\ \frac{x^2}{\epsilon^2 + x^2} + \frac{\alpha \frac{1}{\tau}}{\epsilon^2} \arctan(x), & x < \frac{\sqrt{x^2 + \epsilon^2}}{\epsilon^2} \end{cases}$$

Although it is a piece-wise function, it is also smooth and continuously differentiable. The derivative of $g_{++}(x)$ w.r.t $x$ is

$$g'_{++}(x) = \frac{2|\epsilon|}{(\epsilon^2 + x^2)^2} + \frac{\alpha \frac{1}{\tau}}{x^2 + 1}$$

Where $x$ and $\epsilon$ have the same meaning as Eq. (4), $\alpha$ is a constant hyper-parameter balancing the two terms. The exponential factor $1/\tau$ is to control the decay rate of $g'_{++}(x = 0)$ with respect to $\epsilon$. This variable is pretty robust, thus we have taken $\tau = 2$ in all of previous private experiments in KuaiShou Technology, which worked very well. Also, the arctangent function is not essential, because what we need is just an odd function whose derivative at $x = 0$ is not zero, and whose value tends to be constant for large $x$. There are many other functions that can satisfy this properties, and might work better, which could be the future work. The graph is shown as Figure 4. Note that, unlike all smoothed-$\ell^0$ functions,
As training goes on, smoothed-\( \ell^0 \) function becomes more sensitive to the initial value of \( x \) in Eq. (10) in our experiments. If we initialize \( x \) to be greater than \( \sqrt{2\lambda\eta} \), it can be easily penalized during the whole training process under the second case in Eq. (12); otherwise it becomes zero very quickly under the first case in Eq. (12). Additionally, in each SGD iteration, \( \bar{x}_t \) is not necessarily optimal so it does not need to be directly updated by Eq. (12) to be zero. While in Eq. (11), \( x \) will be penalized by a small step \( \lambda\eta \) whatever its initial value is.

### 4 EXPERIMENTS

In this section, we will demonstrate the superiority of our method through three experiments. We mainly describe the core part of the experiments here, and the training details such as hyper-parameter setting are left at the end of this paper.

#### 4.1 Datasets

To show that our method can filter out the highly informative features, we conducted experiments on a large-scale dataset Critico AI Labs Ad Terabyte dataset \(^1\) and an industrial dataset in KuaiShou. For Terabyte dataset, it contains 26 categorical features and 13 continuous features. It contains about 4.4 billion click log samples over 24 days. Similar to DLRM \([26]\), for negative samples, we randomly select 12.5\% on each day. To be fair, for all the public methods and our method, We pre-train the model by "day 0 ~ 17", and select features by "day 18 ~ 22", in which process, all the model parameters, including newly introduced parameters for FSCD \([20]\) and our methods, are trained together for learnable methods. When the feature subsets are selected by these methods, the models are then trained from scratch by "day 0 ~ 22" using this subset, then evaluated by "day 23" and the best AUC calculated in official DLRM \([26]\) code \(^2\) is reported.

The industrial dataset is collected by Mobile KuaiShou App, we select 9 days for offline features selections, and take 10\% of the negative samples at random. All the positive and negative click log samples are used. This dataset contains 250 user categorical feature fields, 46 item categorical feature fields, 96 combine categorical feature fields, and 25 continuous features. Similar to the configuration of Terabyte, we pre-train the model by "day 1 ~ 6", and select features by "day 7 ~ 8", in which process all the parameters are trained together. When obtaining feature subsets, the models are trained by cold start by "day 1 ~ 8" using these subsets, then are evaluated by "day 9".

\(^1\)https://labs.criteo.com/2013/12/download-terabyte-click-logs/
\(^2\)https://github.com/facebookresearch/dlrm
4.2 Network Settings

For the public Terabyte dataset, we made some minor modifications to the DLRM [26] to serve as our baseline network. The 13 continuous features in DLRM are transformed by an MLP to a dense representation with the same length as embeddings. Then we treat this dense representation as an embedding, with the same status as the other 26 embedding features. In this way, we have 27 features in the feature superset. Since the 27 features are still very small and the subset of features selected by various methods is similar, we also conducted another experiment with all the crossed features in addition to this direct selection, which will be explained in the following subsections. Same to [29], we set the hidden dimensions of the three-layer MLP prediction model as 256 and 128 for both crossed and non-crossed versions.

For the industrial dataset, every categorical feature is 16 dimension, while the different dense feature has different dimensions, ranging from 1 to 128. Every user feature field and every item feature field is crossed by element-wise multiplication. Then the crossed features, combine features, and continuous features are concatenated as the input for the network. The network contains a share bottom layer, then some auxiliary branches for different auxiliary tasks. We focus on one main branch.

4.3 Terabyte Without Cross Features

In this experiment, we treat the 27 features (including a dense representation transformed by 13 dense features, as described in the last subsection) as a feature superset for feature selection. Each feature is 16 dimensions. These 27 features are multiplied by the corresponding gates, then concatenated as a vector, and fed into the three-layer MLP prediction branch (or called the top-MLP in the original paper), as shown in Figure 2. We compared our method with FSCD [20], UMEC [29], feature permutation, and group LASSO. For UMEC, all the hyper-parameters are set as the paper reported; for FSCD, we set all the regularization weights to the same values, for group LASSO, we regularize the weights of the first fully connected layer in the top-MLP, and train them by proximal-SGD; for feature permutation, we randomly shuffle the feature to be evaluated in a mini-batch.

The result is shown in Figure 5. When only a small number of features are supposed to be removed, we find in experiments that all these methods select almost the same subset, so there is little difference in AUC obtained by these methods (look at the upper right corner of Figure 5). While when we want to remove almost all features (e.g. large feature numbers), our method can cope with this challenge well, so as to select the most informative subset (look at the left half of Figure 5). The feature subset our method selects is attached in the supplementary material for future reference. Although we compare AUC rather than ACC here for UMEC, the ACC for UMEC in our experiment is still higher than the result in the original paper under the same number of remaining features. In the following experiments for a large feature sets, we do not compare with UMEC, partly because of its poor performance here and partly because it is difficult to compress to a very small subset.

4.4 Terabyte With Cross Features

In this experiment, we take the experiment a step further, partly because 27 features were so few, and partly because we want to show that our method can be easy to be applied to study feature interactions. In this experiment, every two embeddings corresponding to two different feature fields are crossed by element-wise multiplication, then the original features and the crossed features are concatenated as the input of the top-MLP of DLRM. So, the total number of features can be viewed as $27 + C^2_{378} = 378$, and we treat these 378 features equally to select from this much larger superset. So, if an original feature should be removed, the features that interact with it are not necessarily removed. Except for the cross-feature and the resulting larger number of input units for the first fully connected layer of top-MLP of DLRM, other experiment configurations are the same as the last subsection. In this way, we can both select first and second-order features. The result is shown in Figure 6. Compared with previous works [17, 36], our methods can also be used to select higher-order features effectively.

4.5 Industrial Dataset

In this experiment, we apply our methods to a large-scale industrial dataset. All the 392 categorical feature fields (250 users, 46 items, 96 combined) mentioned above are treated equally for the feature selection, although the network does not treat these features equally. Due to the existence of cross features between user and item, even if the same number of features is kept, the computational amount may not be the same. Still, we only care about the feature subsets, rather than the computation cost. Different from the experiment 4.4, we insert gates immediately after the embeddings, rather than after the
The total number of features can be viewed as $27 + \binom{27}{2} = 378$.

We can see that our methods, LPFS and LPFS++, have many advantages over other methods, especially when the number of remaining features is small. It can be seen that our methods can also be used to mine higher-order features.

4.6 Ablation Studies and Experimental Analysis

The influence of $\epsilon$’s decaying rate on performance has been studied by [11] for channel pruning, and similar to it, the decaying rate of $\epsilon$ in (4) and (8) is not much important for offline feature selection, and our experiments found that the final value of $\epsilon$ between $1e^{-4}$ and $1e^{-8}$ has no significant effect on the performance of the model. The key component of the gate function (8) for LPFS++ is the second arctangent function part and its balancing factor $\alpha$. For simplicity, we will focus on $\alpha$.

By Function (9), since the derivative at $x = 0$ is $g'_{++}(x = 0) = \alpha e^{1/\tau}$, we should fix the schedule of $\epsilon$ first before studying $\alpha$. In the industrial experiments, we decay $\epsilon$ by 0.986 every 500 steps, and the minimal value is $1.0e^{-4}$. As shown in Figure 8, in general, the larger the $\alpha$ value, the more informative the selected feature subset. This is to be expected, a larger value of $\alpha$ results in a larger value of the derivative $g'_{++}(x = 0) = \alpha e^{1/\tau}$ and thus a greater fault tolerance of the model. We also find in experiments that a larger $\alpha$ will result in a smaller number of features to be removed. when other hyper-parameters kept unchanged. Therefore, in order to select roughly the same number of features, when increasing the value of $\alpha$, the value of $\lambda$ in Function (10) must also be increased accordingly, as shown in Table 1. This is also to be expected, because a larger value of $\alpha$ makes the model more resistant to compression. Figure 9 shows the number of features with zero-gate changes over the training step, and it contains a wealth of interesting information. First of all, let’s look at the beginning of the training, where zero-gates first appear (i.e. the ordinate of the curve becomes non-zero for the first time). In our experiments, all the $x$ in Function (4) and (8) are initialized to 1.0. So, at the beginning of training, the first case (i.e. $\tilde{x}_t \geq 2\lambda\eta$) in (11) dominates, and $x$ will be subtracted by $2\lambda\eta$ at each step. Then as the training goes on, $x$ becomes zero gradually, and the speed at which it becomes zero is related to the value of $2\lambda\eta$. In Figure 9, we tune the $\alpha$ and $\lambda$ so that the final number of
removed features is about the same. And it shows that zero gates occur earlier in the model with larger \( \lambda \) and \( \alpha \). Second, in the middle of training, as the value of \( \alpha \) increases, the oscillating degree of the curve also increases. This is also as expected, since increasing \( \alpha \) increases the \( g_{++}(x = 0) = ae^{1/\tau} \), giving more features a chance to revive.

Third, near the end of the training, all the curves gradually stop oscillating, because \( g_{++}(x = 0) = ae^{1/\tau} \) and the learning rate is decaying.

### 4.7 Online Experiments

The proposed LPFS and LPFS++ have been successfully deployed on the offline Kuaishou distributed training platform and exploited by dozens of advertising scenarios in Kuaishou. To show the effectiveness of our proposed methods, we choose our first launch as an example, in which nothing changed except for the input feature fields due to the extensive feature engineering, from which we select \( 332 \) feature fields and the feature superset contains \( 177 \) fields. The dataset is collected from KuaiShou APP and the feature is robust. We first conduct an offline experiment on the dataset.

In order to facilitate readers to reproduce and use our method, we describe our experiment in detail.

In all the experiments, \( x \) in Function (8) and (4) is initialized to 1.0, while \( \epsilon \) is 0.1. It can be calculated that the initial value of Function (8) and (4) is 0.909 and 0.909 + 0.785\(ae^\epsilon \). When we get a pre-trained model, in order to ensure that there is no sudden change in the performance of the model before and after inserting the gates, we divide all gate functions by their initial value, so that the initial value of the gate function is 1.0. Besides, if we only do feature selection for categorical features, rather than continuous features, the magnitude of categorical feature embeddings will change quickly compared with that of continuous representations, and this phenomenon is especially evident for LPFS++. So, we find that it would be better to divide the categorical feature embedding by an overall number, which can be the root mean square of gate values. This number does not participate in gradient backpropagation, and can be updated every 100 steps for example, then keep fixed after enough training steps. We found that this step resulted in a slight improvement in LPFS++ performance.

For Terabyte, we did not shuffle the dataset, and we train in chronological order to sense changes in user behavior to show the robustness of LPFS++. We use Adagrad optimizer for the model parameters (not including the gate parameters), and the batch size is 512, and the learning rate is 0.01. We decay \( \epsilon \) by 0.9978 every 100 steps, and the minimum value is 1.0e–5. We use proximal-SGD with momentum to train \( x \) in Function (8) and (4), the initial learning rate is 0.01 for LPFS++, 0.005 for LPFS and decayed by 0.9991 every 100 steps, but not exceed 5e – 4.

Different \( \alpha \) and \( \lambda \) values are combined to tune the parameters to obtain feature subsets of different sizes.

### 4.8 Complexity Analysis

As complexity analysis is important for industrial recommender systems, we do a simple complexity analysis in this section. Suppose there are total \( N \) features, we need to initialize a \( N \)-dimensional learnable vector \( x \) in equation (3), which consumes \( 4N \) bytes storage. Then the intermediate variables include \( g(x) \), as well as the gradient and the momentum of \( x \) during the optimization process, approximately occupying a total of \( 4 \times 4N \) bytes memory, which is negligible compared with the storage of the whole network and the embeddings. Moreover, we found in many experiments that the increase of the training time in each iteration is also negligible.

We conducted an online A/B test for two weeks in July 2021. Compared with the previous state-of-the-art method used online, our method increased the cumulative revenue [5] by 1.058% and the social welfare [5] by 1.046%, during the A/B test of 10% traffic.

### 4.9 Experiment details

In order to facilitate readers to reproduce and use our method, we describe our experiment in detail.

We conducted an online A/B test for two weeks in July 2021. Compared with the previous state-of-the-art method used online, our method increased the cumulative revenue [5] by 1.058% and the social welfare [5] by 1.046%, during the A/B test of 10% traffic.

![Figure 9: The number of features with zero-gate changes over training step. The X-axis represents training steps (we record every 100 steps, so the total number of training steps is about 250000), while the Y-axis represents the number of features with zero-gate.](image)

| \( \alpha \) | 10 | 50 | 100 | 200 |
|---|---|---|---|---|
| \( \lambda \) | 0.004 | 0.0066 | 0.013 | 0.02 |
| # feats | 109 | 119 | 106 | 101 |

Table 1: The table shows the relationship between \( \alpha \) and \( \lambda \) when about the same number of features are wanted to be kept. "# feats" means the number of remaining features. We can see that when we increase \( \alpha \), the \( \lambda \) should also be increased if we want to remain about the same number of features.
For the industrial dataset, we also use Adagrad optimizer for the model parameters (not including the gate parameters), and the batch size is 1024, learning rate is initial as 0.01 then exponentially rises to 0.1 very slowly and stays constant. We decay $\epsilon$ by 0.986 every 500 steps, with minimal value $1e-4$.

5 CONCLUSION, LIMITATION AND FUTURE WORK

In this paper, we adopted the idea of smoothed-$t^0$ to feature selection and proposed a new smoothed-$t^0$-like function to select features more effectively and robustly. Both LPFS and LPFS++ show superiority over other methods, and LPFS++ achieves state-of-the-art performance. LPFS and LPFS++ have played an important role as efficient feature selection plugin tools for recommendation scenarios in Kuaishou Technology.

The main limitation for function (8), from the perspective of dimensional analysis, is that it is not scale-invariant. The $x$ in the arctangent trigonometric function $\arctan$ means that $x$ must be dimensionless. For function (4), $\epsilon$ has the dimension of $x$ squared. If we want to construct a gate function that is just a dimensionless coefficient, then the derivative must have the dimension of the form $\frac{1}{x}$ or $\frac{1}{x^2}$. When $x = 0$ and $\epsilon$ is small enough, the $\frac{1}{x^2}$ tends to infinity, $\frac{1}{x}$ tends to be strictly zero, and it is impossible to have finite non-zero derivative values at $x = 0$. Thus we have to assume that both $x$ and $\epsilon$ are dimensionless, and the consequence that function (8) is not scale-invariant is inevitable. Obviously, the solution is not unique to the problem, and there are many smoothed-$t^0$-like functions that satisfy the derivative being non-zero and decaying as $\epsilon$ decaying. Other than function (8), we didn’t try any other similar property functions yet.

In fact, LPFS++ can be easily extended to online feature selection. What we want is that some features can be active or inactive dynamically as user behavior changes, and then predict whether a user will click on an item using active features in real-time. Our LPFS++ can meet well with this requirement. Specially, we can maintain the order of the feature fields is the same as the official code of DLRM [26].

A APPENDIX

A.1 Feature mask for Terabyte dataset

We list the feature subsets that we selected by LPFS++ for reference. In the following table 2, the "#" column is the number of remaining features, the "mask" column indicates the feature subsets selection. In the mask, "0" means the corresponding feature should be removed, while "1" means kept. The length of every mask is 27, where the first value represents the 13 continuous features, and the following 26 values represent the 26 categorical feature fields. The order of the feature fields is the same as the official code of DLRM [26].

| # mask | # mask |
|--------|--------|
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |
| 11110010111111111111111111111 | 11110010111111111111111111111 |

Figure 10: Our LPFS++ can be implemented within several lines of code using PyTorch. To demonstrate the reproducibility, we list the core code of LPFS++ and the proximal-SGD updating here.
