Monitoring global changes in chromatin compaction states upon localized DNA damage with tools of fluorescence anisotropy
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ABSTRACT In the eukaryotic nucleus, DNA, packaged in the form of chromatin, is subject to continuous damage. Chromatin has to be remodeled in order to repair such damage efficiently. But compact chromatin may also be more refractory to damage. Chromatin responses during DNA double-strand break (DSB) repair have been studied with biochemistry or as indirect readouts for the physical state of the chromatin at the site of damage. Direct measures of global chromatin compaction upon damage are lacking. We used fluorescence anisotropy imaging of histone H2B-EGFP to interrogate global chromatin compaction changes in response to localized DSBs directly. Anisotropy maps were preserved in fixation and reported on underlying chromatin compaction states. Laser-induced clustered DSBs led to global compaction of even the undamaged chromatin. Live-cell dynamics could be coupled with fixed-cell assays. Repair factors, PARP1 and PCNA, were immediately recruited to the site of damage, though the local enrichment of PCNA persisted longer than that of PARP1. Subsequently, nodes of PCNA that incorporated deoxynucleotide analogs were observed in regions of low-anisotropy open chromatin, even away from the site of damage. Such fluorescence anisotropy-based readout of chromatin compaction may be used in the investigation of different forms of DNA damage.

INTRODUCTION DNA in the eukaryotic cell nucleus is packaged into chromatin with histones and other protein components. This genetic material is susceptible to damage from different sources. It is estimated that in a day, a single mammalian cell can face as many as 100,000 lesions to its DNA (Ciccia and Elledge, 2010). If left unrepaired, such damage can result in cell cycle arrest, cell death, or senescence, or, at the level of the organism, cause mutations that result in diseases such as cancers or neurodegenerative diseases (Friedberg et al., 2006; Madabhushi et al., 2014). To deal with this constant assault on genetic material, cells have evolved a cohort of mechanisms that sense and repair DNA damage (Hoeijmakers, 2009).

Every DNA damage response (DDR) in eukaryotic cells takes place in the context of chromatin. Biochemical studies in in vitro systems with synthetically damaged DNA have helped uncover the critical role that chromatinization plays in DDR. In experiments with purified systems of repair, when a nucleosome was added to the naked DNA, measurements of repair kinetics by nucleotide excision repair (NER) and base excision repair (BER) indicated that the repair was much slower than that of naked DNA without a nucleosome (Hara et al., 2000; Odell et al., 2011). This led to the conclusion that the proteins that help package DNA inside the nucleus can have a hindering effect on damage repair. In cells, regions undergoing repair have been found to be more sensitive to micrococcal nuclease digestion than bulk DNA (Smerdon et al., 1978). This indicates that DNA can be more exposed during damage repair. Proteins that modify nucleosomes, such as SWI/SNF, and histone acetyltransferases (HATs), such as CHD4, have been found to be recruited to the site of damage, which indicates that the chromatin at the site of
damage may be relaxed as a response to damage (Park et al., 2006; Polo et al. 2010). Further proteins that maintain chromatin integrity, such as KAP-1, have been found to be substrates for the DDR master kinase, ATM (Ziv et al., 2006).

A previous study has found that markers of repair persist in heterochromatin regions for longer time than in euchromatic regions (Goodarzi et al., 2008), indicating that the dynamics of repair is sensitive to the compaction state and activity of chromatin. With core histone H2B tagged with GFP and microirradiation of Hoechst-sensitized cells, it has been shown that chromatin is decompacted at the site of damage in response to clustered double-strand breaks (DSBs), followed by a phase of increased compaction (Kruhlak et al., 2006; Strickfaden et al., 2016). Compaction of chromatin is critical to DDR, and compaction in the absence of damage is sufficient to stimulate a damage response, independent of damage (Burgess et al., 2014). However, in experiments using microscopy, the spreading or shrinking of a chromatin region marked with a specific fluorescent histone has been used as a proxy for chromatin compaction, and as such does not report directly on physical state of the chromatin. In other studies, fluorescence anisotropy imaging (FAI) has been used to map the compaction of chromatin in living cells directly (Banerjee et al., 2006). Core histone H2B tagged with EGFP is excited with polarized light, which preferentially excites EGFP molecules whose excitation dipoles are oriented along the polarization axis of the excitation light. The extent of depolarization of the emission light gives a measure of the rotational diffusion of EGFP fusion proteins. The higher the rotational diffusion, the greater is the extent of depolarization of the emission signal, over and above what would be expected because of random orientations of the fluorophores. Fluorescence anisotropy is a measure of the extent of depolarization (Lakowicz, 2006; Ghosh et al., 2012). Since H2B-EGFP in the regions of euchromatin should have greater rotational mobility than regions of heterochromatin, anisotropy maps generated by FAI show evidence of differential compaction of chromatin and as such could be used as a direct physical measure of local chromatin packaging (Bhattacharya et al., 2009; Makhija et al., 2014). In this study, we sought to use FAI in the context of DDR to monitor chromatin compaction states directly. Chromatin decompaction is essential for repair, and yet local chromatin compaction may be used by cells to prevent further damage (Burgess et al., 2014). Using FAI, we studied the physical changes to the chromatin structure in response to laser microirradiation-induced clustered DSB, in regions of chromatin beyond just the site of damage. We show that anisotropy maps are preserved in fixation and regions of high and low anisotropy indeed correspond to physiologically relevant markers for heterochromatin and euchromatin, respectively. This also allows us to first follow compaction changes in response to localized DSBs in living cells, and then fix the cells and perform immunofluorescence for markers of DNA damage. Finally, we follow the differential dynamics of two endogenous damage-responsive proteins (PCNA and PARP1) with respect to chromatin compaction maps and show that their time scales of recruitment and subsequent dispersion are very different. In addition to being recruited at the site of damage, PCNA also forms nodes further away in regions of low anisotropy. These PCNA nodes in open chromatin incorporate deoxynucleotide analogs, indicating that individual DSBs from the laser-induced cluster may be extruded out from the site of damage for the purposes of repair. Together, these studies open up a new avenue of following DDR in live cells in the chromatin, while also taking advantage of different immunofluorescent markers for DNA damage and chromatin.

RESULTS
Fluorescence anisotropy maps are preserved in fixation and reflect chromatin compaction
The strength of FAI is that it allows the monitoring of chromatin compaction in living cells, but if it can be combined with fixed cell immunofluorescence, it can open up new possibilities of studying DDR on a cell- by-cell basis because of the different antibodies available against damage and chromatin markers. A previous study has shown that nucleosome level mobility is not abrogated by fixation (Hihara et al., 2012). Encouraged by this observation, we wondered whether FA maps may be preserved in fixation. This was indeed the case, and fixing HeLa cells stably expressing H2B-EGFP with 4% paraformaldehyde (PFA) for 15 min did not significantly alter the anisotropy maps (Supplemental Figure 1). While the anisotropy values are dimensionless fractional numbers, and the variation within the nucleus is between 0.10 and 0.19 in the nucleus shown, it should be borne in mind that this range can correspond to a change of between 18 and 215 centipoise in terms of local viscosity for a molecule such as fluorescein (Supplemental Figure 2). Given the good correspondence observed between the live-cell and fixed-cell anisotropy maps, this could potentially enable the combination of anisotropy imaging with immunostaining for different chromatin and DDR marker proteins. Thus, next, we checked the biological relevance of the anisotropy maps generated using markers for euchromatin and heterochromatin. HeLa cells expressing H2B-EGFP were fixed and stained for different heterochromatin and euchromatin markers. Correspondence of these biologically relevant chromatin compaction states with respective anisotropy maps for H2B-EGFP in the same cells was investigated. Trimethylated lysine at the ninth position in core histone protein H3 (H3K9Me3) is a histone modification that is generally associated with densely packed heterochromatin regions (Nakayama et al., 2001). Heterochromatin Protein 1α (HP1α) is associated with heterochromatin domains and is another marker for densely packed chromatin (Lachner et al., 2001). Indeed, corroborating our expectations, line profiles across regions of high levels of H3K9Me3 and HP1α showed them to be regions of high anisotropy (Figure 1). Conversely, when we stained cells for decondensed regions of active transcription, using an antibody against the activated form of RNA polymerase, in which SS is phosphorylated in the C-terminal (Dahmus, 1996) of the largest subunit, we found the regions of stronger phospho-RNAPII staining to be anticorrelated to local anisotropy (Figure 1). We also used mouse NIH 3T3 fibroblast cells that show clear nodes of pericentric heterochromatin. NIH 3T3 cells transiently transfected with H2B-EGFP show high-contrast anisotropy maps, with pericentric heterochromatin in chromocenters corresponding to high-anisotropy regions (Supplemental Figure 3). Together, these results suggest that regions of high and low anisotropy indeed correspond to densely packed heterochromatin and loosely packed euchromatin, respectively.

Overall chromatin compaction changes upon laser microirradiation–induced DSBs
The main strength of FAI is that it can report on chromatin compaction states in living cells. And because anisotropy maps are preserved in fixation, as demonstrated in the previous section, live-cell dynamics upon DNA damage can be followed by immunofluorescent detection of damage markers in the very same cells. We used FAI to study the changes to chromatin structure that has undergone microirradiation–induced DSBs as employed by previous studies (Kruhlak et al., 2006; Burgess et al., 2014; Strickfaden et al., 2016). We modified our FAI microscope to introduce a 405-nm laser into
the light path and used Hoechst-sensitized cells to cause local double-strand breaks of the DNA. Minutes after irradiation, strong staining for γH2AX and the phosphorylated form of Chk1 (p-Chk1, a target of the master DDR kinase ATR) was observed at the site of damage (Supplemental Figure 4), which indicated that the damage response was in action. Using this microirradiation protocol, we collected anisotropy data for the damaged cells over a period of 2 h, imaged once every 5 min. Anisotropy at the site of the damage could not be ascertained due to localized photobleaching of H2B-EGFP upon irradiation, but the response of the rest of the chromatin, which did not see direct irradiation, could be followed. In comparison to the control undamaged cells (N = 13), the overall Δanisotropy value (Δanisotropy = r_t - r_0, where r_t is the mean anisotropy at any given time point, and r_0 is the mean anisotropy for the 0th time point) of the irradiated cells increased with time (Figure 2B), though the response was heterogeneous among cells (Supplemental Figure 5). And though the mean rise is small, one should keep in mind that anisotropy values are themselves fractional; also, mean anisotropy averages over regions where compaction increases and surrounding regions where it decreases correspondingly, keeping the changes in mean anisotropy small. This heterogeneity is captured in the anisotropy maps, and indeed a fraction of cells show formation of nodes of high local compaction even in regions that have not directly been damaged (Figure 2A). To quantify this better and visualize the nodes, we thresholded the anisotropy map with a threshold value of “mean + 2 sigma,” where mean is the mean anisotropy value of the nucleus before damage and sigma is the SD. Values below the threshold are turned to gray, so that it becomes easier to visualize the high–anisotropy value pixels formed upon irradiation (Supplemental Figure 5C). The formation of high-anisotropy nodes is reflected in the overall increase in high-anisotropy pixels for irradiated cells as compared with control cells. However, it should be noted that the control cells also show a fair degree of heterogeneity among themselves, and this could be because of toxic effects of the imaging excitation light (Ge et al., 2013), natural cell cycle–driven processes that causes chromatin compaction changes, or systematic changes to anisotropy with photobleaching. Nonetheless, the propensity for increased compaction in irradiated cells is clear and significantly different from the dynamics of control cells. When the individual Δanisotropy time trace for each irradiated cell is examined closely (Supplemental Figure 5), 21 out of 27 cells show positive increase in delta anisotropy and only 6 out of 27 cells show an overall negative trend over the 2 h after damage, whereas in control cells, 7 out of 13 cells show a positive trend and 6 out of

FIGURE 1: H2B-EGFP anisotropy maps corresponds to biologically relevant chromatin compaction states. (A) Anisotropy combined with immunofluorescence of chromatin structure markers. Immunofluorescence against markers of chromatin is imaged along with H2B-EGFP anisotropy images. HP1α and H3K9Me3 are markers of densely packed heterochromatin, and phosphorylated RNA-Pol-II-CTD is a marker of active regions of transcription, the chromatin around which is more open. Scale bar corresponds to 5 µm. (B) Lines (green in the immunofluorescence image, red in the anisotropy image) are drawn in regions of high or low immunofluorescence staining in A, and the corresponding anisotropy and intensity values are plotted, clearly showing that heterochromatin corresponds to regions of high anisotropy, while euchromatin corresponds to regions of low anisotropy. The x-axes are distances along the lines.
13 cells show a negative trend. This indicates that there is inherent variability in the cellular response to damage, but overall there is condensation of chromatin in response to damage.

Following the measurement of chromatin compaction dynamics, we could perform immunofluorescence for DDR markers in the very same cells. We observed that the phosphorylated form of the
master kinase, ATM, forms nodes throughout the nucleus in a fraction of damaged cells (Figure 2C). These nodes are exclusively formed in regions of low anisotropy, perhaps indicating that these may be sites permissive for repair. The core histone protein H3 on the other hand shows a somewhat stronger staining at the site of damage, where anisotropy cannot be measured. This may indicate increased chromatin compaction at the site of damage, as has been reported before (Polo et al., 2006; Ayrapetov et al., 2014), and is a reflection of the compaction changes at the site of damage. The possibility of following chromatin compaction dynamics by immuno-fluorescent detection of damage response markers in the same cells is clearly demonstrated by these experiments.

PCNA and PARP1 dynamics in irradiated cells

Next we wanted to combine the time course of anisotropy imaging with live-cell detection of other markers of the damage response. For this, we chose chromobody-mediated detection of early and late markers of DDR—PARP1 and PCNA. PARP1 is known to be transiently enhanced at sites of damage in response to irradiation-induced DSBs (Chou et al., 2010; Qi et al., 2019), while PCNA, being the DNA clamp, would be required for the processivity of the DNA polymerase in the final stages of repair (Moldovan et al., 2007).

We independently transfected PARP1 and PCNA chromobodies tagged with TagRFP in HeLa cells stably expressing H2B-EGFP. Chromobodies (ChromoTek) are small intracellular antibodies tagged with fluorescent protein. Their major advantage is that they detect the endogenous proteins they are designed against without artifacts of overexpression of those proteins in transient transfections (Burgess et al., 2012; Panza et al., 2015). As expected, PARP1 was recruited to the site of damage almost immediately upon irradiation (Figure 3A). However, the PARP1 signal diffused away from the site by 15 min after damage, as expected (Haince et al., 2008; Mortusewicz et al., 2007). To our surprise, however, PCNA, which should be involved in the repair only at later stages, was also recruited immediately to the site of damage (Figure 3B). This was the case in G1 and G2 cells where the PCNA chromobody was homogenous in the nucleus, and even in S phase cells where the PCNA chromobody was punctated, as PCNA follows the replication fork (Supplemental Movies 1 and 2). The PCNA chromobody is primarily used for cell-cycle stage detection (Burgess et al., 2012). This implies that in response to clustered DSBs, even PCNA from replication forks is recruited to the site of damage. PCNA persisted at the site of damage for the duration of the time course, longer than PARP1 (Figure 3C). This local enrichment was quantified by plotting the mean intensity of the chromobody at the site of damage normalized to the mean intensity outside. (We found this to be a more robust metric for the enrichment, compared with just the normalized intensity at the site of damage, which decays due to photobleaching during the time course, in addition to actual dynamics. This metric is more robust because photobleaching operates both within and outside the site of damage.) But while PCNA persists longer, within 20 min, there are nodes of PCNA formed, away from the site of damage, which correspond to regions of lower anisotropy (Figure 3; Supplemental Figure 6). We asked whether these sites of PCNA enrichment and low anisotropy represent simply sites of repair factor storage or of active repair. We reasoned that if they are indeed sites of repair, even in the G1 or G2 phase, we may be able to see incorporation of a deoxynucleotide analog such as ethynyl deoxyuridine (EdU). HeLa cells transfected with the PCNA chromobody were subjected to laser-induced DSBs. G1 or G2 cells that have a homogenous distribution of the PCNA chromobody in the nucleus were chosen. We observed that at these sites of transient PCNA nodes, EdU is incorporated, which is an indication of new DNA being synthesized at these sites (Figure 3E; Supplemental Figure 7). We ruled out bleedthrough of PCNA signal in the EdU channel by imaging plates for cells with and without EdU treatment (Supplemental Figure 7). Thus, though the DSBs are induced locally, these nodes of PCNA incorporating EdU further away may indicate a looping out of individual DSBs from the site of primary damage.

DISCUSSION

Steady-state fluorescence anisotropy imaging has been used previously for measuring chromatin compaction in living cells (Banerjee et al., 2006). We established that anisotropy maps are preserved in fixation, and regions of high and low anisotropy indeed correspond to heterochromatin and euchromatin, respectively. In the context of DDR, our fluorescence anisotropy imaging studies suggest that the undamaged chromatin is globally compacted in response to localized DSB damage. In regions away from the site of damage, we observe chromatin nodes forming, as well as transient accumulation of phospho-ATM and PCNA in specific sites that correspond to more loosely packed regions of chromatin. These low-anisotropy regions with accumulated repair proteins could be regions of repair or of factors poised for repair. In future studies, we aim to investigate the possibility of blocking damage response in cells using small molecule inhibitors for DDR master kinases and what effects it has on the chromatin response upon damage. A limitation of this study is that we follow the response of undamaged chromatin because of local clustered DSBs, but anisotropy information is lost at the site of damage because of photobleaching. This could potentially be circumvented by using a histone H2B tagged with photoactivable GFP (H2B-PA-GFP). Condensation of the damaged chromatin could indeed be observed in such an experiment (Supplemental Figure 8).

We noticed that within 2 min after microirradiation, there is phosphorylation of Ser139 of the histone variant H2AX at the site of microirradiation, indicating DNA damage (Supplemental Figure 4). Although γH2AX is a DNA damage marker, which is generally found as foci in regions of damaged chromatin, there is also a pan-nuclear spreading of γH2AX in undamaged chromatin as early as 5 min after damage. In another study, interference with chromatin compaction at the damage site reduces the efficiency of damage repair. This suggested that condensation of chromatin is a necessary step in the activation of DDR (Burgess et al., 2014). However, ATM activation in mouse fibroblasts showed chromatin opening independent of DNA damage (Ji et al., 2017). During damage, ATM is thought to be activated not by direct binding to DNA strand breaks, but by changes in chromatin structure. Thus, forced compaction of chromatin promotes activation of ATR and ATM even where there are no strand breaks (Burgess et al., 2014), and conversely, activation of these kinases can change chromatin compaction (Becker et al., 2014). Thus, pan-nuclear induction of DDR (for which γH2AX is a proxy) can drive compaction of undamaged chromatin, and the processes could feed back onto each other.

Such pan-nuclear induction of γH2AX has been reported before when clustered DNA damage was induced by ionizing radiation, which is regulated by ATM and DNA-PK (Meyer et al., 2013). Other studies have discussed a ring of γH2AX in the context of apoptosis (Solier and Pommier, 2014). It is possible that some of the cells we have irradiated will undergo apoptosis, and apoptotic response over and above the DNA damage response complicates the observed chromatin phenotypes. But apoptosis is accompanied by visible changes in the cell and nuclear morphology. However, our
**FIGURE 3:** Live-cell dynamics of PCNA and PARP in irradiated cells. (A) Representative HeLa H2B-EGFP cell expressing PARP-chromobody, imaged at an interval of 5 min postirradiation. PARP1 shows transient enrichment at the site of damage and becomes homogeneous quickly. (B) Representative HeLa H2B-EGFP cell expressing PCNA-chromobody, and its corresponding anisotropy maps, imaged at an interval of 5 min postirradiation. The representative time points shown in B are the same as those in A. (C) The retention index for any time point is defined as the ratio of intensity for a chromobody at the site of damage and outside the site of damage. A retention index of 1 indicates a uniform distribution of the chromobody. PCNA shows >twofold retention even at 120 min, while PARP1 tends to come back to baseline faster. N indicates the number of cells for time-course experiments. The error bars are standard errors of the mean. (D) Line profile of anisotropy and PCNA at the site of a PCNA node marked by a line at the 120-min time point in B (green in the PCNA image, red on the anisotropy image). The x-axis is distance along the line. Additional line plots may be found in Supplemental Figure 6. Nodes of PCNA form at regions of low anisotropy, that is, open chromatin. (E) Sites of PCNA accumulation show EdU incorporation even outside the site of damage. Images of DNA stained with Hoechst, PCNA chromobody labeled with TagRFP, and EdU detected with Cy5 Azide are shown. The magenta circles indicate sites of microirradiation-induced damage in A, B, and E. Scale bars correspond to 5 µm.
irradiated cells, under similar irradiation conditions, do not exhibit apoptotic morphology or fragmented chromatin, and many survive 48 h after irradiation. Furthermore, during the 2-h time course over which the cells were imaged, there was no significant induction of apoptotic or general cell death markers (Supplemental Figure 9). This indicates that the compaction we observe may have to do with the early processes of DDR rather than the long-term processes of cell death because of excessive DNA damage.

PCNA, surprisingly, is shown to be recruited immediately to the site of localized DSBs, independent of cell-cycle phase. As interestingly, at longer time-points it forms transient nodes of repair away from the site of damage in regions of more open chromatin (low anisotropy). These nodes actively incorporate EdU, indicating active repair and possibly a looping of DSBs from the primary laser-induced cluster to open regions of chromatin for the purposes of repair.

Our study establishes the possibility of using FAI to measure chromatin compaction changes in the context of DNA damage in living cells, followed by immunofluorescence for DDR and chromatin markers. While the response to DSBs is investigated here, following previous studies (Kruhlak et al., 2006; Burgess et al., 2014), in principle, the method is amenable to other forms of DNA damage as well, which we aim to investigate in the future.

MATERIALS AND METHODS
Cell culture and plasmids
HeLa and NIH 3T3 cells were procured from the National Centre for Cell Science (NCCS), the national cell line repository of India. FAI experiments have been performed on HeLa cells before (Banerjee et al., 2006). Cells were grown in DMEM/F12 supplemented with 10% FBS and 1% PenStrep-glutamate in an Eppendorf Galaxy 1705 CO2 incubator maintained at 37°C and 5% CO2. Cell culture reagents were procured from Life Technologies, ThermoFisher Scientific. For imaging, cells were grown in 35-mm glass-bottomed dishes (Genetix, 200350) and imaged in FluoroBrite medium (Life Technologies, ThermoFisher Scientific). The parallel and perpendicular channels were segmented out in the microscope so that the 405-nm laser (at 10 mW) was focused on the cell that was to be irradiated. A single location in the nucleus was irradiated for 1.5 s.

Microirradiation
Cells growing in 35-mm glass-bottomed dishes were stained with 1 µg/ml Hoechst for 10 min in FluoroBrite imaging medium (supplemented with 10% FBS and 1% PenStrep-glutamate) and after staining, left to equilibrate in the incubator with FluoroBrite imaging medium for at least 30 min before imaging. The plate was positioned in the microscope so that the 405-nm laser (at 10 mW) was focused on the cell that was to be irradiated. A single location in the nucleus was irradiated for 1.5 s.

Immunofluorescence
Cells were fixed with 4% paraformaldehyde for 15 min, followed by 30 min of permeabilization with 0.1% Triton X-100. A 5% BSA solution in PBS was used for blocking for an hour before the cells were incubated overnight with primary antibodies at 4°C (anti-RNA polymerase II CTD repeat YSPTSPS [phospho SS5], abcam ab513 at 1:1000 dilution, anti-phospho-histone H2AX [Ser139; anti-γH2AX], clone JBW301, Merck 05-636 at 1:1000 dilution, anti-Chk1 [phospho S345] antibody, abcam ab47318 at 1:500 dilution, anti-HP1α antibody, clone15.19s2, Merck 05-689 at 1:1000 dilution, anti-tri-methyl-histone H3 [Lys9; D4W1U], Cell Signalling Technology 13969 at 1:800, anti-ATM [phospho S1981], abcam ab36810 at 1:500 dilution, Histone H3 [D1H2] XP, Cell Signalling Technology 4499 at 1:500 dilution). Fluorescent-tagged secondary antibodies (Alexa Fluor 546 goat anti-mouse/rabbit [A11030/A11010] and Alexa Fluor 647 goat anti-mouse/rabbit [A21236/A21245]) were incubated at room temperature for 1 h before imaging.

EdU staining
1 µM EdU was added along with the live-cell imaging media and the cells were microirradiated. After the experiment, the cells were fixed and permeabilized as done for immunofluorescence, followed by staining for 30 min with Cy5 Azide dye in a buffer containing HEPES, ammonium cyanide (100 mM), copper sulfate (100 mM), THPTA (50 mM), and sodium ascorbate (1 M) following previous protocols (Presolski et al., 2011; Yang et al., 2013; Ding et al., 2014).

Microscopy
All images were recorded in a modified Olympus IX83 (Tokyo, Japan) with a 100 × 1.4 NA objective and an Andor Zyla 4.2 sCMOS camera with an effective pixel size of 65 nm in the images. CoolLED pE-4000 was used as the light source. Olympus IX83-ZDC2 was used to correct focus drift and an Olympus IX3-SSU ultrasonic stage was used for multipoint imaging. An Olympus double lamp housing U-DULHA was used to introduce a 405-nm diode laser used in microirradiation. An Okolab UNO (Naples, Italy) live-cell chamber supplied with humidified CO2 and an objective heater was used.

Fluorescence anisotropy imaging and analysis
A linear sheet polarizer was placed after the excitation filter in the filter cube, aligned to polarize light in the vertical direction. An Optosplit II (Cairn Research, Kent, England) with a polarizing beam splitter was attached to the left port of the IX83 frame. The field of view was reduced using apertures and the parallel and perpendicular components of the emission light were projected on two halves of the camera chip, allowing simultaneous recording.

The parallel and perpendicular channels were segmented out and aligned with a fully automated image processing pipeline. Background subtraction of the images was performed. Anisotropy, r, was calculated using the formula

\[
r = \frac{I_{\text{par}} - G \times I_{\text{perp}}}{I_{\text{par}} + 2 \times G \times I_{\text{perp}}}
\]

where \( I_{\text{par}} \) is the intensity of the parallel channel and \( I_{\text{perp}} \) the intensity of the perpendicular channel, and G is the correction factor for any bias in observation between the parallel and perpendicular channels. G is calculated such that the anisotropy of fluorescein in aqueous buffer is zero.

\( \Delta r \) is defined as \( \Delta r = r_t - r_0 \) for a time series, where \( r_0 \) is the mean anisotropy value for a cell at the 0th time point and \( r_t \) is the mean anisotropy value at any given time point. The retention index is defined as the ratio of the intensity at the site of damage to the intensity outside the site of damage, as defined in the PARP1 and PCNA experiments.
Software
Image were processed with custom functions written in python, bor
rowing heavily from open source python libraries, such as matplotlib,
scikit-image, numpy, and scipy. All the code used in analysis is available in github (https://github.com/pkeshu/fa).
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