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Abstract

We consider a model with a gauge singlet Dirac fermion as a cold dark matter candidate. The dark matter particle communicates with the Standard Model via a gauge singlet scalar mediator that couples to the Higgs. The scalar mediator also serves to create a tree-level barrier in the scalar potential which leads to a strongly first order electroweak phase transition as required for Electroweak Baryogenesis. We find a large number of models that can account for all the dark matter and provide a strong phase transition while avoiding constraints from dark matter direct detection, electroweak precision data, and the latest Higgs data from the LHC. The next generation of direct detection experiments could rule out a large region of the parameter space but can be evaded in some regions when the Higgs-singlet mixing is very small.

1. Introduction

The Standard Model (SM) of particle physics is a remarkably successful theory. The recent discovery of a 125 GeV (Brout-Englert-Kibble-Guralnik-Hagen-)Higgs boson by the ATLAS [1] and CMS [2] collaborations at the LHC has confirmed the existence of the last piece of the puzzle. It has long been known however that the SM has many shortcomings. Some of these, such as the much discussed hierarchy problem, are theoretical problems which do not conflict with any experimental measurements. Perhaps more importantly the SM is incapable of explaining some well established observational results. Two of the most notable of these are the presence of a large non-baryonic dark matter (DM) component of the energy density in the Universe and the asymmetry between matter and anti-matter.

Perhaps the most common solution to the DM problem uses an R-parity conserving supersymmetric framework where the lightest supersymmetric particle plays the role of the DM. The absence so far of any evidence for supersymmetry at the LHC makes it difficult to understand top-down expectations and perhaps motivates a more general bottom-up approach. The simplest such solution is to consider an additional gauge singlet scalar degree of freedom, $s$, that couples only to the Higgs boson $H$ [3–10]. To ensure $s$ is stable a $Z_2$ symmetry, $s \rightarrow -s$, is imposed. The next simplest model is to introduce two gauge singlets, one fermion and one scalar, and to let the fermion act as the DM particle [11–17]. Such models, in which the DM only couples to the SM particles via the Higgs, are sometimes known as Higgs Portal DM.

In order to obtain a baryon asymmetry in the Universe a model must satisfy the Sakharov conditions [18]: (i) baryon number violation, (ii) $C$ and $CP$ violation, and (iii) non-equilibrium dynamics. Sphaleron processes and the $CP$ odd phase of the CKM matrix provided solutions to conditions (i) and (ii) (although it is now known that there is insufficient $CP$ violation in the SM [19–21]). Electroweak Baryogenesis [22] attempts to use the electroweak phase transition to fulfil (iii) and establish baryon asymmetry dynamically (see e.g. [23–25] for reviews). For this to work the electroweak phase transition needs to be strongly first order to provide sufficiently out of equilibrium dynamics and prevent washout of the asymmetry by sphaleron processes below the electroweak scale. Unfortunately, the measurement of the Higgs mass means that the phase transition in the Standard Model is not strongly first order and baryogenesis isn’t viable via this route.

There have been many attempts to create a first order electroweak phase transition by extending the Standard Model. There has been considerable focus in the literature [26–33] on the need for tree-level barriers in the electroweak potential rather than appealing to large thermal loop corrections. This can be readily achieved by including extra scalar degrees of freedom (e.g. [28–35]).

It is therefore natural to ask if these minimal models can solve both the DM and baryon asymmetry problems...
at the same time. Many attempts were made in this direction using scalar extensions [8,32,39,42] and it was found in the case of the real scalar singlet it was impossible to solve both problems together. Recently for example, it was found [32] that the addition of $\mathbb{Z}_2$ singlet cannot simultaneously provide a strong electroweak phase transition and account for all of the DM. This was due to a conflict between the requirement of a large barrier and direct detection constraints that both depend strongly on one parameter: the Higgs-scalar coupling (although this conflict might be evaded in composite scalar scenarios with more complicated hidden sectors [43]). In this paper we propose a simultaneous solution of the total DM relic density and account for all of the DM. This was due to a combined use of $\mathbb{Z}_2$ singlet fields and a first order phase transition by relaxing the need for a $\mathbb{Z}_2$ symmetry for the scalar. The scalar is therefore no longer stable and we introduce a fermionic singlet to act as the DM.

2. The Model

The most general renormalizable tree-level potential of the SM+scalar singlet is given by

$$V = -\frac{1}{2}u^2 h^2 + \frac{1}{4}\lambda h^4 + \frac{1}{2}u^2 s^2 + \frac{1}{4}\lambda s^4 + \frac{1}{4}\lambda_{hs} s^2 h^2 + \frac{1}{2}\mu_1^2 s + \frac{1}{3}\mu_3 s^3 + \frac{1}{4}\mu_m s h^2,$$

where $h$ and $s$ are the physical Higgs and singlet fields respectively. The final three terms are obtained by relinquishing the requirement of a $\mathbb{Z}_2$ symmetry for the $s$ field. This potential is invariant under shifts of the singlet field, $s \to s + \delta$, which amounts to a redefinition of parameters. We will use this freedom to set $\mu_1 = 0$ throughout.

The singlet fermion enters through the Lagrangian

$$\mathcal{L}_{\text{DM}} = \bar{\psi}(i\not\!D - m)\psi + g_s s \bar{\psi}\psi.$$  

Since $s$ will in general attain a vacuum expectation value (vev), $\langle s \rangle = w$, the dark matter mass is $m_s = m + g_s w$. We will take $m_s$ to be a free parameter because $m$ may be chosen freely. To prevent $\psi$ from mixing with the SM fermions it must carry a global $U(1)$ fermion number symmetry. In the absence of this quantum number it would couple to the SM like a right-handed neutrino and would be unstable.

For a general choice of parameters both $h$ and $s$ will attain vevs. This will introduce some mixing of the gauge eigenstates $h$ and $s$. To describe physical process we have to transform into the mass eigenbasis. The mass eigenstates are given by

$$h_1 = \sin \alpha \ s + \cos \alpha \ h,$$
$$h_2 = \cos \alpha \ s - \sin \alpha \ h,$$

where the mixing angle $\alpha$ is defined by

$$\tan \alpha = \frac{x}{1 + \sqrt{1 + x^2}}$$

with

$$x = \frac{2m^2_{sh}}{m^2_h - m^2_s}$$

and

$$m^2_h = \frac{\partial^2 V}{\partial h^2}_{(v,w)} \quad m^2_s = \frac{\partial^2 V}{\partial s^2}_{(v,w)} \quad m^2_{sh} = \frac{\partial^2 V}{\partial h \partial s}_{(v,w)},$$

where $v = \langle h \rangle = 246$ GeV is the Higgs vev. The mass eigenvalues are given by

$$m^2_{h_{1,2}} = \frac{1}{2}(m^2_h + m^2_s) \pm \frac{1}{2} \sqrt{(m^2_h - m^2_s)^2 + 4m^2_{sh}},$$

The definition of $\alpha$ ensures that $\cos \alpha > \frac{1}{\sqrt{2}}$ so $h_1$ is identified as the Higgs-like state and $h_2$ as the singlet-like state. This mixing will introduce a coupling both between $h_1$ and $\psi$, and between $h_2$ and the SM particles and so will modify the Higgs phenomenology of the SM as we will now discuss.

2.1. Higgs Physics Constraints

Throughout the analysis we take the Higgs-like scalar mass to lie in the 95% confidence interval [44].

$$m_{h_1} = 125.2 \pm 1.8 \text{ GeV}.\quad (7)$$

The search for a SM Higgs-like boson at the LHC and the subsequent measurement of its properties also provides constraints for any model with an extended Higgs sector. The mixing of the Higgs and singlet states introduces a universal $\cos \alpha$ suppression of all couplings of the Higgs-like particle, $h_1$, relative to the SM Higgs. The measured signal strengths of the 125 GeV Higgs boson will therefore constrain the allowed values of $\cos \alpha$.

Additionally, the possibility of non-SM decays of the Higgs will also introduce a universal suppression, because it will dilute the branching ratios to all SM final states. If kinematically allowed, this model provides new decay modes for the Higgs-like particle $h_1$: $h_1 \to 2h_2$, $\bar{\psi}\psi$. There is a degeneracy between a universal suppression factor and additional Higgs decay modes that cannot be lifted until any additional branching ratio is measured directly [45]. We therefore absorb the non-standard branching ratio into a redefined suppression factor. In the presence of both effects the signal strength, $\mu$, will be modified according to

$$\mu = \cos^2 \alpha (1 - BR^1_{BSM}) \mu_{SM} = a^2 \mu_{SM},$$

where

$$a < 1.$$
where $BR_{BSM}^1$ is the branching ratio of $h_1$ to non-standard model final states. Recent global analyses of Higgs couplings \cite{46,47} found that such a suppression is required to have $\alpha > 0.9$ at 95\% CL in order to account for the observed Higgs signal strengths. We will see later that this constraint can be easily satisfied while satisfying both DM and electroweak phase transition constraints.

The non-observation of an additional Higgs boson can also provide a constraint on our model. The exclusion plots produced by the ATLAS and CMS collaborations are however based on a particle with SM Higgs-like couplings. In our case, all couplings of the singlet-like state will be suppressed by a factor of $\sin \alpha$ relative to the Standard Model Higgs coupling. By analogy with Higgs-like state above, the signal strength, $\mu$, will be modified to

$$
\mu = \sin^2 \alpha (1 - BR_{BSM}^1) \mu_{SM} = b'^2 \mu_{SM}, \quad (9)
$$

where $BR_{BSM}^1$ includes decays to $\psi \bar{\psi}$ and 2$h_1$. The current best exclusion data \cite{48} sets a conservative bound of $b'^2 \lesssim 0.1$ for $m_{h_2} \lesssim 400$ GeV but the bound becomes significantly weaker for larger scalar masses. This is again easily avoided in our model.

We also require our potential, $V$, to be well behaved. That is, we require $V$ to be absolutely stable at tree-level by ensuring that it does not develop any directions which are unbounded from below. We do not, however, require stability at higher energy scales. We also ensure that electroweak symmetry breaking is viable, and that the broken vacuum state we end up in is the global minimum of the zero temperature potential. We insist that the magnitude of all dimensionless couplings are reasonably small ($< 1.5$) so that the theory will be perturbative, although a full analysis of the relevant renormalization group equations has not be carried out.

Finally, we ensure constraints coming for electroweak precision observables are avoided using \cite{49,51}. We find, however, that this does not significantly add to the constraints on the model once other constraints are met.

## 3. Dark Matter

We will now consider the constraints coming from the requirement that the gauge singlet fermion, $\psi$, plays the role of the cold dark matter of our universe.

### 3.1. Relic Density

The recent data from the Planck satellite \cite{52} have provided the strongest constraints to date on cosmological parameters. The 95\% CL on the physical DM relic density is

$$
0.1134 < \Omega_{DM} h^2 < 0.1258, \quad (10)
$$

where $h \simeq 0.7$ is the Hubble constant in units of 100 km $s^{-1}$ Mpc$^{-1}$.

The relic density of the $\psi$ field is produced via the usual process of thermal freeze-out. The annihilation of $\psi \bar{\psi}$ proceeds via $h_1$ mediated $s-$channel diagrams $\psi \bar{\psi} \rightarrow f \bar{f}$, $W^+W^-$, $ZZ$, $h_1h_j$, $h_1h_k$, with $i,j,k = 1,2$. We also consider $t-$ and $u-$channel annihilation into $h_1h_j$ final states. We consider only the dominant contribution of $b\bar{b}$ and $tt$ to the two fermion final state and neglect other subdominate channels. The cross sections to 3 body final states were calculated but it was found they were highly suppressed by the three body phase space and so are neglected from the final analysis. The full expression of $\sigma v$ and the relevant couplings are contained in the Appendix.

Rather than using a velocity expansion to approximate the thermally averaged cross section we adopt the approach of \cite{53} and preform the thermal averaging explicitly. This approach is more reliable than a velocity expansion in regions near resonances and thresholds which are often crucial. The thermally averaged cross section at temperature, $T$, is then given by

$$
\langle \sigma v_{rel} \rangle = \frac{1}{8m_{\psi}^2K_2^2(m_{\psi}/T)} \int_{m_{\psi}}^{\infty} ds \sigma s^{3/2} \beta_{\psi} K_1 \left( \frac{\sqrt{s}}{T} \right), \quad (11)
$$

where $\beta_{\psi} = \sqrt{1 - 4m_{\psi}^2/s}$, $s$ is the centre of mass energy, and $K_{1,2}$ are the modified Bessel functions.

The standard approximate solution to the Boltzman equation relates the relic density the thermally averaged annihilation cross section via

$$
\Omega_{DM} h^2 \simeq \frac{1.07 \times 10^9 x_F}{\sqrt{g_s} M_p \langle \sigma v_{rel} \rangle}, \quad (12)
$$

where $x_F = m_{\psi}/T_F$, $T_F$ is the freeze-out temperature, $M_p$ is the Planck mass, $g_s$ is the effective number of relativistic degrees of freedom in thermal equilibrium at $T_F$, and all quantities are in GeV. The freeze-out temperature is solved for iteratively using

$$
x_F = \log \left( \frac{m_{\psi}}{2\pi^3} \sqrt{\frac{45M_p^2}{2g_s x_F}} \langle \sigma v_{rel} \rangle \right). \quad (13)
$$

The fulfilment of the relic density condition is highly constraining and permits only a narrow band in the $(m_{\psi}, g_s)$ plane. Figure 2 shows the result for two choices of singlet-like mass, $m_{h_2}$. Clear features can be seen in the Figure. Notable are the $s$-channel resonances for both $h_1$ and $h_2$ and the thresholds corresponding the $WW$ and $h_1h_i$ channels opening. Once all channels are open the $(m_{\psi}, g_s)$ plane becomes even more constrained and the coupling $g_s$ tends to 1 for $m_{\psi} = 1$ TeV.
3.2. Direct Detection

There has been substantial effort to detect the presence of WIMP dark matter directly through elastic scattering off heavy nuclei. The effective WIMP-nucleon couplings depend strongly on the details of the nuclear physics, and are given by \[55,56\]

\[ f_{p,n} = m_{p,n} \bar{\alpha} \left( \sum_{q=u,d,s} f_{p,q}^{p,n} + \frac{2}{9} f_{q}^{p,n} \right), \]  

(14)

where the hadronic matrix elements, \(f_{p,q}^{p,n}\), are given in \[56\], and \(f_{q}^{p,n} = 1 - \sum f_{p,q}^{p,n}\). Here \(\bar{\alpha}\) is related to the model-dependent coupling of the dark matter to quarks, \(\alpha_q\), by \[12\]

\[ \bar{\alpha} = \frac{\alpha_q}{m_q} = \frac{g_s \cos \alpha \sin \alpha}{\langle \psi \rangle} \left( \frac{1}{m_{h_1}^2} - \frac{1}{m_{h_2}^2} \right), \]  

(15)

where the scattering proceeds via t-channel exchange of \(h_{1,2}\). The cross section for WIMP-nucleus scattering is then

\[ \sigma_N = \frac{4M_r^2}{\pi} (Zf_p + (A-Z)f_n)^2, \]  

(16)

where \(1/M_r = 1/m_\psi + 1/m_N\) is the reduced mass of the system. For ease of comparison with experiment this is translated into the spin-independent cross section per nucleon via \[57\]

\[ \sigma_{SI} = \frac{1 + m_{\psi}^2/m_N^2}{1 + m_{\psi}^2/m_p^2} \sigma_N A^2. \]  

(17)

The current best limits on \(\sigma_{SI}\) are provided by the Xenon100 experiment \[58\] so we use this data to constrain our model. We see in Figure 2 that when \(m_\psi < \frac{1}{2} m_{h_2}\) we rely on resonant s-channel annihilation in order to satisfy the relic density constraints while evading direct detection. When \(m_\psi > \frac{1}{2} m_{h_2}\) however we see that a large proportion of the parameter space is below the Xenon bound.

![Figure 1: Points in \((g_s, m_\psi)\)-plane satisfying Planck relic density constraints for \((a) m_{h_2} = 500 \text{ GeV (±5%)},\) and \((b) m_{h_2} = 250 \text{ GeV (±5%)}.\) The red points are ruled out by LHC Higgs physics.](image1)

We note that Sommerfield enhancement \[54\] can play a role \[14\] but it will not change the qualitative features of our result and so is neglected.

![Figure 2: The scattering cross section per nucleon satisfying Planck relic density constraints for \((a) m_{h_2} = 500 \text{ GeV (±5%)},\) and \((b) m_{h_2} = 250 \text{ GeV (±5%)}.\) The red points are ruled out by LHC Higgs physics. The Xenon100 2012 bound is included for comparison.](image2)

4. Electroweak Phase Transition

The electroweak phase transition is the transition from \(\langle h\rangle = 0\) to \(\langle h\rangle = \langle v\rangle\). In the case where there are two scalar fields the vev of the second field may also change. The transition therefore proceeds via \((\langle h\rangle, \langle s\rangle) = (0, w_0) \rightarrow (\langle v\rangle, \langle w\rangle),\) where \(w_0\) is not necessarily zero (although it is always possible to make this choice by shifting \(s\)). In order
for a phase transition to be considered strongly first-order we must have $\tilde{v}(T_c)/T_c > 1$, where $T_c$ is the critical temperature for the phase transition and $\tilde{v}(T)$ is a gauge-independent, temperature-dependent, scale that characterises the sphaleron energy [60,61]. In the high-$T$ effective theory considered here this scale coincides with $v_c$, the vev of the Higgs field at the critical temperature, although this is not true of the full 1-loop effective potential. Also, the use of the high-$T$ effective theory means the gauge-dependence issues in the determination of $T_c$ discussed in [61,62] do not apply because the problematic terms with linear and non-analytic $T$-dependence are dropped.

Traditionally, attempts to create a strongly first order phase transition in extensions of the SM have relied on large couplings of the Higgs to new bosonic degrees of freedom. This leads to significant thermal corrections that can render the phase transition first order. Unfortunately these contributions are proportional to the temperature. Since the important ratio is $\tilde{v}/T_c$, the temperature dependent contributions to $\tilde{v}$ are largely cancelled by $T_c$ and it is difficult to make $\tilde{v}/T_c$ large. With the presence of barrier in the scalar potential at zero temperature it is possible to get strong first order phase transitions with only small thermal corrections. This means that $\tilde{v}$ is much less temperature sensitive and $\tilde{v}/T_c$ can be made very large by lowering $T_c$. The smallness of the loop corrections means it is only necessary to retain the leading order terms in the high-$T$ expansion of the one-loop thermal potential

$$V_T = \left( \frac{1}{2} c_h h^2 + \frac{1}{2} c_s s^2 + m_3 s \right) T^2,$$

where

$$c_h = \frac{1}{48} \left( 9 g^2 + 3 g'^2 + 12 y_t^2 + 24 \lambda_h + 2 \lambda_h s \right),$$

$$c_s = \frac{1}{12} \left( 2 \lambda_h s + 3 \lambda_s + g^2 \right),$$

$$m_3 = \frac{1}{12} (\mu_3 + \mu_m).$$

Here, $g$ and $g'$ are the electroweak gauge couplings and $y_t$ is the top quark Yukawa coupling (the contributions of the other quarks are sub-dominant and so have been neglected). In the $T \to \infty$ limit these thermal contributions drive $((h), (s)) \to (0, -m_3/c_s)$. The high-$T$ expansion can only be trusted up to $\tilde{v}/T_c \sim 4$ so we do not consider values larger than this. It is also possible that if $\tilde{v}/T_c$ becomes too large that tunnelling probability becomes too small for the phase transition to take place during the age of the universe [63]. This typically occurs in the range $\tilde{v}/T_c \sim 3 - 4$

In order to search numerically for models with $\tilde{v}/T_c > 1$ we closely follow the recipe provided in [30]. We find that first order phase transitions mostly fall into two broad classes: a) $\Delta w = w - w_0 < 0$ and b) $\Delta w > 0$ (note that the sign is coordinate basis dependent and can always be swapped by relabelling $(s, \mu_m, \mu_1, \mu_3) \to (-s, -\mu_m, -\mu_1, -\mu_3)$ but the relative sign between the two modes of breaking will remain). Figure 3 shows the shape of the thermal potential at $T = 0, T_c$ for each case. We note here that in the case of a $\mathbb{Z}_2$ model it was pointed out in [30] that for case b) it is not possible to have tree-level barrier, and that the case (a) must proceed via $(0, w_0) \to (v, 0)$. If the vacuum had non-zero $w$ the $\mathbb{Z}_2$ symmetry is broken by the vacuum and renders the scalar unstable.

![Figure 3](image_url)

Figure 3: Thermal effective potential at $T = 0, T_c$ for $\Delta w < 0$ (top), and $\Delta w > 0$ (bottom). The potential at $T = T_c$ shows two degenerate minima and as $T$ is lowered the electroweak breaking vacuum becomes the global minimum.

After a large monte carlo scan of the parameter space we found many models that escape all constraints. Figure 4 shows the distribution of the derived values of $\tilde{v}/T_c$. We see that we can easily achieve large values for $\tilde{v}/T_c$. Fig-

\[\begin{align*}
\text{Figure 3: Thermal effective potential at } T = 0, T_c \text{ for } \\
\Delta w < 0 \text{ (top), and } \Delta w > 0 \text{ (bottom). The potential at } T = T_c \text{ shows two degenerate minima and as } T \text{ is lowered the electroweak breaking vacuum becomes the global minimum.}
\end{align*}\]
Figure 5 shows the distribution of some of the key parameters after all cuts are made. We see that Higgs physics constraints, summarised in $a'$ and $b'$, are generically avoided in models that satisfy the DM and phase transition constraints.

Figure 4: Distribution of the order parameter, $\bar{v}/T_c$, for models satisfying all constraints. We find many models with $\bar{v}/T_c \gg 1$ indicating a strong electroweak phase transition as required for electroweak baryogenesis.

Figure 5: Distribution of some key parameters that satisfy all constraints from dark matter, the electroweak phase transition, Higgs physics, and electroweak precision tests.

5. Conclusion

We have considered a minimal extension of the SM and showed that it can simultaneously explain DM while providing a strongly first order electroweak phase transition as required for electroweak baryogenesis. In contrast with some recent attempts in this area we find that by considering terms linear and cubic in $s$ and adding a singlet fermion both problems are easily solved. It is also possible to avoid current constraints from LHC Higgs physics because small mixing angles are preferred.

The next generation of dark matter direct detection experiments could push the upper bound on $\sigma_{SI}$ to $\sim 10^{-47}$ cm$^2$ [59]. This would rule out a significant proportion of the parameter space but very small values of $\sin \alpha$ allow will allow these limits to be evaded for $m_\psi \sim \frac{1}{2} m_{h_2}$ or $m_\psi > m_{h_2}$. If future LHC data improves the Higgs physics constraints from the 10% level to the 1% level this would still not be enough to rule out this model completely (see Figure 6).

It light of the recent interest in the stability of the electroweak vacuum to high scales [64–72] we note that models with additional scalars coupling to the Higgs can easily solve this problem [10,15,43,73–80].

It has been argued [74] for the case of scalar singlet dark matter that constraints from indirect detection of dark matter via annihilation into gamma rays [81] can rule out the region of resonant annihilation. In the case of this model the analogous amplitude for annihilation into gamma rays would be suppressed by mixing and a mass scale and so would be considerably weakened. It would nevertheless be interesting to consider the impact of indirect detection on the regions of our parameter space that are most resilient to constraints from direct detection experiments.
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APPENDIX

The cross section for $\psi \bar{\psi} \rightarrow h_i h_j$ is given by $s-$, $t-$, and $u-$channel terms, and the interference term \[13\],

$$\sigma_{rel}^{ij,s} = \kappa (s - 4m_{\psi}^2) \left| \sum_{r=1,2} \frac{g_r \lambda_{ij}^r}{s - m_{h_r}^2 + im_{h_r} \Gamma_{h_r}} \right|^2,$$

$$\sigma_{rel}^{ij,t/u} = 2 \kappa g_s^2 g_s^2 \left[ \frac{(4m_{\psi}^2 - m_{h_i})(4m_{\psi}^2 - m_{h_j})}{B^2 - A^2} \right. $$
$$\left. - \ln \left| \frac{A + B}{A - B} \left( \frac{s + 8m_{\psi}^2 - m_{h_i}^2 - m_{h_j}^2}{2B} \right) \right. $$
$$\left. + \frac{16m_{\psi}^4 - 4sm_{\psi}^2 - m_{h_i}^2 m_{h_j}^2}{AB} \right|^2 \right],$$

$$\sigma_{rel}^{ij,int} = 4 \kappa g_s g_m g_m \left[ \frac{g_r \lambda_{ij}^r(s - m_{h_r}^2)}{(s - m_{h_i}^2 + m_{h_r}^2)^2} \right. $$
$$\times \left( \ln \left| \frac{A + B}{A - B} \left( \frac{A}{B} + \frac{1}{2} \beta_{ij} \right) \right| - 2 \right),$$

where

$$\kappa = \frac{1}{16\pi s} \left[ \beta_{ij} + \sqrt{\beta_{ij}^2 + \frac{4m_{h_i}m_{h_j}(m_{h_i}m_{h_j} - 1)}{s^2}} \right],$$

$$A = \frac{1}{2} \frac{(m_{h_i}^2 + m_{h_j}^2 - s)}{s}, \quad D = \frac{s}{2} \beta_{ij},$$

and

$$\beta_{ij} = \sqrt{1 - \frac{(m_{h_i} + m_{h_j})^2}{s}} \sqrt{1 - \frac{(m_{h_i} - m_{h_j})^2}{s}}.$$

There is an additional symmetry factor of $\frac{1}{2}$ when $i = j$.

The cross-section for SM final states is given by \[12\]

$$\sigma_{rel} = \frac{(g_s \sin \alpha \cos \alpha)^2}{16\pi} \left[ \beta_{ij} \sum_{r=1,2} \frac{g_r \lambda_{ij}^r}{s - m_{h_r}^2 + im_{h_r} \Gamma_{h_r}} \right]^2$$

$$\times \left( \sum_{V=W,Z} \epsilon \left( \frac{2m_{\psi}^2}{v} \right) \left( 2 + \frac{(s - 2m_{\psi}^2)^2}{4m_{\psi}^4} \right) \beta_V \right.$$

$$\left. + \sum_{q=h,t} N_c y_q s^{3/2} \beta_{ij}^r \right),$$

where $N_c = 3$ is the number of colors, $y_q$ are the quark Yukawa couplings, $\beta_i = \sqrt{1 - 4m_i^2/s}$, and $\epsilon = 1/2$ for $V = Z$ and otherwise unity. In the above the Standard Model contribution to $\Gamma_{h_i}$ was calculated using the HDECAY code \[32].

The couplings for the cross sections are given by

$$g_r = \begin{cases} 
  g_s \sin \alpha, & \text{if } i = 1 \\
  g_s \cos \alpha, & \text{if } i = 2 
\end{cases}$$

$$\lambda_{12} = c^2 \left( \frac{\lambda_{m} + \lambda_{u}w}{2} \right) - c^2 s (3\lambda_{h}v + \lambda_{h}w)$$

$$+ s^2 \left( \frac{\lambda_{m} - \mu_{m} + \lambda_{h}w + 3\lambda_{w}w} {2} \right) - s^3 \frac{1}{2} \lambda_{h}v,$$

$$\lambda_{22} = \left( \frac{\lambda_{m} + \lambda_{h}w}{2} \right) + s^2 c (3\lambda_{h}v + \lambda_{w}v)$$

$$+ c^2 s (\mu_{m} - \frac{\mu_{m}}{2} - \lambda_{h}w + 3\lambda_{w}w) + c^3 \frac{1}{2} \lambda_{h}v,$$

$$\lambda_{11} = \left( \frac{\lambda_{m} + \lambda_{h}w}{2} \right) + s^2 c (\mu_{m} + \lambda_{h}w)$$

$$+ s^2 c \left( \frac{\lambda_{m} - \mu_{m} + \lambda_{h}w}{2} \right)$$

$$- s^2 \left( \lambda_{h}v + s^2 c \left( \frac{\lambda_{m} + \lambda_{h}w}{2} \right) \right)$$

$$- c^2 s \left( \lambda_{h}v \right) + s^3 \left( \frac{\lambda_{m}}{3} + \lambda_{h}w \right),$$

where $c = \cos \alpha$ and $s = \sin \alpha$.
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