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Abstract

Knowledge of the symmetries of reinforcement learning (RL) systems can be used to create compressed and semantically meaningful representations of a low-level state space. We present a method of automatically detecting RL symmetries directly from raw trajectory data without requiring active control of the system. Our method generates candidate symmetries and trains a recurrent neural network (RNN) to discriminate between the original trajectories and the transformed trajectories for each candidate symmetry. The RNN discriminator’s accuracy for each candidate reveals how symmetric the system is under that transformation. This information can be used to create high-level representations that are invariant to all symmetries on a dataset level and to communicate properties of the RL behavior to users. We show in experiments on two simulated RL use cases (a pusher robot and a UAV flying in wind) that our method can determine the symmetries underlying both the environment physics and the trained RL policy.

Introduction

With the advancement of machine learning, the capabilities of autonomous agents trained using reinforcement learning (RL) are improving rapidly, often outperforming humans and expert autonomous systems. However, a significant stumbling block in the safe deployment of RL comes from the black-box nature of the technology. RL agents are typically uninterpretable and can exhibit behavior unaligned with human expectations. In addition, RL agents often operate in high-dimensional state representations that contain low-level information, making it difficult even for experts to extract relevant information and behavior patterns, a problem known as the readability-performance trade-off (Puiutta and Veith 2020). Methods that automate the clear communication of interesting and relevant information from machine learning systems to users, also known as “explainable AI,” remains an active area of research.

State Representation Learning (SRL) is one approach to explainable AI that aims to automatically craft a lower-dimensional and semantically meaningful representation of a state space by processing high-dimensional raw observation data. SRL representations can encompass both the agents’ actions and the resulting environment, and thus are particularly relevant in robotics applications (Heuillet, Couthouis, and Díaz-Rodríguez 2020). Good state representations reflect the concept of a “simplicity prior,” which states that for a given task, only a small number of world properties are relevant (Jonschkowski and O.Brock 2015). One way to fulfill this requirement is to define a state representation in which RL agent behavior is invariant to its underlying symmetries, thus capturing only meaningful information and consistently representing behavior. In real systems, where data collection can be expensive and difficult, identifying the approximate behavioral symmetries of the RL system is a challenging problem.

Figure 1 illustrates an example of a trajectory symmetry that can be detected at the dataset level. In the raw representation, the trajectories are not close to each other, but a human can see that all the trajectories are similar up to a rotation about the origin. This symmetry is difficult to automatically determine, particularly if it is inexact. Once the symmetry is detected, the trajectories can be mapped to the same representation. As the number of dimensions in the
raw state representation increases beyond two, even a human will struggle to identify trajectory symmetries.

The goal of this work is to leverage machine learning to automatically identify symmetries in the raw state representation of an autonomous agent without actively collecting direct pair-to-pair trajectory data. Once these symmetries are identified, we can craft a state representation that fulfills the simplicity prior by being invariant to symmetries in both the agent behavior and the physical world. This representation communicates to the user what information about the agent is most meaningful and can speed up SRL by removing unnecessary information from the input data. In addition, the RL policy may introduce or break symmetries that are present in the physical system dynamics. The comparison of symmetries and asymmetries present in the system between a random policy and the RL policy is useful to the end user by providing additional context to potentially counterintuitive behaviors and is also helpful to the developer for debugging purposes.

We investigate the automation of symmetry detection by training a neural network to discriminate between the original trajectories and transformed trajectories under a candidate symmetry. The neural network being unable to distinguish between the two data distributions suggests the trajectories are symmetric under the respective transformation. We demonstrate our approach on two simulated RL problems: a pusher robot and a UAV flying in wind.

**Background and Related Work**

Automating the interpretation of black-box systems or “explainable AI” remains an open area of research. Even the definition of “interpretability” is up for debate [Doshi-Velez and Kim, 2017], with some defining it as the ability of experts to interpret the results of a black-box system, while others consider it to be the ability of a layperson to understand why the system has made a particular decision. In this work, we consider “interpretability” to be the communication of semantically meaningful and relevant information about the behavior of an autonomous agent to a human operator. This information should be digestible by the user of the given system, most likely a person who has received minimal training on the system and would not be considered an expert. The user should be able to leverage the provided information to make decisions about the state of the mission in-situ and perform post-hoc analysis of the agent behavior.

There are various sub-areas of interest within the field of explainable AI, including algorithms that simultaneously learn a policy and its explanation through reward decomposition [Juozapaitis et al., 2019] and action influence models [Madumal et al., 2019], but these provide explanations of specific actions, not the overall agent behavior for a given scenario. Other efforts have focused on post-hoc explainability by using methods such as saliency maps [Mundhenk, Chen, and Friedland, 2019] and symmetry-based disentangled representation learning [Caselles-Dupré, Ortiz, and Filliat, 2019] to learn representations on pre-trained agents, but these methods focus on extracting semantically meaningful information from images, not trajectories. Some research methods focus on the creation of abstract trajecto-
Figure 2: An overview of our symmetry detection pipeline. We train a discriminator neural network to distinguish between the original trajectories and trajectories transformed under a candidate symmetry. The accuracy of the discriminator on test data allows us to score the symmetry of the trajectories under the given transformation.

**Network Architecture**

The neural network was implemented in PyTorch (Paszke et al. 2019) and consisted of three layers. A linear layer encoded the state dimensions into 8 dimensions. A gated recurrent unit (GRU) served as the recurrent section of the neural network. This architecture was selected due to the time-varying nature of the data, as well as the network’s ability to use its memory to learn a compressed representation of the full history while also being parameter and data efficient. The GRU contained a single layer of 32 hidden units. A second linear layer compressed the maxpooled outputs of the GRU down to a single logit output to be used for binary classification. While these hyperparameters were appropriate for the RL datasets used in our experiments, they can be tuned to maximize validation set accuracy on other datasets as needed.

**Candidate Transformations**

For this problem, we considered potential symmetries in 2D and 3D Euclidean space. While an infinite number of transformations could be examined, we constrained ourselves to a basic set of simple transformations that could be used to compose other, more complex transformations: $C_2$ to $C_8$ rotations, general (any angle) rotations, reflections, and general (any distance) translations. These transformations are tested with respect to any meaningful geometric axes in the system. Future work discussed in the conclusion will discuss the potential automation of transformation selection.

It is also important that the initial state distribution of the dataset is symmetric under these transformations in order for our approach to be a good test of the symmetry of the RL policy. If the two initial state distributions differ, it is trivial for the network to discriminate. To satisfy this requirement, we sampled the initial positions uniformly from a region within a given radius of the origin. If the initial state distribution in the data does not satisfy this requirement, the data should be downsampled so that it does.

**Experiments**

The following sections detail the RL use cases examined, the experimental setup, and results.
Figure 3: Four randomly-sampled pusher robot trajectories. The arm attempts to push the ball to the target location indicated by the red circles. The dotted orange line shows the trajectory of the robot hand.

Randomly selected altitude and is given 60 seconds to reach at least one target before the end of its battery life. The wind direction and magnitude, temperature, and payload weight are all randomly varied. The RL state representation is 24 variables defining the pose and change in pose of the UAV, temperature, wind direction, and payload mass. First, data is collected with a random policy in order to examine the symmetries in the physical environment. Next, data is gathered using a policy trained to accomplish the above mission as outlined in (Conlon et al. 2021). 164k randomly generated trajectories and 10k planned trajectories are examined.

Experimental Setup
A separate experiment is performed for all transformations, datasets, and RL policies examined. The discriminator recurrent neural network is trained using the Adam optimizer and binary cross entropy loss.

Results
Pusher Robot Results The transformations outlined above are examined for three reinforcement learning policies—two trained to complete the mission of pushing the ball to the target and one random policy which simply moves the robotic arm according to actions selected from a Gaussian distribution. The examination of data with random actions aims to determine symmetries of the physical system, while the planned data aims to find the behavioral symmetries of the RL policies.

The relevant transformations are applied to the pusher robot arm angles, arm velocities, ball position and ball velocity. In the random case, no target is considered, but for the RL policy datasets, the transformation is applied to the target position. We consider the coordinate frame in which the robot base is centered at the origin and the $x$ and $y$ axes are perpendicular to the square walls of the pen surrounding the robot area.

When analyzing the randomly generated data, the discriminator is easily able to distinguish between the original and the translated trajectories. This indicates that no symmetry is found. Symmetries are discovered in reflection, $C_2$, and $C_4$ rotations, as evidenced by the low discriminator accuracy, but not $C_3$, $C_6$, $C_8$, or general rotations. This is expected, as the non-symmetrical transformations can result in ball positions outside the values encompassed by the pen and different physical affects when bouncing off of the walls.

When examining the data generated using the two trained RL policies, similar behaviors are discovered: symmetry is preserved in $C_2$ and $C_4$ rotations, but not translation, general rotation, or $C_3$, $C_6$, and $C_8$ rotations. In RL policy #1, $x$ and $y$ reflection are no longer considered symmetries, as shown by the increased discriminator accuracy. However, this is not true of RL policy #2, in which reflection symmetry is preserved. This appears to be due to a surprising bias we have observed in Policy #1 that causes it to prefer moving the robot arm counterclockwise over clockwise. This shows that the addition of the RL behavior can break certain environment symmetries, but these effects can be dependent on the planner parameters and training. In addition, it is interesting to note that the discriminator model has higher classification accuracy for the RL data when compared to the random tra-
Table 2: The accuracy reported by the discriminator for each transformation, dataset and planner for the pusher robot. Values in **bold** indicate a symmetry because the network is unable to distinguish between the original and transformed data sets.

| Transformation  | Random Policy Accuracy (%) | RL Policy #1 Accuracy (%) | RL Policy #2 Accuracy (%) |
|-----------------|---------------------------|--------------------------|--------------------------|
| C₂ Rotation     | 50                        | 50                       | 50                       |
| C₃ Rotation     | 60                        | 78                       | 64                       |
| C₄ Rotation     | **50**                    | **50**                   | **50**                   |
| C₅ Rotation     | 59                        | 77                       | 67                       |
| C₆ Rotation     | 59                        | 79                       | 68                       |
| General Rotation| 51                        | 64                       | 58                       |
| X Reflection    | **50**                    | **50**                   | **50**                   |
| Y Reflection    | 50                        | 55                       | 50                       |
| X Translation   | 90                        | 81                       | 67                       |
| Y Translation   | 82                        | 96                       | 72                       |

Jectory data, which suggests that the RL policy enhances the physical non-symmetries found in the system. This is logical for this use case because the RL policy often leverages the physics of the system by bouncing the ball against the walls. These trajectories with more distinct physical interactions contain more information about the symmetry of the system.

The identification of these symmetries can allow us to map multiple, seemingly distinct, pusher trajectories into a single representation, as shown in Figure 5. Representations where these trajectories are equivalent better communicate to the user what the RL policy considers important and can be used to reduce the dimensionality of the state representation.

**UAV in Wind Results**  The transformations outlined above are examined for both data generated under a random policy and data generated using a model-based RL policy that aims to have the UAV complete the task outlined above.

The relevant transformations are applied to the UAV position and velocity and wind direction. In the random policy case, no target is considered, and in the RL policy case, the transformation is applied to the target positions. The UAV orientation and angular velocity were not considered because the long-horizon trajectory dynamics are adequately captured from the position and velocity alone. Battery, temperature, and payload were fed to the discriminator, but no transformations were applied since they are non-geometric quantities. We consider the vehicle frame, in which the x axis points north, the y axis points east, and the z axis points towards the Earth’s center.

When examining the data generated with the random policy, the discriminator can easily distinguish between the original data set and the data set reflected along the z axis, while it cannot distinguish between those reflected along the x or y axes. This indicates the existence of symmetries in the x and y axes but not the z axis. Similarly, the discriminator can clearly distinguish all trajectories rotated around the z axis. These results are logical because the y axis is affected by gravity while the others are not. Results for the C₅ rotations were equivalent to the general axes rotations and thus were excluded from the table.

When examining the data generated with the trained RL policy, the same symmetries are observed in all transformations. In addition, it is interesting to note that unlike the pusher robot, the discriminator model has similar classification accuracy for both the RL policy and the random trajectory data, which indicates that, in this scenario, the RL policy does not enhance the physical non-symmetries in the system.

**Conclusion**

In this paper, we present a method for automating the discovery of symmetries in both the environment and the system behavior of an autonomous RL agent. The determination of these symmetries can be used to identify functionally similar trajectories. We apply a candidate transformation to a dataset, then train a recurrent neural network to distinguish between the original and transformed dataset. If the network is not able to distinguish between them, we say the system is symmetric under that transformation. We present results for a pusher robot RL and a UAV in wind use case. In both cases, we are able to identify symmetries created by both the environment and the RL policy and use these to identify functionally equivalent trajectories.

Future work on this topic should focus on two key areas: the automation of the selection of the transformation state space and the automatic downselection of the state representation. This work uses expert knowledge to define the transformations examined and create the invariant state representation, but future work should aim to automate this process. These could both be accomplished by imitating the purpose of a generative adversarial network (GAN) and attempting to learn a generator of the parameters of transformations that fool the discriminator network. By enabling us to create more meaningful representations of RL trajectories, these approaches may allow us to communicate the patterns of RL behavior to human users and make RL more safe and practical.
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