Local control theory for superconducting qubits
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In this work, we develop a method to design control pulses for fixed-frequency superconducting qubits coupled via tunable couplers based on local control theory, an approach commonly employed to steer chemical reactions. Local control theory provides an algorithm for the monotonic population transfer from a selected initial state to a desired final state of a quantum system through the on-the-fly shaping of an external pulse. The method, which only requires a unique forward time-propagation of the system wavefunction, can serve as starting point for additional refinements that lead to new pulses with improved properties. Among others, we propose an algorithm for the design of pulses that can transfer population in a reversible manner between given initial and final states of coupled fixed-frequency superconducting qubits.

I. INTRODUCTION

Methods for pulse shaping [1] to control quantum processes have allowed important advances in different domains, ranging from the steering of photo-chemical processes [2–4] to the optimization of gate operations in quantum computing [5, 6].

In quantum information, optimal control theory (OCT) is typically used to generate target unitary operators [5, 7–10]. Within the field of superconducting qubits [11] OCT has been successfully applied to design various qubit gates in different hardware implementations [6, 12–15] as well as to identify optimal operating conditions, such as the quasi-dispersive regime [16].

In parallel to OCT, local control theory (LCT) has also emerged as a valuable approach to control the dynamics of quantum systems by shaping external fields. In particular, LCT has already been successfully applied to steer photo-chemical reactions in molecular systems [17–19]. In LCT, an external field is designed on-the-fly under the constraint that it monotonically increases the quantum population of a selected target state when starting from a given initial state [20, 21]. While OCT is based on a computationally intensive variational approach, which requires computing the full time evolution of the system at each optimization step, LCT can generate pulses that produce the desired population transfer by computing the evolution of the system only once. Although LCT does not necessarily provide a time-optimal pulse, thanks to its remarkable computational efficiency and conceptual simplicity, it can nonetheless become the method of choice for the design of state preparation pulses.

In this paper, we focus our investigation on the application of LCT to generate state preparation pulses for fixed-frequency superconducting qubits coupled via tunable couplers. In Sec. II we introduce LCT and show how to apply it to a setup made-up of fixed-frequency transmon qubits coupled by a tunable coupler [22, 23]. Sec. IIIA presents and discusses the pulses generated by the LCT algorithm. Sec. IIIB–IIID reports on a procedure aimed at further optimizing their properties such as bandwidth, pulse length, and gate reversibility.

II. METHODS

A. Theoretical background

We consider $n$ fixed-frequency qubits all mutually interacting through a single flux-tunable qubit, called tunable coupler (TC) [22]. Such systems combine the long coherence time of fixed-frequency transmon qubits with the high controllability of flux-tunable coupling elements. The system is described by the Hamiltonian [23]

$$\hat{H}(t) = -\frac{1}{2} \sum_{i=1}^{n} \omega_i \hat{\sigma}_i^z + \sum_{i=1}^{n} g_i \left( \hat{\sigma}_i^+ \hat{\sigma}_{TC}^- + \hat{\sigma}_i^- \hat{\sigma}_{TC}^+ \right) - \frac{1}{2} \omega_{TC}(t) \hat{\sigma}_{TC}^z ,$$

in units of $\hbar = 1$. The qubit $i$ and TC raising and lowering operators are $\hat{\sigma}_i^+$, $\hat{\sigma}_i^-$, $\hat{\sigma}_{TC}^+$ and $\hat{\sigma}_{TC}^-$, respectively, while the number operators are $\hat{\sigma}_i^z$ and $\hat{\sigma}_{TC}^z$. Qubit $i$ has frequency $\omega_i$ and couples with strength $g_i$ to the TC. The frequency of the TC, $\omega_{TC}(t)$, is controlled by a current $I(t)$ brought close to the TC by a high-speed flux bias.
line, see Fig. 1(a). The resulting flux \( \Phi(t) \) threading through the TC SQUID loop changes the frequency of the TC according to

\[
\omega_{\text{TC}}(t) = \omega_{\text{TC}0} \sqrt{\cos(\pi\Phi(t)/\Phi_0)},
\]

where \( \Phi_0 \) is the magnetic flux quantum [24]. The full system wave function \( |\Psi(t)\rangle \) then evolves according to the time-dependent Schrödinger equation

\[
i\partial_t |\Psi(t)\rangle = \hat{H}(t) |\Psi(t)\rangle.
\]

The population \( \langle \hat{P}_\phi \rangle \) of any \( n \)-qubit target state \( |\phi\rangle \) is governed by

\[
\partial_t \langle \hat{P}_\phi \rangle = i \left[ \hat{H}(t), \hat{P}_\phi \right],
\]

where \( \hat{P}_\phi = |\phi\rangle \langle \phi| \) is the corresponding projector operator and \( \langle \ldots \rangle \) denotes the expectation value with respect to \( |\Psi(t)\rangle \). In our model, the only free, tunable parameter is the frequency of the tunable coupler \( \omega_{\text{TC}}(t) \). We will, thus, employ LCT to increase the population in \( |\phi\rangle \) by shaping \( \omega_{\text{TC}}(t) \) on-the-fly. The TC frequency can be decomposed into a time-independent and a time-dependent part \( \omega_{\text{TC}}(t) = \omega_{\text{TC}0} + \delta \omega_{\text{TC}}(t) \) [19, 21]. This splits the Hamiltonian \( \hat{H}(t) \) into a time-dependent \( \hat{H}'(t) = -\delta \omega_{\text{TC}}(t) \hat{\sigma}_{\text{TC}}^\dagger \) and a drift term

\[
\hat{H}_d = -\frac{1}{2} \sum_{i=1}^n \omega_i \hat{\sigma}_i^\dagger \hat{\sigma}_i + \sum_{i=1}^n \frac{g_i}{\omega_{\text{TC}}} \left( \hat{\sigma}_i^+ \hat{\sigma}_{\text{TC}}^\dagger + \hat{\sigma}_i^- \hat{\sigma}_{\text{TC}}^\dagger \right) - \frac{1}{2} \omega_{\text{TC}} \hat{\sigma}_{\text{TC}}^\dagger.
\]

The drift \( \omega_{\text{TC}} \) term depends on the constant DC flux bias applied to the TC [22]. When the target state \( |\phi\rangle \) is an eigenvector \( |\psi_j\rangle \) of the drift Hamiltonian \( \hat{H}_d \) the projector operator \( \hat{P}_j \) commutes with \( \hat{H}_d \) and Eq. (4) simplifies to

\[
\partial_t \langle \hat{P}_j \rangle = -\frac{i}{2} \delta \omega_{\text{TC}}(t) \langle \hat{\sigma}_{\text{TC}}^\dagger, \hat{P}_j \rangle.
\]

LCT induces a monotonous increase of the target state population by generating a \( \delta \omega_{\text{TC}}(t) \) pulse that guarantees the positivity of the right hand side of Eq. (6). For our setup this condition is achieved by changing the frequency of the TC according to

\[
\delta \omega_{\text{TC}}(t) = \frac{1}{2} \lambda \left( \hat{\sigma}_{\text{TC}}^\dagger, \hat{P}_j \right)^*.
\]

The coupling parameter \( \lambda \) controls the magnitude by which the control field \( \delta \omega_{\text{TC}}(t) \) is changed. Its value can be tuned as long as the resulting pulse \( \delta \omega_{\text{TC}}(t) \) can be implemented in realistic experimental setups.

In the case of large systems with many possible states, the implementation of the LCT scheme can become numerically challenging. However, when some of the (high energy) states do not contribute to the dynamics, we can restrict the action of the LCT algorithm to a subspace of the full Hilbert space using the projector operator \( \hat{P}_{n'} = \sum_{k=1}^{n'} |\psi_k\rangle \langle \psi_k| \) over the first \( n' \) eigenvectors (assumed to be ordered according to their corresponding eigenvalues). Equation (7) then simplifies to

\[
\delta \omega_{\text{TC}}(t) \simeq -\lambda \operatorname{Im} \left( \sum_{k=1}^{n'} \langle \psi_j| \hat{\sigma}_{\text{TC}}^\dagger |\psi_k\rangle \langle \psi_k| \langle \psi_j| \langle \psi_j| \hat{\sigma}_{\text{TC}}^\dagger \rangle^* \right).
\]

Since the TC frequency cannot exceed \( \omega_{\text{TC}0} \), see Eq. (2), \( \delta \omega_{\text{TC}}(t) \) is confined to the interval \([-\omega_{\text{TC}0}, 0]\). Thus, it is necessary to impose a restriction on the \( \lambda \)-factor in order to avoid reaching the upper bound of \( \delta \omega_{\text{TC}}(t) \). This is accomplished by capping the value of \( \delta \omega_{\text{TC}}(t) \) to 0 (i.e. taking \( \min[\delta \omega_{\text{TC}}(t), 0] \)) and by constraining the magnitude of \( \lambda \) such as \( \delta \omega_{\text{TC}}(t) > -\omega_{\text{TC}0} \).

The LCT algorithm can be summarized in two steps: First, the instantaneous state is propagated for a short time interval \([t, t + \delta t]\) under \( \hat{H}(t) \). Second, the resulting wavefunction \( |\Psi(t + \delta t)\rangle \) is used to update the external field using Eq. (8). These two steps are repeated using the updated control field until the desired population transfer is achieved. A smooth external driving pulse is obtained when \( \delta t \) is made sufficiently small. For practical purposes, when the target state \( |\phi\rangle \) does not overlap with the initial system wavefunction \( |\Psi(0)\rangle \) a small fraction \( \eta \) of the target state is added into the initial wavefunction

\[
|\Psi(0)\rangle = \sqrt{\eta} |\psi_j\rangle + \sqrt{1-\eta} |\Psi(0)\rangle
\]

to ensure that the LCT algorithm converges.

### B. System

We apply LCT to a system composed of \( n = 2 \) qubits, see Eq. (1) and Fig. 1(a). The qubits, labeled Q1 and Q2, are set at realistic [22] frequency values, \( \omega_1/(2\pi) = 5.890 \) GHz and \( \omega_2/(2\pi) = 5.031 \) GHz, respectively. They are coupled with strengths \( g_1/(2\pi) = 100 \) MHz and \( g_2/(2\pi) = 71 \) MHz to a TC with a maximal frequency \( \omega_{\text{TC}0}/(2\pi) = 7.445 \) GHz. The control pulses are designed in such a way that \( \omega_{\text{TC}} \) is 0 at the beginning and the end of the simulation. The model can be accurately described using the first two states of the qubits and of the TC since the higher energy states do not affect the process of interest,
III. RESULTS AND DISCUSSION

A. LCT pulse

In this section, we design a LCT pulse that achieves population transfer from the state $|100\rangle$ to the state $|010\rangle$, i.e. that brings the excitation from Q1 to Q2. We assume that the TC is biased at the flux sweet spot $\Phi(t = 0) = 0$. Since the initial and final states are orthonormal, we use the state preparation in Eq. (9) with $\eta = 10^{-6}$ to initialize the LCT algorithm.

Figure 2(a1) shows a 150 ns long LCT pulse obtained for $\lambda = 12500$. This pulse makes the tunable coupler energy level oscillate between the two avoided level-crossings depicted in Fig. 1(c). As the TC $|001\rangle$ state passes through the first avoided crossing at $-1.56$ GHz a fraction of the qubit population in $|100\rangle$ is transferred to the TC. Part of this population is then transferred to the second qubit (state $|010\rangle$) once the second avoided crossing at $-2.40$ GHz is reached. The TC oscillates with a complicated frequency pattern dominated by the harmonics of the transition between the two qubits, $(\omega_1 - \omega_2)/(2\pi) = 850$ MHz and by other components below 1 GHz as shown by the power spectrum of the pulse in Fig. 2(a3). It is important to note that, despite the many frequencies appearing on the Fourier transform of the LCT pulse, no other transition further than the targeted ones are excited during LCT process. As expected from Eqs. (6) and (7), after an initial delay $t_{\text{delay}}$ of about 170 ns, the population of the target state ($|010\rangle$) increases monotonically with time while the populations of the other states considered in the simulation shows important high frequency oscillations. At the end of the transfer process ($\sim 300$ ns), the initial population has been almost entirely transferred to the target state, achieving a mismatch $1 - P_{010}$ of less than $10^{-6}$, where $P_{010}$ is the population of the target state. While very promising, this first ‘high fidelity’ LCT pulse has a highly complex spectrum and its implementation requires instruments with a large bandwidth.

B. Optimization of LCT pulses

Because of limits set by the control instruments, large bandwidth pulses are impractical to generate. We therefore need a procedure to refine the LCT pulse, which allows to confine the bandwidth within a reasonable range. To this end, we apply a high frequency filter to the LCT pulse obtained in the previous section and use it as a ‘reference’ to generate an improved pulse using the LCT algorithm. This new reference corresponds to the term $\delta \omega_{\text{tc}}(t)$ in Eq. (10). In practice, we decompose the

\[ |000\rangle, |010\rangle, |100\rangle, |001\rangle, |110\rangle, |011\rangle, |101\rangle, |111\rangle \]

namely the population transfer between the states $|0\rangle$ and $|1\rangle$ of Q1 and Q2. The eigenvectors of the drift Hamiltonian in Eq. (5), labeled $|q_1,q_2\rangle_{\text{TC}}$, are used to identify the $2^3$ system states, see Fig. 1(b). Due to the modest size of the problem, we do not need to introduce projectors as described in Eq. (8). When $\delta \omega_{\text{TC}}$ is swept from 0 to $-3$ GHz, we observe two avoided level crossings between the TC state and the qubit states, see Fig. 1(c). The associated nonadiabatic coupling terms, obtained with the Hellmann-Feynman expression [25] are shown in Fig. 1(d). The LCT algorithm will make use of these avoided level crossings to transfer population between the two qubits.
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Figure 1. (a) Sketch of two fixed-frequency transmon qubits coupled using a tunable coupler. (b) Energy level scheme of the undriven system. (c) Evolution of the eigenstates of the full Hamiltonian in Eq. (1) as a function of $\delta \omega_{\text{TC}}$. The labels $|010\rangle$ (dotted-dashed orange), $|100\rangle$ (dashed blue) and $|001\rangle$ (dotted green) refer to the eigenstates of the Hamiltonian when the coupling is set to zero. (d) The nonadiabatic couplings $d_{1,2}$ (dotted-dashed orange), $d_{2,3}$ (dashed blue) and $d_{1,3}$ (dotted green), as functions of $\delta \omega_{\text{TC}}$. 

(b) $|010\rangle$ (dotted-dashed orange), $|100\rangle$ (dashed blue) and $|001\rangle$ (dotted green) refer to the eigenstates of the Hamiltonian when the coupling is set to zero. (d) The nonadiabatic couplings $d_{1,2}$ (dotted-dashed orange), $d_{2,3}$ (dashed blue) and $d_{1,3}$ (dotted green), as functions of $\delta \omega_{\text{TC}}$. 

(c) Evolution of the eigenstates of the full Hamiltonian in Eq. (1) as a function of $\delta \omega_{\text{TC}}$. The labels $|010\rangle$ (dotted-dashed orange), $|100\rangle$ (dashed blue) and $|001\rangle$ (dotted green) refer to the eigenstates of the Hamiltonian when the coupling is set to zero. (d) The nonadiabatic couplings $d_{1,2}$ (dotted-dashed orange), $d_{2,3}$ (dashed blue) and $d_{1,3}$ (dotted green), as functions of $\delta \omega_{\text{TC}}$. 
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new LCT pulse into three different components

\[ \omega_{TC}(t) = \omega_{TC}^0 + \delta \omega_{TC}^{\text{fil}}(t) + \delta \omega_{TC}^{\text{loc},2}(t). \]  

Only the component \( \delta \omega_{TC}^{\text{loc},2}(t) \), initially set to 0, will be generated on-the-fly using the LCT algorithm, while the first two terms are kept fixed. As in the previous section, the pulse \( \delta \omega_{TC}^{\text{loc},2} \) is shaped on-the-fly using the requirement that the right-hand side of Eq. (6), \( \delta(t) \), remains positive.

The filtered pulse \( \delta \omega_{TC}^{\text{fil}}(t) \) in Fig. 2(b1) is obtained by applying a high frequency cut-off at 0.4 GHz to the pulse in Fig. 2(a1). The corresponding spectra before and after the application of the filter are shown in Fig. 2(a3) and Fig. 2(b3), respectively. This operation removes much of the complex structure of the pulse while preserving its overall shape (Fig. 2(b1)). As expected, the pulse composed by the first two components in Eq. (10) fails to transfer the population to the target qubit (Fig. 2(b2)). However, using LCT we can generate a new time-dependent field, i.e. \( \delta \omega_{TC}^{\text{loc},2}(t) \) in Eq. (10) with coupling parameter \( \lambda_2 \), which restores this property. In particular, we are able to design new LCT pulses with a narrow bandwidth and an error \( 1 - P_{|010>} < 10^{-6} \) using a wide range of \( \lambda_2 \) in the interval \([100, 1000] \), see Fig. 2(c1-c3). In addition, the population transfer is now completed in only \( \sim 30 \) ns (see Fig. 2(c2)) compared to the initial 120 ns obtained with the first LCT run described in Sec. III A (Fig. 2(a2)). This improvement results from the nature of the ‘reference’ pulse, i.e. the sum \( \omega_{TC}^0 + \delta \omega_{TC}^{\text{fil}}(t) \), forcing the TC frequency in the energy range that matches the separation between the two avoided crossings shown in Fig. 1(c). Note that the truncation of the power spectrum in Fig. 2(c3) above 1GHz (1.5GHz) without further optimization will reduce the fidelity to \( 10^{-4} (10^{-5}) \).

C. Reverse processes

So far, the LCT pulses were generated to accomplish a well defined transition from a given initial state to a final state. Therefore, we cannot expect that by applying the same pulse to the final state it can revert the process and transfer the population back to the initial state. For instance, applying the pulse in Fig. 2(a1) (generated for the population transfer from \(|100> \) to \(|010> \)) to the reverse process (from \(|010> \) back to \(|100> \)) we only achieve an imperfect transfer that leaves 29% of the population in the TC. Interestingly, we found that the amount of population trapped in the TC is partic-
Figure 3. Flow chart showing the iterative procedure used to obtain pulses with a smaller bandwidth and capable of transferring population when the initial and target states are exchanged. A new LCT calculation is performed each time the parameter \( \lambda_2 \) is updated or when a new frequency cut-off is applied.

Figure 4. (a) Final pulse generated by the algorithm depicted in Fig. 3 (final frequency cut-off at 0.45 GHz, \( \lambda_2 = 437.4 \)). The inset shows the tail of the pulse (after the time \( \tau \)), which can be substituted with the half-Gaussian function (dashed red line). (b) Evolution of the system when all the population is initially in Q1. (c) Evolution of the system when all the population is initially in Q2. The populations shown in (b) and (c) are calculated using the pulse with the shortened tail.

and ultrashort pulses that can be used for state preparation (see Appendix A).

D. Pulse truncation

The pulses obtained using the algorithm shown in Fig. 3 still have a long tail in the time domain that is inherited from the original, fixed \( \lambda \), LCT calculation (Section IIIA). Since the tail does not contribute to the population transfer, see e.g. Fig. 2(c2), the pulses can be shortened by imposing a Gaussian decay after a critical time \( \tau \) using the half-Gaussian function \( \alpha \exp\{-\frac{(t-\tau)^2}{2\sigma^2}\} \) for \( t \geq \tau \) shown in Fig. 4(a). The optimal value of \( \tau \) is obtained by including it in the optimization process shown in Fig. 3, while its initial value is selected as the time required by the original pulse in Fig. 4(a) to reach 99% of population transfer for the reverse process in Fig. 4(c). For a chosen \( \sigma \) value, this leads to an optimized pulse where population transfer fidelities \( 1 - P_{010} \) and \( 1 - P_{100} \) are both less than \( 10^{-6} \) for the forth and back population transfer, respectively. Finally, the choice of

particularly sensitive to the value of the parameter \( \lambda_2 \). Therefore, the LCT pulse can be further optimized to increase the efficiency of the reverse transfer by tuning \( \lambda_2 \). Note that changes to \( \lambda_2 \) do not affect the success of the population transfer from \([100]\) to \([010]\), since the conditions (initial and final states) and the reference pulse \( \delta \omega_{TC}(t) \) are kept fixed.

Exploiting this fact, we illustrate a procedure for the recursive optimization of the direct and reverse population transfers between the states \([100]\) and \([010]\), starting from the bandwidth optimized pulse derived in Sec. III B. For an initial choice of \( \lambda_2 \), we derive a first LCT pulse for the direct process \(([100] \rightarrow [010]) \) and then test it for the reverse transfer \(([010] \rightarrow [100]) \). If this fails to accomplish a population transfer back to the initial state \([100]\) with an error \( 1 - P_{100} \), less than \( 10^{-6} \) we update the parameter \( \lambda_2 \) and recompute the pulse using the LCT algorithm. This procedure is repeated until the reverse population transfer fidelity reaches a maximum. The Nelder-Mead algorithm [26] is used to optimize \( \lambda_2 \). In some cases, we noticed that maximizing the population transferred during the reverse process required a change of the frequency cut-off values for \( \delta \omega_{TC}(t) \). A flow chart of the algorithm used to obtain a narrow bandwidth pulse able to transfer the qubit population in both directions is shown in Fig. 3. For the setup in Fig. 1 and the parameter discussed in Section IIIB, the produced LCT pulse is given in Fig. 4(a) together with the population dynamics for the direct and reverse processes respectively shown in Fig. 4(b) and (c). The final LCT pulse in Fig. 4(a) can further be used to inspire a new class of fully analytical

The pulses obtained using the algorithm shown in Fig. 3 still have a long tail in the time domain that is inherited from the original, fixed \( \lambda \), LCT calculation (Section IIIA). Since the tail does not contribute to the population transfer, see e.g. Fig. 2(c2), the pulses can be shortened by imposing a Gaussian decay after a critical time \( \tau \) using the half-Gaussian function \( \alpha \exp\{-\frac{(t-\tau)^2}{2\sigma^2}\} \) for \( t \geq \tau \) shown in Fig. 4(a). The optimal value of \( \tau \) is obtained by including it in the optimization process shown in Fig. 3, while its initial value is selected as the time required by the original pulse in Fig. 4(a) to reach 99% of population transfer for the reverse process in Fig. 4(c). For a chosen \( \sigma \) value, this leads to an optimized pulse where population transfer fidelities \( 1 - P_{010} \) and \( 1 - P_{100} \) are both less than \( 10^{-6} \) for the forth and back population transfer, respectively. Finally, the choice of

...
the parameter $\alpha$ is imposed by the need to guarantee continuity at the transition point.

IV. CONCLUSION

In this work we propose using local control theory (LCT) to manipulate qubit populations in an architecture where fixed-frequency superconducting qubits are coupled using tunable couplers. Given the initial and target states, LCT constructs a pulse on-the-fly by computing the time evolution only once. The only tunable parameter is the intensity of the applied pulse (controlled by $\lambda$ in Eq. (7)). $\lambda$ influences the shape and length of the resulting LCT pulse, giving the possibility to shorten the transfer time below 50 ns while keeping a high fidelity for the process.

The LCT algorithm was extended to design pulses that can achieve a complete population transfer in both directions between the initial and the target states. This extension of the LCT algorithm comprises an additional optimization step over the parameter $\lambda$. LCT can also serve as a starting point for a deterministic procedure to further reduce the complexity of the pulse, see Appendix. This opens up a new avenue of research to design efficient gates for different applications of quantum computing [27–29].

Further work will investigate the sensitivity of LCT pulses to the different parameters characterizing the model Hamiltonian (Eq. (1)), as well as using LCT in systems with more elements where frequency crowding may become an issue. Such systems could for instance include $n > 2$ qubits coupled to the same tunable coupler.
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Appendix A: Analytic state preparation pulse

Exploiting the fact that population transfer between states is fastest in regions of avoided crossings we construct an analytic pulse which drives the system into regions of largest nonadiabatic couplings in order to further reduce the population transfer times. Based on the pulse in Fig. 4(a), we construct the following analytical pulse

\[
\delta \omega_{TC}(t) = \begin{cases} 
\alpha_1 \exp\left(-\frac{1}{2}\left(t - \tau_1\right)^2\right) & : t < \tau_1 \\
\frac{1}{2}(\alpha_3 + \alpha_1) + \frac{3}{2}(\alpha_3 - \alpha_1) \tanh\left(\frac{t - \tau_1}{\sigma_3}\right) & : \tau_1 \leq t \leq \tau_3 \\
\alpha_3 \exp\left(-\frac{1}{2}\left(t - \tau_3\right)^2\right) & : t > \tau_3 
\end{cases}
\]

(A1)

with the aim of minimizing the duration of the state preparation pulse. Here \(\alpha_i\) are the amplitudes and \(\sigma_1\) and \(\sigma_3\) the decay times of two half-Gaussian pulse envelopes connected by a switching function with a slope controlled by \(\sigma_2\), see Fig. 5(a). The values of these parameters were obtained using an optimization-with-bounds procedure from the sequential least square programming algorithm [31], which enforces a complete population transfer from \(|010\rangle\) to \(|100\rangle\). For the initial conditions, the values of \(\alpha_1\) and \(\alpha_3\) were set equal to the energies of the second and first avoided crossings, respectively, while \(\tau_2 - \tau_1\) and \(\tau_3 - \tau_1\) were set to the population transfer times obtained from LCT for the \(|010\rangle \rightarrow |001\rangle\) and \(|001\rangle \rightarrow |010\rangle\), respectively (see Fig. 4(c) and (b), respectively). In our simulations, \(\tau_1\) is chosen arbitrarily in the range between 5 to 6 ns. Initial \(\sigma_i\) parameters were set close to zero and relaxed during a second optimization step once the \(\alpha\)-s and \(\tau\)-s were fully determined. This leads to the generation of the smooth final pulse shown in Fig. 5(b). This analytical pulse shape results in a sequential pop-
ulation transfer from Q2 to TC and finally to Q1 with a total fidelity \(1 - P_{1001} < 10^{-6}\). The reverse population transfer (from Q1 to Q2 via the TC) is achieved by inverting the pulse in the time domain. This pulse is similar to the case where frequency tunable elements are used to shuttle population to and from different elements in a larger quantum system [32]. Interestingly, the final pulse duration is short (\(\sim 15\) ns) compared to the coherence times in state-of-the-art experiments.