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Abstract

Inverse initial and inverse source problems of a time-fractional differential equation with Bessel operator are considered. Results on existence and uniqueness of solutions to these problems are presented. The solution method is based on series expansions using a set of Bessel functions of order zero. Convergence of the obtained series solutions is also discussed.

1 Introduction

Inverse problems have been a very active field of research in mathematics and science. They appear in modeling a wide variety of real life problems, e.g., imaging, Magnetic Resonance Imaging, Computerized Tomography, signal processing and many other applications (see, for example, [2], [13] and [14]). Inverse problems come into various types, for example, inverse initial problems where initial data are unknown and inverse source problems where the source term is unknown. These unknown terms are to be determined using extra boundary data.

Fractional differential equations, on the other hand, become an important tool in modeling many real-life problems and hence there has been growing interest in studying inverse problems of time fractional equations [1], [3], [6], [16]. For example, in [16], Zhang and Xu studied inverse source problem for a fractional diffusion equation where solutions are found based on the method of eigen-function expansion.

In [7], authors considered initial inverse problem in heat equation with Bessel operator. They expressed the solution of the problem and the initial temperature distribution in terms of orthogonal set of Bessel functions. These types of functions arises in modeling of chemical
engineering process including hydrodynamics, bio-processes, diffusion and heat transfer (see, for example, [7, 9]). Properties of Bessel functions are given in [12], [15].

This paper concerns with the existence and uniqueness of solutions to inverse initial and inverse source problems for a time fractional differential equation with Bessel operator. Solutions are obtained in the form of series expansion using an orthogonal set of Bessel functions.

2 Preliminaries

In this section, we recall some definitions and results which will be used later in this article. First, Caputo fractional derivative of order $0 < \alpha < 1$, $\mathcal{C}D^\alpha_0 f(t)$, is defined by ([4], p. 228):

$$
\mathcal{C}D^\alpha_0 f(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{f'(\tau)}{(\tau - t)^\alpha} d\tau,
$$

where $\Gamma(.)$ denotes the well-known gamma function. The Laplace transform of Caputo fractional derivative of order $0 < \alpha < 1$ is

$$
\mathcal{L}\{\mathcal{C}D^\alpha_0 f(t)\}(s) = s^\alpha F(s) - s^{\alpha-1} f(0^+),
$$

where $F(s) = \mathcal{L}\{f(t); s\}$. Also, we need Mittag-Leffler function which plays a major role in describing solutions to fractional order differential equations. The Mittag-Leffler function with one parameter, $E_\alpha(z)$, is defined as

$$
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad \text{Re}(\alpha) > 0, \quad z \in \mathbb{C}.
$$

If $z = \lambda t^\alpha$, the Laplace transform of $E_\alpha(\lambda t^\alpha)$ is given by

$$
\mathcal{L}\{E_\alpha(\lambda t^\alpha)\} = \frac{s^{\alpha-1}}{s^\alpha - \lambda}.
$$

Moreover, Mittag-Leffler function $E_\alpha(\lambda t^\alpha)$ is bounded, i.e, (see [10])

$$
E_\alpha(\lambda t^\alpha) \leq M.
$$

(1)

Here and throughout this paper, $M$ denotes a positive constant. Now, we introduce Bessel’s equation of order $\nu \geq 0$:

$$
y'' + \frac{1}{x} y' + \left( \lambda^2 - \frac{\nu^2}{x^2} \right) y = 0,
$$

(2)

which when $\nu$ is integer has the following solution:

$$
y(x) = C_1 J_\nu(\lambda x) + C_2 Y_\nu(\lambda x),
$$
where \( J_\nu(x) \) and \( Y_\nu(x) \) are Bessel functions of the first and second kind of order \( \nu \), respectively. The Bessel functions of the second kind are not bounded near the point \( x = 0 \) and hence for a bounded solution near zero, we need to have \( C_2 = 0 \), i.e.,

\[
y(x) = C_1 J_\nu(\lambda x).
\]

Moreover, if the boundary condition \( y(1) = 0 \) is imposed, then the parameter \( \lambda \) must satisfy \( J_\nu(\lambda) = 0 \), i.e., the values of \( \lambda \) represent the zeros of the Bessel function \( J_\nu(x) \), which has the following asymptotic representation (see [12], page 213)

\[
J_\nu(x) = \sqrt{\frac{2}{\pi x}} \sin \left( x - \frac{\nu \pi}{2} + \frac{\pi}{4} \right) + \frac{r_\nu(x)}{x^{3/2}},
\]

where the function \( r_\nu(x) \) remains bounded as \( x \to \infty \). Hence, for arbitrary large \( k \), the zeros of \( J_\nu(x) \) are given by (see, for example, [12], page 214)

\[
k\pi + \frac{\nu \pi}{2} - \frac{\pi}{4}.
\]

Next, we define a Fourier-Bessel expansion of a given function \( f(x) \) as follows:

**Definition 2.1.** (see for example [12], page 211 and [15], sec. 18.11) Let \( \lambda_k, k = 1, 2, \ldots \), be the positive zeros of \( J_\nu(x) \) arranged in ascending order of magnitude. Then, the expansion of a function \( f(x) \) in terms of the Bessel functions \( J_\nu(\lambda_k x), k = 1, 2, \cdots \), known as a Fourier-Bessel series, is given by

\[
f(x) = \sum_{k=1}^{\infty} c_k J_\nu(\lambda_k x),
\]

where \( \nu \geq -\frac{1}{2} \) and \( c_k \), which are called the Fourier-Bessel coefficients for \( f(x) \), are given by

\[
c_k = \frac{2}{J_{\nu+1}^2(\lambda_k)} \int_0^1 x f(x) J_\nu(\lambda_k x) dx, \quad k = 1, 2, \cdots.
\]

Finally, some results on the uniform convergence of Fourier-Bessel series are stated in the following theorems:

**Theorem 2.2.** (for proof, see [13], pp. 230 – 231) Let \( f(x) \) be a function defined on the interval \([0, 1]\) such that \( f(x) \) is differentiable \( 2s \) times \( (s \geq 1) \) and

1. \( f(0) = f'(0) = \cdots = f^{(2s-1)}(0) = 0; \)
2. \( f^{(2s)}(x) \) is bounded \( ( \text{this derivative may not exist at certain points}) \);\n3. \( f(1) = f'(1) = \cdots = f^{(2s-2)}(1) = 0. \)
Then, the following inequality is satisfied by the Fourier-Bessel coefficient of \( f(x) \):

\[
|c_k| \leq \frac{M}{\lambda_k^{2s-(1/2)}}. 
\]  

(5)

**Theorem 2.3.** (for proof, see [12], p. 225) If \( \nu \geq 0 \) and if

\[
|c_k| \leq \frac{M}{\lambda^{1+\varepsilon}}, 
\]  

(6)

where \( \varepsilon \) is a positive constant, then the series

\[
\sum_{k=1}^{\infty} c_k J_\nu(\lambda_k x),
\]

converges absolutely and uniformly on \([0, 1]\).

For more theorems on the convergence of Fourier-Bessel series, we refer the reader to [12] and [15].

The remaining two sections are the main sections of this paper, where we present the existence and uniqueness of solutions to inverse initial and inverse source problems for a time fractional differential equations with Bessel operator, respectively. The main result for each inverse problem is summarized at the end of each section.

3 Inverse initial problem

Here, we consider the following inverse initial problem:

Find a pair of functions \( \{u(x, t), g(x)\} \), in a rectangular domain

\[
\Omega = \{(x, t) : 0 < x < 1, \ 0 < t < T\},
\]

which satisfies the fractional differential equation

\[
^cD_0^\alpha u = \frac{\partial^2 u}{\partial x^2} + \frac{1}{x} \frac{\partial u}{\partial x},
\]  

(7)

along with the boundary conditions

\[
\lim_{x \to 0} x \frac{\partial u}{\partial x} = 0, \quad u(1, t) = 0,
\]  

(8)

the initial condition

\[
u(x, 0) = g(x),
\]  

(9)

and the overdetermining condition

\[
u(x, T) = f(x).
\]  

(10)

Here \( f(x) \) is a given function and \(^cD_0^\alpha\) stands for the Caputo fractional derivative of order \( 0 < \alpha < 1 \).
3.1 Solution Method

Using separation of variables method, we obtain, from (7) and (8), the following spectral problem

\[ X'' + \frac{1}{x} X' + \lambda^2 X = 0, \quad 0 < x < 1, \]  
\[ \lim_{x \to 0} x X'(x) = 0, \quad X(1) = 0, \]  

which is a self-adjoint problem. Note that the above spectral equation (11) represents Bessel’s equation of order zero and hence one can show that the eigenfunctions, \( X_k \), for the problem (11) - (12) are the Bessel functions of the first kind of order zero, i.e.,

\[ X_k = J_0(\lambda_k x), \quad k = 1, 2, 3, \ldots. \]

The corresponding eigenvalues, \( \lambda_k \), are the positive zero of \( J_0(x) \), i.e., they satisfy \( J_0(\lambda_k) = 0 \) and for large \( k \), they are given by

\[ \lambda_k = k\pi - \frac{\pi}{4} \]

as discussed earlier. The set of eigenfunctions \( \{X_k\} \) forms a complete orthogonal basis in \( L^2(0,1) \) ([5], p. 40). Hence, the functions \( u(x, t) \), \( g(x) \) and \( f(x) \) can be expanded as follows:

\[ u(x, t) = \sum_{k=1}^{\infty} u_k(t) J_0(\lambda_k x), \]  
\[ g(x) = \sum_{k=1}^{\infty} g_k J_0(\lambda_k x), \quad f(x) = \sum_{k=1}^{\infty} f_k J_0(\lambda_k x), \]

where \( u_k(t), g_k \) are unknowns and the coefficient \( f_k \) is given by

\[ f_k = \frac{2}{J_1^2(\lambda_k)} \int_0^1 x f(x) J_0(\lambda_k x) dx. \]

Substituting (13) and (14) into (7), (9) and (10) gives the following linear fractional differential equation:

\[ ^cD_0^\alpha u_k(t) + \lambda_k^2 u_k(t) = 0, \]  

along with the conditions:

\[ u_k(0) = g_k, \quad u_k(T) = f_k. \]

Applying Laplace transform to equation (16), we obtain ([4], p. 243)

\[ U_k(s) = \frac{s^{\alpha-1}}{s^\alpha + \lambda_k^2 g_k}, \]

and consequently, we get

\[ u_k(t) = g_k E_\alpha(-\lambda_k^2 t^\alpha). \]
Next, using the condition \( u_k(T) = f_k \), we get

\[
g_k = \frac{f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)}.\]

Therefore, \( u(x, t) \) and \( g(x) \) can now be written as

\[
u(x, t) = \sum_{k=1}^{\infty} \frac{f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)} E_{\alpha}(-\lambda_k^2 t^\alpha) J_0(\lambda_k x), \tag{17}
g(x) = \sum_{k=1}^{\infty} \frac{f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)} J_0(\lambda_k x). \tag{18}
\]

To complete the existence of solution, we need to show that the series representations of \( u(x, t) \), \( g(x) \), \( c D_{0\alpha}^\alpha u(x, t) \), and \( u_{xx}(x, t) \) converge uniformly. We start by estimating the coefficient of the Fourier-Bessel series of \( u(x, t) \). Since \( E_{\alpha}(-\lambda t^\alpha) \) is bounded, we have

\[
\left| \frac{f_k E_{\alpha}(-\lambda_k^2 t^\alpha)}{E_{\alpha}(-\lambda_k^2 T^\alpha)} \right| \leq M |f_k|,
\]

whereupon using Theorem 2.2 for \( s = 1 \), we obtain

\[
\left| \frac{f_k E_{\alpha}(-\lambda_k^2 t^\alpha)}{E_{\alpha}(-\lambda_k^2 T^\alpha)} \right| \leq \frac{M}{\lambda_k^{3/2}}.
\]

Therefore, by Theorem 2.3 we conclude that the series representation of \( u(x, t) \) converges absolutely and uniformly in \( \Omega \). Similarly, one can show that the series

\[
g(x) = \sum_{k=1}^{\infty} \frac{f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)} J_0(\lambda_k x)
\]
converges absolutely and uniformly in \( \Omega \).

Now, the series expansion of \( c D_{0\alpha}^\alpha u(x, t) \) is given by

\[
c D_{0\alpha}^\alpha u(x, t) = \sum_{k=1}^{\infty} \frac{-\lambda_k^2 f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)} E_{\alpha}(-\lambda_k^2 t^\alpha) J_0(\lambda_k x).
\]

Then, for convergence we have the following estimate

\[
\left| \frac{-\lambda_k^2 f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)} E_{\alpha}(-\lambda_k^2 t^\alpha) \right| \leq M \lambda_k^2 |f_k|,
\]

and by using theorem 2.2 for \( s = 2 \), we get

\[
M \lambda_k^2 |f_k| \leq \frac{M \lambda_k^2}{\lambda_k^{3/2}} = \frac{M}{\lambda_k^{3/2}}.
\]

Therefore, the uniform and absolute convergence of the series expansion of \( c D_{0\alpha}^\alpha u(x, t) \) is ensured by Theorem 2.3. Finally, it remains to show the uniform convergence of the series representation of \( u_{xx}(x, t) \), which is given by

\[
u_{xx}(x, t) = \sum_{k=1}^{\infty} \frac{f_k}{E_{\alpha}(-\lambda_k^2 T^\alpha)} E_{\alpha}(-\lambda_k^2 t^\alpha) \frac{d^2}{dx^2} (J_0(\lambda_k x)).
\]
Using properties of Bessel functions, namely, (see [12])

\[ J'_0(x) = -J_1(x), \]
\[ 2J'_1(x) = J_0(x) - J_2(x), \]

the above representation can be rewritten as

\[ u_{xx}(x, t) = \sum_{k=1}^{\infty} \frac{\lambda_k^2 f_k}{2E_\alpha(-\lambda_k^2 T^\alpha)} E_\alpha(-\lambda_k^2 T^\alpha) [J_2(\lambda_k x) - J_0(\lambda_k x)], \]

and hence, for convergence, we have the following estimate:

\[ \left| \lambda_k^2 f_k \frac{E_\alpha(-\lambda_k^2 t^\alpha)}{2E_\alpha(-\lambda_k^2 T^\alpha)} \right| \leq M \lambda_k^2 |f_k| \leq \frac{M \lambda_k^2}{\lambda_k^{7/2}} = \frac{M}{\lambda_k^{3/2}}. \]

Therefore, by Theorem 2.3, the series expansion of \( u_{xx}(x, t) \) is uniformly and absolutely convergent in \( \Omega \). Note that the uniform convergence of \( u_x(x, t) \) follows from the convergence \( u_{xx}(x, t) \).

### 3.2 Uniqueness of solution

Suppose \( \{u_1(x, t), g_1(x)\} \) and \( \{u_2(x, t), g_2(x)\} \) are two solution sets of the inverse problem (7) - (10), then \( \hat{u}(x, t) = u_1(x, t) - u_2(x, t) \) and \( \hat{g}(x) = g_1(x) - g_2(x) \) satisfy the following boundary value problem:

\[ ^c D_0^\alpha \hat{u} = \frac{\partial^2 \hat{u}}{\partial x^2} + \frac{1}{x} \frac{\partial \hat{u}}{\partial x}, \quad (x, t) \in \Omega, \tag{19} \]
\[ \lim_{x \to 0} x \frac{\partial \hat{u}}{\partial x} = 0, \quad \hat{u}(1, t) = 0, \quad 0 < t < T, \tag{20} \]
\[ \hat{u}(x, 0) = \hat{g}(x), \quad \hat{u}(x, T) = 0 \quad 0 < x < 1. \tag{21} \]

Using the completeness property of system (11), one can then show that \( \hat{u}(x, t) = 0 \) and \( \hat{g}(x) = 0 \), in \( \Omega \), which in turn implies the uniqueness of solution of the inverse problem (7) - (10).

The main result of this section on existence and uniqueness of solution can be summarized in the following theorem:

**Theorem 3.1.** Assume that the function \( f \) is differentiable 4 times such that:

- \( f(0) = f'(0) = f''(0) = f'''(0) = 0; \)
- \( f(1) = f'(1) = f''(1) = 0; \)
- \( f^{(4)}(x) \) is bounded;
then the inverse problem

\[
cD^\alpha_{0|t} u = \frac{\partial^2 u}{\partial x^2} + \frac{1}{x} \frac{\partial u}{\partial x}, \quad 0 < x < 1, \ 0 < t < T,
\]

\[
\lim_{x \to 0} x \frac{\partial u}{\partial x} = 0, \quad u(1, t) = 0, \quad 0 < t < T,
\]

\[
u(x, 0) = g(x), \quad u(x, T) = f(x), \quad 0 < x < 1,
\]

has a unique solution given by

\[
u(x, t) = \sum_{k=1}^{\infty} \frac{f_k}{E_{\alpha}( - \lambda_k^2 T^\alpha )} E_{\alpha}( - \lambda_k^2 t^\alpha ) J_0(\lambda_k x),
\]

\[
g(x) = \sum_{k=1}^{\infty} \frac{f_k}{E_{\alpha}( - \lambda_k^2 T^\alpha )} J_0(\lambda_k x),
\]

where,

\[
f_k = \frac{2}{J_1^2(\lambda_k)} \int_0^1 x f(x) J_0(\lambda_k x) dx.
\]

4 Inverse source problem

In this section, we consider the following inverse source problem:

Find a pair of functions \( \{ u(x, t), h(x) \} \), in a rectangular domain \( \Omega \), which satisfies the boundary value problem:

\[
cD^\alpha_{0|t} u = \frac{\partial^2 u}{\partial x^2} + \frac{1}{x} \frac{\partial u}{\partial x} + h(x), \quad 0 < x < 1, \ 0 < t < T,
\]

\[
\lim_{x \to 0} x \frac{\partial u}{\partial x} = 0, \quad u(1, t) = 0,
\]

\[
u(x, 0) = g(x), \quad u(x, T) = f(x).
\]

Here \( g(x) \) and \( f(x) \) are given functions and \( cD^\alpha_{0|t} \) stands for the Caputo fractional derivative of order \( 0 < \alpha < 1 \).

4.1 Existence of solution

Using the solution method described in the previous section, we seek solutions of the form

\[
u(x, t) = \sum_{k=1}^{\infty} u_k(t) J_0(\lambda_k x), \quad h(x) = \sum_{k=1}^{\infty} h_k J_0(\lambda_k x),
\]

where the coefficients \( u_k(t) \) and \( h_k \) are the unknowns to be determined. Substituting these representations into (22) and (24), we obtain the following non-homogeneous fractional differential equation:

\[
cD^\alpha_{0|t} u_k(t) + \lambda_k^2 u_k(t) = h_k,
\]
with the boundary conditions:

\[ u_k(0) = g_k, \quad u_k(T) = f_k, \quad (26) \]

where \( g_k \) and \( f_k \) are the coefficients of Fourier-Bessel series for \( g(x) \) and \( f(x) \), respectively, which are given by

\[
I_k = \frac{2}{J_1^2(\lambda_k)} \int_0^1 x I(x) J_0(\lambda_k x) dx, \quad I = g, f.
\]

Solving (25) we obtain ([4], p. 243)

\[ u_k(t) = C_k E_{\alpha}(-\lambda_k^2 t^\alpha) + \frac{h_k}{\lambda_k^2}, \]

and using the conditions (26), we deduce the following:

\[
C_k = \frac{g_k - f_k}{1 - E_{\alpha}(-\lambda_k^2 T^\alpha)}, \quad h_k = \lambda_k^2 (g_k - C_k).
\]

Consequently, we have

\[
u(x, t) = \sum_{k=1}^{\infty} \left( C_k E_{\alpha}(-\lambda_k^2 t^\alpha) + g_k - C_k \right) J_0(\lambda_k x),
\]

\[= g(x) - \sum_{k=1}^{\infty} \frac{1 - E_{\alpha}(-\lambda_k^2 T^\alpha)}{1 - E_{\alpha}(-\lambda_k^2 T^\alpha)} (g_k - f_k) J_0(\lambda_k x),
\]

and

\[h(x) = \sum_{k=1}^{\infty} \lambda_k^2 (g_k - C_k) J_0(\lambda_k x),
\]

\[= g''(x) - \sum_{k=1}^{\infty} \frac{\lambda_k^2 (g_k - f_k)}{1 - E_{\alpha}(-\lambda_k^2 T^\alpha)} J_0(\lambda_k x).
\]

Using appropriate conditions on \( f(x) \) and \( g(x) \), as given in the theorem below, the convergence of the series expansions of \( u(x, t), u_x(x, t), u_{xx}(x, t), c D_{0+}^{\alpha} u(x, t) \) and \( h(x) \) can be shown in a similar approach as discussed in the inverse initial problem in the previous section.

### 4.2 Main result

The following theorem summarizes the main result of this section:

**Theorem 4.1.** Assume that the functions \( g \) and \( f \) are differentiable 4 times such that

- \( g^{(i)}(0) = f^{(i)}(0) = 0, \quad (i = 0, 1, 2, 3); \)
- \( g^{(j)}(1) = f^{(j)}(1) = 0, \quad (j = 0, 1, 2); \)
- \( g^{(4)}(x) \) and \( f^{(4)}(x) \) are bounded.
Then, the inverse problem

\[ cD_{0t}^{\alpha}u = \frac{\partial^2 u}{\partial x^2} + \frac{1}{x} \frac{\partial u}{\partial x} + h(x), \quad 0 < x < 1, \quad 0 < t < T, \]

\[ \lim_{x \to 0} \frac{\partial u}{\partial x} = 0, \quad u(1, t) = 0, \quad 0 < t < T, \]

\[ u(x, 0) = g(x), \quad u(x, T) = f(x), \quad 0 < x < 1, \]

has a unique solution given by

\[ u(x, t) = g(x) - \sum_{k=1}^{\infty} \frac{1 - E_{\alpha}(-\lambda_k^2 t^\alpha)}{1 - E_{\alpha}(-\lambda_k^2 T^\alpha)} (g_k - f_k) J_0(\lambda_k x), \]

\[ h(x) = g''(x) - \sum_{k=1}^{\infty} \frac{\lambda_k^2 (g_k - f_k)}{1 - E_{\alpha}(-\lambda_k^2 T^\alpha)} J_0(\lambda_k x), \]

where \( f_k \) and \( g_k \) are given by

\[ f_k = \frac{2}{J_1^2(\lambda_k)} \int_0^1 x f(x) J_0(\lambda_k x) dx \quad \text{and} \quad g_k = \frac{2}{J_1^2(\lambda_k)} \int_0^1 x g(x) J_0(\lambda_k x) dx. \]
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