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Cell Differentiation Trajectory Predicts Prognosis and Immunotherapeutic Response in Clear Cell Renal Cell Carcinoma
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Clear cell renal cell carcinoma (ccRCC) is the main type of malignancy in kidney related to glucose metabolism. Primary single cell culture and single cell sequencing are novel research technologies. In this study, we explored the differentiation status of ccRCC cells and its significance in prognosis and immunotherapeutic response through bioinformatics. We characterized distinct differentiation states and differentiation-related genes (DRGs) in ccRCC cells through single cell RNA sequencing (scRNA-seq) analysis. Combined with bulk RNA-seq data, we classified patients into two clusters and found that this classification was closely correlated with patient prognosis and immunotherapeutic responses. Based on machine learning, we identified a prognostic risk model composed of 14 DRGs, including BTG2, CDKN1A, COL6A1, CPM, CYB5D2, FOSB, ID2, ISG15, PLCG2, SECISBP2, SOCS3, TES, ZBTB16, and ZNF704, to predict the survival rate of patients and then constructed a nomogram model integrating clinicopathological characteristics and risk score for clinical practice. In the study of immune checkpoints, we found that patients in the high-risk group had a disposition to get worse prognosis and better effects of immune checkpoint blocking therapies. Finally, we found the expression level of model DRGs was associated with a tumor-immune microenvironment (TIME) pattern and the response of 83 compounds or inhibitors was significantly different in the two risk groups. In a word, our study highlights the potential contribution of cell differentiation in prognosis judgment and immunotherapy response and offers promising therapeutic options for ccRCC patients.

1. Introduction

Clear cell renal cell carcinoma (ccRCC) is the main type of RCC, accounting for about 70% of adult clinical cases. ccRCC is characterized by the loss of von Hippel-Lindau and the accumulation of robust lipid and glycogen [1]. Local ccRCC can be detected early and successfully treated by surgery, while metastatic ccRCC is almost always fatal. The lack of sensitivity to chemotherapy and radiation therapy has brought great trouble to clinicians and also brought huge burden to patients. Over the past decade, several targeted agents and immunotherapies have been added to the treatment plan of metastatic ccRCC [2–4]. Due to the high heterogeneity of ccRCC, previous classifications cannot satisfactorily predict the prognosis of patients with the same diagnosis [5, 6]. Furthermore, although countless prognostic models with significant genes have been constructed, the accuracy of their prediction performance still needs to be further confirmed and improved in clinical practice [7–9]. Immunotherapy, as a new therapy, has been widely used in multiple tumors [10]. Clinical practice has proved that immunotherapy had a good effect on most cancers and thus immunotherapy for ccRCC has been paid increasing attention by researchers [11, 12]. However, due to the lack of accurate predictive biomarker selection, only a few ccRCC patients have achieved an effective immune response in clinical trials [13, 14]. Therefore, it is urgent to construct an effective classification or biological prediction index to distinguish the prognosis and immunotherapy response of ccRCC patients.

Compared with the traditional bulk RNA sequencing technology, which can only reflect the average variation level of tumor for all cells in the sample, the single-cell sequencing...
(scRNA-seq) technology has provided unprecedented molecular resolution for researchers to study cancer [15, 16]. Tumor characteristics hidden in the heterogeneity of cell population could be revealed through single-cell genomics and trajectory analysis, which could offer possible prognostic biomarkers for better individualized treatment [17, 18]. However, the clinical samples of scRNA-seq research are limited and cannot be associated with clinicopathological data. In this case, the utilization of scRNA-seq data could be optimized by integrating bulk RNA-seq data. So far, few studies have focused on the construction of prognostic risk based with differentiation-related genes (DRGs). It is also unclear whether the novel classification based on cell differentiation trajectory is related to tumor biological behavior and whether cell differentiation plays a part in predicting the prognosis and immunotherapeutic response of ccRCC patients.

In this study, transcriptomic data of ccRCC samples were used to test our deduction. First of all, we used scRNA-seq data to identify ccRCC cell subsets in diverse differentiation states and significant DRGs through trajectory analysis. Second, we employed bulk RNA-seq data to classify ccRCC patients based on these DRGs and proved that this novel classification showed significantly different prognoses and immunotherapy responses. Third, 14 DRGs were identified as key genes-related ccRCC prognosis and a prognostic risk model was constructed by these DRGs. Next, we comprehensively made an exploration of TIME trajectory and drug sensitivity based on this 14-DRGs prognostic risk model. At last, a clinically applicable nomogram integrating clinicopathological characteristics and risk score was developed successfully for ccRCC patients.

2. Methods

2.1. Data Acquisition. The scRNA-seq data and bulk RNA-seq data of ccRCC samples included in this study are available in the Cancer Genome Atlas (TCGA, https://portal.gdc.cancer.gov/) and the Gene Expression Omnibus (GEO, https://www.ncbi.nlm.nih.gov/geo/) database [19, 20]. Bulk RNA-seq data and available clinical information were available for 519 samples in the TCGA-KIRC dataset and 39 samples in the GSE29609 dataset [21]. The corresponding clinicopathological characteristics are listed in the Supplementary Tables 1 and 2. In addition, the scRNA-seq data were obtained from the GSE156632 dataset and contained 35,433 cells from tumor tissues of 7 ccRCC patients. Supplementary Table 3 presents the corresponding clinicopathological features.

2.2. Processing of the scRNA-seq Data. The “Seurat” package was employed for the scRNA-seq data processing, including quality control, data exploration, statistical analysis, and result visualization [22]. First, low quality cells were excluded according to the following quality control criteria: (1) genes detected in <500 cells; (2) cells with <1,000 or >20,000 detected genes; and (3) cells with >10% of mitochondrial expressed genes. Then, the batch effects of the scRNA-seq data were corrected by “harmony” package [23]. Third, the scRNA-seq data were normalized through “LogNormalize” method and subsequently, top 1,000 highly variable genes were identified by “VST” package [24]. Next, principal component analysis (PCA) was used for dimensionality reduction of ccRCC cells to determine the significantly available dimensions \((P < 0.05)\) [25]. Based on top 11 PCs, the uniform manifold approximation and projection (UMAP) algorithm was utilized for dimensionality reduction and clustering across all ccRCC cells [26]. Genes with the cutoff criteria of adjusted \(P < 0.05\) and \(|\log_2\text{fold change} (FC)| > 1\) were regarded as the marker genes in each cluster through “limma” package [27]. Finally, according to the marker genes, these clusters were annotated using “singleR” package and manually verified and corrected through the CellMarker database and references [28, 29].

2.3. Trajectory Analysis and DRGs Identification. Trajectory analysis could reduce high-dimensional representations to low-dimensional space by reducing master map learning. Cells were casted into this space and arranged as a trajectory with branch points. In addition, cells distributed in the same branch were considered to have similar differentiation status and characteristics. These genes with different expression levels among branches were identified and defined as differentiation-related genes (DRGs). Therefore, this study analyzed the trajectories of renal tubular and cancer cells by the “Monocle 2” package [30] and the enrichment analysis for these DRGs in different branches was performed using “clusterProfiler” package [31].

2.4. Classification for ccRCC Patients According to DRGs. The data of the TCGA-KIRC dataset were performed to make a transformation to transcripts per million (TPM) values and merged with GSE29609 dataset as training cohort [32]. The training cohort was normalized with log scale transformation and the batch effect was corrected by “SVA” package [33]. These processed expressions of DRGs were subsequently extracted for nonnegative matrix factorization (NMF). Then, “survival” package was employed for the cox regression analysis to explore the correlation between the expression patterns of all DRGs and overall survival. DRGs with \(P < 0.01\) were considered to be significantly associated with prognosis and selected for further analysis. Next, the unsupervised clustering method of NMF was carried out by “NMF” package and the optimal number of clusters is selected as the coexistence correlation coefficient [34]. The K–M survival analysis was performed to predict the diverse prognosis of ccRCC patients under this novel classification [35]. The proportion of main clinicopathological characteristics in each cluster was displayed as stacked histograms. PCA was subsequently conducted to show the result of DRGs clustering in different clusters. Finally, the gene set variation analysis (GSVA) method was utilized to analyze the differences of molecular functions and pathways enriched in different clusters [36]. \(|\log_2(\text{FC})| > 0.1\) and adjusted \(P < 0.05\) were considered to be significant. The KEGG and ontology gene sets \((c2.cp.kegg.v7.5.1.symbols.gmt, c5.go.bp.v7.5.1.symbols.gmt, c5.go.cc.v7.5.1.symbols.gmt, c5.go.bp.v7.5.2.symbols.gmt, c5.go.cc.v7.5.2.symbols.gmt)\) were used for enrichment analysis.
c5.go.mf.v7.5.1.symbols.gmt) were all obtained from the GSEA database (https://www.gsea-msigdb.org/gsea/index.jsp) [37].

2.5. Recognition of TIME and Immune Patterns According to Novel Classification. ESTIMATE could use the unique characteristics of cancer tissue transcription spectrum to infer tumor cells and normal cells with different infiltration [38]. Four indicators, including immune score, stromal score, ESTIMATE score, and tumor purity, were applied to identify TIME of each sample through “ESTIMATE” package. CIBERSORT, a deconvolution algorithm based on gene expression pattern, was employed to quantify the composition of cells involved in the immune response [39]. The abundance of infiltrating immune cells was measured to identify immune patterns patients in different clusters. The main immune checkpoints of ccRCC patients were summarized from relevant studies [1, 13, 40–43]. Moreover, differential analysis was conducted to reveal the different expression levels of immune checkpoints. The K–M analysis was performed to explore the association between immune patterns and patient survival. Different immunotherapeutic scores of ccRCC patients in different clusters were also calculated, and subsequently, the results were visualized through “ggplot2” package [44].

2.6. Construction and Validation of a Prognostic Risk Model Based on DRGs. The merged data consisting of TCGA-KIRC dataset and GSE29609 dataset were treated as the training cohort while the TCGA-KIRC dataset was treated as the validation cohort. First, WGCNA was utilized to identify modules related to the prognosis of ccRCC in the training cohort [45]. Subsequently, the univariate cox regression analysis was employed to select statistically significant DRGs ($P < 0.01$) and the prognostic value in the critical module was evaluated through “survival” package. Then, the LASSO regression analysis was carried out for further selection of prognosis-related DRGs and a risk model with these DRGs was constructed to predict the prognosis of ccRCC patients [46]. The risk score of each sample was calculated according to formula (1):

\[
\text{Risk score} = \exp_{\text{GENE1}} \times \beta_1 + \exp_{\text{GENE2}} \times \beta_2 + \ldots + \exp_{\text{GENE}_{n}} \times \beta_n.
\]

(1)

In which “\exp” stands for the expression levels of DRGs and “\beta” represents the regression coefficients of DRGs. Based on the median risk score, all patients could be divided into two types: low-risk and high-risk. The K–M survival analysis was performed to compare patient survival in the two risk groups. The concordance index and the ROC curve analysis were applied to evaluate the accuracy of this risk model [47]. In addition, the validation cohort was also used to further verify the performance of this prognostic risk model in predicting 1-year, 3-year, and 5-year survival rates.

2.7. Development and Evaluation of a Prognostic Nomogram. Univariate and multivariate cox regression analyses were performed in both the training cohort and the validation cohort to determine which were independent clinicopathological characteristics. Based on “rms” package, these independent characteristics and risk score were all used for the development of a prognostic nomogram for clinical practice [48]. Then, the accuracy of this nomogram was identified through calibration curves and discrimination performance was evaluated through C-index and ROC curves. Finally, this nomogram was validated in validation cohort.

2.8. Prediction of the Immunotherapeutic Response and Drug Sensitivity. TIDE (https://tide.dfci.harvard.edu/) is a computational method that simulated tumor immune escape by combining with the expression patterns of T cell dysfunction and rejection [49]. Based on the preprocessing data, the TIDE algorithm was carried out to predict the clinical response of immune checkpoint blocking (ICB) in ccRCC patients. Furthermore, “pRRophetic” package was employed to estimate the half maximum inhibitory concentration (IC50) values of compounds or inhibitors as a reference for clinical chemotherapy and targeted therapy of ccRCC patients in different risk groups or clusters [50].

3. Results

3.1. Identification of Cell Clusters Using scRNA-seq Data. After the preprocessing of scRNA-seq data, including quality control, normalization, and batch effect correction, 32,400 cells from the GSE156632 dataset were included in the analysis (Figure 1(a)). The number of genes detected was significantly correlated with the sequencing depth ($R = 0.94$, Figure 1(b)). The dimensional reduction plot displayed the batch effect after correction (Figure 1(c)). Then, 14,285 genes were identified and top 1,000 genes were recognized as highly variable genes through variance analysis (Figure 1(d)). Available dimensions were determined through a principal component analysis (PCA), and subsequently, related genes were identified in each principal component (PC). The dot plots and heatmaps showed the expression levels of 30 significantly related genes in 6 top PCs (Figures S1a–S1c). Cell cluster analysis was performed on 11 PCs with a $P$ value <0.05 (Figures S1c and S1d).

Afterward, the UMAP algorithm was applied to classify 32,400 cells into 23 clusters (Figure 2(a)). The top 5 differentially expressed marker genes of each cluster were visualized as a dot plot (Figure S2a). According to these marker genes, the cells distributed in 23 clusters were annotated (Figure 2(b)). The expression of major marker genes representing different cell types was visualized as dot plots (Figures 2(c) and 2(d)). As a result, clusters 0 and 21 with 4,529 cells were annotated as fibroblasts; clusters 1, 5, 6, 8, 14, and 22 with 10,015 cells were annotated as endothelial cells; clusters 4, 9, and 17 with 4,266 cells were annotated as renal tubule cells; cluster 19 with 185 cells was annotated as mesangial cells; clusters 11 and 18 with 1,642 cells were annotated as cancer cells; clusters 2, 3, 7, and 15 with 8,356 cells were annotated as macrophages; cluster 10 with 1,369 cells was annotated as neutrophils; clusters 12 and 13 with 1,721 cells were annotated as T cells; cluster 16 with 391 cells...
was annotated as B cells; and cluster 20 with 158 cells was annotated as dendritic cells.

3.2. Trajectory Analysis and DRGs Identification. Previous studies have shown that cancer cells are mostly differentiated from renal tubular epithelial cells in ccRCC. Trajectory analysis was conducted on renal tubule cells and cancer cells. We identified 3 branches with diverse differentiation statuses, termed branch I, II, and III. Most renal tubule cells were distributed in branch I (state 4) while cancer cells were mainly located in branches II and III (state 1 and 5). Therefore, branch I could be regarded as the root of differentiation trajectory and then differentiated into branches.
Figure 2: Continued.
II and III. Interestingly, cancer cells in branch II, named type I cancer cells, were totally from cluster 11 and cancer cells in branch III, named type II cancer cells, were totally from cluster 18 (Figures 2(e)–2(g)). Based on the gene set enrichment analysis, we obtained distinct molecular mechanisms and pathways of two types of cancer cells (Figures S2b and S2c). In detail, type I cancer cells were related to the occurrence and development of cancer while type II cancer cells were involved in energy and material metabolism. Differential analysis was performed to identify pseudotime-dependent marker genes. Finally, a total of 715 marker genes were defined as DRGs and brought into the following analysis (Supplementary Table 4).

3.3. Classification for ccRCC Patients According to DRGs. All ccRCC patients were divided into 2 clusters with the coexistence correlation coefficient ($K = 2$) by the NMF clustering analysis (Figures 3(a) and 3(b)). K–M survival analysis showed that patients in cluster 2 had worse overall survival compared with patients in cluster 1 (Figure 3(c)). PCA demonstrated that this classification could distinguish ccRCC patients significantly (Figure 3(d)). Patients in cluster 2 had the clinicopathological features of higher levels of age, grade, and stage, which was consistent with the survival analysis (Figure 4(a)). Finally, differential analyses of biological process, molecular function, cellular component, and pathway were performed on 2 clusters and the results manifested that, different from cluster 1, ccRCC of cluster 2 was mainly related to immune responses and tumor mechanisms (Figure 4(b)). In general, the findings mentioned above showed that this novel classification of ccRCC patients based on DRGs was reliable and could be useful to distinguish survival outcomes of different populations in clinical practice.

3.4. Recognition of TIME and Immune Patterns According to Novel Classification. ESTIMATE algorithm calculated the different abundance of immune and stromal cells and tumor purity in 2 clusters. Compared with ccRCC patients in cluster 1, ccRCC patients in cluster 2 had the higher immune, stromal, and ESTIMATE score and lower tumor purity (Figure 5(a)). The K–M survival analysis explored the correlation of TIME and overall survival in 2 clusters and the results indicated that ccRCC patients in cluster 1 tended to have a better prognosis (Figure 5(b)). Correlation analysis shows that both levels of infiltrating immune cells and stromal cells were negatively related to the level of tumor purity (Figure 5(c)). Based on the functional enrichment analysis of differentially expressed genes between different tumor purity levels, we found that the main GO and KEGG terms were all related immune reaction (Figure 5(d)). Moreover, the CIBERSORT algorithm was employed to make a further analysis of immune cell infiltration. From the analysis results, Naive B cells, plasma cells, CD4 memory resting T cells, regulatory T cells, M0 macrophages, and neutrophils were significantly more abundant in cluster 2 while CD4 memory activated T cells, resting NK cells, monocytes, M1 macrophages, resting dendritic cells, and resting mast cells were significantly more abundant in cluster 1 (Figure 5(e)). Patients with higher infiltration of memory B cells, M0 macrophages, M1 macrophages, activated NK cells, plasma cells, CD8 T cells, follicular helper T cells, and regulatory T cells got worse overall survival while patients with higher infiltration of activated dendritic cells, resting dendritic cells, eosinophils, M2 macrophages, resting mast cells, monocytes, and CD4 memory resting T cells got better overall survival (Figure S3). According to the analysis of immune checkpoints, the expression levels of CD28, CD80, IL23A, and TNFRSF18 were higher in cluster 2 patients (Figure 5(f)). Patients with lower expression levels of CD80, CTLA4, IL23A, LAG3, PDCD1, TNFRSF9, TNFRSF14, and TNFRSF18 or higher expression levels of ARID2, BRD7, BTLA, CD274, HAVCR2, HLA-G, and PDCD1LG2 tended to have a better overall survival rate (Figure S4). Finally, the different effects of anti-PD1 and anti-CTLA4 immunotherapies were estimated across 2 clusters (Figure 5(g)). The scores of each type immunotherapy in cluster 1 were significantly higher than those in cluster 2 and it indicated that cluster 1 patients were more likely to benefit from immunotherapy.
3.5. Construction and Validation of DRGs Based on a Prognostic Risk Model. The WGCNA algorithm was carried out to determine modules related to prognosis of ccRCC (Figures 6(a) and 6(b)). Based on the average linkage hierarchical clustering and soft threshold power, 4 modules were identified and the turquoise module was significantly associated with all clinicopathological characteristics of ccRCC patients (Figure 6(c)). Subsequently, the univariate cox analysis was employed to screen out all DRGs with prognostic values in the turquoise module. The result of the univariate cox analysis is listed in Supplementary Table 5. Finally, a prognostic risk model with 14 DRGs, including BTG2, CDKN1A, COL6A1, CPM, CYB5D2, FOSB, ID2, ISG15, PLCG2, SECISBP2, SOCS3, TES, ZBTB16, and ZNF704, was established using the LASSO regression algorithm (Figure 6(d)). A total of 284 patients were included in the high-risk group and the rest were included in the low-risk group. These 14 DRGs with corresponding coefficients are listed in Supplementary Table 6. The expression levels of 14 DRGs were diverse among different cell types (Figure S5a). The risk scores of patients could be calculated according to this model. Therefore, taking the
Figure 4: Comparisons of clinicopathological characteristics and differentially analysis of enriched functions between 2 clusters: (a) stacked histograms of the proportion of clinicopathological characteristics and (b) heatmaps of the diverse functional annotations.

median risk score as the threshold, all patients can be divided into two risk groups. The association among data source, classification, risk score, and survival status is shown as a Sankey diagram (Figure S5b). Patients in the cluster 2 had significantly higher risk scores than those in the cluster 1 (Figure S5c). The expression levels of SOCS3, ISG15, and COL6A1 were proportionate to the risk scores. It indicated these 3 DRGs may act as risk genes. On the contrary, other DRGs were regarded as protective genes. The risk score had a negative correlation with the survival time and survival status of patients (Figures 6(e) and 6(f)). It was clear that the risk score statistically correlated with grade, stage, survival time, and status (Figure 6(g)). Moreover, the expression levels of these 14 DRGs were significantly different between patients of the two risk groups (Figure S6a). Enrichment analysis indicated functional significance of DRGs in ccRCC. (Figure 7(a)). The K-M survival analysis demonstrated that patients with high-risk scores had a worse overall survival rate than those with a low-risk score either in the training or validation cohort (Figure 7(b)). Receiver operating characteristic (ROC) analysis manifested that this model showed excellent performance in predicting overall survival rate of ccRCC patients. The areas under the ROC curves (AUC) to predict 1-year, 3-year, and 5-year overall survival were 0.802, 0.765, and 0.765 in training cohort, and 0.826, 0.790, and 0.790 in validation cohort (Figure 7(c)), respectively. The effect of grade or stage as a subvariable to predict overall survival was also better (Figure S6b). Comparing published prognostic risk models with our model, the accuracy of our model was proved to be better than others. In detail, the AUC value of the best model to predict 1-year, 3-year, and 5-year overall survival was 0.713, 0.688, and 0.702 in training cohort and 0.755, 0.712, and 0.724 in validation cohort (Figures 7(d)-(7(f)), respectively.
Figure 5: Continued.
3.6. Development and Validation of a Prognostic Nomogram.
In the training cohort, the univariate cox analysis showed that age, grade, stage, and risk score all had a prognostic value. The multivariate cox analysis indicated that all variables can be independent features to predict the prognosis of ccRCC patients (Figure 8(a)). Subsequently, the same results were obtained from the validation cohort (Figure 8(b)). Ten, a prognostic nomogram integrating age, grade, stage, and risk score was developed to offer a clinically applicable method for the prediction of individual prognosis (Figure 8(c)). The ROC curves showed an excellent ability of this model for the prediction of 1-year, 3-year, and 5-year overall survival rates in the training cohort and the AUC values were 0.875, 0.843, and 0.801, respectively. The calibration curves for predicting 1-year, 3-year, and 5-year overall survival were also close to the actual observations (Figure 8(d)). Of course, the same analysis was conducted in the validation cohort (Figure 8(e)).

3.7. Prediction of the Immunotherapeutic Response and Drug Sensitivity. Correlation analysis manifested the expression of 14 model DRGs was significantly correlated with the abundance of infiltrating immune cells in both the training and validation cohorts. In particular, ISG15 had a different TIME pattern from other DRGs. (Figures 9(a) and 9(b)). Compared with ccRCC patients with a low-risk score, patients with high-risk score tended to have a better response to immunotherapy. The similar results were also obtained from the validation cohort (Figures 9(c) and 9(d)). Furthermore, the response of 83 compounds or inhibitors was significantly different in the two risk groups, in which 31 compounds or inhibitors had a better drug response in the high-risk group while 52 compounds or inhibitors had a better drug response in the low-risk group (Supplementary Table 7). Meanwhile, a total of 70 compounds or inhibitors were significantly different in 2 clusters, in which 41 compounds or inhibitors had a better drug response in cluster 1 (Supplementary Table 8).

4. Discussion
ccRCC is the most common and fatal renal system tumor with high levels of intratumor heterogeneity [51, 52]. In recent years, intratumor heterogeneity is regarded as one of the potential causes of therapeutic drug resistance [53]. Therefore, it is necessary to explore cellular heterogeneity in ccRCC samples using the scRNA-seq analysis. So far, the study on the differentiation of ccRCC cells is still very limited and it is also unclear whether the differentiation...
Figure 6: Continued.
status of ccRCC cells is associated with the prognosis and therapy response [1, 54]. In this study, we employed the scRNA-seq data in GEO database to reveal the differentiation status of ccRCC cells. Based on novel classification, ccRCC patients could be divided into 2 clusters with diverse clinicopathological characteristics. At the same time, TIME, immune gene expression, and immunotherapeutic response represented significant difference in 2 clusters. Subsequently, a risk model composed of 14 prognostic DRGs was established to predict the prognosis of ccRCC patients and a nomogram model integrating clinicopathological characteristics and risk score was constructed for clinical practice. Finally, we compared the immunotherapeutic response and drug sensitivity of ccRCC patients in the two risk groups to explore the possibility of clinical therapy. Intratumor heterogeneity is characterized by cells with different features in a single tumor. These cells show different cell collections with different molecular characteristics or differentiation status [55]. A total of 23 cell clusters were identified and subsequently 10 cell types were obtained through annotation. In view of the fact that most cancer cells were considered to be derived from renal tubular epithelial cells, we chose renal tubular cells and cancer cells for differentiation trajectory analysis. The differentiation trajectory showed that renal tubular cells was the root of differentiation and then differentiated into 2 diverse branches representing 2 different types of cancer cells. According to the expression patterns of DRGs, a novel classification with different clinicopathological characteristics was performed on ccRCC patients. The association between classification and differentiation status indicated that the prognosis and immunotherapy response were related to the cell differentiation status. The study of DRGs recognition could be helpful to better understand the occurrence and development of ccRCC. Numerous studies have showed that cellular signaling pathways and transcriptional cascades involved in differentiation process were associated with the occurrence and development of malignant tumors [56–58]. Differentiation therapy provided a new idea for the therapy of malignant tumors which induced cancer cells by transforming signal events and then guided them to a status of higher differentiation and lower malignancy [59, 60]. Although great progress has been made in the differentiation therapy in ccRCC, the specific molecular mechanism and therapy targets needed to be further studied [61, 62]. In this study, we identified prognosis-related DRGs to provide more reference for clinical therapy. So far, few studies have focused on the correlation between differentiation status and TIME in ccRCC. In our study, patients in cluster 2 tended to have a higher level of infiltrating immune cells and lower level of tumor purity compared with patients in cluster 1. Moreover, patients in cluster 2 were sensitive to immunotherapy and it was consistent with the result that patients with high risk tended to have a better immunotherapeutic response. From the published studies, we found that 5 model DRGs were proved to be associated with ccRCC. In detail, Sima et al. have investigated the impact of BTG2 on growth, migration, and invasion of ccRCC cells and found overexpressed BTG2 could inhibit proliferation, migration, and invasion of ccRCC cells [63]. PANDAR, promoter of CDKN1A antisense DNA damage activated RNA, had significantly upregulated expression in tumor tissues and could serve as an independent predictor of overall survival in ccRCC [64]. Moreover, Zhu et al. studied the therapeutic potential of LSD1 inhibitors in ccRCC treatment and discovered that inhibition of LSD1 could decrease the H3K4 demethylation at the CDKN1A gene promoter and it was associated with P21 upregulation and cell cycle arrest at G1/S in ccRCC cells [65]. The COL6A1 was a gene encoding the alpha 1 polypeptide subunit of collagen 6 and ccRCC patients were discovered to have significantly higher COL6A1 scores and intensities [66]. Like us, Wan et al. included ISG15 as one of the prognostic predictors in a constructed risk model of ccRCC [67]. Urbschat et al. observed...
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Figure 7: Depth analysis according to the prognostic risk model: (a) bar plots showing the results of functional enrichment analysis based on DRGs, (b) K–M survival analysis of different risk patients in training and validation cohort, (c) ROC curves of the predictive efficiency of our model in training and validation cohort, and (d–f) ROC curves of the diverse predictive efficiency between our model and other published models in training and validation cohorts.

Figure 8: Development and validation of prognostic nomogram: (a–b) forest plots of the univariate and multivariate cox regression in training and validation cohorts, (b) nomogram composed of age, grade, stage, and risk score with the prediction of overall survival rate, (d–e) ROC and calibration curves of nomogram for the prediction of overall survival rate in training and validation cohorts.
Figure 9: Prediction of immunotherapeutic response and drug sensitivity: (a–b) heatmaps of correlation between the expression levels of 14 DGRs and the abundance of infiltrating immune cells in training and validation cohorts and (c–d) violin plots of immunotherapeutic response in different risk groups based on training and validation cohorts.
significantly lower SOCS3 messenger RNA levels in tumor tissues compared to healthy tissues and concluded SOCS3, as a negative regulator, participated in regulation of ccRCC together with STAT3 [68]. At present, it was the first time to find other model DRGs, including CPM, CYB5D2, FOSB, ID2, PLCG2, SECISBP2, TES, and ZBTB16, were related to ccRCC, which needed further study. To sum up, all findings emphasized the possibility to predict TIME and immunotherapeutic response of ccRCC patients based on prognostic DRGs.

Compared to the AUC value of other prognosis risk models, our model showed a higher accuracy to predict the prognosis of ccRCC patients. The TIDE analysis showed that patients with high risk responded better to immunotherapy than patients with low risk. It indicated that risk score could also be applied as an indicator for the prediction of immunotherapeutic response. In addition, we found that the response of 83 compounds or inhibitors was significantly different in the two risk groups which could be used as a reference for clinical therapy. We focused on 32 compounds or inhibitors showing better response in the high-risk group. Fortunately, several results of compounds or inhibitors were consistent with published studies. For example, in the presence of AKT inhibitor VIII, a pan-AKT inhibitor, ART reduced more ccRCC cell proliferation, migration, and invasion than in the absence of AKT inhibitor VIII [69]. AZD6482 selectively inhibited migration, invasiveness, and colony formation of ccRCC cells with SETD2 mutations [70]. In the xenotransplantation model of mice, AZD8055 achieved significantly better tumor growth inhibition and prolonged survival time of mice than sirolimus or excipients [71]. Gao et al. have provided evidence to elucidate that miR-200c could sensitize ccRCC cells to sorafenib or imatinib to inhibit cell proliferation, at least partly by targeting HO-1 [72]. von Hippel-Lindau (VHL) gene mutation was the driving force of various forms of ccRCC and MG-132 mediated proteasome inhibition could make VHL wild type cells sensitive to zafirlukast-induced cell death [73]. The synergistic effect of sAXL with pazopanib and axitinib could reduce the growth of xenograft derived from ccRCC patients, which supported the combination of AXL inhibitors and antiangiogenic agents in the treatment of ccRCC [74]. Thapsigargin had the highest performance in the treatment of early metastatic ccRCC and could be used as an effective small molecule drug to treat early metastatic ccRCC [75]. Meanwhile, the role of other compounds or inhibitors in ccRCC needed for further confirmation.

The current study had some drawbacks. First of all, all data were obtained from the published database rather than our own dataset. Thus, the detailed clinical information was incomplete and could not be included in the nomogram model. Given that the lack of available data, more validation should be performed on other ccRCC cohorts. On the other hand, the specific mechanism of most DRGs was not clear in ccRCC and our study needed to be further verified through cellular biological experiments.

5. Conclusion

This study highlighted the cell differentiation trajectory of ccRCC cells and manifested a potential impact on the prediction of the prognosis and immunotherapeutic response in ccRCC patients. In detail, a novel classification of ccRCC patients was constructed and proved to be reliable in the prediction of diverse prognosis, TIME pattern, and immunotherapeutic response. Cell differentiation-related genes were identified; then, a prognostic risk model with these genes was constructed to predict the prognosis and immunotherapeutic response of ccRCC patients with different risk scores. We also established a nomogram composed of clinicopathological characteristics and risk score for diagnosis and estimated the drug sensitivity of ccRCC patients with different risk scores for treatment.

5.1. Statistical Analysis Methods. The comparison in multiple groups was performed using the Kruskal–Wallis test and the comparison between the two groups was based on Wilcoxon test. The Pearson correlation test was used to study the correlation between normally distributed variables while the correlation between nonnormally distributed variables was evaluated by using the Spearman correlation test. The Chi square test was used to analyze the distribution of categorical variables among subgroups, and the Student’s t-test was used to compare continuous data between the two subgroups. In the K–M analysis, the log rank test was carried out to examine statistical difference. All data analysis and visualization were completed using R version 4.0.3.
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Data Availability

All datasets included in the study are available in the TCGA dataset (https://portal.gdc.cancer.gov/) and GEO database (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE29609, https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE156632).
Ethical Approval
This study was conducted with approval from the Ethics Committee of Xuzhou Medical University. This study was conducted in accordance with the Declaration of Helsinki.

Conflicts of Interest
All authors declare that there are no conflicts of interest regarding the publication of this article.

Authors’ Contributions
J Xu and X Chen contributed equally to this study. J Xu and HS Zhao designed the study. J Xu and X Chen interpreted data, analyzed data, and drafted the manuscript. YY Chen, QS Wang, and YL Jin revised for important intellectual content.

Acknowledgments
This study was supported by the Social Development Project of Xuzhou City (Number: KC21276).

Supplementary Materials
Figure S1: PCA analysis based on scRNA-seq data: (a-b) dot plots and heatmaps of 30 main genes in top 6 PCs, (c-d) identification of PCs with significant difference. Figure S2: Clustering and differentiation trajectory analysis based on the scRNA-seq data: (a) dot plot of the top 5 marker genes in 23 clusters, (b-c) functional annotation for 2 branches with different types of cancer cells. Figure S3: The K-M survival analysis for patients with diverse abundance of infiltrating immune cells ($P < 0.05$). Figure S4: The K-M survival analysis for patients with diverse expression levels of immune checkpoints ($P$ value $< 0.05$). Figure S5: The depth analysis according to the prognostic risk model: (a) scatter plots of the 14 DRGs among different cell types, (b) Sankey diagram of the associations among classification, risk score, survival status, and data source, (c) violin plot of risk score between 2 cluster. Figure S6: The depth analysis of 14 DRGs expression patterns and clinicopathological variables: (a) box plots of the expression levels of 14 DRGs in different risk groups in both the training and validation cohort, (b) the ROC curves of the predictive ability of clinicopathological characteristics in both the training and validation cohort. Supplementary Table 1. Clinicopathological features of samples in TCGA-KIRC. Supplementary Table 2. Clinicopathological features of samples in GSE29609. Supplementary Table 3. Clinicopathological features of samples in GSE156632. Supplementary Table 4. The marker genes related to cell differentiation. Supplementary Table 5. Prognostic DRGs identified by the univariate cox analysis. Supplementary Table 6. DRGs with corresponding coefficients used in our model. Supplementary Table 7. Two types of compounds or inhibitors with distinct drug response in the two risk groups. Supplementary Table 8. Two types of compounds or inhibitors with distinct drug response in two clusters. (Supplementary Materials)

References
[1] Y. C. Lai, F. C. Tang, Y. P. Huang et al., “The tumour microenvironment and metabolism in renal cell carcinoma targeted or immune therapy,” Journal of Cellular Physiology, vol. 236, no. 3, pp. 1616–1627, 2021.
[2] C. J. Ricketts, A. A. De Cubas, H. Fan et al., “The cancer genome Atlas comprehensive molecular characterization of renal cell carcinoma,” Cell Reports, vol. 23, no. 1, pp. 313–326.e5, 2018.
[3] E. Jonasch, C. L. Walker, and W. K. Rathmell, “Clear cell renal cell carcinoma ontology and mechanisms of lethality,” Nature Reviews Nephrology, vol. 17, no. 4, pp. 245–261, 2021.
[4] J. J. Hsieh, M. P. Purdue, S. Signoretti et al., “Renal cell carcinoma,” Nature Reviews Disease Primers, vol. 3, no. 1, Article ID 17009, 2017.
[5] T. J. Mitchell, S. Turajlic, A. Rowan et al., “Timing the landmark events in the evolution of clear cell renal cell cancer: TRACERx renal,” Cell, vol. 173, no. 3, pp. 611–623.e17, 2018.
[6] The Cancer Genome Atlas Research Network, “Comprehensive molecular characterization of clear cell renal cell carcinoma,” Nature, vol. 499, no. 7456, pp. 43–49, 2013.
[7] Z. Zhang, E. Lin, H. Zhuang et al., “Construction of a novel gene-based model for prognosis prediction of clear cell renal cell carcinoma,” Cancer Cell International, vol. 20, no. 1, p. 27, 2020.
[8] Y. Liu, Z. Huang, G. Cheng et al., “Development of a four-gene prognostic model for clear cell renal cell carcinoma based on transcriptome analysis,” Genomics, vol. 113, no. 4, pp. 1816–1827, 2021.
[9] J. Wu, Z. Sun, Q. Bi, and W. Wang, “A ferroptosis-related genes model allows for prognosis and treatment stratification of clear cell renal cell carcinoma: a bioinformatics analysis and experimental verification,” Frontiers Oncology, vol. 12, Article ID 815223, 2022.
[10] J. van den Bulk, E. M. Verdegaal, and N. F. de Miranda, “Cancer immunotherapy: broadening the scope of targetable tumours,” Open Biol, vol. 8, no. 6, Article ID 180037, 2018.
[11] M. Abbott and Y. Ustoyev, “Cancer and the immune system: the history and background of immunotherapy,” Seminars in Oncology Nursing, vol. 35, no. 5, Article ID 150923, 2019.
[12] A. Deleuze, J. Saout, F. Dugay et al., “Immunotherapy in renal cell carcinoma: the future is now,” International Journal of Molecular Sciences, vol. 21, no. 7, p. 2532, 2020.
[13] P. Makarov, S. Joshi, P. Ghatalia, A. Kutikov, R. G. Uzzo, and V. M. Kolanko, “Resistance to systemic therapies in clear cell renal cell carcinoma: mechanisms and management strategies,” Molecular Cancer Therapeutics, vol. 17, no. 7, pp. 1355–1364, 2018.
[14] B. I. Rini, D. Battle, R. A. Figlin et al., “The society for immunotherapy of cancer consensus statement on immunotherapy for the treatment of advanced renal cell carcinoma (RCC),” Journal for ImmunoTherapy of Cancer, vol. 7, no. 1, p. 354, 2019.
[15] A. Wagner, A. Regev, and N. Yosef, “Revealing the vectors of cellular identity with single-cell genomics,” Nature Biotechnology, vol. 34, no. 11, pp. 1145–1160, 2016.
[16] E. R. Malone, M. Oliva, P. J. B. Sabatini, T. L. Stockley, and L. L. Siu, “Molecular profiling for precision cancer therapies,” Genome Medicine, vol. 12, no. 1, p. 8, 2020.
[17] E. Papalexi and R. Satija, “Single-cell RNA sequencing to explore immune cell heterogeneity,” Nature Reviews Immunology, vol. 18, no. 1, pp. 35–45, 2018.
[18] S. D. Praktiknjo, B. Obermayer, Q. Zhu et al., “Tracing tumorigenesis in a solid tumor model at single-cell resolution," *Nature Communications*, vol. 11, no. 1, p. 991, 2020.

[19] J. N. Weinstein, E. A. Collisson, G. B. Mills et al., “The cancer genome Atlas pan-cancer analysis project," *Nature Genetics*, vol. 45, no. 10, pp. 1113–1202, 2013.

[20] S. Davis and P. Meltzer, “GEOquery: a bridge between the gene expression Omnibus (GEO) and BioConductor," *Bioinformatics*, vol. 23, no. 14, pp. 1846-1847, 2007.

[21] J. Edeline, S. Mottier, C. Vigneau et al., “Description of 2 angiogenic phenotypes in clear cell renal cell carcinoma," *Human Pathology*, vol. 43, no. 11, pp. 1982–1990, 2012.

[22] A. Butler, P. Hoffman, P. Smibert, E. Papalexi, and R. Satija, “Integrating single-cell transcriptomic data across different conditions, technologies, and species," *Nature Biotechnology*, vol. 36, no. 5, pp. 411–420, 2018.

[23] H. T. N. Tran, K. S. Ang, M. Chevrier et al., “A benchmark of batch-effect correction methods for single-cell RNA sequencing data," *Genome Biology*, vol. 21, no. 1, p. 12, 2020.

[24] S. M. Lin, P. Du, W. Huber, and W. A. Kibbe, “Model-based variance-stabilizing transformation for illumina microarray data," *Nucleic Acids Research*, vol. 36, no. 2, p. e11, 2008.

[25] S. Lall, D. Sinha, S. Bandypadhyay, and D. Segupta, “Structure-aware principal component analysis for single-cell RNA-seq data," *Journal of Computational Biology*, vol. 20, 2018.

[26] E. Becht, L. McInnes, J. Healy et al., “Dimensionality reduction for visualizing single-cell data using UMAP," *Nature Biotechnology*, vol. 37, no. 1, pp. 38–44, 2018.

[27] M. E. Ritchie, B. Shipman, D. Wu et al., “Limma powers differential expression analyses for RNA-sequencing and microarray studies," *Nucleic Acids Research*, vol. 43, no. 7, p. e47, 2015.

[28] D. Aran, A. P. Looney, L. Lui et al., “Reference-based analysis of lung single-cell sequencing reveals a transitional profibrotic macrophage," *Nature Immunology*, vol. 20, no. 2, pp. 163–172, 2019.

[29] X. Zhang, Y. Lan, J. Xu et al., “CellMarker: a manually curated resource of cell markers in human and mouse," *Nucleic Acids Research*, vol. 47, no. D1, pp. D721–D728, 2019.

[30] X. Qiu, Q. Mao, Y. Tang et al., “Reverse graph embedding resolves complex single-cell trajectories," *Nature Methods*, vol. 14, no. 10, pp. 979–982, 2017.

[31] G. Yu, L. G. Wang, Y. Han, and Q. Y. He, “clusterProfiler: an R package for comparing biological themes among gene clusters," *OMICs: A Journal of Integrative Biology*, vol. 16, no. 5, pp. 284–287, 2012.

[32] Y. Zhao, M. C. Li, M. M. Konate et al., “TPM, fpkm, or centered counts? A comparative study of quantification measures for the analysis of RNA-seq data from the NCI patient-derived models repository," *Journal of Translational Medicine*, vol. 19, no. 1, p. 269, 2021.

[33] J. T. Leek, W. E. Johnson, H. S. Parker, A. E. Jaffe, and J. D. Storey, “The sva package for removing batch effects and other unwanted variation in high-throughput experiments," *Bioinformatics*, vol. 28, no. 6, pp. 882-883, 2012.

[34] R. Gaujoux and C. Seoighe, “A flexible R package for non-negative matrix factorization," *BMC Bioinformatics*, vol. 11, no. 1, p. 367, 2010.

[35] B. George, S. Seals, and I. Aban, “Survival analysis and regression models," *Journal of Nuclear Cardiology*, vol. 21, no. 4, pp. 686–694, 2014.

[36] S. Hanzelmann, R. Castelo, and J. Guinney, “GSVA: gene set variation analysis for microarray and RNA-Seq data," *BMC Bioinformatics*, vol. 14, no. 1, p. 7, 2013.

[37] A. Subramanian, P. Tamayo, V. K. Mootha et al., “Gene set enrichment analysis: a knowledge-based approach for interpreting genome-wide expression profiles," *Proceedings of the National Academy of Sciences of the United States of America*, vol. 102, no. 43, pp. 15545–15550, 2005.

[38] K. Yoshihara, M. Shahmoradgoli, E. Martinez et al., “Inferring tumour purity and stromal and immune cell admixture from expression data," *Nature Communications*, vol. 4, no. 1, p. 2612, 2013.

[39] A. M. Newman, C. L. Liu, M. R. Green et al., “Robust enumeration of cell subsets from tissue expression profiles," *Nature Methods*, vol. 12, no. 5, pp. 453–457, 2015.

[40] D. Miao, C. A. Margolis, W. Gao et al., “Genomic correlates of response to immune checkpoint therapies in clear cell renal cell carcinoma," *Science*, vol. 359, no. 6377, pp. 801–806, 2018.

[41] Q. Wang, J. Zhang, H. Tu et al., “Soluble immune checkpoint-related proteins as predictors of tumor recurrence, survival, and T cell phenotypes in clear cell renal cell carcinoma patients," *Journal for ImmunoTherapy of Cancer*, vol. 7, no. 1, p. 334, 2019.

[42] A. Y. Shah, R. R. Kotchea, E. A. Lemke et al., “Outcomes of patients with metastatic clear-cell renal cell carcinoma treated with second-line VEGFR-TKI after first-line immune checkpoint inhibitors," *European Journal of Cancer*, vol. 114, pp. 67–75, 2019.

[43] Y. Zhang, S. P. Narayanan, R. Mannan et al., “Single-cell analyses of renal cell cancers reveal insights into tumor microenvironment, cell of origin, and therapy response," *Proceedings of the National Academy of Sciences of the U S A*, vol. 118, no. 24, Article ID e210340118, 2021.

[44] H. Wickham, *ggplot2: Elegant Graphics for Data Analysis*, Springer-Verlag, New York, 2016.

[45] P. Langfelder and S. Horvath, “WGCNA: an R package for weighted correlation network analysis," *BMC Bioinformatics*, vol. 9, no. 1, p. 559, 2008.

[46] K. Nagashima and Y. Sato, “Information criteria for Firth’s penalized partial likelihood approach in Cox regression models," *Statistics in Medicine*, vol. 36, no. 21, pp. 3422–3436, 2017.

[47] A. C. Alba, T. Agoritsas, M. Walsh et al., “Discrimination and calibration of clinical prediction models: users’ guides to the medical literature," *JAMA*, vol. 318, no. 14, pp. 1377–1384, 2017.

[48] A. Iasonos, D. Schrag, G. V. Raj, and K. S. Panageas, “How to build and interpret a nomogram for cancer prognosis," *Journal of Clinical Oncology*, vol. 26, no. 8, pp. 1364–1370, 2008.

[49] P. Jiang, S. Gu, D. Pan et al., “Signatures of T cell dysfunction and exclusion predict cancer immunotherapy response," *Nature Medicine*, vol. 24, no. 10, pp. 1550–1558, 2018.

[50] Z. Wang, Y. Wang, T. Yang et al., “Machine learning revealed stemness features and a novel stemness-based classification with appealing implications in discriminating the prognosis, immunotherapy and temozolomide responses of 906 glioblastoma patients," *Briefings in Bioinformatics*, vol. 22, no. 5, pp. bbab032–20, 2021.

[51] A. Marusyk, M. Janiszewska, and K. Polyak, “Intratumor heterogeneity: the rosetta stone of therapy resistance," *Cancer Cell*, vol. 37, no. 4, pp. 471–484, 2020.

[52] R. Guarch, C. H. Lawrie, G. Larinag, J. C. Angulo, R. Pulido, and J. I. Lopez, “High levels of intratumor heterogeneity...
characterize the expression of epithelial-mesenchymal transition markers in high-grade clear cell renal cell carcinoma," *Annals of Diagnostic Pathology*, vol. 34, pp. 27–30, 2018.

[53] S. Turajlic, H. Xu, K. Litchfield et al., "Deterministic evolutionary trajectories influence primary tumor growth: TRACERx renal," *Cell*, vol. 173, no. 3, pp. 595–610.e11, 2018.

[54] I. Dagogo-Jack and A. T. Shaw, "Tumour heterogeneity and resistance to cancer therapies," *Nature Reviews Clinical Oncology*, vol. 15, no. 2, pp. 81–94, 2018.

[55] J. Ning, Y. Ye, D. Bu et al., "Imbalance of TGF-$\beta$/BMP-7 pathways induced by M2-polarized macrophages promotes hepatocellular carcinoma aggressiveness," *Molecular Therapy*, vol. 29, no. 6, pp. 2067–2087, 2021.

[56] J. H. Park, W. Y. Pyun, and H. W. Park, "Cancer metabolism: phenotype, signaling and therapeutic targets," *Cells*, vol. 9, no. 10, p. 2308, 2020.

[57] K. L. Bolton, R. N. Ptashkin, T. Gao et al., "Cancer therapy shapes the fitness landscape of clonal hematopoiesis," *Nature Genetics*, vol. 52, no. 11, pp. 1219–1226, 2020.

[58] H. de The, "Differentiation therapy revisited," *Nature Reviews Cancer*, vol. 18, no. 2, pp. 117–127, 2018.

[59] Y. Arima, H. Nobusue, and H. Saya, "Targeting of cancer stem cells by differentiation therapy," *Cancer Science*, vol. 111, no. 8, pp. 2689–2695, 2020.

[60] R. J. Motzer, D. Nosov, T. Eisen et al., "Tivozanib versus sorafenib as initial targeted therapy for patients with metastatic renal cell carcinoma: results from a phase III trial," *Journal of Clinical Oncology*, vol. 31, no. 30, pp. 3791–3799, 2013.

[61] C. M. Diaz-Montero, B. I. Rini, and J. H. Finke, "The immunology of renal cell carcinoma," *Nature Reviews Nephrology*, vol. 16, no. 12, pp. 721–735, 2020.

[62] Y. Ged, R. Gupta, C. Duzgol et al., "Systemic therapy for advanced clear cell renal cell carcinoma after discontinuation of immune-oncology and VEGF targeted therapy combinations," *BMC Urology*, vol. 20, no. 1, p. 84, 2020.

[63] J. Sima, B. Zhang, X. Y. Sima, and Y. X. Mao, "Overexpression of BTG2 suppresses growth, migration, and invasion of human renal carcinoma cells in vitro," *Neoplasma*, vol. 63, no. 03, pp. 385–393, 2016.

[64] Y. Xu, Y. Y. Tong, J. Y. Zhu et al., "An increase in long non-coding RNA PANDAR is associated with poor prognosis in clear cell renal cell carcinoma," *BMC Cancer*, vol. 17, no. 1, p. 373, 2017.

[65] L. Zhu, J. Wang, W. Kong et al., "LSD1 inhibition suppresses the growth of clear cell renal cell carcinoma via upregulating P21 signaling," *Acta Pharmaceutica Sinica B*, vol. 9, no. 2, pp. 324–334, 2019.

[66] Y. Yuyucu Karabulut, E. C. Kose, M. Bozlu et al., "The role of COL6A1 and PD-1 expressions in renal cell carcinoma," *Türk Uroloji Dergisi/Turkish Journal of Urology*, vol. 46, no. 4, pp. 282–287, 2020.

[67] B. Wan, B. Liu, Y. Huang, G. Yu, and C. Lv, "Prognostic value of immune-related genes in clear cell renal cell carcinoma," *Aging*, vol. 11, pp. 11474–11489, 2019.

[68] A. Urbschat, S. Stumpf, J. Hanze et al., "Expression of the anti-inflammatory suppressor of cytokine signaling 3 (SOCS3) in human clear cell renal cell carcinoma," *Tumor Biology*, vol. 37, no. 7, pp. 9649–9656, 2016.

[69] C. C. Yu, P. Y. Sun, Y. H. Zhou et al., "Inhibition of AKT enhances the anti-cancer effects of Artemisinin in clear cell renal cell carcinoma," *Biomedicine & Pharmacotherapy*, vol. 118, Article ID 109383, 2019.