Abstract

We attempted to generate a sentence by using the concept of core vocabulary whilst preserving the original meaning of the sentence in the text simplification subtask. The correlation between word simplicity and frequency shows that many complex words are less frequently used. Hence, accurately simplifying sentences containing rare words is important in the simplification task. We explored a simplification model that works robustly. The machine translation approach and the lexical substitution were evaluated in the dataset that includes rare words (referred to as RARE) and the dataset that does not include rare words (referred to as NORMAL). The machine translation approach exhibits the best performance in the NORMAL dataset, but it exhibits very poor performance in the RARE dataset. Meanwhile, the lexical substitution model works robustly in both the datasets, and it displays fluent as well as adequate outputs. These results imply that for practical text simplification systems, accumulating human knowledge is important even though its construction is costly.

1 Introduction

The number of foreigners who are visiting Japan has been increasing over the years. Japan hosts approximately 28 million visitors in a year\(^1\). In addition, approximately 2.32 million foreigners are living in the country\(^2\), and this number is increasing by time. According to a survey conducted by the National Institute for Japanese Language and Linguistics, the number of people who can understand basic Japanese exceeds the number of people who can understand English (Iwata, 2010). Hence, a simplified text is one of the important methods of providing information to foreigners.

The level of simplicity of a certain text is determined by various factors, such as the sentence length, the vocabulary used and the discourse structure. Thus, objectively defining the level of text simplicity is difficult. Therefore, we focus on the extent of the vocabulary used in a text. According to the studies emphasising on the requirement of large vocabulary to understand a text, Laufer (1992) and Nation (2006) showed that reading comprehension is correlated with the ration of vocabulary (referred to as text covering ratio) known by a reader with regard to a certain text. That is, if a text is represented only by a certain known vocabulary, then understanding that text becomes easy. We challenge to simplify the original sentences with a vocabulary of 2,000 words (referred to as the core vocabulary) whilst preserving its original meaning.

In practical text simplification systems, simplifying rare words is very important. The correlation between word simplicity and frequency shows that many complex words are used less frequently. However, no knowledge is available on the most robust model that works for rare words. Therefore, to determine a robust system in this task, we compare the machine translation approach and lexical substitution by using the paraphrasing dictionary in the evaluation dataset containing rare words.

\(^1\)https://www.jnto.go.jp/jpn/statistics/visitor_trends
\(^2\)https://www.e-stat.go.jp
2 Related Works

Automatic text simplification is a task that reduces the complexity of vocabulary and expressions whilst preserving the main meaning of a text. This technique can be used to render many text resources available for a wide range of readers, including children, non-native speakers and disabled people. As a pre-processing step, text simplification can improve the performance of natural language processing tasks, such as parsing (Chandrasekar et al., 1996), summarisation (Siddharthan et al., 2004; Xu and Grishman, 2009), semantic role labelling (Vickrey and Koller, 2008), information extraction (Miwa et al., 2010) and machine translation (Chen et al., 2012; Stajner and Popvić, 2016). Automatic text simplification involves several subtasks, such as complex word identification, lexical simplification, syntactic simplification, sentence splitting and sentence compression. Various simplification approaches are employed based on context, sentence length and syntactic structure of the source sentence. Generally, multiple simplification approaches work together to simplify a text. Research for automatic text simplification is generally divided into three systems: rule-based, lexical simplification and machine translation.

Rule-based systems use rules that are manually created for syntactic simplification and substitute difficult words by using a predefined vocabulary. By analysing a syntactic structure, a sentence with a particular structure or a complex structure can be transformed into a simple structure (Siddharthan and Angrosh, 2014; Lee et al., 2017).

Recently, machine translation approaches for text simplification present good performance (Wubben et al., 2012; Nisioi et al., 2017; Zhang and Lapata, 2017). The original and simplified sentences can be assumed as two different languages. This approach is a process of translating the original language into a simplified one. This is also known as monolingual machine translation. The data used in these studies are sourced from the Simple English Wikipedia corpus (Wubben et al., 2012; Zhu et al., 2010; Kauchak, 2013) and the Newsela corpus (Xu et al., 2015). Although these datasets are composed of simple vocabulary, they do not explicitly incorporate vocabulary restrictions. Our research concentrates on vocabulary restriction, which is different from their research.

Lexical simplification systems simplify texts mainly by substituting complex words with simpler alternatives (Paetzold and Specia, 2016; Paetzold and Specia, 2017). Lexical simplification involves the following processes: identification of complex words, generating synonyms or similar phrases by using various similarity measures and ranking as well as selecting the best candidate word. Kajiwara and Yamamoto (2015) used several Japanese paraphrasing datasets for generating substitutions. Hading et al. (2016) also utilised Japanese thesaurus and dependency-based word embeddings. In Japanese, substituting particles surrounding a verb is sometimes necessary when the verb is substituted. In Figure 1, the complex word “rich” is substituted by “much”. However, “rich” is not fluent. When replacing “rich” with

Figure 1: Example of a sentence containing complex words, and the words’ substituted candidates. In Japanese, substituting words surrounding a complex word together with the complex word is sometimes necessary.
“多い” (much), the particle “に” must be substituted by “が” together with “富む (rich)”. The problem as to why a substitution candidate does not fit the context is also described by Hading et al. (2016) and Kodaira et al. (2016). To address this issue, we use a simple paraphrasing dictionary that covers alternatives for words surrounding the complex word in the substitution generation step.

3 Methods

3.1 Machine translation approach

We implemented the encoder-decoder model in (Nisioi et al., 2017). We defined the architecture into two LSTM layers (Hochreiter and Schmidhuber, 1997), 500 hidden units and 0.3 dropout probability (Srivastava et al., 2014). The vocabulary size is defined to 20,000. We trained the model for 15 epochs by using Adam optimiser (Kingma and Ba, 2015). Further, we saved the current state of the model and predicted the perplexity of the model on the development set at the end of each epoch. We selected the model resulting from the epoch with the best perplexity to avoid over-fitting. Additionally, we employed global attention and input feeding described by Luong et al. (2015) for the decoder. The architecture is illustrated in Figure 2.

For the attention layer, we compute the context vector $c_t$ by using the information obtained from the hidden states of the source sentence, and by computing a weighted average with the alignment weights $a_t$. The new hidden state $\tilde{h}_t$ is computed using a concatenation of the previous hidden state $h_t$ and the context vector $c_t$.

$$\tilde{h}_t = \tanh W [c_t; h_t] \quad (1)$$

The global alignment weights are computed using a softmax function over the general scoring method for attention.

$$a_t(s) = \frac{\exp(h_t^TW_a h_s)}{\sum_{s'}\exp(h_t^TW_{a_{s'}} h_{s'})} \quad (2)$$

Input feeding is a process that sends the previous hidden state, obtained by using the alignment method, to the input at the subsequent step.

3.2 Context-based lexical substitution

Lexical simplification is generally performed using the following four steps: complex word identification, substitution generation and substitution selection and ranking (Paetzold and Specia, 2015). Our definition of simplicity is based on the inclusion of the core vocabulary in the simplified text. In the complex word identification step, we checked whether all words in the input sentences exist in the core vocabulary list. We defined words other than in the core vocabulary as complex words. In the substitution generation step, we generated the substitution candidates from the Japanese simplified dictionary as described in section 4.1. We also added a copy of the original word into the substitution candidates because sometimes all candidates generated by the dictionary do not fit the context. In the substitution generation step, we generated the substitution candidates from the Japanese simplified dictionary as described in section 4.1. We also added a copy of the original word into the substitution candidates because sometimes all candidates generated by the dictionary do not fit the context. In the substitution generation step, we generated the substitution candidates from the Japanese simplified dictionary as described in section 4.1. We also added a copy of the original word into the substitution candidates because sometimes all candidates generated by the dictionary do not fit the context.
A backward LM is similar to a forward LM except that it is provided with the reversed input of a sequence. That is, this model predicts the previous token \( t_k \) considering the future sequence \( (t_{k+1}, ..., t_N) \).

\[
p(t_1, t_2, ..., t_N) = \prod_{k=1}^{N} p(t_k | t_{k+1}, t_{k+2}, ..., t_N) \quad (4)
\]

BiLM is trained to maximise the following log-likelihood which combines the forward and backward directions.

\[
\sum_{k=1}^{N} \{ \log p(t_k | t_1, t_2, ..., t_{k-1}; \theta_{fwdLM}) \} + \log p(t_k | t_{k+1}, t_{k+2}, ..., t_N; \theta_{bwdLM}) \}
\]

where \( \theta_{fwdLM} \) and \( \theta_{bwdLM} \) are hyperparameters of forward and backward LMs, respectively. We defined the architecture as two LSTM layers with 256 hidden units and 0.2 dropout probability. This model is trained on Balanced Corpus of Contemporary Written Japanese \(^3\) (BCCWJ).

3.2.2 Semantic similarity

This feature is computed as the cosine similarity between the vector of the original word and that of the substitution candidate. To obtain a word vector, we employed NWJC2vec (Asahara, 2018), which is a large-scale pre-trained word embedding constructed from NINJAL Web Japanese Corpus (Asahara et al., 2014).

3.2.3 Contextual similarity

As semantic similarity does not distinguish the senses of polysemous words, considering only the semantic similarity between the original and candidate word may lead to selecting a synonym of the wrong sense. Therefore, we compute this feature by averaging the semantic similarities between a substitution candidate and each word based on the context of the original word.

\(^3\)BCCWJ, which is a corpus of various Japanese texts, including books, magazines, newspapers, white papers, blogs, net bulletin boards, textbooks and law.
Table 1: Corpora statistics. We presented the number of words in the vocabulary after changing them to the basic form based on the UniDic dictionary. This vocabulary size also includes words, such as proper nouns and symbols. Therefore, the vocabulary size of the simplified version is more than 2,000 words.

$$csim(\omega, c) = \frac{1}{|C(\omega)|} \sum_{\omega' \in C(\omega)} \cos(v_{\omega'}, v_{\omega}) \quad (6)$$

where $C(\omega)$ is a set of context words of the original word $\omega$ and $v_{\omega}$ is the NWJC2vec vector of the word $\omega$. We defined the size of the context window to three around the original word.

### 3.2.4 Edit distance

We added a copy of the original word into the substitution candidates. When ranking according to the fluency or the semantic and context similarities, the output that does not change the original word becomes more advantageous. Therefore, we added the edit distance between the original and simplified sentences into a ranking feature to adopt the simplified sentences preferentially.

### 4 Experiments

#### 4.1 Datasets

**Japanese Simplified Corpus.** Japanese language has two simplification corpora, i.e., the simplified Japanese parallel corpus (Maruyama and Yamamoto, 2018) and the crowdsourced corpus (Katsuta and Yamamoto, 2018). The simplified Japanese parallel corpus is constructed by five native Japanese speakers. Maruyama and Yamamoto (2018) asked the annotators to simplify a part of the Tanaka corpus as selected by them. These 2,000 words and named entities cover approximately 80% of BCCWJ. In addition, their corpora have high scores in fluency and meaning preservation based on a manual evaluation. That is, their core vocabulary can cover a wide range of expressions in Japanese. The crowdsourced corpus is constructed by seven annotators employed via crowdsourcing. Katsuta and Yamamoto (2018) asked the annotators to simplify by using only the core vocabulary. The statistics of the two corpora are shown in Table 1. We used 85,000 sentences consisting of the simplified Japanese parallel corpus and the crowdsourced corpus for training the machine translation model, and for conducting an evaluation.

To evaluate the model’s effectiveness on rare words, we divided the simplified corpus into two datasets: a dataset containing rare words (RARE) and a dataset that does not contain rare words (NORMAL). Here, we define rare words as word sets with text coverage of less than 3% in the corpus. Each rare word appears five times or less in the simplified corpus. We randomly selected 2,000 sentences from the RARE dataset and the 2,000 sentences from the NORMAL dataset for evaluation. Development data were also constructed in the same manner. We used other 77,000 sentences as the training data for the machine translation approach.

**Japanese Simplified Dictionary.** Pavlick and Callison-Burch (2016) constructed a simple paraphrasing database (simple PPDB) for text simplification. Thereafter, Kajiwara and Komachi (2017) constructed a simple PPDB for Japanese language. This dataset extracts complex and simple word pairs from the paraphrasing database for Japanese (PPDB:...
Table 2: Examples of Japanese simplified dictionary. Column 1 indicates an example of a sentence that includes a complex word (underlined). Column 2 indicates the words to be rewritten in the example of a sentence by the annotators. Column 3 indicates the words which the annotators simplified from Column 2. “#deletion” denotes that the target word is deleted.

Japanese). The simple PPDB is attached to paraphrasing probability and three-level word simplicity based on the education vocabulary table for Japanese. As a handcrafted paraphrasing dictionary for text simplification, there are lexical substitution datasets constructed by Kajiwara and Yamamoto (2015) and evaluation datasets constructed by Kodaira et al. (2016) for lexical simplification. However, these datasets cannot be applied to our task because they do not contain vocabulary restriction.

Hence, we manually constructed a paraphrase dictionary where the simplified side consists of only the core vocabulary. We defined the target words to 20,000 high-frequency words in BCCWJ and Tanaka corpus. These words do not include proper nouns, onomatopoeia, numbers and symbols. We asked seven annotators who employed crowdsourcing to simplify these 20,000 words. We divided the 20,000 words into four files such that each file contains 5,000 words, and assigned one file to each annotator. We presented each annotator with the target words, their parts of speech and examples of sentences containing the target words. The annotators listed similar words or phrases of the target words based on the above information. We allowed the annotators to simplify not only the target words but also the surrounding words. In addition, we allowed the deletion of target words if the action renders fluent and simple expressions compared to substituting it with simpler alternatives. An example of our constructed paraphrase dictionary is shown in Table 2.

4.2 Evaluation metrics
We evaluated the model’s output based on three metrics: 1) BLEU with NIST smoothing described by Chen and Cherry (2014), which is a traditional machine translation evaluation metric; 2) SARI (Xu et al., 2016), which is a recent text-simplification metric; and 3) core vocabulary ratio (Core) contained in a sentence, which is considered to be a characteristic of simplicity in this study. SARI has a positive correlation with simplicity, and BLEU has a positive
correlation with fluency and meaning preservation (Vu et al., 2018).

In addition, we manually evaluated the randomly selected 50 sentences from the evaluation data of the RARE and NORMAL datasets related to fluency and adequacy. We defined the evaluation criteria to four stages (i.e. higher marks indicate better output) based on the criteria shown in Table 3. We also counted the total number of changes (Total) generated by each system, considering the change of phrase as one change. Instances involving deletion of complex words are considered as a single change. The changes that preserve the original meaning and render the sentences to be more simpler to understand are marked as Correct.

5 Result and Discussion

The results of the automatic and manual evaluations are shown in Tables 4 and 5, respectively. In the tables, “Original” denotes the input sentences and “EncDecAttn” denotes the model of the machine translation approach described in Section 3.1. Furthermore, “EncDec” denotes the encoder-decoder model which does not use attention mechanism and input-feeding. This model corresponds to the model used by Maruyama and Yamamoto (2017), and its hyperparameters are defined to the same hyperparameters as the “EncDecAttn” model. Finally, “LexSub” denotes the lexical substitution model as described in Section 3.2.

5.1 Robustness of the lexical substitution model

Table 4 illustrates that the “EncDecAttn” outputs clear sentences sufficient to understand and preserve the main meaning of the original sentence. Moreover, “EncDecAttn” performs a large number of changes with very few mistakes. Hence, “EncDecAttn” is the best model with regard to the NORMAL dataset.

However, in the RARE dataset, the fluency and adequacy scores of the “EncDecAttn” are low, i.e. 2.57 and 2.14, respectively. These scores indicate that the outputs of “EncDecAttn” are not clear and cannot preserve the meaning of the original sentence. Therefore, the RARE dataset is a critical defect for practical text simplification systems to generate a sentence that differ from the meaning of the original sentence. Although the model output contains many changes, but the ratio of correct changes is low, i.e. 31.7%. These results convey that “EncDecAttn” does not work for data containing rare words.

Meanwhile, “LexSub” has the highest BLEU score in the RARE dataset. Moreover, it has the largest ratio of correct changes as well as the highest score in terms of fluency and adequacy with regard to both, NORMAL and RARE datasets. Hence, LexSub works robustly in both the datasets. As mentioned in Section 1, simplifying rare words in the text simplification task is important. The output results of “LexSub” are more apt for a practical system than “EncDec” or “EncDecAttn”.
### 5.2 Few changes in the input sentences of the lexical substitution

The core vocabulary ratio of “LexSub” in the NORMAL and RARE datasets is 93.8% and 87.0%, respectively. “LexSub” simply improves the core vocabulary ratio by approximately three percentage points in the NORMAL dataset and five percentage points in the RARE dataset. In addition, very few changes were witnessed with regard to “LexSub” in both the datasets. Thus, we believe that the candidates that fit the context of the original sentences are not generated. “LexSub” obtains only three candidates at the maximum for one complex word from the paraphrasing dictionary described in 4.1. If our simplified dictionary is extended in the future, then this problem can be addressed. These results imply that steadily accumulating human knowledge is important.

### 6 Conclusions and Future work

We attempted to generate simplified sentences by using the concept of core vocabulary whilst preserving the original meaning of the sentences in the text simplification subtask.

To explore a simplification model that works robustly for sentences containing rare words, we employed two methods: machine translation approach and lexical substitution. The substitution model generates candidates based on a paraphrasing dictionary that covers words surrounding complex words. The results show that this approach presents the best performance overall, but it is not suitable for sentences that contain rare words. Meanwhile, lexical substitution model can robustly simplify sentences, even those that include rare words as well.

This model can accurately simplify complex words in both the datasets, and the number of changes encountered is the lowest. This is because the model obtains few substitution candidates for one complex word from the paraphrasing dictionary.

We believe that for practical text simplifications, accumulating human knowledge is important, although its construction is costly. In future, we would increase the number of substitution candidates. Moreover, we would construct a robust model by combining the machine translation approach and the lexical substitution method based on human knowledge.
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