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1. Introduction

Let $X(t)$, $t \in \mathbb{R}^d$, be a Gaussian random field with covariance function $K(x, y) = \text{Cov}(X(x), X(y))$. Motivated by regression and spatial modeling, Paciorek [22], Paciorek and Schervish [23] propose a nonstationary version of the Matérn covariance function given by

$$K_P(x, y) = \frac{\sigma^2}{2^{\nu-1} \Gamma(\nu)} |\Sigma_x|^{1/4} |\Sigma_y|^{1/4} \left| \frac{\Sigma_x + \Sigma_y}{2} \right|^{-1/2} \left( \int (\sqrt{\nu Q_{x,y}})^2 \right)^{\nu} \left| \Sigma_x + \Sigma_y \right|^{1/4} \left| \Sigma_x + \Sigma_y \right|^{-1/2},$$

where $\nu, \sigma^2$ are positive constants, $K_\nu(\cdot)$ is the modified Bessel function of the second kind ([3], page 222), $\Sigma_x, \Sigma_y$ are $d \times d$ symmetric positive definite matrices and

$$Q_{x,y} = (x - y) \left( \frac{\Sigma_x + \Sigma_y}{2} \right)^{-1} (x - y).$$

If $\Sigma_x = 4\nu \alpha^{-2} I$, $\forall x \in \mathbb{R}^d$, for some positive constant $\alpha$, then (1) reduces to the isotropic Matérn covariance function

$$K_M(x, y) = \frac{\sigma^2 (\alpha \|x - y\|)^\nu}{2^{\nu-1} \Gamma(\nu)} K_\nu(\alpha \|x - y\|), \quad \forall x, y \in \mathbb{R}^d,$$

where $\|\cdot\|$ denotes the Euclidean norm, cf. Stein [24]. Let $Z_+ = \{1, 2, \ldots\}$ and $G_\nu : [0, \infty) \to \mathbb{R}$ be such that $G_\nu(0) = 0$ and for $s > 0$,

$$G_\nu(s) = \begin{cases} s^{2\nu}, & \text{if } \nu \notin Z_+, \\ s^{2\nu} \log(s), & \text{if } \nu \in Z_. \end{cases}$$

Writing $\psi(\cdot)$ as the digamma function and

$$\sigma^2_{x,y} = \sigma^2 |\Sigma_x|^{1/4} |\Sigma_y|^{1/4} \left| \frac{\Sigma_x + \Sigma_y}{2} \right|^{-1/2},$$

we observe that

$$K_P(x, y) = \sigma^2_{x,y} \sum_{k=0}^{\infty} \frac{\nu^k Q_{x,y}^k}{k! \prod_{i=1}^k (i - \nu)}$$

$$- \frac{\pi \sigma^2_{x,y}}{\Gamma(\nu) \sin(\nu \pi)} \sum_{k=0}^{\infty} \frac{G_{\nu+k}(\sqrt{\nu Q_{x,y}})}{k! \Gamma(k+1+\nu)}$$

if $\nu \notin Z_+$, (3)

and

$$K_P(x, y) = \frac{2\sigma^2_{x,y}}{(\nu - 1)!} \left\{ (-1)^{\nu+1} \sum_{k=0}^{\infty} \frac{G_{\nu+k}(\sqrt{\nu Q_{x,y}})}{k!(k + \nu)!} \right\}$$

for $\nu \notin Z_+$.
Motivated by (3) and (4), this article considers the following class of nonstationary Gaussian random fields of which (1) is a special case. Let \( d \in \mathbb{Z}_+ \) and \( X(t), t \in \mathbb{R}^d \), be a nonstationary Gaussian random field with mean function \( m(t) = \mathbb{E}(X(t)) \) and covariance function of the form

\[
K(x, y) = \rho_0(x, y) + \rho_\nu(x, y), \quad \forall x, y \in \mathbb{R}^d,
\]

where \( \nu > 0 \) is a constant, \( \rho_0(\cdot, \cdot) \) is a smooth function satisfying Condition 2 in Section 2,

\[
\rho_\nu(x, y) = \beta_\nu(x, y)G_\nu\left\{ \sqrt{(x - y)'A(x, y)(x - y)} \right\},
\]

\( \beta_\nu(x, y) \neq 0 \) and \( A(x, y) = (A_{i,j}(x, y))_{1 \leq j, k \leq d} \) is a \( d \times d \) symmetric positive definite matrix \( \forall x, y \in \mathbb{R}^d \).

If \( K = K_P \), then \( \rho_\nu(x, y) = \beta_\nu(x, y)G_\nu(\sqrt{\nu Q_{x,y}}) \) where

\[
\beta_\nu(x, y) = \left\{ \begin{array}{ll}
-\pi\sigma_{x,y}^2/\Gamma(\nu)\Gamma(\nu + 1)\sin(\nu\pi), & \text{if } \nu \notin \mathbb{Z}_+, \\
2(-1)^{\nu+1}\pi\sigma_{x,y}^2/[\nu!(\nu + 1)!], & \text{if } \nu \in \mathbb{Z}_+.
\end{array} \right.
\]

If \( K = K_M \), then \( \rho_\nu(x, y) = \beta_\nuG_\nu(\sigma \|x - y\|/2) \) where

\[
\beta_\nu = \left\{ \begin{array}{ll}
-\pi\sigma_{x,y}^2/\Gamma(\nu)\Gamma(\nu + 1)\sin(\nu\pi), & \text{if } \nu \notin \mathbb{Z}_+, \\
2(-1)^{\nu+1}\pi\sigma_{x,y}^2/[\nu!(\nu + 1)!], & \text{if } \nu \in \mathbb{Z}_+.
\end{array} \right.
\]

\( \rho_\nu(x, y) \) is analogous to the principal irregular term of the isotropic Matérn covariance function \( K_M \) (cf. Stein [24]). \( \rho_\nu(x, y) \) in (6) may not be positive definite. The significance of \( \rho_\nu(x, y) \) is that it will be the asymptotically dominant term that remains after the ‘filtering process’ by appropriate quadratic variations. Proposition 3 shows that \( \nu \) can be regarded as the smoothness parameter.

The aim of this article is to estimate \( \nu \) in (5) using a sample of observations \( X(t_1), \ldots, X(t_n) \) where the design sites \( t_i, 1 \leq i \leq n \), are irregularly spaced on a sufficiently smooth curve \( \gamma : [0, L] \to \mathbb{R}^d \) for some constant \( L > 0 \). In particular, \( t_i = \gamma(t_i), 0 \leq t_i \leq L \).

Selecting the design sites on a (1-dimensional) curve in \( \mathbb{R}^d \) is commonly called curved line transect sampling. This is a generalization of the usual line transect sampling (cf. Chapter 17 of Thompson [27]). Hibi and Krishna [12] presented convincing arguments for the use of curved line transect sampling by replacing the straight line in line transect sampling by a curve. Constantine and Hall [8] wrote that “in a variety of practical problems often data are only available through one-dimensional line transect ‘samples’ of the surface”. Adler and Pyke [1] considered first-order quadratic variations using design sites on a curve in \([0, 1]^2\) when the underlying Gaussian random field is in some sense ‘like’ Brownian motion on \( \mathbb{R}^2 \). Loh [20] discussed second-order quadratic variations from

\[
\frac{1}{2} \sum_{k=0}^{\nu-1} (-1)^k \frac{(\nu - k - 1)!}{k!} (\sqrt{\nu Q_{x,y}})^{2k}
\]

\[
+ \frac{(-1)^\nu}{2} \sum_{k=0}^{\infty} \left( \psi(k + 1) + \psi(k + 1) \right) \frac{\nu^{\nu+k}Q_{x,y}^{\nu+k}}{k!(\nu + k)!} \}
\]

if \( \nu \in \mathbb{Z}_+ \).
a sample of Gaussian random field observations taken along a smooth curve in $\mathbb{R}^2$. However supporting theory behind curved line transect sampling appears to be rather underdeveloped; possibly because the theoretical extension from line transect to curved line transect is non-trivial. We hope to work out a theoretical justification for curved line transect in the setting of this article.

Even though the likelihood is Gaussian, likelihood methods (such as maximum likelihood estimation) appear to be analytically intractable under fixed-domain asymptotics. The latter asymptotics imply that as sample size $n \to \infty$, the $n$ sites get to be increasingly dense in a compact set in $\mathbb{R}^d$. In this article, the dependence among all the observations $X(t_1), \ldots, X(t_n)$ remains strong as sample size $n \to \infty$. Furthermore since $|X(t_i) - X(t_j)| \to 0$ as $\|t_i - t_j\| \to 0$, the $n \times n$ covariance matrix of the observations tends to a singular matrix and its determinant tends to 0. This is exacerbated by the $t_i$'s being irregularly spaced. All these indicate that any theoretical analysis of the MLE for $\nu$ is a formidable (or even intractable) task with respect to fixed-domain asymptotics. Indeed as far as we know, the consistency of the MLE for $\nu$ is still an open problem.

This article is motivated by [20] where the idea of using higher-order quadratic variations $V_{0,\ell}, \theta \in \{1, 2\}, \ell \in \mathbb{Z}_+$, for constructing smoothness estimators is proposed for irregularly spaced data. However [20] considers stationary, isotropic Gaussian random fields whereas this article is concerned with nonstationary Gaussian random fields. Convergence rates are not available in [20] whereas upper bounds to the convergence rate of the proposed smoothness estimators are established here. The results in this article complement those in [21] with regard to the estimation of the smoothness parameter of an isotropic Gaussian random field with a Matérn covariance function. The difference lies in the choice of the design sites. While this article is concerned with design sites chosen on a curve, [21] chooses design sites randomly on $[0, 1]^d$. Consequently, if $d \geq 2$, the results of [21] are not applicable to this article.

Quadratic variations started with [19] and is currently a rather active field; some examples being [1, 2, 5, 17]. However most higher-order quadratic variations in the literature use data on a regular grid in $\mathbb{R}^d$; cf. [7, 15] and references cited therein.

The estimation of the smoothness parameter $\nu$ of a stationary Gaussian random field has been addressed in the literature under various conditions by many authors. [14] proposes a semiparametric method of estimating $\nu$ using irregularly spaced observations. The estimates in [14] appear to be analytically intractable under fixed-domain asymptotics. Furthermore in the simulations, [14] uses 200 independent realizations of a Gaussian random field, whereas this article is concerned with estimating $\nu$ based on observations from one realization of the underlying Gaussian random field.

In the case of equally spaced data on an interval of the real line, [10] considers a box-counting estimator while [8, 16] study estimators based on process increments. [8, 10, 16] all assume that $\nu \in (0, 1)$. Another example of equally spaced data on an interval is [15] where higher-order quadratic variations are used to construct a consistent estimate for $\nu$ given that $\nu \in (D, D + 1)$ for some known integer $D$. In contrast, this article assumes that $\nu > 0$ and a known
upper bound for \( \nu \) is not required.

Finally, [6] considers smoothness estimation for a class of locally stationary Gaussian processes using irregularly spaced data observed on a compact interval in \( \mathbb{R} \). Assuming that the smoothness parameter \( \nu \notin \mathbb{Z}_+ \), [6] proposes estimators for \( [\nu], \nu - [\nu] \) and proved, in the almost sure sense, a \( O(n^{-1/2} \log^a(n)) \) convergence rate for estimating \( \nu - [\nu] \) where \( a > 0 \) is some constant. The design sites in [6] are deterministic like those in [20] and do not apply to random designs.

The remainder of this article is organized as follows. Section 2 contains remarks on notation and preliminary technical results that are needed in the sequel. For \( \theta \in \{1, 2\} \) and \( \ell \in \mathbb{Z}_+ \), Section 3 presents the construction of the \( \ell \)th-order quadratic variations \( V_{\theta, \ell} \) for stratified design sites. Theorem 1 proves a number of fixed-domain asymptotic results on \( V_{\theta, \ell} \). These results are needed for the construction of the smoothness estimators for \( \nu \) in this section. Two estimators \( \hat{\nu}_{n, \ell} \) and \( \hat{\nu}_n \) are proposed. Theorems 2 and 3 prove the strong consistency of \( \hat{\nu}_{n, \ell} \) and \( \hat{\nu}_n \) and establish upper bounds to the convergence rate of these estimators. In particular under mild conditions, \( \mathbb{E}|\hat{\nu}_n - \nu| = O(n^{-1/2}) \) as \( n \to \infty \).

Section 4 adapts the results on stratified design in Section 3 to random design, i.e. the \( t_k \)'s are i.i.d. random variables on the curve segment \( \gamma : [0, L] \to \mathbb{R}^d \).

Section 5 considers the case where the design sites \( t_1, \ldots, t_n \) are deterministic points on the curve segment \( \gamma : [0, L] \to \mathbb{R}^d \) whose relative spacing between each other is governed by a nonrandom strictly increasing mapping \( \phi \in C^2(\mathbb{R}) \). Two estimators \( \hat{\nu}_{n, \ell}^D \) and \( \hat{\nu}_n^D \) for \( \nu \) are proposed. Theorems 6 and 7 prove the strong consistency of \( \hat{\nu}_{n, \ell}^D \) and \( \hat{\nu}_n^D \) and establish convergence rate upper bounds of these estimators. In particular under mild conditions, \( \mathbb{E}|\hat{\nu}_n^D - \nu| = O(n^{-1/2}) \) as \( n \to \infty \).

Section 6 presents Monte Carlo simulations to study the finite sample accuracy of the smoothness estimators \( \hat{\nu}_n \) and \( \hat{\nu}_n^D \). Since the random design can be reduced to a stratified design, the simulations are carried out only for stratified design and deterministic design.

Appendices A to F contain the proofs of all the results in this article.

2. Some preliminary results

For a function \( f : \mathbb{R}^k \to \mathbb{R}, k \in \mathbb{Z}_+ \), we write

\[
f^{(u_1, \ldots, u_k)}(x_1, \ldots, x_k) = \frac{\partial^{u_1 + \cdots + u_k} f(x_1, \ldots, x_k)}{\partial x_1^{u_1} \cdots \partial x_k^{u_k}}
\]

if the latter exists whose value does not depend on the order of differentiation, where \( u_1, \ldots, u_k \) are nonnegative integers. For \( M \in \mathbb{Z}_+ \), let \( C^M(S) \) be the set of functions \( f : S \to \mathbb{R} \) that are \( M \) times continuously differentiable (i.e. all \( M \)th-order partial derivatives of \( f \) exist and are continuous). \([\cdot] \) and \( [\cdot] \) denote the greatest integer function and least integer function respectively. \( a_n \asymp b_n \) means \( 0 < \liminf_{n \to \infty} a_n/b_n \leq \limsup_{n \to \infty} a_n/b_n < \infty \) and \( a_n \sim b_n \) means \( \lim_{n \to \infty} a_n/b_n = 1 \). If \( A \) is a matrix, then \( A' \) is its transpose and if \( A \) is a
square matrix, $|A|$ denotes its determinant. For $x, y \in \mathbb{R}$, $x \wedge y = \min\{x, y\}$ and $x \vee y = \max\{x, y\}$. Conditions 1 and 2 below will be needed in the sequel.

**Condition 1.** $X(t), t \in \mathbb{R}^d$, is a Gaussian random field with covariance function $K(\cdot, \cdot)$ as in (5) and mean function $m(t) = \mathbb{E}X(t)$ where $m(.) \in C^N(\mathbb{R}^d)$ for some integer $N \geq 2\nu + 6$.

**Condition 2.** $\beta_\nu(\cdot, \cdot) \in C^N(\mathbb{R}^{2d}), A_{j,k}(\cdot, \cdot) \in C^N(\mathbb{R}^{2d})$, $\forall 1 \leq j, k \leq d$, and $\rho_0(x, y)$ in (5) satisfies $\rho_0(\cdot, \cdot) \in C^{2\nu+1}(\mathbb{R}^{2d})$ for some integer $N \geq 2\nu + 6$. Let $D \subseteq \mathbb{R}^d$ be an arbitrary compact set and $u_1, \ldots, u_d, v_1, \ldots, v_d$ be nonnegative integers with $M = \sum_{i=1}^{d}(u_i + v_i)$. For any $M \leq N$, there exists a constant $C_{M,D} > 0$ such that

$$|\rho_0^{(u_1,\ldots,u_d, v_1,\ldots,v_d)}(x,y)| \leq C_{M,D},$$

for all $x, y \in D$ and

$$|\rho_0^{(u_1,\ldots,u_d, v_1,\ldots,v_d)}(x,y)| \leq \begin{cases} C_{M,D}|| \log(||x - y||)|| + 1, & \text{if } M/2 = \nu + 1 \in \mathbb{Z}_+, \\ C_{M,D}||x - y||^{2\nu+2-M}, & \text{if } M/2 > \nu + 1, \end{cases}$$

for all $x, y \in D$ satisfying $x \neq y$. \hfill \Box

**Proposition 1.** Condition 2 is satisfied for the covariance function $K_P(\cdot, \cdot)$ in (1) if each entry of the matrix $\Sigma_x$, as a function of $x$, is in $C^N(\mathbb{R}^d)$. In particular, Condition 2 holds for an isotropic Matérn covariance function.

This article assumes that the observations of $X$ are taken along a fixed curve $\gamma$ in $\mathbb{R}^d$ and that $\gamma(.)$ satisfies Condition 3 below.

**Condition 3.** The curve $\gamma : \mathbb{R} \to \mathbb{R}^d$ is a simple $C^N$-curve parametrized by its arc length for some integer $N \geq 2\nu + 6$. In particular,

(i) $\gamma(s) \neq \gamma(t)$ if $s \neq t$,

(ii) writing $\gamma(t) = (\gamma_1(t), \ldots, \gamma_d(t))^T$ and its $kth$ derivative by $\gamma^{(k)}(t) = (\gamma_1^{(k)}(t), \ldots, \gamma_d^{(k)}(t))^T$, we have $\|\gamma^{(k)}(t)\| = 1$ for $t \in \mathbb{R}$ and $\gamma_i(.) \in C^N(\mathbb{R})$, $i = 1, \ldots, d$.

Condition 3 implies that

$$\sum_{j=1}^{d} \gamma_j^{(1)}(t)\gamma_j^{(2)}(t) = 0, \quad \forall t \in \mathbb{R}, \quad (7)$$

and given any constant $L > 0$, there exists another constant $C_L > 0$ such that

$$\|\gamma(s) - \gamma(t)\| \geq C_L|s - t|, \quad \forall s, t \in [0, L]. \quad (8)$$

We observe that $X(\gamma(t)), t \in \mathbb{R}$, is a 1-dimensional Gaussian random field with covariance function

$$\tilde{K}(x, y) = K(\gamma(x), \gamma(y)),$$
Following Section 3.1 of [9], two random fields \(X(x, y)\) and \(\tilde{X}(x, y)\) for all \(x, y \in \mathbb{R}\) satisfy equivalent versions of each other if for every fixed \(\gamma(x, y)\), \(K(x, y)\) be as in (9). Then we have \(\tilde{X} = \tilde{X}(x, y)\) a sample path.

**Proposition 2.** Suppose Conditions 1 to 3 are satisfied. Let \(u, v \in \mathbb{Z}_+\), \(M = u + v\), and \(\rho_0(x, y)\). Let \(K(x, y)\) be as in (9). Then we have \(\tilde{X} = \tilde{X}(x, y)\) a sample path.

**Proposition 3.** Suppose Conditions 1 to 3 are satisfied. Then the following statements hold.

(i) \(X(\gamma(t))\), \(t \in \mathbb{R}\), has \(j\)th-order mean square derivative if and only if \(j < \nu\).

(ii) For any bounded open interval \(T_1 \subset \mathbb{R}\), \(X(\gamma(t))\) when restricted to \(t \in T_1\) has an equivalent version which possesses, with probability 1, a \(C^{[\nu]-1}(T_1)\) sample path.

(iii) \(X(t)\), \(t \in \mathbb{R}^d\), has all \(j\)th-order mean square partial derivatives if and only if \(j < \nu\).

(iv) For any bounded open set \(T \subset \mathbb{R}^d\), \(X(t)\) when restricted to \(t \in T\) has an equivalent version which possesses, with probability 1, a \(C^{[\nu]-1}(T)\) sample path.

**3. Stratified design**

Sections 3 and 4 assume that the curve segment \(\gamma : [0, L] \to \mathbb{R}^d\) is known. Let the observed sample be \(X(\gamma(t_{n,1})), \ldots, X(\gamma(t_{n,n}))\) where \(0 \leq t_{n,1} < \ldots < t_{n,n} \leq L\). For brevity, we write \(t_i = t_{n,i}\) and \(X(\gamma(t_{n,i})) = X_i\). Let \(d_{i,j} = \|\gamma(t_i) - \gamma(t_j)\|\) be the Euclidean distance between \(\gamma(t_i)\) and \(\gamma(t_j)\). We consider the following stratified design where \(t_i\) satisfies

\[
t_i = \frac{(i - 1 + \delta_i)L}{n},
\]

where \(\delta_i\) is a constant.
0 ≤ δ_i < 1, i = 1, . . . , n. In this section, the δ_i’s are assumed to be (nonrandom) constants though they can vary with n.

3.1. Higher-order quadratic variations

This section introduces a new class of higher-order quadratic variations that are needed in the construction of smoothness estimators for ν. This is accomplished by using these higher-order quadratic variations to filter out the asymptotic contributions of ν. Let ω_n be a positive integer such that ω_n ≍ n^ξ for some constant ξ ∈ (0, 1). Define for ℓ ∈ ℤ_+ and θ ∈ {1, 2},

\[ a_{θ,ℓ,i,k} = \frac{ℓ!}{\prod_{0 ≤ j ≤ ℓ, j ≠ k}(d_{i,i+ω_nθk} - d_{i,i+ω_nθj})}, \quad ∀k = 0, . . . , ℓ, \]

\[ \nabla_{θ,ℓ,X_i} = \sum_{k=0}^{ℓ} a_{θ,ℓ,i,k}X_{i+ω_nθk}, \quad ∀i = 1, . . . , n - ω_nθℓ, \]

and the ℓth-order quadratic variation based on X_1, . . . , X_n to be

\[ V_{θ,ℓ} = \sum_{i=1}^{n-ω_nθℓ} (\nabla_{θ,ℓ,X_i})^2. \quad (13) \]

The properties of V_{θ,ℓ} depend crucially on Lemma 1 and this lemma is the motivation for using the term “ℓth-order” for V_{θ,ℓ}.

**Lemma 1.** Let θ ∈ {1, 2}, ω_n, ℓ ∈ ℤ_+ such that ω_nθℓ ≤ n - 1. Then for i, j ∈ {1, . . . , n - ω_nθℓ}

\[ \sum_{k=0}^{ℓ} a_{θ,ℓ,i,k}d_{i,i+ω_nθk}^q = \begin{cases} 0, & \forall q = 0, . . . , ℓ - 1, \\ ℓ!, & \text{if } q = ℓ, \end{cases} \]

and

\[ \sum_{k_1=0}^{ℓ} \sum_{k_2=0}^{ℓ} a_{θ,ℓ,i,k_1}a_{θ,ℓ,j,k_2}(d_{j,j+ω_nθk_2} - d_{i,i+ω_nθk_1})^q \]

\[ = \begin{cases} 0, & \forall q = 0, . . . , 2ℓ - 1, \\ (-1)^ℓ(2ℓ)! & \text{if } q = 2ℓ, \end{cases} \]

where we use the convention 0^0 = 1.

Lemma 1 goes back to at least [26]; see also Section 1.2.3, problem 33, of [18].

For t > 0, define

\[ q_{1,t} = \begin{cases} n/t, & \text{if } ν < ℓ - 1/2, \\ \log^{-1}(n/t), & \text{if } ν = ℓ - 1/2, \\ (n/t)^{2ℓ-2ν}, & \text{if } ν ∈ (ℓ - 1/2, ℓ), \\ \log(n/t), & \text{if } ν = ℓ, \\ 1, & \text{if } ν > ℓ, \end{cases} \]
Suppose Conditions 1 to 3 hold. Let $\theta \in \{1, 2\}$, $V_\theta, \ell$ be as in (13) and

$$\Psi(t) = \{\gamma^{(1)}(t)\}'A(\gamma(t), \gamma(t))\gamma^{(1)}(t), \quad \forall t \in (-\varepsilon, L + \varepsilon),$$

$$H_\ell(\nu) = \sum_{0 \leq k_1 < k_2 \leq \ell} (-1)^{k_1 + k_2} \binom{\ell}{k_1} \binom{\ell}{k_2} \gamma^{(1)}(k_2 - k_1),$$

for some constant $\varepsilon > 0$.

(a) Suppose $\nu < \ell$. Then

$$E V_{\theta, \ell} = \frac{2n^{2\ell - 2\nu + 1} H_\ell(\nu)}{\omega_n^{2\ell - 2\nu}(\theta L)^{2\ell - 2\nu}} \int_0^L \beta_\nu(\gamma(s), \gamma(s)) \Psi^{(2)}(s) ds$$

$$+ O\left( n + \left( \frac{n}{\omega_n} \right)^{2\ell - 2\nu + 1} \right)$$

$$+ \begin{cases} O(n(n/\omega_n)^{2\ell - 2\nu - 1}), & \text{if } \nu \notin \mathbb{Z}_+, \\ O(n(n/\omega_n)^{2\ell - 2\nu - 1} \log(n/\omega_n)), & \text{if } \nu \in \mathbb{Z}_+, \end{cases}$$
\[ \asymp n(n/\omega_n)^{2\ell-2\nu}, \]

and \( V_{\theta,\ell}/EV_{\theta,\ell} \to 1 \) almost surely as \( n \to \infty \) uniformly over \( \delta_i \in [0,1), 1 \leq i \leq n \).

(b) Suppose \( \nu = \ell \). Then

\[
EV_{\theta,\ell} = (-1)^{\ell+1}(2\ell)!n \log(n/\omega_n) \int_0^L \beta_{\nu}(\gamma(s), \gamma(s)) \Psi^{\nu}(s)ds + O(n) 
\asymp n \log(n),
\]

\[
\text{Var}(V_{\theta,\ell}/EV_{\theta,\ell}) = O\{\log^{-1}(n)\} \quad \text{and} \quad V_{\theta,\ell}/EV_{\theta,\ell} \to 1 \quad \text{in probability as} \quad n \to \infty \quad \text{uniformly over} \quad \delta_i \in [0,1), 1 \leq i \leq n.
\]

(c) Suppose \( \nu > \ell \). Then

\[
EV_{\theta,\ell} \asymp n,
\]

\[
\text{Var}(V_{\theta,\ell}/EV_{\theta,\ell}) \asymp 1 \quad \text{and} \quad V_{1,\ell}/V_{2,\ell} \to 1 \quad \text{almost surely as} \quad n \to \infty \quad \text{uniformly over} \quad \delta_i \in [0,1), 1 \leq i \leq n.
\]

(d) \[
\|\Sigma_{ab}\|_2 = O(q_1^{-1}\omega_n), \quad \|\Sigma\|_F^2 = O(q_2^{-1}\omega_n), \quad \mu_1\Sigma\mu = O(q_3^{-1}\omega_n),
\]

and for all \( s > 0 \), there exist constants \( C, C_1 \) such that

\[
\mathbb{P}(\|Y'Y - E(Y'Y)\| \geq s) \leq 2\exp\{-C \min(q_1,\omega_n, q_2,\omega_n, s^2)\}
\]

\[
+ \min\{1, C_1 s^{-1/2} q_3,\omega_n \exp(-Cs^2 q_3,\omega_n)\},
\]

uniformly over \( \delta_i \in [0,1), 1 \leq i \leq n \).

### 3.2. Estimating the smoothness parameter \( \nu \)

Motivated by Theorem 1(a), we shall now proceed to construct a consistent estimator \( \hat{\nu}_{n,\ell} \) for the smoothness parameter \( \nu \) assuming \( \nu \leq \ell \) for some known \( \ell \in \mathbb{Z}_+ \). After that, we introduce the estimator \( \hat{\nu}_n \) which no longer relies on the known upper bound \( \ell \) of \( \nu \). Let \( \hat{\nu}_{n,\ell} \) be such that

\[
\left\{ \frac{V_{1,\ell}2^{2\hat{\nu}_{n,\ell}-2\ell}}{V_{2,\ell}} - 1 \right\}^2 = \min_{\nu \geq 0} \left\{ \frac{V_{1,\ell}2^{2\nu-2\ell}}{V_{2,\ell}} - 1 \right\}^2.
\]

Then

\[
\hat{\nu}_{n,\ell} = \max\left\{ \ell + \frac{\log(V_{2,\ell}/V_{1,\ell})}{2\log(2)}, 0 \right\}.
\]

**Theorem 2.** Suppose Conditions 1 to 3 hold. Then

\[
\hat{\nu}_{n,\ell} \to \begin{cases} 
\nu \text{ almost surely} & \text{if} \ \nu < \ell, \\
\ell \text{ in probability} & \text{if} \ \nu = \ell, \\
\ell \text{ almost surely} & \text{if} \ \nu > \ell,
\end{cases}
\]
Smoothness estimation

\[ E\{(\hat{\nu}_{n,\ell} - \nu)^2\} = \begin{cases} 
O(\omega_n^{-2}) + O(\omega_n/n) & \text{if } \nu < \ell - 1/4, \\
O(\omega_n^{-2}) + O(\{\omega_n/n\} \log(n)) & \text{if } \nu = \ell - 1/4, \\
O(\omega_n^{-2}) + O(\{\omega_n/n\})^{4\ell - 4\nu} & \text{if } \nu \in (\ell - 1/4, \ell), \\
O(\log^{-2}(n)) & \text{if } \nu = \ell, \\
O(1) & \text{if } \nu > \ell,
\end{cases} \]

as \( n \to \infty \) uniformly over \( \delta_i \in [0, 1), 1 \leq i \leq n \).

Theorem 2 shows that \( \hat{\nu}_{n,\ell} \) is a strongly consistent estimator for \( \nu \) provided \( \nu < \ell \). We now propose the estimator \( \hat{\nu}_n \) which is of more practical interest as its computation does not require a known upper bound for \( \nu \). \( \hat{\nu}_n \) is motivated by a construction in [6]. Let \( M_n \) be a positive integer such that \( M_n = o(\omega_n/n) \) and \( M_n \to \infty \) as \( n \to \infty \). Define for \( \ell = 1, \ldots, M_n \), the events

\[
\Theta_\ell = \{\hat{\nu}_{n,\ell} \leq \ell - 1/4\} \cap \{n^{-1}V_{1,\ell} \geq (\frac{n}{\omega_n})^{1/2} \log(\frac{n}{\omega_n})\},
\]

\[
\Omega_\ell = \bigcap_{j=1}^{\ell-1} \Theta_j \cap \Theta_\ell,
\]

\[
\Omega_0 = \bigcap_{j=1}^{M_n} \Theta_j,
\]

and \( \ell_0 = j \) if \( \Omega_j \) occurs where \( j \in \{0, \ldots, M_n\} \). \( \ell_0 \) is well defined integer-valued random variable as \( \Omega_0, \ldots, \Omega_{M_n} \) form a partition of the sample space. Define \( \hat{\nu}_n \) as \( \hat{\nu}_{n,\ell_0} \) where \( \hat{\nu}_{n,\ell_0} = M_n \).

**Theorem 3.** Suppose Conditions 1 to 3 hold. Then \( \hat{\nu}_n \to \nu \) almost surely and

\[
E|\hat{\nu}_n - \nu| = O\{\omega_n/n^{1/2} + \omega_n^{-1}\},
\]

as \( n \to \infty \) uniformly over \( \delta_i \in [0, 1), 1 \leq i \leq n \). By taking \( \omega_n \propto n^{1/3} \), we obtain

\[
E|\hat{\nu}_n - \nu| = O(n^{-1/3})
\]

as \( n \to \infty \).

The \( O(.) \)'s in Section 3 are uniform over \( \delta_i \in [0, 1), 1 \leq i \leq n \). Hence the theorems in this section hold when the \( \delta_i \)'s are random and are independent of \( X(.) \).

4. Random design

Let \( t_1, \ldots, t_n \) be a sequence of i.i.d. random variables where \( t_1 \) has probability density function \( p(t) \), \( t \in [0, L] \), satisfying \( \inf_{t \in [0, L]} p(t) = p_0 > 0 \) for some
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The \( O(.) \)'s in Section 3 are uniform over \( \delta_i \in [0, 1), 1 \leq i \leq n \). Hence the theorems in this section hold when the \( \delta_i \)'s are random and are independent of \( X(.) \).

4. Random design

Let \( t_1, \ldots, t_n \) be a sequence of i.i.d. random variables where \( t_1 \) has probability density function \( p(t) \), \( t \in [0, L] \), satisfying \( \inf_{t \in [0, L]} p(t) = p_0 > 0 \) for some
unknown \( p_0 \). We assume that \( t_1, \ldots, t_n \) are independent of the Gaussian random field \( X(.) \). Set \( n_\tau = \lfloor \frac{n}{\tau \log^2(n)} \rfloor \) for any constant \( \tau \geq 1. \) Then

\[
\mathbb{P}\left( \bigcup_{1 \leq i \leq n_1} \bigcap_{j=1}^{n} \{ t_j \not\in \left[ \frac{(i-1)L}{n_1}, \frac{iL}{n_1} \right] \} \right) \leq \sum_{i=1}^{n_1} \mathbb{P}\left( \bigcap_{j=1}^{n} \{ t_j \not\in \left[ \frac{(i-1)L}{n_1}, \frac{iL}{n_1} \right] \} \right) \leq n_1(1 - \frac{p_0 L}{n_1})^n \leq \frac{n}{\log^2(n)} (1 - \frac{p_0 L \log^2(n)}{n})^n \leq \frac{n_1 - p_0 L \log(n)}{1 - \frac{p_0 L \log(n)}{n}}.
\]

and

\[
\sum_{n=2}^{\infty} \mathbb{P}\left( \bigcup_{1 \leq i \leq n_1} \bigcap_{j=1}^{n} \{ t_j \not\in \left[ \frac{(i-1)L}{n_1}, \frac{iL}{n_1} \right] \} \right) \leq \sum_{n=2}^{\infty} \frac{n_1 - p_0 L \log(n)}{\log^2(n)} < \infty.
\]

It follows from the Borel-Cantelli lemma that with probability 1, there exists a (random) integer \( N_0 \) such that for \( n \geq N_0 \), every interval \( [(i-1)L/n, iL/n] \) contains at least one \( t_j \in \{ t_1, \ldots, t_n \} \).

We propose the following estimator for \( \nu \). Let \( \hat{\tau} \) be the smallest real number greater than or equal to 1 such that

\[
\{ t_1, \ldots, t_n \} \cap \left[ \frac{(i-1)L}{\hat{\tau}}, \frac{iL}{\hat{\tau}} \right] \neq \emptyset, \quad \forall 1 \leq i \leq \hat{\tau}.
\]

Denote \( t_j \in [(i-1)L/n_\hat{\tau}, iL/n_\hat{\tau}] \) as \( t(i) \) such that

\[
t(i) = \frac{(i - 1 + \delta_i)L}{n_\hat{\tau}},
\]

where \( 0 \leq \delta_i < 1 \) and the \( \delta_i \)'s are random variables independent of \( X(.) \). If there are more than one \( t_j \)'s in \( [(i-1)L/n_\hat{\tau}, iL/n_\hat{\tau}] \), we choose any one of these \( t_j \)'s to be \( t(i) \). It follows from the above argument that \( \hat{\tau} = 1 \) for sufficiently large \( n \) almost surely. Now this random design reduces to the stratified design of Section 3 where the observed sample is

\[
\left\{ X(\gamma(t(i))) : t(i) \in \left[ \frac{(i-1)L}{n_\hat{\tau}}, \frac{iL}{n_\hat{\tau}} \right], 1 \leq i \leq \hat{\tau} \right\}.
\]

We note that the effective sample size correspondingly reduces from \( n \) to \( n_\hat{\tau} \approx \frac{n}{\log^2(n)} \). Let \( \hat{\nu}_{n_\hat{\tau}} \) be as \( \hat{\nu}_{n_\hat{\tau}} \) in Section 3 but based on the sample \( X(\gamma(t(1)), \ldots, X(\gamma(t(n_\hat{\tau}))) \).

**Theorem 4.** Suppose Conditions 1 to 3 hold. Then \( \hat{\nu}_{n_\hat{\tau}} \rightarrow \nu \) as \( n \rightarrow \infty \) almost surely and

\[
\mathbb{E}|\hat{\nu}_{n_\hat{\tau}} - \nu| = O\{ (\omega_{n_1}/n_1)^{1/2} + \omega_{n_1}\},
\]
as \( n \to \infty \). By taking \( \omega_n \asymp n^{1/3} \), we have
\[
\mathbb{E}[\nu_n^R - \nu] = O\left(n^{-1/3} \log^{2/3}(n)\right)
\]
as \( n \to \infty \).

5. Deterministic design

This section introduces a class of deterministic designs governed by a mapping \( \varphi \in C^2(\mathbb{R}) \). Suppose \( t_{n,1}, \ldots, t_{n,n} \) satisfies

**Condition 4.** For \( n \geq 2 \), \( t_{n,i} = \varphi(L(i - 1)/(n - 1)) \), \( i = 1, \ldots, n \), where \( \varphi \in C^2(\mathbb{R}) \) is a nonrandom function and satisfies \( \varphi(0) = 0 \), \( \varphi(L) = L \) and \( \min_{0 \leq s \leq L} \varphi^{(1)}(s) > 0 \). \( \square \)

Condition 4 implies that \( 0 = t_{n,1} < \ldots < t_{n,n} = L \) and there exist constants \( C_{5,0} \) and \( C_{5,1} \) such that
\[
0 < C_{5,0}/n \leq \min_{1 \leq i \leq n} \frac{t_{n,i+1} - t_{n,i}}{t_{n,i+1} - t_{n,i}} \leq \max_{1 \leq i \leq n-1} \frac{t_{n,i+1} - t_{n,i}}{t_{n,i+1} - t_{n,i}} \leq C_{5,1}/n.
\]
The observed sample is \( X(\gamma(t_{n,1})), \ldots, X(\gamma(t_{n,n})) \). For brevity, we write \( t_i = t_{n,i} \) and \( X(\gamma(t_{n,i})) = X_i \). For \( \ell \in \mathbb{Z}_+ \) and \( \theta \in \{1, 2\} \), define
\[
\tilde{\theta}_{\ell,i,k} = \frac{\ell!}{\prod_{0 \leq j \leq \ell} (d_{i,i+\theta k} - d_{i,i+\theta j})}, \quad \forall k = 0, \ldots, \ell,
\]
and the \( \ell \)th-order quadratic variation based on \( X_1, \ldots, X_n \) to be
\[
\tilde{V}_{\theta,\ell} = \sum_{i=1}^{n-\theta \ell} (\tilde{\theta}_{\ell,i,k} X_i)^2.
\]

We observe that \( \tilde{V}_{\theta,\ell} = V_{\theta,\ell} \) in (13) when \( \omega_n = 1 \). Denote the \( (n - \theta \ell) \times 1 \) vector
\[
\bar{Y} = \left( \frac{\tilde{\theta}_{\ell,1,1} X_{1}}{\sqrt{\tilde{V}_{\theta,\ell}}}, \ldots, \frac{\tilde{\theta}_{\ell,n-\theta \ell} X_{n-\theta \ell}}{\sqrt{\tilde{V}_{\theta,\ell}}} \right)' \quad \text{if} \quad \nu \leq \ell,
\]
\[
\left( \frac{\tilde{\theta}_{\ell,1,1} X_{1}}{\sqrt{\tilde{V}_{\theta,\ell}}}, \ldots, \frac{\tilde{\theta}_{\ell,n-\theta \ell} X_{n-\theta \ell}}{\sqrt{\tilde{V}_{\theta,\ell}}} \right)' \quad \text{if} \quad \nu > \ell.
\]

Let \( \tilde{\mu} = \mathbb{E}\bar{Y}, \tilde{\Sigma} = (\tilde{\Sigma}_{i,j})_{(n-\theta \ell) \times (n-\theta \ell)} = \mathbb{E}\{ (\bar{Y} - \tilde{\mu})(\bar{Y} - \tilde{\mu})' \} \) and \( \tilde{\Sigma}_{\text{abs}} = (|\tilde{\Sigma}_{i,j}|)_{(n-\theta \ell) \times (n-\theta \ell)} \). Then
\[
\tilde{Y}' \tilde{Y} = \begin{cases} 
\tilde{V}_{\theta,\ell}/\mathbb{E}\tilde{V}_{\theta,\ell} & \text{if} \ \nu \leq \ell, \\
\tilde{V}_{\theta,\ell}/n & \text{if} \ \nu > \ell.
\end{cases}
\]

Theorems 5, 6 and 7 below are analogous to Theorems 1, 2 and 3, respectively. The proofs of Theorems 5 to 7 are similar to (though simpler than) the proofs of Theorems 1 to 3 and hence are omitted.
Theorem 5. Suppose Conditions 1 to 4 hold. Let $\theta \in \{1, 2\}$, $\overline{V}_{0,\ell}$ be as in (19).

(a) Suppose $\nu < \ell$. Then

$$
\mathbb{E}(\overline{V}_{0,\ell}) \sim \frac{2^{2\ell - 2}\nu^{2\ell - 2\nu + 1}}{2^{2\ell - 2}\nu^{2\ell - 2\nu}} \times \int_0^L \beta_{\nu} \{\gamma(\varphi(s)), \gamma(\varphi(s))\} [\Psi\{\varphi(s)\}]^{\nu} \varphi^{(1)}(s)^{2\nu - 2\ell} ds > 0,
$$

and $\overline{V}_{0,\ell}/\mathbb{E}\overline{V}_{0,\ell} \to 1$ almost surely as $n \to \infty$.

(b) Suppose $\nu = \ell$. Then

$$
\mathbb{E}(\overline{V}_{0,\ell}) \sim (-1)^{\ell + 1}(2\ell)! n \log(n) \int_0^L \beta_{\nu} \{\gamma(\varphi(s)), \gamma(\varphi(s))\} [\Psi\{\varphi(s)\}]^{\nu} ds > 0,
$$

$$
\text{Var}(\overline{V}_{0,\ell}/\mathbb{E}\overline{V}_{0,\ell}) = O\{\log^{-2}(n)\} \text{ and } \overline{V}_{1,\ell}/\overline{V}_{2,\ell} \to 1 \text{ in probability as } n \to \infty.
$$

(c) Suppose $\nu > \ell$. Then

$$
\mathbb{E}(\overline{V}_{0,\ell}) \sim (\vartheta, \ell) \frac{n, \ell}{2} \log(\nu),
$$

$$
\text{Var}(\overline{V}_{0,\ell}/\mathbb{E}\overline{V}_{0,\ell}) \sim 1 \text{ and } \overline{V}_{1,\ell}/\overline{V}_{2,\ell} \to 1 \text{ almost surely as } n \to \infty.
$$

(d) Let $q_{j,1}$, $j = 1, 2, 3$, be as in (14). Then

$$
\|\tilde{\Sigma}_{\text{abs}}\|_2 = O(q_{1,1}^{-1}), \quad \|\tilde{\Sigma}\|_F = O(q_{2,1}^{-1}), \quad \mu^T \tilde{\Sigma} \mu = O(q_{3,1}^{-1}),
$$

and there exist constants $C, C_1 > 0$ such that for all $s > 0$

$$
\mathbb{P}(\|\hat{Y}'\hat{Y} - \mathbb{E}(\hat{Y}'\hat{Y})\| \geq s) \leq 2 \exp\{-C \min(q_{1,1}s, q_{2,1}s^2)\} + \min\{1, C_1 s^{-1} q_{3,1}^{-1/2} \exp(-C s^2 q_{3,1})\}.
$$

Theorem 6. Suppose Conditions 1 to 4 hold. Let $\hat{\nu}^D_{n,\ell}$ be such that

$$
\left\{ \frac{\overline{V}_{1,\ell} 2^{2\nu - \nu - 2\ell}}{\overline{V}_{2,\ell}} - 1 \right\}^2 = \min_{\nu \geq 0} \left\{ \frac{\overline{V}_{1,\ell} 2^{2\nu - 2\ell}}{\overline{V}_{2,\ell}} - 1 \right\}^2.
$$

Then

$$
\hat{\nu}^D_{n,\ell} \rightarrow \begin{cases} 
\nu \text{ almost surely} & \text{if } \nu < \ell, \\
\ell \text{ in probability} & \text{if } \nu = \ell, \\
\ell \text{ almost surely} & \text{if } \nu > \ell,
\end{cases}
$$

and

$$
\mathbb{E}(\hat{\nu}^D_{n,\ell} - \nu)^2 = \begin{cases} 
O(n^{-1}) & \text{if } \nu < \ell - 1/4, \\
O(n^{-1} \log(n)) & \text{if } \nu = \ell - 1/4, \\
O(n^{4\nu - 4\ell}) & \text{if } \nu \in (\ell - 1/4, \ell), \\
O(\log^{-2}(n)) & \text{if } \nu = \ell, \\
O(1) & \text{if } \nu > \ell,
\end{cases}
$$

as $n \to \infty$. 
Let \( \hat{M}_n = \lfloor \log(n) \rfloor \). Define for \( \ell = 1, \ldots, \hat{M}_n \), the events

\[
\tilde{\Omega}_\ell = \bigcap_{j=1}^{\ell-1} \{ n^{-1} \hat{V}_{1,j} < \sqrt{n} \log n \} \cap \{ n^{-1} \hat{V}_{1,\ell} \geq \sqrt{n} \log n \},
\]

\[
\tilde{\Omega}_0 = \bigcap_{j=1}^{\hat{M}_n} \{ n^{-1} \hat{V}_{1,j} < \sqrt{n} \log n \}.
\]

Set \( \tilde{\ell}_0 = j \) if \( \tilde{\Omega}_j \) occurs for \( j \in \{0, \ldots, \hat{M}_n \} \) and \( \hat{\nu}_n^D = \hat{\nu}_{n,\tilde{\ell}_0} \), where \( \hat{\nu}_{n,0} = \hat{M}_n \).

**Theorem 7.** Suppose Conditions 1 to 4 are satisfied. Then \( \hat{\nu}_n^D \to \nu \) almost surely and \( \mathbb{E}[\hat{\nu}_n^D - \nu] = O(n^{-1/2}) \) as \( n \to \infty \).

We remark that \( \gamma(t) \) and \( \varphi(t) \), \( 0 \leq t \leq L \), need not be known explicitly in the computation of \( \hat{V}_{0,\ell} \), \( \hat{\nu}_{n,\ell}^D \) and \( \hat{\nu}_n^D \); only the bijection \( \Phi : \{1, \ldots, n\} \to \{X_1, \ldots, X_n\} \) is required. [20], page 2775, presents an algorithm for recovering the true \( \Phi(\cdot) \) when \( n \) is sufficiently large.

6. Simulation study

Following a suggestion by the referee, Figure 1 illustrates what a Gaussian random field on a curve looks like. The left column presents a random field on a quarter circle \( \gamma(t) = (\cos(t), \sin(t)) \) for \( t \in [0, \pi/4] \) in \( \mathbb{R}^2 \) and and the right column presents a helix \( \gamma(t) = (\cos(t/\sqrt{2}), \sin(t/\sqrt{2}), t/\sqrt{2}) \) for \( t \in [0, 4\pi/2] \) in \( \mathbb{R}^3 \). From top to bottom, the random fields are simulated from stratified design, random design and deterministic design respectively as Gaussian random field with mean 0 and Matérn covariance function \( K_M \) with \( \sigma^2, \alpha = 1 \) and \( \nu = 0.1 \). For stratified design, \( \delta_i \)'s are independent uniform random variables, for the random design, the location sampling distribution is a uniform distribution on the corresponding curve and for the deterministical design, \( \varphi(s) = s(s+1)^3/(\pi/2+1)^3 \) for the curve in \( \mathbb{R}^2 \) and \( \varphi(s) = s(s+1)^2/(4\pi\sqrt{2} + 1)^2 \) for the curve in \( \mathbb{R}^3 \). We observe that as the curve traces from upper left to bottom right for the curve in \( \mathbb{R}^2 \) and from top to the bottom for the curve in \( \mathbb{R}^3 \), the points of the deterministically sampled random fields get closer and closer to each other gradually, the points of the stratified design keep neither too close nor too separated from each other and the spacings of the random design are most irregular.

Since Section 4 shows that the random design can be reduced to stratified design, Monte Carlo simulations are carried out only for the stratified design and the deterministic design. This section assumes that

(i) \( X(t), t \in \mathbb{R}^d \), be a Gaussian random field with mean function \( m(\cdot) \) and covariance function \( K_P(\cdot, \cdot) \) as in (1),

(ii) \( \omega_n = 2 \sqrt{[n^{1/3}]^3} \) and \( M_n = \lfloor \log(n) \rfloor \),

(iii) the observed sample is \( X_1, \ldots, X_n \).

That \( \omega_n \sim n^{1/3} \) follows from Theorem 3. Simulations indicate that the estimators are not too affected by the value of \( M_n \) as long as \( M_n \) is sufficiently
large. The optimal choices of $\omega_n$ and $M_n$ are not addressed in this article but are left to future work.

Let $\hat{\nu}_n$, $\hat{\nu}_D$ be as in Sections 3, 5 respectively. Experiments 1, 2, 3 are conducted to study the finite sample accuracy of $\hat{\nu}_n$ and Experiments 4, 5, 6 are conducted to study the finite sample accuracy of $\hat{\nu}_D$. For each experiment, we carry out ten sets of simulations with sample sizes $n = 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000$ with 400 Monte Carlo repetitions each time. The estimated mean absolute errors and their standard errors of the estimators are computed. The results of Experiments 1 to 3 are reported in Tables 1, 2, 3 respectively and the results of Experiments 4 to 6 are reported in Tables 4, 5, 6 respectively.

In summary, $\hat{\nu}_n$ and $\hat{\nu}_D$ perform well in this simulation study with $\hat{\nu}_D$ significantly more accurate than $\hat{\nu}_n$ if $\nu$ is not close to 0. This is consistent with the convergence rates $O(n^{-1/3}), O(n^{-1/2})$ of $\hat{\nu}_n, \hat{\nu}_D$ as reported in Theorems 3, 7 respectively.

In Figure 2, we plot logarithm of mean absolute error (MAE) versus log($n$) for Experiments 1-6 when the true smoothness parameter $\nu = 0.5$ and use linear regression to gauge their relationship. We observe that the slopes of the fitted regression lines of the stratified design experiments (Experiments 1-3) are close...
to $-1/3$ and those of the deterministic design experiments (Experiments 4-6) are close to $-1/2$ which are in line with the theoretical convergence rates.

**Experiment 1.** Set $d = 1$ and $\nu = 0.1, 0.2, 0.5, 1.0, 1.2, 1.5, 2, 2.2, 2.5$. The other parameters in (1) are $\sigma^2 = \exp(1)$, $\Sigma_t = 1 + \cos^2(t)$ and $m(t) = \sin(t)$ for $i = 1, \ldots, n$, $X_t = X(t_i)$ where $t_i = (i - 1 + \delta_i)/n$ with $\delta_i$’s i.i.d. random variables uniformly distributed in $[0, 1]$.

**Experiment 2.** Set $d = 2$ and $\nu = 0.1, 0.2, 0.5, 1.0, 1.2, 1.5, 2, 2.2, 2.5$. The curve is $\gamma(t) = (\cos(t, \sin(t))$ and for $i = 1, \ldots, n$, $X_t = X(\gamma(t_i))$ where $t_i = (i - 1 + \delta_i)L/n$ with $\delta_i$’s i.i.d. random variables uniformly distributed in $[0, 1]$ and $L = \pi/2$. The other parameters in (1) are $\sigma^2 = \exp(1)$, $m(\gamma(t)) = \sin(\gamma(t_i)^2 - \gamma(2(t))^2)$ and $\Sigma_{\gamma(t)} = H\Lambda_{\gamma(t)}H'$, where

$$H = \begin{pmatrix} \sin(2\pi/5)2/\sqrt{5} & \sin(4\pi/5)2/\sqrt{5} \\ \sin(4\pi/5)2/\sqrt{5} & \sin(8\pi/5)2/\sqrt{5} \end{pmatrix},$$

and

$$\Lambda_{\gamma(t)} = \text{diag}(1 + \cos^2(\gamma(1(t) + \pi/4), 1 + \cos^2(\gamma(2(t) + \pi/2))).$$

**Experiment 3.** Set $d = 3$ and $\nu = 0.1, 0.2, 0.5, 1.0, 1.2, 1.5, 2, 2.2, 2.5$. The curve is $\gamma(t) = (\cos(t, \sin(t))$, $t/\sqrt{2})$ and for $i = 1, \ldots, n$, $X_t = X(\gamma(t_i))$ where $t_i = (i - 1 + \delta_i)L/n$ with $\delta_i$’s i.i.d. random variables uniformly distributed in $[0, 1]$ and $L = 4\sqrt{2}\pi$. The other parameters in (1) are $\sigma^2 = \exp(1)$, $m(\gamma(t)) = \sin(\gamma(t_i)^2 - \gamma(2(t))^2)$ and $\Sigma_{\gamma(t)} = H\Lambda_{\gamma(t)}H'$, where

$$H = \begin{pmatrix} \sin(2\pi/7)2/\sqrt{7} & \sin(4\pi/7)2/\sqrt{7} & \sin(6\pi/7)2/\sqrt{7} \\ \sin(4\pi/7)2/\sqrt{7} & \sin(8\pi/7)2/\sqrt{7} & \sin(12\pi/7)2/\sqrt{7} \\ \sin(6\pi/7)2/\sqrt{7} & \sin(12\pi/7)2/\sqrt{7} & \sin(18\pi/7)2/\sqrt{7} \end{pmatrix},$$

and

$$\Lambda_{\gamma(t)} = \text{diag}(1 + \cos^2(\gamma(1(t) + \pi/6), 1 + \cos^2(\gamma(2(t) + \pi/3), 1 + \cos^2(\gamma(3(t)) + \pi/2)).$$

**Experiment 4.** Set $d = 1$ and $\nu = 0.1, 0.2, 0.5, 1.0, 1.2, 1.5, 2, 2.2, 2.5$. The other parameters in (1) are as in Experiment 1. For $i = 1, \ldots, n$, $X_t = X(t_i)$ where $t_i = \varphi((i - 1)/(n - 1))$ with $\varphi(s) = s(s + 1)/2$ for $s \in [0, 1]$.

**Experiment 5.** Set $d = 2$ and $\nu = 0.1, 0.2, 0.5, 1.0, 1.2, 1.5, 2, 2.2, 2.5$. The curve is $\gamma(t) = (\cos(t, \sin(t))$, $\varphi(t) = \varphi(s) = s(s + 1)/(L + 1)$ for $0 \leq s \leq L = \pi/2$. The other parameters in (1) are as in Experiment 2. $X_t = X(\gamma(t_i))$ where $t_i = \varphi((i - 1)/(n - 1))$, $i = 1, \ldots, n$.

**Experiment 6.** Set $d = 3$ and $\nu = 0.1, 0.2, 0.5, 1.0, 1.2, 1.5, 2, 2.2, 2.5$. The curve is $\gamma(t) = (\cos(t, \sqrt{2}), \sin(t, \sqrt{2}), t/\sqrt{2})$ and $\varphi(t) = \varphi(s) = s(s + 1)/(L + 1)$ for $0 \leq s \leq L = 4\sqrt{2}\pi$. The other parameters in (1) are as in Experiment 3. $X_t = X(\gamma(t_i))$ where $t_i = \varphi((i - 1)/(n - 1))$, $i = 1, \ldots, n$.

As noted in [20], simulating a Gaussian process on $[0, 1]$ accurately when $n$ and $\nu$ are large is a difficult problem; cf. [25, 29]. This is especially so when the data are irregularly spaced. This is the reason for setting the upper limit for the value of $\nu$ to be 2.5 in Experiments 1 to 6.
### Table 1

Mean absolute error of $\hat{\nu}_n$ for Experiment 1 (standard error within parentheses)

| $\nu$ | $n = 100$                     | $n = 200$                     | $\mathbb{E}[\hat{\nu}_n - \nu]$ |
|-------|------------------------------|------------------------------|----------------------------------|
|       | $n = 300$                     | $n = 400$                     | $n = 500$                        |
| 0.1   | 0.072(0.002)                  | 0.060(0.002)                  | 0.051(0.002)                     | 0.044(0.002) | 0.045(0.002) |
| 0.2   | 0.098(0.003)                  | 0.076(0.003)                  | 0.063(0.002)                     | 0.057(0.002) | 0.046(0.002) |
| 0.5   | 0.098(0.004)                  | 0.083(0.003)                  | 0.070(0.003)                     | 0.063(0.003) | 0.057(0.002) |
| 1     | 0.176(0.007)                  | 0.129(0.005)                  | 0.109(0.005)                     | 0.102(0.004) | 0.100(0.004) |
| 1.2   | 0.169(0.007)                  | 0.125(0.005)                  | 0.106(0.004)                     | 0.095(0.004) | 0.087(0.003) |
| 1.5   | 0.159(0.007)                  | 0.109(0.004)                  | 0.092(0.004)                     | 0.094(0.004) | 0.076(0.003) |
| 2     | 0.275(0.008)                  | 0.193(0.006)                  | 0.155(0.006)                     | 0.151(0.006) | 0.115(0.004) |
| 2.2   | 0.258(0.010)                  | 0.167(0.007)                  | 0.129(0.005)                     | 0.113(0.005) | 0.103(0.004) |
| 2.5   | 0.229(0.011)                  | 0.138(0.006)                  | 0.108(0.004)                     | 0.113(0.004) | 0.087(0.003) |

### Table 2

Mean absolute error of $\hat{\nu}_n$ for Experiment 2 (standard error within parentheses)

| $\nu$ | $n = 100$                     | $n = 200$                     | $\mathbb{E}[\hat{\nu}_n - \nu]$ |
|-------|------------------------------|------------------------------|----------------------------------|
|       | $n = 300$                     | $n = 400$                     | $n = 500$                        |
| 0.1   | 0.039(0.001)                  | 0.038(0.001)                  | 0.038(0.001)                     | 0.037(0.001) | 0.031(0.001) |
| 0.2   | 0.047(0.002)                  | 0.045(0.002)                  | 0.042(0.002)                     | 0.042(0.002) | 0.037(0.001) |
| 0.5   | 0.055(0.002)                  | 0.050(0.002)                  | 0.050(0.002)                     | 0.050(0.002) | 0.044(0.002) |
| 1     | 0.085(0.003)                  | 0.084(0.003)                  | 0.079(0.003)                     | 0.079(0.003) | 0.079(0.003) |
| 1.2   | 0.084(0.003)                  | 0.079(0.003)                  | 0.081(0.003)                     | 0.074(0.003) | 0.069(0.003) |
| 1.5   | 0.079(0.003)                  | 0.069(0.003)                  | 0.064(0.002)                     | 0.058(0.002) | 0.060(0.002) |
| 2     | 0.121(0.005)                  | 0.104(0.004)                  | 0.107(0.004)                     | 0.094(0.004) | 0.089(0.003) |
| 2.2   | 0.102(0.004)                  | 0.086(0.003)                  | 0.088(0.003)                     | 0.084(0.004) | 0.078(0.003) |
| 2.5   | 0.089(0.004)                  | 0.082(0.003)                  | 0.075(0.003)                     | 0.074(0.003) | 0.072(0.003) |
### Table 3
Mean absolute error of $\hat{\nu}_n$ for Experiment 3 (standard error within parentheses)

| $\nu$ | $n = 100$ | $n = 200$ | $n = 300$ | $n = 400$ | $n = 500$ |
|-------|-----------|-----------|-----------|-----------|-----------|
| 0.1   | 0.238(0.008) | 0.117(0.004) | 0.068(0.003) | 0.049(0.002) | 0.044(0.002) |
| 0.2   | 0.212(0.008) | 0.131(0.005) | 0.097(0.003) | 0.082(0.003) | 0.053(0.002) |
| 0.5   | 0.174(0.006) | 0.134(0.005) | 0.111(0.004) | 0.118(0.004) | 0.094(0.004) |
| 1     | 0.345(0.011) | 0.242(0.008) | 0.200(0.007) | 0.201(0.006) | 0.166(0.006) |
| 1.2   | 0.468(0.013) | 0.374(0.009) | 0.324(0.008) | 0.284(0.007) | 0.223(0.006) |
| 1.5   | 0.665(0.014) | 0.572(0.009) | 0.502(0.008) | 0.460(0.007) | 0.373(0.006) |
| 2     | 1.022(0.018) | 0.945(0.008) | 0.851(0.007) | 0.785(0.006) | 0.682(0.005) |
| 2.2   | 1.201(0.018) | 1.102(0.008) | 0.995(0.007) | 0.938(0.006) | 0.834(0.005) |
| 2.5   | 1.444(0.019) | 1.353(0.008) | 1.233(0.006) | 1.166(0.006) | 1.062(0.004) |

### Table 4
Mean absolute error of $\hat{\nu}_n^D$ for Experiment 4 (standard error within parentheses)

| $\nu$ | $n = 600$ | $n = 700$ | $n = 800$ | $n = 900$ | $n = 1000$ |
|-------|-----------|-----------|-----------|-----------|-----------|
| 0.1   | 0.039(0.001) | 0.038(0.001) | 0.037(0.001) | 0.032(0.001) | 0.032(0.001) |
| 0.2   | 0.051(0.002) | 0.045(0.002) | 0.044(0.002) | 0.041(0.002) | 0.039(0.001) |
| 0.5   | 0.104(0.004) | 0.092(0.004) | 0.084(0.003) | 0.080(0.003) | 0.083(0.003) |
| 1     | 0.155(0.006) | 0.138(0.005) | 0.127(0.005) | 0.128(0.004) | 0.111(0.004) |
| 1.2   | 0.216(0.006) | 0.189(0.005) | 0.186(0.005) | 0.180(0.005) | 0.152(0.005) |
| 1.5   | 0.368(0.005) | 0.322(0.005) | 0.321(0.005) | 0.283(0.005) | 0.253(0.004) |
| 2     | 0.661(0.005) | 0.608(0.004) | 0.601(0.004) | 0.558(0.004) | 0.531(0.003) |
| 2.2   | 0.816(0.005) | 0.747(0.004) | 0.738(0.004) | 0.702(0.004) | 0.655(0.003) |
| 2.5   | 1.042(0.004) | 0.969(0.004) | 0.964(0.003) | 0.920(0.003) | 0.875(0.003) |
Table 5

Mean absolute error of $\hat{\nu}_n^D$ for Experiment 5 (standard error within parentheses)

| $\nu$ | $n = 100$ | $n = 200$ | $n = 300$ | $n = 400$ | $n = 500$ |
|-------|-----------|-----------|-----------|-----------|-----------|
| 0.1   | 0.077(0.002) | 0.063(0.002) | 0.056(0.002) | 0.048(0.002) | 0.043(0.002) |
| 0.2   | 0.083(0.003) | 0.066(0.002) | 0.049(0.002) | 0.039(0.001) | 0.039(0.002) |
| 0.5   | 0.066(0.003) | 0.047(0.002) | 0.038(0.001) | 0.031(0.001) | 0.029(0.001) |
| 1     | 0.117(0.005) | 0.089(0.004) | 0.071(0.003) | 0.064(0.002) | 0.056(0.002) |
| 1.2   | 0.107(0.004) | 0.074(0.003) | 0.062(0.002) | 0.049(0.002) | 0.043(0.002) |
| 1.5   | 0.083(0.003) | 0.055(0.002) | 0.044(0.002) | 0.039(0.001) | 0.034(0.001) |
| 2     | 0.148(0.005) | 0.101(0.004) | 0.074(0.003) | 0.070(0.003) | 0.057(0.002) |
| 2.2   | 0.134(0.005) | 0.087(0.003) | 0.072(0.003) | 0.053(0.002) | 0.051(0.002) |
| 2.5   | 0.105(0.004) | 0.070(0.003) | 0.050(0.002) | 0.050(0.002) | 0.058(0.002) |

Table 6

Mean absolute error of $\hat{\nu}_n^D$ for Experiment 6 (standard error within parentheses)

| $\nu$ | $n = 100$ | $n = 200$ | $n = 300$ | $n = 400$ | $n = 500$ |
|-------|-----------|-----------|-----------|-----------|-----------|
| 0.1   | 0.036(0.001) | 0.036(0.001) | 0.035(0.001) | 0.033(0.001) | 0.032(0.001) |
| 0.2   | 0.037(0.001) | 0.034(0.001) | 0.030(0.001) | 0.030(0.001) | 0.027(0.001) |
| 0.5   | 0.027(0.001) | 0.023(0.001) | 0.023(0.001) | 0.021(0.001) | 0.021(0.001) |
| 1     | 0.050(0.002) | 0.045(0.002) | 0.044(0.002) | 0.038(0.001) | 0.037(0.001) |
| 1.2   | 0.042(0.001) | 0.040(0.001) | 0.037(0.001) | 0.034(0.001) | 0.031(0.001) |
| 1.5   | 0.031(0.001) | 0.029(0.001) | 0.025(0.001) | 0.026(0.001) | 0.023(0.001) |
| 2     | 0.054(0.002) | 0.050(0.002) | 0.047(0.002) | 0.044(0.002) | 0.046(0.002) |
| 2.2   | 0.049(0.002) | 0.048(0.002) | 0.046(0.002) | 0.054(0.002) | 0.067(0.002) |
| 2.5   | 0.058(0.002) | 0.103(0.004) | 0.067(0.002) | 0.090(0.002) | 0.140(0.003) |
Logarithm of MAE against log(n)

Fig 2. Blue dots depict Logarithm of MAE versus log(n) for Experiments 1-6 with the true smoothness parameter $\nu = 0.5$ and the red lines are the fitted regression lines of the blue dots. The slopes of the fitted regression lines of the stratified design experiments (Experiments 1-3) are close to $-1/3$ and those of the deterministic design experiments (Experiments 4-6) are close to $-1/2$.

Appendix A: Lemma 2 and Lemma 3

**Lemma 2.** Let $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ be a $k+1$ times continuously differentiable function in a neighborhood of the line segment joining the points $a, x \in \mathbb{R}^2$. Then

$$f(x) = \sum_{u_1+u_2 \leq k} \frac{f^{(u_1,u_2)}(a)}{u_1!u_2!} (x_1-a_1)^{u_1} (x_2-a_2)^{u_2}$$

$$+ \sum_{u_1+u_2 = k+1} \frac{(k+1)(x_1-a_1)^{u_1} (x_2-a_2)^{u_2}}{u_1!u_2!}$$

$$\times \int_0^1 (1-t)^k f^{(u_1,u_2)}(a+t(x-a))dt.$$ 

Let $t_1, \ldots, t_n$, be as in (12). Define

$$Q_{i,j} = (\gamma(t_i) - \gamma(t_j))' A(\gamma(t_i), \gamma(t_j))(\gamma(t_i) - \gamma(t_j)), \quad \forall i, j = 1, \ldots, n, \quad (20)$$

where $A(.,.)$ is the matrix in (6).
Lemma 3. Let $M \geq 1$ be an arbitrary but fixed integer and $k, k_1, k_2$ be integers such that $0 \leq k \leq M$, $0 \leq k_1 \leq k_2 \leq M$. Suppose (12) and Condition 3 hold. Then we have the following approximations as $n \to \infty$ uniformly over $1 \leq i \leq n-2$ and $\delta_j \in [0, 1), 1 \leq j \leq n$.

\begin{align*}
d_{i, i+\omega_n, k_1, i+\omega_n, k_2} &= d_{i, i+\omega_n, k_1} - d_{i, i+\omega_n, k_2} + O(\omega_n^3 n^{-3}), \quad (21) \\
d_{i+\omega_n, k_1, i+\omega_n, k_2} &= \frac{\omega_n(k_2 - k_1) L}{n} + O(n^{-1}) + O(\omega_n^3 n^{-3}), \quad (22) \\
Q_{i+\omega_n, k_1, i+\omega_n, k_2} &= d_{i+\omega_n, k_1, i+\omega_n, k_2} \{ \gamma^{(1)}(t_i) \} A(\gamma(t_i), \gamma(t_i)) \gamma^{(1)}(t_i) + O(\omega_n^3 n^{-3}), \quad (23)
\end{align*}

and for any $1 \leq l \leq N$,

\begin{equation}
t_{i+\omega_n, k} - t_i = d_{i, i+\omega_n, k} + \sum_{j=3}^l f_j(t_i) d_{i, i+\omega_n, k} + o(n^{-1}), \quad (24)
\end{equation}

where $Q_{i+\omega_n, k_1, i+\omega_n, k_2}$ is as in (20) and $f_j(t_i), j = 3, \ldots, l$, are polynomials of $\gamma^{(u)}(t_i), u = 1, \ldots, l$.

Proof. Using Taylor’s expansion, it follows from Condition 3 that

\begin{align*}
d^2_{i+\omega_n, k_1, i+\omega_n, k_2} \\
&= \sum_{j=1}^d (\gamma_j(t_{i+\omega_n, k_1}) - \gamma_j(t_{i+\omega_n, k_2}))^2 \\
&= \sum_{j=1}^d \left\{ \gamma^{(1)}_j(t_i) (t_{i+\omega_n, k_1} - t_{i+\omega_n, k_2}) + \frac{\gamma^{(2)}_j(t_i)}{2} (t_{i+\omega_n, k_1} - t_{i+\omega_n, k_2})^2 + O(\omega_n^3 n^{-3}) \right\} \\
&= \left[ \sum_{j=1}^d \{ \gamma^{(1)}_j(t_i) \}^2 (t_{i+\omega_n, k_1} - t_{i+\omega_n, k_2})^2 \\
+ \sum_{j=1}^d \gamma^{(1)}_j(t_i) \gamma^{(2)}_j(t_i) (t_{i+\omega_n, k_1} - t_{i+\omega_n, k_2})^3 + O(\omega_n^4 n^{-4}) \right] \\
&= (t_{i+\omega_n, k_1} - t_{i+\omega_n, k_2})^2 + O(\omega_n^4 n^{-4}),
\end{align*}

where the last equality follows from (7). Taking square root, we have

\begin{equation}
d_{i+\omega_n, k_1, i+\omega_n, k_2} = (t_{i+\omega_n, k_2} - t_{i+\omega_n, k_1}) + O(\omega_n^3 n^{-3}), \quad (25)
\end{equation}

as $n \to \infty$. Setting $k_1 = 0$ in (25), we have

\begin{align*}
d_{i, i+\omega_n, k_1} &= (t_{i+\omega_n, k_1} - t_i) + O(\omega_n^3 n^{-3}), \\
d_{i, i+\omega_n, k_2} &= (t_{i+\omega_n, k_2} - t_i) + O(\omega_n^3 n^{-3}),
\end{align*}
which together with (25) implies (21). (22) follows from (12) and (25) by observing that

\[
\begin{align*}
d_{t+i+\omega_k \rightarrow t+\omega_k} & = (t_{t+i+\omega_k} - t_{t+\omega_k}) + O(\omega_n^2 n^{-3}), \\
& = \left\{ \frac{L(i + \omega_n k - 1 + \delta_{t+i+\omega_k})}{n} - \frac{L(i + \omega_n k_1 - 1 + \delta_{t+i+\omega_k})}{n} \right\} \\
& + O(\omega_n^2 n^{-3}) \\
& = \frac{\omega_n (k_2 - k_1) L}{n} \{ 1 + O(\omega_n^2) \} + O(\omega_n^3 n^{-3}).
\end{align*}
\]

as \( n \to \infty \). (23) follows from the observation that

\[
\begin{align*}
Q_{t+i+\omega_k \rightarrow t+\omega_k} & = \{ \gamma(t_{t+i+\omega_k}) - \gamma(t_{t+\omega_k}) \}' A(\gamma(t_{t+i+\omega_k}), \gamma(t_{t+\omega_k})) \\
& \times \{ \gamma(t_{t+i+\omega_k}) - \gamma(t_{t+\omega_k}) \} \\
& = \{ \gamma(t_{t+i+\omega_k}) - \gamma(t_{t+\omega_k}) \}' A(\gamma(t_{t}), \gamma(t_{t})) + O(\omega_n^3 n^{-3}) \\
& \times \{ \gamma(t_{t+i+\omega_k}) - \gamma(t_{t+\omega_k}) \} \\
& = (t_{t+i+\omega_k} - t_{t+\omega_k})^2 \{ \gamma(t_{t+i}) \}' A(\gamma(t_{t}), \gamma(t_{t})) \gamma(t_{t}) + O(\omega_n^3 n^{-3}),
\end{align*}
\]

as \( n \to \infty \). To show (24), we observe that

\[
\begin{align*}
d_{t+i+\omega_k}^2 & = \| \gamma(t_{t+i+\omega_k}) - \gamma(t_{t+i}) \|^2 \\
& = \sum_{j=1}^{d} \{ \gamma_j(t_{t+i+\omega_k}) - \gamma_j(t_{t+i}) \}^2 \\
& = \sum_{j=1}^{d} \left\{ \sum_{u=1}^{l} \gamma_j(t_{t+i}) \frac{(t_{t+i+\omega_k} - t_{t+i})^u}{u!} \right\}^2 \\
& + \sum_{u=1}^{l} \left\{ \sum_{v=1}^{l} \gamma_j(t_{t+i}) \frac{(t_{t+i+\omega_k} - t_{t+i})^{u+v}}{u!v!} \right\} \\
& = (t_{t+i+\omega_k} - t_{t+i})^2 + \sum_{1 \leq u, v \leq l} \gamma_j(t_{t+i}) \gamma_j(t_{t+i}) \frac{(t_{t+i+\omega_k} - t_{t+i})^{u+v}}{u!v!} \\
& + o(\omega_n^{l+1} n^{-l-1}), \quad (26)
\end{align*}
\]

where \( \langle x, y \rangle \) is the inner product of vectors \( x \) and \( y \). From (26), we have

\[
\begin{align*}
d_{t+i+\omega_k} & = \left\{ (t_{t+i+\omega_k} - t_{t+i})^2 + \sum_{1 \leq u, v \leq l} \gamma_j(t_{t+i}) \gamma_j(t_{t+i}) \frac{(t_{t+i+\omega_k} - t_{t+i})^{u+v}}{u!v!} \right\}
\end{align*}
\]
\[ + o(\omega_n^{l-1} n^{-l-1}) \right)^{1/2} \]

\[ = (t_i + \omega_n k - t_i) \]

\[ \times \left\{ 1 + \frac{1}{2} \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-2}}{u! v!} + o(\omega_n^{l-1} n^{-l-1}) \right\} \]

\[ = (t_i + \omega_n k - t_i) + \frac{1}{2} \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-1}}{u! v!} \]

\[ + o(\omega_n^{l-1} n^{-l}) \]

\[ \frac{1}{8} (t_i + \omega_n k - t_i) \left\{ \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-2}}{u! v!} \right\} \]

\[ + o(\omega_n^{l-1} n^{-l-1}) \right)^2 \]

\[ + \frac{1}{16} (t_i + \omega_n k - t_i) \left\{ \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-2}}{u! v!} \right\} \]

\[ + o(\omega_n^{l-1} n^{-l-1}) \right)^3 \]

\[ + \ldots \]

\[ = (t_i + \omega_n k - t_i) + o(\omega_n^{l-1} n^{-l}) \]

\[ + \sum_{j=1}^l c_j (t_i + \omega_n k - t_i) \left\{ \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-2}}{u! v!} \right\} \]

\[ + o(\omega_n^{l-1} n^{-l-1}) \right)^j \]

\[ = (t_i + \omega_n k - t_i) + o(\omega_n^{l-1} n^{-l}) \]

\[ + \sum_{j=1}^l c_j (t_i + \omega_n k - t_i) \left\{ \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-2}}{u! v!} \right\} \]

\[ + \ldots \]

where \( c_j \) are constants originating from the coefficients of the Taylor expansion of the function \( x \mapsto \sqrt{1 + x} \). This further yields

\[ t_i + \omega_n k - t_i \]

\[ = d_{i,i + \omega_n k} + o(\omega_n^{l-1} n^{-l}) \]

\[ - \sum_{j=1}^l c_j (t_i + \omega_n k - t_i) \left\{ \sum_{1 \leq u, v \leq l, u + v \geq 4} \langle \gamma(u)(t_i) \rangle \langle \gamma(v)(t_i) \rangle \frac{(t_i + \omega_n k - t_i)^{u+v-2}}{u! v!} \right\} \]

\[ = d_{i,i + \omega_n k} + \sum_{j=3}^l g_j (t_i + \omega_n k - t_i)^j + o(\omega_n^{l-1} n^{-l}), \quad (27) \]
where $g_j(t_i), j = 3, \ldots, l$, are polynomials of $\gamma^{(u)}(t_i), u = 1, \ldots, l$. By iteratively replacing $t_{i+\omega_n} - t_i$ by $d_{i,i+\omega_n} + \sum_{j=3}^{l} g_j(t_i)(t_{i+\omega_n} - t_i)^j + o(\omega_n^j n^{-j})$ in (27), we obtain

$$t_{i+\omega_n} - t_i = d_{i,i+\omega_n} + \sum_{j=3}^{l} f_j(t_i)d_{i,i+\omega_n}^j + o(\omega_n^j n^{-j}),$$

as $n \to \infty$. This proves Lemma 3.

\appendix
\section*{Appendix B: Proofs of Propositions 1 to 3}

\subsection*{Proof of Proposition 1}
Let $x = (x_1, \ldots, x_d)^T, y = (y_1, \ldots, y_d)^T$. We observe that when $\nu \notin \mathbb{Z}_+$, $\mathcal{K}_\nu(x,y)$ in (3) can be written as in (5) with

$$\rho_0(x,y) = \sigma_{xy}^2 \sum_{k=0}^{\infty} \frac{\nu^k Q_{\mathcal{K}_\nu}^k(x,y)}{k!} \prod_{i=1}^{\nu} (1 - i)^{\nu - 1} \log(\nu Q_{\mathcal{K}_\nu}^k(x,y)) \sum_{k=1}^{\infty} \frac{\nu^{k+\nu} Q_{\mathcal{K}_\nu}^{k+\nu}}{k!(k + \nu)!} \log(\nu Q_{\mathcal{K}_\nu}^k(x,y)) + \frac{(-1)^{\nu+1}}{2}\nu^{\nu-1} Q_{\mathcal{K}_\nu}^\nu \log(\nu) + \frac{(-1)^{\nu-1}}{2}\nu^{\nu-1} Q_{\mathcal{K}_\nu}^\nu \log(\nu) + \frac{(-1)^{\nu}}{2}\sum_{k=0}^{\nu} (-1)^k \frac{(\nu - k - 1)!}{k!} (\nu Q_{\mathcal{K}_\nu}^k(x,y))^{2k} + \frac{(-1)}{2}\sum_{k=0}^{\nu} \frac{\nu^{k+\nu} Q_{\mathcal{K}_\nu}^{k+\nu}}{k!(k + \nu)!} \log(\nu Q_{\mathcal{K}_\nu}^k(x,y)),$$

$$\beta_\nu(x,y) = \frac{2\sigma_{xy}^2}{(\nu - 1)!} \nu^{\nu+1} Q_{\mathcal{K}_\nu}^\nu \log(\nu) \log(\nu Q_{\mathcal{K}_\nu}^\nu(x,y)) + \frac{(-1)^{\nu+1}}{2}\nu^{\nu-1} Q_{\mathcal{K}_\nu}^\nu \log(\nu) + \frac{(-1)^{\nu-1}}{2}\nu^{\nu-1} Q_{\mathcal{K}_\nu}^\nu \log(\nu) + \frac{(-1)}{2}\sum_{k=0}^{\nu} \frac{\nu^{k+\nu} Q_{\mathcal{K}_\nu}^{k+\nu}}{k!(k + \nu)!} \log(\nu Q_{\mathcal{K}_\nu}^k(x,y)),$$

$$A(x,y) = \left(\frac{\Sigma_x + \Sigma_y}{2}\right)^{-1},$$

$$Q_{\mathcal{K}_\nu}^\nu \log(\nu Q_{\mathcal{K}_\nu}^\nu(x,y)) = \mathcal{G}_{\nu}(\sqrt{(x-y)^T A(x,y)(x-y)}).$$
In both of the above cases,
\[
Q_{x,y} = (x - y)' \left( \frac{\Sigma_x + \Sigma_y}{2} \right)^{-1} (x - y),
\]
\[
\sigma_{x,y}^2 = \left| \Sigma_x \right|^{1/4} \left| \Sigma_y \right|^{1/4} \left| \frac{\Sigma_x + \Sigma_y}{2} \right|^{-1/2} \sigma^2.
\]
(33)

The latter is as in (2). We observe that
\[
\left( \frac{\Sigma_x + \Sigma_y}{2} \right)^{-1} = \frac{2}{\left| \Sigma_x + \Sigma_y \right|} A(x, y),
\]
where \(A(x, y)\) is the adjugate of \((\Sigma_x + \Sigma_y)\). The \((i,j)\)th entry of \(A(x, y)\) is the \((j, i)\)th cofactor of \((\Sigma_x + \Sigma_y)\) and is therefore a polynomial of the entries of the matrix \((\Sigma_x + \Sigma_y)\). Then \(Q_{x,y} = 2|{\Sigma_x + \Sigma_y}|^{-1} (x - y)' A(x, y) (x - y)\).

In the following, we let \(D \subset \mathbb{R}^{2d}\) be an arbitrary compact set and \(D_0 = D \setminus \{(x, y) : x = y\}\). We note that there exist \(\psi_{\min,D}, \psi_{\max,D} > 0\) such that
\[
\psi_{\min,D} \|x - y\|^2 \leq (x - y)' A(x, y) (x - y) \leq \psi_{\max,D} \|x - y\|^2
\]
for all \((x, y) \in D\), where \(\psi_{\min,D}, \psi_{\max,D}\) can be chosen as the positive lower bound of the smallest eigenvalue of \(A(x, y)\) and upper bound of the largest eigenvalue of \(A(x, y)\) respectively. For \(\alpha \in [0, \infty)\), define
\[
\xi_{\alpha}(x, y) = |\Sigma_x|^{1/4} |\Sigma_y|^{1/4} |\Sigma_x + \Sigma_y|^{-\alpha/2},
\]
\[
\hat{Q}(x, y) = (x - y)' A(x, y) (x - y),
\]
\[
\tilde{Q}_{\alpha}(x, y) = \{\hat{Q}(x, y)\}^{\alpha},
\]
\[
Q_{\alpha}(x, y) = \xi_{\alpha}(x, y) \left\{ \sum_{1 \leq i_1, i_2 \leq d} P_{i_1, i_2} (x_{i_1} - y_{i_1}) (x_{i_2} - y_{i_2}) \right\}^{\alpha},
\]
where \(P_{i_1, i_2}\) is a polynomial of entries of \(\Sigma_x\) and \(\Sigma_y\).

Since \(\Sigma_x\) is positive definite and \(N\) times continuously differentiable over \(\mathbb{R}^d\), there exist positive constants \(C_D\) and \(\tilde{C}_D\) such that \(\tilde{C}_D \leq |\Sigma_x|, |\Sigma_y|, |\Sigma_x + \Sigma_y| \leq C_D\) for all \((x, y) \in D\). Let \(C_{M,D}\) be a positive constant depending on \(M\) and \(D\) whose value may be different from line to line. Then, we can see that, for any positive integer \(M \leq N\) such that \(\sum_{i=1}^d (u_i + v_i) = M\),
\[
|\xi_{\alpha}^{(u_1, \ldots, u_d; v_1, \ldots, v_d)}(x, y)| \leq C_{M,D}^{\alpha + 1} \quad \forall \alpha \in [0, \infty), (x, y) \in D.
\]

Applying similar arguments that prove \(\bar{\rho}_0(\cdot, \cdot) \in C^{2|\nu| - 1}(\mathbb{R}^2)\) in Proposition 3, it is not difficult to show that \(\rho_0(\cdot, \cdot) \in C^{2|\nu| + 1}(\mathbb{R}^{2d})\). The details are omitted here.
Next we compute appropriate bounds on the partial derivatives of \( \rho_0(x, y) \). We observe that the leading term in \( Q^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}_\alpha(x, y) \) has the same order as that of \( \tilde{Q}_\alpha^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}(x, y) \), which satisfies

\[
\tilde{Q}_\alpha^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}(x, y) \\
\leq \begin{cases} 
C_{M,D}^{\alpha+1} \|x - y\|^{2\alpha - M} & \forall (x, y) \in D_0 \\
\alpha \in \mathbb{Z} \text{ and } 2\alpha \leq M, \\
C_{M,D}^{\alpha+1} & \forall (x, y) \in D
\end{cases}
\]

(34)

where the constant \( C_{M,D} \) is independent of \( \alpha \). Consequently,

\[
Q^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}_\alpha(x, y) \\
\leq \begin{cases} 
C_{M,D}^{\alpha+1} \|x - y\|^{2\alpha - M} & \forall (x, y) \in D_0 \\
\alpha \in \mathbb{Z} \text{ and } 2\alpha \leq M, \\
C_{M,D}^{\alpha+1} & \forall (x, y) \in D
\end{cases}
\]

(35)

When \( \nu \notin \mathbb{Z}_+ \), we observe from (28) that \( \rho_0(x, y) \) can be expressed as

\[
\rho_0(x, y) = \sum_{k=0}^{\infty} c_k Q_k(x, y) + \sum_{k=1}^{\infty} \tilde{c}_k Q_{k+\nu}(x, y),
\]

where \( c_k, \tilde{c}_k \) are constant coefficients such that for any \( M \) and compact \( D \), \( \sum_{k=0}^{\infty} |c_k| C_{M,D}^{k+1} \) and \( \sum_{k=1}^{\infty} |\tilde{c}_k| C_{M,D}^{k+\nu} \) both converge. Taking derivatives, we obtain

\[
|Q^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}_\alpha(x, y)| \\
\leq \begin{cases} 
\sum_{k=0}^{\infty} |c_k| \|Q^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}_k(x, y)| + \sum_{k=1}^{\infty} |\tilde{c}_k| \|Q^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}_{k+\nu}(x, y)| \\
\forall (x, y) \in D
\end{cases}
\]

(36)

When \( \nu \in \mathbb{Z}_+ \), we have

\[
\rho_0(x, y) = \sum_{k=0}^{\infty} c_k Q_k(x, y) + \sum_{k=1}^{\infty} \tilde{c}_k Q_{k+\nu}(x, y) \log(|\tilde{Q}(x, y)| - \log(|x| + |y|)).
\]

Let \( \mathcal{Q}_{k+\nu}(x, y) = Q_{k+\nu}(x, y) \log(|\tilde{Q}(x, y)|) \}. \) By applying similar arguments leading to (34) and (35), it follows that

\[
|Q^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}_{k+\nu}(x, y)| \\
\leq \begin{cases} 
C_{M,D}^{k+\nu} & \forall (x, y) \in D \\
\log(|x| + 1) + 1 & \forall (x, y) \in D_0 \\
C_{M,D}^{k+\nu} & \|x - y\|^{2(k+\nu) - M} \forall (x, y) \in D_0
\end{cases}
\]

(36)

Since \( k+\nu \) is an integer and \( \Sigma_x \) is positive definite and \( M \) times continuously differentiable, the partial derivatives of the term \( Q_k \) and \( Q_{k+\nu}(x, y) \log(|\Sigma_x + \Sigma_y|) \)
up to $M$th-order are bounded by $C_{M,D}^{k+1}$ and $C_{M,D}^{k+\nu}$ respectively for all $(x,y) \in D$. Moreover for any $M$ and compact $D$, $\sum_{k=0}^{\infty} |c_k|C_{M,D}^{k+1}$ and $\sum_{k=1}^{\infty} |\delta_k|C_{M,D}^{k+\nu}$ both converge when $\nu \in \mathbb{Z}_+$. Thus we have
\[
|\rho_0^{(u_1, \ldots, u_d, v_1, \ldots, v_d)}(x,y)| \leq \begin{cases} 
C_{M,D} \quad \forall (x,y) \in D & \text{if } M/2 < \nu + 1, \\
C_{M,D} \log(\|x - y\| + 1) \quad \forall (x,y) \in D_0 & \text{if } M/2 = \nu + 1, \\
C_{M,D}\|x - y\|^{2\nu + 2 - M} \quad \forall (x,y) \in D_0 & \text{if } M/2 > \nu + 1.
\end{cases}
\]

This shows that the $\rho_0(x,y)$ part of $K_P(x,y)$ in (1) satisfies the bound in Condition 2. The $N$ times continuously differentiability conditions on $\beta_{\nu}(.,.)$ and $A(.,.)$ follows from (29), (30), (31), (32) and (33). This proves Proposition 1.

**Proof of Proposition 2**

Differentiating $\tilde{\rho}_0(x,y)$ using the chain rule, we observe that $\rho_0^{(u,v)}(x,y)$ can be expressed as a polynomial in the indeterminates $\rho_0^{(u,v)}(\gamma(x), \gamma(y))$ and $\gamma^{(k)}(x)$, $\gamma^{(k)}(y)$ for $u + v = 1, \ldots, M$, $k = 1, \ldots, M$. From the assumption that $\gamma(,)$ is an $N$ times differentiable simple curve, it follows that $\gamma^{(k)}(x), k = 1, \ldots, M$, are all bounded uniformly for $x \in [0,L]$. Therefore, the conclusion that $\tilde{\rho}_0(.,.) \in C^{[2\nu]+1}(\mathbb{R}^2)$ follows directly from Condition 2 and the chain rule.

To show the required bounds on $\tilde{K}^{(u,v)}(x,y)$, it suffices to show the same bounds on $\rho_0^{(u,v)}(x,y)$ when $x - y$ is close to 0. When $\nu \notin \mathbb{Z}_+$, the desired bounds follow from (42) and (8) that $|x - y|$ is of the same order as $\|\gamma(x) - \gamma(y)\|$ when $x - y \to 0$. When $\nu \in \mathbb{Z}_+$, the first bound of (12) and the first bound of (13) follow from (44), and the second bound of (13) follows from similar arguments leading to (44) and the observation that when $M/2 > \nu$, the leading term no longer has log terms and is of the same order as $|x - y|^{2\nu - M}$ (and thus is of the same order as $\|\gamma(x) - \gamma(y)\|^{2\nu - M}$). This proves Proposition 2.

**Proof of Proposition 3**

We show in the order (i) $\rightarrow$ (iii) $\rightarrow$ (iv) $\rightarrow$ (ii). Since $N$ is large, it suffices to consider the Gaussian random field $X(t) - m(t)$. Therefore, we assume without loss of generality in the following that $E\{X(t)\} = 0$ for all $t \in \mathbb{R}^d$.

**Proof of (i).** We observe from Lemma 7 that to prove (i), it suffices to show that $\tilde{K}(.,.) \in C^{[2\nu]-1}(\mathbb{R}^2)$ and
\[
\lim_{(h,l) \to (0,0)} (hl)^{-1} \left\{ \tilde{K}^{([\nu]-1,[\nu]-1)}(t + h, t + l) - \tilde{K}^{([\nu]-1,[\nu]-1)}(t, t + l) - \tilde{K}^{([\nu]-1,[\nu]-1)}(t + h, t) + \tilde{K}^{([\nu]-1,[\nu]-1)}(t, t) \right\} (37)
\]
does not exist for any $t \in \mathbb{R}$. We recall that $\tilde{\rho}_0(x,y) = \rho_0(\gamma(x), \gamma(y))$ and $\tilde{\rho}_{\nu}(x,y) = \rho_{\nu}(\gamma(x), \gamma(y))$. According to the differentiability assumption of $\rho_0$ in Condition 2, to show $\tilde{K}(.,.) \in C^{[2\nu]-1}(\mathbb{R}^2)$ and (37) does not exist, it suffices to show that $\tilde{\rho}_{\nu}(.,.) \in C^{[2\nu]-1}(\mathbb{R}^2)$ and
\[
\lim_{h \to 0} h^{-2} \left\{ \tilde{\rho}_{\nu}^{([\nu]-1,[\nu]-1)}(t + h, t + t) - \tilde{\rho}_{\nu}^{([\nu]-1,[\nu]-1)}(t + h, t) \right\}
\]
Smoothness estimation

\[-\hat{\rho}^{(\nu)}_{\nu}[-1,\nu](t, t + h) + \hat{\rho}^{(\nu)}_{\nu}[-1,\nu](t, t)\]  

(38)

does not exist. In particular, we shall prove that (38) diverges to either \(-\infty\) or \(+\infty\). The proof for \(\nu \leq 1\) is straightforward and we assume \(\nu > 1\) in the following. First, we introduce some notation. Let \(x, y, t \in \mathbb{R}\) and define

\[\Psi_x = \{\gamma^{(1)}(x)\}'A(\gamma(x), \gamma(x))\gamma^{(1)}(x),\]

\[Q := Q(x, y) = \{\gamma(x) - \gamma(y)\}'A(\gamma(x), \gamma(y))\{\gamma(x) - \gamma(y)\},\]

\[\hat{\beta} := \hat{\beta}(x, y) = \beta_{\nu}(\gamma(x), \gamma(y)).\]

\[\hat{\beta}_x = \beta_{\nu}(\gamma(x), \gamma(x)).\]

We observe that \(\tilde{\beta}, Q \in C^N(\mathbb{R}^2)\) by assumption and \(\Psi_x > 0\) for all \(x \in \mathbb{R}\) since \(\gamma^{(1)}(x)\) is a unit length vector and \(A(\gamma(x), \gamma(x))\) is a positive definite matrix. In the following, we focus on a bounded open set, say \(U \subset \mathbb{R}\), and derive some asymptotic results on the partial derivatives of \(\hat{\rho}_{\nu}\) when \(x, y\) are close together in \(U\). Then, by saying \(x - y = 0\), we mean \(x - y\) tends to 0 with \(x, y\) restricted to \(U\) and \(x \neq y\). All the \(o(.)\), \(O(.)\) terms below are uniform for all \(x, y\) in \(U\) as \(x - y \to 0\). We observe that as \(x - y \to 0\),

\[\begin{align*}
Q & = \Psi_x(x - y)^2 + o(|x - y|^2), \\
Q^{(1,0)} & = 2\{\gamma^{(1)}(x)\}'A(\gamma(x), \gamma(y))\{\gamma(x) - \gamma(y)\} + \{\gamma(x) - \gamma(y)\}'\{\gamma(x) - \gamma(y)\} \\
& = 2\{\gamma^{(1)}(x)\}'A(\gamma(x), \gamma(x))\gamma^{(1)}(x)(x - y) + o(|x - y|) \\
& = 2\Psi_x(x - y) + o(|x - y|), \\
Q^{(0,1)} & = -2\Psi_x(x - y) + o(|x - y|), \\
Q^{(1,1)} & = -2\Psi_x + o(1), \\
Q^{(2,0)} & = 2\Psi_x + o(1), \\
Q^{(2,2)} & = 2\Psi_x + o(1), \\
Q^{(u,v)} & = O(1), \quad \forall 3 \leq u + v \leq N.
\end{align*}\]

Case 1. Suppose \(\nu \notin \mathbb{Z}_+\). We see that \(\hat{\rho}_{\nu}(.,.)\) is \(N\) times continuously differentiable at every point \((x, y)\) for \(x \neq y\). Differentiating \(\hat{\rho}_{\nu}(x, y)\) for \(x \neq y\), we obtain

\[\begin{align*}
\hat{\rho}_{\nu}^{(1,0)}(x, y) & = \nu\tilde{\beta}Q^{\nu-1}Q^{(1,0)} + \cdots, \\
\hat{\rho}_{\nu}^{(0,1)}(x, y) & = \nu\tilde{\beta}Q^{\nu-1}Q^{(0,1)} + \cdots, \\
\hat{\rho}_{\nu}^{(1,1)}(x, y) & = \nu(\nu - 1)\tilde{\beta}Q^{\nu-2}Q^{(1,0)}Q^{(0,1)} + \nu\tilde{\beta}Q^{\nu-1}Q^{(1,1)} + \cdots, \\
\hat{\rho}_{\nu}^{(2,0)}(x, y) & = \nu(\nu - 1)\tilde{\beta}Q^{\nu-2}\{Q^{(1,0)}\}^2 + \nu\tilde{\beta}Q^{\nu-1}Q^{(2,0)} + \cdots, \\
\hat{\rho}_{\nu}^{(2,2)}(x, y) & = \nu(\nu - 1)\tilde{\beta}Q^{\nu-2}\{Q^{(0,1)}\}^2 + \nu\tilde{\beta}Q^{\nu-1}Q^{(0,2)} + \cdots, \\
\hat{\rho}_{\nu}^{(2,1)}(x, y) & = \nu(\nu - 1)\tilde{\beta}Q^{\nu-2}Q^{(2,0)}Q^{(0,1)} + 2\nu(\nu - 1)\tilde{\beta}Q^{\nu-2}Q^{(1,0)}Q^{(1,1)} \\
& + \nu(\nu - 1)(\nu - 2)\tilde{\beta}Q^{\nu-3}\{Q^{(1,0)}\}^2Q^{(0,1)} + \cdots, \\
\hat{\rho}_{\nu}^{(1,2)}(x, y) & = \nu(\nu - 1)\tilde{\beta}Q^{\nu-2}Q^{(1,0)}Q^{(0,2)} + 2\nu(\nu - 1)\tilde{\beta}Q^{\nu-2}Q^{(0,1)}Q^{(1,1)}.
\end{align*}\]
$\hat{\rho}_\nu^{(2,2)}(x, y) = \nu(\nu - 1)(\nu - 2)\beta Q^{\nu-3}Q^{(1,0)}(Q^{(0,1)})^2 + \cdots$

\[ = \nu(\nu - 1)(\nu - 2)(\nu - 3)\beta Q^{\nu-4}(Q^{(1,0)})^2\{Q^{0(1)}\}^2 + 4\nu(\nu - 1)(\nu - 2)\beta Q^{\nu-3}(Q^{(1,0)}Q^{(0,1)}) + 2\nu(\nu - 1)\beta Q^{\nu-2}Q^{(2,0)}Q^{(0,2)} + 2\nu(\nu - 1)\beta Q^{\nu-2}\{Q^{(1,1)}\}^2 + \cdots \quad (40) \]

where \(\cdots\) represents the negligible terms as \(x - y \to 0\).

We observe from (39) that as \(x - y \to 0\), \(|\hat{\rho}_\nu(x, y)| \simeq |x - y|^{2\nu}\) since \(|\hat{\beta}| > 1\), \(Q \simeq |x - y|^2\), each first-order partial derivative of \(Q\) has the same order as \(|x - y|\) and each second and higher-order partial derivative has the same order as 1. From this observation and (40), we conclude that when a differentiation occurs on either \(x\) or \(y\) occurs on one of the terms \(Q, Q^{(1,0)}, Q^{(0,1)}\) the order of the resulting term decreases by \(|x - y|\) but if the differentiation occurs on \(\hat{\beta}\) or \(Q^{(u,v)}\) with \(u + v \geq 2\), then the resulting term has the same order as the original term. For example, when we are differentiating \(\nu\beta Q^{\nu-1}Q^{(1,1)}\) with respect to \(x\), we have

\[
\frac{\partial}{\partial x}\{\nu\beta Q^{\nu-1}Q^{(1,1)}\} = \nu\beta Q^{(1,0)}Q^{\nu-1}Q^{(1,1)} + \nu(\nu - 1)\beta Q^{\nu-2}Q^{(1,0)}Q^{(1,1)} + \nu\beta Q^{\nu-1}Q^{(2,1)}. \quad (41)
\]

The three terms in the right hand side of (41) are of order \(|x - y|^{2\nu - 2}\), \(|x - y|^{2\nu-3}\) and \(|x - y|^{2\nu-2}\) respectively. This indicates that as \(x - y \to 0\),

\[\nu\beta Q^{(1,0)}Q^{\nu-1}Q^{(1,1)} \quad \text{and} \quad \nu\beta Q^{\nu-1}Q^{(2,1)}\]

are negligible compared to

\[\nu(\nu - 1)\beta Q^{\nu-2}Q^{(1,0)}Q^{(1,1)}.\]

This shows that for any \(u, v \in \mathbb{Z}_+\) such that \(u + v \leq N\) as \(x - y \to 0\), the leading terms of \(\hat{\rho}_\nu^{(u,v)}(x, y)\) are those for which the differentiation only occurred on \(Q, Q^{(1,0)}, Q^{(0,1)}\). This implies that for any \(u, v \in \mathbb{Z}_+\) such that \(u + v \leq N\),

\[\hat{\rho}_\nu^{(u,v)}(x, y) = \beta \frac{\partial^{u+v}}{\partial x^u \partial y^v}Q^{\nu} + \cdots,\]

as \(x - y \to 0\), where \(\cdots\) represents the negligible terms. If we continue differentiating \(\hat{\rho}_\nu(x, y)\), \(x \neq y\), we observe from (39) that

\[\hat{\rho}_\nu^{(u,v)}(x, y) = c_0\beta Q^{\nu-u-v}\{2^{u+v}\Psi_x^{u+v}(x - y)^{u+v} + o(|x - y|^{u+v})\} + c_1\beta Q^{\nu-u-v+1}\{2^{u+v-1}\Psi_x^{u+v-1}(x - y)^{u+v-2} + o(|x - y|^{u+v-1})\} + c_2\beta Q^{\nu-u-v+2}\{2^{u+v-2}\Psi_x^{u+v-2}(x - y)^{u+v-4} + o(|x - y|^{u+v-2})\}.\]
Smoothness estimation

\[ + \ldots + c_{[(u+v)/2]} \beta Q^v \int \{ 2^{[(u+v)/2]} \Psi_x [(u+v)/2] \times (x-y)^{u+v-2[(u+v)/2]} + o(|x-y|^{u+v-2[(u+v)/2]}) \} + o(|x-y|^{2\nu-u-v}) = \beta \sum_{k=0}^{[(u+v)/2]} [c_k 2^{u+v-k} Q^{v-u-v+k} \Psi_x^{u+v-k} (x-y)^{u+v-2k}] + o(|x-y|^{2\nu-u-v}) + \frac{\beta |x-y|^{2\nu} \Psi_x}{(x-y)^{u+v}} \sum_{k=0}^{[(u+v)/2]} c_k 2^{u+v-k} + o(1), \forall u, v \in \mathbb{Z}_+, u + v \leq N, \]

as \( x - y \to 0 \), where \( c_0, \ldots, c_{[(u+v)/2]} \) are constant coefficients depending on \( \nu \) only. In particular, the term

\[ \sum_{k=0}^{[(u+v)/2]} c_k 2^{u+v-k} \]

can be evaluated explicitly by specifying the matrix \( A \) and the curve \( \gamma(t) \) in \( Q \) to special values. Considering the case where the dimension \( d = 1 \), let \( A \) be the identity matrix and \( \gamma(t) \) be the identity map. Then differentiating \( Q^\nu \) at \((x,y)\) with \( x > y \), we obtain

\[ \frac{\partial^{u+v}}{\partial x^u \partial y^v} Q^\nu = \frac{\partial^{u+v}}{\partial x^u \partial y^v} (x-y)^{2\nu} = (-1)^v \left\{ \prod_{k=0}^{u+v-1} (2\nu-k) \right\} (x-y)^{2\nu-u-v}, \]

which implies that

\[ \sum_{k=0}^{[(u+v)/2]} c_k 2^{u+v-k} = (-1)^v \left\{ \prod_{k=0}^{u+v-1} (2\nu-k) \right\}. \tag{43} \]

Next we shall prove that \( \tilde{\rho}_\nu(x,.) \in C^{[2\nu]-1}(\mathbb{R}^2) \). We observe from (42) that \( \tilde{\rho}_\nu(x,.) \to 0 \) as \( x - y \to 0 \) given \( u + v \leq [2\nu] - 1 \). Therefore, to show \( \tilde{\rho}_\nu(x,.) \in C^{[2\nu]-1}(\mathbb{R}^2) \), we only need to show \( \tilde{\rho}_\nu(x,.) \) exists and equals to 0. We use induction to show the result. Observe that

\[ \lim_{h \to 0} \frac{\tilde{\rho}_\nu(x,x+h) - \tilde{\rho}_\nu(x,x)}{h} = \lim_{h \to 0} \frac{\tilde{\rho}_\nu(x+h,x) - \tilde{\rho}_\nu(x,x)}{h} = \lim_{h \to 0} h^{-1} \beta (Q(x+h,x))^{\nu} = \lim_{h \to 0} h^{-1} \{ \beta \partial_x + o(1) \} \{ \Psi_x h^2 + o(h^2) \}^{\nu} = 0. \]

Now suppose \( \tilde{\rho}_\nu^{[(u,v)]}(x,x) \) exists and equals to 0. We verify that the same holds for \( \tilde{\rho}_\nu^{[(u+1,v)]}(x,x) \) and \( \tilde{\rho}_\nu^{[(u,v+1)]}(x,x) \) provided \( u + v \leq [2\nu] - 2 \). We observe from (42) and (43) that

\[ \lim_{h \to 0} \frac{\tilde{\rho}_\nu^{[(u,v)]}(x+h,x) - \tilde{\rho}_\nu^{[(u,v)]}(x,x)}{h} = 0. \]
For \( \tilde{\rho}_\nu^{(u,v+1)}(x,x) \), the result follows similarly. This completes the proof that \( \tilde{\rho}_\nu^{(u,v)}(x,x) \) exists and equals to 0 when \( u + v \leq [2\nu] - 1 \). Since \( x \) can be any real number, \( \tilde{\rho}_\nu(., .) \in C^{[2\nu]-1}(\mathbb{R}^2) \) follows.

Now we show (38) diverges to \( \infty \), where \( \infty \) can be either \( +\infty \) or \( -\infty \) depending on \( \nu \). By using the result \( \tilde{\rho}_\nu^{(u,v)}(x,x) = 0 \) for all \( x \in \mathbb{R} \) and \( u + v \leq [2\nu] - 1 \), we obtain

\[
\lim_{h \to 0} h^{-1} \left\{ \frac{\tilde{\beta}_x + o(1)}{h^{2\nu}} \right\} |h|^{2\nu} \Psi_x^\nu \left\{ (-1)^v \prod_{k=0}^{u+v-1} (2\nu - k) + o(1) \right\} = 0.
\]

as \( h \to 0 \) since \( \nu \notin \mathbb{Z}_+ \).

CASE 2. Suppose \( \nu \in \mathbb{Z}_+ \). Then for any \( u, v \in \mathbb{Z}_+ \) such that \( u + v \leq 2\nu \), we observe that

\[
\tilde{\rho}_\nu^{(u,v)}(x,y) = \tilde{\beta} \left( \frac{\partial^{u+v}}{\partial x^u \partial y^v} Q^\nu \right) \log Q + \ldots,
\]

as \( x - y \to 0 \), where \( \ldots \) represents negligible terms. Using arguments similar to the \( \nu \notin \mathbb{Z}_+ \) case, we observe that

\[
\tilde{\rho}_\nu^{(u,v)}(x,y) = \tilde{\beta} \left( \frac{\partial^{u+v}}{\partial x^u \partial y^v} Q^\nu \right) \log Q + \ldots
\]

as \( x - y \to 0 \). The final result follows from the same remaining steps as for the \( \nu \notin \mathbb{Z}_+ \) case. This completes the proof of (i).

PROOF OF (iii). The result follows from choosing the curve \( \gamma(t) \) in (i) to be each axis of \( \mathbb{R}^d \).

PROOF OF (iv). We observe from Corollary 1.15(b) of [4] that \( X(t) \) has an equivalent version with a continuous path on \( T \) provided

\[
\text{Var}\{X(t + h) - X(t)\} \leq \frac{C}{\log \|h\|^r}, \quad (45)
\]

for all \( t \) and \( h = (h_1, \ldots, h_d)' \) with \( \|h\| \) sufficiently small. Here \( r > 3 \) and \( C > 0 \) are constants. One can see that (45) is equivalent to

\[
K(t + h, t + h) - 2K(t + h, t) + K(t, t) \leq \frac{C}{\log \|h\|^r}. \quad (46)
\]
Let $a = (a_1, \ldots, a_{2d})'$ where the $a_i$'s are nonnegative integers and $|a| = \sum_{i=1}^{2d} a_i$. We define

$$K^{(a)}(x, y) = \frac{\partial^{|a|}}{\prod_{i=1}^{2d} \partial_{z_i}} K(x, y),$$

where $x_j = z_j$ and $y_j = z_{j+d}$, $j = 1, \ldots, d$. Denote $e_i = (0, \ldots, 1, \ldots, 0)'$ as the $i$th standard basis of $\mathbb{R}^{2d}$. We define $j = 1, \ldots, 2d$.

**Case 1.** Suppose $\nu > 1$. Let $\dot{X}_t(t)$ denote the first-order mean square partial derivative of $X(t)$ in the direction of $e_i$. First, we check that for any bounded open set $T \subset \mathbb{R}^{2d}$, $\dot{X}_t(t)$ when restricted on $T$ has an equivalent version $\dot{X}_t(t)$ which possesses, with probability 1, a continuous sample path. From Lemma 7, we observe that the covariance function of $\dot{X}_t(t)$ is $K^{(e_i, e_i + e_d)}(x, y)$. It follows from the condition $\rho_0(x, y) \in C^{[2\nu]+1}(\mathbb{R}^{2d})$ that

$$\rho_0^{(e_i, e_i + e_d)}(t + h, t + h) - 2\rho_0^{(e_i, e_i + e_d)}(t, t) = \rho_0^{(e_i, e_i + e_d)}(t, t) - \rho_0^{(e_i, e_i + e_d)}(t + h, t + h) - \rho_0^{(e_i, e_i + e_d)}(t + h, t) + \rho_0(t, t)$$

$$= \int_0^1 \sum_{u=1}^d \rho_0^{(e_i, e_i + e_u)}(t + s_1 h, t + h) h_u ds_1$$

$$- \int_0^1 \sum_{u=1}^d \rho_0^{(e_i, e_i + e_u)}(t + s_1 h, t) h_u ds_1$$

$$= \int_0^1 \sum_{u=1}^d \left\{ \rho_0^{(e_i, e_i + e_u)}(t + s_1 h, t + h) - \rho_0^{(e_i, e_i + e_u)}(t + s_1 h, t) \right\} h_u ds_1$$

$$= \int_0^1 \int_0^1 \sum_{u=1}^d \rho_0^{(e_i, e_i + e_u)}(t + s_1 h, t + s_2 h) h_{u_1} h_{u_2} ds_1 ds_2$$

$$= O(||h||^2), \quad (47)$$

as $||h|| \to 0$ uniformly for all $t \in T$.

For $\rho_\nu^{(e_i, e_i + e_d)}$, we see that the leading term of $\rho_\nu^{(e_i, e_i + e_d)}(x, y)$ has the same order as

$$\begin{cases} 
||x - y||^{2\nu-2} & \text{if $\nu \notin Z_+$}, \\
||x - y||^{2\nu-2} \{\log(||x - y||) + 1\} & \text{if $\nu \in Z_+$.}
\end{cases}$$

Consequently,

$$\rho_\nu^{(e_i, e_i + e_d)}(t + h, t + h) - 2\rho_\nu^{(e_i, e_i + e_d)}(t, t) = \rho_\nu^{(e_i, e_i + e_d)}(t, t)$$

$$= \begin{cases} 
O(1)||h||^{2\nu-2} & \text{if $\nu \notin Z_+$}, \\
O(1)||h||^{2\nu-2} \{\log(||h||) + 1\} & \text{if $\nu \in Z_+$.} \quad (48)
\end{cases}$$

\text{Smoothness estimation}
Let $\mathbf{r} \in T$. We have from Cauchy-Schwarz inequality that as $h \to 0$,

$$
\mathbb{E}\left|X(\mathbf{r})\dot{X}_1(\mathbf{t}) - X(\mathbf{r}) \frac{X(t + he_1) - X(t)}{h}\right| 
\leq \sqrt{\mathbb{E}[\{X(\mathbf{r})\}^2]} \sqrt{\mathbb{E}\left[\left\{\dot{X}_1(\mathbf{t}) - \frac{X(t + he_1) - X(t)}{h}\right\}^2\right]} \to 0.
$$

which implies

$$
\mathbb{E}\{X(\mathbf{r})\dot{X}_1(\mathbf{t})\} = \lim_{h \to 0} \mathbb{E}\left\{X(\mathbf{r}) \frac{X(t + he_1) - X(t)}{h}\right\} 
= \lim_{h \to 0} \frac{K(t + he_1, \mathbf{r}) - K(t, \mathbf{r})}{h} 
= K(e_1)(\mathbf{t}, \mathbf{r}).
$$

Using the arguments of (47) and (48), one can easily verify that on $T$, $X(\mathbf{t})$ has an equivalent version, say $X(\mathbf{t})$, possessing, with probability 1, a continuous sample path.

Let $r_1$ be such that $(s, t_2, \ldots, t_d) \in T$ for all $s \in [r_1, t_1]$. Define

$$
Y_1(\mathbf{t}) = X(r_1, t_2, \ldots, t_d) + \int_{r_1}^{t_1} \dot{X}_1(s, t_2, \ldots, t_d)ds.
$$

It is clear that on $T$, with probability 1, the sample path of $Y_1(\mathbf{t})$ has continuous partial derivative in the direction of $e_1$. Meanwhile, using (49) and Fubini’s theorem, we have

$$
\mathbb{E}\{X(\mathbf{t})Y_1(\mathbf{t})\} = \mathbb{E}\{K(t - t_1e_1 + r_1e_1, \mathbf{t}) + \int_{r_1}^{t_1} K^{(e_1)}(t - t_1e_1 + se_1, \mathbf{t})ds\} 
= K(\mathbf{t}, \mathbf{t}).
$$

In the same way,

$$
\mathbb{E}\{Y_1(\mathbf{t})\}^2 = K(\mathbf{t}, \mathbf{t}).
$$

It then follows from (50) and (51) that

$$
\mathbb{E}\{(X(\mathbf{t}) - Y_1(\mathbf{t}))^2\} = \mathbb{E}\{X(\mathbf{t})\}^2 + \mathbb{E}\{Y_1(\mathbf{t})\}^2 - 2\mathbb{E}\{X(\mathbf{t})Y_1(\mathbf{t})\} = 0.
$$

(52) implies for any fixed $\mathbf{t} \in T$,

$$
\mathbb{P}\{X(\mathbf{t}) = Y_1(\mathbf{t})\} = 1.
$$
If we define analogously \( Y_i(t) \) for \( i = 2, \ldots, d \), using similar arguments we can conclude that for any fixed \( t \in T \)
\[
\mathbb{P}\{X(t) = Y_1(t) = \cdots = Y_d(t)\} = 1.
\]

Since \( Y_i(t), i = 1, \ldots, d \) are continuous with probability 1 in \( T \), it follows that
\[
\mathbb{P}\left[ \bigcap_{t \in T} \{Y_1(t) = \cdots = Y_d(t)\} \right] = 1. \tag{53}
\]

(53) shows that on \( T \) each of \( Y_1(t), \ldots, Y_d(t) \) is an equivalent version of \( X(t) \) possessing, with probability 1, continuous first-order partial derivatives in all directions \( e_1, \ldots, e_d \).

Applying the arguments above inductively, we conclude that restricted to \( T \), \( X(t) \) has an equivalent version possessing, with probability 1, a \( C^{[\nu]-1}(T) \) sample path.

**Case 2.** Suppose that \( \nu \leq 1 \). It is easy to verify that \( X(t) \) is mean square continuous and when restricted on \( T \) has an equivalent version possessing, with probability 1, a continuous sample path.

**Proof of (ii).** Since \( X(\gamma(t)) \) is the Gaussian random field \( X(t) \) restricted to the \( C^N \)-curve \( \gamma(t) \), (ii) follows directly from (iv). This proves Proposition 3.

\[ \square \]

**Appendix C: Proof of Theorem 1**

(a) By using (24), Lemma 1, Lemma 2 and Lemma 3, we obtain

\[
\sum_{i=1}^{n-\omega_n \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \sum_{u_1=0}^{[\nu]} \sum_{u_2=0}^{[\nu]} \sum_{u_1+u_2\leq[2\nu]} \frac{\tilde{\rho}(u_1,u_2)}{u_1!u_2!} \left( t_i + \omega_n \theta k_1 - t_i \right)^{u_1} \left( t_i + \omega_n \theta k_2 - t_i \right)^{u_2} \mathbb{E}\left[ \int_0^1 (1-s)^{[2\nu]} \tilde{\rho}(u_1,u_2) \{(t_i, t_i) + s(t_i + \omega_n \theta k_1 - t_i, t_i + \omega_n \theta k_2 - t_i)\} ds \right] \left[ \sum_{u_1+u_2\leq[2\nu]} \frac{\tilde{\rho}(u_1,u_2)}{u_1!u_2!} \left( t_i + \omega_n \theta k_1 - t_i \right)^{u_1} \left( t_i + \omega_n \theta k_2 - t_i \right)^{u_2} \right] \]

\[
\sum_{j=1}^{\ell} f_j(t_i) d_j^{\ell}(t_i, t_i + \omega_n \theta k_1) + o(\omega_n^\ell \sqrt{n} - \ell^N) \}
\]
\[ x \{ d_{i+1}, \omega_n \theta k_2 + \sum_{j=3}^{\ell} f_j(t_i) d_{i+1, \omega_n \theta k_2} + o(\omega_n^{\ell} n^{-\ell}) \} \] 
\[ + \sum_{u_1+u_2 = [2\nu]+1} \frac{\left(\frac{2\nu}{u_1!u_2!} + 1\right)}{\left(2\nu\right)^2} (t_{i+1} - t_i)^u_1 (t_i - t_{i+1})^u_2 
\times \left( 1 - s \right)^{[2\nu] - \left(\frac{u_1}{2}\right) \left(\frac{u_2}{2}\right)} \{ t_i \} \right) ds \bigg] 
\[ = O(n \left(\frac{n}{\omega_n}\right)^{2\ell-2[2\nu]-1} + O(n \left(\frac{n}{\omega_n}\right)^{2\ell-2\ell}) \} \] 
(54)

as \( n \rightarrow \infty \) since in the second last equality, the first \( o(\omega_n^{\ell} n^{-\ell}) \) is independent of \( k_2 \) and the second \( o(\omega_n^{\ell} n^{-\ell}) \) is independent of \( k_1 \). Next, it follows from Lemma 3 and (20) that when \( \nu \notin \mathbb{Z}_+ \)

\[ = 2 \sum_{i=1}^{n - \omega_n} \sum_{k=0}^{\ell} \sum_{k=0}^{\ell} a_{\theta, \ell; k_1} a_{\theta, \ell; k_2} \sum_{k=0}^{\ell} \beta_{\nu}(t_i, t_i) \{ \beta_{\nu}(t_i, t_i) \} + O(\omega_n^{\ell n-1}) \} \] 
\[ \times G_{\nu}(\sqrt{Q_{i+\omega_2, \theta k_1, \omega_n \theta k_2}}) \]

\[ = 2 \sum_{i=1}^{n - \omega_n} \sum_{k=0}^{\ell} \sum_{k=0}^{\ell} a_{\theta, \ell; k_1} a_{\theta, \ell; k_2} \beta_{\nu}(t_i, t_i) \] 
\[ \{ d_{i+\omega_2, \theta k_1, \omega_n \theta k_2} + O(\omega_n^{3 n^{-3}}) \} + O(n \left(\frac{n}{\omega_n}\right)^{2\ell-2\nu-1}) \] 
\[ = 2 \sum_{i=1}^{n - \omega_n} \beta_{\nu}(t_i, t_i) \] 
\[ \times \left[ \prod_{0 \leq j \leq \ell, j \neq k_1}^{\ell!} \left\{ \frac{\omega_n(k_1 - j)\theta L}{n} + O(n^{-1}) + O(\omega_n^{3 n^{-3}}) \right\} \] 
\[ \times \prod_{0 \leq j \leq \ell, j \neq k_2}^{\ell!} \left\{ \frac{\omega_n(k_2 - j)\theta L}{n} + O(n^{-1}) + O(\omega_n^{3 n^{-3}}) \right\} \] 
\[ \times \left[ \Psi(t_i) + O(n^{3 n^{-3}}) \right] \] 
\[ + O(n \left(\frac{n}{\omega_n}\right)^{2\ell-2\nu-1}) \] 
\[ = 2 \sum_{i=1}^{n - \omega_n} \beta_{\nu}(t_i, t_i) \Psi(t_i) \left( \frac{\omega_n \theta L}{n} \right)^{2\nu-2\ell} \] 
\[ \times \sum_{0 \leq k_1 \leq k_2 \leq \ell}^{\ell!} \prod_{0 \leq j \leq \ell, j \neq k_1} \left\{ (k_1 - j) + O(n^{-1}) + O(\omega_n^{2 n^{-2}}) \right\} \]
When \( \nu \in \mathbb{Z}_+ \), it follows from Lemma 1 and Lemma 3 that

\[
\prod_{0 \leq \ell, j \neq k_2} \left( (k_2 - j) + O(\omega n^{-1}) + O(\omega^2 n^{-2}) \right) \\
\times \left[ (k_2 - k_1)^2 + O(\omega n^{-1}) + O(\omega n^{-1}) \right] + O\left(n\left(\frac{n}{\omega n}\right)^{2\ell - 2\nu - 1}\right)
\]

\[
= \frac{2n^{2\ell - 2\nu} H_\ell(\nu)}{\omega n^{2\ell - 2\nu}} \left( \frac{\theta L}{\theta L} \right)^{2\ell - 2\nu} \sum_{i=1}^{n-\omega n, \theta} \beta_\nu(\gamma(t_i), \gamma(t_i)) \Psi^\nu(t_i) + O\left(\frac{n}{\omega n}\right)^{2\ell - 2\nu + 1}
\]

\[
+ O\left(n\left(\frac{n}{\omega n}\right)^{2\ell - 2\nu - 1}\right)
\]

\[
= \frac{2n^{2\ell - 2\nu + 1} H_\ell(\nu)}{\omega n^{2\ell - 2\nu}} \left( \frac{\theta L}{\theta L} \right)^{2\ell - 2\nu} \int_0^L \beta_\nu(\gamma(s), \gamma(s)) \Psi^\nu(s) ds
\]

\[
+ O\left(n\left(\frac{n}{\omega n}\right)^{2\ell - 2\nu + 1}\right) + O\left(n\left(\frac{n}{\omega n}\right)^{2\ell - 2\nu - 1}\right), \quad \text{as } n \to \infty. \quad (55)
\]
\[
\times \{d_{i+\omega_n \theta k_2} - d_{i+\omega_n \theta k_1} + O(\omega_n^3 n^{-3})\}^{2\nu} \log \left[\frac{\omega_n \theta L}{n}\right]^{2\nu} \log \left[\frac{\omega_n \theta L}{n}\right]^{2\nu} + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} \log \left(\frac{n}{\omega_n} \right)
\]
\[
= 2 \sum_{i=1}^{n-\omega_n \theta \ell} \beta_{\nu}(\gamma(t_i), \gamma(t_i)) \times \sum_{0 \leq k_1 < k_2 \leq \ell} \prod_{0 \leq j \leq \ell, j \neq k_1, k_2} \left\{ \frac{\omega_n (k_1 - j) \theta L}{n} + O(n^{-1}) + O(\omega_n^3 n^{-3}) \right\} \left\{ \frac{\omega_n (k_2 - k_1) \theta L}{n} + O(n^{-1}) + O(\omega_n^3 n^{-3}) \right\}
\]
\[
= 2 n^{2\nu - 2\nu} H_\nu(\nu) \sum_{i=1}^{n-\omega_n \theta \ell} \beta_{\nu}(\gamma(t_i), \gamma(t_i)) \Psi'(t_i) + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} \log \left(\frac{n}{\omega_n} \right)
\]
\[
= 2 n^{2\nu - 2\nu - 1} H_\nu(\nu) \int_0^L \beta_{\nu}(\gamma(s), \gamma(s)) \Psi'(s) ds + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} \log \left(\frac{n}{\omega_n} \right)
\]

as \( n \to \infty \). It follows from (54), (55) and (56) that

\[
\sum_{i=1}^{n-\omega_n \theta \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^\ell a_{\theta, \ell, i, k_1} a_{\theta, \ell, i, k_2} K(t_i+\omega_n \theta k_1, t_i+\omega_n \theta k_2) = 2 n^{2\nu - 2\nu + 1} H_\nu(\nu) \int_0^L \beta_{\nu}(\gamma(s), \gamma(s)) \Psi'(s) ds + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} + O\left(\frac{n}{\omega_n} \right)^{2\nu - 2\nu - 1} \log \left(\frac{n}{\omega_n} \right),
\]

as \( n \to \infty \). Writing \( \hat{m}(t) = m(\gamma(t)) \) and using (24), Lemma 1 and Lemma 3, we obtain

\[
\sum_{i=1}^{n-\omega_n \theta \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^\ell a_{\theta, \ell, i, k_1} a_{\theta, \ell, i, k_2} \hat{m}(\gamma(t_i+\omega_n \theta k_1)) \hat{m}(\gamma(t_i+\omega_n \theta k_2)) = \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^\ell a_{\theta, \ell, i, k_1} a_{\theta, \ell, i, k_2} \hat{m}(t_i+\omega_n \theta k_1) \hat{m}(t_i+\omega_n \theta k_2)
\]
\[
\sum_{i=1}^{n-\omega_n,\theta} \sum_{k_1=0}^{\ell} a_{\theta,\ell},i, k_1, a_{\theta,\ell}, i, k_2 \left\{ \sum_{j=0}^{\ell N-1} \frac{\tilde{m}(j)}{j!} (t_i + \omega_n \theta k_1 - t_i)^j \right\} \\
+ \frac{1}{(\ell \wedge N - 1)!} \int_{t_i}^{t_i + \omega_n \theta k_1} (t_i + \omega_n \theta k_1 - s)^{\ell N-1} \tilde{m}(\ell N)(s) ds \right\} \\
\times \left\{ \sum_{j=0}^{\ell N-1} \frac{\tilde{m}(j)}{j!} (t_i + \omega_n \theta k_2 - t_i)^j \right\} \\
+ \frac{1}{(\ell \wedge N - 1)!} \int_{t_i}^{t_i + \omega_n \theta k_2} (t_i + \omega_n \theta k_2 - s)^{\ell N-1} \tilde{m}(\ell N)(s) ds \right\} \\
= \sum_{i=1}^{n-\omega_n,\theta} \sum_{k_1=0}^{\ell} a_{\theta,\ell},i, k_1, a_{\theta,\ell}, i, k_2 \left\{ \sum_{j=0}^{\ell N-1} \frac{\tilde{m}(j)}{j!} (t_i + \omega_n \theta k_1 + \sum_{w=3}^{\ell N} f_w(t_i) d_{i,\ell, i, w} - \omega_n N n - \ell N) \right\} \\
+ \frac{1}{(\ell \wedge N - 1)!} \int_{t_i}^{t_i + \omega_n \theta k_1} (t_i + \omega_n \theta k_1 - s)^{\ell N-1} \tilde{m}(\ell N)(s) ds \right\} \\
\times \left\{ \sum_{j=0}^{\ell N-1} \frac{\tilde{m}(j)}{j!} (t_i + \omega_n \theta k_2 + \sum_{w=3}^{\ell N} f_w(t_i) d_{i,\ell, i, w} + \omega_n N n - \ell N) \right\} \\
+ \frac{1}{(\ell \wedge N - 1)!} \int_{t_i}^{t_i + \omega_n \theta k_2} (t_i + \omega_n \theta k_2 - s)^{\ell N-1} \tilde{m}(\ell N)(s) ds \right\} \\
= O\{n(\frac{n}{\omega_n})^{2\ell-2(\ell N)}\}, \quad (58)
\]

as \( n \to \infty \). Consequently, it follows from (57) and (58) that

\[
\mathbb{E} \mathcal{V}_{\theta, \ell} = \sum_{i=1}^{n-\omega_n,\theta} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell},i, k_1, a_{\theta,\ell}, i, k_2 \left\{ \mathcal{K}(\gamma(t_i + \omega_n \theta k_1), \gamma(t_i + \omega_n \theta k_2)) \\
+ m(\gamma(t_i + \omega_n \theta k_1)) m(\gamma(t_i + \omega_n \theta k_2)) \right\} \\
+ \frac{2n^{2\ell-2\nu+1} H_\nu(\nu)}{\omega_n^{2\ell-2\nu} (\theta L)^{2\ell-2\nu}} \int_0^L \beta_\nu(\gamma(s), \gamma(s)) \Psi^{\nu}(s) ds \\
+ O\{n + (\frac{n}{\omega_n})^{2\ell-2\nu+1}\} \\
+ \begin{cases} 
O(n(n/\omega_n)^{2\ell-2\nu-1}), & \text{if } \nu \notin \mathbb{Z}_+, \\
O(n(n/\omega_n)^{2\ell-2\nu-1} \log(n/\omega_n)), & \text{if } \nu \in \mathbb{Z}_+, 
\end{cases} \quad (59)
\]

as \( n \to \infty \) since \( N \geq 2\nu + 6 \) (Condition 1). To conclude that

\[
\frac{2n^{2\ell-2\nu+1} H_\nu(\nu)}{\omega_n^{2\ell-2\nu} (\theta L)^{2\ell-2\nu}} \int_0^L \beta_\nu(\gamma(s), \gamma(s)) \Psi^{\nu}(s) ds > 0, \quad (60)
\]
we need only verify that
\[
\frac{2\eta^{2\ell-2\nu+1}H_\nu(\nu)}{\omega_{\beta}^{2\ell-2\nu}(2\nu L)^{2\ell-2\nu}} \int_0^L \beta_{\nu}(\gamma(s), \gamma(s)) \Psi^{\nu}(s) ds \neq 0
\] (61)
because \( EV_{\theta,\ell} \geq 0 \). We observe that \( \beta_{\nu}(x, y) \neq 0 \) for all \( x, y \in \mathbb{R}^d \) implies that \( \beta_{\nu}(x, y) \) does not change sign, namely, it is either positive or negative for all \( x, y \in \mathbb{R}^d \). From the definition of \( \Psi \) and that \( A(x, y) \) is positive definite for all \( x, y \in \mathbb{R}^d \), we conclude that \( \Psi(s) > 0 \) for all \( s \in [0, L] \). All these results together with \( H_\nu(\nu) \neq 0 \) (see Section E) imply that (61) is true. Recall the notation introduced in equation (15). To prove that \( V_{\theta,\ell}/EV_{\theta,\ell} \rightarrow 1 \) as \( n \rightarrow \infty \) almost surely, it suffices to show that
\[
Z' \Sigma Z + \mu' \mu \rightarrow 1
\] (62)
and
\[
\mu' \Sigma^{1/2}Z + Z' \Sigma^{1/2} \mu \rightarrow 0
\] (63)
as \( n \rightarrow \infty \) almost surely. We observe from (15) that
\[
EV'Z = EV_{\theta,\ell}/EV_{\theta,\ell} - E(\mu' \Sigma^{1/2}Z) - E(Z' \Sigma^{1/2} \mu) - \mu' \mu = 1 - \mu' \mu.
\] (64)
Applying the Hanson-Wright inequality [11], it follows from (64) that there exists some constant \( C > 0 \) such that
\[
\mathbb{P}\left(|Z' \Sigma Z - E(Z' \Sigma Z)| \geq s\right) = \mathbb{P}\left(|Z' \Sigma Z + \mu' \mu - 1| \geq s\right) \leq 2 \exp\left\{-C \min\left(\frac{s}{\|\Sigma_{\text{abs}}\|_2^2}, \frac{s^2}{\|\Sigma\|_F^2}\right)\right\}, \forall s > 0.
\] (65)
We shall now evaluate the orders of \( \|\Sigma_{\text{abs}}\|_2 \) and \( \|\Sigma\|_F^2 \). We observe from Lemma 2 that
Consequently it follows from (7), (8), (24), (66), Condition3, Lemma1 and Proposition 2 that

\[
\frac{1}{\mathbb{E}(V_{\theta, \ell})} \sum_{j=1}^{i-\omega_n} \left| \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell, i, k_1} a_{\theta, \ell, j, k_2} \right| K(\gamma(t_i+\omega_n\theta_1), \gamma(t_j+\omega_n\theta_2)) \\
\times \frac{1}{\mathbb{E}(V_{\theta, \ell})} \sum_{j=1}^{i-\omega_n} \left| \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell, i, k_1} a_{\theta, \ell, j, k_2} \right| \sum_{u_1, u_2 \leq (2\ell)\wedge N-1} \frac{(t_i+\omega_n\theta_1 - t_i)^{u_1}(t_j+\omega_n\theta_2 - t_j)^{u_2}}{u_1!u_2!} K(u_1, u_2)(t_i, t_j) \\
\times \int_0^1 (1 - s)^{(2\ell)\wedge N-1} \left( \left\{ (t_i, t_j) + s(t_i+\omega_n\theta_1 - t_i, t_j+\omega_n\theta_2 - t_j) \right\} ds \right) \\
\leq \frac{O(1)}{\mathbb{E}(V_{\theta, \ell})} \sum_{j=1}^{i-\omega_n} \left\{ \sum_{u_1, u_2 \leq (2\ell)\wedge N-1} O\left( \frac{n}{\omega_n} \right)^{2\ell-2(\ell\wedge N)} \right\} K(u_1, u_2)(t_i, t_j) \\
\times \int_0^1 (1 - s)^{(2\ell)\wedge N-1} \left( \left\{ (t_i, t_j) + s(t_i+\omega_n\theta_1 - t_i, t_j+\omega_n\theta_2 - t_j) \right\} ds \right) \\
\leq \frac{O(1)}{\mathbb{E}(V_{\theta, \ell})} \sum_{j=1}^{i-\omega_n} \left\{ \sum_{u_1, u_2 \leq (2\ell)\wedge N-1} O\left( \frac{n}{\omega_n} \right)^{2\ell-2(\ell\wedge N)} \right\} 
\]

Smoothness estimation
\[
\times ||g(t_{i}) - g(t_{j})||^{2} + O\left(\frac{n}{\omega_{n}}\right)^{2^\ell - (2\ell)\wedge N} \sum_{k_{1}=0}^{\ell} \sum_{k_{2}=0}^{\ell} \int_{0}^{1} (1-s)^{2^\ell\wedge N-1} ds \] \\
\times ||g(t_{i} + s(t_{i} + \omega_{n}k_{1} - t_{i})) - g(t_{j} + s(t_{j} + \omega_{n}k_{2} - t_{j}))||^{2^\ell - (2\ell)\wedge N} ds \] \\
\leq O\left(\frac{n}{\omega_{n}}\right)^{2^\ell - (2\ell)\wedge N} \sum_{j=1}^{i} \sum_{k_{1}=0}^{\ell} \sum_{k_{2}=0}^{\ell} \frac{1}{n} \left( (i) + \omega_{n}\theta(k_{1} - k_{2}) + \delta_{j} + \omega_{n}k_{1} - \delta_{j} + \omega_{n}k_{2} \right) L \\
\wedge (i - j + \delta_{1} - \delta_{j}) L \right)^{2^\ell\wedge N} \\
\leq O\left(\frac{n}{\omega_{n}}\right)^{2^\ell - (2\ell)\wedge N} \sum_{j=1}^{i} \left( (i) - j + \omega_{n}\theta L - 1 \right) L \right)^{2^\ell\wedge N} \\
\leq O\left(\frac{n}{\omega_{n}}\right)^{2^\ell - (2\ell)\wedge N-2} \int_{\omega_{n}/n}^{L} s^{2^\ell\wedge N-2} ds \\
= \begin{cases} 
O\left(\frac{\omega_{n}}{n}\right), & \text{if } 2\nu < (2\ell) \wedge N - 1, \\
O\left(\frac{\omega_{n}}{n}\right) \log\left(n/\omega_{n}\right), & \text{if } 2\nu = (2\ell) \wedge N - 1, \\
O\left(\frac{\omega_{n}}{n}\right)^{(2\ell)\wedge N-2\nu}, & \text{if } 2\nu > (2\ell) \wedge N - 1,
\end{cases} 
\] 

As \( n \to \infty \) uniformly over \( \omega_{n}\theta + \omega_{n} + 2 \leq i \leq n - \omega_{n}\theta \). Similarly,

\[
\sum_{j=i+\omega_{n}\theta}^{n-\omega_{n}\theta} |\Sigma_{i,j}| 
\]

As \( n \to \infty \) uniformly over \( 1 \leq i \leq n - \omega_{n}\theta + \omega_{n} - 1 \). Also, one can show that for any constant \( c > 0 \),

\[
\sum_{1 \leq j \leq n - \theta \ell - |1-j| \leq \omega_{n}} |\Sigma_{i,j}| = O\left(\frac{\omega_{n}}{n}\right), 
\]

As \( n \to \infty \) uniformly over \( 1 \leq i \leq n - \omega_{n}\theta \). Consequently using (67), (68) and (69), it follows from [13] that

\[
\|\Sigma\|_{2} \leq \max_{1 \leq i \leq n-\theta \ell} \left\{ \frac{1}{n-\theta \ell} \sum_{j=1}^{i-\omega_{n}\theta-\omega_{n}-1} |\Sigma_{i,j}| \right\} 
\]

\[
\sum_{j=1}^{i-\omega_{n}\theta-\omega_{n}-1} |\Sigma_{i,j}| 
\]
Smoothness estimation

\[
\sum_{j=(i-\omega_n\ell-\omega_n)\lor 1}^{(i+\omega_n\ell+\omega_n)\land (n-\omega_n\ell)} |\Sigma_{i,j}| + \sum_{j=i+\omega_n\ell+\omega_n+1}^{n-\omega_n\ell} |\Sigma_{i,j}|
\]

\[
= \begin{cases}
O(\omega_n/n), & \text{if } 2\nu < (2\ell) \land N - 1, \\
O\left(\left(\omega_n/n\right)\log(n/\omega_n)\right), & \text{if } 2\nu = (2\ell) \land N - 1, \\
O\left(\left(\omega_n/n\right)^{(2\ell)\land N-2\nu}\right), & \text{if } 2\nu > (2\ell) \land N - 1,
\end{cases}
\]

\[
\leq \frac{1}{n-\omega_n\ell} (\log(n/\omega_n) + \log(n/\omega_n)) \leq \frac{1}{\omega_n} \left(\frac{n}{\omega_n}\right)^{2\ell-2(\ell\land N)}
\]

\[
\times \sum_{u_1+u_2 \leq (2\ell) \land N-1} \left|\tilde{K}^{(u_1,u_2)}(t_i,t_j)\right| + \sum_{u_1+u_2 = (2\ell) \land N} \sum_{k_1=0}^{u_1} \sum_{k_2=0}^{u_2} a_{\ell,i,j,k_1,k_2}
\]

\[
\times \sum_{u_1+u_2 \leq (2\ell) \land N} \left|\tilde{K}^{(u_1,u_2)}\left((t_i,t_j) + s(t_i+\omega_n\theta_{k_1} - t_i,t_j+\omega_n\theta_{k_2} - t_j)\right)\right| ds
\]

\[
\leq \frac{O\left((n/\omega_n)^{4\ell-4(2\ell)\land (2N)}\right)}{\left(\log(n/\omega_n)\right)^2} \sum_{i=\omega_n\ell+\omega_n+2}^{n-\omega_n\ell} \sum_{j=1}^{i-\omega_n\ell-\omega_n-1} (t_i-t_j)^{2\nu-u_1-u_2}
\]

\[
+ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \left((t_i+\omega_n\theta_{k_1} - t_j+\omega_n\theta_{k_2}) \land (t_i-t_j)\right)^{2\nu-(2\ell)\land N}
\]

\[
\leq \frac{O\left((n/\omega_n)^{4\ell-4(2\ell)\land (2N)}\right)}{\left(\log(n/\omega_n)\right)^2} \sum_{i=\omega_n\ell+\omega_n+2}^{n-\omega_n\ell-\omega_n-1} \sum_{j=1}^{i-\omega_n\ell-\omega_n-1} \left((i-j-\omega_n\ell)L\right)^{4\nu-(4\ell)\land (2N)}
\]

\[
\leq O\left(\left(\frac{\omega_n}{n}\right)^{4\ell-4(2\ell)\land (2N)-4\nu}\int_{\omega_n/n}^{L} s^{4\nu-(4\ell)\land (2N)} ds\right)
\]
as \( n \to \infty \). Hence we conclude from (71) and (72) that

\[
\|\Sigma\|_F^2 = \begin{cases} 
O(n^{-\nu}), & \text{if } 2\nu < (2\ell) \wedge N - 1/2, \\
O\left(\frac{n^{-\nu}}{\log n}\right), & \text{if } 2\nu = (2\ell) \wedge N - 1/2, \\
O\left(\frac{n^{-\nu}}{(2\ell)^{2}N^{1/2}}\right), & \text{if } 2\nu > (2\ell) \wedge N - 1/2,
\end{cases}
\]

as \( n \to \infty \) since \( N \geq 2\nu + 6 \) (Condition 1). (62) follows from (65), (70), (73) and Borel-Cantelli lemma.

To prove (63), we observe from (58) and (59) that

\[
\nu' \mu = \frac{1}{\mathbb{E}V_0^\ell} \sum_{i=1}^{\mu} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, t; i, k_1} a_{\theta, t; i, k_2} \tilde{m}(t_1+\omega_n t_2) \tilde{m}(t_1+\omega_n t_2)
\]

\[
= O\left(\frac{n^{2\ell-2(\ell \wedge N) - 2\ell + 2\nu}}{\omega_n}\right)
\]

\[
= O\left(\frac{(\omega_n/n)^{2(\ell \wedge N) - 2\nu}}{n}\right),
\]

as \( n \to \infty \). Then it follows from (74) that

\[
\nu' \Sigma \mu \leq \nu' \mu \|\Sigma_{ab}s\|_2
\]

\[
= \begin{cases} 
O\left(\frac{(\omega_n/n)^{1+2(\ell \wedge N) - 2\nu}}{n}\right), & \text{if } 2\nu < (2\ell) \wedge N - 1, \\
O\left(\frac{(\omega_n/n)^{2+2(\ell \wedge N) - 2(2\ell \wedge N) \log(n/\omega_n)}}{n}\right), & \text{if } 2\nu = (2\ell) \wedge N - 1, \\
O\left(\frac{(\omega_n/n)^{2(\ell \wedge N) + (2\ell \wedge N) - 4\nu}}{n}\right), & \text{if } 2\nu > (2\ell) \wedge N - 1,
\end{cases}
\]

as \( n \to \infty \) since \( N \geq 2\nu + 6 \) (Condition 1). Let \( Z \) be the standard normal random variable. We observe that there exists a constant \( C > 0 \) such that for large \( n \), we have

\[
P(|Z| \geq s) = P(|\nu' \Sigma^{1/2} \mu| \geq s) = P(\|\Sigma^{1/2} \mu\|_2 \geq s)
\]

\[
\leq \min \left\{ 1, Cs^{-1} \sqrt{\nu' \Sigma \mu} \exp \left( -\frac{s^2}{2\nu' \Sigma \mu} \right) \right\}, \forall s > 0.
\]
Then it follows from (75), (76) that
\[ P(|Y'Y - 1| \geq s) \leq P(|Z'\Sigma Z - 1 - \mu'\mu| \geq \frac{S}{2}) + P(|\mu'\Sigma^{1/2}Z| \geq \frac{S}{4}) \]
\[ \leq 2\exp\left\{ -C \min\left( \frac{S}{||\Sigma_{abs}||^2}, \frac{s^2}{||\Sigma||^2} \right) \right\} \]
\[ + \min\left\{ 1, Cs^{-1}\sqrt{\mu'\Sigma\mu} \exp \left( -\frac{s^2}{2\mu'\Sigma\mu} \right) \right\} \]
\[ \leq 2\exp(-C \min(q_1, s, q_2s^{2})) + \min\{1, C_1s^{-1}q_3s^{-2}\exp(-Cs^2q_3s)\}. \]

By applying Borel-Cantelli lemma, we get that
\[ V_{\theta, \ell}/\mathbb{E}V_{\theta, \ell} = Y'Y \to 1 \]
as \( n \to \infty \) almost surely. The proof of (a) is complete.

(b) Suppose \( \nu = \ell \). First we prove that
\[ \mathbb{E}V_{\theta, \ell} = (-1)^{\ell+1}(2\ell)!n \log\left(\frac{n}{\omega_n}\right) \int_0^L \beta_{\nu}(\gamma(s), \gamma(s))\Psi'(s)ds + O(n), \quad (78) \]
as \( n \to \infty \). Applying (54), (58), Lemma 3 and Proposition 2, we obtain
\[ \mathbb{E}V_{\theta, \ell} = \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell; i, k_1} a_{\theta, \ell; i, k_2} \]
\[ \times \left\{ \tilde{K}(t_{i+\omega_n \theta k_1}, t_{i+\omega_n \theta k_2}) + \tilde{m}(t_{i+\omega_n \theta k_1})\tilde{m}(t_{i+\omega_n \theta k_2}) \right\} \]
\[ = \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell; i, k_1} a_{\theta, \ell; i, k_2} \tilde{p}_0(t_{i+\omega_n \theta k_1}, t_{i+\omega_n \theta k_2}) \]
\[ + \sum_{i=1}^{n-\omega_n \theta \ell} 0 \leq k_1, k_2 \leq \ell \quad 0 \leq \beta_{\nu}(\gamma(t_{i+\omega_n \theta k_1}), \gamma(t_{i+\omega_n \theta k_2})) \]
\[ \times \left\{ d_i^2(P_{i+\omega_n \theta k_1, i+\omega_n \theta k_2}) \Psi(t_i) + O(\omega_n^3n^{-3}) \right\}^{\nu} \]
\[ \times \log\left\{ \sqrt{d_i^2(P_{i+\omega_n \theta k_1, i+\omega_n \theta k_2}) \Psi(t_i) + O(\omega_n^3n^{-3})} + O(n) \right\} \]
\[ \leq \sum_{i=1}^{n-\omega_n \theta \ell} 0 \leq k_1, k_2 \leq \ell \quad 0 \neq k_1, k_2 \]
\[ \times d_i^{2\nu}P_{i+\omega_n \theta k_1, i+\omega_n \theta k_2}^{\nu}(t_i) \log(d_i+\omega_n \theta k_1, i+\omega_n \theta k_2) + O(n) \]
\[ = \sum_{i=1}^{n-\omega_n \theta \ell} 0 \leq k_1, k_2 \leq \ell \quad 0 \neq k_1, k_2 \]
\[ \times a_{\theta, \ell; i, k_1} a_{\theta, \ell; i, k_2} \tilde{p}_0(t_{i+\omega_n \theta k_1}, t_{i+\omega_n \theta k_2}) \]
\[ \times d_i^{2\nu}P_{i+\omega_n \theta k_1, i+\omega_n \theta k_2}^{\nu}(t_i) \log(d_i+\omega_n \theta k_1, i+\omega_n \theta k_2) + O(n) \]
\[ J. \text{Wen et al.} \]

\[ \times (d_{i, i + \omega \theta k_1} - d_{i, i + \omega \theta k_2}) \}

\[ \times (d_{i, i + \omega \theta k_1} - d_{i, i + \omega \theta k_2})^{2\nu} \mu'(t_i) \]

\[ \times (d_{i, i + \omega \theta k_1} - d_{i, i + \omega \theta k_2})^{2\nu} \mu'(t_i) \]

\[ \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{\ell} a_{\theta, \ell, i, k_1} a_{\theta, \ell, i, k_2} \beta_{\nu}(\gamma(t_i), \gamma(t_i)) \]

\[ \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{0 \leq k_1 < k_2 \leq \ell} a_{\theta, \ell, i, k_1} a_{\theta, \ell, i, k_2} \beta_{\nu}(\gamma(t_i), \gamma(t_i)) \]

\[ \times (d_{i, i + \omega \theta k_1} - d_{i, i + \omega \theta k_2})^{2\nu} \mu'(t_i) \]

\[ \times (d_{i, i + \omega \theta k_1} - d_{i, i + \omega \theta k_2})^{2\nu} \mu'(t_i) \log(k_2 - k_1) + O(n) \]

\[ = (-1)^{\ell}(2\ell)! \log(n) \sum_{i=1}^{n-\omega_n \theta \ell} \beta_{\nu}(\gamma(t_i), \gamma(t_i)) \mu'(t_i) + O(n) \]

\[ = (-1)^{\ell}(2\ell)! n \log(n) \int_0^L \beta_{\nu}(\gamma(s), \gamma(s)) \mu'(s) ds + O(n) \]

as \( n \to \infty \). We note that

\[ (-1)^{\ell+1}(2\ell)! n \log(n) \int_0^L \beta_{\nu}(\gamma(s), \gamma(s)) \mu'(s) ds > 0 \quad (79) \]

follows from similar arguments for the case when \( \nu < \ell \); see (60). This proves (78). To evaluate \( \text{Var}(V_{\theta, \ell}/E V_{\theta, \ell}) \), we observe that

\[ \text{Var} \left\{ \sum_{i=1}^{n-\omega_n \theta \ell} (\nabla_{\theta, \ell} X_i)^2 \right\} \]

\[ = \text{Var} \left[ \sum_{i=1}^{n-\omega_n \theta \ell} \left\{ (\nabla_{\theta, \ell} X_i - \nabla_{\theta, \ell} \bar{m}(t_i))^2 \right\} \right] \]

\[ + 2 \nabla_{\theta, \ell} X_i \nabla_{\theta, \ell} \bar{m}(t_i) - \left( \nabla_{\theta, \ell} \bar{m}(t_i) \right)^2 \}\]
We shall prove that
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \nabla_{\theta,\ell} \tilde{m}(t_i) + \sum_{i=1}^{n} \sum_{j=1}^{n} \nabla_{\theta,\ell} \tilde{m}(t_j) \times \text{Cov}\{(\nabla_{\theta,\ell} X_i - \nabla_{\theta,\ell} \tilde{m}(t_i))^2, (\nabla_{\theta,\ell} X_j - \nabla_{\theta,\ell} \tilde{m}(t_j))\}
\]
\[\quad = 2 \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell,i,k_1} a_{\theta,\ell,j,k_2} \tilde{K}(t_{i+\omega_n t k_1}, t_{j+\omega_n t k_2})^2
\]
\[\quad + 4 \sum_{i=1}^{n} \sum_{j=1}^{n} \nabla_{\theta,\ell} \tilde{m}(t_i) \nabla_{\theta,\ell} \tilde{m}(t_j) \times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell,i,k_1} a_{\theta,\ell,j,k_2} \tilde{K}(t_{i+\omega_n t k_1}, t_{j+\omega_n t k_2}).
\]

We shall prove that
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \left\{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell,i,k_1} a_{\theta,\ell,j,k_2} \tilde{K}(t_{i+\omega_n t k_1}, t_{j+\omega_n t k_2}) \right\}^2 = O(n^2),
\]

as \( n \to \infty \). It follows from Lemmas 1, 2, Condition 2, Proposition 2 and (24) that
\[
\sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell,i,k_1} a_{\theta,\ell,j,k_2} \tilde{K}(t_{i+\omega_n t k_1}, t_{j+\omega_n t k_2})
\]
\[\quad = \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell,i,k_1} a_{\theta,\ell,j,k_2} \left\{ \sum_{u_1+u_2 \leq 2\ell} \frac{(t_{i+\omega_n t k_1} - t_i)^{u_1}(t_{j+\omega_n t k_2} - t_j)^{u_2}}{u_1!u_2!} \right\}
\]
\[\quad \times \tilde{p}_0(u_1,u_2)(t_i,t_j) + \sum_{u_1+u_2 = 2\ell} \frac{2\ell(t_{i+\omega_n t k_1} - t_i)^{u_1}(t_{j+\omega_n t k_2} - t_j)^{u_2}}{u_1!u_2!}
\]
\[\quad \times \int_0^1 (1-s)^{2\ell-1} \tilde{p}_0(u_1,u_2)\{s(t_{i+\omega_n t k_1} - t_i, t_{j+\omega_n t k_2} - t_j)\} ds \}
\]
\[\quad = \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell,i,k_1} a_{\theta,\ell,j,k_2} \left\{ \sum_{u_1+u_2 \leq 2\ell} \frac{\tilde{p}_0(u_1,u_2)(t_i,t_j)}{u_1!u_2!} \right\}
\]
\[\quad \times \{d_{i,\omega_n t k_1} + \sum_{w=3}^{\ell} f_w(t_i) a_{w,i,\omega_n t k_1} + o(\omega_n^{\ell-n})\}^{u_1}
\]
\[\quad \times \{d_{i,\omega_n t k_2} + \sum_{w=3}^{\ell} f_w(t_i) a_{w,i,\omega_n t k_2} + o(\omega_n^{\ell-n})\}^{u_2}
\]
\[\quad + \sum_{u_1+u_2 = 2\ell} \frac{2\ell(t_{i+\omega_n t k_1} - t_i)^{u_1}(t_{j+\omega_n t k_2} - t_j)^{u_2}}{u_1!u_2!}
\]
\[\quad \times \int_0^1 (1-s)^{2\ell-1} \tilde{p}_0(u_1,u_2)\{s(t_{i+\omega_n t k_1} - t_i, t_{j+\omega_n t k_2} - t_j)\} ds \}
\]
\[ = O(1), \] 

as \( n \to \infty \) uniformly over all \( i, j \in \{1, \ldots, n - \omega_n \theta \ell \} \). Define

\[
S_1 = \{(i, j) : 1 \leq i < j \leq n - \omega_n \theta \ell, j - i \geq \omega_n \theta \ell + 1\}, \\
S_2 = \{(i, j) : 1 \leq j < i \leq n - \omega_n \theta \ell, i - j \geq \omega_n \theta \ell + 1\}, \\
S_3 = \{(i, j) : 1 \leq i, j \leq n - \omega_n \theta \ell, |i - j| \leq \omega_n \theta \ell\}.
\]

Using Lemma 3, we have

\[
\sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, l, i, k_1} a_{\theta, l, j, k_2} \beta_\nu(\gamma(t_{i+\omega_n \theta k_1}), \gamma(t_{j+\omega_n \theta k_2})) \\
\times G_\nu(\sqrt{Q}_{i+\omega_n \theta k_1, j+\omega_n \theta k_2}) \\
= \sum_{\substack{0 \leq k_1, k_2 \leq \ell \\text{ or } i+\omega_n \theta k_1 \neq j+\omega_n \theta k_2}} a_{\theta, l, i, k_1} a_{\theta, l, j, k_2} \{\beta_\nu(\gamma(t_i), \gamma(t_j)) + O(\omega_n n^{-1})\} \\
\times \{d_{i+\omega_n \theta k_1, j+\omega_n \theta k_2}^2 \Psi(t_i) + O(\omega_n^3 n^{-3})\} \nu \\
\times \log \{d_{j+\omega_n \theta k_1, j+\omega_n \theta k_2}^2 \Psi(t_i) + O(\omega_n^3 n^{-3})\} \\
= O(\log(\frac{n}{\omega_n})),
\] (83)

as \( n \to \infty \) uniformly over all \((i, j)\) in \(S_3\). It follows from (82) and (83) that for \((i, j)\) in \(S_3\)

\[
\sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, l, i, k_1} a_{\theta, l, j, k_2} \tilde{K}(t_{i+\omega_n \theta k_1, t_{j+\omega_n \theta k_2}) \\
= \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, l, i, k_1} a_{\theta, l, j, k_2} \{\tilde{\rho}_0(t_{i+\omega_n \theta k_1, t_{j+\omega_n \theta k_2})} \\
+ \beta_\nu(\gamma(t_{i+\omega_n \theta k_1}), \gamma(t_{j+\omega_n \theta k_2}))G_\nu(\sqrt{Q}_{i+\omega_n \theta k_1, j+\omega_n \theta k_2})\} \\
= O(\log(\frac{n}{\omega_n})),
\] (84)

as \( n \to \infty \). Thus it follows from (84) that

\[
\sum_{(i, j) \in S_3} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, l, i, k_1} a_{\theta, l, j, k_2} \tilde{K}(t_{i+\omega_n \theta k_1, t_{j+\omega_n \theta k_2})^2 = O(n \log^2(\frac{n}{\omega_n})),
\] (85)

as \( n \to \infty \). Now we consider the case when \((i, j)\) is \(S_1\). Using (8), Lemmas 1 to 3, Conditions 2, 3, and Proposition 2, we have

\[
\sum_{(i, j) \in S_1} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, l, i, k_1} a_{\theta, l, j, k_2} \tilde{K}(t_{i+\omega_n \theta k_1, t_{j+\omega_n \theta k_2})^2
\]
\[
\sum_{(i,j) \in S_1} \left[ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell; i, k_1} a_{\theta, \ell; j, k_2} \right. \\
\times \left\{ \sum_{u_1+u_2 \leq 2\ell-1} \frac{(t_{i+\omega_n k_1} - t_i)^{a_{1}}(t_{i+\omega_n k_2} - t_j)^{a_2}}{u_1! u_2!} \\
\times \tilde{K}^{(u_1, u_2)}(t_i, t_j) + \sum_{u_1+u_2=2\ell} \frac{(2\ell)(t_{i+\omega_n k_1} - t_i)^{a_{1}}(t_{j+\omega_n k_2} - t_j)^{a_2}}{u_1! u_2!} \\
\times \int_0^1 (1 - s)^{2\ell-1} \tilde{K}^{(u_1, u_2)} \{(t_i, t_j) + s(t_{i+\omega_n k_1} - t_i, t_{j+\omega_n k_2} - t_j)\} ds \right\}^2 \\
= \sum_{(i,j) \in S_1} \left[ O(1) + O(1) \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \sum_{u_1+u_2 \leq 2\ell-1} \int_0^1 (1 - s)^{2\ell-1} \right. \\
\times \left| K^{(u_1, u_2)} \{(t_i, t_j) + s(t_{i+\omega_n k_1} - t_i, t_{j+\omega_n k_2} - t_j)\} | ds \right|^2 \\
\leq O(1) \sum_{(i,j) \in S_1} \left[ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \log(||\gamma(t_j + s(t_{j+\omega_n k_2} - t_i)) \\
- \gamma(t_i + s(t_{i+\omega_n k_1} - t_i))||) \right]^2 \\
\leq O(1) \sum_{(i,j) \in S_1} \left[ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \log(||(t_{j+\omega_n k_2} - t_i + \omega_n k_1) \wedge (t_j - t_i)||) \right]^2 \\
\leq O(1) \sum_{(i,j) \in S_1} \left[ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \log\left( \frac{(j-i - \omega_n \ell) L}{n} \right) \right] \\
= O(1) \sum_{i=1}^{n-\omega_n \ell} \sum_{j=i+\omega_n \ell+1}^{n-\omega_n \ell-1} \log^2\left( \frac{(j-i - \omega_n \ell) L}{n} \right) 
\]
\[ O(1) \sum_{i=1}^{n^{\omega_n \theta}} n \int_{1/n}^L \log^2(s)ds = O(n^2), \] (86)

as \( n \rightarrow \infty \). For \((i,j) \in S_2\), by using the same arguments, the same order \(O(n^2)\) applies, which combined with (85) and (86) proves (81). For the second term in (80), we observe that

\[
4 \sum_{i=1}^{n^{\omega_n \theta}} \sum_{j=1}^{n^{\omega_n \theta}} \nabla_{\theta,\ell} \tilde{m}(t_i)\nabla_{\theta,\ell} \tilde{m}(t_j) \\
\times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} \tilde{K}(t_i+\omega_n \theta k_1, t_j+\omega_n \theta k_2)
\]

\[
= 4 \sum_{(i,j) \in S_1} \nabla_{\theta,\ell} \tilde{m}(t_i)\nabla_{\theta,\ell} \tilde{m}(t_j) \\
\times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} \tilde{K}(t_i+\omega_n \theta k_1, t_j+\omega_n \theta k_2)
\]

\[
+ 4 \sum_{(i,j) \in S_2} \nabla_{\theta,\ell} \tilde{m}(t_i)\nabla_{\theta,\ell} \tilde{m}(t_j) \\
\times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} \tilde{K}(t_i+\omega_n \theta k_1, t_j+\omega_n \theta k_2)
\]

\[
+ 4 \sum_{(i,j) \in S_3} \nabla_{\theta,\ell} \tilde{m}(t_i)\nabla_{\theta,\ell} \tilde{m}(t_j) \\
\times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} \tilde{K}(t_i+\omega_n \theta k_1, t_j+\omega_n \theta k_2).
\] (87)

Using (58) and (84), we obtain

\[
4 \sum_{(i,j) \in S_3} \nabla_{\theta,\ell} \tilde{m}(t_i)\nabla_{\theta,\ell} \tilde{m}(t_j) \\
\times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} \tilde{K}(t_i+\omega_n \theta k_1, t_j+\omega_n \theta k_2)
\]

\[
\leq 4 \sum_{(i,j) \in S_3} |\nabla_{\theta,\ell} \tilde{m}(t_i)\nabla_{\theta,\ell} \tilde{m}(t_j)| \\
\times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} |\tilde{K}(t_i+\omega_n \theta k_1, t_j+\omega_n \theta k_2)|
\]

\[
= O(n \log(\frac{n}{\omega_n})),
\] (88)
as \( n \to \infty \). When \((i, j) \in S_1\), using Lemmas 1, 2, and Proposition 2, we have

\[
\left| \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell, i, k_1} a_{\theta, \ell, j, k_2} \tilde{K}(t_{i+nk_1}, t_{j+nk_2}) \right|
\]

\[
= \left| \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, \ell, i, k_1} a_{\theta, \ell, j, k_2} \right|
\]

\[
\times \left[ \sum_{u_1+u_2 \leq 2\ell-1} \frac{(t_{i+nk_1} - t_i)^{u_1} (t_{j+nk_2} - t_j)^{u_2}}{u_1!u_2!} \right]
\]

\[
\times \tilde{K}^{(u_1, u_2)}(t_i, t_j) + \sum_{u_1+u_2 = 2\ell} \frac{(2\ell)(t_{i+nk_1} - t_i)^{u_1} (t_{j+nk_2} - t_j)^{u_2}}{u_1!u_2!}
\]

\[
\times \int_0^1 (1-s)^{2\ell-1} \tilde{K}^{(u_1, u_2)} \{(t_i, t_j) + s(t_{i+nk_1} - t_i, t_{j+nk_2} - t_j)\} ds \right| \]

\[
\leq O(1) + \mathcal{O}(1) \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \sum_{u_1+u_2 = 2\ell} \int_0^1 (1-s)^{2\ell-1}
\]

\[
\times \tilde{K}^{(u_1, u_2)} \{(t_i, t_j) + s(t_{i+nk_1} - t_i, t_{j+nk_2} - t_j)\} ds \right|
\]

\[
\leq O(1) \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \left| \log(||\gamma(t_j + s(t_{j+nk_2} - t_j))
\right|

\[
\leq O(1) \left| \log \left( \frac{1 - i - \omega n \theta \ell}{n} \right) \right| \quad (89)
\]

\[
\text{as } n \to \infty \text{ uniformly over all } (i, j) \in S_1. \text{ It follows from } (89) \text{ that}
\]

\[
4 \sum_{(i,j) \in S_1} \nabla_{\theta, \ell \tilde{m}}(t_i) \nabla_{\theta, \ell \tilde{m}}(t_j)
\]
\[ \sum_{i,j} \left| \nabla_{\theta, \ell} \tilde{m}(t_i) \nabla_{\theta, \ell} \tilde{m}(t_j) \right| \leq O(1) \sum_{i=1}^{n-\omega_n \theta \ell - 1} \sum_{j=i+\omega_n \theta \ell + 1}^{n-\omega_n \theta \ell - 1} \left| \log \left( \frac{j-i-\omega_n \theta \ell}{n} \right) L \right| \]

as \( n \to \infty \). Similarly, we have

\[ \sum_{(i,j) \in S_2} \nabla_{\theta, \ell} \tilde{m}(t_i) \nabla_{\theta, \ell} \tilde{m}(t_j) \times \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, t_i; k_1} a_{\theta, t_j; k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) = O(n^2), \]  

(91)

as \( n \to \infty \). We conclude from (79), (87), (88), (90) and (91) that

\[ \text{Var} \left( \frac{V_{\theta, \ell}}{E \theta, \ell} \right) = \frac{\text{Var} \left\{ \sum_{i=1}^{n-\omega_n \theta \ell} (\nabla_{\theta, \ell} X_i)^2 \right\}}{(E \theta, \ell)^2} = O \left( \log^{-2} \left( \frac{n}{\omega_n} \right) \right), \]

as \( n \to \infty \). The convergence of \( \frac{V_{\theta, \ell}}{E \theta, \ell} \) to 1 in probability then follows from Chebyshev’s inequality. We observe that

\[ \| \Sigma \|_F^2 = \frac{1}{(E \theta, \ell)^2} \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{j=1}^{n-\omega_n \theta \ell} \left\{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, t_i; k_1} a_{\theta, t_j; k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) \right\}^2 \]

\[ = O \left( \log^{-2} \left( \frac{n}{\omega_n} \right) \right). \]

Hence we have that \( \| \Sigma_{\text{abs}} \|_2 \leq \| \Sigma \|_F = O \left( \log^{-1} (n) \right) \). Also,

\[ \mu' \mu = \frac{1}{(E \theta, \ell)} \sum_{i=1}^{n-\omega_n \theta \ell} \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta, t_i; k_1} a_{\theta, t_i; k_2} \tilde{m}(t_{i+\omega_n \theta k_1}) \tilde{m}(t_{i+\omega_n \theta k_2}) \]

\[ = O \left( \log^{-1} \left( \frac{n}{\omega_n} \right) \right). \]  

(92)
Then it follows similarly to (77) that
\[
\mathbb{P}(|Y'Y - 1| \geq s) \leq 2 \exp\{-C \min(q_{1,\omega_n}, s, q_{2,\omega_n} s^2)\} + \min\{1, C_1 s^{-1} q_{3,\omega_n}^{-1/2} \exp(-C s^2 q_{3,\omega_n})\}.
\]

This completes the proof of (b).

(c) Suppose \(\nu > \ell\). We shall prove that \(V_{\theta,\ell}/n\), \(\theta \in \{1, 2\}\), converge to the same positive (random) limit with probability 1 as \(n \to \infty\). Consider the interval \((\varepsilon, L + \varepsilon)\) for some small constant \(\varepsilon > 0\). It follows from Proposition 3 that \(X(\gamma(t))\) has an equivalent version possessing, with probability 1, a \([\nu] - 1\) times continuously differentiable sample path on \((\varepsilon, L + \varepsilon)\). Let \(X^{(j)}(t)\) denote the \(j\)th derivative of such an equivalent version of \(X(\gamma(t))\) for \(j = 1, \ldots, \ell\). We shall first prove a Lipschitz property of \(X^{(j)}(t)\) for \(t \in (\varepsilon, L + \varepsilon)\). Since the mean function \(m(t) = EX(t)\) is assumed to be in \(C^N(\mathbb{R}^d)\), it suffices to work with \(X(t) - m(t)\). Hence we shall, without loss of generality, assume that \(m(t) = 0\).

We observe from the proof of Proposition 3(iii) that \(X^{(j)}(t)\) is continuous on \(t \in (\varepsilon, L + \varepsilon)\) and is an equivalent version of the \(\ell\)th-order mean square derivative of \(X(\gamma(t))\). Consequently, it follows from Lemma 7 in Section F that the covariance function of \(X^{(j)}(t)\) is \(K^{(\ell,\ell)}(x, y)\). Thus
\[
\left| \hat{\rho}_0^{(\ell,\ell)}(t + h, t + h) - 2\hat{\rho}_0^{(\ell,\ell)}(t + h, t) + \hat{\rho}_0^{(\ell,\ell)}(t, t) \right|
\leq h^2 \int_0^1 \int_0^1 \left| \hat{\rho}_0^{(\ell+1,\ell+1)}(t + s_1 h, t + s_2 h) \right| ds_1 ds_2
\leq Ch^2,
\]
for all \(h\) such that \(|h| > 0\) is small and \(t \in [0, L]\), where \(C > 0\) is a constant.

For \(\hat{\rho}_0^{(\ell,\ell)}(x, y)\), we observe in the proof of Proposition 3(i) that the leading term of \(\hat{\rho}_0^{(\ell,\ell)}(x, y)\) has the same order as
\[
\begin{cases} 
|x - y|^{2\nu - 2\ell} & \text{if } \nu \notin \mathbb{Z}_+, \\
|x - y|^{2\nu - 2\ell} \{\log(|x - y|) + 1\} & \text{if } \nu \in \mathbb{Z}_+.
\end{cases}
\]
Thus we conclude that
\[
\left| \hat{\rho}_0^{(\ell,\ell)}(t + h, t + h) - 2\hat{\rho}_0^{(\ell,\ell)}(t + h, t) + \hat{\rho}_0^{(\ell,\ell)}(t, t) \right|
\leq \begin{cases} 
C|h|^{2\nu - 2\ell} & \text{if } \nu \notin \mathbb{Z}_+, \\
C|h|^{2\nu - 2\ell} \{\log(|h|) + 1\} & \text{if } \nu \in \mathbb{Z}_+,
\end{cases}
\]
for all \(h\) such that \(|h| > 0\) is small and \(t \in [0, L]\), where \(C > 0\) is a constant.

Applying the result on page 186 of [9], (93) and (94) show that for any \(\epsilon < (\nu - \ell) \wedge 1\), \(X^{(j)}(t)\) can be chosen such that its sample path is Lipschitz continuous of order \(\epsilon\). In particular, with probability 1, there exist constants \(C, \delta > 0\) (may be random) such that if \(|h| < \delta\),
\[
|X^{(\ell)}(t + h) - X^{(\ell)}(t)| < C|h|^{\epsilon},
\]
for all $t, t + h \in [0, L]$. We extend the definitions of $f_w(t)$ in (24) by $f_1(t) = 1$ and $f_2(t) = 0$ for any $t \in (-\varepsilon, L + \varepsilon)$. Using Taylor expansion, (24) and Lemma 1, we have with probability 1,

$$\nabla_{\theta, \ell} X_i$$

$$= \sum_{k=0}^{\ell} a_{\theta, \ell, i, k} X(\gamma(t_{i+\omega_n \theta k}))$$

$$= \sum_{k=0}^{\ell} a_{\theta, \ell, i, k} \left\{ \sum_{j=0}^{\ell-1} \frac{X^{(j)}(t_i)}{j!} (t_{i+\omega_n \theta k} - t_i)^j \right\}$$

$$+ \frac{1}{(\ell - 1)!} \int_{t_i}^{t_{i+\omega_n \theta k}} (t_{i+\omega_n \theta k} - s)^{\ell-1} X^{(\ell)}(s) ds$$

$$= \sum_{k=0}^{\ell} a_{\theta, \ell, i, k} \left\{ \sum_{j=0}^{\ell-1} \frac{X^{(j)}(t_i)}{j!} \right\}$$

$$\times \left( \sum_{w_1 + \cdots + w_j = \ell \atop w_1, \ldots, w_j \geq 1} f_{w_1}(t_i) \cdots f_{w_j}(t_i) d_{i,i+\omega_n \theta k}^\ell + o(\omega_n^\ell) \right)$$

$$+ \frac{1}{(\ell - 1)!} \int_{t_i}^{t_{i+\omega_n \theta k}} (t_{i+\omega_n \theta k} - s)^{\ell-1} X^{(\ell)}(s) ds$$

$$= \ell! \sum_{j=1}^{\ell-1} \frac{X^{(j)}(t_i)}{j!} \sum_{w_1 + \cdots + w_j = \ell \atop w_1, \ldots, w_j \geq 1} f_{w_1}(t_i) \cdots f_{w_j}(t_i)$$

$$+ X^{(\ell)}(t_i) \sum_{k=0}^{\ell} a_{\theta, \ell, i, k} \frac{1}{\ell!} (t_{i+\omega_n \theta k} - t_i)^\ell$$

$$+ \sum_{k=0}^{\ell} a_{\theta, \ell, i, k} \frac{1}{(\ell - 1)!}$$

$$\times \int_{t_i}^{t_{i+\omega_n \theta k}} (t_{i+\omega_n \theta k} - s)^{\ell-1} \{X^{(\ell)}(s) - X^{(\ell)}(t_i)\} ds + o(1)$$

$$= \sum_{j=1}^{\ell-1} \frac{X^{(j)}(t_i)}{j!} \sum_{w_1 + \cdots + w_j = \ell \atop w_1, \ldots, w_j \geq 1} f_{w_1}(t_i) \cdots f_{w_j}(t_i)$$

$$+ X^{(\ell)}(t_i) \sum_{k=0}^{\ell} a_{\theta, \ell, i, k} \frac{1}{\ell!} (d_{i,i+\omega_n \theta k} + O(\omega_n^3 n^{-3}))^\ell$$
Smoothness estimation

\[+ \sum_{k=0}^{\ell} a_{\theta,\ell,i,k} \frac{1}{(\ell-1)!} \times \int_{t_i}^{t_i+\omega_n \theta_k} (t_i+\omega_n \theta_k - s)^{\ell-1} \{X^{(\ell)}(s) - X^{(\ell)}(t_i)\} ds + o(1)\]

\[= \ell! \sum_{j=1}^{\ell} \frac{X^{(j)}(t_i)}{j!} \sum_{w_1+\cdots+w_j=\ell \atop w_1,\ldots,w_j \geq 1} f_{w_1}(t_i) \cdots f_{w_j}(t_i) + o(1), \quad (95)\]

as \(n \to \infty\). Hence it follows from (95) that with probability 1,

\[n^{-1} V_{\theta,\ell} = n^{-1} \sum_{i=1}^{n-\omega_n \theta \ell} \left\{ \nabla_{\theta,\ell} X(\gamma(t_i)) \right\}^2\]

\[= n^{-1} \sum_{i=1}^{n-\omega_n \theta \ell} \left\{ \ell! \sum_{j=1}^{\ell} \frac{X^{(j)}(t_i)}{j!} \sum_{w_1+\cdots+w_j=\ell \atop w_1,\ldots,w_j \geq 1} f_{w_1}(t_i) \cdots f_{w_j}(t_i) + o(1) \right\}^2\]

\[\to \int_0^L \left[ \ell! \sum_{j=1}^{\ell} \frac{X^{(j)}(s)}{j!} \sum_{w_1+\cdots+w_j=\ell \atop w_1,\ldots,w_j \geq 1} f_{w_1}(s) \cdots f_{w_j}(s) \right]^2 ds,\]

as \(n \to \infty\). Since \(f_1(t), \ldots, f_\ell(t)\) are all bounded, using the arguments in the proof of Proposition 3 (see Section B), it is not difficult to verify that

\[\ell! \sum_{j=1}^{\ell} \frac{X^{(j)}(t)}{j!} \sum_{w_1+\cdots+w_j=\ell \atop w_1,\ldots,w_j \geq 1} f_{w_1}(t) \cdots f_{w_j}(t)\]

is a Gaussian process with mean 0 and bounded variance for all \(t \in [0, L]\). Since the limit is the same for both \(\theta = 1, 2\), it follows that

\[V_{1,\ell}/V_{2,\ell} \to 1\]

almost surely as \(n \to \infty\) provided

\[\int_0^L \left[ \ell! \sum_{j=1}^{\ell} \frac{X^{(j)}(s)}{j!} \sum_{w_1+\cdots+w_j=\ell \atop w_1,\ldots,w_j \geq 1} f_{w_1}(s) \cdots f_{w_j}(s) \right]^2 ds > 0, \quad (96)\]

with probability 1. Now, the final task is to verify (96). Define

\[Y(s) = \ell! \sum_{j=1}^{\ell} \frac{X^{(j)}(s)}{j!} \sum_{w_1+\cdots+w_j=\ell \atop w_1,\ldots,w_j \geq 1} f_{w_1}(s) \cdots f_{w_j}(s).\]
Suppose the probability that (96) is true is strictly less than 1. Then from the sample path continuity of \( Y(s) \) on \([0, L]\), it follows that

\[
P\left( \bigcap_{s \in [0, L]} \{ Y(s) = 0 \} \right) = P\left( \int_0^L \{ Y(s) \}^2 ds = 0 \right) > 0.
\]

Consequently it follows that for every fixed \( s_0 \in [0, L] \)

\[
P\left( Y(s_0) = 0 \right) \geq P\left( \bigcap_{s \in [0, L]} \{ Y(s) = 0 \} \right) > 0,
\]

which implies that \( P(Y(s_0) = 0) = 1 \) because \( Y(s_0) \) is a Gaussian random variable. Since this holds for every \( s_0 \in [0, L] \) and that the sample path of \( Y(s) \) is continuous on \([0, L]\), we have

\[
P\left( \bigcap_{s \in [0, L]} \{ Y(s) = 0 \} \right) = 1.
\]

Consequently with probability 1, we obtain

\[
X^{(\ell)}(t) = -\ell! \sum_{j=1}^{\ell-1} \frac{X^{(j)}(t)}{j!} \sum_{w_1 + \cdots + w_j = \ell \atop w_1, \ldots, w_j \geq 1} f_{w_1}(t) \cdots f_{w_j}(t) \quad \forall t \in [0, L].
\] (97)

For simplicity of notation, we denote

\[
c_j(t) = -\frac{\ell!}{j!} \sum_{w_1 + \cdots + w_j = \ell \atop w_1, \ldots, w_j \geq 1} f_{w_1}(t) \cdots f_{w_j}(t)
\]

It follows from the definitions of \( f_{w_1}, \ldots, f_{w_\ell} \) that \( c_j(t) \in C^{N-\ell}(0, L) \). From the proof of Proposition 3 in Section B, the mean square derivatives of \( X^{(1)}(t) \), \( \ldots, X^{(\ell-1)}(t) \) coincide with their sample path derivatives which are \( X^{(2)}(t), \ldots, X^{(\ell)}(t) \) respectively. Using (97), it follows that \( X^{(\ell)}(t) \) is mean square differentiable on \((0, L)\). Denote \( \dot{X}^{(\ell)}(t) \) be the mean square derivative of \( X^{(\ell)}(t) \). One can verify that the product rule in mean square sense applies and yields

\[
\dot{X}^{(\ell)}(t) = \sum_{j=1}^{\ell-1} \{ c_j^{(1)}(t)X^{(j)}(t) + c_j(t)X^{(j+1)}(t) \}.
\] (98)

Plugging (97) into (98), we can inductively differentiate \( X^{(\ell)}(t) \) in the mean square sense \( N - \ell \) times. However this contradicts Proposition 3 which asserts that \( X(t) \) can be differentiated in mean square at most \( \lceil \nu \rceil - 1 \) times. This proves that (96) must be true with probability 1. Now we show that

\[
\mathbb{E}V_{\theta, \ell} \asymp n.
\] (99)
By Fatou’s Lemma, it follows that

$$\liminf_{n \to \infty} n^{-1} \mathbb{E} V_{\theta, \ell} \geq \mathbb{E} \liminf_{n \to \infty} (n^{-1} V_{\theta, \ell}) > 0.$$  

(100)

Also, we observe that

$$\mathbb{E} V_{\theta, \ell} = \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) \}$$

$$= O(n),$$  

(101)

as \(n \to \infty\). Thus (99) follows from (100) and (101). Next we prove the result

$$\text{Var}(V_{\theta, \ell} / \mathbb{E} V_{\theta, \ell}) \asymp 1$$  

(102)

by contradiction. We observe that

$$\text{Var}(V_{\theta, \ell})$$

$$= \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) \}^2$$

$$= \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) \}^2$$

$$+ 4 \mathbb{E} \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \nabla_{\theta, \ell} \tilde{m}(t_i) \nabla_{\theta, \ell} \tilde{m}(t_j) \left( \nabla_{\theta, \ell} X_i \nabla_{\theta, \ell} X_j \right)$$

$$= \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) \}^2$$

$$+ 4 \mathbb{E} \left( \sum_{i=1}^{n-\omega_n \ell} \nabla_{\theta, \ell} X_i \nabla_{\theta, \ell} \tilde{m}(t_i) \right)^2$$

$$\geq \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \tilde{K}(t_{i+\omega_n \theta k_1}, t_{j+\omega_n \theta k_2}) \}^2$$

$$- \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \left\{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \sum_{u_1, u_2 \geq 1}^{u_1 + u_2 \leq 2 \ell} \frac{\tilde{K}(u_1, u_2)(t_i, t_j)}{u_1! u_2!} \right\}$$

$$= 2 \sum_{i=1}^{n-\omega_n \ell} \sum_{j=1}^{n-\omega_n \ell} \left\{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \theta_{\ell;i,k_1} \theta_{\ell;j,k_2} \sum_{u_1, u_2 \geq 1}^{u_1 + u_2 \leq 2 \ell} \frac{\tilde{K}(u_1, u_2)(t_i, t_j)}{u_1! u_2!} \right\}$$
\[
\times \left( \sum_{w=1}^{\ell} f_w(t_1) d_{\ell,1,\omega_1,\theta_1} \right) \times \left( \sum_{w=1}^{\ell} f_w(t_2) d_{\ell,2,\omega_2,\theta_2} \right) u_1^2 + o(1) \right)^2
= 2 \sum_{i=1}^{n-\omega_\theta t} \sum_{j=1}^{n-\omega_\theta t} \left\{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} \beta_{\ell,1,k_1} \beta_{\ell,2,k_2} \sum_{u_1,u_2} \frac{\tilde{K}(u_1,u_2)(t_i,t_j)}{u_1!u_2!} \times \sum_{w_{u_1+1}=1}^{\ell} \sum_{w_{u_1+2}=1}^{\ell} f_w(t_1)...f_w(t_2) \right\}^2
+ o(n^2)
= 2n^2 \int_0^L \int_0^L \left\{ \sum_{u_1,u_2} \frac{(\ell)!^2 \tilde{K}(u_1,u_2)(s_1,s_2)}{u_1!u_2!} \times \sum_{w_{u_1+1}=1}^{\ell} \sum_{w_{u_1+2}=1}^{\ell} f_w(s_1)...f_w(s_1) \right\}^2 ds_1 ds_2 + o(n^2) \tag{103}
\]

It is straightforward to see that \( \text{Var}(V_{\theta,\ell}) = O(n^2) \) and thus it follows from (99) that \( \text{Var}(V_{\theta,\ell}/E V_{\theta,\ell}) = O(1) \). To show \( \liminf_{n \to \infty} \text{Var}(V_{\theta,\ell}/E V_{\theta,\ell}) > 0 \), we show that the integral in (103) is strictly positive. It suffices to prove that the integrand is not identically 0 since the integrand is a continuous function. We note that if the integrand is identically 0,

\[
\sum_{u_1,u_2} \frac{(\ell)!^2 \tilde{K}(u_1,u_2)(s_1,s_2)}{u_1!u_2!} \times \sum_{w_{u_1+1}=1}^{\ell} \sum_{w_{u_1+2}=1}^{\ell} f_w(s_1)...f_w(s_1) f_{w_{u_1+1}}(s_2)...f_{w_{u_1+2}}(s_2)
= - \sum_{u_1,u_2} \frac{(\ell)!^2 \tilde{K}(u_1,u_2)(s_1,s_2)}{u_1!u_2!}
\]
This implies that the $2\ell$-th partial derivative of $\tilde{K}(.,.)$ can be expressed as a linear combination of its lower order partial derivatives. Hence due to the differentiability of $\tilde{K}(.,.)$, it can be further differentiated iteratively. This contradicts the fact that $\tilde{K}(.,.)$ is at most $[2\nu]$ times differentiable. Therefore, the integral in (103) is strictly positive and the proof of (102) is done. We further observe that

$$\mu' \mu = \frac{1}{n} \sum_{i=1}^{n-w_n,\theta} \sum_{j=1}^{n-w_n,\theta} \sum_{k_1=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;i,k_2} \tilde{m}(t_{i+w_n,\theta k_1}, t_{i+w_n,\theta k_2}) = O(1).$$

To evaluate $\|\Sigma\|_F^2$, we observe that

$$\|\Sigma\|_F^2 = \sum_{i=1}^{n-w_n,\theta \ell} \sum_{j=1}^{n-w_n,\theta \ell} \Sigma_{ij}^2 = \frac{1}{n^2} \sum_{i=1}^{n-w_n,\theta \ell} \sum_{j=1}^{n-w_n,\theta \ell} \left\{ \sum_{k_1=0}^{\ell} \sum_{k_2=0}^{\ell} a_{\theta,\ell;i,k_1} a_{\theta,\ell;j,k_2} \tilde{K}(t_{i+w_n,\theta k_1}, t_{j+w_n,\theta k_2}) \right\}^2 = O(1).$$

It thus follows that

$$\|\Sigma\|_F^2 = O(1), \quad \mu' \Sigma \mu \leq \mu' \mu \|\Sigma\|_F^2 \leq \mu' \mu \|\Sigma\|_F = O(1).$$

Using Hanson-Wright inequality, we have for sufficiently large $n$,

$$\mathbb{P}(\|Y'Y - EY'Y\| \geq s) = \mathbb{P}(\|Z'\Sigma Z + Z'\Sigma^{1/2} \mu + \mu' \Sigma Z - EZ'\Sigma Z\| \geq s) \leq \mathbb{P}(\|Z'\Sigma Z - EZ'\Sigma Z\| \geq \frac{s}{2}) + \mathbb{P}(\|Z'\Sigma^{1/2} \mu\| \geq \frac{s}{4}) \leq 2 \exp\left\{ -C \min\left(\frac{s^2}{\|\Sigma\|_F^2}, \frac{s^2}{\|\Sigma\|_F^2} \right) \right\} + \min\left\{ 1, C_1 s^{-1} \sqrt{\mu' \Sigma \mu} \exp\left( -\frac{s^2}{2 \mu' \Sigma \mu} \right) \right\} \leq 2 \exp\left\{ -C \min(q_{1,\omega_n} s, q_{2,\omega_n} s^2) \right\} + \min\left\{ 1, C_1 s^{-1} q_{1,\omega_n}^{-1/2} \exp(-C s^2 q_{3,\omega_n}) \right\},$$

for all $s > 0$. The proof of (c) is complete.

The result in (d) can be directly read from (a), (b) and (c). This completes the proof of Theorem 1. \qed
Appendix D: Proofs of Lemmas 4 to 6 and Theorems 2 to 4

Define $W_{\theta} = V_{\theta,t}/EV_{\theta,t}$.

**Lemma 4.** Suppose $\nu \leq \ell$ and Conditions 1 to 3 hold. For any $j \in \mathbb{Z}_+$, there exists a constant $C_j > 0$ such that

$$
\mathbb{E}\{(V_{\theta,t}^{i,j} - \mathbb{E}V_{\theta,t})^{2j}\} \leq C_j (q_{1,\omega_n}^{-j} + q_{2,\omega_n}^{-j} + q_{3,\omega_n}^{-j}), \quad \forall \theta \in \{1, 2\}.
$$

**Proof.** We recall the notation from (15) that for $\nu \leq \ell$

$$
W_{\theta} = Y' Y = Z' \Sigma Z + \mu' \Sigma^{1/2} Z + Z' \Sigma^{1/2} \mu + \mu' \mu
$$

with

$$
Y = \left( \frac{\nabla_{\theta,t} X_1}{\sqrt{EV_{\theta,t}}}, \ldots, \frac{\nabla_{\theta,t} X_{n-\omega_n \theta t}}{\sqrt{EV_{\theta,t}}} \right),
$$

$Z \sim N_{n-\omega_n \theta t}(0, I)$, $\mu = \mathbb{E}Y$ and $\Sigma = \Sigma_{i,j}(n-\omega_n \theta t) = \mathbb{E}\{(Y - \mu)(Y - \mu)^\prime\}$. Let $C_j$ be a generic constant that depends on $j$ which can take different values at different locations. We observe from the proof of Theorem 1(a) and (b) that for $j \in \mathbb{Z}_+$,

$$
\mathbb{E}\{(W_{\theta} - 1)^{2j}\}
= \int_0^\infty \mathbb{P}(|W_{\theta} - 1|^{2j} \geq s) ds
= \int_0^\infty \mathbb{P}(|W_{\theta} - 1| \geq s^{1/(2j)}) ds
\leq \int_0^\infty \left\{ \mathbb{P}(|Z' \Sigma Z + \mu' \mu - 1| \geq s^{1/(2j)}/2) + \mathbb{P}(|\mu' \Sigma^{1/2} Z| \geq s^{1/(2j)}/4) \right\} ds
\leq 2 \int_0^\infty \exp \left\{ - C \min(q_{1,\omega_n} s^{1/(2j)} , q_{2,\omega_n} s^{1/j}) \right\} ds
+ 2 \int_0^\infty \int_{s^{1/(2j)}/4}^\infty \frac{1}{\sqrt{2\pi \mu' \Sigma \mu}} \exp\left(- \frac{t^2}{2\mu' \Sigma \mu}\right) dt ds
= C_j \int_0^\infty s^{2j-1} \exp\left\{ - C \min(q_{1,\omega_n} s , q_{2,\omega_n} s^2) \right\} ds
+ 2 \int_0^\infty \int_0^{(4t)^j} \frac{1}{\sqrt{2\pi \mu' \Sigma \mu}} \exp\left(- \frac{t^2}{2\mu' \Sigma \mu}\right) dt ds
= C_j \int_0^\infty s^{2j-1} \exp\left\{ - C(q_{1,\omega_n} s) \right\} ds
+ C_j \int_0^\infty s^{2j-1} \exp\left\{ - C(q_{2,\omega_n} s^2) \right\} ds
+ 2 \int_0^\infty \frac{q_{2,j}^{2j}}{\sqrt{2\pi \mu' \Sigma \mu}} \exp\left(- \frac{t^2}{2\mu' \Sigma \mu}\right) dt
= C_j (q_{1,\omega_n}^{-j} + q_{2,\omega_n}^{-j} + q_{3,\omega_n}^{-j}).
$$

This proves Lemma 4. \qed
Lemma 5. Suppose $\nu \leq \ell$ and Conditions 1 to 3 hold. For any $j \in \mathbb{Z}_+$, there exists a constant $C_j > 0$ such that

$$E\{\log^{2j}(V_{\theta,\ell})\} \leq C_j(q_{1,\omega_n}^{-j} + q_{2,\omega_n}^{-j} + q_{3,\omega_n}^{-j}), \quad \forall \theta \in \{1, 2\}.$$  

Proof. We observe that

$$E\log^{2j}(W_{\theta}) = E\{\log^{2j}(W_{\theta})I(|W_{\theta} - 1| < \frac{1}{2})\} + E\{\log^{2j}(W_{\theta})I(|W_{\theta} - 1| \geq \frac{1}{2})\}$$

$$\leq \sup_{x \in [1/2, 3/2]} \log^{2j}(x) + E\{\log^{2j}(W_{\theta})I(W_{\theta} \geq \frac{3}{2})\}$$

$$+ E\{\log^{2j}(W_{\theta})I(0 < W_{\theta} \leq \frac{1}{2})\}$$

$$\leq \sup_{x \in [1/2, 3/2]} \log^{2j}(x) + E\{(W_{\theta} - 1)^{2j}\} + E\{\log^{2j}(W_{\theta})I(0 < W_{\theta} \leq \frac{1}{2})\}.$$  

(104)

Recall from (15) that

$$W_{\theta} = (\Sigma^{1/2}Z + \mu)'(\Sigma^{1/2}Z + \mu).$$

We write $\Sigma = HAH'$ where $A$ is a diagonal matrix and $H$ is an orthogonal matrix. Then it follows that $W_{\theta}$ is identically distributed as

$$\tilde{W}_{\theta} = (\Lambda^{1/2}Z + H'\mu)'(\Lambda^{1/2}Z + H'\mu).$$

Hence we have

$$E\{\log^{2j}(W_{\theta})I(0 < W_{\theta} \leq \frac{1}{2})\} = E\{\log^{2j}(\tilde{W}_{\theta})I(0 < \tilde{W}_{\theta} \leq \frac{1}{2})\}.$$  

Let $\lambda_1 \geq \cdots \geq \lambda_{n-\omega_n,\theta} \ell$ denote the descending eigenvalues of $\Sigma$, write $Z = (Z_1, \ldots, Z_{n-\omega_n,\theta})'$ and define

$$\tilde{\mu} = (\tilde{\mu}_1, \ldots, \tilde{\mu}_{n-\omega_n,\theta})' = H'\mu.$$  

Then we have

$$\tilde{W}_{\theta} = \sum_{i=1}^{n-\omega_n,\theta} (\lambda_i^{1/2}Z_i + \tilde{\mu}_i)^2 \geq (\lambda_1^{1/2}Z_1 + \tilde{\mu}_1)^2.$$  

We observe that when $0 < \tilde{W}_{\theta} \leq 1/2$, $\log(\tilde{W}_{\theta}) \leq 0$ and hence

$$0 \geq \log(\tilde{W}_{\theta})I(0 < \tilde{W}_{\theta} \leq \frac{1}{2}) \geq \log\{(\lambda_1^{1/2}Z_1 + \tilde{\mu}_1)^2\}I(0 < \tilde{W}_{\theta} \leq \frac{1}{2}).$$
Consequently it follows that for any $j \in \mathbb{Z}_+$,

$$\mathbb{E} \log^{2j}(\bar{W}_\theta) I(0 < \bar{W}_\theta \leq \frac{1}{2}) \leq \mathbb{E} \left[ \log^{2j}\{(\lambda_1^{1/2}Z_1 + \tilde{\mu}_1)^2\} I(0 < \bar{W}_\theta \leq \frac{1}{2}) \right] \leq \mathbb{E} \log^{2j}\{(\lambda_1^{1/2}Z_1 + \tilde{\mu}_1)^2\}. $$

Now we establish lower and upper bounds for $\lambda_1$ and an upper bound for $\tilde{\mu}_1$. Since $\sum_{i=1}^{n-\omega_n\theta t} \lambda_i = \mathbb{E} \sum_{i=1}^{n-\omega_n\theta t} \lambda_i Z_i^2 = \mathbb{E} Z'\Sigma Z = 1 - \mu'\mu$, it follows from (74) and (92) that

$$\frac{1}{2n} \leq \frac{1 - \mu'\mu}{n - \omega_n\theta t} \leq \lambda_1 \leq 1, \quad \tilde{\mu}_1^2 \leq \tilde{\mu}'\tilde{\mu} = \mu'\mu = o(1),$$

for all large $n$. Let $C_j$ denote a generic constant that can take different values at different locations. Consequently using (105), we obtain

$$\mathbb{E} \log^{2j}\{(\lambda_1^{1/2}Z_1 + \tilde{\mu}_1)^2\}$$

$$= \int_{-\infty}^{\infty} \log^{2j}(x^2) \frac{1}{2\pi \lambda_1} \exp \left\{ - \frac{(x - \tilde{\mu}_1)^2}{2\lambda_1} \right\} dx$$

$$= \int_{0}^{\infty} \log^{2j}(x^2) \frac{1}{2\pi \lambda_1} \exp \left\{ - \frac{(x - \tilde{\mu}_1)^2}{2\lambda_1} \right\} dx$$

$$+ \int_{0}^{\infty} \log^{2j}(x^2) \frac{1}{2\pi \lambda_1} \exp \left\{ - \frac{(x - \mu)^2}{2\lambda_1} \right\} dx$$

$$= \int_{0}^{\infty} \log^{2j}(x^2) \frac{1}{2\pi \lambda_1} \left[ \exp \left\{ - \frac{(x - \tilde{\mu}_1)^2}{2\lambda_1} \right\} + \exp \left\{ - \frac{(x + \tilde{\mu}_1)^2}{2\lambda_1} \right\} \right] dx$$

$$\leq 2^{2j} \int_{0}^{1} \log^{2j}(x) \frac{2}{2\pi \lambda_1} dx + 2^{2j} \int_{1}^{\infty} \log^{2j}(x) \frac{1}{2\pi \lambda_1} dx$$

$$\times \left[ \exp \left\{ - \frac{(x - \tilde{\mu}_1)^2}{2\lambda_1} \right\} + \exp \left\{ - \frac{(x + \tilde{\mu}_1)^2}{2\lambda_1} \right\} \right] dx$$

$$\leq C_j \sqrt{n} + C_j \int_{0}^{\infty} (x - 1)^{2j} \frac{1}{\sqrt{2\pi \lambda_1}} dx$$

$$\times \left[ \exp \left\{ - \frac{(x - \tilde{\mu}_1)^2}{2\lambda_1} \right\} + \exp \left\{ - \frac{(x + \tilde{\mu}_1)^2}{2\lambda_1} \right\} \right] dx$$

$$\leq C_j \sqrt{n} + C_j \int_{-\infty}^{\infty} (\lambda_1^{1/2}x + \tilde{\mu}_1 - 1)^{2j} \frac{1}{\sqrt{2\pi}} \exp \left\{ - \frac{x^2}{2} \right\} dx$$

$$+ C_j \int_{-\infty}^{\infty} (\lambda_1^{1/2}x - \tilde{\mu}_1 - 1)^{2j} \frac{1}{\sqrt{2\pi}} \exp \left\{ - \frac{x^2}{2} \right\} dx$$

$$\leq C_j \sqrt{n} + C_j.$$

Then it follows from (104) and Lemma 4 that for all large $n$,

$$\mathbb{E} \log^{2j}(\bar{W}_\theta) \leq C_j \sqrt{n}.$$

(106)
Next, we improve the bound (106). Recall that
\[ \mathbb{E}\log^2(W_\theta) = \mathbb{E}\log^2(W_\theta)\mathcal{I}(|W_\theta - 1| < \frac{1}{2}) + \mathbb{E}\log^2(W_\theta)\mathcal{I}(|W_\theta - 1| \geq \frac{1}{2}) \].

We observe from (16) that there exists some constant \( C, C_1 > 0 \) such that for all large \( n \)
\[ \mathbb{P}(|W_\theta - 1| \geq \frac{1}{2}) \leq 2 \exp(-C \min(q_{1,\omega_n}, q_{2,\omega_n})) + \min\{1, C_1 q_3^{-1/2} \exp(-C q_3 \omega_n)\} \].

Suppose \( \nu < \ell \). Applying Cauchy-Schwartz inequality and (106), it follows that
\[ \mathbb{E}\log^2(W_\theta)\mathcal{I}(|W_\theta - 1| \geq \frac{1}{2}) \leq \sqrt{\{\mathbb{E}\log^4(W_\theta)\}\mathbb{P}(|W_\theta - 1| \geq \frac{1}{2})} \]
\[ \leq C_j n^{1/4} \exp(-C \min(q_{1,\omega_n}, q_{2,\omega_n})) + C_j \min\{n^{1/4}, n^{1/4} q_3^{-1/4} \exp(-C q_3 \omega_n)\}, \quad (107) \]

Suppose \( \nu = \ell \). Applying Hölder’s inequality and (106), we can choose a sufficiently large number \( r > 1 \) such that for some constant \( \varepsilon > 0 \),
\[ \mathbb{E}\log^2(W_\theta)\mathcal{I}(|W_\theta - 1| \geq \frac{1}{2}) \]
\[ \leq \{\mathbb{E}\log^{2r}(W_\theta)\}^{1/r} \mathbb{P}(|W_\theta - 1| \geq \frac{1}{2})^{(r-1)/r} + C_j \min\{n^{1/(2r)}, n^{1/(2r)} q_3^{-1/(2r)} \exp(-C(r-1)/r q_3 \omega_n)\} \]
\[ = C_j n^{1/(2r)} \exp\left(-C(r-1)/r \log(n/\omega_n)\right) \]
\[ + C_j n^{1/(2r)} \log(n/\omega_n)^{-1/(r-1)/r} \exp\left(-C(r-1)/r \log^2(n/\omega_n)\right) \]
\[ = O(n^{-\varepsilon}), \quad (108) \]
for all large \( n \).

By mean value theorem, there exists some \( c \in (1/2, 3/2) \) such that
\[ \mathbb{E}\log^2(W_\theta)\mathcal{I}(|W_\theta - 1| < \frac{1}{2}) \]
\[ \leq \mathbb{E}\{[(W_\theta - 1) - \frac{1}{2c^2}(W_\theta - 1) - 2]^{2c^2} \mathcal{I}(|W_\theta - 1| < \frac{1}{2})\} \]
\[ \leq \mathbb{E}\{[(W_\theta - 1) + 2(W_\theta - 1)]^{2c^2} \mathcal{I}(|W_\theta - 1| < \frac{1}{2})\} \]
\[ \leq \mathbb{E}\{(W_\theta - 1)^{2c^2}|W_\theta - 1|^{2c^2} \mathcal{I}(|W_\theta - 1| < \frac{1}{2})\} \]
\[ \leq 2^{2j}E(W_\theta - 1)^{2j} \]
\[ \leq C_j(q_{1,\omega_n}^{-2} + q_{2,\omega_n}^{-j} + q_{3,\omega_n}^{-j}). \]  

(109)

The last inequality follows from Lemma 4. Then the desired result follows from (107), (108), (109) and the fact that (107) (or (108) if \( \nu = \ell \)) is negligible compared to (109) as \( n \to \infty \). This proves Lemma 5.

Lemma 6. Let \( \Omega_\ell \) be as in (18). There exist constants \( C_1, C_2 > 0 \) such that for \( n \) sufficiently large,

\[
P(\Omega_\ell) \leq \begin{cases} 
C_1 \exp\{-C_2(n/\omega_n)^{1/2} \log(n/\omega_n)\} & \text{if } 1 \leq \ell \leq \nu, \\
C_1 \exp\{-C_2(n/\omega_n)^{2[\nu]-2\nu} \log(n/\omega_n)\} & \text{if } \ell = [\nu] + 1, \nu < [\nu] - 1/4, \\
C_1 \exp\{-C_2(n/\omega_n)\} & \text{if } \ell \in \{0, [\nu] + 2, \ldots, M_n\}.
\end{cases}
\]

Proof. Case 1. Suppose that \( 1 \leq \ell < \nu \). We observe from Theorem 1(c) and (16) that for sufficiently large \( n \),

\[
P(\Omega_\ell) \leq P(n^{-1}V_1,\ell \geq (n/\omega_n)^{1/2} \log(n/\omega_n)) \\
\leq P(n^{-1}|V_1,\ell - EV_1,\ell| \geq (n/\omega_n)^{1/2} \log(n/\omega_n) - n^{-1}EV_1,\ell) \\
\leq P(n^{-1}|V_1,\ell - EV_1,\ell| \geq \frac{1}{2}(n/\omega_n)^{1/2} \log(n/\omega_n)) \\
\leq C_1 \exp\{-C_2(n/\omega_n)^{1/2} \log(n/\omega_n)\}.
\]  

(110)

Case 2. Suppose \( \ell = \nu \). We observe from Theorem 1(b) and (d) that for sufficiently large \( n \),

\[
P(\Omega_\ell) \leq P\left\{V_1,\ell \geq n(n/\omega_n)^{1/2} \log(n/\omega_n)\right\} \\
\leq P\left\{|V_1,\ell - EV_1,\ell| \geq n(n/\omega_n)^{1/2} \log(n/\omega_n) - 1\right\} \\
= C_1 \exp\{-C_2(n/\omega_n)^{1/2} \log(n/\omega_n)\}.
\]  

(111)

Case 3. Suppose \( \ell \geq [\nu] + 2 \). We observe from Theorem 1(a) that

\[
\frac{EV_1,\nu+1}{EV_2,\nu+1} \to 2^{2[\nu]+2-2\nu},
\]

as \( n \to \infty \). This implies that for sufficiently large \( n \),

\[
\frac{EV_1,\nu+1}{EV_2,\nu+1} \geq \frac{2^{2[\nu]+2-2\nu}}{2^{1/2}}.
\]
Consequently, it follows from (17) and Theorem 1(d) that there exist constants $C, C_1 > 0$ such that for sufficiently large $n$,

$$
\mathbb{P}(\tilde{\nu}_{n,[\nu]+1} > [\nu] + 3/4)
= \mathbb{P}\left(\log\left(\frac{V_{2,[\nu]+1}/V_{1,[\nu]+1}}{2\log(2)}\right) > -\frac{1}{4}\right)
= \mathbb{P}\left(\frac{V_{2,[\nu]+1}}{V_{1,[\nu]+1}} > 2^{-1/2}\right)
= \mathbb{P}\left(\frac{V_{2,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}} > 2^{-1/2}\frac{\mathbb{E}V_{1,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}}\mathbb{E}V_{1,[\nu]+1}\right)
\leq \mathbb{P}\left(\frac{V_{2,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}} > 2^{-1/2}\frac{\mathbb{E}V_{1,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}}\mathbb{E}V_{1,[\nu]+1}, \frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} > \frac{2}{3}\right) + \mathbb{P}\left(\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} \leq \frac{2}{3}\right)
\leq \mathbb{P}\left(\frac{V_{2,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}} > \frac{2}{3}2^{-1/2}\frac{\mathbb{E}V_{1,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}}\right) + \mathbb{P}\left(\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} \leq \frac{2}{3}\right)
\leq \mathbb{P}\left(\frac{V_{2,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}} > \frac{4}{3}\right) + \mathbb{P}\left(\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} \leq \frac{2}{3}\right)
\leq \mathbb{P}\left(\left|\frac{V_{2,[\nu]+1}}{\mathbb{E}V_{2,[\nu]+1}} - 1\right| > \frac{1}{3}\right) + \mathbb{P}\left(\left|\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} - 1\right| \geq \frac{1}{3}\right)
\leq \mathbb{P}(\Theta_{[\nu]+1})
(112)

It follows from (18), (112) and Theorem 1(a) that there exist constants $C, C_1, C_2 > 0$ such that for sufficiently large $n$,

$$
\mathbb{P}(\Omega_{\nu}) \leq \mathbb{P}(\Theta_{[\nu]+1})
\leq \mathbb{P}(\tilde{\nu}_{n,[\nu]+1} > [\nu] + 3/4) + \mathbb{P}(n^{-1}V_{1,[\nu]+1} < (\frac{n}{\omega_n})^{1/2} \log(\frac{n}{\omega_n}))
= \mathbb{P}(\tilde{\nu}_{n,[\nu]+1} > [\nu] + 3/4)
+ \mathbb{P}\left\{\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} - 1 < \frac{n(n/\omega_n)^{1/2} \log(n/\omega_n)}{\mathbb{E}V_{1,[\nu]+1}} - 1\right\}
\leq \mathbb{P}\left\{\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} - 1 < C_1 \left(\frac{n}{\omega_n}\right)^{1/2} \log(n/\omega_n) - 1\right\}
\leq \mathbb{P}\left\{\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} - 1 < C_2 \frac{n(n/\omega_n)^{1/2} \log(n/\omega_n)}{n(n/\omega_n)^{2[\nu]+2-2\nu} - 1}\right\}
\leq \mathbb{P}\left\{\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} - 1 < C_2 \left(\frac{n}{\omega_n}\right)^{2\nu-2[\nu]-3/2} \log(n/\omega_n) - 1\right\}
\leq \mathbb{P}\left\{\frac{V_{1,[\nu]+1}}{\mathbb{E}V_{1,[\nu]+1}} - 1 < C_2 \left(\frac{n}{\omega_n}\right)^{2\nu-2[\nu]-3/2} \log(n/\omega_n) - 1\right\}
$$
\[
\leq C \exp\{-C_1 \left( \frac{n}{\omega_n} \right) \} + \mathbb{P}\left( \left| \frac{V_{1,[\nu]}+1}{E V_{1,[\nu]}} - 1 \right| > \frac{1}{2} \right)
\]
\[
\leq C_1 \exp\{-C_2 \left( \frac{n}{\omega_n} \right) \}.
\]

(113)

**Case 4.** Suppose \( \ell = 0 \). The bound (113) also applies to \( \mathbb{P}(\Omega_0) \) because
\[
\mathbb{P}(\Omega_0) = \mathbb{P}\left( \bigcap_{\ell=1}^{M_n} T^\ell \right) \leq \mathbb{P}(T^\nu_{\ell} + 1).
\]

(114)

**Case 5.** Suppose \( \ell = [\nu] + 1 \) and \( \nu < [\nu] - 1/4 \). We observe that
\[
\mathbb{P}(\Omega_{[\nu]+1}) \leq \mathbb{P}(T^\nu_{\ell_1})
\]
\[
\leq \mathbb{P}(\tilde{\nu}_{n,[\nu]} > [\nu] - \frac{1}{4}) + \mathbb{P}\left( n^{-1} V_{1,[\nu]} < \left( \frac{n}{\omega_n} \right)^{1/2} \log \left( \frac{n}{\omega_n} \right) \right).
\]

It follows from (16) and Theorem 1(a) that there exist constants \( C, C_1, C_2 > 0 \) such that for sufficiently large \( n \),
\[
\mathbb{P}\left( n^{-1} V_{1,[\nu]} < \left( \frac{n}{\omega_n} \right)^{1/2} \log \left( \frac{n}{\omega_n} \right) \right)
\]
\[
\leq \mathbb{P}\left( \frac{V_{1,[\nu]}}{E V_{1,[\nu]}} - 1 < \frac{n(n/\omega_n)^{1/2} \log (n/\omega_n)}{E V_{1,[\nu]}} - 1 \right)
\]
\[
\leq \mathbb{P}\left( \left| \frac{V_{1,[\nu]}}{E V_{1,[\nu]}} - 1 \right| > 1 - \frac{n^{3/2} \log n}{\omega_n^{1/2} E V_{1,[\nu]}} \right)
\]
\[
\leq \mathbb{P}\left( \left| \frac{V_{1,[\nu]}}{E V_{1,[\nu]}} - 1 \right| > 1 - C \left( \frac{n}{\omega_n} \right)^{2[\nu]-2[\nu]+1/2} \log \left( \frac{n}{\omega_n} \right) \right)
\]
\[
\leq \mathbb{P}\left( \left| \frac{V_{1,[\nu]}}{E V_{1,[\nu]}} - 1 \right| \geq \frac{1}{2} \right)
\]
\[
\leq C_1 \exp\{-C_2 \left( \frac{n}{\omega_n} \right) \}.
\]

(116)

We observe from Theorem 1(a) that
\[
\frac{E V_{1,[\nu]}}{E V_{2,[\nu]}} \to 2^{2[\nu]-2\nu},
\]
as \( n \to \infty \). Writing \( \delta = 2[\nu] - 2\nu - 1/2 \), we have \( \delta > 0 \) and
\[
\frac{E V_{1,[\nu]}}{E V_{2,[\nu]}} \geq 2^{\delta/2+1/2},
\]
for sufficiently large \( n \). Next we observe from (17) and Theorem 1(d) that there exist constants \( C, C_1 > 0 \) such that for sufficiently large \( n \),
\[
\mathbb{P}(\tilde{\nu}_{n,[\nu]} > [\nu] - \frac{1}{4})
\]
It follows from (115), (116) and (117) that for sufficiently large 

\[ P(\frac{\log(V_{2, [\nu]} / V_{1, [\nu]})}{2 \log(2)} > -\frac{1}{4}) \]

\[ P(\frac{V_{2, [\nu]}^{V_{1, [\nu]} / V_{2, [\nu]}}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]}} - 1 \geq \frac{n(n/\omega_n)^{1/2} \log(n/\omega_n)}{V_{1, [\nu]} / V_{1, [\nu]}}) \]

\[ \leq P(\frac{V_{2, [\nu]}^{V_{1, [\nu]} / V_{2, [\nu]}}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]} / V_{1, [\nu]}) > 2^{-\delta/4}) \]

\[ + P(\frac{V_{1, [\nu]} / V_{1, [\nu]}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]}} < 2^{-\delta/4}) \]

\[ \leq P(\frac{V_{2, [\nu]}^{V_{1, [\nu]} / V_{2, [\nu]}}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]} / V_{1, [\nu]}) > 2^{-\delta/4} \]

\[ \leq P(\frac{V_{2, [\nu]}^{V_{1, [\nu]} / V_{2, [\nu]}}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]} / V_{1, [\nu]}) > 2^{-\delta/4} \]

\[ \leq P(\frac{V_{2, [\nu]}^{V_{1, [\nu]} / V_{2, [\nu]}}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]} / V_{1, [\nu]}) > 2^{-\delta/4} \]

\[ \leq P(\frac{V_{2, [\nu]}^{V_{1, [\nu]} / V_{2, [\nu]}}}{\bar{E}^{2, [\nu]}_{V_{2, [\nu]}} V_{1, [\nu]} / V_{1, [\nu]}) > 2^{-\delta/4} \]

\[ \leq C \exp(-C_1(n/\omega_n)). \quad (117) \]

It follows from (115), (116) and (117) that for sufficiently large \(n\),

\[ P(\Omega_{[\nu]+1}) \leq C \exp(-C_1(n/\omega_n)). \quad (118) \]

**Case 6.** Suppose \(\ell = [\nu] > \nu > [\nu] - 1/4\). We have from (18) and Theorem 1(b) that there exist constants \(C, C_1, C_2 > 0\) such that for sufficiently large \(n\),

\[ P(\Omega_{[\nu]}) \leq P\left\{ n^{-1} V_{1, [\nu]} \geq \left(\frac{n}{\omega_n}\right)^{1/2} \log\left(\frac{n}{\omega_n}\right) \right\} \]

\[ = P\left\{ \frac{V_{1, [\nu]} / V_{1, [\nu]}}{\bar{E}^{2, [\nu]}_{V_{1, [\nu]}} / V_{1, [\nu]}) - 1 \geq \frac{n(n/\omega_n)^{1/2} \log(n/\omega_n)}{V_{1, [\nu] / V_{1, [\nu]})}} \right\} \]

\[ \leq C \exp(-C_2(n/\omega_n)^{1/2} \log(n/\omega_n)) \quad (119) \]

Lemma 6 follows immediately from (110), (111), (113), (114), (118) and (119).

**Proof of Theorem 2**

Define

\[ T(\nu^*) = \frac{V_{1, \ell} 2^{\nu^*-2\ell}}{V_{2, \ell}} - 1, \quad \forall \nu^* \geq 0. \]
Then \( T(\nu^*) > -1 \) almost surely for every \( n \) and \( \hat{\nu}_{n, \ell} \) satisfies that

\[
\hat{\nu}_{n, \ell} = \frac{1}{2} \log_2 \left[ \frac{V_{2, \ell}}{V_{1, \ell}} (T(\hat{\nu}_{n, \ell}) + 1) \right] + \ell. \tag{120}
\]

We observe from Theorem 1 and the definition of \( \hat{\nu}_{n, \ell} \) that as \( n \to \infty \),

\[
V_{2, \ell}/V_{1, \ell} \to \begin{cases} 
2^{2\nu-2\ell} \text{ almost surely} & \text{if } \nu < \ell, \\
1 \text{ in probability} & \text{if } \nu = \ell, \\
1 \text{ almost surely} & \text{if } \nu > \ell,
\end{cases}
\]

and

\[
|T(\hat{\nu}_{n, \ell})| \leq \min\{|T(\nu)|, |T(\ell)|\} \to \begin{cases} 
0 \text{ almost surely} & \text{if } \nu \neq \ell, \\
0 \text{ in probability} & \text{if } \nu = \ell.
\end{cases}
\]

It then follows from (120) and continuous mapping theorem (cf. Theorem 2.3 of [28]) that as \( n \to \infty \)

\[
\hat{\nu}_{n, \ell} \to \begin{cases} 
\nu \text{ almost surely} & \text{if } \nu < \ell, \\
\ell \text{ in probability} & \text{if } \nu = \ell, \\
\ell \text{ almost surely} & \text{if } \nu > \ell.
\end{cases}
\]

Now we proceed to evaluate the convergence rates. Let

\[
\hat{\nu}^*_{n, \ell} = \ell + \frac{\log(V_{2, \ell}/V_{1, \ell})}{2 \log(2)}.
\]

We observe that

\[
\hat{\nu}_{n, \ell} = \begin{cases} 
0 & \text{if } \hat{\nu}^*_{n, \ell} < 0, \\
\hat{\nu}^*_{n, \ell} & \text{if } \hat{\nu}^*_{n, \ell} \geq 0,
\end{cases}
\]

and hence

\[
E\{(\hat{\nu}_{n, \ell} - \nu)^2\} \leq E\{\hat{\nu}^*_{n, \ell} - \nu)^2\}.
\]

Define

\[
\delta = \log(\frac{E_{V_{2, \ell}}}{E_{V_{1, \ell}}}) - 2(\nu - \ell) \log(2).
\]

**Case 1.** Suppose \( \nu \leq \ell \). It follows from Theorem 1(a) and (b) that

\[
\delta = \begin{cases} 
O(\omega_n^{-1}) + O((\omega_n/n)^{1/2(2\ell-2\nu)}) & \text{if } \ell > \nu \notin \mathbb{Z}_+, \\
O(\omega_n^{-1}) + O((\omega_n/n) \log(n)) & \text{if } \ell > \nu \in \mathbb{Z}_+, \\
O(\log^{-1}(n)) & \text{if } \ell = \nu,
\end{cases} \tag{121}
\]

as \( n \to \infty \). Writing \( W_\theta = V_{\theta, \ell}/E_{V_{\theta, \ell}} \), it follows from (121) and Lemma 5 that

\[
E\{(\hat{\nu}^*_n - \nu)^2\} = E\left( \ell + \frac{\log(V_{2, \ell}) - \log(V_{1, \ell})}{2 \log 2} - \nu \right)^2
\]
\[ E\left(\ell - \nu + \frac{\log(W_2) - \log(W_1)}{2\log 2} + \frac{1}{2\log 2} \log\left(\frac{EV_{2,\ell}}{EV_{1,\ell}}\right)\right)^2 \]

\[ = E\left(\frac{\log(W_2) - \log(W_1)}{2\log 2} + \frac{\delta}{2\log 2}\right)^2 \]

\[ \leq E\left(\frac{\log(W_2) + \log(W_1)}{2\log 2}\right)^2 + \frac{\delta^2}{2\log^2(2)} \]

\[ \leq E\frac{\log^2(W_2) + \log^2(W_1)}{\log^2(2)} + \frac{\delta^2}{2\log^2(2)} \]

\[ \leq C_1(q_1,\omega_n + q_2,\omega_n + q_3,\omega_n) + \frac{\delta^2}{2\log^2(2)} \]

\[ = \begin{cases} 
O(\omega_n^{-2}) + O(\omega_n/n) & \text{if } \nu < \ell - 1/4, \\
O(\omega_n^{-2}) + O(\omega_n n^{-1} \log(\omega_n/n)) & \text{if } \nu = \ell - 1/4, \\
O(\omega_n^{-2}) + O((\omega_n/n)^{\ell - 4\nu}) & \text{if } \nu \in (\ell - 1/4, \ell), \\
O(\log^{-2}(n)) & \text{if } \nu = \ell,
\end{cases} \]

as \( n \to \infty \) since \( N \geq 2\nu + 6 \) (Condition 1).

**Case 2.** Suppose \( \nu > \ell \). We observe that for \( t > 0 \)

\[ \mathbb{P}(\left|\log\left(\frac{V_{2,\ell}}{V_{1,\ell}}\right)\right| \geq t) \]

\[ = \mathbb{P}(\log(V_{2,\ell}) \geq t) + \mathbb{P}(\log(V_{2,\ell}) \leq -t) \]

\[ = \mathbb{P}(\frac{V_{2,\ell}}{V_{1,\ell}} \geq e^t) + \mathbb{P}(\frac{V_{2,\ell}}{V_{1,\ell}} \leq e^{-t}) \]

\[ = \mathbb{P}(\frac{V_{2,\ell}}{V_{1,\ell}} \geq e^t, \frac{V_{1,\ell}}{n} \leq e^{-t^2/2}) + \mathbb{P}(\frac{V_{2,\ell}}{V_{1,\ell}} \geq e^t, \frac{V_{1,\ell}}{n} > e^{-t^2/2}) \]

\[ + \mathbb{P}(\frac{V_{1,\ell}}{n} \leq e^{-t^2/2}) + \mathbb{P}(\frac{V_{2,\ell}}{n} \geq e^t/2) \]

\[ \leq \mathbb{P}(\frac{V_{1,\ell}}{n} \leq e^{-t^2/2}) + \mathbb{P}(\frac{V_{2,\ell}}{n} \geq e^t/2). \] (122)

It follows from (16) that there exist constants \( c, C_1, C_2 > 0 \) such that for \( \theta \in \{1, 2\}, \ell < \nu \) and any \( t > 0 \)

\[ \mathbb{P}(n^{-1}V_{\theta,\ell} \geq e^{t/2}) \]

\[ = \mathbb{P}(n^{-1}(V_{\theta,\ell} - EV_{\theta,\ell}) \geq e^{t/2} - n^{-1}EV_{\theta,\ell}) \]

\[ \leq \mathbb{P}(n^{-1}V_{\theta,\ell} - EV_{\theta,\ell} \geq e^{t/2} - c) \]

\[ \leq C_1 \exp(-C_2 \min\{0 \vee (e^{t/2} - c), (0 \vee (e^{t/2} - c))^2\}). \] (123)
Next, we derive the bound for $P(n^{-1}V_{\theta,\ell} \leq e^{-t/2})$. Recall the notation
\[ Y = \left( \frac{\nabla_{\theta,\ell}X_1}{\sqrt{n}}, \ldots, \frac{\nabla_{\theta,\ell}X_n - \omega_n}{\sqrt{n}} \right), \quad (124) \]
\[ n^{-1}V_{\theta,\ell} = Y'Y = Z'\Sigma Z + Z'\Sigma^{1/2} \mu + \mu' \Sigma Z + \mu' \mu, \quad (125) \]
where $\mu = EY$, $\Sigma = (\Sigma_{ij}) = E\{(Y - \mu)(Y - \mu)\}'$ and $Z \sim N_{n - \omega_n \theta \ell}(0, I)$. From (124) and (125), we obtain
\[ P(n^{-1}V_{\theta,\ell} \leq e^{-t/2}) = P((\Sigma^{1/2} Z + \mu)'(\Sigma^{1/2} Z + \mu) \leq e^{-t/2}). \]

Suppose the orthogonal decomposition of $\Sigma$ is given as $H \Lambda H'$ where $H$ and $\Lambda$ are the matrices of eigenvectors and eigenvalues respectively. Then we have
\[ (\Sigma^{1/2} Z + \mu)'(\Sigma^{1/2} Z + \mu) = (\Lambda^{1/2} H'Z + H'\mu)'(\Lambda^{1/2} H'Z + H'\mu). \]

Since $H'Z$ and $Z$ have the same distribution, we may rewrite $H'Z$, $H'\mu$ as $Z$, $\mu$ respectively. Denoting the set of eigenvalues of $\Sigma$ in descending order as $(\lambda_1, \ldots, \lambda_{n - \omega_n \theta \ell})$, we have that
\[ (\Lambda^{1/2} Z + \mu)'(\Lambda^{1/2} Z + \mu) = \sum_{i=1}^{n - \omega_n \theta \ell} (\lambda_i^{1/2} Z_i + \mu_i)^2, \]
where $Z_i$ and $\mu_i$ are the $i$-th component of the vectors $Z$ and $\mu$ respectively for $i = 1, \ldots, n - \omega_n \theta \ell$. We observe from Theorem 1(c) that
\[ \sum_{i=1}^{n - \omega_n \theta \ell} (\lambda_i + \mu_i^2) > 1, \]
\[ 2 \sum_{i=1}^{n - \omega_n \theta \ell} (\lambda_i^2 + 2\lambda_i \mu_i^2) > 1. \quad (126) \]

Next we shall show that
\[ \lim_{n \to \infty} \lambda_1 > 0. \quad (127) \]

Suppose (127) does not hold. In the following, we write $\lambda_i$ as $\lambda_{i,n}$ and $\mu_i$ as $\mu_{i,n}$ to exhibit the explicit dependence of $\lambda_i$ and $\mu_i$ on $n$. We let $\{n_k\}$ be a subsequence of $\{n\}$ such that $\lim_{k \to \infty} \lambda_{1,n_k} \to 0$. Then it follows that
\[ \sum_{i=1}^{n_k - \omega_{n_k} \theta \ell} (\lambda_{i,n_k}^2 + 2\lambda_{i,n_k} \mu_{i,n_k}^2) \leq 2\lambda_{1,n_k} \sum_{i=1}^{n_k - \omega_{n_k} \theta \ell} (\lambda_{i,n_k} + \mu_{i,n_k}^2) \to 0 \]
as $k \to \infty$, which contradicts with (126). Using (127), we observe that for large $n$,
\[ P(n^{-1}V_{\theta,\ell} \leq e^{-t/2}) = P((\Lambda^{1/2} Z + \mu)'(\Lambda^{1/2} Z + \mu) \leq e^{-t/2}). \]
\[
\begin{align*}
\text{Smoothness estimation} & \\ 
\leq \ P\{\lambda_1^{1/2}Z_1 + \mu_1^2 \leq e^{-t/2}\} \\
\leq \ P(-e^{-t/4} \leq \lambda_1^{1/2}Z_1 + \mu_1 \leq e^{-t/4}) \\
\leq \ Ce^{-t/4}. 
\end{align*}
\] 

Consequently, it follows from (122), (123) and (128) that

\[
\E \log^2 \left( \frac{V_{2,\ell}}{V_{1,\ell}} \right) \\
= \int_0^\infty P(\log^2 \left( \frac{V_{2,\ell}}{V_{1,\ell}} \right) \geq t) dt \\
\leq C \int_0^\infty \left\{ e^{-\sqrt{t}/4} + C_1 \exp \left( -C_2 \min\left\{ 0 \vee (e^{\sqrt{t}/2} - c), (0 \vee (e^{\sqrt{t}/2} - c))^2 \right\} \right) \right\} dt \, = \, O(1).
\]

Finally it follows from (129) that

\[
\E (\hat{\nu}_{n,\ell} - \nu)^2 \leq \E (\hat{\nu}_{n,\ell}^* - \nu)^2 = \E \left( \ell - \nu + \frac{1}{2\log 2} \log \left( \frac{V_{2,\ell}}{V_{1,\ell}} \right) \right)^2 = O(1),
\]

and the proof of Theorem 2 is complete. \(\square\)

**Proof of Theorem 3**

**Case 1.** Suppose \(\nu \geq \lceil \nu \rceil - 1/4\). We observe that

\[
\begin{align*}
\E |\hat{\nu}_n - \nu| \\
&= \sum_{\ell=0}^{M_n} \E (|\hat{\nu}_{n,\ell} - \nu| \mid \Omega_{\ell}) \\
&= \E (|\hat{\nu}_{n,0} - \nu| \mid \Omega_0) + \sum_{\ell=1}^{[\nu]} \E (|\hat{\nu}_{n,\ell} - \nu| \mid \Omega_\ell) \\
&\quad + \sum_{\ell=[\nu]+1}^{M_n} \E (|\hat{\nu}_{n,\ell} - \nu| \mid \Omega_\ell) \\
&\leq \E (|\hat{\nu}_{n,0} - \nu| \mid \Omega_0) + \E (|\hat{\nu}_{n,[\nu]+1} - \nu|) \\
&\quad + \sum_{\ell=1}^{[\nu]} \E (|\hat{\nu}_{n,\ell} - \nu| \mid \Omega_\ell) + \sum_{\ell=[\nu]+2}^{M_n} \E (|\hat{\nu}_{n,\ell} - \nu| \mid \Omega_\ell) 
\end{align*}
\]

(130)

It follows from Lemma 6 that there exist some constants \(C_1, C_2, C_3 > 0\) such that

\[
\sum_{\ell=[\nu]+2}^{M_n} \E (|\hat{\nu}_{n,\ell} - \nu| \mid \Omega_\ell) \leq \sum_{\ell=[\nu]+2}^{M_n} \sqrt{\E (|\hat{\nu}_{n,\ell} - \nu|^2 \mid \Omega_\ell)} \sqrt{\P(\Omega_\ell)}
\]
\[ \begin{align*}
\leq \sum_{\ell = [\nu]/2}^{M_n} C_1 ((\ell - \frac{1}{4} - \nu) \lor \nu) \exp \{-C_2(n/\omega_n)\}.
\leq C_3 M_n^2 \exp \{-C_2(n/\omega_n)\}. \quad (131)
\end{align*} \]

Using Lemma 6 and Theorem 2, we have
\[ \begin{align*}
\sum_{\ell = 1}^{[\nu]} \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_\ell\})
\leq \sum_{\ell = 1}^{[\nu]} \sqrt{\mathbb{E}((\hat{\nu}_{n,\ell} - \nu)^2)\mathbb{P}(\Omega_\ell)}
\leq C_1 \exp(-C_2(\frac{n}{\omega_n})^{1/2}\log(\frac{n}{\omega_n})) + C_1 (\frac{\omega_n}{n}) \mathbb{I}\{[\nu] = \nu\}
+ C_1 \exp(-C_2(\frac{n}{\omega_n})^{2\lceil\nu\rceil - 2\nu} \log(\frac{n}{\omega_n})) \mathbb{I}\{[\nu] > \nu\}. \quad (132)
\end{align*} \]

Using Lemma 6 again, we have for sufficiently large \( n \),
\[ \begin{align*}
\mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_0\}) & \leq \sqrt{\mathbb{E}((\hat{\nu}_{n,\ell_0} - \nu)^2)\mathbb{P}(\Omega_0)}
\leq (M_n + \nu) C_1 \exp\{-C_2(n/\omega_n)\}. \quad (133)
\end{align*} \]

We conclude from (130), (131), (132), (133) and Theorem 2 that as \( n \to \infty \),
\[ \mathbb{E}(|\hat{\nu}_n - \nu|) = O((\frac{\omega_n}{n})^{1/2} + O\omega^{-1}_n)). \]

**Case 2.** Suppose \( \nu < [\nu] - 1/4 \). We observe that
\[ \begin{align*}
&\mathbb{E}(|\hat{\nu}_n - \nu|)
= \sum_{\ell = 0}^{M_n} \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_\ell\})
\leq \sum_{\ell = 1}^{[\nu]} \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_\ell\})
+ \sum_{\ell = [\nu] + 1}^{M_n} \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_\ell\})
\leq \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_0\}) + \mathbb{E}(|\hat{\nu}_{n,[\nu]} - \nu|)
+ \sum_{\ell = 1}^{[\nu] - 1} \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_\ell\})
+ \sum_{\ell = [\nu] + 1}^{M_n} \mathbb{E}(|\hat{\nu}_{n,\ell_0} - \nu|\mathbb{I}\{\Omega_\ell\}),
\end{align*} \]
and the result follows similarly. Finally, we shall prove the almost sure convergence of \( \hat{\nu}_n \). We claim that as \( n \to \infty \), almost surely, the index \( \ell_0 \) equals either...
[ν] when ν < [ν] − 1/4 or [ν] + 1 when ν ≥ [ν] − 1/4. Then the desired result follows from Theorem 2. We consider the case when ν ≥ [ν] − 1/4. To verify the latter, it suffices to prove that
\[ \mathbb{P}\left( \bigcup_{j=1}^{\infty} \bigcap_{n=j}^{\infty} \{ \ell_0 = [ν] + 1 \} \right) = 1, \]
or equivalently,
\[ \mathbb{P}\left( \bigcap_{j=1}^{\infty} \bigcup_{n=j}^{\infty} \bigcup_{\ell \neq [ν] + 1} \Omega_\ell \right) = \mathbb{P}\left( \bigcap_{j=1}^{\infty} \bigcup_{n=j}^{\infty} \{ \ell_0 \neq [ν] + 1 \} \right) = 0, \]
since \{ \ell_0 \neq [ν] + 1 \} = \Omega_{[ν]+1}^c = \bigcup_{\ell \neq [ν]+1} \Omega_\ell. We observe that \( \bigcup_{n=j}^{\infty} \bigcup_{\ell \neq [ν]+1} \Omega_\ell \) is a decreasing sequence of sets as \( j \) increases. Consequently using Lemma 6, we obtain
\[ \mathbb{P}\left( \bigcap_{j=1}^{\infty} \bigcup_{n=j}^{\infty} \bigcup_{\ell \neq [ν]+1} \Omega_\ell \right) \leq \lim_{j \to \infty} \sum_{\ell=M_n}^{\infty} \mathbb{P}(\Omega_\ell) \]
\[ \leq \lim_{j \to \infty} \sum_{n=j}^{\infty} \left\{ C_1 \exp\left\{ -C_2 \left( \frac{n}{\omega_n}\right)^{1/2} \log\left( \frac{n}{\omega_n}\right) \right\} + C_1 \log\left( \frac{n}{\omega_n}\right) \exp\left\{ -C_2 \left( \frac{n}{\omega_n}\right) \right\} \right\} = 0. \]

The case ν < [ν] − 1/4 follows in a similar manner. □

**Proof of Theorem 4**

We observe that
\[
\mathbb{E}[\hat{R}_{n+}^{\nu} - \nu] = \mathbb{E}[|\hat{R}_{n+}^{\nu} - \nu| \mathbb{I}(\hat{\nu} = 1)] + \mathbb{E}[|\hat{R}_{n+}^{\nu} - \nu| \mathbb{I}(\hat{\nu} \neq 1)]
\]
\[ = \mathbb{E}[|\hat{R}_{n+}^{\nu} - \nu| \mathbb{I}(\hat{\nu} = 1)] + \mathbb{E}[|\hat{R}_{n+}^{\nu} - \nu| \mathbb{I}(\hat{\nu} \neq 1)] \mathbb{P}(\hat{\nu} \neq 1)
\]
\[ \leq O\left( \frac{\omega_n}{n_1} \right)^{1/2} + \omega_n^{-1} + (M_n + \nu)\mathbb{P}(\hat{\nu} \neq 1)
\]
\[ \leq O\left( \frac{\omega_n}{n_1} \right)^{1/2} + \omega_n^{-1} + (M_n + \nu) \frac{n^{1-p_0L} \log(n)}{\log^2(n)}
\]
\[ = O\left( \frac{\omega_n}{n_1} \right)^{1/2} + \omega_n^{-1}, \]
as \( n \to \infty. \) □

**Appendix E: Proof that \( H_\ell(\nu) \) is non-zero**

Let \( H_\ell(\nu) \), with ν < \ell, be as in Part (a) of Theorem 1. This section proves that \( H_\ell(\nu) \neq 0 \). Consider the function \( F : (0, \infty) \to \mathbb{R} \) where
\[
F(x) = (-1)^{[\nu]+1} G_\nu(\sqrt{x}) = \begin{cases} (-1)^{[\nu]+1} x^{\nu} & \text{if } \nu \notin \mathbb{Z}_+, \\ \frac{1}{2} (-1)^{\nu+1} x^{\nu} \log(x) & \text{if } \nu \in \mathbb{Z}_+. \end{cases}
\]
Suppose $\nu \notin \mathbb{Z}_+$. We observe that

$$(-1)^{\lfloor \nu \rfloor + 1} F((\lfloor \nu \rfloor + 1)) (x) = \left\{ \prod_{u=0}^{\lfloor \nu \rfloor} (\nu - u) \right\} x^{\nu - \lfloor \nu \rfloor - 1}.$$ 

Suppose $\nu \in \mathbb{Z}_+$. We observe that

$$(-1)^{\nu + 1} F^{(\nu + 1)} (x) = \frac{1}{2} (-1)^{2\nu + 2} \sum_{j=0}^{\nu + 1} \binom{\nu + 1}{j} \frac{d^{\nu + 1 - j}}{dx^{\nu + 1 - j}} (x^\nu) \frac{d}{dx} (\log x)$$

$$= \frac{1}{2} (-1)^{2\nu + 2} \sum_{j=1}^{\nu + 1} \binom{\nu + 1}{j} \frac{\nu!}{(j-1)!} x^{\nu - j} (-1)^j (j-1)! x^{-j}$$

$$= \frac{1}{2} (-1)^{2\nu + 2} \nu! x^{-1} \sum_{j=1}^{\nu + 1} \binom{\nu + 1}{j} (-1)^j$$

$$= \frac{1}{2} (-1)^{2\nu + 2} \nu! x^{-1} \left\{ \sum_{j=0}^{\nu + 1} \binom{\nu + 1}{j} (-1)^j - 1 \right\}$$

$$= \frac{\nu!}{2x}.$$

We define

$$\rho(t) = \begin{cases} \prod_{l=0}^{\lfloor \nu \rfloor} (\nu - u) t^{\nu - v} & \text{if } \nu \notin \mathbb{Z}_+, \\ \frac{\nu!}{2} & \text{if } \nu \in \mathbb{Z}_+. \end{cases}$$

It can be readily verified by elementary calculus that for all $x > 0$

$$(-1)^{\lfloor \nu \rfloor + 1} F((\lfloor \nu \rfloor + 1)) (x) = \int_{0}^{\infty} e^{-xt} \rho(t) dt. \quad (134)$$

For some small number $\varepsilon > 0$, denote $F_\varepsilon (x) = F(x + \varepsilon)$. Then applying Taylor expansion, integration by parts and (134), we obtain

$$F_\varepsilon (x) - \sum_{l=0}^{\lfloor \nu \rfloor} \frac{F_\varepsilon^{(l)} (0)}{l!} x^l$$

$$= \frac{1}{\lfloor \nu \rfloor !} \int_{0}^{x} (x - s)^{\lfloor \nu \rfloor} F_\varepsilon^{(\nu + 1)} (s) ds$$

$$= \frac{1}{\lfloor \nu \rfloor !} \int_{0}^{x} (x - s)^{\lfloor \nu \rfloor} F^{(\nu + 1)} (s + \varepsilon) ds$$

$$= \frac{1}{\lfloor \nu \rfloor !} \int_{0}^{x} (x - s)^{\lfloor \nu \rfloor} (-1)^{\nu + 1} \int_{0}^{\infty} e^{-(s+\varepsilon)t} \rho(t) dt ds$$

$$= \frac{(-1)^{\lfloor \nu \rfloor + 1}}{\lfloor \nu \rfloor !} \int_{0}^{\infty} e^{-(x+\varepsilon)t} \int_{0}^{x} s^{\lfloor \nu \rfloor} e^{st} \rho(t) ds dt$$

$$= \frac{(-1)^{\lfloor \nu \rfloor + 1}}{\lfloor \nu \rfloor !} \int_{0}^{\infty} e^{-(x+\varepsilon)t} \int_{0}^{x^{\lfloor \nu \rfloor}} s^{\lfloor \nu \rfloor} e^{st} \rho(t) ds dt$$
\[
\begin{align*}
&= \frac{(-1)^{[\nu]+1}}{[\nu]!} \int_0^\infty e^{-(x+\varepsilon)t} \\
&\quad \times \left\{ (-1)^{[\nu]+1}[\nu]! + e^{xt} \sum_{j=0}^{[\nu] \!} \frac{(-1)^j [\nu]!}{[(\nu-j)!]} (xt)^{\nu-j} \right\} \rho(t) dt \\
&= \int_0^\infty \frac{e^{-(x+\varepsilon)t}}{t^{[\nu]+1}} \left\{ 1 + e^{xt} \sum_{j=0}^{[\nu] \!} \frac{(-1)^{[\nu]+1-j}}{[(\nu-j)!]} (xt)^{\nu-j} \right\} \rho(t) dt \\
&= \int_0^\infty \frac{e^{-xt}}{t^{[\nu]+1}} \left\{ e^{-xt} - \sum_{j=0}^{[\nu] \!} \frac{(-xt)^{\nu-j}}{j!} \right\} \rho(t) dt \\
&= \int_0^\infty \frac{e^{-xt}}{t^{[\nu]+1}} \left\{ e^{-xt} - \sum_{j=0}^{[\nu] \!} \frac{(-xt)^{\nu-j}}{j!} \right\} \rho(t) dt. \quad (135)
\end{align*}
\]

Define \( \nu = \sqrt{-1} \) and
\[
c_k = \frac{\ell!}{\prod_{0 \leq j \leq \ell, j \neq k} (k-j)}, \quad \forall k = 0, \ldots, \ell.
\]

Using (135), Fourier representation of \( e^{-(k_2-k_1)^2t} \) and Lemma 1, we have
\[
\begin{align*}
&\sum_{k_1 = 0}^\ell \sum_{k_2 = 0}^\ell c_{k_1}c_{k_2}F_\ell \{(k_2 - k_1)^2\} \\
&= \sum_{k_1 = 0}^\ell \sum_{k_2 = 0}^\ell c_{k_1}c_{k_2} \sum_{j=0}^{[\nu] \!} \frac{F_\ell^{(j)}(0)(k_2 - k_1)^{2j}}{j!} \\
&\quad + \sum_{k_1 = 0}^\ell \sum_{k_2 = 0}^\ell c_{k_1}c_{k_2} \int_0^\infty \frac{e^{-xt}}{t^{[\nu]+1}} \left\{ e^{-(k_2-k_1)^2t} - \sum_{j=0}^{[\nu] \!} \frac{(-(k_2-k_1)^2t)^j}{j!} \right\} \rho(t) dt \\
&= \int_0^\infty \frac{e^{-xt}}{t^{[\nu]+1}} \sum_{k_1 = 0}^\ell \sum_{k_2 = 0}^\ell c_{k_1}c_{k_2} e^{-(k_2-k_1)^2t} \rho(t) dt \\
&= \int_0^\infty \frac{e^{-xt}}{t^{[\nu]+1}} \left( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty \sum_{k_1 = 0}^\ell \sum_{k_2 = 0}^\ell c_{k_1}c_{k_2} e^{ik_1y\sqrt{2t}} e^{-ik_2y\sqrt{2t}} e^{-y^2/2} dy \right) \rho(t) dt \\
&= \int_0^\infty \frac{e^{-xt}}{t^{[\nu]+1}} \left( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty \sum_{k=0}^\ell c_k e^{iky\sqrt{2t}} e^{-y^2/2} dy \right) \rho(t) dt > 0.
\end{align*}
\]

The last inequality follows from the observation for any \( t > 0 \) the integrand of the inner integral is nonnegative and not constantly 0 which implies that the inner integral, as a continuous function of \( t \), is always strictly positive for all \( t > 0 \).
Letting $\varepsilon \to 0^+$, it follows from monotone convergence theorem that
\[
\sum_{k_1=0}^\ell \sum_{k_2=0}^\ell c_{k_1} c_{k_2} F\{(k_2 - k_1)^2\}
= \int_0^\infty \frac{1}{t^{\nu+1}} \left( \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty c_k e^{i k y \sqrt{2t}} e^{-y^2/2} dy \right) \rho(t) dt > 0. \quad (136)
\]
Since
\[
H_{\ell}(\nu) = C_{\nu} \sum_{k_1=0}^\ell \sum_{k_2=0}^\ell c_{k_1} c_{k_2} F\{(k_2 - k_1)^2\},
\]
where
\[
C_{\nu} = \begin{cases} (-1)^{\nu+1} & \text{if } \nu \notin \mathbb{Z}_+, \\ (-1)^\nu & \text{if } \nu \in \mathbb{Z}_+, \end{cases}
\]
that $H_{\ell}(\nu)$ is non-zero follows from (136). \hfill \Box

**Appendix F: Lemma 7 (if and only if condition for mean square differentiability)**

This section investigates conditions on the covariance function which gives rise to mean square differentiability of random fields.

**Definition 2.** A sequence of random variables $X_1, X_2, \ldots$ in $L_2 (\mathbb{E} |X_i|^2 < \infty$ for all $i = 1, 2, \ldots$) is said to converge in mean square sense to some random variable $X$ if
\[
\mathbb{E}(|X_n - X|^2) \to 0
\]
as $n \to \infty$.

**Lemma 7.** Let $X(t)$ be a real-valued random field on $\mathbb{R}$ with constant mean 0 and covariance function $K(x, y)$. Then $X(t)$ is mean square differentiable at $t \in \mathbb{R}$ if and only if
\[
\lim_{(h,l) \to (0,0)} \frac{K(t + h, t + l) - K(t, t + l) - K(t + h, t) + K(t, t)}{hl} \quad (137)
\]
exists. A sufficient condition for (137) to exist is that either $\frac{\partial^2}{\partial x \partial y} K(x, y)$ or $\frac{\partial^2}{\partial y \partial x} K(x, y)$ exists in a neighborhood of $(t, t)$ and is continuous at $(t, t)$. Moreover, let $\dot{X}(t)$ denote the mean square derivative of $X(t)$ provided it exists. Then $\mathbb{E} \dot{X}(t) = 0$ for all $t \in \mathbb{R}$ and the covariance function of $\dot{X}(t)$ is $K^{(1,1)}(x, y)$.

**Proof.** For simplicity of notation, let $X_h(t) = \{X(t + h) - X(t)\}/h$. Suppose $X_h(t)$ converges in mean square sense as $h \to 0$ to a random field $X(t)$, i.e.
\[
\lim_{h \to 0} \mathbb{E}[\{X_h(t) - \dot{X}(t)\}^2] = 0.
\]
Then it follows from Cauchy-Schwartz inequality that

\[
\|\mathbb{E}\{X_h(t)X_l(t)\} - \mathbb{E}\{\dot{X}(t)\}^2\| \\
\leq \mathbb{E}|X_h(t)X_l(t) - X_h(t)\dot{X}(t) + X_h(t)\dot{X}(t) - \{\dot{X}(t)\}^2| \\
\leq \mathbb{E}|X_h(t)|X_l(t) - \dot{X}(t)| + \mathbb{E}\{X_h(t) - X(t)\}X(t) \\
\leq \sqrt{\mathbb{E}\{X_h(t)\}^2} \sqrt{\mathbb{E}\{(X_l(t) - \dot{X}(t))^2\}} + \sqrt{\mathbb{E}\{X_h(t)\}^2} \sqrt{\mathbb{E}\{\dot{X}(t)\}^2} \\
\to 0
\]

(138)
as \(h, l \to (0, 0)\). (138) and

\[
\mathbb{E}\{X_h(t)X_l(t)\} = \frac{K(t + h, t + l) - K(t + h, t) - K(t, t + l) + K(t, t)}{hl}
\]
imply that (137) exists. This completes the proof of the “only if” part.

To prove the “if” part, that is, \(X_h(t)\) converges in mean square sense as \(h \to 0\), from the completeness of the \(L_2\) space, it suffices to show that

\[
\lim_{(h,l) \to (0,0)} \mathbb{E}\{(X_h(t) - X_l(t))^2\} = 0.
\]

(139)

We observe that

\[
\mathbb{E}\{(X_h(t) - X_l(t))^2\} = \frac{K(t + h, t + h) - 2K(t + h, t) + K(t, t)}{h^2} \\
+ \frac{K(t + l, t + l) - 2K(t + l, t) + K(t, t)}{l^2} \\
- 2\frac{K(t + h, t + l) - K(t + h, t) - K(t, t + l) + K(t, t)}{hl}
\]

(140)

Then (139) follows from (140) and the assumption that (137) exists.

Suppose \(h, l\) are small enough and \(\frac{\partial^2}{\partial x \partial y} K(x, y)\) exists in a neighborhood of \((t, t)\) and is continuous at \((t, t)\). Define \(A(x) = K(x, t + l) - K(x, t)\). Since \(\frac{\partial^2}{\partial x} K(x, y)\) exists in a neighborhood of \((t, t)\), \(A(x)\) is differentiable in a neighborhood of \(t\). Hence by the mean value theorem, there exists some \(\theta_1 \in (0, 1)\) such that

\[
\frac{K(t + h, t + l) - K(t + h, t) - K(t, t + l) + K(t, t)}{hl} = \frac{1}{l} \left\{ \frac{A(t + h) - A(t)}{h} \right\} \\
= \frac{1}{l} \frac{dA}{dx}(t + \theta_1 h) \\
= \frac{1}{l} \left\{ \frac{\partial K}{\partial x}(t + \theta_1 h, t + l) - \frac{\partial K}{\partial x}(t + \theta_1 h, t) \right\}
\]

(141)
Define \( B(y) = \frac{\partial K}{\partial x} (t + \theta_1 h, y) \). Since \( \frac{\partial^2 K}{\partial x^2 y} (x, y) \) exists in a neighborhood of \((t, t)\), \( B(y) \) is differentiable in a neighborhood of \( t \). It follows from the mean value theorem and (141) that there exists some \( \theta_2 \in (0, 1) \) such that
\[
\frac{K(t + h, t + l) - K(t + h, t) - K(t, t + l) + K(t, t)}{hl} = \frac{dB}{dy} (t + \theta_2 l)
\]
(142)

The existence of (137) follows from the (142) and the continuity of \( \frac{\partial^2 K}{\partial x \partial y} (x, y) \) at \((t, t)\). If \( \frac{\partial^2 K}{\partial y \partial x} (x, y) \) exists in a neighborhood of \((t, t)\) and is continuous at \((t, t)\), the result follows similarly.

Next, we calculate the mean function and covariance function of \( \dot{X}(t) \). It follows that for \( t, x, y \in \mathbb{R} \)
\[
|\mathbb{E}\dot{X}(t)| \leq \lim_{h \to 0} \left\{ |\mathbb{E}\{\dot{X}(t) - X_h(t)\}| + |\mathbb{E}X_h(t)| \right\} = 0,
\]
(143)
and
\[
|\mathbb{E}\{X_h(x)X_l(y)\} - \mathbb{E}\{\dot{X}(x)\dot{X}(y)\}| \\
= |\mathbb{E}\{X_h(x)X_l(y) - X_h(x)\dot{X}(y) + X_h(x)\dot{X}(y) - \dot{X}(x)\dot{X}(y)\}| \\
\leq |\mathbb{E}\{X_h(x)\{X_l(y) - \dot{X}(y)\}\}| + |\mathbb{E}\{X_h(x) - \dot{X}(x)\}\dot{X}(y)| \\
\leq \sqrt{\mathbb{E}[\{X_h(x)\}^2]} \sqrt{\mathbb{E}[\{X_l(y) - \dot{X}(y)\}^2]} \\
+ \sqrt{\mathbb{E}[\{X_h(x) - \dot{X}(x)\}^2]} \sqrt{\mathbb{E}[\{\dot{X}(y)\}^2]} \\
\to 0
\]
(144)
as \((h, l) \to (0, 0)\). We conclude from (143) and (144) that
\[
\text{Cov}\{\dot{X}(x), \dot{X}(y)\} = \lim_{(h, l) \to (0, 0)} \mathbb{E}\{X_h(x)X_l(y)\} = K^{(1, 1)}(x, y).
\]
This proves Lemma 7. \(\square\)
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