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Abstract

When trained on large-scale datasets, image captioning models can understand the content of images from a general domain but often fail to generate accurate, detailed captions. To improve performance, pretraining-and-finetuning has been a key strategy for image captioning. However, we find that large-scale bidirectional training between image and text enables zero-shot image captioning. In this paper, we introduce Bidirectional Image Text Training in largeER Scale, BITTERS, an efficient training and inference framework for zero-shot image captioning. We also propose a new evaluation benchmark which comprises of high quality datasets and an extensive set of metrics to properly evaluate zero-shot captioning accuracy and societal bias. We additionally provide an efficient finetuning approach for keyword extraction. We show that careful selection of large-scale training set and model architecture is the key to achieving zero-shot image captioning.

1. Introduction

Trained with billions of image-text pairs, large-scale vision-language models (LVLMs) are outperforming previous state-of-the-art approaches in visual understanding [25, 30, 58, 65] and text-to-image generation [9, 10, 13, 39, 43, 44, 46, 63]. Recent advancements in text-to-image generation models now allow us to generate high-quality, unseen images from a single text prompt. Unlike text-to-image generation which focuses on zero-shot capability, image-to-text generation (image captioning) mainly relies on the pretraining-and-finetuning strategy. Even after pretraining on millions of image-text pairs [25, 58], previous captioning models are observed to lack zero-shot capability as they struggle to generalize to a given domain without finetuning. On the other hand, unified image-text training methods [27, 59] achieve notable results on various tasks.
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Inspired by the bidirectional training strategy introduced in [27], we propose a large-scale training, inference, and evaluation framework for zero-shot image captioning. We find the main cause of poor zero-shot capability from the quality of training data. Texts in large-scale web-crawled datasets [5, 8, 48, 50, 55] have a wide variety of tones and manners. However, the scale is also what makes it difficult to filter out slang, inappropriate languages, or poor descriptions. To gain control over generated captions, we train our model with a new collection of 100 million image-text pairs, specifically curated for zero-shot image captioning. As shown in Figure 1, our Bidirectional Image Text Training in largER Scale, BITTERS, generates detailed captions over a diverse set of image categories and styles. Our contribution for the training and evaluation of a zero-shot image captioning model are as follows:

• We propose a 2D discrete wavelet transform (DWT) based cross-level feature augmentation method with a new architecture for AugVAE [27]. Our improved Aug-VAE (WaveVAE) shows enhanced image reconstruction performance on the ImageNet1K [7] validation set. With WaveVAE and other changes to the BiART [27] parameter configuration, BITTERS shows 32% less GPU memory usage and 18% faster sampling speed compared to L-Verse [27].

• We provide training (TIP100M) and evaluation (ICE-A and B) datasets for zero-shot image captioning. We also suggest various metrics to assess a given model’s zero-shot image captioning performance and societal bias. We show how the distribution of the training set affects the quality and bias of generated captions.

• We further introduce an adapter-based [23, 24, 33] finetuning approach for vision-language transformers. With mere 0.02% increase in number of parameters and sampling speed to BITTERS, we also enable keyword extraction from images.

Section 2 reviews previous works related to zero-shot image captioning. Section 3 introduces the BITTERS architecture as well as its training and sampling procedures. Sections 4 and 5 explains details of our datasets and evaluation metrics.
2. Related Work

In this section, we introduce large vision language models (LVLMs) for image-text generation tasks. Specifically, we introduce: (i) VQ-VAE for image encoding and decoding, (ii) LVLMs for image ↔ text generation, and (iii) a brief introduction on zero-shot image captioning. We also introduce more previous works related to BITTERS in our supplementary material.

2.1. Vector Quantized Variational Autoencoder

Vector quantized variational autoencoder, VQ-VAE [56], is widely used to encode and decode images to and from a series of quantized vectors. VQ-VAEs consist of an encoder, a decoder, and a vector quantizer with a visual codebook for learning discrete representations of images. As the vector quantizer factorizes the continuous representation of an image into a set of vectors within the limited possibilities of a visual codebook, information loss is inevitable. Reconstruction Fréchet Inception Distance (rFID) [11, 18] is widely used to measure the difference between original and reconstructed images.

From the assumption that the rFID of a VQ-VAE also affects the generation performance of a transformer it is attached to [11, 27, 44, 62], various methods have been proposed to improve rFID. Razavi et al. [45] and Kim et al. [27] focus on hierarchical feature representations to update visual codebook with diverse features. Gumbel-softmax relaxation [44] and $L_2$ normalization [62] are proposed to improve codebook usage. Combinations of $L_1$, $L_2$, logit-laplace [44], LPIPS [66], or adversarial [14] losses are proposed in [11, 27, 44, 62] to directly reduce rFID.

2.2. Image ↔ Text Generation

In the early stage of text-to-image generation, a combination of a VQ-VAE and an auto-regressive transformer were widely used [9, 13, 44, 63] and showed promising results on zero-shot text-to-image generations. Recent works [39, 43, 47] further improve the generation quality by replacing the transformer with a denoising diffusion probabilistic model (DDPM) [20].

Unlike text-to-image, previous works [6, 25, 30, 38, 58, 65] on image-to-text generation (image captioning) focus on a pretraining-and-finetuning strategy. In accordance with LLMs, scaling up the pretraining data and the model size is important to build LVLMs. To control the generation result, the model is usually finetuned with a smaller dataset for each downstream-task.

To learn a cross-modal relationship between image and text, unified image-text training approaches [27, 59] have also been proposed. The bidirectional training strategy [27] shows data and parameter-efficient results compared to unidirectional models. OFA [59] unifies modalities (vision, language, multimodal) and tasks for pretraining.

2.3. Zero-Shot Image Captioning

Tewel et al. [54] proposes ZeroCap, a combination of pretrained multimodal (CLIP [41]) and language (GPT-2 [42]) models to enable zero-shot image captioning. Unlike previous works mentioned above which require additional finetuning, ZeroCap performs inference time gradient updates and optimization of GPT-2 to generate a caption that matches the given image. This requires a CLIP text encoder forward per each word of the caption. Concurrently to this work, Li et al. [29] decodes CLIP latents with a text-only trained language model for zero-shot image captioning.
3. Method

3.1. Preliminary

Previous auto-regressive transformer [4] based methods follow a two-stage training procedure proposed by Ramesh et al. [44] for image-to-text [27, 58] or text-to-image [9, 10, 13, 27, 44] generation:

- **Stage 1:** Train a vector-quantized variational autoencoder (VQ-VAE) [11, 27, 28, 44, 45] to compress each RGB image into a sequence of image tokens with each element of $d_z$ possible values.
- **Stage 2:** Concatenate BPE-encoded text tokens and image tokens before training an auto-regressive transformer [4] to model the joint distribution over text and image tokens. According to the order of text and image tokens, the transformer learns to generate an image from given text or vice-versa.

For zero-shot image captioning, we bring the bidirectional image-text training concept of L-Verse [27] to a larger scale with 100 million image-text pairs. We also propose a new VQ-VAE, WaveVAE, which shows better image reconstruction quality with 75% fewer parameters compared to AugVAE [27].

3.2. WaveVAE

According to Kim et al. [27], similar patterns in various patch sizes can appear throughout the training. Kim et al. [27] proposes a two stage training theme for a VQ-VAE which utilizes this cross-level patch similarity:

- **Stage 1:** Train a hierarchical AugVAE (AugVAE-ML) with cross-level feature augmentation. Four latent feature maps of different sizes are extracted to update a single vector quantizer.
- **Stage 2:** Remove unnecessary components from AugVAE-ML and finetune the model into a single-level AugVAE (AugVAE-SL) of $32 \times 32$ latent map.

Following the notation from Kim et al. [27], we define the $k^{th}$ encoder as $z = E_k(x, f, d_{in}, d_{out})$, where $x$ is an $n \times n \times d_{in}$ tensor, $f$ is a downsampling factor, and $z$ is an $\frac{n}{f} \times \frac{n}{f} \times d_{out}$ tensor. The vector quantizer is $Z_q = VQ(z, d_z)$, where $z$ is an $n \times n \times d$ tensor with continuous $d$-size vectors and $Z_q$ is a quantized version of $z$ with $d_z$ possible values. The $k^{th}$ decoder is $\hat{x} = G_k(\hat{z}, f', d_{in}', d_{out}')$, where $\hat{z}$ is an $n \times n \times d_{in}'$ tensor, $f'$ is an upsampling factor, and $\hat{x}$ is an $n f' \times n f' \times d_{out}'$ tensor. We further improve cross-level feature augmentation method in both theoretical and architectural aspects.

While Kim et al. [27] directly use the output of $k^{th}$ encoder as the input for $k + 1^{th}$ encoder for pretraining (Stage 1), we utilize 2D discrete wavelet transform (DWT) [2] to generate an input for each encoder. The 2D DWT decomposes an image into three high-pass filtered images, each describing local changes in details, and one low-pass filtered image. The low-pass filtered image is a downscaled approximation of the original image which can replace the output of previous encoder. Specifically, our DWT applied AugVAE (WaveVAE) is trained as follows:

- **Stage 1:** Pair each $E_k(2, 3, k \times hidden\_dim)$ with $G_k(2, k \times hidden\_dim, 3)$. For each pair, apply DWT decomposition $k - 1$ times to generate input $x_k$. All pairs of encoder and decoder shares one $VQ(8192)$ for cross-level feature augmentation.

- **Stage 2:** Integrate encoders into a single encoder $E(8, 3, 3 \times hidden\_dim)$ and decoders into a single decoder $G(8, 3 \times hidden\_dim, 3)$. After removing redundant components, calibrate the single-level encoder - vector quantizer - decoder architecture for few iterations and finetune the model with various loss terms.

Along with DWT-based cross-level feature augmentation, we optimized the architecture of proposed WaveVAE for better image reconstruction quality with fewer parameters. We reduced the number of parameters to 25 million in total, a 75% reduction compared to AugVAE-SL.
The architecture of the proposed WaveVAE is depicted in Figure 2. The encoder and decoder of WaveVAE are both bottleneck-style residual network similar to AugVAE [27]. Unlike AugVAE, we use Parametric Rectified Linear Unit (PReLU) [15] as the activation function. We also use PixelShuffle [51] for upsampling. We use encoders and decoders with 8 residual blocks and the hidden dimension (\( \text{hidden\_dim} \)) of 64. For the vector quantizer, we use a visual codebook with the embedding dimension of 64 and the codebook size of 8192. We do not use an exponential moving average (EMA) vector quantizer [45] as in [27]. Instead, we use an \( L_2 \) normalized vector quantizer as proposed in [62]. Precise details including the source code are provided in our supplementary material.

### 3.3. BiART

**Architecture** Along with WaveVAE, we also modify the parameter setting of BiART [27] according to the scaling law proposed in [21]. BITTERS uses a 24-layer BiART [27] with 1280 dimensional states and 10 masked self-attention heads. We use 64 BPE-encoded [49] text tokens with 49408 possibilities and 1024 encoded image tokens with 8192 possibilities. BITTERS has 650 million parameters in total. Compared to L-Verse [27], BITTERS shows 32% less memory usage and 18% faster inference speed on a single NVIDIA A100 GPU. While BiART is initially designed for bidirectional training between image and text, we adapt the bidirectional training concept of BiART only for stable training. As stated in Kim et al. [27], bidirectional training relieves the heterogeneity between image and text, and prevents overflow of gradients. We also tried to train a model only in image-to-text direction but the model diverged.

**Parameter-Efficient Finetuning** Unlike previous methods [6, 25, 30, 58, 65], we don’t update all weights during finetuning as this risks modifying the learned joint distribution between image and text. Among the various finetuning approaches [23, 24, 33–35] for transformers, we take an adapter-based approach [23, 24, 33]. As shown in Figure 3, we attach an adapter with bottleneck dimension of 320 to each layer of BiART. During finetuning, we only update adapters with hyperparameters used for pretraining. Using adapters brings only 0.02% increase in number of parameters and latency.

### 3.4. Sampling

**Image Captioning** As we focus on zero-shot image captioning, we modify the text sampling process proposed in [27] to delicately control the generated caption. We sample 32 text tokens with pretrained BITTERS model to generate a caption for each image. For each token selection, we first select 10% of logits with the highest probabilities (\( \text{top-k sampling} \)) [12] and apply \( \text{top-p sampling} \) [22] with \( p = 0.95 \). We sample 64 captions in total and calculate CLIPScore [17] to select a Top-1 caption.

**Keyword Extraction** To extract keywords from image, we sample 48 text tokens with finetuned BITTERS model to generate a list of keywords for each image. We sample 64 lists of keywords in total and calculate CLIPScore [17] to select a Top-8 lists of keywords. From Top-8 lists of keywords, we further select keywords that appeared 3 or more times in the Top-8 lists. Other details are identical to the sampling method for image captioning.
4. Dataset

In this section, we briefly introduce our newly curated training and evaluation sets for zero-shot image captioning. More details including license and level of publicity for each dataset are provided in our supplementary material.

4.1. Training

As stated in [27, 58], it is difficult to control the generated caption from a model trained with a large number of web-harvested image-text pairs. This is due to the wide variety of text styles, inappropriate language, and intrinsic biases present. For this reason, we train BITTERS using a new, quality-controlled 100 million image dataset which we will refer to as Text Image Pairs 100 Million (TIP100M).

All images are random sampled from Shutterstock’s image catalog. Images are 500px on the longest side with a single ground truth caption provided. A list of keywords is also included for each image to enable keyword extraction model training. All captions and keywords are in English and were moderated for hate speech, slurs, and expletives.

This dataset contains a very broad set of concepts and scenarios (indoor and outdoor, with or without people, with or without animals). The majority of images are photographs (69%) while the rest are either illustrations or vector graphics (31% combined). Roughly 1/3 (24/69%) of included photographs contain at least one person. For photographs containing people: 75% are Caucasian, 53% are 20-30 years of age and 67% are female. 10% of images are editorial use content (containing logos, celebrities, news content).

4.2. Evaluation

Evaluation is carried out using two newly curated image datasets. These collections are produced to better assess the true limits of zero-shot image captioning models by identifying where a given model succeeds or fails to produce accurate and fair image captions. We refer to each dataset as Image Captioning Evaluation Accuracy (ICE-A) and Image Captioning Evaluation Bias (ICE-B) respectively.

ICE-A This collection consists of 17 image categories from 4 high-level groups (People, Animals, Objects, Other). There is a varied set of 300 curated images per category, 5100 images in total. To avoid redundancy, the full set of category names are outlined in Table 4. All image categories consist of photos unless otherwise stated (i.e. vector graphics, illustrations). In this context, ‘Stocky Setting’ refers to photographs taken in a very controlled setting such as a studio. In comparison, ‘Authentic’ refers to photographs taken in a more natural, candid setting, typically with natural lighting.

ICE-B This collection was generated to expand upon the ‘Various Demographics’ category in ICE-A, allowing for an in depth assessment of societal bias in a manner similar to [19]. During the creation of this dataset, the following constraints were enforced: (i) each image must be a photograph containing exactly one person and (ii) demographic metadata (gender, ethnicity) must be available for each image. Enforcing both constraints allows us to directly assess societal biases and split the dataset into demographic subgroups. The dataset consists of 14K female subject images and 8K of male subject images. The following ethnicity labels breakdown is observed: Southeast Asian (5686), Caucasian (4782), Hispanic (3965), African American (3878), East Asian (2136), South Asian (1240), Middle Eastern (704). Beyond diversity of human subjects, this dataset also contains a variety of scenarios and concepts including indoor, outdoor, facial masks being worn, hand gestures, medical settings, exercising, workplace, and family home.

5. Metrics

In this section, we briefly introduce quantitative measures that we use to assess the zero-shot image captioning performance of our model. More details on each evaluation metric are provided in our supplementary material.

Caption Accuracy We evaluate caption accuracy using a set of commonly employed metrics: SPICE [1], CIDEr [57], METEOR [3], ROGUE [31] and BLEU-4 [40]. For qualitative assessment, we also conduct a human evaluation on BITTERS generated captions along with generations from other models.

Bias Assessment To prevent potential negative impacts of zero-shot image captioning, we also put emphasis on detecting gender or racial prejudice in generated captions. We assess the societal bias of a given model using three distinct approaches: Gender Error and Term Ratio [16], VADER Sentiment Score [67], and Leakage for Image Captioning (LIC) [19].

Keyword Extraction We evaluate the keyword extraction performance of BITTERS on image-keywords ground truth pairs from ICE-A using the following two metrics: Normalized Keyword Overlap and CLIP Cosine Similarity. To show the relevance between image captioning and keyword extraction, we use the same set of example images for generated captions and extracted keywords in our supplementary material.
6. Experiment

6.1. Image Reconstruction

From the result in Table 1, WaveVAE shows better (lower) reconstruction Fréchet Inception Distance [18] (rFID) on the ImageNet1K [7] validation set when trained in every case with different training datasets. It is also notable that WaveVAE shows improvement in rFID when trained with a larger dataset (TIP100M), while AugVAE-SL shows performance degradation. This suggests that WaveVAE is more suitable than AugVAE-SL for large-scale training.

6.2. Zero-Shot Image Captioning

Result on Public Benchmark We first compare BITTERS with ZeroCap [54], current state-of-the-art in zero-shot image captioning, on MS-COCO Captions [32] karpathy test split and ICE-A. From the results in Table 2, BITTERS outperforms ZeroCap on MS-COCO Captions in all metrics. Due to gradient update and optimization over the context cache, ZeroCap shows 30 times slower inference speed compared to BITTERS. From the results in Tables 2 and 3, ZeroCap shows poor result on ICE-A even compared to ClipCap [38] and GIT [58]. ZeroCap fails to generate proper captions for images in categories such as vectors, stylized, illustrations, and medical equipment, which is not included in MS-COCO. This demonstrates the importance of a new evaluation set with diverse image categories (ICE-A) to assess a given model’s zero-shot image captioning performance.

Table 1. Reconstruction Fréchet Inception Distance (rFID) on ImageNet1K validation set. Our WaveVAE shows better (lower) rFID in all cases compared to AugVAE-SL with 75% less parameters.

| Model       | Training Data | rFID |
|-------------|---------------|------|
| AugVAE-SL [27] | ImageNet1K  | 3.28 |
| WaveVAE     | ImageNet1K  | 2.70 |
| AugVAE-SL [27] | TIP100M  | 3.94 |
| WaveVAE     | TIP100M    | 2.35 |

Table 2. Zero-shot image captioning accuracy of ZeroCap and BITTERS on MS-COCO Captions karpathy test split and ICE-A.

| Metric          | ZERO Cap [54] | BITTERS | ZERO Cap [54] | BITTERS |
|-----------------|---------------|---------|---------------|---------|
| BLEU-4          | 2.6           | 6.1     | 0.24          | 2.9     |
| METEOR          | 11.5          | 13.7    | 3.5           | 11.7    |
| ROUGE           | -             | 27.8    | 8.1           | 18.3    |
| CIDEr           | 14.6          | 31.2    | 5.7           | 35.3    |
| SPICE           | 5.5           | 9.5     | 4.8           | 13.2    |

Experimental Setup We perform quantitative evaluation on four model architectures. Two model architectures trained on TIP100M, L-Verse [27] and the proposed BITTERS, are set as an experimental group. We also include ClipCap [38] and GIT (BASE MODEL) [58] as a control group. These models are chosen for comparison as they are trained on large-scale datasets and perform well on other captioning benchmarks.

Caption Accuracy Table 3 shows the overall caption accuracy metrics for ICE-A. L-Verse performs best in terms of BLEU-4, CIDEr and SPICE. We also use SPICE score to compare caption accuracy over different categories. In Table 4, L-Verse performs best overall (highest SPICE score in 9/17 categories) with BITTERS a close second. Regarding computational efficiency as mentioned in Section 3.3, BITTERS shows comparable performance to L-Verse in all metrics. We find that the distribution of contents in a training set highly influences generated captions. While GIT performs noticeably better on ‘Food’, ClipCap performs best on several categories in ‘Animals’ group. On the other hand, L-Verse and BITTERS lead on ‘Vector Graphics’, ‘Illustrations’, and ‘Stylized’ by a large margin. Some content is likely out of domain for ClipCap and GIT (i.e. ‘Stylized’) hence the large difference in SPICE score.

For ICE-B, SPICE score per gender group is in Table 5 and SPICE score per ethnicity group is in Table 6. L-Verse and BITTERS again outperform the approaches in the control group. While the internal performance gap between...
gender groups is minimal for all models, there is a much larger variation between ethnicity groups. It is also observed that models which perform better in terms of overall SPICE score (L-Verse, BITTERS) have much larger variation in SPICE score between ethnicity groups.

### Human Evaluation
We further conduct a human evaluation over generated captions on ICE-A. We use a web-based human evaluation tool as shown in our supplementary material. 100 anonymous evaluators participated in this research. For each participant, we provided 20 images randomly sampled from ICE-A with a caption generated from each of the four models (ClipCap, GIT, L-Verse, BITTERS). We asked them to choose the most appropriate caption for each image. We also allowed each participant to choose “None of the captions well describes the image.” Evaluation results are provided in Table 7. With the question “Which caption best describes the given image?” asked, BITTERS generated captions received 29.9% of the votes among other choices including “None of the captions well describes the image.” (14.3%). BITTERS generated captions also had higher preference (34.9%) by a large margin compared to the other three models.

### Bias Assessment
Table 8 presents gender error and ratio results on ICE-B. GIT has the lowest gender error rate while the proposed BITTERS has the highest. All four models have a gender term ratio similar to the true ratio of female to male subjects (1.75). While GIT and ClipCap generated captions are less prone to gender error, they are also observed to be shorter and less semantically accurate (i.e. SPICE score). There appears to be an accuracy-bias trade-off for image captioning models. As shown in [19], other image captioning models also have similar gender error rates of 2-4%. Overall results suggest that gender bias is a common issue in image captioning.

Neutral sentiment rate (%) per ethnicity group and gender group are shown in Table 9 and Table 10. Models trained on TIP100M (L-Verse, BITTERS) contain more sentimental terms in their captions compared to ClipCap.
Table 8. Gender error (%) and term ratio on ICE-B. Gender term ratio for ground truth captions is 1.75.

| Group  | ClipCap [19] | GIT [58] | L-Verse [27] | BITTERS |
|--------|--------------|----------|--------------|---------|
| AF-AM  | 67.6         | 89.7     | 15.2         | 14.8    |
| C      | 75.5         | 91.4     | 29.3         | 26.5    |
| E-A    | 82.1         | 91.8     | 27.9         | 28.3    |
| H      | 59.7         | 85.8     | 10.7         | 10.9    |
| M-E    | 75.8         | 95.5     | 21.4         | 22.4    |
| S-A    | 69.3         | 95.5     | 20.2         | 20.9    |
| SE-A   | 83.8         | 91.5     | 32.4         | 29.9    |

* AF-AM: African American  C: Caucasian  E-A: East Asian  H: Hispanic  M-E: Middle Eastern  S-A: South Asian  SE-A: Southeast Asian

Table 9. Neutral sentiment rate (%) per ethnicity group on ICE-B.

| Group  | ClipCap [38] | GIT [58] | L-Verse [27] | BITTERS |
|--------|--------------|----------|--------------|---------|
| Male   | 77.6         | 91.0     | 26.4         | 25.7    |
| Female | 71.5         | 90.2     | 21.8         | 20.3    |

Table 10. Neutral sentiment rate (%) per gender group on ICE-B.

| Metric       | ClipCap [38] | GIT [58] | L-Verse [27] | BITTERS |
|--------------|--------------|----------|--------------|---------|
| LIC          | 44.9         | 45.3     | 49.9         | 52.0    |

and GIT, which both show a much higher neutral sentiment rate. All models tend to generate more sentimentally neutral captions for images of male subjects, while they use more emotional languages for female subjects. Images of Hispanic subjects have the lowest neutral sentiment rate for all captioning models. The use of sentimental terms (i.e. ‘sad’, ‘angry’, ‘happy’) in image captions is not inherently good or bad as this language is often required to properly describe the image contents. However, large differences between gender or ethnicity groups are undesirable (i.e. showing strong tendency to use emotive language to describe certain gender or ethnicity of a person being photographed).

Table 11 presents gender bias LIC scores for all models on ICE-B. The LIC score for the human-provided ground truth captions is 49.2. ClipCap performs best in terms of LIC. Both ClipCap and GIT captions are less biased than human-provided captions. This result suggests that certain language is being used for gender groups (i.e. terms such as ‘attractive’, ‘young’, ‘beautiful’ only being used for images of female subjects). Once again the models (L-Verse, BITTERS) with more accurate captions semantically contain more gender bias. LIC scores in this range (40-50) have been observed for other captioning models [19], suggesting that most of image captioning approaches show comparable levels of gender bias.

6.3. Zero-Shot Keyword Extraction

Table 12 presents keyword extraction results on ICE-A. As described in Section 3.4, we currently sample 48 tokens from each image. Our BITTERS extracts a median of 15 keywords per image while the ground truth median is 41. Despite the lack of overlap with the ground truth, the model extracted keywords are observed to be highly relevant and successfully describe the contents of the image. We provide examples of extracted keywords along with generated captions in our supplementary material.

7. Conclusion

In this paper, we present a novel model architecture and a set of evaluation data and metrics for zero-shot image captioning. As we bring the bidirectional image-text training strategy [27] to large-scale, we find that a well-curated dataset of image-text pairs enables zero-shot image captioning. BITTERS is parameter-efficient architecture specially designed for zero-shot image captioning and keyword extraction. The proposed WaveVAE uses 2D DWT [2] for cross-level feature augmentation [27]. Our WaveVAE shows improved image reconstruction performance and adaptability to large-scale training compared to AugVAE. [27]. We further assess the accuracy and bias of zero-shot generated captions with BITTERS in both a quantitative and qualitative manner.

8. Discussion

Limitation Future work in this area will need to address the trade-off between societal bias and semantic accuracy. This can be accomplished through training set audits to mitigate bias and improve representation. The development of improved bias detection and mitigation techniques for caption generation will also be required. Even when trained in a bidirectional manner, our model lacks text-to-image generation capability compared to other state-of-the-art models. We provide further discussion on zero-shot and large-scale bidirectional training in our supplementary material.
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