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Abstract—In this paper we present a novel modulation technique for dual polarization communication systems, which reduces the error rate compared with the existing schemes. This modulation places the symbols in a 3D constellation, rather than the classic approach of 2D. Adjusting the phase of these symbols depending on the information bits, we are able to increase the bit rate. Hence, the proposed scheme conveys information by selecting both polarization state and the phase of radiated electromagnetic wave. We also analyse the performance of 3D Polarized Modulation (PMod) for different constellation sizes and we obtain a curve of rate adaptation. Finally, we compare the proposed 3D PMod with other existing schemes such as single polarization Phase Shift Keying (PSK) and double polarization Vertical Bell Laboratories Layer Space-Time (V-BLAST), both carrying the same number of information bits. The results show that 3D PMod always outperforms all other schemes, except for low order modulation. Therefore, we can conclude that 3D PMod is an excellent candidate for medium and high modulation order transmissions.

Index Terms—Polarized Modulation, 3D Modulation

I. INTRODUCTION

Polarization dimension is being used massively in satellite communications during many decades. Until few years, transmissions took place using fixed and orthogonal polarization schemes, vertical/horizontal or left-hand circular polarization (LHCP) / right-hand circular polarization (RHCP). However, with the explosion of digital signal processing, the dynamic use of polarization schemes is taking an important role to increase the throughput and robustness.

Standards, such as Broadband Global Area Network (BGAN) or Digital Video Broadcast S2 (DVB-S2), are including the use of multiple polarization schemes in the incoming releases because the benefits of using dynamic polarization has been discussed in many works [1], [2]. Schemes, such as Orthogonal Space-Time Block Coding (OSTBC) or Vertical Bell Laboratories Layer Space-Time (V-BLAST), are studied replacing the spatial domain with polarization domain. In the major part of use cases, these schemes produce higher throughputs when they are compared with single polarization cases [3]. Moreover, the benefits of dynamic reconfiguration of dual polarization schemes are also proven in [4].

Polarization Shift Keying (PolSK) is also a double polarization scheme, which conveys information not by radiating a symbol modulated in in-phase and quadrature (I/Q) model, but in the selected polarization. In this scheme, the information bits determine which polarization is used to transmit a tone [5], [6].

Among the aforementioned schemes, Polarized Modulation (PMod) [7] conveys the information not only in the polarization hop, as with PolSK, but also radiating an electromagnetic wave using in-phase/quadrature symbols, which are chosen from a modulation set depending on the information. This scheme has also the equivalent with the spatial domain, the so-called Spatial Modulation [8]. However, though in the spatial domain an arbitrary number of uncorrelated antennas can be used, in the polarization domain only two uncorrelated polarizations are available. This constraint penalizes the throughput and is specially indicated for low order modulation transmissions [9]. Authors of [10] present an exhaustive survey of all known technologies based on polarization. Besides PMod, there are other solutions that cover higher spectral efficiencies intended for high Signal to Noise Ratio (SNR) regimes.

In the present work, we introduce a PMod scheme using an arbitrary number of polarizations, which we entitled 3D Polarized Modulation (3D PMod) targeted to satellite networks. We emphasize that the term 3D is related with the dimension of the space where the constellation lays. Whereas this space is two-dimensional in classical modulations, in our work presented in this paper this space is three-dimensional. Note that this concept is not analogous to the spatial case, where the 3D term refers to the spatial coverage in azimuth and elevation [11], [12]. In the polarization case, by using a 3D sphere as the constellation, we are able to map 3D points with the respective electric field. Hence, compared with the classic 2D I/Q constellation mapping, placing the symbol on a sphere increases the minimum distance between symbols. Therefore, we can reduce the error rate and increase the throughput without requiring additional energy.

Among the aforementioned schemes that use dual polarization, the authors in [13] employ the quaternary modulation by using two orthogonal polarizations and their respective cross-polarizations. In [14] this modulation is used to enable multiple access to serve different number of users. In [15], a hybrid solution between spatial and polarized modulation is described for two double polarized antennas. In [16], although the polarization dimension is not provided, the Spatial Modulation is described in terms of 3-D mapping. Furthermore, the work of [17] extends the contribution of [5] and a computational complexity analysis is provided. In [18], the authors employ the polarization dimension for common phase error in Orthogonal Frequency Division Multiplexing systems.

Other works, such as [19]–[22], introduce the concept of...
3D Polarized Modulation based on sphere mapping for pre-compensating channel impairments. In contrast to these works, we denote the following novel contribution:

1) We describe the transmitter signal processing chain and we propose two different receivers, based on computational complexity.

2) Whereas these works use a non-optimal mapping, we employ a mapping on the sphere that guarantees the maximum minimum distance in order to minimize the error rate.

3) We introduce the upper bound of Bit Error Rate (BER), which derives into a closed-form expression and becomes a tight bound, as we prove in the Results section. Additionally, this expression more compact compared with the instantaneous expression provided by [19], [21].

4) The sphere modulation that we employ requires normalized energy. Since Quadrature Amplitude Modulation (QAM), used by [19]–[22], is a non unit energy scheme, we use modulations in phase, such as PSK, to preserve this constraint.

5) We compare and benchmark our proposals with other solutions such as Lattice Amplitude Modulation (LAM), Polarization Multiplexing or Single Polarization.

II. SPHERE MODULATION

Prior to the description of the proposed modulation, we introduce the concept of sphere modulation. Traditionally, the mapping between bits of information and electromagnetic propagation is performed by using a two-dimensional plane, where x-y axis represent the in-phase and quadrature (I/Q) components in the baseband model. In the case of mapping between bits and polarization state, the x-y axis represent two orthogonal polarizations, such as V/H or RHCP/LHCP. In this section, we extend to three dimensional case the mapping between bits and polarization state by using a sphere. In this section, we describe this mapping needed to enable the Polarized Modulation.

In 1852, Sir George Gabriel Stokes discovered that the polarization state of any electromagnetic wave can be characterized by four parameters, now called Stokes parameters [23]. These parameters can be represented with the Stokes vector. Stokes parameters are obtained by decomposing the electric field into two orthogonal components. Given an electromagnetic wave propagating along z-axis, the electric field can be uniquely decomposed into two orthogonal components $E_x$ and $E_y$ with x/y as the reference basis. Thus, if the angular frequency is denoted by $\omega$, it can be expressed as

$$E(z, t) = \mathbb{R} \{E_x(z, t) x + E_y(z, t) y\}$$

$$E_x(z, t) = E_{0x} e^{j(\omega t - k z + \varphi_x)}$$

$$E_y(z, t) = E_{0y} e^{j(\omega t - k z + \varphi_y)}$$

(1)

where $E_{0x}$ and $E_{0y}$ are the amplitude of each component, $k$ is the wavenumber and $\varphi_x$ and $\varphi_y$ are their respective phases. The contribution of $E$ can be decomposed by $E_{0x}$ and $E_{0y}$ as follows

$$E_0 = \left(\begin{array}{l} E_x \\ E_y \end{array}\right) = \left(\begin{array}{l} E_{0x} e^{j\varphi_x} \\ E_{0y} e^{j\varphi_y} \end{array}\right).$$

The vector $E_0$ is the Jones vector.

The four Stokes parameters describe the state of polarization and are defined as

$$S_0 = |E_x|^2 + |E_y|^2 = E_{0x}^2 + E_{0y}^2$$

$$S_1 = |E_x|^2 - |E_y|^2 = E_{0x}^2 - E_{0y}^2$$

$$S_2 = E_x E_y^* + E_y E_x^* = 2E_{0x} E_{0y} \cos \theta$$

$$S_3 = j (E_x E_y^* - E_y E_x^*) = 2E_{0x} E_{0y} \sin \theta$$

(3)

where $\theta = \varphi_x - \varphi_y$. Hence, the Stokes vector, denoted as $S$, is represented as

$$S = \left(\begin{array}{l} S_0 \\ S_1 \\ S_2 \\ S_3 \end{array}\right).$$

(4)

Additional information is provided in [10]. Stokes components are real quantities and not only characterize the state of the polarization but also indicate the degree of polarization with the following inequality

$$S_0^2 \geq S_1^2 + S_2^2 + S_3^2,$$

(5)

which is fulfilled with equality when the electromagnetic wave is completely polarized.

$S_1$, $S_2$ and $S_3$ span a three-dimensional polarization space and therefore all polarization states can be expressed as a linear combination of these parameters. Note that, even in the case where the wave is partially polarized, the wave can be decoupled into a contribution of a completely polarized wave and an unpolarized light as follows

$$S = (1 - P) \left(\begin{array}{l} S_0 \\ 0 \\ 0 \end{array}\right) + P \left(\begin{array}{l} S_0 \\ S_1 \\ S_2 \\ S_3 \end{array}\right),$$

(6)

where $P = \sqrt{S_1^2 + S_2^2 + S_3^2}$, $0 \leq P \leq 1$, is the degree of polarization. The practical consequence of partially polarized waveform is that the power of completely polarized waveform is reduced by a factor of $P$. Since the unpolarized contribution does not affect to the proposed scheme, hereinafter we focus on the completely polarized waveform, whose SNR is affected by $P$. Note that, although the signal is partially polarized, it is still affected by the noise, even if it is unpolarized.

Hence, the equality in (5), it describes an sphere of radius $S_0$ and centred at the origin. This sphere was proposed by Henri Poincaré in 1892 and now it is called the Poincaré Sphere [24]. For example, Fig. 1 displays the Poincaré Sphere facing $L$ points where the minimum distance is maximized, using the Sloane 3D packs [25]. These points describe the polarization state used to radiate the I/Q symbol. It is important to remark that the points proposed in the present manuscript are the corrected version from [25], produced using exact numbers despite of floating point comma precision.

Expressing the Jones vector from the Stokes vector is not straightforward. The Stokes vector measures the intensities of the polarized wave, whilst the Jones vector contains information about the complex components, including the magnitude

$$E(z, t) = \mathbb{R} \{E_x(z, t) x + E_y(z, t) y\}$$

$$E_x(z, t) = E_{0x} e^{j(\omega t - k z + \varphi_x)}$$

$$E_y(z, t) = E_{0y} e^{j(\omega t - k z + \varphi_y)}$$

(1)

where $E_{0x}$ and $E_{0y}$ are the amplitude of each component, $k$ is the wavenumber and $\varphi_x$ and $\varphi_y$ are their respective phases. The contribution of $E$ can be decomposed by $E_{0x}$ and $E_{0y}$ as follows

$$E_0 = \left(\begin{array}{l} E_x \\ E_y \end{array}\right) = \left(\begin{array}{l} E_{0x} e^{j\varphi_x} \\ E_{0y} e^{j\varphi_y} \end{array}\right).$$

(2)
and the phase. Using the Stokes vector we can find the following relationships

\[
\begin{align*}
S_0 + S_1 &= 2|E_x|^2 \\
S_0 - S_1 &= 2|E_y|^2 \\
S_3 &= \frac{S_0 + S_1}{2}, \\
S_2 &= \frac{S_0 - S_1}{2} \\
\tan \theta, \; \cos \theta &\neq 0.
\end{align*}
\]

Furthermore, it is important to remark that, whereas Stokes vector is used to perform the mapping between the bits of information and the polarization state, the Jones vector is the complex electric field that is used by the orthogonal dipoles.

Hence, after some mathematical manipulations, we are able to express the Jones vector as a function of Stokes parameters by

\[
\mathbf{E}_0 = \left( \sqrt{\frac{S_0 + S_1}{2}} e^{-j\phi} \right),
\]

where \( \phi = \frac{1}{2} \arctan \left( \frac{S_0}{S_2} \right) \). Note that \( \arctan \frac{x}{y} \) is the poorer form of the argument since it is not well defined if \( x = 0 \) and does not preserve the signs of \( x \) and \( y \). In order to solve it, we use the \( \arctan2 \) function instead, which is defined as

\[
\arctan2(y, x) = \begin{cases} 
\arctan \frac{y}{x}, & \text{if } x > 0 \\
\arctan \frac{y}{x} + \pi, & \text{if } x < 0 \text{ and } y \geq 0 \\
\arctan \frac{y}{x} - \pi, & \text{if } x < 0 \text{ and } y < 0 \\
\pi, & \text{if } x = 0 \text{ and } y > 0 \\
\pi, & \text{if } x = 0 \text{ and } y < 0 \\
0, & \text{if } x = 0 \text{ and } y = 0.
\end{cases}
\]

and is well defined in \( \mathbb{R}^2 \).

The form expressed in (8) is particularly interesting from the mathematical point of view when it is expressed in spherical coordinates, which takes the form

\[
\begin{align*}
S_0 &= E \\
S_1 &= E \cos \vartheta \\
S_2 &= E \sin \vartheta \cos \phi \\
S_3 &= E \sin \vartheta \sin \phi,
\end{align*}
\]

where \( \phi \in [0, 2\pi) \) and \( \vartheta \in [0, \pi) \) are the azimuthal and elevation components, respectively.

In the previous representation, by convention, we place the \( S_1 \) in the z-axis, and \( S_2 \) and \( S_3 \) in the x-axis and y-axis, respectively. Moreover, we consider a sphere with its radius equal to the total energy of the symbol,

\[
\frac{\sqrt{S_0 + S_1}}{\sqrt{S_0 - S_1}} e^{-j\phi}. 
\]

Classic digital modulations map \( L \) symbols of a finite alphabet to the complex two-dimensional plane I/Q in such a way that the minimum distance is maximized to reduce the bit error rate. Using the Poincaré sphere, we are able to extend the same concept to the three-dimensional space.

However, placing \( L \) points on the surface of a sphere is not a straightforward problem. This problem was proposed by Tammes in 1930 [26], unfortunately without a closed solution. Also known as sphere packing, this problem is also addressed in many works [27]–[29]. Although works such as [25] published particular solutions that maximize the minimum distance for many dimensions and different \( L \) values, there is still no closed-form expression for an arbitrary \( L \) or dimension. In particular, Sloane provides solutions for \( L \in [4, \ldots, 130] \), i.e., modulation orders from 2 to 7 bits.

Examining solutions provided by [25], it is interesting to remark that the solutions of \( L \) points where \( L \) is a power of two, i.e., \( L = 2^k \), are simpler. In these particular cases, the points are placed by slicing the sphere and placing the points in these slices. For instance, for \( L = 16 \), there are four slices with four points each. Due to this symmetry, it is possible to apply Gray mapping to maximize the Hamming distance.

Hence, it is possible to transmit information depending on which point on the sphere is used or, in other words, which polarization state is used. This is a more general version of the well known Polarization Shift Keying (PolSK) [5].

### III. Enabling Polarized Modulation

In this section we enable 3D Polarized Modulation by combining the mapping described in the previous section and the modulation in phase. Polarized Modulation [7] combines PolSK with modulated information in the amplitude and phase of the radiated waveform. This concept can also be applied using the described 3D modulation by exploiting the ambiguity of the initial phase. Our proposal focuses on choosing the initial phase by mapping certain number of bits to a PSK constellation. Hence, we are able to use two sources for transmission: the state of polarization and the initial phase. In contrast to [5], [6], [30], where the information is carried by the polarization shifts, we transmit information not only in the polarization shifts but also in the initial phase.

The approach that we present condenses sparse ideas from the works [19]–[22] under the same framework and we increase the scope of the research by introducing the optimal receiver as well as a suboptimal receiver, which is more feasible for implementation. Whereas these works are focused on the transmission pattern, we also study and analyse the design of the constellation in order to guarantee the minimum possible error rates. Furthermore, we perform extensive simulations in terms of these error rates by benchmarking with other existing solutions.

By packing \( L_3 \) bits on the sphere surface and \( N_b \) bits on the PSK phase we are able to convey \( L_3 + N_b \) bits in total. Hence, if \( 2^{L_3} = L \) symbols lay on the sphere and \( 2^{N_b} = N \) symbols are with the PSK constellation, for a particular time instant \( t \), the transmitted vector as a function of Stokes parameters is described as follows

\[
\mathbf{x}[t] = \mathbf{E}_0[t] e^{jE}[t] = \left( \frac{\sqrt{S_0[t] + S_1[t]}}{\sqrt{S_0[t] - S_1[t]}} e^{-j\theta[t]} \right) e^{jE}[t],
\]

where \( \mathbf{E}_0 \) is the Jones vector of the 3D PolSK contribution. Note that the Jones vector of 3D PMod is \( \mathbf{x} \) and is equal
to $E_0 e^{j\xi}$. The transmitted vector can also be expressed in spherical coordinates as

$$\mathbf{x}(t) = \sqrt{E} \begin{bmatrix} \cos \frac{\theta(t)}{2} e^{-j\varphi(t)} \\ \sin \frac{\theta(t)}{2} e^{j\varphi(t)} \end{bmatrix} \equiv \begin{bmatrix} E_H \\ E_V \end{bmatrix},$$  \hspace{1cm} (13)

where $t$ is the time sample, $\xi(t) = \frac{2\pi}{\lambda} n(t)$ is the modulated initial phase, $n(t)$ is the symbol with the PSK constellation modulated in phase, $S_0[t] = \sqrt{S_1[t]^2 + S_2[t]^2 + S_3[t]^2} = \mathcal{E}$ is the total energy transmitted by the symbol, $\theta(t) = \frac{1}{2} \arctan \left( \frac{S_2(t)}{S_1(t)} \right)$ and $S_1[t]$, $S_2[t]$, $S_3[t]$ are the coordinates of the point on the sphere surface. The expression in spherical coordinates is particularly interesting because it can be seen that $E_0/E = 1$, $\forall \phi, \vartheta$.

It is worth mentioning that introducing the $e^{j\xi(t)}$ component does not affect the computation of Stokes parameters, since it is an invariant transformation and, thus, is independent from the PolSK modulation.

Hence, we can describe the system model as

$$\mathbf{y}(t) = \mathbf{H}(t)\mathbf{x}(t) + \mathbf{w}(t),$$  \hspace{1cm} (14)

where $\mathbf{y} \in \mathbb{C}^2$ is the received signal, $\mathbf{H} \in \mathbb{C}^{2\times2}$ is the channel matrix and $\mathbf{w} \in \mathbb{C}^2$ is the zero-mean noise vector with a covariance $\mathbf{R}_w = N_0 \mathbf{I}$. Fig. 2 illustrates the block diagram of 3D Polarized Modulation transmitter, where $E_V$ and $E_H$ denote the vertical and horizontal electric field, respectively, and where $E_H \equiv E_x$ and $E_V \equiv E_y$ for simplicity.

One important advantage of using PSK modulation for the initial phase is that it does not affect the demodulation of Stokes parameters, since they are only affected by the differential phase. Thus, we can decode the grouped bits independently from each other.

Based on that, we introduce two different classes of receivers:

1) Joint receiver: it decodes the symbols from the PSK constellation and the Stokes parameters jointly.
2) Cascade receiver: it is composed by two independent receivers, faced in cascade. First, the Stokes receiver computes the Stokes parameters and second, these are used by the PSK receiver.

A. Joint Receiver

This receiver decodes all the symbols and bits without decoupling the PSK and 3D PolSK contributions. The optimal receiver implements the maximum likelihood (ML) algorithm.

The expression of this denoted by

$$\left( \hat{l}, \hat{n} \right) = \arg \min_{l,n} \| \mathbf{y}(t) - \mathbf{H}(t)\mathbf{x}(t) \|_2$$

$$= \arg \min_{l,n} \| \mathbf{y}(t)^H \mathbf{x}_{l,n} \|_2,$$  \hspace{1cm} (15)

where $\| \cdot \|$ is the $\ell^2$-norm, $\mathbf{x}_{l,n}$ is the symbol at the $l$th sample of the Poincaré sphere and the $\mathbf{n}$th symbol of the PSK constellation.

Note that, in this receiver, the search space is $L \times N$ and, hence, its computational complexity is $o(L \times N)$.

B. Cascade Receiver

In order to reduce the complexity next we propose a suboptimal receiver. This receiver decouples the signal into two contributions: the PSK and 3D PolSK. Each contribution is decoded by an independent receiver. The PSK contribution does not affect the 3D PolSK, since the Stokes parameters are obtained using the difference of the phases of each component. Thus, the Stokes parameters can be estimated using the received signal $\mathbf{y}(t)$ straightforwardly. However, the contribution of 3D PolSK affects the PSK contribution.

To estimate the phase $\tilde{\xi}(t)$ we filter the received signal by a linear filter

$$\tilde{\xi}(t) = \arg \hat{\varphi}(t) = \arg (\mathbf{a}(\mathbf{H})^H \mathbf{y}(t)),$$  \hspace{1cm} (16)

where $a$ is the linear filter. It can be the Zero Forcer (ZF) filter, which is described by

$$a_{ZF} = \frac{\mathbf{H}(t)^H \mathbf{E}_0}{\mathbf{E}_0^H(t)\mathbf{H}(t)^H \mathbf{E}_0 \mathbf{E}_0^H(t)}. $$  \hspace{1cm} (17)

Alternatively, the Minimum Mean Square Error (MMSE) filter is described by

$$a_{MMSE} = \left( \mathbf{H}(t)^H \mathbf{E}_0 \mathbf{E}_0^H \mathbf{H}(t) + \mathbf{R}_w \right)^{-1} \mathbf{H}(t)^H \mathbf{E}_0 \mathbf{E}_0^H. $$  \hspace{1cm} (18)

It is important to remark that the PSK estimation depends on the estimation of $\mathbf{E}_0$ and thus, the errors of the estimators are propagated.

This receiver has lower computational complexity compared with the Joint Receiver. In particular, the computational complexity is the sum of each sub-receivers, i.e., $o(L) + o(N)$. Fig. 3 illustrates the block diagram of this receiver. $\mathbf{a}(\mathbf{H})$ applies the filter operation described by (17) or (18) and depends on the channel matrix $\mathbf{H}(t)$. In the simulation section this receiver is evaluated and compared with the optimal one; thus, concluding within which SNR range its performance is competitive.

IV. BER ANALYSIS

In [19], [21], the authors describe the instantaneous Symbol Error Rate (SER), as a function of several multidimensional integrals. However, these expressions do not provide closed-form solutions and are complex to compute. In [31], the authors examine the same problem and propose a tight upper bound.

We perform the BER analysis of the proposed 3D PMod scheme by means of pairwise error probability (PEP) and union bound, defined in [31] as

$$\text{BER} \leq \frac{1}{2} \frac{1}{L^2 N^2} \sum_{l=1}^L \sum_{l'=-L}^{L} \sum_{n=1}^N \sum_{n'=1}^N D ((l', n') \to (l, n)) \text{PEP} ((l', n') \to (l, n)),$$  \hspace{1cm} (19)

where $D ((l', n') \to (l, n))$ is the Hamming distance, i.e., the number of different bits between symbol defined by $(l', n')$ and $(l, n)$. A very interesting aspect of [31] is the fact that the BER can be decoupled into three contributions. A symbol is decoded erroneously if 1) the polarization is estimated...
correctly but the initial phase is erroneous, 2) the initial phase estimation is correct but the estimated polarization state is erroneous, 3) neither the polarization state nor the initial phase are estimated correctly. Hence, the BER contributions are described as follows:

- BER obtained by the distance between the symbols belonging to the same PSK constellation, i.e., \((l, n) \rightarrow (l, n')\), for \(n' \neq n\).
- BER obtained by the distance between the symbols belonging to the PolSK constellation, i.e., \((l', n) \rightarrow (l, n)\), for \(l' \neq l\). Note that BER depends on the bit mapping. For the sake of simplicity, we express the Stokes vector as a function of spherical coordinates \((\phi, \vartheta)\), where \(\phi \in [0, 2\pi]\) and \(\vartheta \in [0, \pi]\). Hence,
\[
\mathbf{S}_l \equiv \mathcal{E} \begin{pmatrix} \cos \phi_l \\ \sin \phi_l \cos \vartheta_l \\ \sin \phi_l \sin \vartheta_l \end{pmatrix}
\]

Using (13), the generic distance \(d_{l', l, n', n}\) in the Euclidean space is expressed as the norm of two arbitrary symbols \(\Vert \mathbf{x}_{l', n'} - \mathbf{x}_{l, n} \Vert\). Thus,
\[
d_{l', l, n', n}^2 = 2\mathcal{E} \left( 1 - \cos \left( \frac{\Delta \xi}{2} \right) \cos \frac{\Delta \phi}{2} \right) \left( \sin \frac{\vartheta_l}{2} \sin \frac{\vartheta_{l'}}{2} \right)
\]

The previous distance is further reduced if both symbols have the same PSK component, i.e., \(\Delta \xi = 0\). Then, (26) is reduced to
\[
d_{l', l, n', n}^2 = 2\mathcal{E} \left( 1 - \cos \left( \frac{\Delta \phi}{2} \right) \cos \left( \frac{\Delta \vartheta}{2} \right) \right)
\]

for \(N = 4\), where \(\gamma = \mathcal{E}/N_0\).

Before developing the expressions of the distances \(d_{l', l, n', n}\) and \(d_{l', l, n', n'}\), for the sake of simplicity, we express the Stokes plane, i.e., the signal after Stokes to Jones conversion.

A very interesting observation is that the first BER can be estimated correctly but the initial phase is erroneous, 2) the initial phase estimation is correct but the estimated polarization state is erroneous, 3) neither the polarization state nor the initial phase are estimated correctly. Hence, the BER contributions are described as follows:

\[
\text{BER} \leq \text{BER}_{\text{Signal}} + \text{BER}_{\text{PolSK}} + \text{BER}_{\text{Joint}},
\]

where

\[
\text{BER}_{\text{Signal}} = \frac{N_b}{L_b + N_b} \text{BER}_{\text{PSK}}
\]

\[
\text{BER}_{\text{PolSK}} = \frac{1}{L_L} \frac{1}{L_b + N_b} \sum_{l=1}^{L} \sum_{l'=1}^{L} \mathcal{D} (l' \rightarrow l) Q \left( \sqrt{\frac{d_{l', l}^2}{2N_0}} \right)
\]

\[
\text{BER}_{\text{Joint}} = \frac{1}{L_N} \frac{1}{L_b + N_b} \sum_{l=1}^{L} \sum_{n=1}^{N} \sum_{l'=1}^{L} \sum_{n'=1}^{N} \mathcal{D} (l' \rightarrow l)

\]

The term \(\text{BER}_{\text{PSK}}\) can be substituted by the exact BER expression, since it is known in the literature [32] and takes the following expression

\[
\text{BER}_{\text{PSK}} = \frac{1}{N_b} \left( 1 - \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-\gamma \sin^2 \theta} \int_{0}^{\infty} \nu e^{-\nu \cos \theta} d\nu d\theta \right)
\]

The previous integral has a closed-form expression only in the case of \(N = 2\) and \(N = 4\). In these cases, the expression is reduced to

\[
\text{BER}_{\text{PSK}} = Q \left( \sqrt{2\gamma} \right)
\]

(23)

for \(N = 2\) and

\[
\text{BER}_{\text{PSK}} = Q \left( \sqrt{2\gamma} \right) \left( 1 - Q \left( \frac{\sqrt{2\gamma}}{2} \right) \right)
\]

(24)
The BER analysis can be also performed in terms of minimum distance. In the presence of AWGN, the overall performance of the system is mainly described by the minimum distance. Thus, we compare the minimum distance using different $L \times N$ combinations for several spectral efficiencies. Tables I, II, III, IV, V, VI and VII summarize the minimum distance of different schemes for a fixed spectral efficiencies of 2, 3, 4, 5, 6, 7, 8 bits. The results in boldface denote the mode with the maximum minimum distance. For the sake of clarity, the results are expressed in numeric form instead of using trigonometric functions and fractions.

Fig. 4 depicts the maximum minimum distance for different spectral efficiencies compared with common schemes, such as Dual QAM, Dual PSK, Single QAM, Single PSK and LAM. These schemes are described as follows:

- **3D PMod**: the proposed scheme described in (12) and (13).
- **Dual QAM scheme** conveys $L$-QAM and $N$-QAM constellations in each horizontal or vertical polarization.
- **Dual PSK scheme** conveys $L$-PSK and $N$-PSK constellations in each horizontal or vertical polarization.
- **Single QAM** conveys an $L \times N$-QAM constellation using a single polarization.
- **Single PSK** conveys an $L \times N$-PSK constellation using a single polarization.
- **LAM** conveys an $L \times N$-LAM constellation using both polarizations.

Note that Fig. 4 is not obtained via Monte Carlo simulations since it is produced analytically by computing the minimum distance between all symbols in the constellation.

Examining the respective tables, we can conclude the following aspects:

- The minimum distance of $L \times N$ of 3D PMod is determined by the 3D PolSK contribution if $L > N$ or by the PSK contribution if $L < N$. In the case where $L = N$ both contributions are mixed.
- In the cases of Dual QAM and Dual PSK, the minimum distance is determined by the highest modulation order. Thus, it is equivalent to use the minimum distance of the constellations $\max(L, N)$-QAM/PSK, respectively. This is the reason of the flat areas in Fig. 4.
- The minimum distance of Single QAM and Single PSK can be computed using the known formulas for an $L \times N$-QAM/PSK constellations [32].
- For low modulation orders (below than 8 bits) 3D PMod achieves the maximum performance, below LAM, except 4 x 4. The reason for this is that the Dual QPSK double polarization has higher minimum distance.
- For asymmetric $L \times N$ schemes, 3D PMod achieves higher performance if the deviation of $L$ and $N$ is lower.
- For instance, 4 x 8 and 8 x 4 have higher minimum distance compared with 2 x 16 and 16 x 2 for the same spectral efficiency. This is also valid for Dual QAM/PSK. This is because the minimum distance is constrained by the highest order $L$ or $N$.

It is worth to mention that LAM is designed in such a way that the minimum distance is maximized using both polarizations. The constellation can be envisaged as a 4D constellation, where the points are placed in a hypercube. This constellation is often referred as the optimal, since it achieves the highest mutual information [34]. However, LAM constellations present major drawbacks compared to 3D PMod:

- **The benefits of LAM** are observable for $L \times N \geq 64$. The benefits of 3D PMod are observable for $L \times N < 256$. Thus, 3D PMod is especially indicated for low and medium SNR regimes, whereas LAM is more focused for high SNR regimes.
- **The computational complexity** is unaffordable since it requires to implement the ML receiver as well during the constellation design.
- **The bit mapping** is not trivial. Gray mapping cannot be always applied and, hence, the BER performance is not always the optimal.
- **LAM design** is based on spherical cuts of a lattice structure. Hence, the peak-to-average ratio impact is not negligible. 3D PMod has a constant joint envelope, i.e., $E(\|x\|^2) = \|x\|^2 = E$.
- **LAM does not allow symbol multiplexing nor codeword**, whereas 3D PMod does.
- **LAM does not support differentiated modulation order schemes**. Both polarizations constitute a single supersymbol.

In [35] and [7] we describe the communication system of 2D PMod. This is a particular case of 3D PMod, where $L = 2$. In detail, we constraint it to V/H or RHCP/LHCP. It is clear that when H/V is used, only one channel is activated, corresponding to the horizontal or vertical polarization. Thus, the BER analysis described in [31] can be applied straightforwardly.

In terms of minimum distance, it is determined by the PSK constellation and takes the expression of (28). Examining tables I it is interesting to see that 2D PMod achieves the maximum minimum distance for $2 \times 2$ and $2 \times 4$, i.e., orthogonal polarization + BPSK/QPSK constellations. For higher spectral efficiencies, modes with $L > 2$ achieve higher minimum distance. This is particularly interesting since we demonstrate that 2D PMod obtains an appreciable performance for low modulation order schemes.

### V. Results

In this section we discuss the results obtained when 3D PMod is used. We implement the system described by Fig. 2 using different values of $L$ and $N$. In this figure, Bit Splitter splits the incoming bits into two groups of $N_0$ and $L_0$ bits; PSK Mapper and $e^{j\theta}$ perform the PSK mapping; Poincaré Mapper maps the incoming bits into the Poincaré sphere by using Tables VIII, IX, X and XI for $L = 2, 4, 8, 16$; Stokes' $^{-1}$ performs the conversion from Stokes to Jones vector described by (11).

We also implemented the Joint Receiver and Cascade Receiver, described in the previous sections. All symbols are encoded using Gray coding and all results are obtained with AWGN channel. The transmission power is normalized to 0 dBW and the timing and phase synchronization is assumed perfect.
Cascade Receiver uses the MMSE filter expression (18). Based on the minimum distance analysis, we evaluate the following $L \times N$ modes to cover spectral efficiencies from 2 to 7 bps/Hz: $2 \times 2, 2 \times 4, 4 \times 4, 4 \times 8, 8 \times 8, 16 \times 8$.

We first perform an analysis by comparing both receivers, and depict the individual and joint BER. Although we do not depict the throughput, it is obtained by counting the number of symbols decoded successfully multiplied by the number of bits carried by the symbol. This is equivalent to

$$\text{Throughput} = (L_b + N_b) (1 - \text{SER})$$

where SER is the symbol error rate (SER). Note that SER can be computed using the XOR operator as follows

$$\text{BER} = \frac{1}{L_b + N_b} \sum_{n=1}^{L_a + N_b} |b_n - \hat{b}_n|$$

$$\text{SER} = \frac{L_a + N_b}{L_b + N_b} \bigvee_{n=1}^{N} b_n \oplus \hat{b}_n$$

where $\bigvee_{n=1}^{N} x_n = x_1 \lor \ldots \lor x_N$ performs the logic OR operation and $\oplus$ is the logic XOR operation.

### A. Comparison of Classes of Receivers

In this section we compare the performance achieved by each class of receivers. Fig. 6 illustrates the BER obtained by the different receivers. BERs labelled as Joint RX, PolSK RX and PSK RX are obtained by using the Joint receiver and the Cascade PolSK and PSK sub-receivers. The BER labelled as PolSK RX + PSK RX is obtained weighting the BERs of PolSK RX and PSK RX by the number of bits carried by each one. This figure shows that the Joint receiver outperforms the other schemes. Whilst the Joint receiver obtains lower BER at expenses of a higher computational complexity, the Cascade Receiver reduces drastically the computational complexity of the receiver at the expense of increasing the BER.

### B. Comparison of Different Modulation Orders

To compare the different modulation orders in terms of BER, we use the Joint receiver as an optimal benchmark reference to compute the performance. Fig. 5 depicts the BER of 3D PMod using different constellations. The Union Bound for each curve is also depicted in order to observe tight results. As expected, as the spectral efficiency increases, the minimum distance decreases, and therefore, the BER increases.

### C. Comparison with Other 3D Constellations

In this section we compare our approach by using the maximum minimum distance described by the Tammes problem with the constellations proposed in [19]. Although the constellations in [19] are not detailed, we designed constellations similar to them. Fig. 7 depicts the constellations similar to that in [19].

Fig. 8 compares the BER of our approach and [19]. As we remarked in the introduction, our approach uses the maximum minimum distance to obtain the lowest BER, whereas [19] places 2D constellations equally spaced and regularly distributed along the x-axis. Therefore, as expected, our approach outperforms [19] in terms of BER due to the criteria employed to design the constellation. Note that the maximum minimum distance can be compared by inspecting 1 and 7.

### D. Comparison with Other Existing Schemes

In this section we compare the performance of the proposed schemes with other existing schemes. In the following figures, all schemes have the same spectral efficiency. We recall that, in the case of asymmetric sizes ($L \neq N$), Dual QAM and Dual PSK convey an $L$-symbol constellation through horizontal polarization and $N$-symbol constellation through vertical polarization. In the case of Single QAM and Single PSK, an $L \times N$-symbol constellation is conveyed through the horizontal polarization. Finally, in the case of LAM, an $L \times N$-symbol constellation is conveyed using both polarizations.

Fig. 9 illustrates the BER of 3D PMod compared with the aforementioned schemes for different constellation sizes. As we analyzed previously in terms of minimum distance, 3D PMod outperforms the other conventional schemes except LAM. Compared with LAM, 3D PMod achieves a similar performance, but with a higher degree of flexibility.

We also analyze the degradation of 2D PMod in front of 3D PMod. As mentioned above, 2D PMod obtains higher BER for $N > 4$, compared with the optimal case of 3D PMod for the same spectral efficiency. 2D PMod is described in [7] and consists in transmitting a PSK/QAM mapped symbol activating horizontal or vertical polarization depending on the input source. In the previous section, we exposed that, in terms of minimum distance, 2D PMod achieves the higher minimum distance when a BPSK ($N = 2$) or QPSK ($N = 4$) is used as the symbol constellation, compared with other solutions.

Fig. 10 depicts the BER of 2D PMod and 3D PMod with optimal mode. As expected, 2D PMod performance is reduced notably when the spectral efficiency is increased. Moreover, since QAM has higher minimum distance than PSK, the performance of 2D-QAM PMod is higher than 2D-PSK PMod, though it is lower when it is compared with 3D PMod. The BER is also compared with Dual-QAM, Dual-PSK and LAM schemes.

### E. PDL and XPD

In the previous sections, we compared the proposed schemes with other existing schemes considering an AWGN channel, i.e., $H = I_2$. In this section, we introduce the Polarization Dependent Loss (PDL) and Cross-Polarization Discrimination (XPD) effects. The former is produced when there is an imbalance of the power of each orthogonal polarization. The latter occurs when the signal from a polarization is coupled to the other.

Although we assume that the receiver is able to estimate and equalize the channel, some errors and imperfections are still residual, affecting the performance of the system. Note that, in ideal conditions, the channel can be equalized to suppress its contribution but, in practice, this is not a realistic assumption and, thus, we model the channel as follows

$$H = H^{\text{XPD}} H^{\text{PDL}} = \left( \frac{1}{\sqrt{\xi^2 + \zeta^2}} \right) \left( \sqrt{\frac{\xi}{\zeta}} \right),$$

(31)
where $H^{XPD} = \begin{pmatrix} \frac{1}{\sqrt{\zeta}} & \sqrt{\zeta - 1} \\ 0 & 1 \end{pmatrix}$ and $0 < \zeta \leq 1$ model the XPD; $H^{PDL} = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{\psi} \end{pmatrix}$ and $0 < \psi \leq 1$ model the PDL.

For instance, if $\zeta \rightarrow 0$, there is no cross polarization, and if $\psi = 1$, there is no PDL.

We remark that the model described in (31) contains all contributions that affect to XPD and PDL. For instance, although XPD models the discrimination between polarizations in the reflectors of satellites, it also contains the XPD degradation caused by rain drops [36] and other phenomena. Similarly, PDL not only contains the depolarization at the transmitter side but also the depolarization caused by other atmospheric aspects, such as Farady effect [37].

Fig. 11 depicts the BER depending on the PDL of different schemes conveying 5 bps/Hz for different values of SNR and XPD. The first important aspect is that the performance of LAM, which is considered the optimal, is reduced drastically when XPD and PDL are considered. As expected, a we increase the PDL, the BER also increases. Nevertheless, as the figure shows, the proposed scheme is the most robust in front of PDL compared with other schemes.

Fig. 12 illustrates the BER depending on the XPD of different schemes conveying 5 bps/Hz for different values of SNR and PDL. On the one hand, examining all curves we can observe that for high values of XPD, the curves are asymptotic. This implies that, in absence of cross polarization, the predominant term is the SNR value, regardless the value of XPD. On the other hand, if PDL is predominant, the BER tends to increase for high XPD, which implies that PDL is the predominant term, as in Fig. 12b. Moreover, we can appreciate that the 3D PMod also obtains the lowest BER compared with the other schemes and we can conclude that 3D PMod is more robust in front of PDL compared with the other schemes.

To summarize, we can observe the following advantages:

1) Examining Fig. 4 we can observe that 3D PMod allows a finer adaptation when the SE is increased when it is compared with Dual or Single PSK/QAM schemes.

2) 3D PMod achieves a performance near the optimal (LAM) but with much less computational complexity, for SE less than 8 bps/Hz.

3) Even with the presence of XPD and PDL, 3D PMod obtains higher performance compared with other schemes.

4) 3D PMod allows flexible configurations to multiplex different streams with different Quality of Service. Thanks to this, the adaptation of allocated rate is smoother and finer.

5) 3D PMod outperforms 2D PMod for SE above than 3 bps/Hz.

VI. CONCLUSIONS

In this paper we present a new modulation based on the 3D constellation for polarization dimension. This modulation technique maps symbols from a sphere to the respective horizontal and vertical polarizations. This scheme is highly flexible since it allows to place an arbitrary number of symbols on the sphere and presents a low computational complexity. We describe the transmission scheme as well as two classes of receivers, depending on the performance and computational complexity trade-off. We study the analytical BER in terms of minimum distance and Union Bounds. We analyze the performance of the 3D PMod for different constellation sizes in terms of error rate. We compare the proposed classes of receivers and the performance of 3D PMod with other schemes such as Dual Polarization QAM multiplexing, Dual Polarization PSK multiplexing, Single Polarization QAM, Single Polarization PSK and LAM constellations. In this analysis, we consider realistic channel residual impairments such as PDL and XPD. Finally, we compare the proposed 3D PMod with conventional approaches of 2D PMod. From this, we emphasize that 3D PMod obtains the highest minimum distance for spectral efficiencies less than 8 bps/Hz and in all cases, 3D PMod outperforms the other schemes, except for spectral efficiency of 4 bps/Hz. Hence, we conclude that 3D PMod is an excellent option for medium and high modulation order transmissions.
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| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 2 | 1.4142  | 1.4142   | 1.4142   | 1.4142     | 1.4142     |     |
| 4 $\times$ 2 | 1       | 1        | 1        | 1          | 1          |     |

**TABLE II**

| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 4 | 1.4142  | 1        | 1        | 0.8165     | 0.7654     | 1.4142 |
| 4 $\times$ 2 | 1       | 1        | 1        | 0.8165     | 0.7654     | 1.4142 |

**TABLE III**

| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 8 | 0.7654  | 0.5774   | 0.5412   | 0.6325     | 0.3902     |     |
| 8 $\times$ 2 | 0.6323  | 0.5774   | 0.5412   | 0.6325     | 0.3902     |     |
| 4 $\times$ 4 | 0.9194  | 1        | 1        | 0.6325     | 0.3902     |     |

**TABLE IV**

| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 16 | 0.3902  | 0.4472   | 0.2759   | 0.4472     | 0.1960     | 0.8165 |
| 16 $\times$ 2 | 0.5039  | 0.4472   | 0.2759   | 0.4472     | 0.1960     | 0.8165 |
| 4 $\times$ 8  | 0.7654  | 0.5774   | 0.5412   | 0.4472     | 0.1960     | 0.8165 |
| 8 $\times$ 4  | 0.6323  | 0.5774   | 0.5412   | 0.4472     | 0.1960     | 0.8165 |

**TABLE V**

| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 32 | 0.1960  | 0.3162   | 0.1386   | 0.3086     | 0.0981     | 0.7559 |
| 32 $\times$ 2 | 0.3318  | 0.3162   | 0.1386   | 0.3086     | 0.0981     | 0.7559 |
| 4 $\times$ 16 | 0.3902  | 0.4472   | 0.2759   | 0.3086     | 0.0981     | 0.7559 |
| 16 $\times$ 4  | 0.5039  | 0.4472   | 0.2759   | 0.3086     | 0.0981     | 0.7559 |
| 8 $\times$ 8  | 0.6323  | 0.5774   | 0.5412   | 0.3086     | 0.0981     | 0.7559 |

**TABLE VI**

| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 64 | 0.0981  | 0.2182   | 0.0694   | 0.2209     | 0.0491     | 0.6324 |
| 64 $\times$ 2 | 0.2615  | 0.2182   | 0.0694   | 0.2209     | 0.0491     | 0.6324 |
| 4 $\times$ 32 | 0.1960  | 0.3162   | 0.1386   | 0.2209     | 0.0491     | 0.6324 |
| 32 $\times$ 4 | 0.3318  | 0.3162   | 0.1386   | 0.2209     | 0.0491     | 0.6324 |
| 8 $\times$ 16 | 0.3902  | 0.4472   | 0.2759   | 0.2209     | 0.0491     | 0.6324 |
| 16 $\times$ 8 | 0.4627  | 0.4472   | 0.2759   | 0.2209     | 0.0491     | 0.6324 |

**TABLE VII**

| $L \times N$ | 3D PMod | Dual QAM | Dual PSK | Single QAM | Single PSK | LAM |
|-------------|---------|----------|----------|------------|------------|-----|
| 2 $\times$ 128 | 0.0491  | 0.1562   | 0.0347   | 0.1534     | 0.0245     | 0.5443 |
| 128 $\times$ 2 | 0.1627  | 0.1562   | 0.0347   | 0.1534     | 0.0245     | 0.5443 |
| 4 $\times$ 64  | 0.0981  | 0.2182   | 0.0694   | 0.1534     | 0.0245     | 0.5443 |
| 64 $\times$ 4  | 0.2615  | 0.2182   | 0.0694   | 0.1534     | 0.0245     | 0.5443 |
| 8 $\times$ 32  | 0.1960  | 0.3162   | 0.1386   | 0.1534     | 0.0245     | 0.5443 |
| 32 $\times$ 8  | 0.3318  | 0.3162   | 0.1386   | 0.1534     | 0.0245     | 0.5443 |
| 16 $\times$ 16 | 0.3902  | 0.4472   | 0.2759   | 0.1534     | 0.0245     | 0.5443 |

**TABLE VIII**

| $\alpha$ | Bit Mapping | $\phi$ | $\vartheta$ |
|-----------|-------------|--------|-------------|
| $\alpha$  | 0           | 0      | 0           |
| $\alpha$  | 1           | 0      | $\pi$       |

**TABLE IX**

| $\alpha$ | Bit Mapping | $\phi$ | $\vartheta$ |
|-----------|-------------|--------|-------------|
| $\alpha$  | 0           | 0      | $\pi$       |
| $\alpha$  | 0           | 0      | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |

**TABLE X**

| $\alpha$ | Bit Mapping | $\phi$ | $\vartheta$ |
|-----------|-------------|--------|-------------|
| $\alpha$  | 0           | 0      | $\pi$       |
| $\alpha$  | 0           | 0      | $2\alpha$   |
| $\alpha$  | 1           | $\pi$ | $2\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\pi - \alpha$ |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |

**TABLE XI**

| $\alpha$ | Bit Mapping | $\phi$ | $\vartheta$ |
|-----------|-------------|--------|-------------|
| $\alpha$  | 0           | 0      | $\pi$       |
| $\alpha$  | 0           | 0      | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
| $\alpha$  | 1           | $\pi$ | $\alpha$   |
Fig. 1. Poincaré sphere facing $L$ points in such a way that the minimum distance is maximized.

(a) $L = 2$  
(b) $L = 4$  
(c) $L = 8$  
(d) $L = 16$

Fig. 2. Block diagram of 3D Polarized Modulation transmitter.

Fig. 3. Block diagram of 3D Polarized Modulation Cascade Receiver.

Fig. 4. Maximum minimum distance for different spectral efficiencies.

Fig. 5. BER of 3D PMod for the different considered modes. Solid lines are obtained via Monte Carlo simulations. Dashed lines correspond to the Union Bound (19).

(a) $L = 4$  
(b) $L = 8$

Fig. 6. Comparison of the BER of 3D Polarized Modulation for different classes of receivers. The combined BER from the Cascade sub-receivers is weighted by the number of bits carried by each modulation.

(a) SE 2 bps/Hz  
$L \times N = 2 \times 2$

(b) SE 3 bps/Hz  
$L \times N = 2 \times 4$

(c) SE 4 bps/Hz  
$L \times N = 4 \times 4$

(d) SE 5 bps/Hz  
$L \times N = 4 \times 8$

(e) SE 6 bps/Hz  
$L \times N = 8 \times 8$

(f) SE 7 bps/Hz  
$L \times N = 16 \times 8$

Fig. 7. Constellations designed similarly to [19].
Fig. 8. Comparison between our approach and [19].

Fig. 9. BER of 3D Polarized Modulation compared with other conventional schemes.

Fig. 10. BER of 2D PMod and 3D PMod with optimal mode for different spectral efficiencies.

Fig. 11. BER vs. PDL of different schemes conveying 5 bps/Hz (3D PMod 4 × 8), for different SNR and XPD values.
Fig. 12. BER vs. XPD of different schemes conveying 5 bps/Hz (3D PMod 4 × 8), for different SNR and PDL values.