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Abstract—Blind system identification is known to be a hard ill-posed problem and without further assumptions, no unique solution is at hand. In this contribution, we are concerned with the task of identifying an ARX model from only output measurements. Driven by the task of identifying systems that are turned on and off at unknown times, we seek a piecewise constant input and a corresponding ARX model which approximates the measured outputs. We phrase this as a rank minimization problem and present a relaxed convex formulation to approximate its solution. The proposed method was developed to model power consumption of electrical appliances and is now a part of a bigger energy disaggregation framework. Code will be made available online.

I. INTRODUCTION

Consider an auto-regressive exogenous input (ARX) model

\[
y(t) - a_1 y(t - 1) - \cdots - a_{n_a} y(t - n_a) = b_1 u(t - n_k) + \cdots + b_{n_b} u(t - n_k - n_b)
\]

with input \( u \in \mathbb{R} \) and output \( y \in \mathbb{R} \). Estimation of this type of model is probably the most common task in system identification and a very well studied problem, see for instance [24]. The common setting is that \( \{(y(t), u(t))\}_{t=1}^{N} \) is given and the summed residuals

\[
\sum_{t=n}^{N} \left( y(t) - \sum_{k=1}^{n_b} b_k u(t - k - n_k) - \sum_{k=2}^{n_a} a_k y(t - k) \right)^2
\]

where \( n = \max(n_a, n_k + n_b) + 1 \), is minimized to obtain an estimate for \( a_1, \ldots, a_{n_a}, b_1, \ldots, b_{n_b} \). This estimate is often referred to as the least squares (LS) estimate.

In this paper we study the more complicated problem of estimating an ARX model from solely outputs \( \{y(t)\}_{t=1}^{N} \). This is an ill-posed problem and it is easy to see that under no further assumptions, it would be impossible to uniquely determine \( a_1, \ldots, a_{n_a}, b_1, \ldots, b_{n_b} \).

We will in this contribution study this problem under the assumption that the input is piecewise constant. This is a rather natural assumption and a problem faced in many identification problems. Consider e.g., the modeling of an electrical appliance where the power consumption is monitored while the appliance is turned on and off. The exact time for when the appliance was turned on and off is not known and neither is the amplitude of the “input”.

It should be noticed that the assumption of a piecewise constant input is not enough to uniquely determine the input or the ARX model. Specifically, we will not be able to decide the input or the ARX coefficients \( b_1, \ldots, b_{n_b} \) more than up to a multiplicative scalar. However, for many applications this is sufficient, as we will illustrate in the numerical section.

The task of identifying a model from only outputs is in system identification referred to as blind system identification (BSI). It is known to be a difficult problem and in general ill-posed.

II. BACKGROUND

Our work is motivated by blind system identification which is a fundamental signal processing tool used for identifying a system using only observations of the systems output. Formally, given the output signal of a system, BSI serves as a tool for estimating the unknown inputs and system model [2].

Consider the block diagram in Figure 1. Suppose that the system we want to identify is linear. Given only \( y \), BSI is used to identify the input \( u \) and the system transfer function \( H \). In this way, BSI is a method for solving the inverse problem of system identification without input information. Consider now a discrete linear, time-invariant system. Note that we describe the theory in this section for discrete time systems but the continuous time counterpart can be derived in a similar fashion. The output can be written as a convolution model, i.e.,

\[
y(t) = u(t) \ast h(t) + w(t)
\]

where \( \ast \) is the convolution operator and \( w \) is a noise term. This problem can be transferred to the frequency domain by applying the Fourier transform to get the following system:

\[
Y(s) = H(s)U(s) + W(s)
\]

An alternative name for BSI when the system is linear, time-invariant is blind deconvolution. For a known input
\(u(k)\), a deconvolution process can be applied to \(y_i(k)\) to approximate \(h_i(k)\). For instance, using a pseudo-inverse filter which is an approximation of the Weiner filter, the result of deconvolution gives

\[
U(s) \approx \frac{Y_i(s)H_i^\dagger(s)}{|H(s)|^2 + C}
\]

where \((\cdot)^\dagger\) denotes the pseudo-inverse and \(C\) is a constant chosen based on heuristics and serves to prevent amplification of noise [12]. However, we are interested in solving the problem with unknown inputs. When the input is unknown, usually partial information about the statistical properties of \(\{u(t)\}\) is required in order to obtain a good approximation of the output \(\{y(t)\}\). Further, how the partial information is used in the identification problem plays an important role in the quality of the solution [23].

Typically, system identification requires information on the input and the output of a system in order for the problem to be well-posed and to reconstruct the system itself. However, in many applications, e.g., data communications, speech recognition, image restoration and seismic signal processing, this information is not readily available. Broadly speaking, in all these application areas we can describe the identification problem using the following abstract formulation.

Suppose there is a signal that is transmitted through a ‘channel’ that can be described using a linear, time-invariant model with a single input and \(p\) outputs. The input to the system \(\{u(t)\}\) results in \(N\) output sequences \(\{y_1(t)\}, \ldots, \{y_p(t)\}\). Let \(\{h_1(t)\}, \ldots, \{h_p(t)\}\) denote the finite impulse responses (FIR’s) which are of order \(K\). As we noted above, a linear, time-invariant system of this type can be described using the convolution model in Equation (2) for each \(i \in \{1, \ldots, p\}\), i.e.,

\[
y_i(t) = u(t) * h_i(t) + w_i(t).
\]

This model can be concisely as

\[
y = Hu + w
\]

where

\[
y := \begin{bmatrix} y_1^T & \cdots & y_p^T \end{bmatrix}^T
\]

with each \(y_i = [y_i(1) \cdots y_i(N)]^T\), and

\[
u = [u(-K) \cdots u(N-1)]^T.
\]

The matrix \(H\) takes the form

\[
H := [H_1^T \cdots H_p^T]^T
\]

where each \(H_i\) is an \(N \times (N+K)\) filtering matrix given by

\[
H_i = \begin{bmatrix} h_i(K) & \cdots & h_i(0) & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & h_i(K) & \cdots & h_i(0) \end{bmatrix}.
\]

Now that the system has been written in this form, we can formulate the BSI or blind deconvolution problem and ask when it has a well-defined solution. If a system identification problem is well-posed, then all the unknown parameters can be uniquely determined given the data. Given \(y\) and \(w \equiv 0\), then we can only hope to solve the system in Equation (6) for unique \(u\) and \(H\) up to a scalar [2]. In this case we call the system identifiable. Necessary and sufficient conditions for identifiability are given in [21] and summarized in [2].

There are a number of methods for estimating either the input \(u\) or the system function \(H\). Once either the input or the system matrix has been estimated, the other can be calculated using the estimate. The application typically determines whether a direct estimation of input or system matrix should be done. For instance, in communication applications the input carries the information and as such direct estimation should be used for the input and the system matrix should be calculated after. The input \(u\) can be estimated using the following methods: input subspace (IS) method, mutually referenced equalizers (MRE), or linear prediction (LP) method (see [2], [17], [27]). The system matrix can be directly estimated using the maximum likelihood (ML) method (see, for instance, [32]) and the subspace method (see [1]). We remark that in the above formulation we have considered only FIR models. These tend to be sufficient in practice considering that infinite impulse responses can be approximated by FIR’s and modeling with FIR’s results in problem formulations that have tractable solutions.

In this paper we are concerned specifically with estimating an ARX model from only output observations and we formulate the problem using the BSI framework.

### III. Problem Formulation

Given \(\{y(t)\}_{t=1}^N \in \mathbb{R}\) and a bound for the noise \(\epsilon\), find an estimate for \(a_1, \ldots, a_{n_a}, b_1, \ldots, b_{n_b} \in \mathbb{R}\) and an over time piecewise constant \(u(t) \in \mathbb{R}, t = 1, \ldots, N\), such that

\[
y(t) - a_1 y(t-1) - \cdots - a_{n_a} y(t-n_a) - b_1 u(t-n_k) - 1 - \cdots - b_{n_b} u(t-n_k) + w(t),
\]

for \(t = n_a, \ldots, N\), where \(n = \max(n_a, n_b + n_k) + 1\), and

\[
|w(t)| \leq \epsilon, \quad t = n_a, \ldots, N.
\]

We will for simplicity assume that \(n_a, n_b, n_k\), are known. To make the problem well posed, we will seek the piecewise constant input with the least amount of changes. Other choices have been studied for the related problem of blind deconvolution, see [3] for a solution where the signals to be recovered are assumed to be in some known subspaces.

### IV. Notation and Assumptions

We will use \(y\) to denote the output and \(u\) the input. We will for simplicity only consider single input single output (SISO) systems. We will assume that \(N\) measurements of \(y\) are available and stack them in the vector \(y\), i.e.,

\[
y = [y(1) \cdots y(N)]^T.
\]
We also introduce $\mathbf{u}$, $\mathbf{w}$, $\mathbf{a}$, and $\mathbf{b}$ as
\[
\mathbf{u} = [u(1) \ldots u(N)]^T, \\
\mathbf{w} = [w(1) \ldots w(N)]^T, \\
\mathbf{a} = [a_1 \ldots a_n], \\
\mathbf{b} = [b_1 \ldots b_n]^T.
\]  
We will use $y(i)$ to denote the $i$th element of $\mathbf{y}$. To pick out a subvector of $\mathbf{y}$ consisting of the $i$th to the $j$th element we will use the notation $\mathbf{y}(i:j)$ and similarly for picking out a subvector of $\mathbf{u}$, $\mathbf{a}$, and $\mathbf{b}$. To pick out a submatrix consisting of the $i$th to the $j$th rows of $\mathbf{X}$ we use the notation $\mathbf{X}(i:j,:)$.  

We will use normal font to represent scalars and bold for vectors and matrices. $\| \cdot \|_0$ is the zero norm which returns the number of nonzero elements of its argument and $\| \cdot \|_p$ the $p$-norm defined as $\|y\|_p = \sqrt[p]{\sum |y(i)|^p}$. $\| \mathbf{X} \|_{i,j}$ is used to denote the combination of the $i$-norm with the $j$-norm. The $i$-norm is applied to each row of $\mathbf{X}$ and the $j$-norm on the resulting vector. We will use $\Delta u$ to denote the $(N - 1) \times 1$ row vector made up of consecutive differences of $u$’s,
\[
\Delta u = u(1 : N - 1) - u(2 : N) = [u(1) - u(2) \ldots u(N - 1) - u(N)].
\]

V. BLIND IDENTIFICATION USING LIFTING  
We can formulate the problem of finding the input that changes most infrequently and the ARX coefficients as the non-convex combinatorial problem
\[
\min_{u(t), w(t) \colon t = 1, \ldots, N} \| \Delta u \|_0, \\
\text{subject to } \|a_1, \ldots, a_n, b_1, \ldots, b_n\|_0 \leq \epsilon, \\
w(t) = b_1 u(t - n_k - k_1) + \cdots + b_n u(t - n_k - n_b) + w(t), \\
|w(t)| \leq \epsilon, \quad t = n, \ldots, N,
\]  
with the zero-norm counting the number of nonzero elements of $\Delta u$. Note that the combinatorial nature of the zero-norm alone makes (17) difficult to solve. In addition $\{a_k\}_{k=1}^{n_a}$, $\{b_k\}_{k=1}^{n_b}$, $\{w(t)\}_{t=1}^N$, and $\{u(t)\}_{t=1}^N$ are unknown, which makes even small problems (N small) difficult to solve. 

Introduce $\mathbf{X} = \mathbf{u} \mathbf{b}^T \in \mathbb{R}^{N \times n_b}$. If we assume that $\|\mathbf{b}\|_2 \neq 0$, the objective of (17) can be written as
\[
\| \Delta u \|_0 = \| \mathbf{b} \|_2 \| (\mathbf{u}(1 : N - 1) - \mathbf{u}(2 : N)) \|_0 = \| \mathbf{X}(1 : N - 1,:) - \mathbf{X}(2 : N,:) \|_{2,1}
\]

Problem (17) can now be reformulated as
\[
\min_{\mathbf{x}, \mathbf{w}, \mathbf{a}, \mathbf{b}} \| \mathbf{X}(1 : N - 1,:) - \mathbf{X}(2 : N,:) \|_{2,1} \\
\text{subject to } \|y(t)\| = \sum_{k_1 = 1}^{n_k} \mathbf{X}(t - n_k - k_1, k_1) \\
+ \sum_{k_2 = 1}^{n_2} a_{k_2} y(t - k_2) + w(t), \\
|w(t)| \leq \epsilon, \quad t = n, \ldots, N, \\
\text{rank}(\mathbf{X}) = 1.
\]

This problem is equivalent with (17) in the following sense. Assume that (19), has a unique solution $\mathbf{X}^*$, then $\mathbf{X}^*$ must satisfy $\mathbf{X}^* = \mathbf{u}^*(\mathbf{b})^T$, with $\mathbf{u}^*$ and $\mathbf{b}^*$ solving (17). Extracting the rank 1 component of $\mathbf{X}^*$, using e.g., singular value decomposition, we can hence decide both $\mathbf{u}^*$ and $\mathbf{b}^*$ up to a multiplicative scalar (note that we can never do better with the information at hand, not even if we would be able to solve (17)). The estimate of $\mathbf{a}$ will be identical for both problems. 

The technique of introducing the matrix $\mathbf{X}$ to avoid products between $\mathbf{u}$ and $\mathbf{b}$ is well known in optimization and referred to as lifting [31], [26], [28], [18]. 

Problem (19) is combinatorial and nonconvex and therefore not easier to solve than (17). To get an optimization problem we can solve, we relax the zero norm with the $\ell_1$-norm and remove the rank constraint and instead minimize the rank. Since the rank of a matrix is not a convex function, we replace the rank with a convex heuristic. Here we choose the nuclear norm, but other heuristics are also available (see for instance [16]). We then obtain the convex program
\[
\min_{\mathbf{x}, \mathbf{w}, \mathbf{a}, \mathbf{b}} \| \mathbf{x} \|_* + \lambda \| \mathbf{X}(1 : N - 1,:) - \mathbf{X}(2 : N,:) \|_{2,1} \\
\text{subject to } y(t) = \sum_{k_1 = 1}^{n_k} \mathbf{X}(t - n_k - k_1, k_1) \\
+ \sum_{k_2 = 1}^{n_2} a_{k_2} y(t - k_2) + w(t), \\
|w(t)| \leq \epsilon, \quad t = n, \ldots, N,
\]

which we refer to as blind identification via lifting (BIL) of ARX models with piecewise constant input. $\lambda > 0$ is a design parameter that roughly decides the tradeoff between rank of $\mathbf{X}$ and the number of changes in the input. Ideally, $\lambda$ is set to some large number and then decreased until the solution $\mathbf{X}$ to BIL becomes rank one. 

VI. ANALYSIS  
In this section, we highlight some theoretical results derived for BIL. The analysis follows that of CS, and is inspired by derivations given in [30], [10], [9], [13], [15], [8], [4], [7], [11]. 

We need the following generalization of the RIP-property. 

Definition 1 (RIP): We will say that a linear operator $\mathcal{A} : \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^m$ is $(\epsilon, k) - RIP$ if
\[
\frac{\| \mathcal{A}(\mathbf{Z}) \|_2^2}{\| \mathbf{Z} \|_2^2} - 1 < \epsilon
\]
for all $n_1 \times n_2$-matrices $\mathbf{Z}$ satisfying
\[
0 = \| \mathbf{Z}(1,:) - \mathbf{Z}(2,:) \|_2, \\
0 = \| \mathbf{Z}(n_1 - 1,:) - \mathbf{Z}(n_1,:) \|_2, \\
0 = \| \mathbf{Z}(1 - n_1, :) - \mathbf{Z}(2 - n_1, :) \|_2 \leq k
\]
and $\mathbf{Z} \neq 0$. $\mathcal{Z}(\cdot)$ is here used to denote the vectorization of the matrix $\mathbf{Z}$. 

We can now state the following theorem: 

Theorem 1 (Uniqueness): If $\mathbf{Z}$ satisfies $\mathbf{b} = \mathcal{A}(\mathbf{Z})$, 
\[
0 = \| \mathbf{Z}(1 - n_1, :) - \mathbf{Z}(2 - n_1, :) \|_2 \leq k
\]
and $A$ is $(\epsilon, 2k) - RIP$ with $\epsilon < 1$ then there exist no other solutions to $b = A(Z)$ satisfying (22)–(24).

**Proof:** Assume the contrary, i.e., that there exist another solution $\tilde{Z}$ such that $\tilde{Z} \neq Z$ and that satisfies (22)–(24). It is clear that (22) and (23) hold. In addition,

$$0 < \|\hat{Z}(1 : n_1 - 1, :) - Z(1 : n_1 - 1, :)\|_2, 0 \leq 2k. \quad (26)$$

Hence (21) must hold for $\hat{Z} - Z$. But since $A(\hat{Z}) = A(Z) = b$ we get from (21) that $1 < \epsilon$, which is a contradiction. We hence have that $Z$ is unique solution to $b = A(Z)$ satisfying (22)–(24).

The following corollary now follows trivially.

**Corollary 2 (Recoverability):** Let $Z^*$ be the solution of

$$\min_Z \|Z\|_2 + \lambda \|Z(1 : n_1 - 1, :) - Z(2 : n_1, :)\|_{2,1}$$

subj. to $b = A(Z). \quad (27)$

If $A$ is $(\epsilon, 2k) - RIP$ with $\epsilon < 1$, $Z^*$ satisfies (22)–(24) and $\text{rank}(Z^*) = 1$, then $Z^*$ is also the solution of

$$\min_Z \|Z(1 : n_1 - 1, :) - Z(2 : n_1, :)\|_{2,0}$$

subj. to $b = A(Z), \text{rank}(Z) = 1. \quad (28)$

**Proof:** The corollary follows directly from Theorem 1.

It is easy to see that (20) has the same form as (27) and (28) as (19). Corollary 2 hence provides necessary conditions for when the relaxation, going from (19) to (20), is tight.

**VII. Solution Algorithms and Software**

Many standard methods of convex optimization can be used to solve the problem (20). Systems such as CVX [20], [19] or YALMIP [25] can readily handle the nuclear norm and the sum-of-norms regularization. For large scale problems, the *alternating direction method of multipliers* (ADMM, see e.g., [5], [6]) is an attractive choice and we have previously shown that ADMM can be very efficient on similar problems [30]. Code for solving (20) will be made available on http://www.rt.isy.liu.se/~ohlsson/code.html

**VIII. Numerical Illustrations**

**A. A Simple Noise Free FIR Example**

In this example, given $\{y(t)\}_{t=1}^{30}$ and $n_u = 0, n_b = 3$, we illustrate the ability to recover the FIR model used to generate $\{y(t)\}_{t=1}^{30}$ and the correct piecewise constant input $\{u(t)\}_{t=1}^{30}$ (up to a multiplicative scalar). The given $y$ is shown in Figure 2 and the input that was used to generate $y$ in Figure 3. The true $b$ was $[-7.4111 -5.0782 -3.2058]$.

To recover $\{u(t)\}_{t=1}^{30}$ and $b$ we use BIL. $\epsilon$ was set to 0 and $\lambda$ was increased until the first singular value was significantly larger than the second singular value. $\lambda = 10^4$ gave a first singular value of 64 and a second singular value of 9.8 x $10^{-6}$. The estimated input can for this $\lambda$ not be distinguished from the true and the estimate for $b$ is equal to the true $b$ up to the the numerical precision of the solver after rescaling.

On this simple example, a method that first estimates the input and then the FIR coefficients (for instance [2], [17], [27]) works pretty well. In particular, the naïve approach of first estimating a piecewise input by fitting a piecewise constant signal to the output measurements (use e.g., [22], [29]) and secondly estimate the FIR coefficients gave an as good result as BIL.

**B. Identifying an ARX Model From Noisy Data**

In this example we use the same input as in the previous example but modify the system to be

$$z(t) = 0.2z(t - 1) - 4.9594u(t - 1) + 6.1774u(t - 2) + 3.3930u(t - 3). \quad (29)$$

We also assume that there is a uniform measurement noise between $-2$ and 2 added to the output,

$$y(t) = z(t) + \epsilon(t), \quad \epsilon(t) \sim \mathcal{U}(-2, 2). \quad (30)$$

Given $\{y(t)\}_{t=1}^{30}$ we now aim to find a model of the form

$$z(t) = a_1z(t - 1) + b_1u(t - 1) + b_2u(t - 2) + b_3u(t - 3), \quad (31)$$

and a piecewise constant input $\{u(t)\}_{t=1}^{30}$. The given output sequence $\{y(t)\}_{t=1}^{30}$ is shown in Figure 4.
If we apply BIL with $\lambda = 10^7$ and $\epsilon = 2$ the input shown with solid line in Figure 5 is found. The input associated with the second largest singular value is also shown (gray thin line). The two largest singular values were 43 and 15. Figure 5 also shows the true input with dashed line. Figure 4 shows the output generated by driving the estimated ARX model with the input estimate (both corresponding to the largest singular value of $X$).

As in Lasso [33] and my other $\ell_1$-regularization problems, it is useful with a refinement step to remove bias. Simply set $\lambda = 0$ in BIL and add the constraint

$$\Delta u(i) = 0 \quad \text{if} \quad |\Delta u^*(i)| \leq \gamma, \quad i = 1, \ldots, N-1,$$  

where $\Delta u^*$ is the previous estimate of $\Delta u$ and $\gamma \geq 0$. If we chose $\gamma = 0.5$ the input shown in Figure 6 is the result. The corresponding output obtained by driving the estimated ARX model with the estimated inputs depicted using solid line.

On this more challenging example, the naïve method of first estimating a piecewise input and secondly estimate the ARX coefficients did not give a satisfying result. Figure 8 shows the result of fitting a piecewise constant signal to the outputs and Figure 9 shows compares the true input with the estimated input for the naïve method.

C. A Real Data Example

This example is motivated by energy disaggregation. The problem of disaggregation refers to the problem of decomposing an aggregated signal into its sources. As an example, the aggregated signal could be the total energy consumed by a house. The sources would then be the energy consumed by different appliances, e.g., the toaster, HVAC, dishwasher.
etc. In [14], we present a disaggregation algorithm which utilizes models for individual appliances. To model different appliances, the power of individual appliances was measured as they were turned on and off. Figures 10 and 11 show the measured power of a toaster as it was turned on at two different times. To estimate a model for the toaster, we need to estimate both the input and the model at the same time. In addition, we do not want to assume that the input is binary since many appliances have settings that may have changed from one time to the next, e.g., the temperature setting of a toaster etc. We make the assumption that a change in e.g., the temperature of the toaster can be modeled by different input amplitudes. It is therefore more natural to assume that the input is piecewise constant rather than binary.

We chose to use $n_a = n_b = 8$, $n_k = 0$ $\epsilon = 0.04$ and $\lambda = 10^8$. We subtracted the total mean of both power measurements and sought two input sequences and a set of parameters that well approximate the two power measurement sequences. This resulted in the input estimates shown in Figures 12 and 13.

The ARX parameters were computed to:

$$a = \begin{bmatrix} 0.0191 \\ 0.0004 \\ -0.0006 \\ 0.0098 \\ 0.0053 \\ 0.0065 \\ 0.0231 \\ -0.0135 \end{bmatrix}, \quad b = \begin{bmatrix} 4.6219 \\ -0.0527 \\ -0.0527 \\ -0.0527 \\ -0.0567 \\ -0.0567 \\ -0.0567 \\ -0.0683 \end{bmatrix}.$$  

Simulating the model provides the power estimates also shown in Figures 10 and 11. The two largest eigenvalues were 32 and 0.07. The found solution is hence very close to being a rank 1 matrix.

Given aggregated power measurements, we can now use the model of the toaster and seek the piecewise constant signal representing the toaster being turned on and off. Since it is the power consumption of different devices that are of interest in disaggregation, it is not a problem that we can not
identify the inputs or the ARX parameters more than up to a multiplicative constant. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Estimated piecewise constant input to the toaster power measurements seen in Figure 10.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{Estimated piecewise constant input to the toaster power measurements seen in Figure 11.}
\end{figure}

IX. CONCLUSION

This paper presented a novel framework for BSI of ARX model with piecewise constant inputs. The framework uses the fact that the problem can be rewritten as a rank minimization problem. A convex relaxation is presented to approximate the sought ARX parameters and the unknown inputs.
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