A new class of three-term conjugate gradient methods for solving unconstrained minimization problems
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Abstract

Conjugate gradient (CG) methods which are usually generate descent search directions, are beneficial for large-scale unconstrained optimization models, because of its low memory requirement and simplicity. This paper studies the three-term CG method for unconstrained optimization. The modified a three-term CG method based on the formal $t^*$ which is suggested by Kafaki and Ghanbari [11], and using some well-known CG formulas for unconstrained optimization. Our proposed method satisfies both (the descent and the sufficient descent) conditions. Furthermore, if we use the exact line search the new proposed is reduce to the classical CG method. The numerical results show that the suggested method is promising and exhibits a better numerical performance in comparison with the three-term (ZHS-CG) method from an implementation of the suggested method on some normal unconstrained optimization test functions.
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1. Introduction

In this paper, we are interested to resolving unconstrained optimization problem, particularly for large scale which is given by the form

$$\min h(z) \quad \forall z \in \mathbb{R}^n$$

(1.1)

Where $h : \mathbb{R}^n \to \mathbb{R}$ and $h \in C^2$. Numerous similar professional fields of science that can revert to the above optimization problem (see, e.g., [7, 19]). A nonlinear conjugate gradient method is an iterative scheme that creates a sequence $\{z_i\}$ of an approximation to the solution of (1.1), using the repetition:

$$z_{i+1} = z_i + s_i, \quad i = 0,1,2,..., \quad s_i = \lambda_i d_i$$

(1.2)

Where $\lambda_i > 0$ is the step length, the present iterate is $z_i$, and the search direction $d_i$ is designed by:
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\[ d_i = \begin{cases} 
-\mathbf{g}_i & \text{if } i = 0 \\
-\mathbf{g}_{i+1} + \beta_i \mathbf{d}_i & \text{if } i \geq 1 
\end{cases} \quad (1.3) \]

Where \( \mathbf{g}_i = \nabla h(z_i) \) is the gradient and \( \beta_i \) is a scalar and called the conjugate gradient parameter. For example, Hestenes and Stiefel (HS) [9], Polak-Ribiere-Polyak (PRP) [14], Fletcher and Reeves (FR) [5], used an update parameter, respectively, given by:

\[ \beta_i^{\text{HS}} = \frac{\mathbf{g}_{i+1}^T \mathbf{y}_i}{\mathbf{d}_i^T \mathbf{y}_i} \quad (1.4) \]

\[ \beta_i^{\text{PRP}} = \frac{\mathbf{g}_{i+1}^T \mathbf{y}_i}{\mathbf{g}_i^T \mathbf{y}_i} \quad (1.5) \]

\[ \beta_i^{\text{FR}} = \frac{\mathbf{g}_{i+1}^T \mathbf{y}_i}{\mathbf{g}_i^T \mathbf{y}_i} \quad (1.6) \]

Where \( \mathbf{y}_i = \mathbf{g}_{i+1} - \mathbf{g}_i \). The PRP method is very effective as regards numerical performance, but it failure as regards the global convergence for the general functions under Wolfe line search method and that is open problem many researcher want to solve it. It is worth noting that a recent work of Yuan et al. [16] proved the global convergence of PRP method under a modified Wolfe line search method for general functions. Al-Baali [2], Gilbert and Nocedal [8] and Hu and Storey [10] hinted that the sufficient descent property may be decisive for the global convergence of the CG methods including the PRP method.

The CG method have another important class is called the three-term conjugate gradient method in which the search direction is determined as a linear combination of \( \mathbf{g}_i, s_i, \) and \( \mathbf{y}_i \) as

\[ d_i = -\mathbf{g}_i - \tau_1 s_i + \tau_2 y_i \quad (1.7) \]

Where \( \tau_1 \) and \( \tau_2 \) are scalar. Among the generated three-term conjugate gradient methods in the literature we have the three-term conjugate methods proposed by Zhang et al. [17, 18] by considering a descent modified PRP and also a descent modified HS conjugate gradient method as

\[
d_{i+1}^{\text{2PRP}} = \begin{cases} 
-\mathbf{g}_{i+1} & \text{if } i = 0 \\
-\mathbf{g}_{i+1} + \frac{\mathbf{g}_{i+1}^T \mathbf{y}_i}{\mathbf{g}_i^T} \mathbf{d}_i - \frac{\mathbf{g}_{i+1}^T \mathbf{d}_i}{\mathbf{g}_i^T} \mathbf{y}_i & \text{if } i \geq 1 
\end{cases} \quad (1.8) \]

and

\[
d_{i+1}^{\text{HS}} = \begin{cases} 
-\mathbf{g}_{i+1} & \text{if } i = 0 \\
-\mathbf{g}_{i+1} + \frac{\mathbf{g}_{i+1}^T \mathbf{y}_i}{\mathbf{d}_i^T \mathbf{y}_i} \mathbf{d}_i - \frac{\mathbf{g}_{i+1}^T \mathbf{d}_i}{\mathbf{d}_i^T \mathbf{y}_i} \mathbf{y}_i & \text{if } i \geq 1 
\end{cases} \quad (1.9) \]

In the same manner Nazareth [13] submit a computationally effective three-term nonlinear conjugate gradient method with the following search direction:

\[ d_{i-1} = -\mathbf{y}_i + \frac{\mathbf{y}_i^T \mathbf{d}_i}{\mathbf{d}_i^T \mathbf{d}_i} d_i - \frac{\mathbf{y}_{i-1}^T \mathbf{d}_{i-1}}{\mathbf{d}_{i-1}^T \mathbf{d}_{i-1}} d_{i-1} \quad (1.10) \]

The step-length \( \lambda_i \) in (1.2) is computed by carrying out a line search. The standard strong Wolfe line search [15] is to compute \( \lambda_i \) such that

\[ h(x_i + \lambda_i d_i) \leq h(x_i) + \delta \lambda_i g_i^T d_i \quad (1.11) \]

\[ |g(x_i + \lambda_i d_i)^T d_i| \leq -\sigma g_i^T d_i \quad (1.12) \]

However, the standard Wolfe condition (1.11) and

\[ g(x_i + \lambda_i d_i)^T d_i \geq \sigma g_i^T d_i \quad , \text{where} \quad 0 < \delta < \sigma < 1 \quad (1.13) \]

The residual part of this paper is organized as follows: Section two, transact with the derivation of the new three-term conjugate gradient method (NTT-CG). In section three, we present prove of descent condition and sufficient descent condition of the (NTT-CG) method. The numerical results and discussion are reported in Section four. Finally, concluding the paper with final remarks in the last section.
2. Derivation A New Three-Term Conjugate Gradient Method (NTT-CG)

In this work, we transact with a modified form of the search direction (1.9). In 2014 Kafaki and Ghanbari [11] proposed a new value of $t^*$ as follow:

$$t^* = \frac{\|y_i\|}{\|s_i\|} + \frac{\gamma^2 y_i}{\|s_i\|^2} \tag{2.1}$$

Now, let the parameter $t_i$ is chosen here such that it presents the convex combination of first and second term of equation (2.1). Hence

$$t_i = \gamma \frac{\|y_i\|}{\|s_i\|} + (1 - \gamma) \frac{\gamma^2 y_i}{\|s_i\|^2}, \quad \text{where} \quad \gamma \in (0,1)$$

and by adding a parameter $t_i$ on the third term of $d_i$ were $i \geq 1$ with changed parameter in second term as one of classical formula of CG method. More precisely, the search direction of our method, named as (NTT-CG) method, defined by:

$$d_{i+1}^{NTT-CG} = \begin{cases} -g_{i+1} & \text{if} \quad i = 0 \\ -g_{i+1} + \beta_i d_i - t_i (\frac{\gamma}{d_i} y_i) & \text{if} \quad i \geq 1 \end{cases} \tag{2.2}$$

Where $t_i = \gamma \frac{\|y_i\|}{\|s_i\|} + (1 - \gamma) \frac{\gamma^2 y_i}{\|s_i\|^2}$ and the parameter $\beta_i$ is given from normal CG method, in this paper we use the formula of Hestenes and Stiefel (HS), Polak-Ribiere-Polyak (PRP) and Fletcher and Reeves (FR). Then the new search directions can be written as follows:

1. If $\beta_i = \beta_i^{HS}$, then

$$d_{i+1}^{NTT-HS} = \begin{cases} -g_{i+1} & \text{if} \quad i = 0 \\ -g_{i+1} + \beta_i^{HS} d_i - t_i (\frac{\gamma}{d_i} y_i) & \text{if} \quad i \geq 1 \end{cases} \tag{2.3}$$

2. If $\beta_i = \beta_i^{PRP}$, then

$$d_{i+1}^{NTT-PRP} = \begin{cases} -g_{i+1} & \text{if} \quad i = 0 \\ -g_{i+1} + \beta_i^{PRP} d_i - t_i (\frac{\gamma}{d_i} y_i) & \text{if} \quad i \geq 1 \end{cases} \tag{2.4}$$

3. If $\beta_i = \beta_i^{FR}$, then

$$d_{i+1}^{NTT-FR} = \begin{cases} -g_{i+1} & \text{if} \quad i = 0 \\ -g_{i+1} + \beta_i^{FR} d_i - t_i (\frac{\gamma}{d_i} y_i) & \text{if} \quad i \geq 1 \end{cases} \tag{2.5}$$

Remark 2.1: we can use another formula of CG method to obtain a new three term search direction see ([1, 4, 6, 12]).

Remark 2.2: Note that if $t_i = 0$, or the exact line search is used in equation (2.3), then the method reduces to the HS method. Also, if $t_i = 1$, then the method is precisely the ZHS method.

Remark 2.3: It is clear, if $t_i = 0$, or the line search is exact, then the direction generated by (2.4) and (2.5) reduces to PRP and FR methods respectively.

Remark 2.4: Obviously, $\gamma$, $(1 - \gamma)$, $\|y_i\|$, $\|s_i\|^2$, $\|s_i\|$ and $\gamma^2 y_i$ are positive, therefore the parameter $t_i$ is greater than or equal to zero.

2.1 Algorithm of (NTT-CG) Method

Step 1: Given an initial point $x_0 \in \mathbb{R}^n$ and set $d_0 = -g_0$, $i = 0$.

Step 2: If $\|g_i\| = 0$ then stop, otherwise go to Step 3.

Step 3: Determine the step size $\lambda_i$ by using cubic line search to minimize $h(x_i + \lambda_i d_i)$.

Step 4: Set $z_{i+1} = z_i + s_i$.

Step 5: Compute $g_{i+1}$, if $\|g_{i+1}\| \leq 10^{-5}$ stop.

else go to Step 6.
Step 6: Compute \( d_{i+1} \) by using one of the equations [(2.3), (2.4) or (2.5)].

Step 7: If \( \|g_i\|^2 \leq \frac{|g_i^T g_i|}{\sigma} \) is satisfied go to step 2, else \( i = i + 1 \) and go to step 3.

3. The Descent And Sufficient Descent Conditions Of The New Three-Term (NTT-CG) Method

An important feature for any minimization algorithm is the descent and the sufficient descent conditions. In this section, we examine the behaviour of decent and sufficient decent conditions of the (NTT-CG) method.

Lemma 3.1. The search direction \( d_{i+1} \) defined in equation (2.2) satisfies the descent condition

\[
g_i^T d_{i+1} \leq 0
\]  
(3.1)

Proof: From (2.2) we have if \( i = 0 \)

\[
 g_0^T d_0^{NTT-CG} = -\|g_0\|^2 \leq 0
\]

Suppose that \( g_i^T d_i^{NTT-CG} \leq 0, \forall i \).

Now, we prove the present search direction is descent direction at the iteration \((i + 1)\).

\[
d_i^{NTT-CG} = -g_i + \beta_i d_i - t_i \left( \frac{g_i^T d_i}{d_i^T y_i} \right) y_i
\]  
(3.2)

By multiplying equation (3.2) by \( g_i^T \), we have

\[
g_i^T d_i^{NTT-CG} = -\|g_i\|^2 + \beta_i g_i^T d_i - t_i \left( \frac{g_i^T d_i}{d_i^T y_i} \right) g_i^T y_i
\]  
(3.3)

If \( g_i^T d_i = 0 \), then the equation (3.3) is satisfies the descent condition i.e.

\[
g_i^T d_i^{NTT-CG} = -\|g_i\|^2 \leq 0
\]

However, if \( g_i^T d_i \neq 0 \) we concludes that the first two terms of equation (3.3) are achieve the descent condition i.e.

\[
-\|g_i\|^2 + \beta_i g_i^T d_i \leq 0
\]  
(3.4)

Where \( \beta_i = (\beta_i^{HS}, \beta_i^{PR} \text{ and } \beta_i^{FR}) \), because the HS, PRP and FR methods satisfies the descent condition. Therefore equation (3.3) can be written as

\[
g_i^T d_i^{NTT-CG} \leq -t_i \left( \frac{g_i^T d_i}{d_i^T y_i} \right) g_i^T y_i
\]  
(3.5)

Multiplying both sides by \(-1\), we have

\[
-g_i^T d_i^{NTT-CG} \geq t_i \left( \frac{g_i^T d_i}{d_i^T y_i} \right) g_i^T y_i
\]  
(3.6)

By using the standard Wolfe condition, \( g_i^T d_i \geq \sigma d_i^T g_i = -\sigma \|g_i\|^2 \), then

\[
-g_i^T d_i^{NTT-CG} \geq t_i \left( \frac{-\sigma \|g_i\|^2}{d_i^T y_i} \right) g_i^T y_i
\]  
(3.7)

Now, multiplying the equation (3.7) by\(-1\), we get

\[
g_i^T d_i^{NTT-CG} \leq t_i \left( \frac{\sigma \|g_i\|^2}{d_i^T y_i} \right) g_i^T y_i
\]  
(3.8)

Since the (Lipschize condition) \( \|y_i\| \leq \lambda_i \|d_i\| \) achieves the following inequality
\[ g_{i+1}^T y_i \leq L \lambda_i g_{i+1}^T d_i \text{, where } L > 0 \]

by using the above inequality we obtained:

\[ g_{i+1}^T d_i ^{N_{TT-CG}} \leq t_i \left( \frac{\|g_i\|^2}{d_i^T g_i} \right) L \lambda_i g_{i+1}^T d_i \quad (3.9) \]

Now, by using the strong Wolfe condition \[ g_{i+1}^T d_i \leq -\sigma d_i^T g_i \]

\[ g_{i+1}^T d_i ^{N_{TT-CG}} \leq -t_i \left( \frac{\|g_i\|^2}{d_i^T g_i} \right) \sigma^2 L \lambda_i d_i^T g_i \quad (3.10) \]

We know that \[ g_{i+1}^T d_i \leq d_i^T y_i \] and by Wolfe condition we can write \[ \sigma d_i^T g_i \leq d_i^T y_i \] , and since \[ d_i^T g_i < 0, \]

Implies \[ \frac{1}{d_i^T g_i} \geq \frac{1}{\sigma d_i^T g_i} \Rightarrow \frac{\sigma}{d_i^T g_i} \leq \frac{1}{\sigma d_i^T g_i} \]

So, we have

\[ g_{i+1}^T d_i ^{N_{TT-CG}} \leq -t_i \left( \frac{\|g_i\|^2}{d_i^T g_i} \right) \sigma^2 L \lambda_i d_i^T g_i \quad (3.11) \]

This implies that \[ g_{i+1}^T d_i ^{N_{TT-CG}} \leq -t_i L \lambda_i \sigma \|g_i\|^2 \quad (3.12) \]

Obviously, \( L, \sigma, \lambda_i, \|g_i\|^2 \) and \( t_i \) are positive. Hence, we obtain

\[ g_{i+1}^T d_i ^{N_{TT-CG}} \leq 0 \]

Lastly, we get to

\[ g_{i+1}^T d_i ^{N_{TT-CG}} = -\|g_{i+1}\|^2 + \beta_i g_{i+1}^T d_i - t_i \left( \frac{g_{i+1}^T d_i}{d_i^T y_i} \right) g_{i+1}^T y_i \leq 0. \]

\[ \textbf{Lemma 3.2.} \text{ The search directions defined by (2.2) in which the parameter } \beta_i \text{ is computed by one of the equations } [(1.4), (1.5) \text{ and (1.6)}] \text{ satisfy the sufficient descent condition,} \]

\[ g_{i+1}^T d_i + 1 \leq -K \|g_{i+1}\|^2 \quad (3.13) \]

\[ \textbf{Proof:} \text{ It is evident that the first two terms of equation (3.3) are less than or equal to zero and from equation (3.12), we have} \]

\[ g_{i+1}^T d_i ^{N_{TT-CG}} \leq -[t_i L \lambda_i \sigma \left( \frac{\|g_i\|^2}{d_i^T g_i^2} \right)] \|g_{i+1}\|^2 \quad (3.14) \]

This means that the equation (3.11) has been achieved where

\[ K = [t_i L \lambda_i \sigma \left( \frac{\|g_i\|^2}{d_i^T g_i^2} \right)]. \]

\[ \textbf{4. Numerical results and discussion} \]

This section will report the numerical experiment of the modified three term CG \( (N_{TT-CG}) \) with \( (Z_{H-S-CG}) \) methods. The tests include well-known nonlinear problems standard test functions \[ [3], \text{ with size of the variable ranging from } 10 \leq n \leq 5000. \text{ The code of the algorithm is written by FORTRAN 95 language with} \]

\[ \text{given initial points. In Table (1) the numerical results show that the } (N_{TT-CG}) \text{ method is more effective than} \]

\[ (Z_{H-S-CG}) \text{ method with respect to NOI and NOF, and we note:} \]

\[ n: \text{The variables number.} \]

\[ \text{NOI: Number of iterations} \]

\[ \text{NOF: Number of functions evaluation.} \]

\[ \text{N}_{TT-CG}: \text{New Three-Term Conjugate Gradient Methods} \]
ZHS-CG: three-term conjugate methods proposed by Zhang et al. [18] with Hestenes and Stiefel (HS) parameter.

| Test Function | n   | ZHS – CG | NTT – HS | NTT – PRP | NTT – FR |
|---------------|-----|----------|----------|-----------|----------|
|               | NOI | NOF      | NOI      | NOF       | NOF      |
| Beal          | 10  | 11       | 28       | 11        | 6       | 11       | 26       |
|               | 500 | 12       | 30       | 12        | 28      | 12       | 28       |
|               | 1000| 12       | 30       | 12        | 28      | 12       | 28       |
|               | 5000| 12       | 30       | 12        | 28      | 12       | 28       |
| Wood          | 10  | 29       | 67       | 23        | 56      | 26       | 63       | 24       | 57       |
|               | 500 | 29       | 67       | 26        | 62      | 26       | 63       | 25       | 60       |
|               | 1000| 29       | 67       | 26        | 62      | 26       | 63       | 25       | 60       |
|               | 5000| 29       | 67       | 26        | 62      | 26       | 63       | 25       | 60       |
| Wolfe         | 10  | 32       | 65       | 33        | 67      | 32       | 65       | 28       | 57       |
|               | 500 | 51       | 103      | 43        | 87      | 51       | 103      | 43       | 87       |
|               | 1000| 59       | 119      | 46        | 93      | 51       | 103      | 46       | 93       |
|               | 5000| 159      | 331      | 105       | 224     | 157      | 329      | 129      | 270      |
| Sum           | 10  | 7        | 44       | 7         | 45      | 7        | 44       | 7        | 45       |
|               | 500 | 14       | 83       | 14        | 83      | 14       | 80       | 14       | 85       |
|               | 1000| 20       | 109      | 19        | 111     | 19       | 105      | 20       | 104      |
|               | 5000| 25       | 114      | 14        | 77      | 24       | 114      | 22       | 110      |
|               | 5000| 35       | 184      | 32        | 154     | 29       | 136      | 28       | 132      |
| Powell        | 10  | 38       | 100      | 30        | 90      | 24       | 71       | 30       | 90       |
|               | 500 | 43       | 121      | 35        | 109     | 24       | 71       | 35       | 109      |
|               | 1000| 43       | 121      | 35        | 109     | 24       | 71       | 35       | 109      |
|               | 5000| 43       | 121      | 35        | 109     | 24       | 71       | 35       | 109      |
| Mile          | 10  | 46       | 157      | 41        | 129     | 35       | 113      | 41       | 129      |
|               | 500 | 53       | 190      | 47        | 163     | 43       | 145      | 47       | 163      |
|               | 1000| 53       | 190      | 48        | 165     | 49       | 177      | 48       | 165      |
|               | 5000| 57       | 209      | 54        | 200     | 50       | 179      | 54       | 200      |
| Central       | 10  | 22       | 155      | 21        | 150     | 21       | 149      | 21       | 150      |
|               | 500 | 26       | 204      | 21        | 150     | 22       | 163      | 21       | 150      |
|               | 1000| 28       | 231      | 22        | 163     | 22       | 163      | 22       | 163      |
|               | 5000| 32       | 292      | 24        | 195     | 22       | 163      | 24       | 195      |

|              | Total | 1266 | 4372 | 1060 | 3653 | 1080 | 3607 | 1084 | 3693 |

| Tools        | ZHS – CG | NTT – HS | NTT – PRP | NTT – FR |
|--------------|----------|----------|-----------|----------|
|               | NOI      | NOF      | NOI       | NOF      | NOF      | NOI      | NOF      |
| NOI          | 100%     | 83.7283% | 85.3081%  | 85.6240% |
| NOF          | 100%     | 83.5544% | 82.5023%  | 84.4694% |

Table 2 shows the rate of improvement in the new method (NTT – CG) with the standard method (ZHS – CG). As we notice that NOI and NOF of the (ZHS – CG) method are about 100%. That means, the new method has improvement as compared to standard method with 16.2717% in NOI and 16.4456% in NOF if we using the search direction (2.3), and 14.6919% in NOI and 17.4977% in NOF, when used the search direction (2.4). Lastly the rate of improvement in the (NTT – FR) method is 14.376% in NOI and 15.5306% in NOF.

Indeed, we can see from Table 2 the (NTT – HS) method is more efficient than (NTT – PRP) and (NTT – FR) with respect to NOI while the (NTT – PRP) is more active than the (NTT – HS) and (NTT – FR) depending on NOF. Finally, it is obvious that the (NTT – CG) is reliable method compare with the standard one (ZHS – CG).
A.L. Ibrahim & S.G. Shareef, Gen. Lett. Math., 7(2)2019, 79-86

5. Conclusion

In this paper, a modified three-term conjugate gradient method for solving nonlinear unconstrained optimization in formula (2.2) based on a formula $t^*$ by using some well-known CG formulas (HS, PRP and FR) for unconstrained optimization is presented. The proposed method possesses descent and sufficient descent conditions also holds without any line search technique. The numerical results show that the proposed method is promising and more efficient than the normal method ($ZHS-CG$) considered. In future we can use the ($NTT-CG$) method for training the neural network in order to investigate the performance of its behaviour.
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