Spin-hedgehog-derived electromagnetic effects in itinerant magnets
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In itinerant magnets, the indirect exchange coupling of Ruderman–Kittel–Kasuya–Yosida type is known to stabilize incommensurate spin spiral. Whereas an account of higher order spin interactions favors the formation of a noncoplanar magnetic texture. This is manifested by the finite Berry phase the conduction electrons accumulate when their spins follow this texture, leading thus to the topological Hall effect. We herein utilize the effective spin model with bilinear-biquadratic exchange interactions for studying the formation of the magnetic hedgehog lattice, that represents a periodic array of magnetic anti- and monopoles and has been recently observed in the B20-type compounds, in a three-dimensional itinerant magnet. As opposed to widely used Monte Carlo simulations, we employ a neural-network-based approach for exploring the ground state spin configuration in a noncentrosymmetric crystal structure. Further, we address the topological Hall conductivity, associated with nonzero scalar spin chirality, in the itinerant magnet due to the coupling to the spin hedgehog lattice, and provide the evidence of magneto-optic Kerr effect.

I. INTRODUCTION

Recent achievements in information and communication technology stimulated the progress in various areas of artificial intelligence, putting forward even higher requirements for the hardware realization. And magnetic systems are widely considered nowadays in the context of energy-efficient storage technologies. Moving noncoplanar spin textures, e.g., skyrmions, have been proposed lately as promising candidates to realize logic and memory devices with low current density. The formation and stabilization of these textures is attributed to the competition between bilinear symmetric and antisymmetric magnetic exchange interactions with rather strong magneto-electric coupling. The electrons accumulate finite Berry phase as their spins are constrained to be aligned with the local magnetization. We herein present evidence of novel magneto-transport and magneto-optic phenomena in electron systems coupled to a magnetic hedgehog lattice in a three-dimensional itinerant magnet. We start with the following spin Hamiltonian that was shown to host the spin hedgehog lattice ground state:

\[ H_d = 2 \sum_{\eta} \left[ -JSQ_i \cdot S_{-Q_i} + \frac{K}{N} (SQ_i \cdot S_{-Q_i})^2 - iD_{\eta} \cdot (SQ_i \times S_{-Q_i}) \right] - \sum_i h \cdot S_i, \]

where \( S_Q = \frac{1}{N} \sum_i S_i e^{-iQ \cdot r_i} \) is the Fourier transform of a localized spin \( S_i \), residing at site \( i \) of a simple cubic lattice with the total number of \( N \) sites. In the following, \( S_i \)'s form a classical vector field of unit length. Note that Eq. (1) arises as an effective spin Hamiltonian upon integrating out conduction electrons in an \( sd \)-exchange model of itinerant electrons in a cubic lattice, coupled to localized moments, with additional spin-orbit coupling. The first term represents the Ruderman–
The magnetic field \( \mathbf{h} \) is applied along the [001], [110], and [111] directions, in line with Ref. \(^{39}\), whereas a hedgehog lattice is stabilized at \( K/J = 0.45 \) and \( D/J = 0.3 \) (a), whereas a hedgehog lattice is stabilized at \( K/J = 0.7 \) and \( D/J = 0.3 \) (b). Each cone depicts the spin orientation, whilst their z-components are highlighted by the color. Two-dimensional slices of the spin textures are taken normal to \( \hat{e}_z \), where the in-plane \((S^x_i, S^y_i)\) components of localized spins are depicted by black arrows in the \( xy \) plane, and the out-of-plane \( S^z_i \) components are visualized with the colorbar.

**FIG. 1.** Real-space spin textures as calculated by machine learning optimization of the model (1) in a cubic lattice \( 16 \times 16 \times 16 \) in the absence of an external field. Note that the lattice spacing is set to unity throughout the calculations. A vertical spiral represents the ground state at \( K/J = 0.45 \) and \( D/J = 0.3 \) (a), whereas a hedgehog lattice is stabilized at \( K/J = 0.7 \) and \( D/J = 0.3 \) (b). Each cone depicts the spin orientation, whilst their z-components are highlighted by the color. Two-dimensional slices of the spin textures are taken normal to \( \hat{e}_z \), where the in-plane \((S^x_i, S^y_i)\) components of localized spins are depicted by black arrows in the \( xy \) plane, and the out-of-plane \( S^z_i \) components are visualized with the colorbar.

Kittel–Kasuya–Yosida-reminiscent exchange coupling of the strength \( J \) that originates from the second-order expansion with respect to \( sd \)-exchange interaction. Among a number of multi-spin interactions that result from the expansion, we keep only the next-dominant biquadratic exchange of the strength \( K \) as defined by the second term. A subsequent expansion in powers of the spin-orbit coupling strength leads to the antisymmetric Dzyaloshinskii-Moriya interaction, specified by the vectors \( \mathbf{D}_q \) (provided \( |D_q| = D \)). The last term stands for the Zeeman coupling to an external magnetic field \( \mathbf{h} \).

In Eq. (1), all the exchange interactions are long ranged in real space and defined by particular wave numbers \( \mathbf{Q}_n \). This inherits the itinerant nature of electrons. Specifically, the wave vectors \( \mathbf{Q}_n \) are set by the multiple maxima in the spin-dependent bare susceptibility of itinerant electrons\(^{35}\). We restrict our analysis to a minimal set of orthogonal cubic wave vectors \( \mathbf{Q}_1 = (Q, 0, 0) \), \( \mathbf{Q}_2 = (0, Q, 0) \) and \( \mathbf{Q}_3 = (0, 0, Q) \), that corresponds to the 3Q hedgehog lattice state. Following Ref.\(^{39}\), we choose \( Q = \pi/4 \) (period of eight lattice sites) and assume \( \mathbf{D}_q \parallel \mathbf{Q}_n \) that stabilizes proper-screw-type spin texture. The magnetic field \( \mathbf{h} \) is applied along the [001], [110], and [111] directions, in line with Ref.\(^{39}\).

The rest of the Paper is organized as follows. In Sect. II, we briefly describe a machine learning method utilized for searching ground states of the model Hamiltonian (1). In Sect. III, we explore the magnetic hedgehog lattice configuration in terms of its spin structure factor and scalar spin chirality. In Sect. IV, the optical conductivity of a three-dimensional itinerant magnet where the conduction electrons are coupled to the spin hedgehog lattice via the magnetic exchange interaction is calculated based on linear response theory. In Sect. V, we address the magneto-optic properties of the itinerant magnet by quantifying the optical rotation. Sect. VI summarizes our findings and provide a brief discussion on their possible experimental implications.

**II. METHODOLOGY**

We use the recently developed neural network approach\(^{49,56}\) to simulate the Hamiltonian (1) in a cubic lattice with \( 16 \times 16 \times 16 \) sites under periodic boundary conditions. The method consists of training a fully connected neural network to search for ground state spin configurations. At each iteration, we generate a batch \( \mathbf{X} \) of size \( n_b \) of \( n \)-dimensional normal random vectors and feed it to the neural network. The input features are then decoded as \( \mathbf{Y} = \mathbf{XW} + \mathbf{C} \), where \( \mathbf{W} \) is the \( n \times 3N \) matrix of weights, \( \mathbf{C} \) is the \( 1 \times 3N \) bias, and \( N = L^3 \) is the number of lattice sites. The \( n_b \times 3N \) matrix \( \mathbf{Y} \) of output features is then reshaped to form a batch of size \( n_b \) of three-dimensional spins configurations \( \{\mathbf{S}_1, \ldots, \mathbf{S}_N\} \) on a lattice, while the normalization of output spins \( \mathbf{S}_i \) to unit vectors serves as an activation function.

The neural network weights are trained to minimize the batch-averaged Hamiltonian \( \langle \mathcal{H}_d \rangle_{n_b} \) that represents a cost function. We extract the Fourier transforms \( \mathbf{S}_{\mathbf{Q}_n} \) associated with the set of wave vectors \( \mathbf{Q}_n \), estimate the conjugates \( \mathbf{S}_{-\mathbf{Q}_n} = \mathbf{S}_{\mathbf{Q}_n} \), and substitute the result to Eq. (1). In our simulations, the hyperparameters are \( n_b = 1024 \) and \( n = 64 \), we perform \( 10^4 \) steps of the Adam optimizer\(^{57}\) for training the weights with the learning rate \( 10^{-3} \). Upon completion of the training process, the neural network maps input features into the ground state spin configuration. We implement the method using GPU-based TensorFlow library for machine learning\(^{58}\).
the spins residing on triangular plaquettes enclosing net spin chirality \( \chi \) and chirality at site companion of a two-dimensional skyrmion lattice. Spin structure in is the magnetic hedgehog state with a distinct six-peak and spin hedgehog lattice (b). The magnitude of \( S(Q) \) exhibits peaks at the wave vectors \( Q \) and \( Q \), respectively. As opposed, in Fig. 2b, shown 3 pairs of symmetry related peaks – underscoring its 3 nature. Noncoplanar arrangement of the spins in the hedgehog lattice makes this configuration a three-dimensional companion of a two-dimensional skyrmion lattice. Spin chirality at site \( i \) is defined as a sum of triple products of the spins residing on triangular plaquettes enclosing \( S_i \):

\[
\chi^i = \frac{1}{2} \sum_{\alpha,\beta,\gamma} \epsilon^{\alpha\beta\gamma} \nu_\alpha \nu_\beta S_i \cdot (S_{i+\nu_\alpha} \hat{e}_\alpha \times S_{i+\nu_\beta} \hat{e}_\beta),
\]

where \( \epsilon^{\alpha\beta\gamma} \) is the Levi-Civita symbol, \( \alpha, \beta, \gamma = x, y, z \), and \( \nu_\alpha \nu_\beta = \pm 1 \). Summing over all the sites and \( \gamma \) and averaging over the batch of size \( n_b \), one can obtain the net spin chirality \( \chi = N^{-1} \sum_i \chi^i \). Results for the net chirality are shown in Fig. 2c, where we explore the evolution and eventual suppression of noncoplanar ordering upon applying an external magnetic field. Working with the 3Q hedgehog lattice parameters, we show the calculated chirality \( \chi \) versus the magnitude \( h \) of the external field along the [001], [110], and [111] directions in Fig. 2c. The magnetic hedgehog lattice persists up to \( h_{[001]} \approx 1.1 \), \( h_{[110]} \approx 1.3 \) and \( h_{[111]} \approx 1.5 \) (in units of \( t_1 \)) for the given field directions, respectively. Our findings based on machine learning optimization are in good agreement with the standard Monte Carlo simulations in Ref.39, where the ground state phases were examined in detail.

### III. MAGNETIC HEDGEHOG LATTICE

Real-space magnetic states as obtained by machine learning optimization in the absence of the external field are shown in Fig. 1. The ground state evolves from a vertical spin spiral order (Fig. 1a) to a spin hedgehog lattice (Fig. 1b) with increasing \( K \) at fixed \( D \). A detailed study of the magnetic phase diagram of the model (1) with respect to \( K \) and \( D \) can be found in Ref.39, we here focus on the magnetic hedgehog lattice exclusively. To identify different magnetic orderings and address the stabilization of a noncoplanar magnetic state, we calculate the static spin structure factor:

\[
S(Q) = \frac{1}{N^2} \sum_{\langle ij \rangle} \langle S_i \cdot S_j \rangle n_b e^{-iQ \cdot (r_i - r_j)},
\]

where the average is taken over the batch of size \( n_b \). The results are shown in Fig. 2. Expectedly, \( S(Q) \) exhibits peaks at the wave vectors \( Q \) chosen in the model Hamiltonian (1). In Fig. 2a, the vertical spiral state represents a 2Q ordering, characterized by two pairs of symmetry-related peaks in \( S(Q) \) at \( Q = \pm Q_3 \) (strong) and \( Q = \pm Q_3 \) (weak). As opposed, in Fig. 2b, shown is the magnetic hedgehog state with a distinct six-peak structure in \( S(Q) \) – three pairs of symmetry related peaks at \( Q = \pm Q_1, \pm Q_2, \) and \( \pm Q_3 \) – underscoring its 3 nature.

Noncoplanar arrangement of the spins in the hedgehog lattice makes this configuration a three-dimensional companion of a two-dimensional skyrmion lattice. Spin chirality at site \( i \) is defined as a sum of triple products of the spins residing on triangular plaquettes enclosing \( S_i \):

\[
\chi^i = \frac{1}{2} \sum_{\alpha,\beta,\gamma} \epsilon^{\alpha\beta\gamma} \nu_\alpha \nu_\beta S_i \cdot (S_{i+\nu_\alpha} \hat{e}_\alpha \times S_{i+\nu_\beta} \hat{e}_\beta),
\]

where \( \epsilon^{\alpha\beta\gamma} \) is the Levi-Civita symbol, \( \alpha, \beta, \gamma = x, y, z \), and \( \nu_\alpha \nu_\beta = \pm 1 \). Summing over all the sites and \( \gamma \) and averaging over the batch of size \( n_b \), one can obtain the net spin chirality \( \chi = N^{-1} \sum_i \chi^i \). Results for the net chirality are shown in Fig. 2c, where we explore the evolution and eventual suppression of noncoplanar ordering upon applying an external magnetic field. Working with the 3Q hedgehog lattice parameters, we show the calculated chirality \( \chi \) versus the magnitude \( h \) of the external field along the [001], [110], and [111] directions in Fig. 2c. The magnetic hedgehog lattice persists up to \( h_{[001]} \approx 1.1 \), \( h_{[110]} \approx 1.3 \) and \( h_{[111]} \approx 1.5 \) (in units of \( t_1 \)) for the given field directions, respectively. Our findings based on machine learning optimization are in good agreement with the standard Monte Carlo simulations in Ref.39, where the ground state phases were examined in detail.

### IV. OPTICAL CONDUCTIVITY

We are now in position to explore transport properties of itinerant electrons coupled to this noncoplanar spin texture via the following tight-binding Hamiltonian:

\[
H_{tb} = - \sum_{\langle ij \rangle} c_i^\dagger (t_{ij} + i\lambda \sigma \cdot d_{ij}) c_j - J_K \sum_i c_i^\dagger (\hat{S}_i \cdot \sigma) c_i,
\]

where \( c_i = (c_{i\uparrow}, c_{i\downarrow}) \) denotes the electron annihilation operator at site \( i \), the unit vector \( d_{ij} \) stands for neighboring sites of site \( i \), and \( \sigma = (\sigma^x, \sigma^y, \sigma^z) \) are the Pauli matrices. The first term in Eq. (4) contains the kinetic energy (with hopping strength \( t_{ij} \)) and spin-orbit interaction with coupling strength \( \lambda \). Following Ref.54, we consider hopping between neighboring (t1) and third-neighboring (t3) sites. The spin hedgehog lattice is coupled to the conduction electrons via sd-exchange coupling of strength \( J_K \), the last term.

To address the optical conductivity, we apply the Kubo formula (see, e.g., Refs.59,60),

\[
\sigma_{\alpha\beta}(\omega) = \frac{i\hbar}{\pi} \sum_{m \neq n} \frac{f_n - f_m}{E_n - E_m} \frac{\langle m|j_{\alpha}|n\rangle \langle n|j_{\beta}|m\rangle}{E_n - E_m - \hbar \omega + i\eta},
\]

where \( f_m \) represents the Fermi-Dirac distribution estimated at the energy \( E_m \), specified by the single-particle...
localized subsystems. In fact, for a simple cubic lattice, a cubic crystal is lifted up by coupling the itinerant and localized electrons, 

\[ j_\alpha = \frac{ie}{\hbar} \sum_{\langle i,j \rangle, \alpha} \left[ c_i^\dagger (t_{ij} + i\lambda \sigma^\alpha) c_j - \text{H.c.} \right], \tag{6} \]

where the summation \((i,j,\alpha)\) is carried out over the first and third nearest neighbors in the \(\alpha\) direction. The broadening \(\eta\) introduced to Eq. (5) is associated with conduction electrons scattering off the localized magnetic moments. In practice, we form a 2\(N\) \times 2\(N\) matrix of the single-particle Hamiltonian (4) and diagonalize it using the LAPACK library for linear algebra to find its exact eigenvalues \(E_m\) and eigenvectors \(|m\rangle\)\(^{49,61}\).

The Hall conductivity as evaluated according to Eq. (5) at \(\omega = 0\) is shown in Fig. 3a. In our numerical simulations, we assume \(t_3/t_1 = 0.2\) and \(\lambda/t_1 = 0.5\), and the broadening is set to \(\eta/t_1 = 0.2\). Note that we restrict our analysis to \(T = 0\) and vary the sd-coupling strength \(0.2t_1 \leq J_K \leq 4t_1\). Clearly, the spin degeneracy of a simple cubic crystal is lifted up by coupling the itinerant and localized subsystems. In fact, for a simple cubic lattice, the tight-binding model (4) allows an exact analytical solution for the density of states\(^{52-64}\),

\[ \nu(E) = \frac{1}{\pi^3 t_1} \int_{u_1}^{u_2} \frac{du}{\sqrt{1 - u^2}} K \left[ 1 - \left( \frac{E}{4t_1} + \frac{u}{2} \right)^2 \right], \tag{7} \]

on the condition that \(\lambda = t_3 = J_K = 0\), while \(u_1 = \max\{-1, -2 - E/(2t_1)\}\) and \(u_2 = \min\{1, 2 - E/(2t_1)\}\). Here, \(K(u)\) is the complete elliptic integral of the first kind. The density of states (7), shown by dash-dotted black line in Fig. 3b, is an even function \(\nu(-E) = \nu(E)\) being zero for \(|E| > 6t_1\). Switching on the coupling to the magnetic texture leads to the formation of two subbands separated by \(2J_K\), as clearly visible in Fig. 3b.

The spin-orbit interaction has almost no influence on the topological Hall conductivity \(\sigma_{xy}(\omega = 0)\) as presented in Fig. 3a, and the transverse charge current is generated by the magnetic exchange coupling to the spin hedgehog lattice.

V. MAGNETO-OPTIC KERR EFFECT

We further explore how the coupling to the magnetic hedgehog lattice affects the optical rotation as can be observed in a typical realization of magneto-optic Kerr effect. In practice, once a linearly polarized electromagnetic wave is reflected off the magnetic film, it becomes elliptically polarized with the rotation of the polarization principal axis being quantified by the Kerr angle, \(\theta_K\). Currently available experimental setups allow to capture the optical rotation with nanoradian accuracy\(^65\). Assume a linearly polarized electromagnetic wave \(E_{\text{exc}}(z,t) \propto \hat{e}_z e^{-i\omega t - i\omega z/c}\) of the frequency \(\omega\) shines the itinerant magnet (4) whose optical conductivity is specified by the expression (5). We restrict our analysis to normal incidence and consider the wave propagating along the \(\hat{e}_z\). The incident light is then partly reflected by the magnet, \(E_{\text{refl}} \propto \{r_+ (\hat{e}_x + i\hat{e}_y) + r_- (\hat{e}_x - i\hat{e}_y)\} e^{-i\omega t + i\omega z/c}\), and partly transmitted into the magnet. Note that circularly polarized modes with the refraction indices \(r_\pm\) do not couple to each other upon reflection. More formally, the Kerr angle \(\theta_K\) and ellipticity \(\epsilon_K\) are specified by

\[ \tan \left( \frac{\theta_K + \pi}{4} \right) e^{-2i\epsilon_K} = \frac{r_+}{r_-}. \tag{8} \]

In a typical experiment, \(\theta_K, \epsilon_K \ll 1\), validating thus the approximation \(\theta_K + i\epsilon_K \approx i(r_+ - r_-)/(2r_-)\).

Consider a thin film of the itinerant magnet occupying the space \(-L < z < 0\), as specified by Eq. (4) where the conduction electrons are coupled to the magnetic hedgehog lattice. Following the standard Fresnel approach, the refraction indices \(r_\pm\) can be derived by matching interface conditions for electromagnetic fields at \(z = -L\) and 0 (see, e.g., Ref.\(^66\)),

\[ r_\pm = \frac{n_+ (1 - \sqrt{\epsilon}) + in_0^2 \sqrt{\epsilon}}{n_+ (1 + \sqrt{\epsilon}) - in_0^2 \sqrt{\epsilon}} \tan(\omega n_+ L/c). \tag{9} \]

Note, in this formula, we assume the half-space \(z < -L\) is occupied with a material of the relative permittivity \(\epsilon\). For sufficiently thin films (\(L \ll c/\omega\)) one can relate \(n_0^2 = \varepsilon_0 (1 + i\sigma_z/(\omega L))\) to the components of the conductivity tensor \(\sigma_{\pm} = \sigma_{xx} \pm i\sigma_{xy}\) (5) with \(\varepsilon_0\) standing for vacuum permittivity. If this is the case, the Kerr rotation angle and Kerr ellipticity (8) read

\[ \theta_K + i\epsilon_K = \frac{2\pi \alpha \sigma_{xy}/\sigma_0}{(\pi \alpha \sigma_{xx}/\sigma_0 + 1)^2 + (\pi \alpha \sigma_{xy}/\sigma_0 + i)^2}. \tag{10} \]

where \(\alpha\) is the fine-structure constant, the conductance quantum \(\sigma_0 = e^2/(4\hbar)\), and \(\varepsilon = 1\). Our numerical findings suggest that the effect is the most pronounced in the moderate coupling regime, e.g., \(J_K = 4t_1\), as shown in Fig. 3c. Meanwhile, a close inspection of Fig. 3c, unambiguously reveals that the assumption made \((\theta_K, \epsilon_K \ll 1)\) is justified. To provide a better understanding of the impact of the magnetic hedgehog lattice on the optical rotation, we also consider the coupling to a trivial ferromagnet state. Note that under normal incidence only polar magneto-optic Kerr effect with magnetization perpendicular to the reflection surface and parallel to the plane of incidence, i.e., \(S_i = \hat{e}_z\) in (4), can be observed. In case of the spin hedgehog lattice as shown in Fig. 3c, a higher value of the Kerr angle \(\theta_K\) (up to 20 mrad) as compared to collinear state (less than 4 mrad) is clearly noticeable. Thus, the magneto-optic Kerr effect offers a feasible platform to assess the degree of spin noncoplanarity.
VI. CONCLUSIONS

In our study, we addressed a simple cubic itinerant magnet from the perspective of noncoplanar magnetic texture stabilization, accompanied by the study of its impact on magneto-transport and magneto-optic properties. The itinerant nature of the conduction electrons allows one to consider the system in terms of the effective spin model with bilinear-biquadratic long-range exchange interactions, where the magnetic spiral becomes unstable towards the formation of the spin hedgehog lattice. Complementing earlier studies, where the magnetic ground state had been assessed with the use of standard Monte Carlo routine and simulated annealing, we developed a machine-learning-based approach to explore the magnetic energy landscape and associated spin textures. Our numerical findings suggest that the multi-spin interaction is indeed responsible for the stabilization of the magnetic hedgehog lattice, showing up nonzero scalar spin chirality. We further addressed the topological Hall effect attributed to the nonzero scalar spin chirality by estimating off-diagonal dc conductivity and the magneto-optic Kerr effect upon the electromagnetic light reflection off the itinerant magnet with the spin hedgehog texture. Recently, spin hedgehog lattices have been identified in MnSi$_x$Ge$_{1-x}$ \cite{Kim20}. Upon varying Si/Ge substitution it is possible to observe phase transition among two-dimensional skyrmion lattice and three-dimensional magnetic hedgehog lattices, which may allow experimental verification of the results reported in this study.
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