Phase diagram and topological phases in the triangular lattice Kitaev-Hubbard model
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We study the half-filled Hubbard model on the triangular lattice with spin-dependent Kitaev-like hopping. Using the variational cluster approach, we identify five phases: a metallic phase, a non-coplanar chiral magnetic order, a 120° magnetic order, a nonmagnetic insulator (NMI), and an interacting Chern insulator (CI) with a nonzero Chern number. The transition from CI to NMI is characterized by the change of the charge gap from an indirect band gap to a direct Mott gap. Based on the slave-rotor mean-field theory, the NMI phase is further suggested to be a gapless Mott insulator with a spinon Fermi surface or a fractionalized CI with nontrivial spinon topology, depending on the strength of Kitaev-like hopping. Our work highlights the rising field that interesting phases emerge from the interplay of band topology and Mott physics.

PACS numbers:

I. INTRODUCTION

Emergent quantum phenomena arising from the interplay of band topology and electron correlation are currently under intense investigation\textsuperscript{1,2}. Following the discovery of topological insulators,\textsuperscript{3-5} it is now recognized that spin-orbit coupling (SOC) is an essential ingredient for the emergence of nontrivial band topology. In parallel, correlated electron physics is a venerable but still vibrant subject. A body of phenomena arises from this subject, including quantum magnetism, high-temperature superconductivity, and fractional quantum Hall effect.\textsuperscript{6-8}

Strong SOC and electron correlation come together in the heavy transition metal compounds such as 5d series,\textsuperscript{9-11} and interesting physics arises\textsuperscript{12-14}. For example, it was demonstrated by Jackeli and Khaliullin\textsuperscript{10} that in a class of late transition metal oxides with an edge-shared octahedral structure, strong SOC together with electron correlation would lead the interactions between spin-orbit entangled effective $J_{\text{eff}} = 1/2$ moments to be highly anisotropic. The associated low energy effective Hamiltonian for $J_{\text{eff}}$ is the Kitaev-Heisenberg model,\textsuperscript{15-19} which hosts a finite window of Kitaev spin-liquid phase.\textsuperscript{20} This model has also been suggested to describe the zigzag and spiral magnetic orders observed in iridates $A_2\text{IrO}_3$ ($A = \text{Na, Li}$).\textsuperscript{21,22}

An essential feature of SOC is that it entangles the spin and spatial degrees of freedom of electrons. In fact, similar effects can be realized by considering a type of bond-selective and spin-dependent Kitaev-like hoppings. They take the form $t' c_i^\dagger \tau^\alpha c_j$, where $c_i^\dagger = (c_i^\dagger, c_i^\dagger)$ creates an electron at site $i$ and the Pauli matrices $\tau^\alpha (\alpha = x, y, z)$ depend on the hopping directions. Such a nearest-neighbor Kitaev-like hopping on the honeycomb lattice was originally proposed as a way of realizing the Kitaev spin model\textsuperscript{20} in cold atom systems.\textsuperscript{23} A next-nearest-neighbor Kitaev-like hopping on the honeycomb lattice plays a similar role as the intrinsic SOC in the Kane-Mele model,\textsuperscript{31} in the sense of giving rise to a nontrivial band topology. This Kitaev-like hopping also appears in an effective tight-binding model for $\text{Na}_2\text{IrO}_3$ via first-principles calculations.\textsuperscript{24}

The incorporation of Kitaev-like hopping and electron correlation is thus expected to lead to other novel quantum phases. A recent numerical study of the Kitaev-Hubbard model on a bipartite honeycomb lattice suggests an algebraic spin-liquid phase.\textsuperscript{25} This model is basically a Hubbard model with Kitaev-like hopping, and its effective spin model in the large-$U$ limit is the Kitaev-Heisenberg model, thereby dubbed as the Kitaev-Hubbard model.\textsuperscript{25,26} The algebraic spin-liquid phase in this model is a time-reversal (TR) symmetric nonmagnetic insulator (NMI) with gapless spinon excitations,\textsuperscript{25} which intimately relates to the gapless Kitaev spin liquid.\textsuperscript{20} The TR symmetry due to the bipartite nature of honeycomb lattice protects the gaplessness of these spin-liquid phases. By contrast, a non-bipartite lattice structure with geometric frustration may break TR symmetry and open a gap to the spinon spectrum, endowing a NMI phase with nontrivial topology.\textsuperscript{25,27,28}

Motivated by these studies, it is instructive to consider the Kitaev-Hubbard model defined on a non-bipartite triangular lattice to look for what novel quantum phases would emerge. At large-$U$ limit, this model is described effectively by the triangular Kitaev-Heisenberg model. So, another motivation comes from the very recent experimental investigations on YbMgGaO\textsubscript{4}\textsuperscript{29-32} and $\text{Ba}_3\text{Ir}_2\text{O}_9$\textsuperscript{33}, which are triangular lattice materials with strong SOC and host possible spin liquid ground states. We note that the proposed spin Hamiltonian for YbMgGaO\textsubscript{4} can be reduced to the triangular Kitaev-Heisenberg model for a special set of coupling constants,\textsuperscript{34} and the low-energy effective isospin $J_{\text{eff}}$ Hamiltonian for $\text{Ba}_3\text{Ir}_2\text{O}_9$ was suggested\textsuperscript{11} to be the triangular Kitaev-Heisenberg model.

In this paper, we study the quantum phases and quantum phase transitions in the half-filled triangular lattice Hubbard model with Kitaev-like hopping $t'$. In the non-interacting case, the system undergoes a metal-Chern insulator (CI) transition at $t'_c = \sqrt{3}t$ with increasing $t'$.
(t the usual spin-conserving hopping). This transition arises from the appearance of an indirect energy gap between two bands with nonzero Chern numbers +2 and −2 due to t′. Using the variational cluster approach (VCA), we obtain the (t′, U) (U the Hubbard interaction) phase diagram. In addition to the metallic phase and 120° antiferromagnetic insulator (AFI), we observe three more phases: a non-coplanar chiral spin density wave (SDW), an interacting CI, and a NMI. Inside the metal phase, the chiral SDW appears as a weak-coupling instability in a limited window of t′ at which the Fermi level approaches the van Hove singularities. The CI phase with a nonzero Chern number survives a wide region of Hubbard interaction U up to U ~ 13.5t, and hence an interacting CI is obtained. We find that the critical value t′c does not change with U, so a straight line with t′c = √3t separates the metal and interacting CI phases. The NMI refers to the phase with a finite single-particle gap but no long-range magnetic order. For t′ < t′c, the metal to NMI transition is characterized by the opening of single-particle gap with increasing U. While for t′ > t′c, the transition from CI to NMI is accompanied by the change of charge gap from a indirect band gap to a direct Mott gap. Using the slave-rotor approach, the NMI phase is further predicted to be a gapless Mott insulator with a spinon Fermi surface for t′ < t′c or a fractionalized CI with bulk gapped spinon excitations for t′ > t′c. The spinons in fractionalized CI inherit the nontrivial band topology of the noninteracting CI, as expected from the above discussions of non-bipartite lattice structure and nontrivial topology in the presence of Kitaev-like hopping t′.

This paper is organized as follows. In Sec. II we introduce our model and summarize the numerical approach. In Sec. III we discuss our numerical results for the phase diagram. Sec. IV presents a slave-rotor analysis of our model. Sec. V gives the summary and discussion. Detailed discussions of the band topology and mean-field calculations can be found in appendices.

II. MODEL AND METHOD

The triangular lattice Kitaev-Hubbard model is defined by the Hamiltonian

\[ H = H_0 + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}, \]

\[ H_0 = - \sum_{\langle i,j \rangle} c_i^\dagger (t \tau^0 + t' \tau^x) c_j - \mu \sum_i \hat{n}_{i\sigma}, \]

where \( c_i^\dagger = (c_{i\uparrow}, c_{i\downarrow}) \), \( c_{i\sigma}^\dagger \) creates an electron at site \( i \) with spin \( \sigma \), and \( \hat{n}_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \). The term with the identity matrix \( \tau^0 \) is the usual spin-conserving hopping. The term with bond-dependent Pauli matrices \( \tau^\alpha (\alpha = x, y, z) \) as illustrated in Fig.1(a) and a real hopping amplitude \( t' \) represents the Kitaev-like hopping, which breaks TR symmetry and spin-rotation symmetry.

In the noninteracting limit (\( U = 0 \)), the Kitaev-like hopping \( t' \) endows each band with a nonzero Chern number ±2, which corresponds to two gapless chiral edge modes shown in Fig.1(d). At half filling, this leads to a CI for \( t' > \sqrt{3}t \), and a metal exists for \( t' < \sqrt{3}t \) [see Appendix A1]. There is thus a metal-CI transition at \( t' = \sqrt{3}t \). Here, the Chern number ±2 can be interpreted by the contributions from four Dirac points that arise from the smoothly deformed Bloch Hamiltonian, as shown in Appendix A2. We also give a general constraint on even integer valued Chern numbers in a class of Bloch Hamiltonians in Appendix A3.
each cluster) correlations have been taken into account. Therefore, we can expect that this method provides a good approximation for correlated systems such as the Hubbard model where short-range correlations dominate the physics. VCA is an extension of CPT. It is used to explore symmetry-breaking phases, in which the grand potential $\Omega(h)$ as a function of the symmetry-breaking Weiss field $h$ can be obtained. The corresponding phase exists once we have $\partial \Omega(h)/\partial h = 0$. In our calculations, we will use the 12-site cluster shown in Fig.1(a). This is the largest available cluster considering that: (1) it preserves the 3-fold rotation symmetry and hence treats the three kinds of Kitaev-like hopping terms on the same footing; (2) it consists of multiples of four (three) sites for the chiral SDW (120° AFI) order; and (3) it has even number of sites so that the NMI phase can be hosted.

In the presence of interactions, the Chern number is calculated via the single-particle Green’s function $G_{\alpha \beta}(k)$. As has been shown recently, one can solve the eigenvalue equation $h(k)|\psi_k \rangle = \epsilon_n |\psi_k \rangle$ with $h(k) \equiv -G^{-1}(i\omega = 0, k)$, and then calculate the Chern number via

$$C = \frac{1}{2\pi i} \int dk_1 dk_2 \sum_{\epsilon_n < 0, \epsilon_m > 0} \frac{\langle m|\partial_{k_2} h|n \rangle \langle n|\partial_{k_1} h|m \rangle - H.c.}{(\epsilon_n - \epsilon_m)^2}.$$

$$\text{(2)}$$

III. NUMERICAL RESULTS

Our main results obtained via CPT and VCA are summarized in the phase diagram shown in Fig.2.
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**FIG. 2:** (color online). Phase diagram obtained by VCA. SDW, AFI, and NMI denote the spin density wave, antiferromagnetic insulator and nonmagnetic insulator, respectively. The NMI phase will be further divided into the NMI-I and -II phases which denote the gapless Mott insulator and the fractionalized Chern insulator suggested by the slave-rotor theory.

Inside the metallic region, we find a non-coplanar chiral SDW phase, which was previously observed in the context of spin models with two- and four-spin exchange interactions. Here, the motivation to search this phase is the observation that the Fermi level touches the van Hove singularity at $t' \simeq 0.478t$ [Fig.1(b)], and the Fermi-surface crosses the Brillouin zone boundary at six van Hove singularity points, i.e., the $M$ points [see Fig.1(c)]. Thus, the particle-hole excitations with transfer momenta $Q_{1,2,3}$ [Fig.1(c)] connecting the van Hove points are the dominant excitations and expected to lead to the emergence of density waves once we turn on the Coulomb interactions. For the on-site Hubbard interaction, the SDW instability will overcome the instability of a charge density wave. The spin orientation of SDW order associated with $Q_{1,2,3}$ has the form $\eta_1 = \frac{1}{\sqrt{3}}(\cos Q_1 \cdot r_1, \cos Q_2 \cdot r_1, \cos Q_3 \cdot r_1)$, where $r_1$ is the site position. Therefore, we can test the existence of SDW order using VCA with the Weiss field $H_{SDW} = h \sum_i \eta_i \cdot c_i^\dagger \tau c_i$. The results of $\Omega(h) - \Omega(h = 0)$ at $t' \simeq 0.478t$ for $U = 3, 4, 5t$ are shown in Fig.3(a). It can be seen that the SDW order appears only for $U = 4t$ as there is a local minimum. In this way, we can determine its region which is indicated by the red domain in Fig.2. The SDW has the non-coplanar spin order with a 4-site magnetic unit cell associated with $Q_{1,2,3}$, whose four spin orientations are along the normal directions of the faces of a regular tetrahedron [inset of Fig.3(a)]. The chirality order parameter $\langle S^z_1 \cdot (S^z_2 \times S^z_3) \rangle = \pm 1$ in each triangular plaquette, suggesting the breaking of TR symmetry. However, this scalar chirality is spatially uniform (e.g., positive on all elementary triangles), so the lattice-rotation symmetry is unbroken. We also note that the chiral SDW order can be constructed in a systematic way in the context of "regular magnetic orders", based on symmetry considerations.

We further note that when $0 < t' < \sqrt{3}t$, the $M$ points are always van Hove singularities. They are saddle points of the lower energy band $\epsilon_2(k)$ (see Appendix A1), as can be seen from $\nabla_k \epsilon_2(k = M) = 0$ and $[\partial^2 \epsilon_2 / \partial k_2 \partial k_2 - (\partial \epsilon_2 / \partial k_2)^2] |_{k = M} < 0$, since $t' > 0.478t$ with hole doping, while towards smaller $t' < 0.478t$ with electron doping. This opposite trend is due to the absence of particle-hole symmetry on a non-bipartite triangular lattice. In addition, the Fermi surface nests perfectly with nesting vectors $Q_{1,2,3} + t' = 0$ and 3/4 band filling. Therefore, the SDW phase will appear around $t' = 0$ when the electron doping is around 3/4 band filling.

The metal-NMI transition is determined by the opening of the single-particle gap (Mott gap) via the calculation of spectral function $A(k, \omega) = -\text{Im} G(k, \omega)/\pi$. Usually, the Mott insulator is accompanied by the formation of a magnetic order. In the case of the triangular lattice, the 120° magnetic order is expected in the large $U$ limit. Therefore, let us test this order by applying Weiss field $H_{AF} = h \sum_i e_i \cdot c_i^\dagger \tau c_i$, where $e_i = (-\sqrt{3}/2, -1/2, 0), (\sqrt{3}/2, -1/2, 0)$ or $(0, 1, 0)$ if $i$ is in sublattice 1, 2 or 3. The result for $\Omega(h) - \Omega(h = 0)$ at $t' = 0$ is shown in Fig.3(b), and local minima suggesting the presence of the magnetic order exist only for $U/t > 8$. On the other hand, we find that the Mott gap opens around $U/t = 6.7$. Therefore,
we identify a region $6.7 \lesssim U/t \lesssim 8$ where the correlation-driven insulator exists but without long-range magnetic order. This phase is named as a nonmagnetic insulator (NMI) here and has been suggested as a spin-liquid state. With the increase of the Kitaev-like hopping $t'$, the $120^\circ$ magnetically ordered phase is suppressed, so the region of the NMI phase is extended noticeably, as shown in Fig. 2.

Chern number of the noninteracting CI survives. Thus, we obtain an interacting CI in an extended $U$ region in the phase diagram Fig. 2.

![FIG. 3: (color online). Grand potential $\Omega$ as a function of the Weiss field $h$ for (a) the non-coplanar chiral SDW order with a 4-site magnetic unit cell (the inset) at $t' \simeq 0.478t$ and (b) the $120^\circ$ Neel order with a 3-site magnetic unit cell (the inset) at $t' = 0$. The local minima are indicated by arrows. The dashed arrows in the insets represent the magnetic translation vectors.](image)

Let us now proceed to the discussion of interaction effects on the phase with nontrivial topology. As noted above, in the $U = 0$ limit, there is a transition from metal ($t' < \sqrt{3}t$) to CI ($t' > \sqrt{3}t$) due to the gap opening which arises from the split of energy band by the Kitaev-like hopping $t'$. This is an indirect gap as shown in Fig. 4(a), where the bottom of the upper band is at the $\Gamma$ point while the top of the lower band is at the $K$ point. With the increase of $U$, we find an interesting low-energy spectral weight transfer. A noticeable accumulation of spectral weight occurs around the $K$ point above the Fermi level, where there is no spectral weight at $U = 0$. This leads to the formation of additional bands around the $K$ point with increasing $U$. Eventually, a gap closing occurs at the $K$ point for $U \approx 13.5t$ at $t' = 1.8t$ [Fig. 4(b)], and it opens again with the further increase of $U$ [Fig. 4(c)]. Therefore, we observe the transition from an indirect band gap of the CI to a direct Mott gap of the NMI. We also find that the critical value $t'_c = \sqrt{3}t$, which separates the metal and CI phases, does not change with $U$, as shown in Fig. 2. Before the single-particle gap closes at the $K$ point, our calculation shows that the nonzero

![FIG. 4: (color online). (a)-(c) Single-particle spectra along the high-symmetry path in the Brillouin zone computed using CPT, at (a) $U = 0$, (b) $U = 13.5t$, and (c) $U = 15t$. (d) The rotor excitation spectrum obtained from the slave-rotor mean-field calculation. $t'$ is fixed at 1.8$t$ for (a)-(d).](image)

IV. MEAN-FIELD ANALYSIS

As an attempt to further understand the NMI phase, we perform the slave-rotor analysis. Its reliability in dealing with Hubbard models is supported by more controlled numerical approaches. It has also been suggested that the slave-rotor method works reasonably well for small to intermediate interactions and magnetically disordered phases near the Mott transition. In this method, one decomposes the electron operator as $c_i = e^{i\theta_i} f_i$, with the charged bosonic rotor operator $\theta_i$ and the electrically neutral fermionic spinon operator $f_i$. After introducing the mean-field parameters $Q_f = \langle e^{-i(\theta, -\theta)} \rangle$ and $Q_\theta = \langle f_i \langle (r + t' \tau^c) f_j \rangle \rangle$, we can decouple the Hamiltonian Eq. (1) into the spinon and rotor sectors as: $H_{MF} = H_f + H_\theta$. The spinon Hamiltonian $H_f$ is identical to that for the free electron $H_0$ except that the band width is renormalized with the factor $Q_f$, and the Hubbard interaction term enters the rotor Hamiltonian $H_\theta$ only (see Appendix B2). After performing a self-consistent calculation, we get the metal(CI)-NMI transition line via the opening of the rotor gap. Before the opening of the rotor gap which corresponds to the weakly interacting regime, the rotors condense. The electron and spinon operators are thus proportional, and they have identical Hamiltonians up to a renormalized factor $Q_f$. Therefore, we get the metal and CI phases with $t' = \sqrt{3}t$ as the transition line between them. In the strongly interacting regime, the rotor excitations are gapped and become uncondensed, corresponding to the NMI phase o-
tained above. In this case, the electron Green’s function is the convolution of spinon and rotor Green’s functions. For $t' < \sqrt{\frac{3}{2}t}$ where the spinon spectrum has no gap, we get the nonmagnetic gapless Mott insulator (GMI) with a spinon Fermi surface. For $t' > \sqrt{\frac{3}{2}t}$, there is a bulk gap in the spinon spectrum and the spinons have nontrivial band topology with Chern number $\pm 2$. This is a fractionalized CI with two spinon chiral edge states.
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**FIG. 5:** (color online). Mean-field phase diagram obtained via the slave-rotor and Hartree-Fock approximations. It consists of a metal phase, a Chern insulator (CI), a gapless Mott insulator (GMI), a fractionalized CI, a chiral spin density wave (SDW), and a $120^\circ$ antiferromagnetic insulator (AFI).

To treat the interaction-driven magnetically ordered phases at the mean-field level, we express the Hubbard term using spin operators $S_i$, and decouple it via $S_i^z \rightarrow 2\langle S_i^z \rangle S_i^z - \langle S_i^z \rangle^2$ (see Appendix B1). Then, a self-consistent calculation gives the chiral SDW region and the phase boundary of the $120^\circ$ Neel order according to $m \neq 0$ ($m$ the magnitude of $\langle S_i^z \rangle$).

With above results, we obtain the mean-field phase diagram Fig.5. Comparing it with the VCA phase diagram Fig.2, we find a qualitative consistency. From this comparison, we further suggest that the NMI-I and -II shown in Fig.2 would correspond to the GMI and fractionalized CI phases shown in Fig.5, respectively. Based on the slave-rotor analysis, we can also present an understanding of the transition from the indirect band gap to the direct Mott gap shown in Fig.4(a)-(c). In Fig.4(d), we plot the rotor excitation spectrum. Its low-energy spectrum around the $K$ point shares a similarity with the VCA result presented in Fig.4(c) and shows a direct gap at the $K$ point. From the mean-field analysis, the transition from CI to fractionalized CI is characterized by the opening of the rotor gap, so it is expected that the low-energy spectrum is dominated by rotor excitations.

V. SUMMARY AND DISCUSSION

In summary, we have mapped out the phase diagram of the half-filled triangular lattice Kitaev-Hubbard model using the variational cluster approach. It contains a noncoplanar chiral magnetic order, an extended nonmagnetic insulating phase, and an interacting Chern insulator. The nonmagnetic insulator has been further classified into a gapless Mott insulator and a fractionalized Chern insulator, based on the slave-rotor mean-field theory.

The gapless Mott insulator is a $U(1)$ spin liquid state with a spinon Fermi surface, which in general has a low temperature specific heat $C_v \sim T^{2/3}$ ($T$ the temperature)\(^55\). It is compatible with the experimental observation of $C_v$ in YbMgGaO\(_4\)\(^29\), suggesting that the above gapless Mott insulator (for $0 < t' < \sqrt{\frac{3}{2}t}$) is a promising spin liquid candidate for the spin-orbit coupled insulator YbMgGaO\(_4\)\(^30-32\). The fractionalized Chern insulator breaks time-reversal symmetry and has a nontrivial band topology of spinons. So it is probably a chiral spin liquid with nontrivial topological order. Recently, a chiral spin liquid with topological degeneracy and anyon excitations was identified in the Haldane-Hubbard Mott insulator\(^56\). It is interesting to note that some common ideas exist between Ref. [56] and our work: (1) the noninteracting band structure has nonzero Chern numbers; and (2) strong interactions together with frustration may lead to a chiral spin liquid with nontrivial topological order. In the limit $t' = 0$, Eq.(1) reduces to the usual triangular lattice Hubbard model. Experimentally, it has been shown that the triangular organic materials $\kappa$-(BEDT-TTF)$_2$Cu$_2$(CN)$_3$\(^57\) and EtMe$_3$Sb[Pd(dmit)$_2$]\(^58\) exhibit spin liquid behaviors. To describe these experimental facts, the theories of spinon Fermi surface\(^55,59\) and of quadratic band touching of spinons\(^60\) have been proposed. These two spin liquid states have competitive energies and which is more stable depends on the relative strength of model parameters. Our result of the gapless Mott insulator (at $t' = 0$) is consistent with the theory of spinon Fermi surface\(^55,59\).

Given the rich phase diagram at half-filling, it is interesting to consider possible new phases when the model is doped. One natural consideration is the superconducting states arising from doping a Mott insulator\(^7\). Let us first discuss the effect of doping the $120^\circ$ Neel order. The large-$U$ effective spin model of Eq.(1) is the Kitaev-Heisenberg model in which both the Kitaev and Heisenberg interactions are antiferromagnetic (AFM). In Ref. [28], it has been shown that both the AFM Kitaev and AFM Heisenberg interactions favor a $d + id$-wave superconductivity (SC) upon doping. We thus expect that the $120^\circ$ Neel order would become a $d + id$-wave SC under doping. For the intermediate-$U$ NMI phase, it is instructive to understand the doping effect from Anderson’s idea\(^61\) of the resonating-valence-bond (RVB) state and SC: The preexisting spinon singlet pairs in the undoped RVB state become superconducting Cooper pairs under doping. At $t' = 0$, the NMI phase is a RVB spin liquid probably with $d + id$ pairing pattern\(^60\), and a singlet $d + id$-wave SC is thus expected upon doping. The NMI phase at nonzero $t'$ should break the $SU(2)$ spin-rotation symmetry due to the spin-dependent Kitaev-like hopping, which entangles the spin and spatial degrees of freedom like a spin-orbit coupling. Thus, triplet SCs
(e.g., a $p + ip$-wave SC) or their coexistence with singlet SCs probably appear upon doping the NMI phase at nonzero $t'$. This is also reminiscent of the honeycomb Kitaev spin liquid\cite{20}: Its quadratic fermionic Hamiltonian takes the $p$-wave pairing form, and triplet $p$-wave SCs appear upon doping the Kitaev model\cite{62}.
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Appendix A: THE NONINTERACTING limit

In this appendix, we focus on the noninteracting band structure and its nontrivial band topology.

1. Band structure

To obtain the band structure of the noninteracting Hamiltonian $H_0$ in Eq.(1), we write it in momentum space as $H_0 = \sum_k (c_{k\uparrow}^\dagger c_{k\downarrow}) H_k (c_{k\uparrow} c_{k\downarrow})^T$ and

$$H_k = \begin{pmatrix} -2tg_k - 2t'A_k & -2t'B_k \\ -2t'B_k^* & -2tg_k + 2t'A_k \end{pmatrix}, \quad (A1)$$

where $g_k = \cos k \cdot a_1 + \cos k \cdot a_2 + \cos k \cdot (a_1 + a_2)$, $A_k = \cos k \cdot (a_1 + a_2)$, and $B_k = \cos k \cdot a_1 - i \cos k \cdot a_2$. Diagonalizing $H_k$ then gives the energy spectra $\varepsilon_1(k) = -2tg_k + 2t' \sqrt{A_k^2 + |B_k|^2}$ and $\varepsilon_2(k) = -2tg_k - 2t' \sqrt{A_k^2 + |B_k|^2}$.

The energy dispersion for different $t'$ is shown in Fig.6. As shown, the energy spectrum is split into two distinct bands $\varepsilon_1$ and $\varepsilon_2$ due to the introduction of $t'$. The splitting increases with $t'$ and a gap between the two bands appears at $t' = \sqrt{3}t$. Therefore, there is a metal-insulator transition at the critical point $t'_c = \sqrt{3}t$ at half filling. We also notice that the band gap of the insulator is an indirect gap [see, e.g., Fig.6(d)].

2. Calculation of the Chern number in the noninteracting case

Since the two energy bands $\varepsilon_1$ and $\varepsilon_2$ do not touch each other for any nonzero value of $t'$, the Chern number $C$ of each band is well defined and can be expressed as the integral of the Berry curvature $b(k)$ over the Brillouin zone,

$$C = \frac{1}{2\pi} \int_{\mathbb{B}} d^2k b(k), \quad (A2)$$

where $b(k) = \nabla_k \times \langle \phi_k | \nabla_k \phi_k \rangle$, and $\phi_k$ is the eigenvector of $H_k$. A direct calculation of Eq.(A2) shows that $C = \pm 2$ for each band, and the two bands have an opposite sign in $C$. Thus, the insulating phase at $t' > \sqrt{3}t$ is a Chern insulator (CI).

As an illustration to see why the band has the Chern number 2, let us rewrite the $2 \times 2$ Bloch Hamiltonian $H_k$ as $H_k = -2tgk\tau^0 - 2t'\text{Re}(B_k)\tau^x + 2t'\text{Im}(B_k)\tau^y - 2t'A_k\tau^z$. The first term $\propto \tau^0$ in $H_k$ can be ignored because it does not affect the band Chern number. We then smoothly deform the Bloch Hamiltonian by introducing a real parameter $\lambda$ to the last term $\propto \tau^z$, say

$$h_k(\lambda) = -2t'\text{Re}(B_k)\tau^x + 2t'\text{Im}(B_k)\tau^y - 2\lambda t'A_k\tau^z. \quad (A3)$$

For any $\lambda > 0$, $h_k(\lambda)$ is adiabatically connected to $H_k$ and hence they have the same band topology. For a small $\lambda$, we can expand Eq.(A3) around the four Dirac points $(K = (\pi, 0), (\pi, 2\pi/\sqrt{3}), (0, \pi/\sqrt{3}), (0, -\pi/\sqrt{3})$) which are obtained at $\lambda = 0$,

$$\begin{align*}
h_1(q) &= 2t'q_1\tau^x + 2t'q_2\tau^y + 2\lambda t'\tau^z, \\
h_2(q) &= -2t'q_1\tau^x - 2t'q_2\tau^y + 2\lambda t'\tau^z, \\
h_3(q) &= 2t'q_1\tau^x - 2t'q_2\tau^y - 2\lambda t'\tau^z, \\
h_4(q) &= -2t'q_1\tau^x + 2t'q_2\tau^y - 2\lambda t'\tau^z. \quad (A4)
\end{align*}$$

where $q \equiv k - K$, $q_1 \equiv q \cdot a_1$, and $q_2 \equiv q \cdot a_2$. When $\lambda = 0$, the spectrum of Eq.(A3) becomes gapless at the Dirac point, where the Berry curvature diverges and behaves like a $\pi$ "flux-line", e.g., $b(q) = i\pi\delta(q)$. Therefore, each Dirac point will contribute $\pm 1/2$ to the Chern number after turning on $\lambda$. In addition, the four Dirac points have the same contributions (e.g., they are all positive, see Fig.7) due to the same chiralities, and it gives rise to $C = 4 \times \frac{1}{2} = 2$. 

FIG. 6: (color online). Energy dispersion ($t = 1$) of $H_0$, along the high-symmetry path in the Brillouin zone [see the inset of (a)], for (a) $t' = 0$, (b) $t' = 1$, (c) $t' = \sqrt{3}$, and (d) $t' = 2.3$. 

FIG. (continued)
3. A constraint on the value of Chern number

Here, we point out a general constraint on the value of the band Chern number for a class of Bloch Hamiltonians $H(k)$ in two spatial dimensions, where $H(k)$ is defined as a general $n \times n$ Hermitian matrix with $n$ distinct and nondegenerate energy bands $\varepsilon_i(k)$ ($i = 1, 2, \cdots, n$).

Our observation states that: If $H(-k) = H(k)$ holds in the entire Brillouin zone, then the Chern number $C_i$ associated with each band $\varepsilon_i(k)$ is an even integer. [For example, the band Chern number of Eq.(A1) or (A3) is an even integer equal to $\pm 2$.]

Proof: Let us consider the Brillouin zone represented by the parallelogram, as shown in Fig.8(a). We now bipartite the Brillouin zone into two halves, say, a left region and a right region separated by the line segment $CD$. The condition $H(-k) = H(k)$ implies that its eigenvectors satisfy $\phi_i(-k) = \phi_i(k)$ (up to an unphysical phase factor) and the corresponding Berry curvatures also satisfy $b_i(-k) = b_i(k)$. Thus, the band Chern number defined by Eq.(A2) becomes,

$$C_i = \frac{1}{2\pi} \int_L b_i(k) + \frac{1}{2\pi} \int_R b_i(k) = 2 \times \frac{1}{2\pi} \int_L b_i(k), \quad (A5)$$

where the notation $\int_L$ ($\int_R$) indicates the integral over the left (right) half Brillouin zone. From the point of view of topology, each $k$ point is equivalent to the $-k$ point in the Brillouin zone, due to the relation $\phi_i(-k) = \phi_i(k)$. Therefore, the line segment $\Gamma C$ is identical to the segment $\Gamma D$ [see Fig.8(a)] and they can be glued together to a single segment [see Fig.8(b)]. Because of the periodic structure of the Brillouin zone (i.e., a torus), the segments $BC$ and $AD$ are identical and can be glued together. We also note that the segment $EB$ is identical to $FG$ (due to the periodicity) and $FG$ is identical to $EA$ (due to the equivalence between $k$ and $-k$), and hence $EB$ and $EA$ can be glued together. Finally, we notice that any two points inside the left half Brillouin zone are distinct. Consequently, the left half Brillouin zone becomes a sphere which is a closed surface [Fig.8(b)]. The upper left region enclosed by $BETCB$ corresponds to the northern hemisphere and the lower left region enclosed by $AETDA$ corresponds to the southern hemisphere. Mathematically, the integral of Berry curvature over any closed surface must be an integer, which means that the integral $\frac{1}{2\pi} \int_L b_i(k)$ in Eq.(A5) is an integer. Eventually, we see that the band Chern number $C_i$ in Eq.(A5) should be an even integer.

Remark: The above proof does not depend on the way to bipartite the Brillouin zone. For example, we could divide the Brillouin zone into two halves as shown in Fig.8(c). It can be then shown that the left half Brillouin zone $ABC$ is equivalent to the tetrahedron in Fig.8(d), which is also topologically equivalent to a closed sphere.

Appendix B: Mean-field approach to the interacting case

Here, we provide details concerning the mean-field (MF) approach to the triangular lattice Kitaev-Hubbard model. This method has been used to give the MF phase diagram (Fig.5) and to further elaborate the nonmagnetic insulating phase obtained via CPT and VCA.
1. Magnetically ordered phases

As discussed in the main text, the chiral SDW phase appears as a weak-coupling instability due to the van Hove singularities. While the 120° Neel order is stabilized for large $U$. To treat these magnetically ordered phases at the mean-field level, we first rewrite the Hubbard interaction as

$$ U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} = -\frac{2U}{3} \sum_i S_i^2 + \frac{U}{2} \sum_i (\hat{n}_{i\uparrow} + \hat{n}_{i\downarrow}), \quad (B1) $$

where $S_i^\alpha = \frac{1}{2} c_i^\dagger \tau^\alpha c_i$. We then decouple Eq.(B1) according to $S_i^2 \rightarrow 2\langle S_i^\dagger \rangle \cdot S_i - \langle S_i^2 \rangle$. For the chiral SDW phase, the 4-sublattice order parameters are given by [see the inset of Fig.3(a)]: $\langle S_i \rangle = m(\sqrt{3}, 1, 1)$, $\langle S_2 \rangle = m(\sqrt{3}, -1, -1)$, $\langle S_3 \rangle = m(\sqrt{3}, -1, 1)$, and $\langle S_4 \rangle = m(0, 0, 1)$. For the 120° Neel order, the 3-sublattice order parameters are given by: $\langle S_1 \rangle = m(-\sqrt{3}, -\frac{1}{2}, 0)$, $\langle S_2 \rangle = m(\sqrt{3}, -\frac{1}{2}, 0)$, and $\langle S_3 \rangle = m(0, 1, 0)$. Here $m$ represents the magnitude of the magnetization. After the MF decoupling, the quadratic Hamiltonian can be diagonalized and $m$ is calculated self consistently. And we obtain the chiral SDW region and the phase boundary of the 120° Neel order according to $m \neq 0$, as shown in Fig.5.

2. Slave-rotor approach

At the weak and intermediate $U$ case, we apply the slave-rotor MF theory to find the Mott transition and elaborate the possible nature of the nonmagnetic insulating phases. Within this approach, we decompose the electron operator as $c_i^\dagger = e^{i\theta_i} f^\dagger_{i\sigma} c_i$, where $\theta$ is the charged, spinless, bosonic rotor and $f^\dagger_\sigma$ the electrically neutral, spinful, fermionic spinon operators. The unitary operator $e^{i\theta_i}$ raises the integer rotor angular-momentum quantum number $L_i = -i\partial_\theta_i$, which corresponds to the electric charge. A constraint $L_i + \sum_\sigma f^\dagger_{i\sigma} f_{i\sigma} = 1$ should be imposed to restrict the physical Hilbert space of electrons. At half filling, the Hubbard term $U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}$ in Eq.(1) can be rewritten as $\frac{U}{2} \sum_i (\hat{n}_{i\uparrow} + \hat{n}_{i\downarrow})^2$. Thus in the slave-rotor representation, the original Hamiltonian (1) becomes,

$$ H = -\sum_{(i,j)} e^{-i(\theta_i - \theta_j)} f_{i\uparrow}^\dagger (t_r \sigma + t^\dagger \tau^\alpha) f_j + \mu \sum_{i,\sigma} \hat{n}_{i\sigma}^\dagger \hat{n}_{i\sigma} 
 + \frac{U}{2} \sum_i L_i^2 + h \sum_i (\hat{n}_{i\sigma}^\dagger + L_i - 1), \quad (B2) $$

where we have used the constraint and the identity $\hat{n}_{i\sigma}^\dagger = \hat{n}_{i\sigma} \equiv f_{i\sigma}^\dagger f_{i\sigma}$. The site-independent $h$ is the Lagrangian multiplier imposing the constraint which is treated on average. In Eq.(B2) every term is quadratic except the hopping term. We can further decompose it as $e^{-i(\theta_i - \theta_j)} f_{i\uparrow}^\dagger (t_r \sigma + t^\dagger \tau^\alpha) f_j \approx Q_f f_{i\uparrow}^\dagger (t_r \sigma + t^\dagger \tau^\alpha) f_j + e^{-i(\theta_i - \theta_j)} Q_\theta - Q_f Q_\theta$ with the uniform mean-field ansatz $Q_f = (e^{-i(\theta_i - \theta_j)})$ and $Q_\theta = (f_{i\uparrow}^\dagger (t_r \sigma + t^\dagger \tau^\alpha) f_j)$. This reduces Eq.(B2) to two decoupled Hamiltonians for spinons and rotors $H_{MF} = H_f + H_\theta + 6NQ_fQ_\theta - Nh (N = \text{number of sites}),$

$$ H_f = -Q_f \sum_{(i,j)} f_{i\uparrow}^\dagger f_j^\dagger (t_r \sigma + t^\dagger \tau^\alpha) f_j + (h - \mu) \sum_{i,\sigma} \hat{n}_{i\sigma}^\dagger , \quad (B3) $$$$ H_\theta = -Q_\theta \sum_{(i,j)} e^{-i(\theta_i - \theta_j)} + \frac{U}{2} \sum_i L_i^2 + h \sum_i L_i . $$

At this stage, the spinon and rotor sectors can be solved almost independently, with their coupling only through the self-consistency requirements on $Q_f$ and $Q_\theta$.

The spinon Hamiltonian $H_f$ has the same form as the free electron Hamiltonian $H_0$ in Eq.(1), and the effect of the interaction is to renormalize its bandwidth with the factor $Q_f$. In the rotor (charge) sector, $H_\theta$ corresponds to the quantum rotor model, which becomes explicit as $Q_\theta e^{-i(\theta_i - \theta_j)} + H.c. = 2Q_\theta \cos(\theta_i - \theta_j)$. At half filling, $\langle \sum_\sigma f_{i\sigma}^\dagger f_{i\sigma} \rangle = 1$ and hence $\langle L_i \rangle = 0$. To satisfy this condition, we take $h = 0$ hereinafter, because the external field $h$ coupled to the total angular momentum $h \sum_i L_i$ breaks the particle-hole symmetry (e.g., $L_i \rightarrow -L_i$) and leads to $\langle L_i \rangle \neq 0$. In the boson picture, we see that $H_\theta$ is quite similar to the boson Hubbard model.

The rotor Hamiltonian $H_\theta$ contains non-quadratic terms in $\theta$, say $e^{-i(\theta_i - \theta_j)}$, and is hard to solve. We therefore follow Florens and Georges$^{52}$ to replace $e^{i\theta_i}$ by the bosonic variable $X_i$ with a constraint $|X_i|^2 = 1$ which is imposed by a Lagrangian multiplier $\rho$. The rotor Hamiltonian then becomes quadratic,

$$ H_\theta = -Q_\theta \sum_{(i,j)} X_i^* X_j + \frac{U}{2} \sum_i L_i^2 + \rho \sum_i (|X_i|^2 - 1). \quad (B4) $$

The corresponding action is $S_\theta = \int_0^\beta dt L_\theta$. Using the Legendre transformation, we have $L_\theta = -\sum_i L_i (i\partial_\theta_i + H_\theta)$ with $i\partial_\theta_i = \frac{\partial}{\partial \theta_i} \rho$, which gives $L_i = i\partial_\theta_i / U$. Considering the replacement $X_i = e^{i\theta_i}$, we have $L_i^2 = (\partial_i X_i)^* \partial_i X_i / U^2$. Then, we obtain,

$$ L_\theta = -\frac{1}{2U} \sum_i (\partial_i X_i)^* \partial_i X_i - Q_\theta \sum_{(i,j)} X_i^* X_j + \rho \sum_i |X_i|^2. \quad (B5) $$

Now the rotor spectrum can be obtained via the Fourier transformation, which yields

$$ S_\theta = \sum_{k,\omega} X^*(k, \omega) (-\frac{\omega^2}{2U} + \rho - 2Q_\theta g_k) X(k, \omega), \quad (B6) $$

where $\omega_n = 2n\pi / \beta$ is the bosonic Matsubara frequency. The energy dispersion of rotors then reads $\xi_\theta(k) = \pm \sqrt{2U(\rho - 2Q_\theta g_k)}$. 


After solving the spinon and rotor Hamiltonians, the parameters \( Q_f, Q_\theta \), together with \( \mu \) and \( \rho \) can then be calculated self-consistently via the equations,

\[
Q_f = \frac{U}{3N} \sum_k \frac{g_k}{|\xi_\theta(k)|},
\]

\[
Q_\theta = -\frac{1}{6NQ_f} \left\{ \sum_{k'} \left[ \xi_{1f}(k') + \mu \right] + \sum_{k''} \left[ \xi_{2f}(k'') + \mu \right] \right\},
\]

\[
1 = \frac{1}{N} \left( \sum_{k'} 1 + \sum_{k''} 1 \right),
\]

\[
1 = \frac{1}{N} \sum_k \frac{1}{|\xi_{\theta}(k)|}, \tag{B7}
\]

where the relations \( n = -\partial F/\partial \mu \) and \( F/\partial \rho = 0 \) with \( n \) the occupation number of electrons and \( F \) the free energy have been used. \( \xi_{1f}(k) = -2tQ_fg_k - \mu \pm 2tQ_f \sqrt{A_k^2 + |B_k|^2} \) are the spinon dispersions obtained from \( H_f \) in Eq.(B3), and the notation \( k' \) (\( k'' \)) indicates that only the \( k' \) (\( k'' \)) that satisfy \( \xi_{1f}(k') < 0 \) \( (\xi_{2f}(k'') < 0) \) are included in the summation. When the energy gap of rotors \( \Delta_g = 2 \min(|\xi_{\theta}(k)|) \) closes, the rotor bosons condense. The transition to the Mott phase is characterized by the change of \( \Delta_g \) from zero to nonzero where the rotor bosons become uncondensed. The numerical result of this transition is shown in the MF phase diagram (Fig.5).
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