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Abstract—This paper describes the application of the Opt-aiNet algorithm to the reconfiguration problem of distribution systems considering variable demand levels. The Opt-aiNet algorithm is an optimization technique inspired in the immunologic bio system and it aims at reproducing the main properties and functions of this system. The reconfiguration problem of distribution networks with variable demands is a complex problem that aims at identifying the most adequate radial topology of the network that complies with all technical constraints in every demand level while minimizing the cost of power losses along an extended operation period. This work includes results of the application of the Opt-aiNet algorithm to distribution systems with 33, 84, 136 and 417 buses. These results demonstrate the robustness and efficiency of the proposed approach.

Index Terms—Distribution System Reconfiguration, Variable Demands, Artificial Immune Systems, Opt-aiNet.

I. INTRODUCTION

Electrical companies are currently directing large investments to distribution systems in order to modernize them and to improve their automation level. These investments are designed to improve the reliability, the efficiency and the security of these systems. In this scope a lot of work has also been done at the scientific level namely to address the reconfiguration problem of distribution networks usually termed as DSR, Distribution System Reconfiguration.

The DSR problem is a complex and combinatorial problem that can be modeled as a mixed-integer nonlinear programming (MINLP) problem [1]. The DSR problem consists of identifying the best radial topology for an Electrical Distribution Systems (EDS) through the opening and closing of switches, so that it is optimized an objective function, which typically corresponds to the minimization of the active power losses. In this paper, the DSR problem is addressed considering variable demand levels, the objective function is the minimization of the cost of energy losses along the planning period, always subject to the technical operation constraints of the EDS, such as the radiality condition, nodal voltage limits, branch current capacity limits, and satisfying the first and the second Kirchhoff Laws.

The DSR problem is difficult to solve using exact mathematical methods, as there are many combinations of solution candidates. Therefore, an alternative consists of using intelligent optimization techniques, such as heuristic and meta-heuristics algorithms, artificial neural networks, artificial immune systems, among others. These techniques include effective strategies that enable reducing the search space and finding the best solution or at least good quality solutions.

In this sense, the literature related with the DSR problem assuming fixed demand levels includes publications reporting the use of heuristic algorithms [1-2], meta-heuristics as Genetic Algorithms [3], Simulated Annealing [4], Tabu Search [5], Ant Colonies [6], GRASP [7], Artificial Neural Networks [8] and Artificial Immune Systems [9]. On the other hand, references [10-13] address the DSR problem assuming variable demand levels.

This paper describes the application of the Artificial Immune Network for Optimization (Opt-aiNet) to the DSR problem with variable demands [14]. In order to evaluate the quality of each candidate radial topology it is run a power flow study specially designed to address radial networks [15] for each demand level to be analyzed. As a result, it is possible to obtain the cost of energy losses along the specified operation period. In order to illustrate the application of the Opt-aiNet, this paper includes results obtained for distribution networks with 33, 84, 136 and 417 buses. These results confirm the robustness and the efficiency of the proposed approach.

II. OPT-AINET ALGORITHM

This paper describes the application of the Artificial Immune Network for Optimization (Opt-aiNet) to the DSR problem. The Opt-aiNet algorithm was originally proposed in [14], and it represents an extension of the aiNet to solve optimization problems. It can be described as presented in the following steps.

Step I: Generate a population \( (P) \) with \( N \) antibodies;

Step II: Evaluate the affinity (objective function) for each antibody in the population \( P \) and store the mean of the population’s affinity in OldAffinity;

Step III: While the criterion of stabilization of the population is not satisfied repeat steps a. to g. as follows:

a. Generate \( N_c \) clones for each antibody of the population \( P \) forming subsets of antibodies comprising the original antibodies (father antibody) and its clones;

b. Submit the \( N_c \) clones of each father antibody to a hypermutation process originating matured clones;
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c. Evaluate the affinity (objective function) of each matured clone;

d. For each subgroup composed by a father antibody (original antibody) and its respective matured clones, select the antibody with the best affinity and remove the others, leaving the population \( P \) with the best antibodies of each subgroup through an elitist process;

e. Store the mean of the population’s affinity in \( \text{NewAffinity} \);

f. Check the stabilization criterion: if the percentual difference between \( \text{OldAffinity} \) and \( \text{NewAffinity} \) is larger than a threshold \( S \) (similarity rate) in the clonal suppression;

g. Update \( \text{OldAffinity} \leftrightarrow \text{NewAffinity} \) and return to a.;

Step IV: Eliminate all antibodies of the population that have a resemblance larger than a threshold \( S \) (similarity rate) in the clonal suppression;

Step V: If the size of the population \( P \) is lower than \( N \), generate as many antibodies as necessary to complete the population;

Step VI: If the stopping criterion is not satisfied, go back to the Step III, otherwise, stop.

The antibodies correspond to candidate solutions and each antibody generates a total number of \( N_c \) clones. According to [16], the number \( N_c \) of clones generated in Step III.a for each antibody \( i \) is given by (1). In this expression \( \beta \) is a multiplicative factor in \([0,1]\), \( N \) is the total number of antibodies in the population \( P \), and \( \text{round}() \) is the operator that outputs the nearest integer of its argument.

\[
N'_c = \text{round}(\frac{BN_i}{l}) \tag{1}
\]

Following [16], the mutation rate \( \alpha \) of each clone is given by (2). In this expression \( \rho \) is a parameter that controls the output of the exponential function and \( f^* \) is the normalized value of the affinity function.

\[
\alpha = \exp(-\rho f^*) \tag{2}
\]

The \( f^* \) parameter is calculated using (3) for minimization problems [16]. In these expressions, \( f_{\max} \) represents the maximum value of the affinity function.

\[
f^* = \frac{f}{f_{\max}} \tag{3}
\]

The number of mutations affecting each clone of an antibody [17] is given by (4). In this expression \( m \) is the number of mutations that will affect a clone of an antibody, \( \text{round}() \) is the operator that outputs the nearest integer of its argument and \( N(0,1) \) is the operator that outputs the nearest integer of its argument.

\[
m = \text{round}(\alpha^* N(0,1)) \tag{4}
\]

III. PROPOSED METHODOLOGY

This section details the application of the Opt-aiNet algorithm described in Section II to the solution of the DSR problem with variable demand levels.

A. Coding of the Candidate Topologies

In this work we used the coding proposed in [18] for the DSR problem. In this coding scheme, the EDS is represented as a tree (graph theory) constituted by an array of arcs (branches). The encoding vector has dimension \( n_l \) (number of branches) and it represents the entire electrical system through all its branches. In this coding scheme the first \((n_b-1)\) elements of the vector are the branches included in the radial topology (subset \( N_1 \)), and the branches between positions \( n_b \) and \( n_l \) (subset \( N_2 \)), are the connection elements (branches off the radial configuration), as illustrated in Figure 1.

![Figure 1. Codification vector for the 14-node system.](image)

For example, Figure 2 displays a radial topology for this 14 nodes distribution network. This topology can be represented as (5), where all elements between 1 and \((n_b-1)\) belong to the network topology. These elements are represented by continuous segments in the Figure and constitute a tree of the associated graph. The other elements, from \( n_b \) til the end of the vector, are disconnected in this configuration and are in dotted segments in Figure 2. This representation is not fixed, given that the same topology can be represented for instance as (6), which can help to diversify the search depending on the kind of operators that are used.

\[
[C_1 \ C_5 \ C_{10} \ C_2 \ C_7 \ C_{11} \ C_3 \ C_6 \ C_{12} \ C_4 \ C_{13} \ C_9 \ (C_{14} \ C_{15} \ C_{16})] \tag{5}
\]

\[
[C_1 \ C_2 \ C_3 \ C_4 \ C_5 \ C_7 \ C_8 \ C_9 \ C_{10} \ C_{11} \ C_{12} \ C_{13} \ (C_{14} \ C_{15} \ C_{16})] \tag{6}
\]

![Figure 2. Example of codification to the 14-node system.](image)

This codification ensures that the initial population only includes radial topologies. Therefore, it is possible to develop search operators that preserve the radiality of the topology, thus avoiding this type of infeasibility.

B. Strategy to Generate the Initial Population

To generate the initial population \( P \) including \( N \) elements for the Opt-aiNet algorithm, we used the Prim heuristic detailed in [18]. This heuristic uses the codification detailed in the previous section and it is described in the next steps. From each run it yields a radial topology and so it is applied as many times as the number of elements in the population.

Step I: \( D \) is the set of nodes included in the current configuration;
Step II: Set $D = \phi$, $N1 = \phi$, $N2 = \phi$;

Step III: Add to $D$ the node associated to the system substation. This node is taken as the root node;

Step IV: Find all branches with a vertex in $D$;

Step V: Randomly select a branch identified in the previous step to enter in the current topology;

Step VI: If the selected branch generates a loop in the topology, include it in $N2$, otherwise include the opposite vertex of that branch in $D$ and the branch in $N1$;

Step VII: Go back to Step III until all branches are selected.

At the end of the process, the vector $[N1, N2]$ represents a radial topology of the EDS. This strategy always generates topologically feasible solutions from the radial point of view, contributing to the efficiency and diversity of the algorithm proposed in this paper.

C. Operator to Evaluate the Affinity

The operator to evaluate the affinity is used to characterize the quality of each candidate solution (each antibody) in the population $P$. This value is related with the cost of the energy losses associated with that topology when supplying a specified demand level in each bus. In order to obtain the losses it is run a power flow study specially designed to address radial networks [15]. It is important to mention that if a particular topology associated with an antibody is infeasible from a technical point of view (namely because nodal voltage limits or branch current limits are violated) it is penalized after running the power flow and getting the value of the losses. If several demand scenarios are under analysis, then a power flow exercise is run for each of them and at the end (7) is used to obtain the affinity value of the associated topology. In this expression $Nd$ is the number of demand levels to be analysed, $T_i$ and $P_i$ are the duration and the power losses associated with the demand level $i$ and $K_i$ is the cost of energy for period $i$.

$$ f = \sum_{i=1}^{Nd} [K_i * T_i * P_i] $$

(7)

D. Cloning Operator

In the cloning process, it is generated a subpopulation of clones ($C$). The subpopulation consists of $N_c$ clones obtained from the antibodies of the subpopulation $P_{in}$. The number of clones generated by each antibody is calculated using (1).

E. Hypermutation Operator

In the hypermutation process, it is necessary to calculate in the first place the number of mutations of an antibody $i$ in the iterative process of the Opt-aiNet using (4). Equation (2) defines the mutation rate ($\alpha$), and (3) establishes the normalized affinity ($f^*$). Following these calculations, a random mutation is performed as described in the next steps.

Step I: Read $C$ and obtain $N_c$ (number of clones);

Step II: For each clone in the population $C$, calculate the number of mutations ($m$) and do:

a. Select randomly a circuit $l \in N2$ to each antibody. This position $l$ represents a disconnected circuit;

b. Connect/close the selected circuit and identify the loop that is formed. Choose a circuit in the loop that was formed and replace it by the circuit $l$;

Step III: Store in $C^*$ the matured antibodies and return $C^*$;

Figure 3 presents an illustrative example of the hypermutation process. In this example it was used the antibody modeled by (6). In this process, it was initially randomly chosen a branch belonging to set $N2$, i.e., a disconnected circuit. After this process, this circuit is connected and a loop is formed in the system. This loop should be identified and stored. Then, it is randomly chosen another branch belonging to the mentioned loop to replace the initial branch. Finally the branches are exchanged (branch 15 is replaced by branch 11 in this example), generating a matured antibody. This hypermutation strategy always generates topologically feasible antibodies.

F. Selection Operator

During the iterative process of the Opt-aiNet algorithm an elitist selection process is carried out, so that the antibody with the best affinity within each subset of antibodies (father antibody and its matured clones) always remains in the population $P$ after the processes of cloning and hypermutation. This process ensures that in each iteration of the algorithm the best antibodies are never replaced by worse affinity antibodies.

G. Stopping Criterion for the Internal Iterative Process

The internal iterative process finishes when the population is stabilized, that is, when the variation between the average values of the population’s affinity for two consecutive iterations during this process is smaller than a threshold. If the average value of the population’s affinity does not change from one iteration to the next more than a pre-established percentage, then the population is considered to be stable and the hypermutation process ends.

H. Clonal Suppression Process

In the clonal suppression process, the population $P$ is evaluated by comparing the similarity between its antibodies. If the similarity between a pair of antibodies is larger than a threshold $S$ (similarity rate), then one of the antibodies is discarded through the clonal suppression process. In this comparison an index of similarity between the topologies is calculated and used to make the decision. As a result, similar
antibodies are eliminated in order to provide greater population diversity.

I. Control of the Population’s Size

After the clonal suppression process, the algorithm checks if the population size is lower than \( N \). If so, new antibodies are randomly generated using the heuristic presented in subsection III.B in order to complete the population.

J. Stopping Criteria

The Opt-aiNet algorithm stops if the affinity value of the best antibody in the population did not change for a specified number of iterations and the average of the affinity value of all the antibodies in the population doesn’t change more than a specified percentage along a specified number of iterations. If the two above conditions hold simultaneously, then the algorithm ends indicating that a final solution was obtained. If not, the iteration counter is increased by 1. If the maximum number of iterations was reached then the algorithm stops indicating that a final solution was not obtained. If not, it returns to Step II to start a new iteration.

IV. APPLICATIONS AND RESULTS

This section presents the results that were obtained using the Opt-aiNet algorithm to solve the DSR problem with variable demand levels. The Opt-aiNet algorithm was implemented in the Borland C++ 6.0® [19] platform. In order to obtain the power active losses for each demand level and for each candidate solution (each antibody in the population) we used the power flow algorithm detailed in [15]. The tests were conducted using the parameters in Table II where \( \epsilon \) is the tolerance used in the power flow algorithm detailed in [15]. These parameters were established after running the Opt-aiNet algorithm in a number of trial tests.

TABLE I. Load factors of the consumers and cost of energy losses.

| Hour | Residential | Commercial | Industrial | Cost (US$/kWh) |
|------|-------------|------------|------------|----------------|
| 1    | 0.3600      | 0.2838     | 0.0625     | 0.0650         |
| 2    | 0.2600      | 0.2973     | 0.1000     | 0.0650         |
| 3    | 0.2400      | 0.2838     | 0.0750     | 0.0650         |
| 4    | 0.2200      | 0.3108     | 0.1188     | 0.0650         |
| 5    | 0.2400      | 0.2938     | 0.1000     | 0.0650         |
| 6    | 0.4200      | 0.3378     | 0.0875     | 0.0650         |
| 7    | 0.5400      | 0.4054     | 0.1375     | 0.1100         |
| 8    | 0.5600      | 0.5270     | 0.3875     | 0.1100         |
| 9    | 0.5400      | 0.7297     | 0.7438     | 0.1100         |
| 10   | 0.5800      | 0.8311     | 0.7625     | 0.1100         |
| 11   | 0.4300      | 1.0000     | 0.9000     | 0.1100         |
| 12   | 0.4800      | 0.9595     | 1.0000     | 0.1100         |
| 13   | 0.5800      | 0.9324     | 0.6188     | 0.1100         |
| 14   | 0.5200      | 0.9595     | 0.6875     | 0.1100         |
| 15   | 0.4100      | 0.9730     | 0.7875     | 0.1300         |
| 16   | 0.4600      | 0.9595     | 0.7625     | 0.1300         |
| 17   | 0.4200      | 0.9730     | 0.8125     | 0.1300         |
| 18   | 0.4900      | 0.9189     | 0.8750     | 0.1300         |
| 19   | 0.7900      | 0.7838     | 0.6188     | 0.1500         |
| 20   | 0.9840      | 0.7162     | 0.3563     | 0.1500         |
| 21   | 0.9700      | 0.6622     | 0.2375     | 0.1500         |
| 22   | 1.0000      | 0.5811     | 0.1250     | 0.0650         |
| 23   | 0.5400      | 0.5000     | 0.1188     | 0.0650         |
| 24   | 0.4200      | 0.3229     | 0.0832     | 0.0650         |

B. Parameters of the Opt-aiNet Algorithm

The tests using the four mentioned distribution systems were conducted using the parameters in Table II where \( \epsilon \) is the tolerance used in the power flow algorithm detailed in [15]. These parameters were established after running the Opt-aiNet algorithm in a number of trial tests.

TABLE II. Parameters used in the Opt-aiNet.

| Parameters | Distribution system |
|------------|---------------------|
| \( N \)    | 33-, 84-, 136- | 417- |
| \( \beta \) | 0.3         | 0.3  |
| \( \gamma \) | 50         | 90   |
| \( \delta \) | 4          | 5    |
| \( \epsilon \) | 80%       | 80%  |
| \( \epsilon \) | 1%         | 1%   |
| \( \epsilon \) | 10^{-6}    | 10^{-6} |

C. Systems with 33, 84, 136 and 417 nodes

For each tested system, Table III presents the disconnected branches in the initial topology and in the final topology that was identified using the Opt-aiNet algorithm, that is after reconfiguration. This table also indicates the cost of energy losses for both topologies as well as the reduction that was obtained. The use of the Opt-aiNet led to a reduction from 10% to 31% in the cost of energy losses when going from the initial to the final topology.

For the 33-, 84-, 136- and 417-node systems, the Opt-aiNet algorithm found the best solutions reported in the literature, such as presented in [12-13]. Finally, the average time to obtain the results was 0.258, 4.095, 25.723 and 174.232 seconds, respectively.
V. CONCLUSION

This paper describes the application of the Opt-aiNet algorithm to the Distribution System Reconfiguration problem considering variable demands that change along the planning period, 24 hours in this case. The search for the most adequate topology is driven by the minimization of the cost of energy losses, assuming that the energy cost also varies along the day. The Opt-aiNet algorithm was tested using 4 distribution systems, with 33, 84, 136 and 417 buses and in all analyzed cases the Opt-aiNet was able to identify topologies that are feasible from a technical point of view and also better regarding solutions provided in the literature. Finally, the Opt-aiNet algorithm had a very satisfactory behavior, namely considering its robustness and efficiency.
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