Uncovering the planets and stellar activity of CoRoT-7 using only radial velocities
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ABSTRACT

Stellar activity can induce signals in the radial velocities of stars, complicating the detection of orbiting low-mass planets. We present a method to determine the number of planetary signals present in radial-velocity datasets of active stars, using only radial-velocity observations. Instead of considering separate fits with different number of planets, we use a birth-death Markov chain Monte Carlo algorithm to infer the posterior distribution for the number of planets in a single run. In a natural way, the marginal distributions for the orbital parameters of all planets are also inferred. This method is applied to HARPS data of CoRoT-7. We confidently recover the orbits of both CoRoT-7b and CoRoT-7c although the data show evidence for the presence of additional signals.
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1. Introduction

Imagine we have at our disposal a set of spectroscopic observations of an unknown star, and we can obtain precise radial-velocity (RV) measurements, using the cross-correlation function (CCF) technique (Baranne et al. 1996; Pepe et al. 2002). The so-called line profile indicators (such as the full width at half maximum of the CCF, its bisector span, and associated quantities, e.g. Figueira et al. 2013) and activity indicators, like the log $R'_{HK}$ (Noyes et al. 1984), are also usually available but are not necessary for our analysis. And without other instruments at hand, we cannot measure the star’s photometric variations, as is the case for most targets in RV surveys.

Armed with some statistical artillery, we aim to answer the following question: how many orbiting planets can be confidently detected in these data, and what are their orbital parameters and minimum masses?

Besides planets, other physical processes can induce variations in the radial velocities of a star. These include stellar oscillations, granulation, spots and faculae/plages, and long-term magnetic activity cycles (see, e.g. Saar & Donahue 1997; Santos et al. 2010; Boisse et al. 2011; Dumusque et al. 2011a). Some of these activity-induced signals can be mitigated or averaged out by adapting the observational strategy (Dumusque et al. 2011b). But signals caused by the presence of active regions on the stellar surface can show periodicities and amplitudes similar to the ones induced by real planetary signals, and may be harder to disentangle. Indeed, these signals can even mimic planetary signals (e.g. Figueira et al. 2010; Santos et al. 2014; Robertson et al. 2015).

Simultaneous photometric and RV observations have been successfully used to constrain activity-induced RV signals. However, this approach requires either a joint model for photometric and RV variations, which can be statistical (e.g. Rajpaul et al. 2015) or based on a description of the stellar features inducing the signal (e.g. Lanza et al. 2010), or a conversion from photometric variations to RV variations (e.g. Haywood et al. 2014, hereafter H14).

Here we present a framework that models activity-induced signals as correlated noise in the RV observations and does not require simultaneous photometric observations. The method is based on the fact that, for data of sufficient quality, it is possible to distinguish if an oscillating signal has the Keplerian shape that is expected from a planet, or some other approximately-periodic shape as expected from stellar activity. Below we describe our model and apply it to High Accuracy Radial Velocity Planet Searcher (HARPS; Mayor et al. 2003) observations of CoRoT-7.

2. A Bayesian model for RV data

In this section we present in detail our model for RV data and describe the two types of signals we consider: planetary signals and activity-induced noise.

2.1. RV planetary signals

The dynamical evolution of a planetary system is governed by the gravitational interactions of its constituent bodies. For most systems with multiple planets one can assume, to a good approximation, that the mutual planetary perturbations are negligible on timescales that are comparable to the duration of observations. The stellar RV perturbations that are due to a
multiple-planet system can then be modelled as a linear superposition of Keplerian orbits.

Each Keplerian can be described with five RV observables: the semi-amplitude $K$, the orbital period $P$, the eccentricity $e$, an orbital phase $\phi$, and the longitude of the line-of-sight, $\omega$. We also consider a systemic velocity, $v_{\text{sys}}$, of the centre of mass of the system, which corresponds to an RV zero-point measured by HARPS.

### 2.2. Gaussian processes to model stellar activity

Even if activity signals cannot be easily described analytically (a complete description would require knowledge of the active region distribution and evolution, temperature contrast and stellar parameters, such as inclination and limb darkening), we can make some assumptions about their form. Besides assuming the signals will be continuous and smooth, stellar rotation induces a periodicity or quasi-periodicity, as active regions evolve and cycle in and out of view on the stellar surface.

For the purposes of detecting planets using RV measurements, the signals caused by stellar activity can then be seen as correlated quasi-periodic noise. Gaussian processes (GP) are an increasingly common tool to deal with correlated noise (e.g. Roberts et al. 2012). In their application to regression problems, GPs can be seen as prior distributions over functions, which will be constrained by the data (e.g. Rasmussen & Williams 2006). For our purposes, we use the GP to model the stochastic component of our signal – that is, the stellar noise.

A GP is defined by its mean function, the deterministic component of the signal, and its covariance function, which defines the overall behaviour of the functions under the GP distribution. When the covariance function is evaluated at the observed times, the covariance matrix is obtained. From the many possible choices for a covariance function, the quasi-periodic kernel is the most widely used in the exoplanet literature (e.g. H14; Grunblatt et al. 2015; Rajpaul et al. 2015), which results in a covariance matrix of the form

$$
\Sigma_{ij} = \eta_4^2 \exp\left[-\frac{(t_i - t_j)^2}{2\tau_4^2}\right] = \frac{2\sin^2\left(\frac{\pi(t_i - t_j)}{2\tau_4}\right)}{\eta_4^2} + (\sigma_i^2 + \sigma_j^2) \delta_{ij},
$$

This represents some of our expectations for the activity-induced RV signals: the correlations decay on a timescale of $\tau_4$ days and have a periodic component with period $\tau_4$ days. The parameter $\eta_4$ controls the relative importance of the periodic and decaying components. The parameter $\tau_4$ represents the amplitude of the correlations. This covariance matrix also takes additional uncorrelated noise into account, added quadratically to the diagonal, where $\sigma_i$ are the reported RV uncertainties and $s$ is a free parameter.

### 2.3. The complete model

Our complete model for the RV observations is shown in Fig. 1, in the form of a probabilistic graphical model. The diagram relates all the parameters (see Table 1 for their description) and observables in the model, stating their inter-dependencies. From this graphical representation we can build an expression for the joint probability of the parameters of interest and the data.

Let $\Theta$ be the vector of all the parameters in the model: $\Theta = \left[ \mu_p, v_p, \mu_k, \mu_r, P, K, e, \phi, \omega, v_{\text{sys}}, \eta_1, \eta_2, \eta_3, \eta_4, s \right]$. The notation means that the subset $\{P, K, e, \phi, \omega\}$ will be repeated $N_p$ times (for each of the $N_p$ planets). An observed dataset is composed of $N$ radial-velocity observations $v_i$ at times $t_i$ and with associated uncertainty estimates $\sigma_i$. The diagram in Fig. 1 is a representation of the joint probability density function (PDF) for all the variables:

$$
p\left(\Theta, \{v_i\}, \{v_i^{\text{sys}}\} \mid \{t_i\}, \{\sigma_i\}, I\right),
$$

where we condition on the information $I$\(^1\). In the remainder of the paper we will include $\{t_i\}$ and $\{\sigma_i\}$ in $I$, because they are assumed to be fixed. To ease the notation, we also group the RV values in a proposition $D = \{v_i\}$. The $\{v_i^{\text{sys}}\}$ are obtained from evaluating the sum of the Keplerian signals at the observed times.

The joint PDF can be factored and rearranged to give Bayes’s theorem,

$$
p(\Theta \mid D, I) \propto p(\Theta \mid I) \cdot p(D \mid \Theta, I) / p(D \mid I),
$$

providing an expression for the posterior distribution for all the parameters, conditioned on the observed data. The posterior distribution contains all the information about the parameters that is available to us. With this distribution to hand, we can then infer how many planets are supported by the data and their orbital parameters and masses.

\(^1\) Here, $I$ encodes the assumptions considered when setting up the problem, e.g. the form of the GP kernel or the fact that we ignore planet-planet interactions, etc.
2.4. Determining the number of planets

To calculate the joint posterior distribution, following Eq. (2), we need the three terms on the right-hand side: the prior $p(\Theta | I)$, likelihood $p(D | \Theta, I)$, and evidence $p(D | I)$.

For the likelihood, the choice that reflects most genuinely our state of knowledge is a multivariate Gaussian distribution\(^2\), with mean $\{ \eta^p \}$ and covariance matrix $\Sigma$. The complete covariance matrix can be obtained, deterministically, from the values of $\eta_1, \eta_2, \eta_3, \sigma_r, \sigma_s$, and $s$, according to Eq. (1). The log-likelihood is then given by:

$$\ln p(D | \Theta, I) = -\frac{1}{2} r^T \Sigma^{-1} r - \frac{1}{2} \ln \det \Sigma - N \ln 2\pi,$$

where $r$ is the vector given by $v_i - v_i^{ee}$ for all data points.

The priors used for all the parameters are listed in Table 1. Most of them are the same as those used by Brewer & Donovan (2015) and were chosen to represent uninformative or vague prior knowledge. For the orbital periods and semi-amplitudes we assign hierarchical priors that are conditional on the hyperparameters, $\mu_p$, $w_p$, and $\mu_k$, respectively (see Table 1). This reflects our belief that knowing the parameters of one planet provides a small amount of information about the parameters of another planet.

For most of the parameters of the GP covariance kernel, we assigned log-uniform priors in sensible ranges. For $\eta_3$, the parameter that can be interpreted as the stellar rotation period, we assumed a uniform prior between 10 and 40 days.

To sample the joint posterior distribution, we used the algorithm proposed by Brewer (2014). The particular difficulty here – since $N_p$ is not known – is that the sampling algorithm needs to jump between candidate solutions with different numbers of planets. Brewer (2014) proposed a method that uses birth-death Markov chain Monte Carlo (MCMC) moves to infer $N_p$, within the diffuse nested sampling framework (Brewer et al. 2011). This way, one can estimate the value of the evidence while improving the mixing in complex posteriors (affected by multimodality and phase transitions). Brewer & Donovan (2015) applied this method to RV data of ν Oph and Gliese 581, although these authors did not incorporate GPs in their analysis.

3. Application to HARPS data

We apply the method described in the previous section to HARPS observations of CoRoT-7. The planet CoRoT-7b was first announced by Léger et al. (2009) and was the first super-Earth with a measured radius. Its orbital period is estimated from the transits in the CoRoT light curve as being $P_b = 0.854$ days (Léger et al. 2009). A second non-transiting planet, with $P_c = 3.69$ days, was detected in a follow-up RV campaign (Queloz et al. 2009) and a more disputed detection of a third planetary signal was reported by Hatzes et al. (2010).

Owing to the high activity levels of the host star, this system has since generated a wealth of discussion, resulting in different estimates for the masses of the planets (Lanza et al. 2010; Boisse et al. 2011; Ferraz-Mello et al. 2011; Pont et al. 2011; Hatzes et al. 2011). Simultaneous observations from CoRoT and HARPS were obtained in 2012 to help settle these issues (Barros et al. 2014; H14). These observations were analysed by H14 with an RV model that is similar to ours but considering information from the simultaneous photometric observations.

We emphasise that, in the following, we analyse the full set of RV observations. In summary, the star was observed with HARPS in 2009 and 2012, with a total of 177 public RV measurements. The average error bar on these measurements is $2 \text{ m s}^{-1}$ (which includes photon and instrumental noise) and the RV dispersion is $10 \text{ m s}^{-1}$, over the complete 3-yr timespan.

A common procedure in (current) RV studies is to fix the number of planets and sample the posterior for the remaining parameters (and possibly calculate the evidence) in a step-by-step approach. If we fix $N_p = 2$, we recover the orbital parameters of the two known planets, CoRoT-7b and CoRoT-7c, within the errors reported in H14 and Barros et al. (2014). The method we present in this paper is, however, much more general and allows for the full posterior for $N_p$ to be obtained from one run. We now proceed with this general method.

We ran our algorithm on the full set of RVs, using the priors in Table 1, and obtained 16 248 effective samples from the joint posterior distribution\(^3\). The evidence for our model is $\ln p(D | I) = -5309.9$. The resulting marginal posterior distribution for $N_p$ is shown in Fig. 2.

\(^2\) Figure 1 shows that all we know about the distribution of the $v_i$ are its first and second moments. The multivariate Gaussian follows from the principle of maximum entropy when the distribution is constrained to having a specified covariance matrix (e.g. Cover & Thomas 2006).

\(^3\) The computer used to run the simulations was equipped with an Intel® Core™ i5-4460 CPU running at 3.20 GHz and 4 GB of RAM. The running time to obtain 50 000 samples (from diffusive nested sampling’s target mixture distribution) was four days. Since the computational cost of the algorithm is dominated by the inversion of the covariance matrix, it is expected to scale roughly with $N^3$. 

---

**Table 1.** Meaning and prior distribution for the parameters in the model. In some cases we sample on the logarithm of the parameter.

| Hyper parameters |
|------------------|
| $N_p$ | number of planets | $\mathcal{U}(0, 10)$ |
| $\mu_p$ | median orbital period | $\log \mathcal{C}(5.9, 1)$ |
| $w_p$ | diversity orbital periods | $\mathcal{U}(0.1, 3)$ |
| $\mu_k$ | mean semi-amplitude | $\mathcal{C}(0, 1)$ |

| Planet parameters |
|-------------------|
| $P$ | orbital period | $\log \mathcal{L}(\log \mu_p, w_p)$ |
| $K$ | semi-amplitude | $\mathcal{E}(\mu_k)$ |
| $e$ | eccentricity | $\mathcal{B}(1, 3.1)$ |
| $\phi$ | orbital phase | $\mathcal{U}(0, 2\pi)$ |
| $\omega$ | longitude of line-of-sight | $\mathcal{U}(0, 2\pi)$ |

| GP and noise parameters |
|-------------------------|
| $\eta_1$ | amplitude of covariance | $\mathcal{L}\mathcal{U}(0.1, 50)$ |
| $\eta_2$ | aperiodic timescale | $\mathcal{L}\mathcal{U}(1, 100)$ |
| $\eta_3$ | correlation period | $\mathcal{U}(10, 40)$ |
| $\eta_4$ | periodic scale | $\mathcal{L}\mathcal{U}(0.1, 10)$ |
| $s$ | extra white noise | $\mathcal{C}(0, 1)$ |
| $v_{sys}$ | systematic velocity | $\mathcal{U}(\min v_i, \max v_i)$ |

Notes. Symbol meaning: $\mathcal{U}(., .)$ – uniform prior with lower and upper limits; $\mathcal{C}(., .)$ – Cauchy prior with location and scale (these distributions were truncated for numerical reasons); $\mathcal{L}(., .)$ – Laplace prior (sometimes called double exponential) with location and scale; $\mathcal{E}(., .)$ – exponential prior with mean; $\mathcal{B}(a, \beta)$ – Beta prior with shape parameters, $a$ and $\beta$, an approximation to the frequency distribution of eccentricities proposed by Kipping (2013); $\mathcal{L}\mathcal{U}(., .)$ – Log-uniform prior with lower and upper limits.
The posterior distribution for $N_p$ is one of the main outputs of our method. But to actually decide on what is the number of planets orbiting CoRoT-7, and answer our initial question, we need to clarify what we mean by “confidently detected”. Based on a scale suggested by Jeffreys (1998; see also Kass & Raftery 1995), some authors (e.g. Tuomi 2011; Feroz et al. 2011) have proposed that, to claim a detection of $N_p$ planets, the probability of $N_p - 1$ should be 150 times greater than the probability of $N_p = 1$. This criterion requires “strong” (Jeffreys 1998) evidence for detecting a planet, thus considering false positives to be much worse than false negatives. By applying this rule to our results, we choose $N_p = 2$ as the number of planets confidently detected in our dataset.

We emphasise that having confidently detected two planets is a different matter from knowing that the number of planets is actually two. According to the posterior distribution, it is more likely that there are four planets. But our detection criterion depends on the ratio of probabilities for consecutive values of $N_p$ (see Fig. 2), not on the probability values themselves. Of course, the posterior distribution is sensitive to the prior distributions, in particular as to how small we believe $K$ might be.

The joint posterior distributions for the orbital periods, semi-amplitudes, and eccentricities of the signals are shown in Fig. 3, where the samples for all Keplerians were combined. The figure shows a 2-dimensional histogram of the posterior samples, where the colourmap represents bin counts and is set in a logarithmic scale.

The two detected planets are seen as overdensity regions at $P_0 = 0.85$ days and $P_1 = 3.69$ days. Their amplitudes and eccentricities are well constrained. There is a clear posterior peak around two days with amplitude and eccentricity mostly unconstrained. The posterior also shows a smaller peak at 9 days, the period reported by Hatzes et al. (2010) as a possible third planet (see also Tuomi et al. 2014).

Marginal posterior distributions for the parameters of the GP and the extra white noise parameter $s$ are shown in Fig. 4. The posterior for $\eta_2$ is particularly interesting as it provides a constraint to CoRoT-7’s rotation period, obtained exclusively from the RVs. Our inferred value for the stellar rotation period of 22.30$^{+0.08}_{-0.01}$ days is obtained solely from the RV time-series and is in agreement (see Table 2) with earlier estimates which used the CoRoT light curve (Léger et al. 2009; Lanza et al. 2010; H14).

Also interesting is the joint behaviour of $\eta_2$, $\eta_3$, and $\eta_4$. For higher values of $\eta_2$, the periodic component of the covariance function loses importance relative to the decaying component, $\eta_2$ gets smaller and $\eta_1$ becomes unconstrained. In this case, the GP smoothes the RVs on a timescale of $\eta_2 \approx 3$ days. But when $\eta_2$ is of order unity (meaning the periodic component is present), the decaying timescale is higher and $\eta_1$ is constrained around 22 days. The values of $\eta_2$ in this situation (20–30 days) are closer to the stellar rotation period and are also consistent with the average lifetime of active regions measured in the CoRoT 2012 photometry (20.6 ± 2.5 days, H14). Our results therefore validate the approach taken by, e.g. H14 and Grunblatt et al. (2015), of modelling the activity-induced RV variations with a GP that has the covariance properties of the light curve.

Considering only the posterior samples with $N_p = 2$, Table 2 lists the median values of some orbital parameters for the two planets, and the maximum likelihood RV curves are shown in Fig. 5. Our estimates for the orbital parameters are in agreement, within the uncertainties, with the ones obtained by H14.

4. Discussion and conclusions

Building on the work of Brewer & Donovan (2015), we have developed a simple method to estimate the number of orbiting planets around active stars, using only RV measurements. We applied this method to HARPS observations of CoRoT-7 and confidently detect CoRoT-7b and CoRoT-7c, while finding weaker evidence for two additional signals. In this framework, there is no need to use photometric observations, information from transit detections, or auxiliary activity indicators.

The posterior distribution for $N_p$ shows evidence for the presence of extra signals, even if they do not meet our detection criteria. We note that the effects of considering a uniform prior for $N_p$ (thus giving considerable prior weight to large numbers of planets) and a hierarchical prior for the semi-amplitudes (which changes how the Occam’s razor penalty is taken into account) can be important and will be studied in the future.

Our choices for the likelihood, covariance function, and priors provide the model with a robustness against possible outliers which is similar to most analyses of RV data. If we had reason to...
Fig. 4. Marginalised 1D and 2D posterior distributions for the parameters of the GP and the extra white noise. The samples for all values of $N_p$ were combined. The titles above each column show the median of the posterior and the uncertainties calculated from the 16% and 84% quantiles. The solid lines are kernel density estimations of the marginal distributions.

Stepping back to appreciate our results, we find that there is a lot of information contained in the RVs, both about planetary and (arguably more importantly) activity signals, and that this information can be recovered. The GP provides a flexible and accommodating model for activity-induced signals, allowing us to infer the planetary masses and orbital parameters with more realistic uncertainties.

In the analysis of H14, the authors modelled the out-of-transit photometry using a GP (as an interpolator) and applied the FF$^+$ method of Aigrain et al. (2012) to obtain the RV signal that is due to activity. By comparing the evidence of models containing this activity signal plus zero, one, two, or three planets, they asserted that the two-planet model was the most probable. To model all the quasi-periodic signals in the data,
Our analysis rests on much fewer assumptions – only the RV measurements were used, the rotation period of the star was allowed to vary, the prior for the orbital periods is much less stringent – but we are still able to recover the same number of confidently detected planets and reliable estimates of the orbital parameters and the stellar rotation period (see Table 2). This shows that all this information is contained in the RV measurements and can be recovered with the flexibility of the GP, if we better account for the uncertainty associated with it.

We should finally note two important properties of the CoRoT-7 system, which made it ideal for this analysis. First, the amplitudes of the planet signals are much higher than the mean error bar of the HARPS observations, regardless of the stellar activity contamination. Second, the time sampling of the observations is almost ideal for the detection of short-period planets, and is very difficult to obtain as part of a typical RV survey. We highlight here the importance of further tests, using other well-studied datasets of active host stars as well as simulated datasets, for assessing the limits of applicability of our method.

Nevertheless, the importance of this work is not on the specific application to CoRoT-7, but instead on providing a simple and fast method to infer the number of planetary signals in the presence of stellar activity. With small modifications, this method can be used to search for planets around stars with different activity levels.
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