Evolution of Berry curvature and Reentrant Quantum Anomalous Hall Effect in an Intrinsic Magnetic Topological Insulator
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Recently, the magnetic topological insulator (TI) MnBi2Te4 emerged as a competitive platform to realize quantum anomalous Hall (QAH) states. We report a Berry-curvature splitting mechanism to realize the QAH effect in the disordered magnetic TI multilayers when switching from an antiferromagnetic order to a ferromagnetic order. We reveal that the splitting of spin-resolved Berry curvature, originating from the separation of the critical points during the magnetic switching, can give rise to a QAH insulator. We present a global phase diagram, and also provide a phenomenological picture to elucidate the Berry curvature splitting mechanism by the evolution of topological charges. At last, we predict that the Berry curvature splitting mechanism will lead to a reentrant QAH effect, which can be detected by tuning the gate voltage. Our theory will be instructive for the studies of the QAH effect in MnBi2Te4 in future experiments.
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Introduction.— The quantum anomalous Hall (QAH) state was proposed as a novel quantum state that exhibits quantized Hall conductance from topologically nontrivial bands rather than Landau levels [1]. Experimentally, the QAH state was initially realized in Cr-doped (Bi,Sb)2Te3 thin films, where the band gap is inverted by the Zeeman splitting [2–8]. However, the QAH effect in a magnetically doped topological insulator (TI) occurs at very low temperatures due to inhomogeneity introduced by magnetic dopants. Recently, a breakthrough was made in realization of an intrinsic magnetic TI in a van der Waals layered material MnBi2Te4 [9–27]. MnBi2Te4 exhibits antiferromagnetic (AFM) order and supports an axion insulator state without an external magnetic field. Applying the magnetic field to drive a transition from an AFM order to a ferromagnetic (FM) order can result in a quantum phase transition from an axion insulator to a QAH state in the even-number septuple-layered MnBi2Te4 [26–29]. Meanwhile, the QAH state was also observed in the odd-number septuple-layered MnBi2Te4, but the quantization of Hall resistance strongly depends on disorder and external magnetic fields [27]. This implies that disorder and magnetization are two key ingredients to determine and manipulate the QAH effect in this intrinsic magnetic TI material [30–36]. More importantly, it remains an open question that the onset temperature of the QAH in MnBi2Te4 is still an order of magnitude smaller than the inverted band gap [27]. Therefore, it is crucial to understand the origin of the QAH state and disorder effects in the few-layer MnBi2Te4 during the magnetic switching.

In this article, we propose a mechanism of the QAH effect in the few-layer magnetic TI MnBi2Te4. We reveal that the splitting of spin-resolved Berry curvature during the magnetic reversal can give rise to a QAH insulator phase even without closing the global energy gap in the disordered magnetic TI. This is in contrast to the band inversion mechanism of the clean QAH insulator, which always involves the closing and reopening of the bulk gap [3]. We further show that the Berry curvature can only be carried by the conducting states near the critical points and thus they are separated with increasing Zeeman splitting. This suggests that the disorder-induced critical points play a key role in realizing the QAH state in disordered magnetic TIs. We provide a phenomenological theory based on the evolution of topological charges at the critical points to interpret the creation of the QAH phase. At last, we predict a reentrant QAH effect, i.e., a QAH-normal insulator-QAH transition, to verify our theory in future transport experiments.

Model Hamiltonian.— The \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian of few-layer MnBi2Te4 at the \( \Gamma \) point can be written as [10, 37–39]

\[
H = H_N(\mathbf{k}) + g_m \delta H_M(\mathbf{k})
\]

with the nonmagnetic part \( H_N(\mathbf{k}) \) and the FM part \( g_m \delta H_M(\mathbf{k}) \) of the effective Hamiltonian given by

\[
H_N = \epsilon_0(\mathbf{k}) + \begin{pmatrix}
M(k) & V & 0 & A_{k_-} \\
V & -M(k) & A_{k_-} & 0 \\
0 & A_{k_+} & M(k) & V \\
A_{k_+} & 0 & V & -M(k)
\end{pmatrix}
\]
The splitting of Berry curvature $\Omega$ phase due to Berry curvature $\Omega$ red shadow region represents the disordered QAH insulator of a clean FM TI sample with $g_m = 0$. For the AFM phase with $g_m = 0$, the spectrum is double degenerated (see the dashed lines) due to the coexistence of an effective time-reversal symmetry and inversion symmetry. When turning on the FM term $g_m \delta H_M$ with $g_m = 1$, the two degenerate bands split and leave an energy spacing between them (see the solid blue, red lines and red shaded region). In the following, we will show that the interplay of the band splitting and the disorder induced localization effect can give rise to a QAH insulator phase in the red shaded region without closing the global energy gap. Here, the magnetic disorder that dominates in magnetic TI is included as $H_D = V(r)\sigma_z$, where the random potential $V(r) \in [-W/2, W/2]$ with disorder strength $W$ and the Pauli matrix $\sigma_z$ acting on the spin degrees of freedom.

**QAH insulator from Berry curvature splitting.**—To characterize the QAH effect of MnBi$_2$Te$_4$ in the presence of the magnetic disorder $H_D$, we adopt the zero-temperature Hall conductance defined as $\sigma_{xy} = (C_+ + C_-) e^2/h$. Here the spin-polarized Chern number $C_\pm$ is evaluated by the real-space noncommutative Kubo formula [43–46]

\[
C_\pm = \int_{-\infty}^{E} \Omega_\pm(\varepsilon) d\varepsilon,
\]

imposing the periodic boundary condition in both $x$ and $y$ directions. $\langle \cdots \rangle$ is ensemble averaged over random configurations, and $(\hat{x}, \hat{y})$ denotes the position operator. $P^\pm_\varepsilon$ is the spectral projector onto the positive (+) or negative (–) eigenvalue of $P_\varepsilon \Gamma_\varepsilon P_\varepsilon$, where $P_\varepsilon$ is the projector onto the state $|\varepsilon\rangle$ of eigenenergy $\varepsilon$ and $\Gamma_\varepsilon = \text{diag}[1, -1, -1, 1]$. Figure 1(a) plots the energy spectrum of the Hamiltonian $H$ with $V = 0$. For the AFM phase with $g_m = 0$, the spectrum is double degenerated (see the dashed lines) due to the coexistence of an effective time-reversal symmetry and inversion symmetry. When turning on the FM term $g_m \delta H_M$ with $g_m = 1$, the two degenerate bands split and leave an energy spacing between them (see the solid blue, red lines and red shaded region). In the following, we will show that the interplay of the band splitting and the disorder induced localization effect can give rise to a QAH insulator phase in the red shaded region without closing the global energy gap. Here, the magnetic disorder that dominates in magnetic TI is included as $H_D = V(r)\sigma_z$, where the random potential $V(r) \in [-W/2, W/2]$ with disorder strength $W$ and the Pauli matrix $\sigma_z$ acting on the spin degrees of freedom.

**QAH insulator from Berry curvature splitting.**—To characterize the QAH effect of MnBi$_2$Te$_4$ in the presence of the magnetic disorder $H_D$, we adopt the zero-temperature Hall conductance defined as $\sigma_{xy} = (C_+ + C_-) e^2/h$. Here the spin-polarized Chern number $C_\pm$ is evaluated by the real-space noncommutative Kubo formula [43–46]

\[
C_\pm = \int_{-\infty}^{E} \Omega_\pm(\varepsilon) d\varepsilon,
\]

imposing the periodic boundary condition in both $x$ and $y$ directions. $\langle \cdots \rangle$ is ensemble averaged over random configurations, and $(\hat{x}, \hat{y})$ denotes the position operator. $P^\pm_\varepsilon$ is the spectral projector onto the positive (+) or negative (–) eigenvalue of $P_\varepsilon \Gamma_\varepsilon P_\varepsilon$, where $P_\varepsilon$ is the projector onto the state $|\varepsilon\rangle$ of eigenenergy $\varepsilon$ and $\Gamma_\varepsilon = \text{diag}[1, -1, -1, 1]$. Figure 1(a) plots the energy spectrum of the Hamiltonian $H$ with $V = 0$. For the AFM phase with $g_m = 0$, the spectrum is double degenerated (see the dashed lines) due to the coexistence of an effective time-reversal symmetry and inversion symmetry. When turning on the FM term $g_m \delta H_M$ with $g_m = 1$, the two degenerate bands split and leave an energy spacing between them (see the solid blue, red lines and red shaded region). In the following, we will show that the interplay of the band splitting and the disorder induced localization effect can give rise to a QAH insulator phase in the red shaded region without closing the global energy gap. Here, the magnetic disorder that dominates in magnetic TI is included as $H_D = V(r)\sigma_z$, where the random potential $V(r) \in [-W/2, W/2]$ with disorder strength $W$ and the Pauli matrix $\sigma_z$ acting on the spin degrees of freedom.
Figure 1(b) depicts the disorder-averaged zero-temperature Hall conductance $\sigma_{xy}$ as a function of the Fermi energy $E$ for various magnetization $g_m$. We fix the disorder strength $W = 3$ and only show the $E < 0$ part since the $E > 0$ part is the same due to particle-hole symmetry. For the AFM phase with $g_m = 0$, the system preserves an averaged time-reversal symmetry and thus the Hall conductance $\sigma_{xy}$ approaches zero. Note that the averaged time-reversal symmetry means that time-reversal symmetry, which is violated by magnetic disorder, remains unbroken on average [47]. When we turn on the magnetization $g_m$, $\sigma_{xy}$ grows and exhibits a peak near $E = 0.6$ when $g_m = 0.4$, and it is fully quantized to be $e^2/h$ when $g_m = 1$, meaning that a QAH insulator phase shows up (in the red region). For comparison, we also show $\sigma_{xy}$ at $g_m = 1$ for a clean sample ($W = 0$) (see the red dashed line). Apparently, $\sigma_{xy}$ is non-quantized in this case and the system behaviors as an anomalous Hall metal [48]. This suggests the disorder plays an important role and can lead to the QAH insulator from a metal in the red region [see Fig 1(b)].

To elucidate the origin of the QAH insulator phase in Fig. 1(b), we investigate the spin-polarized Berry curvature $\Omega_\pm(E)$ and the spin-polarized Chern number $C_\pm$ in Figs. 1(c-h). At $g_m = 0$, one can see that the Berry curvature $\Omega_\pm(E) = dC_\pm/dE$ shows two peaks of opposite values at $E_c \approx 0.65$ in Fig. 1(c). Meanwhile, the spin-polarized Chern numbers $C_\pm$ show a Heaviside function behavior $\Theta(E-E_c)$ with $E_c \approx 0.65$ in Fig. 1(f). Here the spin-polarized Chern numbers $C_\pm = \pm 1$ originate from the topological nature of the 2D TI, which has been recently observed by transport measurement of MnBi$_2$Te$_4$ multilayers [41, 42]. By increasing $g_m$, the two peaks of the Berry curvature $\Omega_\pm(E)$ separate as shown in Figs. 1(d-e) and therefore the two Chern numbers $C_\pm$ with opposite sign are no longer symmetric with respect to zero [see Figs. 1(g-h)]. This gives rise to a net Hall conductance plateau $\sigma_{xy} = (C_- + C_+)e^2/h$ near $E \approx 0.6$ when $g_m = 1$ in Fig. 1(b). As a result, we conclude that that the QAH insulator found above results from the Berry curvature splitting caused by disorder and Zeeman splitting.

Next, let us explore the relation between the Berry curvature and the conducting states. The localized and extended states can be distinguished by smooth changes in boundary conditions of the wave function [49–51]. The total density of states $\rho$ and the density of conducting states $\rho_c$ for a sample with size $S = L \times L$ are defined as $\rho = dN(E)/dS$ and $\rho_c = dN_c(E)/dS$, where $N(E)$ and $N_c(E)$ are the total number of states and the number of conducting states at $E$, respectively.

In Figs. 2(a-c), the density of state $\rho$ spreads towards the band gap with increasing $g_m$ thanks to the splitting of two generate bands. However, the band gap does not close as the magnetization increases from $g_m = 0$ to $g_m = 1$, implying the QAH insulator in Fig. 1(b) cannot be attributed to the band inversion. For comparison, we plot the density of conducting states $\rho_c$ against $E$ for different $g_m$ in Figs. 2(d-f). Generally, the decrease in $\rho_c$ with the system size $L$ indicates an insulating phase since the density of conducting states goes to zero in the large $L$ limit, while $\rho_c$ does not change with $L$ at the critical point. When $g_m = 0$, there are two double generate critical points at $E = 0.65$ due to the averaged time-reversal symmetry. They split and move to $E_{c1} = 0.45$ and $E_{c2} = 0.75$ when $g_m = 0.4$, and then to $E_{c1} = 1$ and $E_{c2} = 0.2$ when $g_m = 1$. This leads to a mobility gap between two critical points since $\rho$ is nonzero [see Figs. 2(b-c)]. The quantized Hall conductance region in Fig. 1(b) is exactly the same as the mobility gap region, which verifies that the QAH insulator results from the splitting the Berry curvature without closing the global energy gap in the disordered magnetic TI. We would like to emphasize that the critical point positions of $\rho_c$ are consistent with the peak positions of the Berry curvatures $\Omega_\pm$ in Figs. 1(c-e). This demonstrates that the Berry curvature $\Omega_\pm$ is only carried by the conducting states.

Phase diagram and phenomenological theory. To gain the global phase structure, we perform the finite-size scaling analysis of the localization length $\Lambda = \Lambda/L$ versus energy $E$ at different magnetization $g_m$ and disorder strength $W$. The curves correspond to different sample widths $L$. The phase diagrams of disordered magnetic TI on the (h)$g_m$-$E$ plane with $W = 3$ and (i)$W$-$E$ plane with $g_m = 1$. In (h), one can see that two QAH phases with $C = \pm 1$ (red regions) show up with increasing $g_m$ due to the Berry curvature splitting, while the global band gap does not close. $D = 0.01$ and other parameters are the same as Fig. 2.
ple length is chosen to be $L_y = 10^6$. The normalized localization length $\Lambda = \lambda/L$ increases (decreases) with the increase in width $L$ of the sample for a metallic (insulator) phase, and $d\Lambda/dL = 0$ for a critical point [54].

Figures 3(a)-(c) plot the normalized localization length $\Lambda$ against the energy $E$ for different magnetization strengths at $W = 3$. The conduction and valence bands both possess two degenerate critical points with $d\Lambda/dL = 0$ at $g_m = 0$ and they separate apart with increasing $g_m$. This is in accordance with the scaling behaviors of the density of conducting states $\rho_c$. When we further increases disorder strength $W$ for $g_m = 1$, the critical points move toward the band center [see Figs. 3(d-g)]. One pair of the critical points annihilate at the band center when $W = 5$ [see Fig. 3(d)], while the other pair survive for much stronger disorder and eliminate until $W = 9$ [see Fig. 3(f)]. We summarize the main results in the phase diagrams in Figs. 3(h)-(i). It is clear that a pair of QAH phases with $C = 1$ in the conduction and valence bands are created, and the energy window of the QAH phases is expanded with increasing $g_m$ without closing the global energy gap [see Fig. 3(h)]. Then by increasing disorder strength $W$, the two QAH phases move to the band center, merge together and at last annihilate in strong disorder limit [see Fig. 3(i)]. Such a disorder-induced floating of critical points behavior was also previously discovered in quantum Hall systems [55, 56].

Next, we provide a phenomenological theory to explain the QAH insulator due to the Berry curvature splitting. For a nonmagnetic TI with $g_m = 0$, the valence bands of the TI carry the Chern numbers $C_{\pm} = \pm 1$ due to the non-trivial spin texture, which is analogous to the skyrmions with topological charges $Q_{1,2}^v = \pm 1$ in magnetic insulators [57]. Theskyrmions with $Q_{1,2}^v = \pm 1$ ($Q_{1,2}^c = \mp 1$) for valence (conduction) band are schematically plotted as spins pointing outwards and inwards spheres in Fig. 4, respectively. In the absence of magnetization $g_m = 0$, one can see two skyrmions of opposite charges in valence (conduction) band overlap. Then by increasing magnetization strength to $g_m = 1$, the two skyrmions in valence (conduction) bands with $Q_{1,2}^v = \pm 1$ ($Q_{1,2}^c = \pm 1$) separate in accordance with the Berry curvature splitting discussed in Fig. 1. This gives rise to the QAH insulator phase with $C = 1$ within two skyrmions in the valence (conduction) band, since the total topological charge below the Fermi energy is one. If we further increase the disorder strength $W$, one pair of skyrmions from conduction and valence bands with opposite topological charges $Q_{1,2}^v = \pm 1$ will merge and eliminate in pair at the band center $E = 0$ [see Fig. 4(d)]. In this circumstance, the two QAH phases within conduction and valence merge together [see Fig. 4(e)] and the QAH phase survive until the pair of skyrmions merges in Fig. 4(f).

Discussion and conclusion. – The proposed QAH effect induced by the Berry curvature splitting can, in principle, be experimentally detected by a six-terminal Hall bar.
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**FIG. 4:** (Color online). Schematic plot of the skyrmions of opposite charges $Q_{1,2}^v = \pm 1$ ($Q_{1,2}^c = \mp 1$) in valence (conduction) band as spins pointing outwards and inwards the spheres. (a) In the absence of magnetization $g_m = 0$, the skyrmions and antiskyrmions in the valence (conduction) band merge. (b)-(c) at $g_m = 0.4$ and $g_m = 1$, the skyrmions and antiskyrmions separate in the valence and conduction band. For $g_m = 1$, by further increasing the disorder strength, the skyrmions generally move towards band center until on pair of skyrmion and antiskyrmion in the conduction and valence band merges at (d) $W = 5$ and then eliminates at (e) $W = 7$. (f) In the strong disorder limit, the other pair of skyrmion and antiskyrmion will merge at $W = 11$ and then eliminate.
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**FIG. 5:** (Color online). The Hall resistance $\rho_{xy}$ (black lines) and longitudinal resistance $\rho_{xx}$ (blue lines) versus the energy $E$ from the standard six-terminal Hall bar measurement. Different symbols represent $g_m = 0$ and $g_m = 1$. For $g_m = 1$, the system shows a reentrant behavior by varying the energy $E$, i.e. from a QAH insulator ($\rho_{xy} = h/e^2$) to a normal insulator ($\rho_{xy} = 0$) and then back to QAH insulator ($\rho_{xy} = h/e^2$).

Figure 5 shows the Hall resistance $\rho_{xy}$ and the longitudinal resistance $\rho_{xx}$ versus the energy $E$. $\rho_{xx}$ and $\rho_{xy}$ are evaluated by the Landauer-Büttiker formula [58]. Notably, it is found that the Hall resistance plateaus shows a reentrant behavior for $g_m = 1$, namely from ($\rho_{xy} = h/e^2$) to a $\rho_{xy} = 0$ and then $\rho_{xy} = h/e^2$, by varying the Fermi energy $E$, where the longitudinal resistance $\rho_{xx}$ shows two zero-resistance plateaus correspondingly. This means the system goes through a QAH-normal insulator-QAH
transition, which we call the reentrant QAH effect. The reentrant QAH behavior is distinct from the reentrant quantum Hall effect observed in the TI system [59] as well as the QAH effect originating from the band inversion [3]. Therefore, we propose the reentrant QAH effect as a unique feature for the QAH effect due to the Berry curvature splitting in the presence of moderate disorder.

In reality, due to the localized states in the mobility gap, the quantized Hall conductance in the QAH can be observed only when the variable range hopping conductance $g$ is suppressed. Here $g(T) \propto \exp[-(T_M/T)^{1/3}]$ [60, 61] where $T_M = (B^2 \rho)^{-1/3}$ with density of states $\rho$, the localization length $\lambda$ the constant $B$ and the temperature $T$. Thus, the onset temperature of the QAH can be much lower than the inverted gap, since $T_M$ that is usually only a few Kelvin [27, 29, 62, 63] is much smaller than the energy gap. To enhance the QAH onset temperature, it is desirable to reduce the density of impurity states $\rho$ and decrease the localization length $\lambda$ of impurity states.
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