Application of RQA and SOM for identification of two-phase flow patterns during boiling in horizontal minichannel
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Abstract. In the paper, numerical methods of data analysis recurrence quantification analysis (RQA) and self-organizing map (SOM) have been used to analyse pressure drop oscillations during the flow boiling in minichannel. The performed analysis allows us to identify flow patterns based on the character of the pressure drop oscillations. The following two-phase flow patterns have been identified: liquid flow, liquid flow with small vapour bubble, slug flow, long slug flow and confined bubble flow. In the experiment, the open-loop boiling system in a circular horizontal minichannel with an inner diameter of 1 mm was investigated. The two-phase flow patterns at the outlet of the heated section were observed through the glass tube (with an inner diameter of 1 mm) and recorded by a high-speed camera Phantom v1610.

Nomenclature

| Symbol | Definition |
|--------|------------|
| l      | length of diagonal line |
| L_max  | length of the longest diagonal line |
| m      | embedding dimension |
| G      | mass flux, kg·m⁻²·s⁻¹ |
| n      | dimension of input vector |
| N      | number of samples |
| p      | pressure, Pa |
| P      | heat input, W |
| q      | heat rate, W |
| R      | set of real numbers |
| RP     | recurrence plot |
| RQA    | recurrence quantification analysis |
| SOM    | Kohonen self-organizing neural network |
| SVM    | support vector machine |
| T      | temperature difference, K |
| t      | time, s |
| x      | measured value |
| w      | weighting coefficient |
| y      | measured value |

Greek symbols

| Symbol | Definition |
|--------|------------|
| ε      | threshold for RP computation |
| Θ      | Heaviside function |
| τ      | time delay (samples) |

Subscripts

| Symbol | Definition |
|--------|------------|
| 1,2    | number of channel |
| i, j   | indices |

1 Introduction

The two-phase flow in small, mini and micro hydraulic diameter channels is attracting increasing attention because of the ability to dissipate high heat fluxes. Analysis reported in works [1,2] suggest that mini- and microchannels are more prone to various types of two-phase flow instabilities, which in turn can cause fluctuations of pressure drop and channel temperature (periodic or non-periodic). Most research on minichannel flow boiling has focused on determining pressure drop and heat transfer correlations [3–5]. The last decade has witnessed an increase in improving the efficiency and stability of heat transfer by modifying the geometry and surface of channels [6,7], using the nanofluids [8–10], adding microencapsulated phase change materials [11]. Naga Ramesh et al. provides a detailed review of heat transfer enhancement in microchannel heat sinks [12]. The boiling behavior and flow patterns have attracted considerable attention from many researches. They mainly focuses on flow patterns classification [13–15], bubble formation [16] and mass transfer in flow boiling [17]. Many works report that different types of instabilities are superimposed on each other [18–20]. Few studies have explored pattern transition models [21] and flow regime mapping [22]. The flow patterns classification for unstable boiling has not been explored in-depth [23]. The heat transfer mechanisms are strongly related to flow pattern dynamics. Despite of large interest of flow patterns classification, only a few studies have explored the identification of flow patterns based on image [24,25] or signal processing analysis [26,27]. To identify the flow patterns in air-water horizontal two-phase flow the Kohonen self-organising feature map was applied in paper [28]. However, in this paper eight linear stochastic features were used to identify flow patterns for macrochannel.

The present paper combines SOM with RQA to identify flow boiling patterns in a horizontal minichannel. This identification method analyses the dynamics of the...
pressure drop during density-wave oscillations (DWO) superimposed to the pressure-drop oscillation (PDO) cycle.

2 Experimental setup

The schematic diagram of the open-loop system is shown in Figure 1. The flow of distilled water (working liquid) begins in the supply tank (Figure 1 – 1), from where it flows to the surge tank (Figure 1 – 3) and then to the heated section. The overpressure in the surge tank was constant and equal to 50 kPa. A ball valve (Figure 1 – 2) was used to control the liquid flow rate. The heated section consists of one brass pipe with an inner diameter of 1 mm and an outer diameter of 2 mm (Figure 1 – 4). The brass pipe was the length of 100 mm. To the end of the brass pipe a glass tube of the same dimensions was mounted. The glass tube made it possible to observe the flow patterns formed during boiling using a high-speed camera – 1000 fps (Figure 1 – 6). The following flow patterns during experiment were observed: liquid flow, liquid flow with small vapour bubble, slug flow, long slug flow and confined bubble flow.

For the identification of flow patterns by RQA and SOM pressure drop. The three different sets of experimental parameters were chosen to the analysis. These operating conditions are presented in Table 1. From the examined time series, one cycle of long-term pressure drop changes were selected. Selected time series of pressure drop are shown in Figure 2.

Table 1. Mass flux and heat input for all experimental cases.

| Case Number | Mass flux (kg/m²s) | Heat input (W) |
|-------------|--------------------|---------------|
| 1           | 159                | 46.3          |
| 2           | 159                | 57.2          |
| 3           | 24                 | 40.3          |

Fig. 1. Schematic diagram of experimental setup: (1) supply tank (2) ball valve (3) surge tank; (4) heated minichannel; (5) pressure drop sensor; (6) high speed camera; (7) overflow tank.

3 Nonlinear data analysis

A windowed RQA was used to detect changes in the dynamics of pressure drop fluctuations. The used method is based on a quantitative analysis of information contained in recurrence plots RP [29]. RP of a dynamical system is expressed by two-dimensional matrix [30]:

\[ R_{i,j} = \Theta (\varepsilon - \| x_i - x_j \|), \quad x_i \in \mathbb{R}^m, \quad i, j = 1\ldots N \]  

where \( N \) is the number of considered states \( x \), \( \varepsilon \) is a threshold distance, \( \| \| \) is a norm in \( m \)-dimensional space, \( \Theta \) is the Heaviside function and \( \mathbb{R} \) is a set of real numbers.

To create an RP for attractor reconstruction must be estimated the following parameters: embedding dimension (\( m \)), time delay (\( \tau \)) and threshold distance (\( \varepsilon \)). In Figure 3a the false nearest neighbour algorithm vs \( m \) is presented. The correct value of parameter \( m \) is when the number of false points reaches zero. To determine \( \tau \) for the generated phase space, the graph of mutual information vs time delay was made in which the first minimum is the proper value of \( \tau \) (Figure 3 b). It was assumed that the value of \( \varepsilon \) was determined by the size of the reconstructed attractor in the \( m \)-dimensional phase space. 10% of the attractor's maximum diameter was selected as the appropriate value of \( \varepsilon \). In Figure 4 the examples of RP for pressure drop obtained for each experimental are presented.
The values of RQA coefficients have been calculated using the CRP package implemented by Marwan and used in Matlab [31]. In the case of windowed RQA for pressure drop fluctuations, the values of \( m, \tau \) and \( \varepsilon \) changed over time. These values were determined for each window separately. The windowed RQA analysis for RQA coefficients and \( \tau, \varepsilon \) and \( m \) were performed by shifting window containing 5000 samples by the step equal to 1000 samples along with the signal. In this way, the RQA coefficients and \( \tau, \varepsilon \) and \( m \) allowed to evaluate changes in system dynamics over time. The result of the performed analysis is a matrix for each RQA coefficients and \( m, \varepsilon \) and \( \tau \).

\[ Y = W \cdot X = \sum_{i=1}^{n} w_i \cdot x_i \]  

(2)

where \( X \) is the input vector, \( W \) is the weight vector, \( n \) is the dimension of the input vector, \( Y \) is the output vector.

The input vector, \( X \), for SOM consists of 4 RQA coefficients, which the row number corresponds to the duration of the pressure drop. The weight vector, \( W \), consists 4 weight of components, one for each RQA coefficient. In which the row number corresponds to the number of neurons in the network. In this analysis selected 36 neurons.

The structure of SOM network includes two layers. The first layer is the \( X \) layer with an input RQA vectors. The second layer is a 2D matrix (6x6) representing neurons. Thus, each of this X vector is assigned to 1 of 36 neurons arranged in a matrix (6x6). Obtained 2D map is called the hit histogram. The hit histogram illustrates the points density on the SOM by counting how many input vectors are mapped to each SOM node.

The process of SOM involves 4 processes: initiation, competition, cooperation and adaptation. The procedure is summarized in nine steps.

I. Reading the signal recorded during the flow boiling in minichannels.

II. Division the signal into time windows consists 5000 samples.

III. Perform windowed RQA for each time window. As a results of the analysis is obtained the input vector consists of 4 RQA coefficients to the SOM analysis.

IV. SOM random initialization.

V. SOM training using 1000 iterations.

VI. Comparison of each test vector with map prototypes (SOM classification).

VII. SOM analysis results – creation of the hit histogram.

VIII. Obtaining the hit histogram from 10 results of the SOM analysis.

IX. On the basis of hit histogram building history which allow us to identify which part of pressure drop is assigned to each part of hit histogram a graph of the occurrence of oscillating boiling structures was created.

4 Kohonen self-organizing neural networks

The Kohonen network is an example of an unattended network. The idea of a self-organizing system appeared in the 1950s and was proposed by Finnish computer scientist Teuvo Kohonen [32]. In this algorithm, each small element (called neuron) gets many inputs and generates only one output signal. The individual input connections have an assigned weight. When a neuron receives an input pattern, it usually calculates the weighted sum of inputs. In principle, it is useful to consider the values of different weights as components of the weight vector and individual input signals as components of the input vector. Therefore, this algorithm is expressed in the following way [33]:

\[ Y = W \cdot X = \sum_{i=1}^{n} w_i \cdot x_i \]  

Fig. 4. Recurrence plots obtained for the analyzed pressure drop signals in the time interval from 101–106 s: a) \( G=159 \) kg/m²s, \( P=46.3 \) W, where \( m=4, \tau=100, \varepsilon=0.8 \); b) \( G=159 \) kg/m²s, \( P=57.2 \) W, where \( m=3, \tau=107, \varepsilon=0.54 \); c) \( G=24 \) kg/m²s, \( P=40.3 \) W, where \( m=4, \tau=103, \varepsilon=0.65 \). The calculations have been made using the CRP toolbox for Matlab® [31].
5 Results and discussions

In the present paper, 4 RQA coefficients, i.e. DET, 1/L, T¹ and 1/T² were used to detect different flow patterns. The conducted analysis using SOM was carried out in Matlab Software called the Neural Network Clustering App [34]. In Figure 5 the averaged hit histograms (self-organizing map) obtained from result of 10 repetition of SOM algorithm are presented.

![Hit histograms of SOM analysis obtained for RQA coefficients](image)

For each cases, points on the hit histogram were located according to the weight similarity of the output layer. Neurons corresponding to similar signal dynamics were located close to each other. The neurons on hit histogram have been divided according to the number of local extremes. In this way, the SOM was created using the RQA coefficients, distinguishing areas with different dynamics. Local extremes on the maps allow us to distinguish the following two-phase flow patterns:

- case of $G = 159$ kg/m²s, $P = 46,3$ W: I – liquid flow, II – liquid flow with small vapour bubbles, III – long slug flow, IV – confined bubble flow, V – slug flow;
- case of $G = 159$ kg/m²s, $P = 57,2$ W and $G = 24$ kg/m²s, $P = 40,3$ W: I – liquid flow, II – liquid flow with small vapour bubbles, III – slug flow, IV – long slug flow.

The hit histogram algorithm identifies which part of the pressure oscillation signal is assigned to each part of the map, and thus assign the selected fragment of pressure changes to the appropriate pattern. The analysis carried out in this way allows us to obtain a graph of occurrence of two-phase flow patterns during pressure oscillation. In Figure 6, 7 and 8 the results of RQA and SOM analysis for the three cases under consideration are shown. For each analysed data, the results were compared with the pressure drop oscillations. In Figure 6a, 7a, 8a a pressure drop oscillations are shown, whereas in Figure 6b, 7b, 8b graph of occurrence of two-phase flow patterns in time duration of the pressure drop are presented. On the ordinate axes in Figure 6b, 7b, 8b, specific two-flow patterns are marked by the numbers. These two-flow patterns are indicated in the hit histograms in Figure 5.

![Graph of occurrence of two-phase flow patterns in time duration of the pressure drop](image)

**Fig. 6.** The results of RQA and SOM analysis for $G = 159$ kg/m²s, $P = 46,3$ W: (a) pressure drop, (b) graph of occurrence of two-phase flow patterns in time duration of the pressure drop.

![Graph of occurrence of two-phase flow patterns in time duration of the pressure drop](image)

**Fig. 7.** The results of RQA and SOM analysis for $G = 159$ kg/m²s, $P = 57,2$ W: (a) pressure drop, (b) graph of occurrence of two-phase flow patterns in time duration of the pressure drop.
Fig. 8. The results of RQA and SOM analysis for $G = 24$ kg/m²s, $P = 40.3$ W: (a) pressure drop, (b) graph of occurrence of two-phase flow patterns in time duration of the pressure drop.

6 Conclusion

For each case under consideration, different areas with different boiling dynamics were distinguished, which are marked with A, B, C and D letters in Figure 6, 7 and 8. These areas are characterized by different boiling intensity. In Figure 6 and 7, 8 areas with different boiling dynamics were distinguished. For experimental dataset with a lower mass flux (Figure 8), 4 areas with different boiling dynamics were distinguished. The occurrence of an additional area D (Figure 8) is associated with an increase in boiling intensity. The length of each of these areas is different. In addition, each of these areas has different boiling patterns. Each of area (A, B, C, D – Figure 6, 7 and 8) shows a different ways of oscillations of two-phase flow patterns, also the duration of two-phase flow patterns are changing. However, in each identified areas we can distinguish dominant flow pattern. For example in area A in Figure 6 the dominant flow pattern is a liquid flow, which is interrupted by a confined bubble flow. This situation was also noticed in the paper [35] where the occurrence of a dominant sequence of flow pattern changes was called a temporary boiling pattern.

The accuracy of SOM analysis is primarily related to the length of the time window in the windowed RQA. Thus, in our analysis the two-phase flow patterns which occurs more than 5 s cannot be identified. Moreover, the accuracy of the identification of boiling patterns by means of the SOM analysis is related to the non-universality of the classification by means of the SOM map. However, the obtained results can be considered as sufficient for the flow pattern identification.
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