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ABSTRACT. We show that the Helmholtz conditions characterizing differential equations arising from variational problems can be expressed in terms of invariants of curves in a suitable Grassmann manifold.

1. Introduction. There has been considerable interest in the geometrization of the inverse problem in the calculus of variations, mainly to make sense of the classical constructions in a general non-linear setting of differential equations on manifolds (see, e.g., [3] for an algebraic approach, and the survey [13] for differential geometric language).

In this paper we describe a complementary kind of geometrization: interpreting the linear inverse problem of the Calculus of Variations through a Cartan-Klein geometry and invariant theory of curves in homogeneous spaces.

Consider the following two problems:

Linear inverse problem in the Calculus of Variations: Under which conditions the solutions of the linear second order differential equation

\[ \ddot{x} + 2P(t)\dot{x} + Q(t)x = 0, \quad t \in [a, b] \]

arises as the extremals of a (time-dependent) Lagrangian?

Congruence problem of curves in the half-Grassmannian: Let \( \ell_1(t), \ell_2(t) : [a, b] \to Gr(n, 2n) \) be two curves in the half-Grassmannian manifold of \( n \)-dimensional subspaces in \( \mathbb{R}^{2n} \). When are these two curves congruent under the canonical action of the general linear group \( GL(2n) \)?

The classical solution of the first problem is given by the so-called Helmholtz conditions. A drawback of the Helmholtz conditions is that they are stated in terms of the existence of a solution of a matrix ordinary differential equation which must satisfy certain properties; it is therefore not completely satisfactory for effective computation. This shortcoming was addressed in the work of Sarlet, Engels and Bahar ([12]), where they construct the generalized commutativity conditions, an infinite family of algebraic necessary (and, in the analytic case, sufficient) conditions.
for a second order linear ODE being the Euler-Lagrange equation of a variational problem.

As for the second problem, given a (non-degenerate) curve $\ell(t)$ in the half-Grassmannian, a complete invariant called the *Jacobi endomorphism* $K(t) : \ell(t) \rightarrow \ell(t)$ is constructed in in [2]. Choosing a frame of the curve $\ell(t)$, this intrinsic invariant is expressed as a time dependent matrix called the *matrix Schwarzian*, which generalizes the classical Schwarzian of complex analysis and has already been considered as an invariant in [8] for the one-dimensional case.

The main result of this note relates these two theories: we associate to a linear second order ordinary differential equation the complete projectivization of a fundamental set of its solutions; this is a curve $\ell(t)$ in the half-Grassmannian called the *Jacobi curve*; the full linear invariants of this curve are contained in its *Jacobi endomorphism* (see section 3 for details). This kind of projective geometry of differential equations has a long history (witness the 1906 book of Wilczynski [14]), and many variational problems are more fundamentally studied in the projectivized setting, e.g. the Maslov index ([11]). We prove

**Theorem 1.1.** The generalized commutativity conditions of Sarlet, Engels and Bahar can be obtained as successive derivatives of the Jacobi endomorphism of its Jacobi curve.

Then, the Helmholtz-Sarlet-Engels-Bahar necessary conditions for a second order differential equation on a manifold be the Euler-Lagrange equation can be expressed exclusively in terms of the local geometry of the Jacobi curve, making this geometry a modular component of the inverse problem in the calculus of variations.

This relationship is but one instance of what we call the *Jacobi curve* method: many properties of differential equations only depend of the linearization and particularly the projectivization of the set of solutions:

**Definition 1.2.** Let $X$ be a $n$-dimensional manifold endowed with a $k$-dimensional distribution $\Delta$ and a flow $\phi$. The *Jacobi curve* at $p \in X$ associated to this data is the curve $\ell(t) = d\phi(t)(\Delta_{\phi(t)(p)})$. This is a curve on the Grassmann manifold of $k$-dimensional planes in $T_pX$.

Thus the Jacobi curve is constructed by linearizing the flow through its derivative $d\phi_t$ for fixed $t \in \mathbb{R}$ and considering the action on a distinguished set of $k$-planes (thus the projectivization). If instead of planes we considered a frame along the curve $t \mapsto \phi_t(p)$ we would have an expression for the linearization of the flow. The most common use is when $X = TM$ and $\phi$ is the flow of a second-order differential equation, which, in the case of Euler-Lagrange equations, gives a curve in the Lagrangian Grassmannian whose self-intersection properties expresses minimality and index conditions (see [11] for a general exposition the Maslov theory the and [5] for extensions to higher order variational problems). It should be emphasized that in this paper we assume that the flow is already linearized in the same spirit as § 2.2 in [5] and we concentrate on the projectivization given by the Jacobi curve of a linear second order differential equation on $\mathbb{R}^n$.

More recently, the local geometry of the Jacobi curve has been shown to be the fundamental building block for curvature invariants in several variational, geometric and control theory situations. For exposition of this “local” Maslov theory, the reader can refer to [7] for Finsler geometry applications (which is viewed as a variational problem in this case) and [1] in other geometrical contexts.
Thus the main thrust of Theorem 1.1 is the *factoring* of the inverse problem of the calculus of variations through the Jacobi curve and therefore explicitly and quantitatively showing the projective nature of the Helmholtz condition, while additionally giving a Cartan-Klein-geometric interpretation of the Sarlet-Engels-Bahar conditions. The derivatives mentioned in Theorem 1.1 are either ordinary derivatives (when expressing the Jacobi endomorphism in a matrix form with respect to a normal frame) or suitable defined intrinsic covariant derivatives; these covariant derivatives are constructed exclusively in terms of Jacobi curve data.

The paper is organized as follows: in the preliminary sections 2.1 and 2.2 we give a brief description of the methods used to solve the two problems above, using mainly the references [12] and [2] respectively.

In section 3 we give the reason behind the relationship between the two problems: the invariance of the Helmholtz condition under a group acting on the coefficients of a differential equation. Section 4 is devoted the study of the derivatives of the Jacobi endomorphism and their relation with the Sarlet, Engels and Bahar generalized commutativity conditions, thus proving Theorem 1.1. Section 5 is devoted to examples where the rôle of the Jacobi curve becomes apparent.

2. Preliminaries. Here we briefly describe the papers [12] and [2], which give solutions to the problems at the beginning of the paper. We warn the reader that there is an unfortunate mismatch between the notations used in these two papers: one is the transpose of the other.

2.1. The Helmholtz-Sarlet-Engels-Bahar conditions. We first review the Helmholtz conditions and the Sarlet-Engels-Bahar extensions. Given a linear, variable coefficient second order ODE as in (1), a *Helmholtz multiplier* is a $n \times n$ invertible matrix $Z(t)$ satisfying the conditions

$$
Z_0 = Z_0^\top,
\dot{Z} = P^\top Z + ZP
Z\Phi^{(0)}(t) = (Z\Phi^{(0)})^\top.
$$

where $Z_0 = Z(t_0)$ for some $t_0 \in [a, b]$ and $\Phi^{(0)}(t) = Q(t) - P(t)^2 - \dot{P}(t)$. If such multiplier is found then a possible Lagrangian is given by the expression

$$
L = \frac{1}{2} \dot{\dot{x}}^\top Z \dot{x} + x^\top P^\top Z \dot{x} + \frac{1}{2} x^\top (P^\top Z P - Z(Q - P^2 - \dot{P})) x,
$$

whose Euler-Lagrange equation is the “multiplied” equation

$$
Z(t) \ddot{x} + 2Z(t) P(t) \dot{x} + Z(t) Q(t) x = 0,
$$

which obviously has the same solutions as (1).

The first insight in [12] is to study the behavior of the Helmholtz conditions under the change of variables $x(t) = U(t) y(t)$. Choosing $U$ to be a solution of the differential equation $\dot{U}(t) = -P(t) U(t)$ with invertible initial condition, we transform 1 to the normal form

$$
\ddot{y}(t) + R(t) y(t) = 0
$$

where $R(t) = U^{-1}(t) \Phi^{(0)}(t) U(t)$ (note that the relation between $R$ and $\Phi^{(0)}$ is that of a change of basis; this will be important later). The second Helmholtz condition
for this equation then vanishes, thus giving a constant multiplier $Z_0$, satisfying

$$Z_0 = Z_0^\top$$

$$Z_0 R(t) = (Z_0 R(t))^\top$$

(4)

At first glance, it seems that we just exchanged the problem of the differential equation $\dot{Z} = P^\top Z + ZP$ in the second Helmholtz condition for the problem of solving $\dot{U} + PU = 0$. However, the second insight from [12] is to take successive derivatives at $t_0$ of this procedure, furnishing an infinite amount of algebraic conditions. To be more specific, if we define inductively the curve of matrices

$$\Phi^{(j)} = [P, \Phi^{(j-1)}] + \frac{d}{dt} \Phi^{(j-1)}$$

for $j \in \mathbb{N}$ where $[\cdot, \cdot]$ is the commutator of matrices then, by the definitions in the last paragraph, we have

$$\frac{d^j}{dt^j} R(t) = U^{-1}(t) \Phi^{(j)}(t) U(t)$$

for each $j \in \mathbb{N}$. Calculating at $t = t_0$ we get

$$\left. \frac{d^j}{dt^j} R(t) \right|_{t=t_0} = \Phi^{(j)}(t_0),$$

and we have the Sarlet-Engels-Bahar theorem of generalized commutativity

**Theorem 2.1.** ([12], Proposition 7) Assuming that $P$ and $Q$ are analytic near $t_0$ we have that (1) has a Helmholtz multiplier if, and only if, exists a $n \times n$ multiplier (a constant non-degenerate symmetric matrix) $Z_0$ such that

$$Z_0 \Phi^{(j)}(t_0) = \left( Z_0 \Phi^{(j)}(t_0) \right)^\top,$$

for all $j = 0, 1, 2, \ldots$

To finish this section, we note that the change of variables above, $x(t) = U(t)y(t)$, is the key for relating the Helmholtz conditions with the invariants of curves in the half-Grassmannian.

2.2. **Fanning curves in the half-Grassmannian.** Let us turn our attention now to the invariants of curves in the half-Grassmannian constructed in [2]. Given a curve $\ell(t) : [a, b] \to Gr(n, 2n)$, an adapted frame of $\ell$ is a $2n \times n$ matrix $A(t)$ whose $n$ columns span $\ell(t)$. Note that two frames $A(t)$, $B(t)$ span the same curve of $n$-planes if and only if there exists a curve of invertible $n \times n$ matrices $X(t)$ such that $A(t) = B(t)X(t)$.

As usual in congruence problems, we pose a generic non-degeneracy condition: a curve $\ell(t)$ is said to be fanning if for some (and therefore for all) frame $A(t)$, the $2n \times 2n$ matrix $(A(t) \mid \dot{A}(t))$ obtained by juxtaposing the frame and its derivative is invertible. From now on we only deal with fanning curves.

We can then construct invariants from a given frame in two ways:

1. Construct certain endomorphisms of $\mathbb{R}^{2n}$ from the information of the frame and its derivatives, in a way that only depends on the curve $\ell(t)$ and not on the specific frame.

2. Find a normal form of the frame and study the coefficients giving relations between the normal frame and its derivatives.
The first way is realized by the fundamental endomorphism $F(t)$, defined as follows: the matrix of $F(t)$ in the basis of $\mathbb{R}^{2n}$ given by the columns of $(A(t) | \dot{A}(t))$ is the nilpotent matrix
\[
\begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix}
\]
or, in the standard basis of $\mathbb{R}^{2n}$, the matrix of $F(t)$ is given by
\[
(A(t) | \dot{A}(t)) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} (A(t) | \dot{A}(t))^{-1}.
\]
It is easy to see that this matrix expressions define $F(t)$ as a nilpotent endomorphism of $\mathbb{R}^n$ that only depends on the curve $\ell(t)$ and not on the specific spanning frame $A(t)$.

We have:

**Proposition 1.** ([2], prop. 2.3) The derivative $\dot{F}(t)$ is a reflection, whose -1 eigenspace coincides with the curve $\ell(t)$.

The +1 eigenspace of $F(t)$ is called the horizontal space $h(t)$ and has many interesting properties; in this paper we only use that the derivative of normal frames (defined at the end of this section) are horizontal.

Define the Jacobi endomorphism by the equation $K(t) = \frac{1}{4}(\ddot{F}(t))^2$. We have that $K(t)$ preserves $\ell(t)$ (and also $h(t)$), thus defining an endomorphism of $\ell(t)$.

Let us now describe the normal form method. Since by hypothesis the columns of $(A(t) | A(t))$ is a basis of $\mathbb{R}^{2n}$, we have that columns of the second derivative $\ddot{A}(t)$ can be uniquely expressed as a linear combination of of the columns as $A(t), \dot{A}(t)$, which translates in matrix language that $A$ satisfies the second order differential equation
\[
\ddot{A}(t) + 2\dot{A}(t)P(t)^\top + A(t)Q(t)^\top = 0,
\]
where $P(t), Q(t)$ are smooth $n \times n$ matrices uniquely defined by $A$. This is the key relationship between curves in the half-Grassmanian and linear second order differential equations. Define the matrix Schwarzian\footnote{The definition differs slightly from [2]} $\{A(t), t\} = (Q(t) - P(t)^2 - P(t))^\top$. We have

**Proposition 2.** ([2], theorem 1.5) The Schwarzian of a fanning frame $A(t)$ is characterized by the equation $K(t)A(t) = A(t)\{A(t), t\}$.

Note that proposition 2 means that the Schwarzian is the matrix expression of the Jacobi endomorphism in the given frame.

We will also use the behavior of the Schwarzian under reparametrizations (cf. corollary 1.6 in [2]: if $s$ is a diffeomorphism of the real line, then the Schwarzian satisfies the transformation rule
\[
\{A(s(t)), t\} = \{A(s(t)), s\dot{s}(t)^2 + \{s(t), t\}I.
\]
Let us now look at the normal form point of view. A fanning frame $B(t)$ is said to be normal if $\ddot{B}(t) + B(t)R(t)^\top = 0$; that is, there is no first derivative term in the second order differential equation satisfying by $B$.

**Remark 1.** For normal frames $\ddot{B}(t) + B(t)R(t)^\top = 0$ the Schwarzian is just $R(t)^\top$. 


Now given a fanning curve $\ell(t)$, choose a fanning frame $A(t)$ spanning $\ell(t)$ and satisfying (5). If we choose $X$ to satisfy the differential equation $\dot{X}(t) = -P(t)^T X(t)$ with invertible initial condition, then the frame $B$ given by the relation $A(t) = B(t)X(t)$ is a normal frame spanning $\ell(t)$. It is easy to see that two normal frames spanning the same curve are related by a constant change of frame (see proposition 4.2 in [2]). The main congruence result is then

**Theorem 2.2.** ([2], theorem 4.3) Two fanning curves of $n$-dimensional subspaces of $\mathbb{R}^{2n}$ are congruent if and only if the Schwarzians of any two of their normal frames are conjugate by a constant $n \times n$ invertible matrix.

3. **An equivalence.** By now the reader must have perceived the similarities between the computations used in the Helmholtz conditions and in the congruence problem for curves in the half-Grassmannian: the Schwarzian is $\Phi^{(0)}$, the reduction to normal form without first derivative term, etc. In this section we formalize this relationship.

Let us represent the set of second order linear differential equations on $\mathbb{R}^n$ in the following naive way: as the set $T$ of triples of $n \times n$-matrix-valued functions $(M(t), P(t), Q(t))$, where $M(t)$ is invertible. This triple is mapped to the differential equation

$$M(t)\ddot{x} + 2P(t)\dot{x} + Q(t)x = 0.$$  

There is an obvious (left) action of the group $G_0$ of curves of $n \times n$ invertible matrices with point wise multiplication, given by “multipliers”:

$$Z(t) \cdot (M(t), P(t), Q(t)) = (Z(t)M(t), Z(t)P(t), Z(t)Q(t)),$$

for $Z(t) \in G_0$. Clearly, two triples related by this action produce a differential equation with the same solutions.

There is another, less obvious (left) action: consider the group $G_2$ of 2-jets prolongations of curves of invertible matrices; a typical element of this group is a triple of matrix-valued functions $(X(t), \dot{X}(t), \ddot{X}(t))$ with multiplication defined by the Leibniz’s rule:

$$(X, \dot{X}, \ddot{X})(Y, \dot{Y}, \ddot{Y}) = (XY, \dot{X}Y + XY\dot{Y}, \ddot{X}Y + 2\dot{X}\dot{Y} + XY\ddot{Y}),$$

where we have omitted the variable in order to clean the notation. Then

$$(X, \dot{X}, \ddot{X}) \star (M, P, Q) = \left(M, MX \frac{d}{dt}(X^{-1}) + MXM^{-1}PX^{-1}, \right.$$

$$\left. MX \frac{d^2}{dt^2}(X^{-1}) + 2XM^{-1}P \frac{d}{dt}(X^{-1}) + XM^{-1}QX^{-1}\right) .$$

Two triplets related by this action produce two differential equations

$$M(t)\ddot{x} + 2P(t)\dot{x} + Q(t)x = 0 \tag{7}$$

$$\dot{M}(t)\ddot{x} + 2\dot{P}(t)\dot{x} + \dot{Q}(t)x = 0, \tag{8}$$

with the coefficients being related by

$$\dot{M}^{-1} \dot{P} = X \frac{d}{dt}(X^{-1}) + XM^{-1}PX^{-1}$$

$$\dot{M}^{-1} \dot{Q} = X \frac{d^2}{dt^2}(X^{-1}) + 2XM^{-1}P \frac{d}{dt}(X^{-1}) + XM^{-1}QX^{-1}.$$  

Also we have that every solution $\dot{x}$ of (8) will be of the form $\dot{x}(t) = X(t)x(t)$ for some solution $x$ of (7).
The two actions above commute, providing a joint action $(\cdot, \ast)$ of the group $G_0 \times G_2$ on $T$. What is actually happening is that $G_0$ has a section (given by the subset $M = \text{Id}$), and the $\ast$ action preserves this section. Then $G_2$ acting on all triplets is obtained by extending the action restricted to the section.

Let us now consider the space $L$ of fanning curves $\ell(t)$ in the half-Grassmannian $Gr(n, 2n)$. Here the group $GL(2n)$ of fixed invertible $2n \times 2n$ matrices acts in the tautological way, $T \ast \ell(t) = T\ell(t)$.

We have

**Theorem 3.1.** There is a natural bijection between the quotients $(\cdot, \ast) \backslash T$ and $\bullet \backslash L$.

**Proof.** First we are going to construct a map $\varphi$ from $(\cdot, \ast) \backslash T$ to $\bullet \backslash L$. Let $[(M, P, Q)]$ be an equivalence class of the quotient $(\cdot, \ast) \backslash T$ and let $\{x_i; i = 1, \ldots 2n\}$ be a system of fundamental solutions of $(M, P, Q)$. Define frame $A$ associated to this system by

$$A(t) = \begin{pmatrix} x_1(t)^\top \\ x_2(t)^\top \\ \vdots \\ x_{2n}(t)^\top \end{pmatrix}. $$

Note that the juxtaposed matrix $(A(t), \dot{A}(t))$ is invertible since it is the Wronskian of a fundamental set of solutions. Now let the fanning curve $\ell(t)$ be defined as the space spanned by the columns of $A(t)$ for each $t$. We then define $\varphi([M, P, Q]) = [\ell]$ with the construction of $\ell$ given above where $[\ell]$ is an equivalence class of the quotient $\bullet \backslash L$. We have to check that $\varphi$ is well defined. Let $(\tilde{M}, \tilde{P}, \tilde{Q}) \in T$ with

$$[(\tilde{M}, \tilde{P}, \tilde{Q})] = [(M, P, Q)].$$

By the discussion after equations (7) and (8), if $\{\tilde{x}_i; i = 1, \ldots 2n\}$ is a fundamental set of solutions of $(\tilde{M}, \tilde{P}, \tilde{Q})$ then there exists $X(t) \in G_2$ and a fundamental set $\{y_i; i = 1, \ldots 2n\}$ of solutions of $(M, P, Q)$ such that $\tilde{x}_i(t) = X(t)y_i(t)$ for all $t$ and $i = 1, \ldots 2n$. Then

$$\begin{pmatrix} \tilde{x}_1(t)^\top \\ \tilde{x}_2(t)^\top \\ \vdots \\ \tilde{x}_{2n}(t)^\top \end{pmatrix} = \begin{pmatrix} y_1(t)^\top \\ y_2(t)^\top \\ \vdots \\ y_{2n}(t)^\top \end{pmatrix} X(t)^\top. \tag{9}$$

Since $\{x_i; i = 1, \ldots 2n\}$ and $\{y_i; i = 1, \ldots 2n\}$ are both sets of fundamental solutions of $(M, P, Q)$, there is $T \in GL(2n)$ such that

$$(y_1(t) \quad y_2(t) \quad \cdots \quad y_{2n}(t)) = (x_1(t) \quad x_2(t) \quad \cdots \quad x_{2n}(t)) T.$$

Substituting in (9) we have

$$\begin{pmatrix} \tilde{x}_1(t)^\top \\ \tilde{x}_2(t)^\top \\ \vdots \\ \tilde{x}_{2n}(t)^\top \end{pmatrix} = T^\top \begin{pmatrix} x_1(t)^\top \\ x_2(t)^\top \\ \vdots \\ x_{2n}(t)^\top \end{pmatrix} X(t)^\top. \tag{10}$$

Thus showing that the fanning curve spanned by the columns of the matrix on the left side of (10) is in the same equivalence class of the fanning curve spanned by the columns of the matrix on the right side of (10) and $\varphi$ is well defined.
We now construct an inverse \( \psi : \mathcal{L} \to (\cdot , \cdot ) \setminus \mathcal{T} \). Let \([\ell]\) be an equivalence class of \(\cdot , \mathcal{L}\) and choose a fanning frame \(A\) of \(\ell\). Since \(\ell(t)\) is assumed to be fanning, there are unique curves of \(n \times n\) matrices, \(P(t)\) and \(Q(t)\) with
\[
\ddot{A}(t) + 2\dot{A}(t)P(t)^T + A(t)Q(t)^T = 0.  \tag{11}
\]
Taking the transpose in the equation above we will have that the rows of \(A\) form a set of fundamental solutions of the differential equation \((\text{Id}, P, Q)\), that is,
\[
\ddot{x} + 2P(t)\dot{x} + Q(t)x = 0.
\]
Define \(\psi([\ell]) = [([\text{Id}, P, Q])],\) following the construction above. We have to check that \(\psi\) is well defined. Let \(\hat{\ell}\) be a fanning curve with \([\hat{\ell}] = [\ell]\). Then there is \(T \in \text{GL}(2n)\) such that \(\ell(t) = T\ell(t)\) for all \(t\). If we take \(A\) a fanning frame of \(\hat{\ell}\) we will have that \(\hat{A}(t) = TBT(t)\) where \(B\) is a fanning frame of \(\ell\). By the fact that \(A\) and \(B\) span the same frame curve \(\ell\), there exists a curve of invertible \(n \times n\) matrices, \(X(t)\), such that \(B(t) = A(t)X(t)\). Then
\[
\hat{A}(t) = T A(t)X(t). \tag{12}
\]
By the fanning condition, there are unique curves \(\hat{P}(t)\) and \(\hat{Q}(t)\) of \(n \times n\) matrices with
\[
\ddot{\hat{A}}(t) + 2\dot{\hat{A}}(t)\hat{P}(t)^T + \hat{A}(t)\hat{Q}(t)^T = 0, \tag{13}
\]
and the rows of \(\hat{A}\) form a set of fundamental solutions of
\[
\ddot{x} + 2\hat{P}(t)\dot{x} + \hat{Q}(t)x = 0.
\]
Taking the derivative twice in (12) we get
\[
\dot{\hat{A}} = T \left( \dot{A}X + A\dot{X} \right), \quad \ddot{\hat{A}} = T \left( \ddot{A}X + 2\dot{A}\dot{X} + A\ddot{X} \right),
\]
and, substituting in (13),
\[
T \left( \ddot{A}X + 2\dot{A} \left( \dot{X} + X\dot{P}^T \right) + A \left( \ddot{X} + 2\dot{X}\dot{P}^T + X\ddot{Q}^T \right) \right) = 0,
\]
\[
\ddot{A} + 2\dot{A} \left( \dot{X} + X\dot{P}^T \right) X^{-1} + A \left( \ddot{X} + 2\dot{X}\dot{P}^T + X\ddot{Q}^T \right) X^{-1} = 0.
\]
By the uniqueness of the coefficients in (11) and by the calculation above, we have the relation
\[
P^T = \left( \dot{X} + X\dot{P}^T \right) X^{-1},
\]
\[
Q^T = \left( \ddot{X} + 2\dot{X}\dot{Q}^T + X\ddot{Q}^T \right) X^{-1}.
\]
Taking the transpose, we get
\[
P = \left( X^{-1} \right)^T \dot{X}^T + \left( X^{-1} \right)^T \dot{P} X^T,
\]
\[
Q = \left( X^{-1} \right)^T \ddot{X}^T + 2\left( X^{-1} \right)^T \dot{P} \dot{X}^T + \left( X^{-1} \right)^T \dot{Q} X^T.
\]
Then \([([\text{Id}, \hat{P}, \hat{Q}])]) = [([\text{Id}, P, Q])],\) and the map \(\psi\) is well defined.

Using the constructions above we will have that \(\varphi \circ \psi = \text{Id}_{\mathcal{L}}\) and \(\psi \circ \varphi = \text{Id}_{((\cdot , \cdot )\setminus \mathcal{T})}.\) Then \(\varphi\) is a bijection, and the proof is complete.

The next result relates the group action \((\cdot , \cdot )\) to the Helmholtz condition. Let us first extend the condition (2) for the existence of a Helmholtz multiplier of a
Proof. Let \( (\tilde{\text{orbit of }} M,P,Q) \) be an element of the orbit of \( (M,P,Q) \) and it satisfies \( (14), (15) \) and \( (16) \). Set 
\[
\tilde{M} = X_0 M \tag{17}
\]
\[
\tilde{P} = X_0 M X_2 \frac{d}{dt} (X_2^{-1}) + X_0 M X_2 M^{-1} P X_2^{-1} \tag{18}
\]
\[
\tilde{Q} = X_0 M X_2 \frac{d^2}{dt^2} (X_2^{-1}) + 2 X_0 M X_2 M^{-1} P \frac{d}{dt} (X_2^{-1}) + X_0 M X_2 M^{-1} Q X_2^{-1} \tag{19}
\]
Suppose that \( (M,P,Q) \) has a Helmholtz multiplier \( Z(t) \). Then we have that \( Z(t) \) is invertible for all \( t \) and it satisfies \( (14), (15) \) and \( (16) \). Set 
\[
\tilde{Z}(t) = (X_2^{-1}(t))^\top Z(t) X_2^{-1}(t), \tag{20}
\]
and we claim that \( \tilde{Z}(t) \) is a Helmholtz multiplier of \( (\tilde{M}, \tilde{P}, \tilde{Q}) \). We have to show that \( \tilde{Z}(t) \) is invertible for all \( t \) and satisfies 
\[
\tilde{Z}_0 = \tilde{Z}_0^\top, \tag{21}
\]
\[
\dot{\tilde{Z}} = (\tilde{M}^{-1} \tilde{P})^\top \tilde{Z} + \tilde{Z}(\tilde{M}^{-1} \tilde{P}), \tag{22}
\]
\[
\tilde{Z} \Phi(0) = (\tilde{Z} \Phi(0))^\top, \tag{23}
\]
where \( \tilde{Z}_0 = \tilde{Z}(t_0) \) and 
\[
\tilde{\Phi}(0) = \tilde{M}^{-1} \tilde{Q} - \left( \tilde{M}^{-1} \tilde{P} \right)^2 - \frac{d}{dt} \left( \tilde{M}^{-1} \tilde{P} \right). \tag{24}
\]
The fact that \( \tilde{Z}(t) \) is invertible for all \( t \) and \( \tilde{Z} \) satisfies \( (21) \) follows immediately by the definition \( (20) \) and \( (14) \). It remains to prove conditions \( (22) \) and \( (23) \).

Taking the derivative in expression \( (20) \) and using \( (15) \), we get 
\[
\dot{\tilde{Z}} = \frac{d}{dt} \left( (X_2^{-1})^\top \right) Z X_2^{-1} + (X_2^{-1})^\top \frac{d}{dt} (Z) X_2^{-1} + \frac{d}{dt} (X_2^{-1})^\top Z (X_2^{-1})
\]
\[
= \frac{d}{dt} \left( (X_2^{-1})^\top \right) Z X_2^{-1} + (X_2^{-1})^\top (M^{-1} P)^\top Z X_2^{-1} + \Delta
\]
Developing further the expressions $\Delta_1$ and $\Delta_2$ we get

$$\Delta_1 = \left( X_2 \frac{d}{dt} (X_2^{-1}) + X_2 M^{-1} P X_2^{-1} \right)^2$$

$$= X_2 \frac{d}{dt} (X_2^{-1}) X_2 \frac{d}{dt} (X_2^{-1}) + X_2 \frac{d}{dt} (X_2^{-1}) X_2 M^{-1} P X_2^{-1} +$$
and then (23) follows. This completes the proof of the theorem.

Theorems 3.1 and 3.2 illustrate that the Helmholtz conditions only depend on the associated projective class of the solutions. This motivates the following definitions:
Definition 3.3. Let \((M, P, Q) \in \mathcal{T}\). The equivalence class \(\varphi([M, P, Q])\) is called its Jacobi curve, where \(\varphi : (\cdot, \star)\mathcal{T} \to \mathcal{L}\) is the function constructed in the proof of theorem 3.1.

Definition 3.4. Let \(\ell : [a; b] \to \text{Gr}(n, 2n)\) be a fanning curve. We say that \(\ell\) is variational if some (and, by theorem 3.2, every) element of the orbit \(\psi([\ell])\) admits a Helmholtz multiplier, where \(\psi : \mathcal{L} \to (\cdot, \star)\mathcal{T}\) is the function constructed in the proof of theorem 3.1.

4. Derivatives of the Jacobi endomorphism and generalized commutativity conditions. The theory developed by Sarlet-Engels-Bahar [12], provides an effective approach to answer the first question at the beginning of this paper (theorem 2.1). We now interpret this theory in the terms described in the previous section.

Let \((M, P, Q)\) be a differential equation. Choose \((X_0, X_2) \in \mathcal{G}_0 \times \mathcal{G}_2\) such that

\[
(Id, 0, R) = (X_0, X_2)((\cdot, \star)(M, P, Q),
\]

where \(R = X_2\Phi^{(0)}X_2^{-1}\) and \(\Phi^{(0)} = M^{-1}Q - (M^{-1}P)^2 - \frac{d}{dt}(M^{-1}P)\). Using the formulas (17), (18) and (19), we can take \(X_0 = M^{-1}\) and \(X_2\) satisfying the first order differential equation

\[
\dot{X}_2 = X_2M^{-1}P, \quad X_2(t_0) = \text{Id}.
\]

Now we define inductively the curve of matrices

\[
\Phi^{(j)} = \left[M^{-1}P, \Phi^{(j-1)}\right] + \frac{d}{dt}\Phi^{(j-1)}
\]

for \(j \in \mathbb{N}\) where \([\cdot, \cdot]\) is the commutator of matrices.

By the definitions in the last paragraph we have

\[
\frac{d^j}{dt^j}R(t) = X_2(t)\Phi^{(j)}(t)X_2^{-1}(t)
\]

for each \(j \in \mathbb{N}\). Calculating at \(t = t_0\) we get

\[
\frac{d^j}{dt^j}R(t) \bigg|_{t=t_0} = \Phi^{(j)}(t_0),
\]

and we have the following version of Sarlet-Engels-Bahar theorem of generalized commutativity, which is agnostic with respect to the section of the \((\cdot)\)-action chosen; that is, we allow an arbitrary invertible coefficient in the second derivatives; the proof is the same as in [12].

Theorem 4.1. Let \((M, P, Q)\) be a differential equation. Assuming that \(M, P\) and \(Q\) are analytic near \(t_0\) we have that \((M, P, Q)\) has a Helmholtz multiplier if, and only if, exists a \(n \times n\) multiplier (a constant non-degenerate symmetric matrix) \(Z_0\) such that

\[
Z_0\Phi^{(j)}(t_0) = \left(Z_0\Phi^{(j)}(t_0)\right)^\top,
\]

for all \(j = 0, 1, 2, \ldots\)

From this and remark 1, if we take a normal frame \(B(t)\) of a fanning curve \(\ell(t)\), the \(R(t)\) appearing above is the transpose of the Schwarzian of the frame. Then for normal frames the ordinary derivatives of the matrix representing the Jacobi endomorphism gives the generalized commutativity condition appearing in Theorem 4.1, thus proving Theorem 1.1 in these frames.
The computations leading to theorem 4.1 took advantage of working in a normal frame; recall that in order to construct a normal frame we need to solve the matrix differential equation (29), which might be impossible to do explicitly in practice.

In the remaining of this section we introduce a covariant derivative which expresses the successive derivatives of the Jacobi endomorphism in invariant terms, and also in a way that is computable in any frame, not necessarily normal, of the curve. We remark that this covariant derivative is constructed using only the linear geometry of the Jacobi curve; we do not use any manifold-based computations.

Let now

\[ \ell(t) \in \text{Gr}(n, 2n) \]

be a curve in \( \text{Gr}(n, 2n) \), and \( v(t) \) a section of \( E \) along \( \ell \), i.e., for each \( t \), \( v(t) \in \ell(t) \). We will define the covariant derivative of the vector field \( v \) along \( \ell \) as follows. First, let \( P(t) \) be the projection to \( \ell(t) \) with kernel the horizontal space \( h(t) \), that is given by

\[ P(t) = \frac{1}{2} \left( \text{Id} - F(t) \right) \]

where \( F(t) \) is the fundamental endomorphism associated to \( \ell \) (see [2]). Then the covariant derivative of \( v \) is defined by

\[ \nabla_v v(t) = P(t) \dot{v}(t). \]

We emphasize again that this covariant derivative is intrinsically defined purely in terms of the Jacobi curve data.

Suppose now that \( a_1, \ldots, a_n \) is a normal frame. Then each \( \dot{a}_i \) is horizontal. Then we have that

\[ \nabla_v a_i(t) = P(t) \dot{a}_i(t) = 0, \]

which is what we wanted (“normal frames are by definition parallel”).

Using this covariant derivative, we can now define derivatives of tensor fields along fanning curves in the usual way. In particular, the derivative of the Jacobi endomorphism is defined in the standard way by

\[ (\nabla_t R)(W) = \nabla_t (R(W)) - R(\nabla_t W) \]

for any vector field \( W \) along \( \ell \), but the computation is tensorial in \( W \).

Then it is easy to show that, if we express the Jacobi endomorphism as a matrix in a normal frame, then this covariant derivative is just the usual derivative of each entry of the matrix.

We have the following result

**Proposition 3.** Let \( \ell(t) \in \text{Gr}(n; 2n) \) be a fanning curve and \( \mathbb{K}(t) \) its Jacobi endomorphism. The matrices \( \Phi^{(j)}(t) \) can be obtained by successive covariant derivatives of \( \mathbb{K} \), \( \nabla_t^{(j)} \mathbb{K}(t) \), \( j \in \mathbb{N} \). More specifically, if \( \mathcal{A}(t) \) is a fanning frame of \( \ell \) then

\[ \nabla_t^{(j)}(\mathbb{K}(t)) (\mathcal{A}(t)) = \mathcal{A}(t) \Phi^{(j)}(t)^\top. \]

**Proof.** Following the work of Alvarez-Duran [2], if we have a frame \( \mathcal{A}(t) \) of the curve \( \ell(t) \) satisfying

\[ \dot{\mathcal{A}}(t) + 2 \dot{\mathcal{A}}(t) P(t)^\top + \mathcal{A}(t) Q(t)^\top = 0 \]

then

\[ P(t)(\dot{\mathcal{A}}(t)) = -\mathcal{A}(t) P(t)^\top \]

\[ \mathbb{K}(t)(\mathcal{A}(t)) = \mathcal{A}(t)\{\mathcal{A}(t), t\} \]

and from this we get the case \( j = 0 \)

\[ \nabla_t^{(0)}(\mathbb{K}(t))(\mathcal{A}(t)) = \mathbb{K}(t)(\mathcal{A}(t)) = \mathcal{A}(t)\{\mathcal{A}(t), t\} = \mathcal{A}(t) \Phi^{(0)}(t)^\top, \]
since \( \{A(t), t\} = \Phi(0)(t)^\top \).

Now, using the relation
\[
\nabla_t A(t) = P(t)(\dot{A}(t)) = -A(t)P(t)^\top
\]
and dropping the parameter \( t \) in the notation bellow, for \( j = 1 \) we have
\[
(\nabla_t \mathcal{K})(A) = \nabla_t (\mathcal{K}A) - \mathcal{K}(\nabla_t A) =
\]
\[
= \nabla_t (A\Phi(0)^\top) - \mathcal{K}(-AP^\top) =
\]
\[
= \nabla_t (A\Phi(0)^\top) + \Phi(0)^\top + \mathcal{K}(A)P^\top =
\]
\[
= P(\dot{A})\Phi(0)^\top + \Phi(0)^\top + \mathcal{K}(A)P^\top =
\]
\[
= -AP^\top \Phi(0)^\top + \Phi(0)^\top + \mathcal{K}(A)P^\top =
\]
\[
= A\left(\Phi(0) + P\Phi(0) - \Phi(0)P\right)^\top =
\]
\[
= A\left(\Phi(0) + \left[P, \Phi(0)\right]\right)^\top =
\]
\[
= A\Phi(1)^\top.
\]

Now assume the result is true for \( j - 1 \). We prove the result holds for \( j \). Again dropping the notation of the parameter \( t \), we have
\[
\nabla_t^{(j)} \mathcal{K}(A) = \nabla_t \left(\nabla_t^{(j-1)} \mathcal{K}\right)(A) =
\]
\[
= \nabla_t \left(\nabla_t^{(j-1)} \mathcal{K}\right)(A) - \nabla_t^{(j-1)} \mathcal{K}(\nabla_t A) =
\]
\[
= \nabla_t \left(A\Phi^{(j-1)}\right) - \nabla_t^{(j-1)} \mathcal{K}(-AP^\top) =
\]
\[
= \nabla_t (A\Phi^{(j-1)})^\top - \nabla_t^{(j-1)} \mathcal{K}(-AP^\top) =
\]
\[
= -AP^\top \Phi^{(j-1)} + \Phi^{(j-1)}^\top + \nabla_t^{(j-1)} \mathcal{K}(A)P^\top =
\]
\[
= A\left(\Phi^{(j-1)} + P\Phi^{(j-1)} - \Phi^{(j-1)}P\right)^\top =
\]
\[
= A\left(\Phi^{(j-1)} + \left[P, \Phi^{(j-1)}\right]\right)^\top =
\]
\[
= A\Phi^{(j-1)}^\top,
\]
and then proposition 3 follows by induction. \( \square \)

5. Applications.

5.1. Helmholtz conditions and the Lagrangian Grassmannian. It is a well known, and extremely useful fact, that the curve \( \ell \) corresponding to a variational problem lies in the Lagrangian Grassmannian with respect to the canonical symplectic form, see e.g. section 6 of [2] for the linear situation and [11] for the global theory.

In the context of the inverse problem in the calculus of variations, we do not know a priori the symplectic form making the associated fanning curve a curve of Lagrangian planes. This section is devoted to the existence of such a symplectic form being equivalent to the existence of the Helmholtz multiplier (compare with a similar non-linear construction in [4], where the Lagrangian planes are implicitly
given as the vertical sub-bundle); in the next section we give some uniqueness results.

Using the same notation in the proof of the theorems 3.1 and 3.2, suppose we have
\[(\tilde{M}, \tilde{P}, \tilde{Q}) = [(M, P, Q)],\]
that is,
\[(\tilde{M}, \tilde{P}, \tilde{Q}) = (X_0, X_2)ζ(M, P, Q)\]
for \((X_0, X_2) ∈ G_0 × G_2\). In terms of the identification of theorem 3.1 we have that
\[\tilde{A}(t) = TA(t)X_2(t)\]
where \(\tilde{A}\) and \(A\) are a fanning frames of congruent fanning curves \(\tilde{ℓ}\) and \(ℓ\), constructed using fundamental solutions of \((\tilde{M}, \tilde{P}, \tilde{Q})\) and \((M, P, Q)\), respectively, and \(T ∈ GL(2n)\). Now, in the proof of theorem 3.2 above, we arrived at two formulas (20) and (26) that relate the change of the multiplier and the (transpose of) Schwarzian as we move through the orbit. Both of the formulas depend only of \(X_2\) and they can be written as
\[\tilde{Z}^{-1}(t) = X_2(t)Z^{-1}(t)X_2(t)^T\]
\[\Phi^{(0)}(t)^T = (X_2(t)^T)^{-1}\Phi^{(0)}(t)^TX_2(t)^T\]
where we took the inverse in equation (20) and the transpose in (26). If we denote \(\tilde{W}(t) = \tilde{Z}(t)^{-1}, W(t) = Z(t)^{-1}\) and \(U(t) = X_2(t)^T\) we have
\[\tilde{W}(t) = (U(t))^TW(t)U(t)\]
\[\{\tilde{A}(t), t\} = (U(t))^{-1}\{A(t), t\}U(t).\]

As a consequence of the relations above, there is a well defined linear transformation given by the Schwarzian \(\{A(t), t\}\) because the way it changes when we use another congruent frame (32); of course, this just reflects the fact that the Schwarzian is the matrix expression of the Jacobi endomorphism in a given frame. The terms \(W\) and \(\tilde{W}\) change like a bilinear form when we change by a congruent frame (31). Then for each fanning curve \(ℓ\) that comes from a variational principle we have a well defined bilinear form \(W\). This bilinear form is essentially the Wronskian that appears also in [2]. We use this bilinear form to get the following result:

**Theorem 5.1.** Let \(ℓ\) be a fanning curve. Then \(ℓ\) is variational if, and only if, \(ℓ\) is a curve of Lagrangian subspaces for some symplectic form \(ω\).

An immediate consequence of Theorem 5.1 is that the variational character is determined by the Jacobi curve as a set, i.e. the parametrization is not important. This fact could also be deduced by the transformation rule (6) for Schwarzians under reparametrizations.

**Proof.** Suppose that \(ℓ\) comes from a variational principle. According to definition 3.4, if \([M, P, Q] = ψ([ℓ])\) then \((M, P, Q)\) has a Helmholtz multiplier. We can choose \((X_0, X_2) ∈ G_0 × G_2\) as in (28) such that
\[(Id, 0, R) = (X_0, X_2)(ζ, ζ)(M, P, Q),\]
where \(R = X_2Φ^{(0)}X_2^{-1}\) and \(Φ^{(0)} = M^{-1}Q - (M^{-1}P)^2 - \frac{d}{dt}(M^{-1}P)\). Now using a set of fundamental solutions of
\[\ddot{y}(t) + R(t)y(t) = 0\]
we can construct a normal frame $\mathcal{B}$ of $\ell$ and therefore
\[ \dot{\mathcal{B}}(t) + \mathcal{B}(t)R(t)^\top = 0. \]
Such a frame is constructed in the same way that is in the proof of theorem 3.1.
By theorem 3.2, $(\mathrm{Id}, 0, R)$ has a constant Helmholtz multiplier $Z_0$ satisfying
\[ Z_0 = Z_0^\top \]
\[ Z_0 R(t) = (Z_0 R(t))^\top. \] (33)
If we denote $W_0 = Z_0^{-1}$, using (31) and Sylvester’s law of inertia, there is a $n \times n$ non-degenerate matrix $U_0$ such that
\[ U_0^\top W_0 U_0 = I_{n,k} = \begin{pmatrix} -I_k & 0 \\ 0 & I_{n-k} \end{pmatrix}, \]
where $I_j$ is the $j \times j$ identity matrix; thus without loss of generality we can suppose that $W_0 = I_{n,k}$. Note that in this case we have $W_0^{-1} = W_0$ and $W_0^2 = I_n$.
Consider the basis $\beta$ of $\mathbb{R}^{2n}$ formed by the columns of $(\mathcal{B}(t_0)|\dot{\mathcal{B}}(t_0)W_0)$ for some initial condition $t_0 \in [a; b]$. Define a symplectic form $\omega$ such that the matrix of $\omega$ in the basis $\beta$ is given by
\[ \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}. \]
Using the relations (33) we have $R(t)W_0 = W_0 R(t)^\top$, and the following identity holds:
\[ \omega \begin{pmatrix} 0 & -R(t)W_0 \\ W_0 & 0 \end{pmatrix} + \begin{pmatrix} 0 & -R(t)W_0 \\ W_0 & 0 \end{pmatrix}^\top \omega = 0. \]
It follows that the curve of matrices below is in the Lie algebra of the symplectic group:
\[ \begin{pmatrix} 0 & -R(t)W_0 \\ W_0 & 0 \end{pmatrix} \in \mathfrak{sp}(2n). \]
Now, since $\mathcal{B}$ is normal,
\[ \frac{d}{dt}(\mathcal{B}(t)|\dot{\mathcal{B}}(t)W_0) = (\mathcal{B}(t)|\dot{\mathcal{B}}(t)W_0) \begin{pmatrix} 0 & -R(t)W_0 \\ W_0 & 0 \end{pmatrix}, \]
and using the initial condition
\[ (\mathcal{B}(t_0)|\dot{\mathcal{B}}(t_0)W_0)^\top \omega(\mathcal{B}(t_0)|\dot{\mathcal{B}}(t_0)W_0) = \omega, \]
we have that
\[ (\mathcal{B}(t)|\dot{\mathcal{B}}(t)W_0)^\top \omega(\mathcal{B}(t)|\dot{\mathcal{B}}(t)W_0) = \omega \]
for all $t \in [a; b]$. This implies that $\ell$, being the space spanned by the columns of $\mathcal{B}$, is a curve of Lagrangian subspaces with respect to the symplectic form $\omega$.
For the converse, suppose that $\ell$ is a curve of Lagrangian subspaces with respect to a symplectic form $\omega$. Choose a basis $\beta$ of $\mathbb{R}^{2n}$ such that in this basis $\omega$ is written as
\[ \omega = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}. \]
In the same way as above, choose a normal frame $\mathcal{B}$ of $\ell$ which satisfies
\[ \dot{\mathcal{B}}(t) + \mathcal{B}(t)R(t)^\top = 0. \]
By the hypothesis and proposition 6.2 of [2], the Wronskian of $B$ is given by
\[ W(t) = W_0 = \begin{pmatrix} -I_k & 0 \\ 0 & I_{n-k} \end{pmatrix}, \]
because the Wronskian changes as a bilinear form when we perform a change of frames.
With some computations, we can show that
\[ (B(t)|\dot{B}(t)W_0)\top \omega(B(t)|\dot{B}(t)W_0) = \omega, \]
that is, $(B(t)|\dot{B}(t)W_0)$ is symplectic.
Since $B$ is normal
\[ \frac{d}{dt}(B(t)|\dot{B}(t)W_0) = (B(t)|\dot{B}(t)W_0) \begin{pmatrix} 0 & -R(t)W_0 \\ W_0 & 0 \end{pmatrix}, \]
and using that $(B(t)|\dot{B}(t)W_0)$ is symplectic we have
\[ \begin{pmatrix} 0 & -R(t)W_0 \\ W_0 & 0 \end{pmatrix} \in \text{sp}(2n), \]
and then $R(t)W_0$ is symmetric. It follows that
\[ W_0R(t)\top = R(t)W_0 \Leftrightarrow R(t)\top W_0 = W_0R(t), \]
and $W_0$ is a Helmholtz multiplier of $(\text{Id}, 0, R(t))$.

5.2. Determination of possible Lagrangians through invariants of the Jacobi curve. In the previous section we determined that a curve in the half-Grassmannian is a Jacobi curve if and only if there exists a symplectic form that makes all points of the curve Lagrangian. We now try to see up to what extent can the symplectic form and the Lagrangian be determined by the curve $\ell$. Obviously, this determination is at best up to a constant multiplicative factor.
We have the following partial result: the index of a possible Lagrangian can be bounded by information read from of the Jacobi curve. In particular, the Jacobi curve recognizes for example the impossibility of a linear second order ODE be the Jacobi equation of a Riemannian (or Finsler) manifold and the need of a Lorentzian character of a possible Lagrangian.

**Theorem 5.2.** Let $\ell$ be the Jacobi curve of a second order linear ODE, and $R = R(t_0)$ be its curvature at any given point. Then the index of any Lagrangian having $\ell$ as its Jacobi curve is at least the number of non-real eigenvalues of $R$, counted with multiplicity.

Before proceeding with the proof, let us remark that the counting or bounding the number of non-real eigenvalues of $R$ is effectively computable, using Sturm’s theorem or Descartes’s rule of signs. Also, the transformation law (6) implies that the number of real eigenvalues of the Schwarzian is invariant under reparametrization.

**Proof.** The theorem is a consequence of just the zero order Helmholtz condition (4). Fix any basis of $\ell(t_0)$ so that we can do everything in terms of matrices; then the zero order Helmholtz condition is the existence of a symmetric invertible matrix $Z_0$ such that $Z_0 R = R\top Z_0$. We shall see that the eigenvalue condition on $R$ implies that $Z_0$ has at least the required number of negative eigenvalues.
We shall need the following orthogonality lemma:
Lemma 5.3. Let \( \eta = a + ib \in \mathbb{C} \) and \( \zeta = c + id \in \mathbb{C} \) be eigenvalues of the matrix \( R \) with \( \eta \neq \zeta \) and \( \eta \neq \bar{\zeta} \). Let \( E_{\eta} \) and \( E_{\zeta} \) be the generalized eigenspaces associated to \( \eta \) and \( \zeta \), respectively. If \( Z_0 \) is a symmetric non-degenerate \( n \times n \) matrix satisfying
\[
Z_0 R = (Z_0 R)^\top = R^\top Z_0,
\]
and if \( z \in E_{\eta} \) and \( w \in E_{\zeta} \), we have
\[
(\text{Re}(z))^\top Z_0 (\text{Re}(w)) = (\text{Re}(z))^\top Z_0 (\text{Im}(w)) = 0,
\]
\[
(\text{Im}(z))^\top Z_0 (\text{Re}(w)) = (\text{Im}(z))^\top Z_0 (\text{Im}(w)) = 0,
\]
that is, the real space spanned by the real and imaginary parts of \( z \) and the real space spanned by the real and imaginary parts of \( w \) are orthogonal with respect to the bilinear form induced by \( Z_0 \).

This lemma, which we shall prove after this discussion, means that we can concentrate on the index of \( Z_0 \) restricted to the realization of the generalized eigenspace \( E_{\lambda} \oplus E_{\bar{\lambda}} \) for a properly complex eigenvalue \( \lambda = a + ib, b \neq 0 \), and we can then assume that the characteristic polynomial of \( R \) is \( P(x) = (x^2 - 2ax + a^2 + b^2)^k \) for \( k \) the complex dimension of \( E_{\lambda} \). Then we can change basis and write \( R = D + N \), where \( N \) is nilpotent, \( D \) and \( N \) commute and \( D \) is the realized form of a complex diagonal matrix, \( D = \text{diag}(d, \ldots, d) \) where \( d \) is the \( 2 \times 2 \) block \( d = \begin{pmatrix} a & b \\ -b & a \end{pmatrix} \).

By the linearity of the Helmholtz condition we can assume \( a = 0 \) (since the diagonal part satisfies the Helmholtz equation (4) automatically). Then, also by linearity, we can assume \( b = 1 \) and then \( e^{2\pi D} \) is the identity matrix. Then the following argument will then allow us to discard the nilpotent part of \( R \): if \( R \) satisfies the Helmholtz condition for the given \( Z_0 \), then all of its powers, and therefore any analytic function of \( R \), satisfies the Helmholtz condition with respect to the same \( Z_0 \).

In particular, \( e^{2\pi R} = e^{2\pi (D+N)} = e^{2\pi D} e^{2\pi N} = e^{2\pi N} \defeq S \) satisfies the Helmholtz condition with respect to \( Z \). But then \( 2\pi N \) is the matrix logarithm of \( S \) (which is well-defined by the power series of \( \log(1 + x) \) and nilpotency), and also satisfies the Helmholtz condition. Thus \( Z_0 N = N^\top Z_0 \), and therefore also \( Z_0 D = D^\top Z_0 \). Now if \( \vec{v} \) is an eigenvector of \( Z_0 \) with eigenvalue \( \rho \), then the Helmholtz condition and \( D^2 = -1 \) implies that \( D\vec{v} \) is an eigenvector of \( Z \) with eigenvalue \( -\rho \) and thus the eigenvalues of \( Z \) come in pairs \( \rho, -\rho \) and the index of \( Z \) is exactly \( k \).

Now it only remains to prove lemma 5.3. This lemma can be proven by using the work of Garcia [9] on symmetric operators with respect to conjugation in Hilbert spaces, which we describe briefly below in a way adapted to our situation.

Consider the complex space \( \mathbb{C}^n \) with an inner product \( \langle \cdot , \cdot \rangle \). An anti-linear operator \( C : \mathbb{C}^n \to \mathbb{C}^n \) is said to be a \textit{conjugation} if is involutive \( (C^2 = \text{Id}) \) and isometric, which means \( \langle z, w \rangle = \langle Cw, Cz \rangle \) for all \( z, w \in \mathbb{C}^n \). If we have a conjugation we can define a bilinear form in \( \mathbb{C}^n \) given by
\[
[z, w]_C = \langle z, Cw \rangle.
\]
We say that two subspaces \( E_1, E_2 \subset \mathbb{C} \) are \textit{\( C \)-orthogonal} if \( [z_1, z_2] = 0 \) for every \( z_1 \in E_1 \) and every \( z_2 \in E_2 \) (notation: \( E_1 \perp_C E_2 \)). Finally we say that a linear operator \( T : \mathbb{C}^n \to \mathbb{C}^n \) is \textit{\( C \)-symmetric} if \( CT = T^* C \).

Theorem 5.4. ([9], theorem 1) If \( T \) is a \( C \)-symmetric operator and \( \lambda_1 \neq \lambda_2 \) then
\[
\ker(T - \lambda_1 I)^{m_1} \perp_C \ker(T - \lambda_2 I)^{m_2}
\]
for all \(m_1, m_2 \geq 0\). In particular, generalized eigenspaces of a C-symmetric operator corresponding to distinct eigenvalues are mutually C-orthogonal.

Now we can prove lemma 5.3

Proof of Lemma 5.3. Since the condition \(Z_0 R = R^\top Z_0\) is invariant by a change of basis, it is sufficient to prove the lemma in case that the matrix of the bilinear form \(Z_0\) in the canonical basis is given by \(Z_0 = \text{diag}(1, \ldots, 1, -1, \ldots, -1)\). Now for \(x + iy \in \mathbb{C}^n\) define \(C_0(x + iy) = Z_0 x - iZ_0 y\). It is easy to check that \(C_0\) is a conjugation with respect to the standard inner product in \(\mathbb{C}^n\). By a direct computation, for every \(w_1, w_2 \in \mathbb{C}^n\) we have \([w_1, w_2]_{C_0} = 0\) if, and only if, both equations below are satisfied

\[
\begin{cases}
\Re(w_1)^\top Z_0 \Re(w_2) + \Im(w_1)^\top Z_0 \Im(w_2) = 0 \\
-\Re(w_1)^\top Z_0 \Im(w_2) + \Re(w_2)^\top Z_0 \Im(w_1) = 0.
\end{cases}
\]

(34)

The extension \(\tilde{R}\) of \(R\) to \(\mathbb{C}^n\), that is \(\tilde{R}(x + iy) = Rx + iRy\), is a \(C_0\)-symmetric operator. In fact, since \(R\) is a real matrix, and by the commutativity condition we have

\[
C_0 \tilde{R}(x + iy) = C_0(Rx + iRy) = Z_0 Rx - iZ_0 Ry = R^\top Z_0 x - iR^\top Z_0 y = \tilde{R}^\ast C_0(x + iy).
\]

Now if \(\lambda\) is an eigenvalue of \(R\) then \(\tilde{\lambda}\) is also an eigenvalue of \(R\), since \(R\) is a real matrix. Also, if \(v\) is a generalized eigenvector associated to \(\lambda\) we have that \(\pi\) is a generalized eigenvector associated to \(\tilde{\lambda}\). By definition of \(\tilde{R}\) we have that \(\lambda\) and \(\tilde{\lambda}\) are also eigenvalues of \(\tilde{R} : \mathbb{C}^n \to \mathbb{C}^n\). Denoting \(E_\lambda\) and \(E_{\tilde{\lambda}}\) the generalized eigenspaces of \(\tilde{R}\) associated to \(\lambda\) and \(\tilde{\lambda}\), respectively, we have

\[
E_\lambda = \tilde{E}_{\tilde{\lambda}}, \quad E_{\tilde{\lambda}} = \tilde{E}_\lambda.
\]

By hypothesis and by the discussion above we have \(z \in \tilde{E}_\eta, w \in \tilde{E}_\zeta\) and \(\pi \in \tilde{E}_{\bar{\zeta}}\). Since \(\eta \neq \zeta\) and \(\eta = \bar{\zeta}\) by theorem 5.4 we have \([z, w] = 0\) and \([z, \bar{w}] = 0\). The equations (34) implies

\[
\begin{cases}
\Re(z)^\top Z_0 \Re(w) + \Im(z)^\top Z_0 \Im(w) = 0 \\
-\Re(z)^\top Z_0 \Im(w) + \Re(w)^\top Z_0 \Im(z) = 0 \\
\Re(z)^\top Z_0 \Re(\pi) + \Im(z)^\top Z_0 \Im(\pi) = 0 \\
-\Re(z)^\top Z_0 \Im(\pi) + \Re(\pi)^\top Z_0 \Im(z) = 0.
\end{cases}
\]

Since \(\Re(z) = \Re(\pi), \Re(w) = \Re(\pi), \Im(z) = -\Im(z)\) and \(\Im(w) = -\Im(w)\) we have the thesis

\[
\begin{align*}
(\Re(z))^\top Z_0(\Re(w)) &= (\Re(z))^\top Z_0(\Im(w)) = 0 \\
(\Im(z))^\top Z_0(\Re(w)) &= (\Im(z))^\top Z_0(\Im(w)) = 0.
\end{align*}
\]

\[\square\]

5.3. Special curves in the Grassmannian. In any Cartan-Klein geometry, there are distinguished objects with special properties, such as flat objects, constant curvature, and, in the case of curves, orbits of one-parameter subgroups. For example, in the most elementary case of curves in 3-dimensional Euclidean space, these special curves are the straight lines (zero curvature and torsion) and helices (which
are simultaneously constant curvature and torsion and are also the orbits of one parameter subgroups of the Euclidean group).

Viewing the Helmholtz condition through the Jacobi curves lens then opens another line of inquiry: determine, for each class of distinguished curves in the half-Grassmannian, whether or not they are Jacobi curves of linear variational problems.

Here we analyze these problem for each of the special curves mentioned above. In contrast with the case of curves in Euclidean space, in the half-Grassmannian the orbits of one parameter subgroups of $GL(2n)$ form a class that properly contains curves of constant curvature; and the best way to describe the special curves is to consider them as different cases of parametrized orbits of one-parameter subgroups, as is done in section 5 of [2]: let $X \in M_{2n}(\mathbb{R}) = \mathfrak{gl}(2n)$ and $\ell_0 \in Gr(n, 2n)$ a fixed $n$-plane. Consider now the curve

$$\ell(t) = e^{t\xi} \cdot \ell_0$$

given by the action of the one-parameter group $e^{t\xi}$ on $Gr(n, 2n)$. In order for the curve $\ell(t)$ be fanning, we need that $\mathbb{R}^{2n} = \ell_0 \oplus \xi \ell_0$. We assume this in the sequel.

We have

**Theorem 5.5.** ([2], Theorem 5.5 and definition 5.3) Let $\ell(t)$ be a fanning curve in the half-Grassmannian. Then the following conditions are equivalent:

1. $\ell(t) = e^{t\xi} \ell_0$ is the parametrized orbit of a one-parameter subgroup of $GL(2n)$.
2. There exists a frame $A(t)$ of $\ell(t)$ satisfying a constant coefficient differential equation

$$A''(t) + 2A(t)'P + A(t)Q = 0,$$

where $P$ and $Q$ are constant $n \times n$ matrices.
3. For any normal frame $B(t)$ spanning $\ell$, there exists constant matrices $Y$ and $R$ such that the Schwarzian in this normal frame is given by $\{A(t), t\} = e^{tY} Re^{-tY}$.

Furthermore, such a curve is flat if and only if $\xi^2 = 0$, and the Schwarzian of a normal frame is constant if and only if $\xi^2 \ell_0 \subset \ell_0$.

We now study each of these special curves, in the light of the Helmholtz conditions.

5.3.1. Flat curves. This case is of course trivial, and we only include it for completeness: since the Schwarzian is zero any multiplier $Z_0$ will satisfy the normal form of the Helmholtz equations 4. Observe that the property of having zero Schwarzian can be computed directly from the matrix Schwarzian $\{A(t), t\} = (Q(t) - P(t)^2 - P(t))^T$.

5.3.2. Curves with constant Schwarzian. Since in a normal frame curvature $R(t) \equiv R$ is constant, all the Sarlet-Engels-Bahar conditions reduce to the single one of existence of a symmetric multiplier $Z_0$ such that $Z_0R = R^T Z_0$, which always exists. These curves can be recognized in any frame by verifying that the covariant derivative defined in section 4 of the Schwarzian, or equivalently, that the first generalized commutativity condition holds for all $t$ (see § 5 of [12]).

5.3.3. Generic orbits of one-parameter groups. For generic parametrized orbits $\ell(t) = e^{t\xi} \ell_0$ which are fanning curves, the situation changes drastically: there will be non-trivial algebraic obstructions to the existence of a multiplier. Theorem 5.5 shows that the inverse problem for generic orbits of one-parameter subgroups amounts to the study of the Helmholtz condition for constant coefficient equations;
we show a GL-lie algebraic approach consistent with the geometric nature of this section.

First we need to summarize part of the proof of theorem 5.5. Let \( A_0 \) be a basis of \( \ell_0 \), which naturally induces a frame \( A(t) = e^{tA_0} \) of \( A(t) \); we are simply lifting the orbit from the half-Grassmannian to the space of frames. By the fanning condition, there exists \( n \times n \) matrices \( P \) and \( Q \) such that

\[
\xi^2 A_0 + 2 \xi A_0 P + A_0 Q = 0,
\]

and by the properties of the exponential, these constant matrices \( P \) and \( Q \) actually work for all \( t \in \mathbb{R} \):

\[
A''(t) + 2 A'(t) P + A(t) Q = 0,
\]

which shows (2) in theorem 5.5. The Schwarzian of this frame is the constant matrix

\[
R_0 = \{ A(t), t \} = Q - P^2,
\]

and a normal frame associated to \( \ell(t) \) can be given as \( B(t) = A(t) e^{-tP} \), where, by the linear behavior of the Schwarzian under change of frame, gives (3) in theorem 5.5, with the additional information the matrix called \( Y \) there can be taken to be \( P \) as above. In this normal frame, each \( \Phi(0) \) is just the standard \( k \)-th derivative of \( R(t) = e^{tP} R_0 e^{-tP} \), and \( \Phi(0) = [P, \Phi(k-1)(0)] \), and the Helmholtz conditions (4) are expressed in terms of these repeated commutators.

We will be manipulating \( P \) in order to find some non-trivial conditions; thus we need to establish some kind of uniqueness of \( P \) in order for our conclusions to depend only on the curve. It is easy to see that if \( B(t) = A(t) X(t) \) is another frame representing the same curve \( \ell(t) \), then \( B''(t) + 2 B'(t) \dot{P} + B(t) \dot{Q} = 0 \) for constant matrices \( \dot{P}, \dot{Q} \) if and only if \( X \) is constant, in which case \( \dot{P} = X^{-1} PX \). Then \( P \) is well defined once we choose a basis of \( \ell(0) \).

Let us now introduce some notation. Given a symmetric invertible matrix \( Z \) which is a candidate for multiplier, define the \( Z \)-transpose of a matrix \( A \) by \( A^\dagger = Z^{-1} A^\top Z \). This, of course, represents in matrix form the transpose of a linear transformation with respect to the symmetric bilinear form \( 
abla(u, v) = u^\top Z v \). The \( Z \)-transpose obeys all the rules that make manipulating the standard transpose feasible: It is a product-reversing involution, which in particular implies that it is a matrix Lie algebra anti-homomorphism: \([A, B]^\dagger = -[A^\dagger, B^\dagger]\). An arbitrary matrix \( M \) can be decomposed into its \( Z \)-symmetric and \( Z \)-antisymmetric parts, \( M_z = \frac{1}{2}(M + M^\dagger) \), \( M_\sharp = \frac{1}{2}(M - M^\dagger) \); the Lie bracket of \( Z \)-symmetric or \( Z \)-antisymmetric matrices is \( Z \)-antisymmetric and mixed Lie brackets are \( Z \)-symmetric.

In this notation, the Sarlet-Engels-Bahar conditions at \( t_0 = 0 \) take the form \( \Phi(j)(0) = \Phi(0)(0)^\dagger \), where \( \Phi(0)(0) = R \) and, as mentioned before, \( \Phi(k)(0) = [P, \Phi(k-1)(0)] \). Thus, in order for a given \( Z \) be a multiplier we must first have \( \Phi(0)(0) = R \) be \( Z \)-symmetric. Decomposing \( P = P_\sharp + P_\flat \) in its \( Z \)-symmetric and \( Z \)-antisymmetric parts, we must have, by the relationship between the \( Z \)-transpose and the Lie bracket of the previous paragraph, that \( P_\sharp \) must commute with \( R \), and then \( \Phi(1) = [P, \Phi(0)(0)] = [P_\sharp, R] \) will be automatically \( Z \)-symmetric. By induction, we get the infinite set of conditions

\[
[P_\sharp, \Phi(k)(0)] = 0.
\]
It is now easy to find examples that cannot have multipliers. Let \( \ell_0 \subset \mathbb{R}^4 \) be the plane defined by the vanishing of the last two coordinates, and let 

\[
\xi = \begin{pmatrix} 0 & 2 & \mathbb{Q} & 1 \\ 1 & 2 & \mathbb{P} & \end{pmatrix},
\]

where

\[
P = \begin{pmatrix} 0 & -1 \\ 1 & 1 \\ \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & -1 \\ 1 & 2 \\ \end{pmatrix}.
\]

The advantage of taking \( \xi \) of this form is that the matrices \( P \) and \( Q \) are then the constant coefficients appearing in (2) of theorem 5.5.

Now let \( \ell(t) = e^{t\xi} \ell_0 \). The curvature of \( \ell(t) \) at \( t = 0 \) is given by the matrix Schwarzian \( R = Q - P^2 = \begin{pmatrix} 1 & 0 \\ 0 & 2 \\ \end{pmatrix} \).

Since \( R \) is diagonal with distinct entries, any candidate for multiplier \( Z \) must also be diagonal, say \( Z = \begin{pmatrix} a & 0 \\ 0 & b \\ \end{pmatrix} \) with \( ab \neq 0 \). Then we have, taking the \( Z \)-symmetric and \( Z \)-antisymmetric parts,

\[
P_s = \begin{pmatrix} 0 & a/2 - \frac{1}{2} \\ \frac{1}{2} - b/2 & 1 \\ \end{pmatrix}, \quad P_a = \begin{pmatrix} 0 & -a/2 - \frac{1}{2} \\ b/2 + \frac{1}{2} & 0 \\ \end{pmatrix}
\]

and then

\[
[P_s, R] = \begin{pmatrix} b/2 - \frac{1}{2} & \frac{a}{2} - \frac{1}{2} \\ \frac{a}{2} - \frac{1}{2} & 0 \\ \end{pmatrix}.
\]

It follows that \( Z \) must be a multiple of the identity and the \( Z \)-transpose is the standard one. Then

\[
[P_s, [P_a, R]] = \begin{pmatrix} 0 & 1 \\ -1 & 0 \\ \end{pmatrix} \neq 0,
\]

and therefore this curve in \( Gr(2, \mathbb{R}^4) \) is not variational. The example can clearly be generalized to give conditions for the existence of a multiplier in the case when the curvature at a point has all real, distinct eigenvalues, in the spirit of [12], page 60.

5.4. The geometry of the Sarlet-Engels-Bahar example. The paper [12], whose geometrization in terms of Jacobi curves motivates the present one, finishes with a nice example of application of the generalized commutativity conditions: consider the linear system

\[
\begin{align*}
\dot{x}_1 + 2\rho \dot{x}_2 + \alpha x_1 + \beta x_2 &= 0 \\
\dot{x}_2 - 2\rho \dot{x}_1 - \beta x_1 + \alpha x_2 &= 0
\end{align*}
\tag{35}
\]

where \( \rho, \alpha \) and \( \beta \) are arbitrary smooth functions of time. In this section we shall study the geometry of the Jacobi curve \( \ell(t) \) in the half-Grassmannian \( Gr(2, 4) \) associated with the system (35) and show how the geometry of \( \ell \) implies its variational character.

Given a complex structure in \( \mathbb{R}^4 \), we have \( \mathbb{C}P^1 \subset Gr(2, 4) \) consisting of all real 2-planes which are actually a complex line. The signs accompanying the coefficients \( \rho, \alpha \) and \( \beta \) suggests some complex structure behind the scenes; we have

**Proposition 4.** For the standard complex structure

\[
J_0(x_1, x_2, x_3, x_4) = (x_2, -x_1, x_4, -x_3)
\]

on \( \mathbb{R}^4 \) the Jacobi curve \( \ell(t) \) associated to the system (35) lies in \( \mathbb{C}P^1 \subset \mathbb{R}^4 \).
Proof. A frame $\mathcal{A}(t)$ of the Jacobi curve $\ell(t)$ is given by a transposed set of fundamental solutions of (35), as in the proof of Theorem 3.1, normalized so as to satisfy $\mathcal{A}(0) = (1_{2\times 2}, 0_{2\times 2})^T$ and $\mathcal{A}(0) = (0_{2\times 2}, 1_{2\times 2})^T$. Then $\ell(0)$ is a complex plane. Let $\mathcal{A}(t) = \tilde{\mathcal{A}}(t) | \tilde{\mathcal{A}}(t)$ be the standard juxtaposition. The curve $\ell(t)$ can be seen as the evolution of $\ell(0)$ by $\mathcal{A}(t)$, that is, $\ell(t) = \mathcal{A}(t)\ell(0)$. Observe that $\mathcal{A}(0)$ is the identity. We claim that $\mathcal{A}^{-1}(t)\mathcal{A}(t)$ commutes with $J_0$, that is, it defines a complex linear map with respect to the complex structure $J_0$.

Linear transformations commuting with $J$ are those composed by $2 \times 2$ blocks of the form $\begin{pmatrix} a & b \\ -b & a \end{pmatrix}$. The frame $\mathcal{A}(t)$ satisfies the matrix second order differential equation

$$\ddot{\mathcal{A}}(t) + 2\dot{\mathcal{A}}(t)P(t) + \mathcal{A}(t)Q(t) = 0,$$

where

$$P(t) = \rho(t) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad Q(t) = \begin{pmatrix} \alpha(t) & -\beta(t) \\ \beta(t) & \alpha(t) \end{pmatrix},$$

which shows that $\mathcal{A}(t)$ satisfies the differential equation

$$\dot{\mathcal{A}}(t) = \mathcal{A}(t)R(t),$$

where

$$R(t) = \begin{pmatrix} 0_{2\times 2} & -Q(t) \\ 1_{2\times 2} & -2P(t) \end{pmatrix}.$$  

Since $R(t)$ commutes with $J$, the initial condition $A(0) = \text{identity}$ and equation (36) shows our claim that $\mathcal{A}(t)$ defines a $J_0$-complex linear transformation. Since $\ell(0)$ is a complex line, then so is $\ell(t) = \mathcal{A}(t)\ell(0)$. \hfill $\Box$

Proposition 4 in this example is interesting because, for this standard complex structure and the canonical Euclidean inner product $g_0$ of $\mathbb{R}^4$, apparently we have exactly the opposite of what we want: the Jacobi curve lies in a subset of complex planes $\ell = J_0\ell$ of $Gr(2, 4)$, whereas in view of Theorem 5.1 we want the curve to belong to the set of totally real planes $\ell \perp J_0\ell$, i.e., the Lagrangian Grassmannian of $\omega_0 = g_0(J_0, \cdot)$. However, the next proposition straightens this:

**Proposition 5.** Let $J$ be a complex structure in $\mathbb{R}^4$, $g$ a compatible Euclidean inner product (i.e. $J$ is a $g$-isometry), and $\Omega = g(J, \cdot)$ the associated symplectic form. Then there is an invertible linear transformation $\Sigma : \mathbb{R}^4 \to \mathbb{R}^4$ inducing a diffeomorphism of $Gr(2, 4)$ that takes the subset $\mathbb{C}P^1$ of complex lines into the $\Omega$-Lagrangian Grassmannian $\Lambda_2$ of totally real planes.

**Proof.** By transitivity, we can assume that $g = g_0, J = J_0$ and $\Omega = \omega_0$ are the canonical structures given above. Let $\Sigma : \mathbb{R}^4 \to \mathbb{R}^4$ be the permutation $\Sigma(x_1, x_2, x_3, x_4) = (x_1, x_4, x_2, x_3)$. Then $\Sigma$ transforms a complex plane $\Pi$ generated by vectors $\vec{v}, J_0\vec{v}$ onto a plane $\Sigma\Pi$ spanned by $\Sigma\vec{v}, \Sigma J_0\vec{v}$. In order to show that $\Sigma\Pi \perp J_0\Sigma\Pi$ it is sufficient to show that $\Sigma\vec{v} \perp J_0\Sigma J_0\vec{v}$; we have

$$g(\Sigma\vec{v}, J_0\Sigma J_0\vec{v}) = g(\vec{v}, (\Sigma^\top J_0 \Sigma) J_0 \vec{v}) = 0,$$

since computation shows that $\Sigma^\top J_0 \Sigma J_0$ is anti-symmetric. \hfill $\Box$

Then we have

**Corollary 1.** There exists a symplectic form $\omega$ such that the Jacobi curve $\ell(t)$ associated to the system (35) lies in the Lagrangian Grassmannian.
Proof. By proposition 5, we cant take $\omega = \Sigma^* \omega_0$. \hfill \qed

Corollary 2. The system (35) is the Euler-Lagrange equation of a time-dependent Lagrangian.

Proof. Use the previous corollary in Theorem 5.1. \hfill \qed
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