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Abstract—Participating in demand response programs is a promising tool for reducing energy costs in data centers by modulating energy consumption. Towards this end, data centers can employ a rich set of resource management knobs, such as workload shifting and dynamic server provisioning. Nonetheless, these knobs may not be readily available in a cloud data center (CDC) that serves cloud tenants/users, because workloads in CDCs are managed by tenants themselves who are typically charged based on a usage-based or flat-rate pricing and often have no incentive to cooperate with the CDC operator for demand response and cost saving. Towards breaking such “split incentive” hurdle, a few recent studies have tried market-based mechanisms, such as dynamic pricing, inside CDCs. However, such mechanisms often rely on complex designs that are hard to implement and difficult to cope with by tenants. To address this limitation, we propose a novel incentive mechanism that is not dynamic, i.e., it keeps pricing for cloud resources unchanged for a long period. While it charges tenants based on a Usage-based Pricing (UP) as used by today’s major cloud operators, it rewards tenants proportionally based on the time length that tenants set as deadlines for completing their workloads. This new mechanism is called Usage-based Pricing with Monetary Reward (UPMR). We demonstrate the effectiveness of UPMR both analytically and empirically. We show that UPMR can reduce the CDC operator’s energy cost by 12.9% while increasing its profit by 4.9%, compared to the state-of-the-art approaches used by today’s CDC operators to charge their tenants.
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I. INTRODUCTION

To support the emergence of numerous cloud computing services, power-hungry data centers have collectively consumed 38 GW electricity world-wide as of 2012 (an increase of 63% compared to 2011), placing a surging pressure on operators to optimize energy management [1]. Further, combined with the growing electricity prices, energy cost has taken up nearly 15% of data center operator’s total cost of ownership [2].

Consequently, as driven by the increasing popularity of real-time pricing [3] and peak pricing [4], data center demand response, broadly interpreted as reshaping the energy consumption of data centers, has been surfacing as a crucial approach for saving energy cost [5]. Towards this end, several resource management knobs, such as workload shifting/scheduling [6]–[11] have been extensively leveraged to shift workloads to time periods with lower electricity prices and/or shave peak power demand to avoid high demand charges. These knobs, albeit appealing for energy cost saving, often result in some performance losses. For instance, although delay-tolerant batch workloads often do not have as stringent delay requirements as interactive workload, shifting them to time periods with low electricity prices for cost saving still results in longer completion time and performance degradation.

While (enterprise) data centers serving internal workloads may leverage various resource management knobs and trade performance degradation for energy cost saving or vice versa, public cloud data center (CDC) operators serving cloud tenants cannot readily do so, because workloads are managed by tenants while CDC operators must meet the rigid service level agreements (SLAs). Specifically, tenants in a CDC are often charged based on their usages of CDC resources [12], regardless of when they use the cloud resources. Thus, tenants would simply submit their workloads whenever available and complete them as soon as possible, even if their workload is delay-tolerant and can be shifted to later times without much inconvenience. On the other hand, due to the lack of control of tenants’ workloads, CDC operators can only passively process the submitted workloads in the order tenants submit them. As a consequence, there exists a “split-incentive” hurdle in CDCs: operators would like to defer some workloads to time periods with lower electricity prices for energy cost saving, but do not have control over tenants’ workloads to enforce their wish.

Towards breaking the “split incentive” hurdle, a few recent studies [4], [9], [13]–[15] have begun to investigate market-based mechanisms (e.g., dynamic pricing) that provide tenants with monetary incentives to cooperate with CDC operators for cost saving. These pricing mechanisms set prices for cloud resources dynamically, thereby encouraging tenants to use cloud resources at times with lower electricity prices such that the CDC operator can reduce its energy cost, too.

While many of the existing market-based mechanisms are promising for reducing the CDC’s energy cost and/or lowering tenants’ cloud costs, they often rely on complex designs, which may be difficult to implement in practice. For example, [4], [13] attribute each tenant’s cost based on its contribution to the overall energy bill, and this requires the CDC operator reveals to tenants sufficient information about its energy bill and each tenant’s contribution. In addition, time-dependent dynamic pricing, as often considered in these prior studies, result in cost uncertainties/concerns for tenants, who, in order to opportunistically launch their cloud resources for workload processing, have to frequently adjust their scheduling decisions based on real-time price information. This is particularly unappealing for small/medium tenants who may see their costs increased due to the lack of required expertise to properly respond to dynamic pricing or other market mechanisms.
To address the aforementioned limitations of current pricing approaches [4], [9], [13]–[15], we propose a new and practical pricing policy, called Usage-based Pricing with Monetary Reward (UPMR), which keeps pricing for cloud resources unchanged for a long period yet still being able to exploit tenants’ workload scheduling flexibilities via rewards. Specifically, while UPMR charges tenants based on a Usage-based Pricing (UP) as used by today’s major cloud operators, it rewards tenants proportionally based on the time length that tenants set as deadlines for completing their workloads.

By using UPMR, tenants with no delay tolerance for their workloads are not affected, whereas tenants who are willing to defer their workloads for financial compensation are given an opportunity to reveal their workload scheduling flexibilities, i.e., by which time their workloads need to be completed. Thus, on one hand, UPMR is non-intrusive to tenants, and participating in UPMR is fully voluntary. On the other hand, the CDC operator can exploit the scheduling flexibilities provided by motivated tenants and properly schedule these workloads for energy cost saving subject to deadline constraints.

To derive UPMR, we will first present a detailed model for the interactions between tenants and the CDC operator, and then formulate the operator’s (non-convex) problem of energy cost minimization, which is decomposed into several convex sub-problems. Using real-world workload traces, we show that UPMR can effectively reduce the operator’s energy cost by 12.9% and increase its profit by 4.9%, compared to state-of-the-art approaches used by today’s CDC operators.

II. RELATED WORK

Optimizing data center energy efficiency has attracted great attention in the past years. For example, “power proportionality” has been investigated in various contexts, such as dynamically turning on/off servers for interactive workloads [7], [16], [17], tuning processor speed for online data-intensive services [18]. Other techniques include energy storage control in concert with IT resource management [19]–[21], thermal-aware load scheduling [22], geographic load balancing [23]–[25], renewable generation proportionality [26], [27], among others. More recently, there has been a growing interest in data center demand response [28]. These studies, however, all assume that data center operators have full control over the workloads, but this assumption does not hold in CDCs where workloads are managed by individual tenants.

To enable demand response within CDCs, various market-based pricing schemes have been recently proposed to align tenants’ interests with the operator’s, such that these two separate parties can cooperate towards a desired goal [4], [9], [13]–[15]. More specifically, [4], [15] considered fair energy cost attribution and split the cost among tenants based on their individual contributions to the overall energy bill. Similarly, in [13] the authors proposed to fairly share the energy bill among tenants by incentivizing them to disclose their workload flexibility to the CDC operator. In these studies, the CDC operator needs to provide to tenants information about electricity rates as well as the peak power demand, which may be difficult to implement. Further, tenants’ costs of using cloud resources may become highly unpredictable under these pricing policies, causing business concerns/inconveniences for tenants’ budgeting. In [14], the authors proposed dynamic pricing for cloud resources, propagating the total energy bill onto tenants’ costs. In this case, tenants are incentivized to modulate their workloads based on the real-time price information provided by the CDC operator and hence need to periodically adjust their workload scheduling decisions. This represents a significant barrier, especially for small/medium tenants who do not have the required expertise to do so.

In contrast, UPMR is a practical mechanism that is easy to implement and uses monetary rewards to extract tenants’ workload scheduling flexibilities, allowing the CDC operator to manage these workloads accordingly for demand response and energy cost saving. A key advantage of UPMR, as compared to the existing solutions is that, tenants’ participation is fully voluntary: only tenants who are interested in trading their workload deferments for rewards need to provide scheduling flexibilities, while other uninterested tenants are not affected.

III. SYSTEM MODEL

In this section, we model both cloud tenants’ and the CDC operator’s decisions, based on a time-slotted system.

A. Cloud Tenants

Tenants with different workloads/jobs naturally have different sensitivities to postponing their workloads. For example, batch workloads such as MapReduce-based tasks can often tolerate a longer deferment without affecting tenants’ normal businesses, than user-interactive workloads such as web search. Here, we classify tenants into I types, each one having a different sensitivity with respect to workload latency. More specifically, we use a revenue loss factor $\kappa_i \in \mathbb{R}^+_0$ to quantify type-$i$ tenants’ sensitivities to deferring their workloads: the more sensitive to deferment, the larger $\kappa_i$. For tenants running interactive applications with no delay tolerance, we set $\kappa_i \to \infty$ and refer to these tenants as inelastic tenants. All other types of tenants are referred to as elastic tenants for whom deferring workloads is acceptable to a certain extent.

Suppose that type-$i$ elastic tenants’ (potential) revenue losses are nondecreasing and convex in the maximum number of time slots $D_i$ by which their workloads can be deferred. In practice, tenants’ workloads are often processed prior to the maximum deferment of $D_i$ time slots, and thus $D_i$ can be viewed as the maximum delay tolerance for type-$i$ elastic tenants. For example, we consider the following formulation to measure type-$i$ elastic tenants’ revenue losses per $\Psi$ requests

$$L_i = \kappa_i D_i.$$  

(1)

We also use the following reward function to be offered to type-$i$ tenants per $\Psi$ requests due to their workload flexibility:

$$\gamma_i = \rho \log(1 + D_i).$$

(2)

$^1$Our model also applies to any other revenue loss function, provided that it is nondecreasing and convex over deferment parameter $D_i$. 

where the reward factor $\rho$ is always non-negative and the deferment threshold specified by tenants should satisfy

$$0 \leq D_i \leq D_{\text{max}},$$

(3)
in which $D_{\text{max}} \in \mathbb{Z}_0^+$ is a fixed positive integer number.

**Tenants’ Decisions:** We assume that tenants are rational, i.e., each tenant makes decision on its deferment threshold $D_i$ for maximizing its net benefit (reward minus revenue loss). Thus, tenant’s optimization problem can be formulated as

$$\max_{D_i} \gamma_i - L_i, \quad \text{s.t., constraint} \ (3),$$

(4)

where the reward $\gamma_i$ and revenue loss $L_i$ are given by (2) and (1), respectively. Note that, although $D_i$ should be set as an integer value due to time-slotted system model, we relax it to be continuous to simplify the problem (4). Thus, the optimization problem (4) is convex, whose solution is

$$D_i = \max \left( \min \left( \frac{\rho}{\kappa_i} - 1, D_{\text{max}} \right), 0 \right).$$

(5)

**B. CDC Operator**

The CDC operator earns revenue by serving tenants’ workloads and incurs energy cost for workload processing. By using UPMR, the CDC operator also has a cost of rewards paid to tenants to incentivize workload deferment by elastic tenants.

**Revenue:** Without loss of generality, we assume that each request of user will consume the same amount of CDC resources, which includes CPU, memory, storage and bandwidth, etc. Suppose $\delta \in \mathbb{R}_0^+$ per Dollar denotes the price of CDC resources for processing $\Psi$ requests. $\tau$ denotes the amount of time slots over a billing cycle. We can formulate the revenue that is earned by the CDC operator over a billing cycle as

$$\text{Revenue} = \delta \sum_{t=1}^{\tau} \sum_{i=1}^{l} \frac{\lambda_i[t]}{\Psi},$$

(6)

where $\lambda_i[t] \in \mathbb{Z}_0^+$ denote the number of service requests that are generated by type-$i$ tenants at time slot $t$.

**Reward:** We write the total rewards over a billing cycle as

$$\text{Reward} = \sum_{i=1}^{l} \gamma_i \sum_{t=1}^{\tau} \frac{\lambda_i[t]}{\Psi}.$$  

(7)

We assume that the CDC operator knows or can estimate tenants’ revenue loss factors $\kappa_i$. Thus, the CDC operator can calculate tenants’ responses to its offered reward rate according to (5). By replacing $D_i$ in (2) with (5), we get

$$\gamma_i = \rho \log \left( 1 + \max \left( \min \left( \frac{\rho}{\kappa_i} - 1, D_{\text{max}} \right), 0 \right) \right).$$

(8)

**Wear-and-Tear Cost:** The CDC operator incurs a wear-and-tear cost during operation, e.g., during server on/off and battery charge/discharge cycles, which can be formulated as

$$\text{Wear} = \zeta \sum_{t=1}^{\tau} \max \{ -S[t], 0 \} + w_{\text{on}} \sum_{t=1}^{\tau} m_{\text{on}}[t] + w_{\text{off}} \sum_{t=1}^{\tau} m_{\text{off}}[t],$$

(9)

where $\zeta \in \mathbb{R}_0^+ (\$ / \text{KWh})$ measures the estimated battery wear-and-tear cost, $S[t]$ (KWh) denotes the energy consumption for charging the storage system at time slot $t$, and $S[t] < 0$ means that the storage system discharges energy to power up the CDC as a supplement to grid power. As for parameters $m_{\text{on}}[t]$ and $m_{\text{off}}[t]$, they denote the number of physical machines that are turned on/off at time slot $t$, respectively. In addition, $w_{\text{on}} \in \mathbb{R}_0^+ (\$)$ and $w_{\text{off}} \in \mathbb{R}_0^+ (\$)$ measure the wear-and-tear cost of machine due to turning on/off machine, respectively.

**Energy Cost:** Typically, the CDC operator is charged for electricity by the utility based on two parts: energy charge and demand charge. Here, energy charge is calculated based on the amount of energy consumption, while demand charge is calculated according to the peak demand, e.g., measured over each 15 minutes interval within a billing cycle [30]. Thus, the CDC’s energy cost over a billing cycle can be calculated as

$$\text{Bill} = \sum_{i=1}^{\tau} \alpha[t] P[t] + \sum_{j=1}^{j} \frac{\beta_j}{T_{\text{on}}} \max_{t \in A_j} P[t],$$

(10)

where $T$ denotes the length of each time slot (e.g., hour), $P[t] \in \mathbb{R}_0^+ (\text{KWh})$ denotes the energy usage at time slot $t$, $\alpha[t] \in \mathbb{R} (\$ per KW)$ denotes the energy price at time slot $t$, $\beta_j \in \mathbb{R}_0^+ (\$ per KW)$ denotes the price of type-$j$ demand charge, and $A_j$ denotes the set of time slots falling into the type-$j$ demand charge window. The considered energy billing model is quite general and includes Time-Dependent Pricing (TDP) as a special case, where the CDC is charged only for energy consumption based on time-dependent prices.

**Energy consumption.** The total energy usage of the CDC can be calculated at each time slot by taking into consideration the server energy consumption, non-IT energy (captured by power usage effectiveness, i.e., the ratio of total data center energy to IT energy), overheads due to turning machines on/off and the storage capacity of CDC. Thus, we can write

$$P[t] = \max \{ E_{\text{pue}}(P_m[t] T + P_o[t]) + S[t], 0 \}, \quad \forall t,$$

(11)

where $E_{\text{pue}} \in [1, \infty]$ denotes power usage effectiveness, $P_m[t] \in \mathbb{R}_0^+ (\text{KW})$ denotes the power of active machines that are being used, and $P_o[t] \in \mathbb{R}_0^+ (\text{KW})$ is the energy overhead for turning on/off machines at time slot $t$. As in [32], the power of active machines is expressed as

$$P_m[t] = m[t] (P_{\text{idle}} + (P_{\text{peak}} - P_{\text{idle}}) u[t]), \quad \forall t,$$

(12)

where $m[t] \in \mathbb{R}_0^+$ denotes the number of active machines, $u[t] \in [0, 1]$ denotes the average server utilization, $P_{\text{idle}} \in \mathbb{R}_0^+ (\text{KW})$ and $P_{\text{peak}} \in [P_{\text{idle}}, \infty] (\text{KW})$ denote the energy usage

---

2In practice, the CDC operator can learn tenants’ loss factors from experiments or historical data, using, e.g., calibration period of pilot trials [29].
of a machine in idle and fully utilized conditions, respectively. Next, we calculate the amount of active machines by

\[ m[t] = \sum_{t' = 1}^{t} (m_{on}[t'] - m_{of}[t']) + m[0], \quad \forall t, \]  

(13)

where \( m[0] \in \mathbb{Z}_0^+ \) is the number of switched on machines at time 0. We formulate the average server utilization as

\[ u[t] = \frac{\sum_{i=1}^{t} \hat{\lambda}_i[t]}{Nm[t]}, \quad \forall t, \]  

(14)

where \( \hat{\lambda}_i[t] \in \mathbb{R}_0^+ \) is the service requests of type-\( i \) tenants scheduled at time slot \( t \) and \( N \in \mathbb{Z}_0^+ \) is the (average) number of service requests that can be hosted by a machine in a time slot. Here, the number of scheduled requests is modeled as

\[ \hat{\lambda}_i[t] = \lambda_i[t] - \phi_i[t] + \eta_i[t], \quad \forall i, t, \]  

(15)

where \( \phi_i[t] \) and \( \eta_i[t] \) denote the deferred requests of type-\( i \) tenants generated and scheduled at time slot \( t \), respectively.

The power usage of turning machines on/off is modeled as

\[ P_o[t] = o_{on}m_{on}[t] + o_{of}m_{of}[t], \quad \forall t, \]  

(16)

where \( o_{on} \in \mathbb{R}_0^+ \) (KWh) and \( o_{of} \in \mathbb{R}_0^+ \) (KWh) denote the energy consumption of turning on/off a machine, respectively.

### Operational Constraints

First, the reward factor and the number of machines that are turned on/off at each time slot must be non-negative:

\[ \rho \geq 0, \]  

\[ m_{on}[t] \geq 0, \quad m_{of}[t] \geq 0, \quad \forall t. \]  

(17)

(18)

Second, the number of active machines should be large enough to process requests scheduled at each time slot:

\[ \sum_{t' = 1}^{t} (m_{on}[t'] - m_{of}[t']) + m[0] \geq \sum_{i=1}^{t} (\lambda_i[t] - \phi_i[t] + \eta_i[t]), \quad \forall t, \]  

(19)

which ensures that the average utilization as shown in [14] is always no greater than 1.

Third, if the CDC is equipped with an on-site energy storage unit, then the energy storage unit’s charge and discharge rates should be limited by the charger inverter’s ratings:

\[ -l_{out}T \leq S[t] \leq l_{in}T, \quad \forall t, \]  

(20)

where \( l_{out} \in \mathbb{R}_0^+ \) (KW) and \( l_{in} \in \mathbb{R}_0^+ \) (KW) denote the energy storage unit’s maximum discharge and charge rates, respectively. The amount of energy stored in the storage unit should be non-negative and not exceed its storage capacity:

\[ 0 \leq \sum_{t' = 1}^{t} S[t'] + S[0] \leq C_s, \quad \forall t, \]  

(21)

where \( S[0] \in \mathbb{R}_0^+ \) (KWh) is the stored energy at time 0 and \( C_s \in \mathbb{R}_0^+ \) (KWh) is the storage capacity.

Fourth, \( \phi_i[t] \) and \( \eta_i[t] \) satisfy

\[ 0 \leq \phi_i[t] \leq \lambda_i[t], \quad \forall i, t, \]  

(22)

\[ \eta_i[t] \geq 0, \quad \forall i, t. \]  

(23)

That is, the amount of deferred requests generated at time slot \( t \) must be non-negative and no more than the amount of requests newly generated at time slot \( t \). Also, the amount of deferred requests scheduled at time slot \( t \) must be non-negative.

Fifth, considering that the amount of requests generated from the beginning of a billing cycle up to any time slot must be no less than the amount of requests that are scheduled within these periods, we must also have

\[ \sum_{t' = 1}^{t} (\lambda_i[t'] - \phi_i[t'] + \eta_i[t']) \leq \sum_{t' = 1}^{t} \lambda_i[t'], \quad \forall i, t, \]  

(24)

which can be simplified to be as

\[ \sum_{t' = 1}^{t} (-\phi_i[t'] + \eta_i[t']) \leq 0, \quad \forall i, t. \]  

(25)

Last but not least, to ensure that the requests of type-\( i \) tenants generated from the beginning up to the time slot \( t \) should be scheduled no later than time slot \( t + |D_i| \), where \([\cdot]\) represents a floor function, we have

\[ \sum_{t' = 1}^{t+|D_i|} (\lambda_i[t'] - \phi_i[t'] + \eta_i[t']) \geq \sum_{t' = 1}^{t} \lambda_i[t'], \quad \forall i, t, \]  

(26)

which can be simplified to be as

\[ \sum_{t' = t+1}^{t+|D_i|} \lambda_i[t'] + \sum_{t' = 1}^{t+|D_i|} (-\phi_i[t'] + \eta_i[t']) \geq 0, \quad \forall i, t. \]  

(27)

That is, the CDC cannot defer tenants’ requests beyond their deferment thresholds. Note that, \( \forall t > \tau, \lambda_i[t] = 0, \phi_i[t] = 0 \) and \( \eta_i[t] \geq 0 \), which indicates that the CDC may schedule some of tenants’ requests at time slot in the next billing cycle without violation of the thresholds specified by the tenants.

### IV. UPMR Pricing Algorithm: A Profit Maximization Approach

#### A. Problem Formulation

We first formulate the CDC operator’s profit over a billing cycle as its revenue minus its various expenses:

\[ \text{Profit} = \text{Revenue} - \text{Reward} - \text{Wear} - \text{Bill}, \]  

(28)

where Revenue, Reward, Wear and Bill are defined by [6]-[16]. In this paper, we assume that the CDC operator optimizes its decisions at the beginning of each billing cycle with the assumption that tenants demands can be perfectly predicted. We leave online optimization under demand uncertainty as future work. Here, we seek to solve the following problem:

\[ \begin{aligned} & \text{Maximize} \quad \rho, m_{on}[t], m_{of}[t], S[t], \phi_i[t], \eta_i[t] \quad \text{subject to} \quad \rho \geq 0, \quad m_{on}[t] \geq 0, \quad m_{of}[t] \geq 0, \quad \forall t, \quad 0 \leq \sum_{t' = 1}^{t} S[t'] + S[0] \leq C_s, \quad \forall t, \quad 0 \leq \phi_i[t] \leq \lambda_i[t], \quad \forall i, t, \quad \eta_i[t] \geq 0, \quad \forall i, t, \quad \sum_{t' = 1}^{t} (\lambda_i[t'] - \phi_i[t'] + \eta_i[t']) \leq \sum_{t' = 1}^{t} \lambda_i[t'], \quad \forall i, t, \quad \sum_{t' = 1}^{t} (-\phi_i[t'] + \eta_i[t']) \leq 0, \quad \forall i, t, \quad \sum_{t' = t+1}^{t+|D_i|} \lambda_i[t'] + \sum_{t' = 1}^{t+|D_i|} (-\phi_i[t'] + \eta_i[t']) \geq 0, \quad \forall i, t. \end{aligned} \]  

(29)

Problem [29] is not convex caused by the definition of the reward rate \([8]\) of objective function of \([29]\) and constraint \([27]\) and hence difficult to solve.
Algorithm 1 The Decomposition Method

Require:
\[ r \quad \text{(Loop times)} \]
Solution(\( r \)) \quad \text{(Optimal solution of problem (35) at loop \( r \))}

1: \( r = 1 \).
2: \( L_b = 0 \).
3: \textbf{while} 1 \textbf{do}
4: \quad \text{Calculate upper bound of} \( \rho \) \text{ via (30)-(32).}
5: \quad \text{Obtain a sub-domain of} \( \rho \) \text{ as in (33).}
6: \quad \text{Build the corresponding sub-optimization problem (35).}
7: \quad \text{Solve problem (35).}
8: \quad \text{Save Solution(\( r \)).}
9: \quad \textbf{if} \; \text{Ub=} \quad \infty \text{ \textbf{then}}
10: \quad \quad \text{return} \; \max_{\rho}(\text{Solution(\( r \))}).
11: \quad \textbf{end if}
12: \quad \text{Lb=Ub.}
13: \quad r = r + 1.
14: \textbf{end while}

B. Decomposition Method

Next, we propose a decomposition method to tackle the difficulty in solving (29). Specifically, we decompose problem (29) into several sub-problems, each corresponding to a sub-domain of \( \rho \). The details are presented in Algorithm 1.

We divide problem (29) iteratively as follow:

- **Step 1:** Initializing the lower bound of sub-domain of \( \rho \), i.e., \( L_b \), by letting \( L_b = 0 \) based on constraint (17).
- **Step 2:** From (5), calculate \( D_i \) in constraint (27) corresponding to \( L_b \), i.e., for each \( i \), set
  \[
  D_i^{L_b} = \left[ \max \left( \min \left( \frac{L_b}{\kappa_i} - 1, D_{\max} \right) \right), 0 \right].
  \]
- **Step 3:** Setting the upper bound of sub-domain of \( \rho \) as
  \[
  \text{Ub} = \begin{cases} \infty, & \text{if} \; \vartheta = \emptyset, \\ \min_{i \in \vartheta} \big( (D_i^{L_b} + 2)\kappa_i \big), & \text{otherwise.} \end{cases}
  \]

Here, the domain \( \vartheta \) is defined as
  \[
  \vartheta = \{ i \in \{1, \ldots, I\} | L_b < (D_{\max} + 1)\kappa_i \}.
  \]
- **Step 4:** Obtaining a new sub-domain of \( \rho \) as defined by
  \[
  L_b \leq \rho \leq \text{Ub} - \epsilon,
  \]
  where \( \epsilon \) denotes a small positive number approaches 0. Then, replacing \( [D_i] \) in (27) by constant \( D_i^{L_b} \) that can be calculated by (30) and obtain a new affine constraint
  \[
  \sum_{t = t + 1}^{t + D_i^{L_b}} \lambda_i[t'] + \sum_{t' = 1}^{t + D_i^{L_b}} \left( -\phi_i[t'] + \eta_i[t'] \right) \geq 0, \; \forall i, t.
  \]

Next, build the corresponding sub-optimization problem
\[
\begin{align*}
\text{Maximize} & \quad \rho, m_{\max}[t], m_{\min}[t], \nonumber \\
& \quad S[t_i], \phi_i[t_i], \kappa_i
\end{align*}
\]
Subject to
\[
\begin{align*}
\rho & \geq 0, \\
L_b & \leq \rho \leq \text{Ub} - \epsilon,
\end{align*}
\]
(35)

\[ \text{TABLE I} \]

| Name     | Pricing Policy | Demand Delaying | Storage Capability |
|----------|----------------|-----------------|--------------------|
| UP       | UP             | No              | No                 |
| UPS      | UP             | No              | Yes                |
| UPMR     | UPMR           | Yes             | No                 |
| UPMRS    | UPMR           | Yes             | Yes                |

- **Step 5:** Problem (35) is not convex. However, the optimum value of optimization variable \( \rho \) in problem (35) is \( \rho = L_b \). It is straightforward to see that, substitution of \( \rho = L_b \) in the definition of reward rate (8) of objective function of problem (35) gives a convex program that can be solved via convex tools such as CVX [33].

- **Step 6:** If \( \text{Ub} < \infty \), update \( L_b \) by letting \( L_b = \text{Ub} \) and go to Step 2 to traverse another sub-problem corresponding to another sub-domain of \( \rho \). If \( \text{Ub} = \infty \), we have traversed all sub-domain of \( \rho \), i.e., all possible sub-optimization problems. Thus, we can find the global optimal solution of the original problem (29) among the optimal solutions of these sub-optimization problems.

**Theorem 1:** \( |D_i| = D_i^{L_b} \), \( \forall \rho \in [L_b, \text{Ub} - \epsilon], \forall i \).

The proof of Theorem 1 is given in Appendix A. From Theorem 1 in each loop in Algorithm 1, we can replace \( |D_i| \) in constraint (27) by \( D_i^{L_b} \) and build an affine constraint (34) at step 4.

**Theorem 2:** The optimal value of optimization variable \( \rho \) in problem (35) equals \( L_b \).

The proof of Theorem 2 can be found in Appendix B. From Theorem 2 we can substitute \( \rho \) in problem (35) by \( L_b \) and build a convex program at step 5 in Algorithm 1.

V. CASE STUDY

A. Setup

We consider a CDC serving three types of tenants: type-1 tenants are delay-sensitive (i.e., inelastic) while type-2 and type-3 tenants are elastic. The demands of delay-sensitive users are based on Youtube U.S. traffic from January 1, 2014 to January 31, 2014 [33]. The demands of type 2 and 3 users are constructed based on GMaps and GMail U.S. traffic from January 1, 2014 to January 31, 2014, respectively [33]. Figure 1(a) shows a snapshot of these workload traces that are used in the simulation. Here, elastic workloads constitute approximately 50% of the overall workloads.

Let the billing cycle be 30 days and \( T = 1 \) hour. Therefore, \( \tau = 30 \times 24 = 720 \). Let \( \Psi = 10000 \), \( D_{\max} = 24 \), \( \kappa_1 = \infty \),
\(\kappa_2 = 0.1\) and \(\kappa_3 = 0.11\). Let \(N = 20\), \(E_{\text{prf}} = 1.2\), \(P_{\text{dle}} = 0.1\) KW, \(P_{\text{peak}} = 0.2\) KW, \(o_{\text{on}} = 0.02\) KWh and \(o_{\text{off}} = 0.01\) KWh. Let \(m(t)[0] = 0\) and \(S(t)[0] = 0\) KWh. Let \(w_{\text{on}} = $0.003\) and \(w_{\text{off}} = $0.002\) as in [35].

In addition, we set the CDC’s energy storage capacity \(C_s\), such that it can power up CDC entirely at its peak power consumption up to 30 minutes. Both charge and discharge rates are set to be \(C_s\) KW. Let \(\zeta = $0.32\) per KWh, corresponding to a 1Ah lead-acid battery at 12V as mentioned in [36], which costs \(2\$\) and can stand 1300 recharge cycles at 40% depth of discharge. In this paper, we evaluate UPMR under four cases, which are illustrated in Table I.

### B. Under Peak Pricing

We now evaluate UPMR under a peak pricing scheme. In particular, the CDC’s energy cost includes both energy charge and demand charge, where \(\alpha[t] = $0.05207\) per KWh and \(\beta_j = $15.59\) per KW based on electric rates of industrial power service offered by South Carolina Electric and Gas [37].

Figure 2(a) shows the CDC operator’s normalized profit gain and energy cost with respect to the maximum profit gain and energy bill among the four cases, respectively. By utilizing energy storage, the profit gain can be enhanced by 1.1%, while the energy bill can be reduced by 2.5% when comparing with UP. Further, by employing UPMR without utilizing the energy storage system, the profit gain can be increased by 4.9% and the energy bill can be reduced by 12.9% when comparing with UP. Thus, UPMR can improve CDC’s profit gain and reduce the energy bill more significantly when energy storage is not utilized than when it is. Additionally, UPMR can obtain nearly the same profit gain and energy reduction as UPMRS, indicating that CDCs employing UPMR do not need to utilize energy storage for power management.

Figure 3 shows the detail of normalized energy usage of UP, UPS, UPMR, and UPMRS, with respect to the maximum energy usage. We see that UPMR can effectively smooth the CDC’s energy consumption. By comparing UPMR and UPMRS, we see that utilizing energy storage can also further but slightly smooth CDC’s energy consumption.

### C. Under Time-Dependent Pricing

We now turn to the evaluation of UPMR under TDP. Specifically, we consider that the CDC is charged through TDP based on energy consumption, where the prices are represented by the prices of Ameren real time price from January 1, 2014 to January 31, 2014 [34] as shown in Figure 1(b).

Figure 3 compares the results for UP, UPS, UPMR, and UPMRS under profit maximization and TDP. We see that, under TDP, the CDC can obtain less profit gain improvement than the one under electricity rates of peak pricing via demand response. Specifically, CDC has less incentive to perform demand response under TDP. Utilizing the energy storage usually cannot greatly improve the CDC’s profit or reduce its energy bill. The reason is that, in most cases, the wear-and-tear cost of battery is higher than the extra profit that can be gained from charging/discharging the energy storage.

### VI. Conclusion

We proposed a simple yet effective pricing policy, called UPMR, which, on top of the commonly-applied usage-based pricing policy, includes a reward component offered to tenants to allow a CDC operator to defer their workloads. For maximizing the CDC operator’s profit through UPMR, we
presented an effective and low-complexity decomposition-based algorithm to optimize the reward rate. With real-world workload traces, we evaluated UPMR in terms of maximizing the CDC’s profit and reducing its energy cost, against UP (a commonly-used pricing policy in today’s CDCs). Our results showed that UPMR can obtain 4.9% more profit gain and 12.9% more energy bill reduction without utilizing the energy storage system.

APPENDIX A
PROOF OF THEOREM 1

Considering that \(|D_i|\) is nondecreasing over \(\rho\), Theorem 1 holds if and only if

\[
|D_i|_{\rho=U_b-\epsilon} = D_{i}^{L_b}, \quad \forall i.
\]  

(36)

We separately prove (36) when \(L_b \geq \max_i\{D_{\max} + 1)\kappa_i\}\) and \(L_b < \max_i\{D_{\max} + 1)\kappa_i\}\). Firstly, if \(L_b \geq \max_i\{D_{\max} + 1)\kappa_i\}\), then from (31), we have

\[
U_b = \infty.
\]  

(37)

Next, from (30), we get

\[
D_{i}^{L_b} = D_{\max}, \quad \forall i.
\]  

(38)

From (5) and (37), we get

\[
|D_i|_{\rho=U_b-\epsilon} = D_{\max}, \quad \forall i.
\]  

(39)

Thus, from (38) and (39), (36) holds when \(L_b \geq \max_i\{D_{\max} + 1)\kappa_i\}\).

When \(L_b < \max_i\{D_{\max} + 1)\kappa_i\}\), we have

\[
U_b = \min_{i \in \theta}\{D_{i}^{L_b} + 2)\kappa_i\}.
\]  

(40)

In this case, we prove the correctness of (36) by four steps:

**Step 1:** For all \(i \in \theta\), from (40), we have

\[
U_b \leq (D_{i}^{L_b} + 2)\kappa_i, \quad \forall i \in \theta.
\]  

(41)

Bring (41) into (5), we have

\[
|D_i|_{\rho=U_b-\epsilon} \leq \max(\min(D_{i}^{L_b} + 1 - \epsilon, D_{\max}), 0).
\]  

(42)

From (40), we ensure that \(D_{i}^{L_b} \geq 0\). In this case, \(\min(D_{i}^{L_b} + 1 - \epsilon, D_{\max}) \geq 0\). Combine it with (42), we get

\[
|D_i|_{\rho=U_b-\epsilon} \leq D_{i}^{L_b}, \quad \forall i \in \theta.
\]  

(43)

Next, from (30), we ensure that \(D_{i}^{L_b}\) is integer. In this case, \(D_{i}^{L_b} + 1 - \epsilon \leq D_{i}^{L_b}\). Combine it with (43), we ensure

\[
|D_i|_{\rho=U_b-\epsilon} \leq D_{i}^{L_b}, \quad \forall i \not\in \theta.
\]  

(44)

**Step 2:** For all \(i \not\in \theta\), from (30) and (32), we have \(D_{i}^{L_b} = D_{\max}, \forall i \not\in \theta\). From (5), we have \(|D_i|_{\rho=U_b-\epsilon} \leq D_{\max}, \forall i\). Therefore,

\[
|D_i|_{\rho=U_b-\epsilon} \leq D_{i}^{L_b}, \quad \forall i \not\in \theta.
\]  

(45)

Combine (44) and (45), we ensure

\[
|D_i|_{\rho=U_b-\epsilon} \leq D_{i}^{L_b}, \quad \forall i.
\]  

(46)

**Step 3:** Let

\[
i' = \arg \min_{i \in \theta}\{(D_{i}^{L_b} + 2)\kappa_i\}.
\]  

(47)

From (40), we have

\[
U_b = (D_{i'}^{L_b} + 2)\kappa_{i'}.
\]  

(48)

Since \(i' \in \theta\), from (32), we have \(L_b \in [0, (D_{\max} + 1)\kappa_{i'}]\). If \(L_b \in [0, 2\kappa_{i'}]\), from (30), \(D_{i}^{L_b} = 0\). Combine it with (48), we have

\[
U_b = 2\kappa_{i'} > L_b.
\]  

(49)

If \(L_b \in [2\kappa_{i'}, (D_{\max} + 1)\kappa_{i'}]\), from (30), \(D_{i}^{L_b} = \left[\frac{L_b}{\kappa_{i'}} - 1\right]\). Combine it with (48), we have

\[
U_b = \left(\left[\frac{L_b}{\kappa_{i'}} - 1\right] + 2\right)\kappa_{i'}\left(\left[\frac{L_b}{\kappa_{i'}} - 1\right] + 1\right)\kappa_{i'} > L_b.
\]  

(50)

Combining (49) and (50), we ensure that \(U_b > L_b\). Meanwhile, since \(|D_i|\) is nondecreasing over \(\rho\), we have

\[
|D_i|_{\rho=U_b-\epsilon} \geq D_{i}^{L_b}, \quad \forall i.
\]  

(51)

**Step 4:** From (46) and (51), (36) always holds when \(L_b < \max_i\{D_{\max} + 1)\kappa_i\\), too.

APPENDIX B
PROOF OF THEOREM 2

We notice that, the only part of the objective function of problem (35) that involves \(\rho\) is the definition of the reward rate (8). Meanwhile, (8) involves no variable other than \(\rho\). Also, the only constraint of problem (35) that involves \(\rho\) is (33), which involves no other constraint except \(\rho\). Therefore, the problem (35) can be decomposed into two separate optimization problems, among which the first one is to minimize the Reward term defined by (7) and (8), subject to the constraints (30)- (33). The optimal value of \(\rho\), in this decomposed optimization problem is \(\rho = L_b\), since the Reward term defined by (7) and (8) is a non-decreasing function of \(\rho\).
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