Computer-aided diagnosis of COVID-19 from chest X-ray images using histogram-oriented gradient features and Random Forest classifier

Malathy Jawahar 1 · J. Prassanna 2 · Vinayakumar Ravi 3 · L. Jani Anbarasi 2 · S. Graceline Jasmine 2 · R. Manikandan 4 · Ramesh Sekaran 5 · Suthendran Kannan 6

Received: 5 September 2021 / Revised: 30 January 2022 / Accepted: 28 April 2022 / Published online: 10 May 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
The decision-making process is very crucial in healthcare, which includes quick diagnostic methods to monitor and prevent the COVID-19 pandemic disease from spreading. Computed tomography (CT) is a diagnostic tool used by radiologists to treat COVID patients. COVID x-ray images have inherent texture variations and similarity to other diseases like pneumonia. Manually diagnosing COVID X-ray images is a tedious and challenging process. Extracting the discriminant features and fine-tuning the classifiers using low-resolution images with a limited COVID x-ray dataset is a major challenge in computer aided diagnosis. The present work addresses this issue by proposing and implementing Histogram Oriented Gradient (HOG) features trained with an optimized Random Forest (RF) classifier. The proposed HOG feature extraction method is evaluated with Gray-Level Co-Occurrence Matrix (GLCM) and Hu moments. Results confirm that HOG is found to reflect the local description of edges effectively and provide excellent structural features to discriminate COVID and non-COVID when compared to the other feature extraction techniques. The performance of the RF is compared with other classifiers such as Linear Regression (LR), Linear Discriminant Analysis (LDA), K-nearest neighbor (kNN), Classification and Regression Trees (CART), Random Forest (RF), Support Vector Machine (SVM), and Multi-layer perceptron neural network (MLP). Experimental results show that the highest classification accuracy (99.73%) is achieved using HOG trained by using the Random Forest (RF) classifier. The proposed work has provided promising results to assist radiologists/physicians in automatic COVID diagnosis using X-ray images.
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1 Introduction

Coronavirus disease 2019 (COVID-19) is a deadly infectious disease that was reported first in Wuhan, China, in December 2019 [24, 28, 47]. This COVID-19 virus has created a significant outbreak because no cure was discovered during the early days. The biological structure has a stable, one-stranded RNA, and it is challenging to treat this disease due to its mutating features. COVID-19 is currently the source of death of thousands worldwide and has primarily affected various countries such as the United States, Spain, India, Italy, China, the United Kingdom, Iran, etc. Several varieties of COVID-19 are found in humans, cats, dogs, poultry and rodents. COVID-19 symptoms include sore throat, fever, headache, nose flushing, and cough. The virus can infect people with weak immune systems and cause them to die. This COVID-19 infectious disease spreads from one human to another and spreads rapidly across the globe. This can mainly spread through physical touch, breath contact, hand contact, or mucus contact from one person to another. This virus is part of a family that causes acute breathing symptoms. The structure of the virus includes spikes on the crown on the outer surface. Severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) also fall into the same category [36]. Such conditions also cause acute lung injury and acute breathing distress [10]. Twelve million nine hundred sixty-four thousand eight hundred nine people were infected worldwide, resulting in 570,288 deaths as of July 15 2020. The current scenario reveals that COVID-19’s mortality rate seems to be a maximum threat for people with chronic health problems and for the elderly. The virus is spread by coughing, sneezing, and respiratory droplets [44] from person to person. This virus’s typical signs include fever, inflammation, respiratory abnormality, conditions that can cause catastrophic consequences, including pneumonia, multiple organ failure, and death [36, 41]. Laboratory tests are a time-consuming testing tool that has a high cost and requires a well-developed research laboratory. Computer tomography (CT) helps provide treatment quickly. The main challenges include:

- Analyzing major discriminant features than the current research works to attain high accuracy.
- Lesser image data with varying image sizes pose challenges due to the low-resolution images.
- Computation time should be minimal.

COVID-19’s superior outcomes on chest CTs are multifocal, patchy, consolidated, ground-glass opacity, and a peripheral distribution of a ‘crazy-paved’ pattern. Ground-glass opacities (GGO) are common among many diseases, such as measles, severe SARS, and MERS [8, 48]. Further investigation is required to improve the radiologist’s performance. This study’s primary motivation is to detect COVID-19 using handcrafted features and to perform an extensive experiment to suggest the best quality training with the best classifier.

There are main contributions of the proposed work computer-aided detection of COVID-19 using CT lung x-ray images:

- A robust, handcrafted feature extraction technique that is presented for the classification of COVID-19 detection using the Lung X-Ray dataset.
- Three different feature extraction techniques are explored, namely Haralick features using GLCM matrix, HOG features and Invariant Hu Moments.
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This model generated a handcrafted discriminative feature set compared to another study.

Seven different classifiers are employed to classify the input image into COVID and Non-COVID.

Comparative analysis of the multifeature and multiclassifier models is performed in terms of accuracy and receiver operating characteristic (ROC) analysis.

The proposed work attained 99.7% accuracy in diagnosing the X-ray COVID-19 images.

The experimental basis of this research work is organized in the following sequence: Section 2 highlights the related work in this area of research. Section 3 elucidates the methodology of the proposed work. Section 4 discusses the performance comparison of the multi feature and multiclassifier models for classifying the COVID-19 Lung X-ray images with the current results. Conclusion and future works summary is given in Section 5.

2 Related work

Many researchers have conducted investigations to classify COVID-19 disease in different ways. Few have attempted to recognize the COVID-19 virus [39], the effects of the disease in humans [25], its treatment [47], possible conditions during treatment and the discharge [11], the alternative mesenchymal stem cell therapy treatment [7], a kit to protect the doctors against the COVID-19 virus [15], and possible effects on children [46]. Studies presume that most of the symptoms and infections occur in adult patients [23].

Togacar et al. [26] propose a classification for pneumonia disease using chest X-ray images. Deep Learning techniques like AlexNet, VGG-16, and VGG-19 neural network models were used that achieved an accuracy of 99.41%. Sousa et al. [42] categorized the pneumonia diagnosis in infants by CAD from radiographic images using SVM, KNN, and Naïve Bayes, where SVM outperformed the other. The dataset compiled by Kermanyet et al. [22] was analyzed to test the efficiency of child pneumonia classification using the Neural Convolution Network method and achieved 90.5% accuracy.

Turker et al. [44] proposed the use of Decision tear, Linear Discriminant (LD), SVM, subspace discriminant (SD) system to detect COVID-19, which would involve preprocessing and feature extraction, selection and classification, and holdout validation. The dataset used in this paper included healthy and COVID-19 X-ray images that are a public dataset collected from the Github (https://github.com/UCSD-AI4H/COVID-CT) website. The dataset included 87 X-ray images with COVID-19 disease, including 26 females, 41 males, and 20 undetermined. Similarly took Healthy data from the Kaggle (https://www.kaggle.com/luisblanche/COVIDCT) site.

COVID-19 and other typical and viral pneumonia were analyzed using 1020 CT slices from 108 laboratory-proven patients who were suggested by Ali Abbasian Ardakani et al. [2] based on a deep learning process. AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, ResNet-50, ResNet-101, and Xception were used to analyze the COVID-19 infection. ResNet-101 and Xception achieved the highest accuracy of all networks. ResNet-101 is used as the high sensitivity model for characterizing and diagnosing COVID-19 infections. Figure 1 shows sample COVID-19 X-ray data. The training accuracy attained by AlexNet, VGG-16, VGG-19, GoogleNet were 82%, 83.70%, 87.13%, 84.80, respectively.

Flu-like symptoms are the initial symptoms of the COVID-19 coronavirus; the dataset included data after confirming the diagnosis through swab samples. Patients with chronic lung
diseases were excluded with negative real-time polymerase chain reaction (RT-PCR). The High-resolution computed tomography (HRCT) images taken from September 2019 to December 2019 in the university hospitals analyzed images that measured 512 × 512 pixels. A high spatial algorithm is used to reconstruct images in the transverse plane. The images would then be transformed into a grey-scale image and analyzed by the radiologist. The regions are then captured and resized to 60 × 60 pixels for further study.

Using deep learning techniques, this paper [30] classified the COVID-19 chest image, pneumonia, and normal chest datasets. Each print is preprocessed before training using deep learning models. The dataset is reconstructed with the Fuzzy technique and the Stacking technique during preprocessing. These preprocessed images are trained using SqueezeNet, MobileNetV2, and deep learning models and are later classified using an SVM classifier.

These authors used three-class X-ray images namely regular, pneumonia, and COVID-19 from the publicly accessible datasets. A COVID-19 dataset, shared with 76 [9] pictures labeled with COVID-19, was posted on the GitHub website by a researcher called Joseph Paul Cohen of the University of Montreal. The second dataset included 219 X-ray images available on the Kaggle website [34]. These authors combined these two datasets to create a new dataset that contains 219 X-Ray images. Pneumonia datasets are also taken from the public group [16], including 53 patients. This study included 295 images in the COVID-19 class, 65 in the Normal category, and 98 in pneumonia [1] class for a total of 458 chest X-ray images. 70% of the datasets are used as for training, and 30% are used for testing.

Tanvir et al. [29] proposed the CovXNets deep learning-aided scheme to detect the COVID-19 and other pneumonia using chest X-ray images. Trained different variations of

Fig. 1 CT sample images of patients with pneumonia [2]
CovXNets with various X-ray images. Implemented a discriminative, gradient-based localization was later to classify the abnormal regions of the radiation images. Detailed research achieved COVID / Normal 97.4%, COVID / Viral Pneumonia 96.9%, COVID / Bacterial Pneumonia 94.7% and COVID / Viral / Bacterial Pneumonia 90.2%. Minimal preprocessing min-max normalization and resizing to uniform shapes are involved in the testing. The datasets used in this study included 5856 images, collected 2780 bacterial pneumonia, 1583 normal X-rays, 1493 non-COVID viral pneumonia X-rays from Guangzhou Medical Center, China [22]. The other dataset included 305 X-rays of COVID-19 collected from Sylhet Medical College, Bangladesh. The final dataset was created by combining all the COVID-19 X-rays. Five-Fold Cross-validation schemes are used to evaluate the proposed process in training and testing phases.

This scheme used the open-source dataset compiled by Cohen et al. [9], which included 192 X-ray images of COVID-19 patients; a total of 337 images are in the dataset. The images are obtained using websites like Radiopedia.org and Figure1.com. This set included the Posterior Anterior (PA) and Anterior-Posterior Supine (AP Supine) views of the pulmonary images [12]. This study analyzed only the PA views for the training and testing process. The PA view has 147 X-ray images of different ages. Five thousand eight hundred sixty-three healthy chest X-ray images taken from the Kaggle website. This study analyzed four classes: COVID-19, Normal, Bacterial Pneumonia, and Viral Pneumonia, including One hundred forty-seven images of normal X-rays from the dataset. The data is split in the ratio of 70% data for training and 30% for testing purposes. The dataset was resized to 224 × 224 pixels; RGB re-ordering is applied, resulting in 224 × 224 × 3 image format. Image augmentation was performed with a rotation range of 20, horizontal and vertical flip rotation range for the small dataset. Data leakage is a crucial when the dataset includes the images of the same patients taken on different days. Splitting is performed manually to avoid this at the individual patient level at 70% and 30% for the training and testing processes. The proposed model involved deep learning based on Convolution Neural Network, known as nCOVnet, which includes 24 layers where the first layer is the input layer, and the other 18 layers are the combination of Convolution + ReLU and Max Pooling layers. The VGG16 [40] model was used in this scheme, which was trained in ImageNet data collection. A threshold drop-out of 0.5 is used with a fully dense layer with an activation feature and a size of 64 units. The training accuracy is up to 97%, and the COVID-19 patient are correctly classified with 97% accuracy during testing. Various works have been performed in recent years to classify COVID-19 using Lung X-ray images. It is a challenging task due to its inherent texture variations and similarity to other diseases like pneumonia. Several studies have developed classifications for COVID-19 based on computer vision algorithms. Ullah et al. [45] provided an overview of the scalable telemedicine services commonly used for COVID-19 and other patients. Mobile networks, social networks, and software-based services are the three types of telehealth systems now available. The designs are detailed in terms of their operating principle, technology, utilized equipment, and the types and methodologies of service given throughout the paper. Hou et al. [17] introduced a new diagnosis platform based on a deep convolutional neural network (DCNN) that can assist radiologists in diagnosing COVID-19 pneumonia on chest X-ray. The DCNN additionally uses the explainable approach to choose instances to explain the behavior of training-learning models to improve prediction accuracy. Md. Milon Islam et al. [19] discussed the various existing portable monitoring devices and respiratory safety systems frequently used to help coronavirus-infected people. To identify the appropriate technology for
COVID-19 infected individuals, a comparison discussion with possible future trends is also conducted.

3 Proposed work

3.1 Overall structure

Figure 2 shows the overall flow structure of the proposed COVID-19 classification system. A machine learning hand-crafted feature extraction technique using Histogram Oriented Gradient with Random Forest is proposed for the classification of X-ray image into COVID and Non-COVID.

The proposed model is developed using the system configuration as given in Table 1. Python 3.6 is used to structure the original data set using the feature extraction and classification methods. Jupyter Notebook is the interfaces program used in compiling Python.

The X-ray image is converted into grayscale. Then, the image is preprocessed using the Wiener filter. Lim and Oppenheim defined the wiener filter \[3\] based on the reduction of the mean square error between the estimated signal \(W_0(\omega)\) and the original signal \(W(\omega)\). as

\[
S(\omega) = \frac{W_x(\omega)}{W_x(\omega) + W_y(\omega)}
\]

Where \(W_x(\omega)\) and \(W_y(\omega)\) represents the noise-free and the noisy-background signal that is stationary and uncorrelated. Compute the preprocessed COVID-19 image after assigning the transfer function as

\[
W'(\omega) = X(\omega)S(\omega)
\]

Two feature extraction methods (GLCM, HOG) are deployed and fused with Hu moments.

3.2 Grey-level co-occurrence matrix

A second-order statistical texture function is derived from the COVID-19 images based on neighbor pixels’ displacement d and pixel orientation \(\theta\). The likelihood of a pair of grey levels occurring at the distance d with direction in the image is described as function \(f(i,j|d, \theta)\). Using the GLCM matrix, Haralick et al. \[13\] analyzed 14 parameters namely Contrast, Autocorrelation, Cluster prominence, Correlation, Dissimilarity, Energy (uniformity), Cluster shade,
Entropy, Maximum probability, Homogeneity, Information measure of correlation Sum of square (variance), Difference variance, Inverse difference normalized (INN) and Inverse difference moment normalized [31, 35, 43].

3.3 Hu moments

Hu [18] introduces the moment invariants in which six absolute orthogonal invariants were derived from COVID-19 images irrespective of position, size, and orientation and irrespective of parallel projections. The moment invariants provide adequate measures to track COVID-19 image patterns for image position, scaling and image rotation, given that they are noise free and continuous. Hu moment invariants are extensively used in COVID-19 image registration, reconstruction and pattern recognition. The two dimensional \((p + q)\)th order moment is given as follows in the Eq. (3)

\[
H_{m_{x,y}} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P^x q^y f(p,q) dp dy \quad \text{where } x, y = 0, 1, 2 \ldots
\]

The COVID-19 image function is defined as a blockwise continuous bounded function \(f(p,q)\) and the Hu moment \(H_{m_{x,y}}\) is uniquely identified by the function \(f(p,q)\); the \(f(p,q)\) can also be uniquely identified by the moment sequence \(H_{m_{x,y}}\). The moment features will not be when they are translated, rotated, or scaled. Central moments must be computed to obtain the invariant features and are defined as follows in Eq. (4)

\[
C_{\mu_{x,y}} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (p - p')^x (q - q')^y f(p,q) dp dy \quad \text{where } x, y = 0, 1, 2 \ldots
\]

The pixel points \((p', q')\) are the centroid of the image \(f(p,q)\). The normalized central moment’s Eq. (5)

\[
n_{x,y} = \frac{C_{\mu_{x,y}}}{C_{\mu_{00}}}
\]

3.4 Histogram of oriented gradients (HOG) features

HOG is a feature descriptor mostly used to extract features from image data. HOG deals with the structure of an object’s shape. HOG identifies the edge direction by extracting the removing and the gradient and breaking the image into smaller regions. The HOG will eventually generate a histogram separately with pixel values for each of these regions.

The total gradients magnitude is computed using the Eq. (6) and the orientation is computed as given in Eqs. (7, 8)
\[ M = \sqrt{\left( Q_x \right)^2 + \left( Q_y \right)^2} \]  

(6)

\[ \tan(\phi) = \frac{Q_x}{Q_y} \]  

(7)

\[ \phi = \tan^{-1}\left( \frac{Q_x}{Q_y} \right) \]  

(8)

Accommodating changes in contrast and illumination, which basically require grouping cells in larger, spatially connected blocks, must be normalized locally. The HOG descriptor computes the vector of the normalized cell histograms components from each block. Each cell’s final descriptor is assisted more than once through the block overlap. Figure 3 shows the input and gradient images of the COVID-19 X-Ray obtained using HOG. Figure 4 shows the Block Normalization Scheme of HOG Algorithm.

### 3.5 Machine learning classifiers

All four different feature vectors were given as input to the classifiers, namely Linear regression (LR) [37], Linear Discriminant Analysis (LDA) [4, 27], K-Nearest Neighbour kNN [2, 23, 26, 42, 48]; (https://www.kaggle.com/luisblanche/COVIDCT) Classification and Regression Trees (CART) [20, 33], Support Vector Machine (SVM) [5, 38], Multi-layer perceptron Neural Network (NN) [14, 21] and Random Forest (RF).

#### 3.5.1 Random Forest

Breiman proposed the RF classifier based on multiple decision trees. RF classifier is robust to noise and outliers. RF gives various useful estimates such as variable importance, Out-of-Bag

![Fig. 3 The input image and the gradient image of the COVID-19 X-Ray](image-url)
error estimate (unbiased estimate of the classification error), strength, correlation etc., and is faster than other bagging and boosting algorithms. Every tree can be considered a single classifier and computed as a unit to identify the input function for final classification. RF changes the way each sub-tree learns by randomly creating a different subsets of features such that the sub-trees have less correlation. The number of features that can be searched at each split and the number of the trees to be constructed are given as parameters to the algorithm. For example, if the number of images (L) in the dataset (T) with the ‘F’ number of features, the size of features selected at each split is typically equal to √F. RF divides each node randomly employing selected features. An Error has been predicted for every tree’s out-of-bag portion; each variable’s feature variable permutation was also computed. The same computation was carried out after permuting each feature variable. Splitting stops when the feature variable standard deviation difference equals 0 [6, 37]. The node impurity measure is computed using the Gini index in RF. Gini(T) is defined as Eq. 9:

$$Gini(T) = 1 - \sum_{j=1}^{n} p_j^2$$  \hspace{1cm} (9)

Where $p_j$ represents dataset T relative frequency with n classes. Random forest hyperparameters include the number of decision trees in the forest (n_estimators = [150,250,350,500]), the number of features considered by each tree when splitting a node (max_features = ['auto', 'sqrt']), max number of levels in each decision tree (max_depth = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100]), min number of data points placed in a node before the node is split (min_samples_split = [2, 4, 8]), min number of data points allowed in a leaf node (min_samples_leaf = [2, 4, 6]), method for sampling data points (bootstrap = [true (with) or false (without replacement)]) are tuned using GridSearchCV from Sklearn python package. In our study there are $(4 \times 2 \times 10 \times 3 \times 3 \times 2) \times cv = 1440$ training.

The working of the Random Forest algorithm is explained in the flow diagram given in Fig. 5.

4 Experimental results and discussion

Kaggle included COVID-19 CT Lung X-ray images where 349 CT images with 153, 491 , and 1853 are the minimum, average and maximum width. These images belong to 216 patients; This includes 397 images from 55 people, whereas LUNA includes 36 images, MedPix has 195 images, 202 are from PMC, and Radiopaedia has 30 of COVID-19 negative images. The width of 124, 383 and 1485 is the minimum, average and maximum. A 10-fold cross-validation technique is executed to achieve consistent evaluation for classification accuracy on each classifier. The classifier’s performance is assessed based on the average classification accuracy of the 10 folds.
This research work uses three feature extraction methods namely HOG, GLCM and Hu moments to classify COVID-19 X-ray images. The dataset was partitioned into 80% training and 20% testing subsets. Images were initially preprocessed using Wiener’s filter and from the preprocessed data HOG, GLCM and Hu Moments features are extracted. Extracted HOG, GLCM and Hu Moments features are given as input to different classifiers, namely LR, LDA, KNN, CART, RF, SVM and MLP. Hyperparameters are significant because they govern a machine learning model’s overall behaviour. The final goal is to discover the best hyperparameter combination that minimises a preset loss function and produces better results. A hyperparameter is a value for a parameter that influences the learning process. Other factors, such as node weights, Regularization constant, kernel type, and constants, are fine tuned in SVMs and k in K-NN. In a neural network, the number of layers, units per layer, and regularisation are all computed to reduce the errors in training; the Bias and Variance are also tuned for better accuracy. Many research studies showed that a larger decision tree forest has high prediction accuracy. Since determining the right hyper-parameter can be time-consuming, in this study, authors used GridSearchCV from the sklearn package to find the best model parameters. The GridSearchCV returned best RF model parameters as bootstrap method for sampling data points with max_feature as ‘auto’, max_depth as ‘70’, min_samples_leaf as ‘4’,
min_samples_split as ‘4’ and n_estimators as ‘250’. The bootstrapping method assists RF to overcome model overfitting issues.

The RF classifier trained with the GLCM and the HOG feature set efficiently discriminates between the COVID and NON-COVID X-ray images. The RF classifier’s performance evaluated using GLCM, HOG, and fusing Hu moments showed higher classification accuracy than the other classifiers. The RF classifier achieved better results by employing a majority voting strategy, bagging on data samples, and randomly creating different subsets of features. Tables 2 and 3 show the mean and standard deviation of the classification accuracy obtained for seven classifiers trained with Haralick and HOG features using the 10-fold cross-validation method. From Table 2, it can be observed that the first experiment (Exp. 1) with Haralick features did not show any progressive improvement for all the seven classifiers; the best accuracy (76.8%) is obtained using RF. However, Haralick features combined with Hu moments (Exp. 2) give a classification accuracy above 90% for LR, LDA, KNN, RF, whereas SVM attained 82.2%; a low accuracy of 56% is noted for MLP. The HOG features fused with Haralick in the third experiment (Exp. 3) gave the best accuracy of above 99% for LR, LDA, CART, RF. In comparison, MLP and SVM illustrated with lower accuracy of 61.8% and 56.7%, respectively. Figure 6 shows the classification accuracy using (a) Multi-Class Classifier for GLCM + Hu, (b) Multi-Class Classifier for GLCM, (c) Multi-Class Classifier for GLCM + HOG, (d) Multi-Class Classifier for GLCM + HOG + Hu, (e) Multi-Class Classifier for Hu Moments, (f) Multi-Class Classifier for HOG, and (g) Multi-Class Classifier for HOG + Hu.

The results obtained with various combinations of HOG features, illustrated in Table 3, confirm the HOG features’ excellent performance with all the seven classifiers.

Figure 7a illustrates the distribution of the classification accuracy data for the seven classifiers trained using the HOG feature extraction methods. Figure 7b shows the classification accuracy obtained for the Random Forest classifier trained with all the feature extraction

| Table 2 | The Accuracy obtained for Haralick features (GLCM), GLCM and Hu features, and GLCM and HOG features
|---|---|---|
| Haralick (GLCM) (13 features) – Exp. 1 | GLCM+Hu (20 features) - Exp. 2 | GLCM+HOG – Exp. 3 |
| LR: 0.676 (0.055) | LR: 0.949 (0.054) | LR: 0.995 (0.006) |
| LDA: 0.659 (0.066) | LDA: 0.959 (0.029) | LDA: 0.995 (0.006) |
| KNN: 0.603 (0.061) | KNN: 0.991 (0.013) | KNN: 0.591 (0.003) |
| CART: 0.719 (0.066) | CART: 0.991 (0.013) | CART: 0.991 (0.008) |
| RF: 0.768 (0.035) | RF: 0.997 (0.008) | RF: 0.997 (0.005) |
| SVM: 0.572 (0.060) | SVM: 0.822 (0.182) | SVM: 0.567 (0.052) |
| MLP: 0.519 (0.049) | MLP: 0.569 (0.428) | MLP: 0.618 (0.153) |

| Table 3 | The accuracy obtained for HOG features, HOG + Hu features and Haralick + HOG + Hu features
|---|---|---|
| HOG (3872 features) – Exp. 4 | HOG+Hu (3879 features) - Exp. 5 | GLCM+HOG+Hu features - Exp. 6 |
| LR: 0.997 (0.005) | LR: 0.994 (0.006) | LR: 0.995 (0.006) |
| LDA: 0.997 (0.005) | LDA: 0.995 (0.006) | LDA: 0.995 (0.006) |
| KNN: 0.997 (0.005) | KNN: 0.993 (0.006) | KNN: 0.591 (0.003) |
| CART: 0.993 (0.006) | CART: 0.995 (0.006) | CART: 0.9973 (0.0053) |
| RF: 0.997 (0.005) | RF: 0.997 (0.005) | RF: 0.9973 (0.0053) |
| SVM: 0.997 (0.005) | SVM: 0.995 (0.006) | SVM: 0.567 (0.052) |
| MLP: 0.997 (0.005) | MLP: 0.994 (0.006) | MLP: 0.686 (0.224) |
techniques. We can observe that Random Forest achieved a superior classification accuracy (99.73%) with the HOG feature vector. Experimental results show that we can successfully use the multiple features set of GLCM with Hu texture features trained using Random Forest classifier for COVID-19 classification.

The ROC plot (Fig. 8) also confirms the potential of using the HOG feature technique coupled with Random Forest to classify COVID-19 X-ray images. Ali Abbasian Ardakani et al. [2] reported a similar result of 99% accuracy using ResNet101. Deep learning (DL) models are less interpretable and massive huge data and high computational resources. DL models may result in an overfit when trained with a smaller dataset. Most medical domain problems have a smaller and imbalanced training dataset. The efficiency of the proposed work is evaluated by comparing it with various existing research studies reported in current literature and is given in Table 4. It can be seen from the above results (Tables 3 and 4) that the proposed

![Fig. 6](image)

**Fig. 6** Classification Accuracy using (a) Multi-Class Classifier for GLCM (b) Multi-Class Classifier for GLCM + Hu Moments (c) Multi-Class Classifier for HOG + GLCM (d) Multi-Class Classifier for HOG + Hu Moments (e) Multi-Class Classifier for HOG + Hu (f) Multi-Class Classifier for GLCM + HOG + Hu

![Fig. 7](image)

**Fig. 7** a. The Accuracy achieved by different classifiers trained using HOG features. b. The Accuracy achieved by different feature extraction methods using Random Forest classifier.
A machine learning model based on Random Forest trained using HOG features achieved promising results on the classification of the COVID-19 dataset. HOG is found to reflect the local description of edges effectively and, hence, provide an excellent localization property when compared to the other feature extraction techniques. An experimental analysis of the HOG method proved to provide a better generalization ability in discriminating between the COVID and NON-COVID images and yielded a higher classification accuracy when trained with all the classifiers.

The proposed optimized Random Forests trained with HOG feature system can be very helpful to the radiologist and physicians for treating the COVID patients.

5 Conclusions

Classifying the COVID dataset is an essential issue in the current scenario. One of the vital aspects is identifying the significant features that discriminate between the COVID and non-COVID images. A machine learning approach based on CT images with promising potential is presented to distinguish COVID-19 infections from normal chest lung x-ray images. This study used a dataset comprising 349 COVID-19 and 397 non-COVID-19 images. Both an individual and a hybrid method that combines multi-feature vector HOG(3872 features), GLCM (13 features), and Hu moments (7 features) are investigated. Experimental results show that the classification results also increase as the dimension of the features increases. HOG achieved the highest classification accuracy of 99.7% when trained with different classifiers, namely LR, LDA, KNN, CART, RF, SVM, and MLP. The Random Forest classifier, an ensemble classifier that combines multiple decision trees as the base classifier, is similarly found to provide more accurate predictions than other different classifiers. The proposed study demonstrated an efficient feature extraction technique and intelligent classifier that automatically provide faster learning to classify chest X-ray images. The study showed HOG to extract unique features and RF to provide better generalization performance for classifying the COVID-19 lung X-ray images. The performance of the proposed system is
Table 4  Comparison of the proposed accuracy with the existing algorithm

| Ref No | COVID-19 Images | Type of Images | Class | Link | Accuracy | Algorithm |
|--------|----------------|----------------|-------|------|----------|-----------|
| [44]   | 87             | Chest X-ray images | COVID-19 and Healthy X-ray images | Github and Kaggle | 100 | Residual Exemplar Local Binary Pattern |
| [2]    | 1020           | Chest X-ray images | COVID-19 and viral pneumonia diseases | Alexion, Toshiba Medical System, Japan | 82.0 | AlexNet |
| [2]    | 1020           | Chest X-ray images | COVID-19 and viral pneumonia diseases | Alexion, Toshiba Medical System, Japan | 83.7 | VGG-16 |
| [2]    | 1020           | Chest X-ray images | COVID-19 and viral pneumonia diseases | Alexion, Toshiba Medical System, Japan | 87.13 | VGG-19 |
| [2]    | 1020           | Chest X-ray images | COVID-19 and viral pneumonia diseases | Alexion, Toshiba Medical System, Japan | 84.80 | GoogleNet |
| [2]    | 1020           | Chest X-ray images | COVID-19 and viral pneumonia diseases | Alexion, Toshiba Medical System, Japan | 99.4 | ResNet-101 |
| [29]   | 2780           | Chest X-ray images | coronavirus, pneumonia, and normal X-ray imagery. | Guangzhou Medical Center, China | 97.4 | CovXNets |
| [32]   | 337            | Chest X-ray images | COVID-19 and Healthy X-ray images | Cohen et al. [9] | 97.97 | nCOVnet |
| Proposed | 746           | Chest X-ray images | COVID-19 and Healthy X-ray images | | 99.73 | Handcrafted features HOG trained with Random Forest |

Bold indicates the proposed method.
compared with other popular deep learning models such as AlexNet, VGG-16, VGG-19, GoogleNet. The proposed method based on a Random Forest classifier trained using HOG feature vector achieves an accuracy of 99.73%, a significant improvement compared to existing classification schemes. This research demonstrated that radiologists and physicians could use the HOG trained with the Random Forest classifier as an automatic diagnostic system to classify the COVID X-ray dataset. Future investigation of our study may include the application of the present framework to the medical diagnosis of other diseases using different input image modalities. In addition, the framework can be further customized and applied to other domains where the presence of misinformation is of high concern, such as pharmaceutical drug information, pandemic management, financial advisories, online healthcare services, and cyber frauds.
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