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We investigate an ultracold Bose-Fermi mixture with a Feshbach resonance between two hyperfine states of fermions. Using a functional integral method, we calculate collective modes associated with fermion-pairs and bosons in a superfluid phase. We derive a stability condition of the mixtures, which is valid in the entire region of the BCS-BEC crossover. This stability condition, which smoothly connects the well-known results obtained in both the BCS and BEC limits, shows that sufficiently strong FB interactions destabilize the mixtures. In order to investigate the consequence of this instability, we study the ground state energy of both the uniformly mixed and the phase-separated states. We find that the FB repulsion induces a phase separation, whereas the FB attraction should cause a collapse of the mixture. The possibilities for the experimental observation of such instabilities are also discussed.
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I. INTRODUCTION

Recent experimental studies on ultracold fermions have provided new opportunities to study a crossover between a BCS superfluid and a molecular Bose-Einstein condensate (BEC). In such a system the strength of the two-body interaction can be freely tuned. In the weak two-body attraction limit, fermions form Cooper pairs and undergo the BCS transition. On the other hand, in the strong attraction limit, tightly bound pairs undergo Bose-Einstein condensation. Since these two limits are essentially understood as a condensation of the fermion pairs, a smooth crossover from a BCS state to a BEC state is expected to occur (BCS-BEC crossover).

The study of BCS-BEC crossover was pioneered by Eagles and Leggett and later extended to finite temperatures by Nozières and Schmitt-Rink. It was further extended by Sà de Melo, Randeria, and Engelbrecht using functional integral formalism. Recent progress on the experimental techniques with the use of Feshbach resonances allows a realization of the BCS-BEC crossover. The crossover from BCS to tightly bound molecular BEC was experimentally confirmed by the observation of pairing gap, condensation fraction, heat capacity, collective oscillations, vortex lattices and density profiles with a population imbalance.

Ultracold fermion systems have been studied with Bose-Fermi mixtures in association with fermion cooling. Cooling of degenerate fermions was difficult since the inter-fermion collisions are suppressed due to the Pauli exclusion principle. However, by adding bosons, one can perform the sympathetic cooling which yields realization of ultracold fermions. In these systems, it is known that uniform Bose-Fermi mixtures become unstable for sufficiently strong fermion-boson (FB) interactions. Phase separation (collapse) occurs with repulsive (attractive) FB interactions. Experimentally, the collapse of a Bose-Fermi mixture was observed in a \(^{40}\)K-\(^{87}\)Rb mixture. Therefore, experimental studies on ultracold fermions have been conducted to avoid the phase separation or the collapse of the mixture in order to perform the sympathetic cooling. Nevertheless, these instabilities themselves should have interesting features, thus they deserve an independent study.

In this paper, we investigate a Bose-Fermi mixture with a Feshbach resonance between two hyperfine states of fermions at absolute zero temperature. This system was recently studied by Salasnich and Toigo from the BCS to the unitarity region. We present a theory which is applicable in the whole region of the BCS-BEC crossover. Using a functional integral method, we calculate the collective modes associated with the quantum fluctuations of the boson and fermion-pair condensates. Assuming that the bosons and the fermions are uniformly mixed, we find that the Bogoliubov mode of the bosons and the Anderson-Bogoliubov mode of the fermions are mixed by the FB interactions. In order to investigate the system more precisely, we derive a set of coupled Gross-Pitaevskii equations for the boson and fermion-pair condensates in the BEC limit, and show that the system is equivalent to two-component Bose gases. We also derive a stability condition against small quantum fluctuations. In order to understand the physical meanings of this condition, the ground state energy in the whole region of the crossover is derived. Using that, it is shown that the instability relates to the phase separation for repulsive FB interactions whereas the collapse for attractive FB interactions. Especially when the system is initially in the uniformly mixed state, we have shown that the instability against small fluctuations corresponds to the phase separation for FB repulsion. We also discuss how these instabilities can be observed in experiments. We expect \(^{6}\)Li is the best candidate to see such instabilities.

This paper is organized as follows. In Sec. III, we...
effective action is derived by performing a Hubbard-Stratonovich transformation. In Sec. III, an effective action is derived by a second order perturbation expansion with respect to the quantum fluctuations associated with the boson and fermion-pair order parameters. In Sec. IV collective modes are studied. The Bogoliubov mode of the bosons and the Anderson-Bogoliubov mode of the fermions are shown to be mixed by the FB interactions. In Sec. V a stability condition of the mixture is derived and discussed. In Sec. VI the stability condition and the possibility of the experimental realization are discussed.

II. MODEL

We study the system at sufficiently low temperature, where both bosons and fermions are in a superfluid phase. We start with an action for a three-dimensional uniform Bose-Fermi mixture

\[ S = S_B + S_F + S_I, \]

where \( S_B \) and \( S_F \) are the actions for bosons and fermions,

\[
S_B[\phi_B] = \int_0^\beta d\tau \int dx \left[ \phi_B^\dagger(x, \tau) \left( \frac{\partial}{\partial \tau} - \frac{\nabla^2}{2m_B} - \mu_B \right) \phi_B(x, \tau) + \frac{g_B}{2} |\phi_B(x, \tau)|^4 \right],
\]

\[
S_F[\psi_\uparrow, \psi_\downarrow] = \sum_{\sigma=\uparrow,\downarrow} \int_0^\beta d\tau \int dx \left[ \psi_\sigma^\dagger(x, \tau) \left( \frac{\partial}{\partial \tau} - \frac{\nabla^2}{2m_F} - \mu_F \right) \psi_\sigma(x, \tau) + \frac{\tilde{g}_F}{2} |\psi_\sigma(x, \tau)|^2 |\psi_{-\sigma}(x, \tau)|^2 \right],
\]

while \( S_I \) represents the two-body FB interaction,

\[
S_I[\phi_B, \psi_\uparrow, \psi_\downarrow] = \sum_{\sigma=\uparrow,\downarrow} \int_0^\beta d\tau \int dx \left[ \frac{g_I}{2} |\psi_\sigma(x, \tau)|^2 |\phi_B(x, \tau)|^2 \right]
\]

with \( \beta \) being the inverse of the temperature. Here, \( \phi_B(x, \tau) \) is a complex field for bosons whereas \( \psi_\sigma(x, \tau) \) are Grassmann fields for fermions with spin \( \sigma = \uparrow, \downarrow \). We denote three-dimensional vectors with bold letters. \( \mu_B \) and \( \mu_F \) are the chemical potentials for bosons and fermions, respectively. For simplicity, we assume that the numbers of the spin-up and -down particles are equal. We consider the boson-boson (BB) and the FB s-wave scatterings with coupling constants \( g_B = 4\pi a_B/m_B \) and \( g_I = 2\pi a_I/m_I \), respectively. \( a_B \) and \( a_I \) are the scattering lengths and \( m_I = m_B/m_F + m_B \) is the reduced mass. Throughout the paper, we set \( \hbar = k_B = 1 \).

The coupling constant for the fermion-fermion (FF) interaction can be controlled by a Feshbach resonance. The bare s-wave attraction, \( \tilde{g}_F \) is “renormalized” as

\[
\frac{1}{g_F} = \frac{1}{\tilde{g}_F} - \int \frac{dp}{(2\pi)^3} \frac{m_F}{p^2},
\]

where \( g_F = 4\pi a_F/m_F \) is the effective FF interaction with \( a_F \) being the scattering length which can be tuned from \( -\infty \) to \( +\infty \).

The interaction part of \( S_F \) can be transformed using the usual Hubbard-Stratonovich transformation by introducing new complex fields \( \Delta(x, \tau) \) and \( \Delta^*(x, \tau) \). Integrating over the Grassmann fields, we obtain an effective action,

\[
S_{\text{eff}}[\Delta, \phi_B] = S_B[\phi_B] + \int_0^\beta d\tau \int dx \left[ -\frac{\Delta(x, \tau)}{g_F} \right]
\]

\[ \frac{1}{\beta V} \text{tr} \left[ \ln(\beta G^{-1}) \right] \]

where \( V \) is the volume of the system and \( G^{-1} \) is the inverse Nambu propagator,

\[
G^{-1} = -\frac{\partial}{\partial \tau} \left( -\frac{\nabla^2}{2m_F} - \mu_F + g_I |\phi_B|^2 \right) \sigma_z - \Delta(x, \tau) \sigma^+ + \Delta^*(x, \tau) \sigma^-,
\]

where \( \sigma^\pm = (\sigma_x \pm i\sigma_y)/2 \) with \( \sigma_i \) being the Pauli matrices.

III. PERTURBATION EXPANSION

Assuming that the temperature is sufficiently low, two order parameters, \( \phi_B(x, \tau) \) and \( \Delta(x, \tau) \), can be separated into their averages and fluctuations.

\[
\phi_B(x, \tau) = \phi_0 + \phi(x, \tau),
\]

\[
\Delta(x, \tau) = \Delta_0 + \delta(x, \tau).
\]

Then, the Nambu propagator in Eq. (11) can be expanded as follows,

\[
\text{tr} \left[ \ln(\beta G^{-1}) \right] = \text{tr} \left[ \ln(\beta G_0^{-1}) \right] - \sum_{n=1}^{\infty} \text{tr} \left[ (G_0 \Sigma)^n \right],
\]

where the unperturbed Green functions \( G_0 \) and the self energy \( \Sigma \) are

\[
G_0^{-1} = -\frac{\partial}{\partial \tau} \left( -\frac{\nabla^2}{2m_F} - \mu_F + g_I |\phi_0|^2 \right) \sigma_z - \Delta_0 \sigma^+ - \Delta_0 \sigma^-,
\]

\[
\Sigma = g_I \left( \phi_0 (\phi(x, \tau) + \phi^* (x, \tau)) + |\phi(x, \tau)|^2 \right) \sigma_z + \delta(x, \tau) \sigma^+ + \delta^*(x, \tau) \sigma^-.
\]
Note that we have performed a unitary transformation on $G_0$ and $\Sigma$ to set $\Delta_0$ real. From now on we use the momentum representation of $G_0$, which are determined as

$$G_0(p) = \left( \begin{array}{c} G_{0\up}(p) \\ F_0(p) \\ G_{0\down}(p) \end{array} \right),$$

$$= \frac{-1}{\omega^2 + \xi_p^2 + \Delta_0^2} \left( \begin{array}{ccc} i\omega + \xi_p & \Delta_0 & i\omega - \xi_p \\ 0 & -\omega & 0 \\ 0 & 0 & -i\Delta_0 \end{array} \right),$$

where $\xi_p = p^2/2m_F - i\mu F$ and $p = (p_\sigma, \omega)$. We now expand the action to the second order in the fluctuations around the saddle point. The saddle point conditions give the gap equation and the Hugenholtz-Pines relation,

$$\frac{\Delta}{g_F} = \frac{1}{\beta} \sum_\omega \int \frac{dp}{(2\pi)^3} F_0(p),$$

$$\mu_B = gn_B + nm_{F\up},$$

where $n_B$ and $n_{F\sigma}$ are boson and fermion densities:

$$n_{F\up} = n_{F\down} = \frac{n_F}{2} = \frac{1}{\beta} \sum_\omega \int \frac{dp}{(2\pi)^3} G_{0\up}(p),$$

with $n_F = n_{F\up} + n_{F\down}$. By solving the saddle point conditions, Eqs. (14) and (15), with the particle number equation, Eq. (16), self-consistently, one can calculate the physical quantities of this system.

We now separate the Bose field and the pairing field to their real and imaginary parts

$$\phi(p) = \frac{1}{\sqrt{2}} (\phi_\up(p) + i\phi_\down(p)),$$

$$\delta(p) = \frac{1}{\sqrt{2}} (\delta_\up(p) + i\delta_\down(p)),$$

where $\phi_\up, \phi_\down, \delta_\up$ and $\delta_\down$ are set to be real. Before proceeding with the expansion, we define RPA polarization densities, which emerge in the second order in the fluctuations. We define

$$h_\up(p) = \frac{1}{\beta} \sum_\omega \int \frac{dq}{(2\pi)^3} G_{0\down}(q) G_{0\up}(q+p),$$

$$h_\down(p) = \frac{1}{\beta} \sum_\omega \int \frac{dq}{(2\pi)^3} G_{0\up}(q) G_{0\down}(q+p),$$

$$g_\sigma(p) = \frac{1}{\beta} \sum_\omega \int \frac{dq}{(2\pi)^3} G_{0\sigma}(q) G_{0\sigma}(q+p),$$

$$f(p) = \frac{1}{\beta} \sum_\omega \int \frac{dq}{(2\pi)^3} F_0(q) F_0(q+p),$$

$$k^+_{\sigma}(p) = \frac{1}{\beta} \sum_\omega \int \frac{dq}{(2\pi)^3} G_{0\sigma}(q) F_0(q+p),$$

$$k^-_{\sigma}(p) = \frac{1}{\beta} \sum_\omega \int \frac{dq}{(2\pi)^3} G_{0\sigma}(q+p) F_0(p).$$

Using the notations defined above, the second order effective action is given by

$$S^{(2)}_{\text{eff}} = \frac{1}{\beta} \sum_\omega \int \frac{dp}{(2\pi)^3} \left[ \Psi_p^\dagger K^{-1} \Psi_{-p} \right],$$

where $\Psi_p = 1/\sqrt{2} (\phi_\up(p) \phi_\down(p) \delta_\up(p) \delta_\down(p))^T$ is a vector notation of the fluctuation fields and $K^{-1}$ is a $4 \times 4$ matrix

$$K^{-1} = \begin{pmatrix} \frac{p^2}{2m_B} + 2gn_B + K_{AA} & \omega & K_{AA} & iK_{Ap} \\ -\omega & \frac{p^2}{2m_B} & 0 & 0 \\ K_{AA} & 0 & K_{Ap} & iK_{pp} \\ -iK_{Ap} & 0 & -iK_{pp} & K_{pp} \end{pmatrix},$$

with

$$K_{AA} = g_B^2n_B (2\gamma_\up(p) + 2\gamma_\down(p) - 4f(p)),$$

$$K_{Ap} = g_B \sqrt{n_B} (k^+_\up(p) - k^-_\down(p) - k^-_\up(p) - k^+_\down(p)),$$

$$K_{aa} = -\frac{1}{g_F} + \frac{h_\up(p) + h_\down(p)}{2} + f(p),$$

$$K_{pp} = -\frac{1}{g_F} + \frac{h_\up(p) + h_\down(p)}{2} - f(p),$$

$$K_{ap} = \frac{h_\down(p) - h_\up(p)}{2}.$$
In both the BEC and the BCS limits, the dispersion relation is determined analytically. In the BCS limit, the dispersion relation reads

\[ \omega^2 = \frac{1}{2} \left[ \frac{g_B n_B}{m_B} + \frac{v_F^2}{3} \right] + \sqrt{\left( \frac{g_B n_B}{m_B} - \frac{v_F^2}{3} \right)^2 + \frac{8 g_B^2 N(0) v_F^2 n_B}{3 m_B} } \right] p^2, \tag{23} \]

where \( v_F = k_F/m_F \) is the Fermi velocity and \( N(0) = m_F k_F/2\pi^2 \) is the density of states of the fermions at the Fermi surface with \( k_F = (3\pi^2 n_F)^{1/3} \). Two branches in Eq. (23) corresponds to the Bogoliubov mode (\( c_B = \sqrt{g_B n_B/m_B} \)) of the bosons and Anderson mode (\( c_A = v_F/\sqrt{3} \)) of the fermions in the limit \( g_I \to 0 \); for \( c_B > c_A \) (\( c_B < c_A \)), the positive and negative (negative and positive) signs correspond the Bogoliubov mode and Anderson mode, respectively.

In the BEC limit, the dispersion relation is calculated as

\[ \omega^2 = \frac{1}{2} \left[ \epsilon_B (\epsilon_B + 2g_B n_B) + \epsilon_C (\epsilon_C + 2 g_C n_C) \right] \]

\[ \quad \quad \pm \left( \epsilon_B (\epsilon_B + 2g_B n_B) - \epsilon_C (\epsilon_C + 2 g_C n_C) \right)^2 \]

\[ + 64g_B^2 \epsilon_C g_B n_B n_C \right]^\frac{1}{2} \right], \tag{24} \]

where \( \epsilon_B = p^2/2m_B \), \( \epsilon_C = p^2/4m_F \) and \( n_C = \Delta_B^2 n_B^2 \) is a fermion-pair density which will be discussed later. In the long-wavelength limit, Eq. (24) reduces to

\[ \omega^2 = \frac{1}{2} \left[ \frac{g_B n_B}{m_B} + \frac{g_F n_C}{m_C} \right] \]

\[ \pm \sqrt{\left( \frac{g_B n_B}{m_B} - \frac{g_F n_C}{m_C} \right)^2 + \frac{16g_B^2 n_B n_C}{m_B m_C} } \right] p^2, \tag{25} \]

which, in the limit \( g_I \to 0 \), corresponds to the Bogoliubov modes of the bosons and the fermion-pairs with the mass \( m_C = 2m_F \), inter-pair scattering length \( 2a_F \) and pair condensate density \( n_C = n_F/2 \).

The result in the BEC limit can be understood more naturally by deriving a set of coupled Gross-Pitaevskii equations of the boson and fermion-pair condensates. Here, we employ a similar approach to the one in Refs. [4, 23] in order to depict the tightly bound fermion pair. In the BEC limit, \( \mu_F \) is the largest scale of the energies since fermions are tightly bound. This enables us to expand Eqs. (14) and (16) in terms of \( \Delta/|\mu_F| \propto (k_F a_F)^3/2 \), which is a small parameter in the BEC limit. One finds \( \mu_F \) and \( \Delta \) to be

\[ 2\mu_F \sim - \frac{1}{m_F a_F^2} + \frac{g_F n_F}{2} + 2g_B n_B, \tag{26} \]

\[ |\Delta|^2 \sim \frac{4\pi n_F}{m_F a_F}. \tag{27} \]

We now employ the off-diagonal part of the Dyson equation of the fermion Green function by taking a variation \( \delta S_{\text{eff}}/\delta \Delta^* = 0 \). We choose \( g_0 \) as a Green function of ideal fermions and the self energy part \( \Sigma \) as

\[ \Sigma = g_I |\phi(x, \tau)|^2 \sigma_z + \Delta(x, \tau) \sigma^+ + \Delta^*(x, \tau) \sigma^- \tag{28} \]

Then, the expansion of the Dyson equation by the self energy to the third order gives

\[ - \frac{\Delta(x, \tau)}{g_I} + g_{01}(x, \tau) g_{01}(x, \tau) \Delta(x, \tau) \]

\[ + g_{01}(x, \tau) g_{01}(x, \tau) g_I |\phi(x, \tau)|^2 \Delta(x, \tau) \]

\[ - g_{01}(x, \tau) g_{01}(x, \tau) g_I |\phi(x, \tau)|^2 \Delta(x, \tau) \]

\[ + g_{01}(x, \tau) g_{01}(x, \tau) |\Delta(x, \tau)|^2 \Delta(x, \tau) \]

\[ = 0. \tag{29} \]

Note that we have assumed that \( g_I |\phi|^2 \ll \Delta \) and have neglected the second order contributions of \( g_I |\phi|^2 \). The first term in Eq. (29) can be calculated as

\[ - \frac{\Delta(x, \tau)}{g_I} + \frac{\Delta(x, \tau)}{g_I} + \frac{1}{\beta} \sum_{\nu} \int \frac{dq}{(2\pi)^3} e^{-i\nu \cdot q} \]

\[ \int dq \frac{dp}{(2\pi)^3} \left[ \frac{m_F}{p^2} + \frac{1}{\beta} \sum_{\omega} g_{01}(p^2) g_{01}(q^2) \right] \Delta(q) \]

\[ - \frac{\Delta(x, \tau)}{g_I} + \frac{1}{\beta} \sum_{\nu} \int dq \frac{dp}{(2\pi)^3} e^{-i\nu \cdot q} \]

\[ \left[ \frac{m_F^3}{8\sqrt{2\pi} |\mu_F|^3} \left( -i\nu + \frac{q^2}{4m_F} - 4\mu_F \right) \right] \Delta(q). \tag{30} \]

Similarly, the remaining terms can also determined as

\[ g_{01}(x, \tau) g_{01}(x, \tau) g_I |\phi(x, \tau)|^2 \Delta(x, \tau) \]

\[ - g_{01}(x, \tau) g_{01}(x, \tau) g_I |\phi(x, \tau)|^2 \Delta(x, \tau) \]

\[ \sim \frac{m_F^3}{4\sqrt{2\pi} |\mu_F|^3} |\Delta(x, \tau)|^2 \Delta(x, \tau), \tag{31} \]

\[ g_{01}(x, \tau) g_{01}(x, \tau) |\Delta(x, \tau)|^2 \Delta(x, \tau) \]

\[ \sim \frac{m_F^3}{32\sqrt{2\pi} |\mu_F|^3} |\Delta(x, \tau)|^2 \Delta(x, \tau). \tag{32} \]

We now define a new order parameter which corresponds to the fermion-pair condensate density

\[ |\Psi_C(x, \tau)|^2 = \frac{m_F^2 a_F}{8\pi} |\Delta(x, \tau)|^2 \sim \frac{n_F}{2} = n_C. \tag{33} \]

Substituting Eqs. (30-33) to Eq. (29), and using Eqs. (26) and (27), one obtains the Gross-Pitaevskii equation of the fermion-pair condensates

\[ \frac{\partial}{\partial t} \Psi_C - \nabla^2 \Psi_C + g_F |\Psi_C|^2 \Psi_C \]

\[ + 2g_I |\phi|^2 \Psi_C = \mu_C \Psi_C, \tag{34} \]
where $\mu_C = 2\mu_F + 1/m_Fa_F^2$ is the effective chemical potential of the fermion-pairs. From $\delta S_{\text{eff}}/\delta \phi = 0$, we can also derive the Gross-Pitaevskii equation for the bosons,
\begin{equation}
\begin{aligned}
&i \frac{\partial}{\partial t} \phi - \frac{\nabla^2}{2m_B} \phi + g_B|\phi|^2 \phi \\
&+ 2g_I|\psi_C|^2 \phi = \mu_B \phi. 
\end{aligned}
\end{equation}
(35)

From Eqs. (34) and (35), one can derive a set of coupled Bogoliubov-de Gennes equations, and reproduce the collective modes of Eq. (24). This fact implies that, in the BEC limit, the system is equivalent to the two-component Bose gases with the atomic mass of $m_B$ and $2m_F$ and the scattering length of $a_B$ and $2a_F$. Note that the coupling constant for boson fermion-pair interaction is $2g_I = 4\pi a_I(m_F + m_B)/m_F m_B$ rather than $4\pi a_I(2m_F + m_B)/m_F m_B$ since the FB interactions essentially act between one fermion and one boson.

V. STABILITY CONDITION

For sufficiently strong FB interactions, the sound velocity of the lower energy branch becomes a pure imaginary, which implies the instability of the system. Then, the stability boundary is determined by the condition that one of the sound velocities is zero. Then, the stability condition is expressed with the RPA bubbles, $k(0) = k_1^\pm(0) = -k_1^\pm(0)$, as
\begin{equation}
g_B/g_I^2 > 4f(0) + 4k(0)^2/f(0). 
\end{equation}
(36)

which again coincides with the thermodynamic stability condition for two-component Bose gases [28,29,30]. These results are summarized in Fig. 2. One can see Eq. (36) smoothly connects the well-known stability conditions of the Bose-Fermi mixtures Eq. (37) and two-component Bose gases Eq. (38).

Till now, we have assumed that the ground state of the mixture is a uniformly mixed state. In order to understand the consequence of the instability, we study the free energies of both the uniformly mixed states and the phase-separated states. At the zero temperature, we can approximate the thermodynamic potential as $\Omega = -PV \sim \beta^{-1}S(0)$ where $P$ is the pressure, $V$ is the volume and $S(0)$ is the effective action without the quantum fluctuations. Using Eqs. (6) and (10), and then setting $G_0$ as the Green function of the ideal fermions and $\Sigma = g_{sL}|\phi_0|^2 \sigma_z + \Delta_0 \sigma^+ + \Delta^\star_0 \sigma^-$, the free energy of the uniformly mixed state is determined to be
\begin{equation}
\begin{aligned}
\mathcal{E}_{\text{mix}} &= -P_F^{(0)}(N_F,V)V - P_F^{(sc)}(N_F,V)V \\
&\quad + \mu_F(N_F,V)N_F + \frac{g_B N_B^2}{2V} + g_I N_B N_F,
\end{aligned}
\end{equation}
(39)

where
\begin{equation}
\begin{aligned}
P_F^{(0)} &= \frac{2}{5} \frac{(2m_F \mu_F)^2}{3\pi^2} \mu_F \theta(\mu_F), \\
P_F^{(sc)} &= \frac{|\Delta_0|^2}{g_F^2} + \int \frac{dp}{(2\pi)^3} \\
&\quad \left( \sqrt{\xi_p^2 + |\Delta_0|^2} - |\xi_p| - \frac{|\Delta_0|^2 n_F}{p^2} \right)
\end{aligned}
\end{equation}
(41)

with $N_B = n_B V$ and $N_F = n_F V$. Note that we have neglected the higher order contributions of the FB interactions.

Similarly, one can also calculate the free energy of the phase-separated states as
\begin{equation}
\begin{aligned}
\mathcal{E}_{\text{sep}} &= -P_F^{(0)}(N_F,V_F)V_F - P_F^{(sc)}(N_F,V_F)V_F \\
&\quad + \mu_F(N_F,V_F)N_F + \frac{g_B N_B^2}{2V_B}
\end{aligned}
\end{equation}
(42)

with $V_F$ and $V_B$ being the volume occupied by fermions and bosons, respectively.

We now show that the stability condition Eq. (36), relates to the condition for the system to be in a uniformly mixed state rather than a phase-separated state. In order for phase separation to occur, the following two conditions must be satisfied; the equilibrium condition for the pressure,
\begin{equation}
P_F^{(0)} + P_F^{(sc)} = \frac{g_B N_B^2}{2V_B}.
\end{equation}
(43)

and the condition for the free energies,
\begin{equation}
\mathcal{E}_{\text{sep}} < \mathcal{E}_{\text{mix}}.
\end{equation}
(44)

In the BEC limit, $P_F^{(0)}$, the pressure of the ideal Fermi gas, vanishes because of the disappearance of the Fermi
surface. Expanding $P_F^{(sc)}$ by $\Delta_0/|\mu_F|$, which is a small parameter in the BEC limit, $P_F^{(sc)} \to g_F n_C^2/2$ as shown in Fig. 3. Remembering that the chemical potential of the fermions becomes $2\mu_F \to -1/m_F a_F^2 + g_F n_C$, the condition for phase separation becomes

$$
\mathcal{E}_{\text{sep}} - \mathcal{E}_{\text{mix}} = \frac{g_F N_C^2}{2 V_F} + \frac{g_B N_B^2}{2 V_B} - \frac{g_B N_B^2}{2 V} - \frac{g_F N_C^2}{2 V} - 2 g_I \frac{N_B N_C}{V} \leq 0,
$$

(45)

where $N_C = N_F/2$ is a fermion pair number. Using the equilibrium condition Eq. (43), which reduces to $g_F N_C^2/2V_F = g_B N_B^2/V_B$, the condition for phase separation in the BEC limit becomes

$$
4g_I^2 > g_B g_F
$$

(46)

for repulsive FB interactions. Eq. (45) agrees with the condition for phase separation of the two-component Bose gases [29, 31]. Phase separation of the two-component Bose gases was actually observed in the experiment [32]. This condition also agrees with the stability condition against the small fluctuations in the BEC limit, Eq. (45).

In the BCS limit, $P_F^{(sc)}$ is negligible compared to $P_F^{(0)}$ since $\Delta_0/\epsilon_F \ll 1$. Then the argument on the Bose-Fermi mixture with one-component fermions also applies to our case. Using the results of the previous work [17, 33], which basically compares the ground state energies of the uniformly mixed states and the phase-separated states, Eq. (36) corresponds to the condition that the system does not have any phase-separated states in the dilute boson density limit.

Therefore, with repulsive FB interactions, Eq. (36) exactly corresponds to the condition for phase separation to occur in the BEC limit, whereas it corresponds to the condition only in the limiting case in the BCS limit. However, in the next section, we will show that the phase diagram is determined by Eq. (36) regardless of the density of bosons if the system is initially in a uniformly mixed state.

We point out that Salasnich and Toigo also found the stability conditions based on the approximation of the ground state energy calculated by a Monte Carlo study [22]. They explicitly calculated the stability conditions which agree with our findings in the BCS limit. However, their approach is currently limited in the BCS to the unitarity region. In contrast, our theory is also valid in the BEC region.

When the FB interactions are attractive, the condition Eq. (46) is not satisfied since an increase of $|g_I|$ lowers the ground state energy of the uniformly mixed state. Therefore, the phase-separated state is unstable. In this case, we expect the mixture to collapse by the FB attraction.

VI. DISCUSSION

In this section, we discuss how our stability condition can be verified in real systems. We point out that the phase diagram is governed by the stability condition Eq. (36) assuming that the system is initially in the uniformly mixed state.

The stability condition is derived so that the system is robust against the fluctuations. In other words, it is the condition that a uniformly mixed ground state is at the local minimum of the free energy. Consider the case that the interaction parameter is swept adiabatically from the BCS to the BEC region. At sufficiently low temperatures, there is no process for the system to make a transition to the other state. Therefore, the system remains at its initial state, even when a non uniformly-mixed state, e.g. the phase-separated state, is energetically favored due to the confining potential. However, once the condition Eq. (36) is violated, the system becomes unstable against any small fluctuations. Therefore, its phase diagram is expected to be like Fig. 2 when the system is initially in a uniformly mixed state.

This explains the contradiction between our results and that of the experiment of the $^{40}$K-$^{87}$Rb mixture [19]. In this experiment, the condition for the collapse depends on the densities of both fermions and bosons whereas Eq. (36) only depends on the fermion density. This can be explained by considering that the initial state of the experiment where the collapse was observed was not a uniformly mixed state. In this case, the stability condition should be governed by $\mathcal{E}_{\text{other}} > \mathcal{E}_{\text{mix}}$ where $\mathcal{E}_{\text{other}}$ is the ground state energy of the state after the collapse.

We now discuss how one could experimentally demonstrate our results. In order to demonstrate the stability condition Eq. (36), we first need to prepare a uniformly mixed state and then change some parameters to make the system unstable. Presently, it seems difficult to control the FB interactions. However, one can still tune...
$a_F$ to make the system unstable. Hence, if a uniformly mixed state was successfully realized in the BCS or in the unitarity region, where the system is likely to be stable (see Fig. 2), the transition to the other ground state can be observed by tuning $a_F$ to the BEC region.

Currently there are two types of systems in which the BCS-BEC crossover was observed 3, 4, 5, 6, 7, 8, 9, 10, 11, 12; $^{40}$K of the hyperfine states of $|f, m_f⟩ = |9/2, −7/2⟩$ and $|9/2, −9/2⟩$ and $^6$Li of $|1/2, 1/2⟩$ and $|1/2, −1/2⟩$. As far as we know, there has been no FB interaction scattering length reported in these states. However, we can still estimate the magnetic field strength where the instability occurs using an approximate expression of $a_F$,

$$a_F \sim a_{bg} \left(1 - \frac{\Delta B}{B - B_0}\right),$$

where $B$ is the magnetic field strength, $B_0$ is the magnetic field at the resonance, $a_{bg}$ is the scattering length in the small or large $B$ limit and $|\Delta B|$ is corresponded to the width of the resonance.

In the case of $^{40}$K, $a_{bg} = 174a_0$ 33] where $a_0$ is Bohr radius. Taking $a_{bg}$ as the scattering length in the BEC limit, the range of the parameters where instability can be observed is $174a_0 \leq 1 + m_B)^2a_0^2/(4m_Ba_B)$ with $m_B = m_B/m_F$. The observation of the transition is more promising in the case of $^6$Li since $a_{bg} = -1405a_0$ 34]. The system is in the pure BEC limit, i.e. $a_F = +0$ at $B = 534G$. Here, Eq. (36) automatically becomes false. Therefore, if one could realize a uniformly mixed state in the BCS or the unitarity region and tune $a_F$ to the BEC region, one should see the instability for $B > 543G$. However, the experiment shows that the fermion-pair condensate vanishes around $B \sim 710G$ 35]. Therefore, in order to see the transition such as phase separation and collapse, an appropriate hyperfine state which fails to meet Eq. (36) in $B > 710G$ must be chosen.

In experiments, mixtures are trapped by an external trap potential, which is not considered in our present homogeneous theory. Assuming $N_B$ and $N_F \gg 1$, the effect of a trap can be reasonably investigated by performing a local density approximation, which modifies $\mu_F$ and $\mu_B$ to $\mu_F, \mu_B \rightarrow \mu_F, \mu_B - V_{ext}(\mathbf{x})$ where $V_{ext}(\mathbf{x})$ is the external trap potential. Normalization conditions, e.g.Eq. (15), are therefore changed to $N_F = \beta^{-1} \int d\mathbf{x} \sum_{\ell} g_0(p; \mu_F - V_{ext}(\mathbf{x}))$ and $N_B = \int d\mathbf{x} \eta_B(x; \mu_B - V_{ext}(x))$. This approximation fails to describe the situation at the edge of the trap. This can be understood by considering the case that the same number of fermions and bosons are present in the same trap, and there is no FB interaction. Due to the Pauli exclusion principle, fermions are usually spread more than bosons, therefore, even though no FB interaction is present, phase separation can take place at the edge of the trap.

However, this approximation well describes the physics at the center of the trap, where instability due to fluctuations is expected to occur first. The stability condition Eq. (36), which is found for a homogeneous case, is equivalent to the stability condition at the center of the trap which is described within a local density approximation. Therefore, we expect that our condition is still useful for trapped systems. However, it should be pointed out that for FB repulsion, the effect of instability may be less visible for the trapped case since the instability occurs only at the center of the trap. On the contrary, instability occurs simultaneously in all region for the homogeneous case. For the FB attraction, instability at the center of a trap induces instability in all region, therefore, experimentally, the phase diagram Fig. 2 could be observed more clearly.

VII. CONCLUSION

We have studied a system of a Bose-Fermi mixture with a Feshbach resonance between two hyperfine states of fermions in a superfluid phase. It has been shown that the Anderson-Bogoliubov mode and the Bogoliubov mode are mixed by FB interactions. We have also shown that the system becomes unstable as the strength of the FB interactions increases. The stability condition derived here has been shown to smoothly connect the well-known results of both the BCS and BEC limits. In order to understand the stability condition, we have studied the ground state energy of this system for both the uniformly mixed and the phase-separated states. It has been shown that the stability condition relates to the condition for phase separation if the FB interactions are repulsive. Especially when the system is initially in the uniformly mixed state, we have shown that it corresponds to the condition for phase separation. We have also shown that if a uniformly mixed Bose-Fermi mixture was prepared experimentally, the stability condition Eq. (36) can be verified. We expect $^6$Li is the best candidate for the transition to phase separation or collapse to be observed.

Acknowledgments

We acknowledge Ippei Danshita for a fruitful discussion. We also acknowledge K. Igaya, K. Kamide and D. Yamamoto for useful comments and supports. This work is supported by the 21st century COE Program (Holistic Research and Education Center for Physics of Self-organization Systems) at Waseda University from the Ministry of Education, Culture, Sports, Science and Technology of Japan.
[1] D. M. Eagles, Phys. Rev. 186, 456 (1969).
[2] A. J. Leggett, in Modern Trends in the Theory of Condensed Matter, edited by A. Pekalski and R. Przystawa (Springer-Verlag, 1980), vol. 115 of Lecture Notes in Physics, p. 13.
[3] P. Nozières and S. Schmitt-Rink, J. Low Temp. Phys. 59, 195 (1985).
[4] C. A. R. Sá de Melo, M. Randeria, and J. R. Engelbrecht, Phys. Rev. Lett. 71, 3202 (1993).
[5] C. Chin, M. Bartenstein, A. Altmeyer, S. Riedl, S. Jochim, J. H. Denschlag, and R. Grimm, Science 305, 1128 (2004).
[6] M. W. Zwierlein, C. A. Stan, C. H. Schunck, S. M. F. Raupach, A. J. Kerman, and W. Ketterle, Phys. Rev. Lett. 92, 120403 (2004).
[7] C. A. Regal, M. Greiner, and D. S. Jin, Phys. Rev. Lett. 92, 040403 (2004).
[8] J. Kinast, A. Turlapov, J. E. Thomas, Q. Chen, J. Stajic, and K. Levin, Science 307, 1296 (2005).
[9] M. Bartenstein, A. Altmeyer, S. Riedl, S. Jochim, C. Chin, J. H. Denschlag, and R. Grimm, Phys. Rev. Lett. 92, 203201 (2004).
[10] J. Kinast, S. L. Hemmer, M. E. Gehm, A. Turlapov, and J. E. Thomas, Phys. Rev. Lett. 92, 150402 (2004).
[11] M. W. Zwierlein, J. R. Abo-Shaeer, A. Schirotzek, C. H. Schunck, and W. Ketterle, Nature 435, 1047 (2005).
[12] M. W. Zwierlein, C. H. Schunck, A. Schirotzek, and W. Ketterle, Nature 442, 54 (2006).
[13] E. Timmermans and R. Côté, Phys. Rev. Lett. 80, 3419 (1998).
[14] K. Melmer, Phys. Rev. Lett. 80, 1804 (1998).
[15] R. Roth and H. Feldmeier, Phys. Rev. A 65, 021603(R) (2002).
[16] R. Roth, Phys. Rev. A 66, 013614 (2002).
[17] L. Viverit, C. J. Pethick, and H. Smith, Phys. Rev. A 61, 053605 (2000).
[18] X. X. Yi and C. P. Sun, Phys. Rev. A 64, 043608 (2001).
[19] G. Modugno, G. Roati, F. Riboli, F. Ferlaino, R. J. Brecha, and M. Inguscio, Science 297, 2240 (2002).
[20] K. E. Strecker, G. B. Partridge, and R. G. Hulet, Phys. Rev. Lett. 91, 080406 (2003).
[21] Z. Hadzibabic, S. Gupta, C. A. Stan, C. H. Schunck, M. W. Zwierlein, K. Dieckmann, and W. Ketterle, Phys. Rev. Lett. 91, 160401 (2003).
[22] L. Salasnich and F. Toigo, Phys. Rev. A 75, 013623 (2007).
[23] P. Pieri and G. C. Strinati, Phys. Rev. Lett. 91, 030401 (2003).
[24] M. J. Bijlsma, B. A. Heringa, and H. T. C. Stoof, Phys. Rev. A 61, 053601 (2000).
[25] L. Viverit and S. Giorgini, Phys. Rev. A 66, 063604 (2002).
[26] S. K. Yip, Phys. Rev. A 64, 023609 (2001).
[27] B. Valtan, M. Nishida, and S. Kurihara, Laser Phys. 12, 217 (2002).
[28] E. P. Bashkin and A. V. Vagov, Phys. Rev. B 56, 6207 (1997).
[29] B. D. Esry, C. H. Greene, J. P. Burke, Jr., and J. L. Bohn, Phys. Rev. Lett. 78, 3594 (1997).
[30] In the BEC limit, the free energy is well approximated by \( F = \frac{g_B n^2}{2} + \frac{g_F n^2}{2} + 2g_I n^B n^F \). The thermodynamic stability condition, \( \text{det} [\partial^2 F / \partial n_i \partial n_j] \geq 0 \) gives the same stability condition, \( g_B g_F \geq 4g_I^2 \).