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Abstract

We study here a 2D gyrokinetic model obtained in \cite{5}, which naturally appears as the limit of a Vlasov-Poisson system with a very large external uniform magnetic field in the finite Larmor radius regime, when the typical Larmor radius is of order of the Debye length. We show that the Cauchy problem for that system is well-posed in a suitable space, provided that the initial condition satisfies a standard uniform decay assumption in velocity. Our result relies on a stability estimate in Wasserstein distance of order one between two solutions of the system. That stability estimate directly implies the uniqueness (in an appropriate space) of solution to the Cauchy problem. An extension of the stability estimate to the case of a regularized interaction allows to prove the existence of solutions, as limits of solutions of a similar system with regularized interactions.

1 Introduction

1.1 The origin of the model under investigation

The equation considered in this article is a limit equation of the 2D Vlasov-Poisson system with a large external uniform magnetic field, in the finite Larmor radius regime. The finite Larmor radius regime means that while the strength of the magnetic field is sent to infinity, the spatial scale in the direction perpendicular to the magnetic field is set appropriately in such a way that the fast gyration of the charged particle under investigation is performed with a finite Larmor radius\textsuperscript{1}.

This regime is commonly used in the physics of fusion plasmas because it is a relevant approximation to model and simulate the core of a tokamak \cite{9}, where knowledge of the particle distribution function at the scale of the typical Larmor radius is important. Usually, the Debye length remains much smaller than the typical Larmor radius, so that at the Larmor scale the plasma is quasi-neutral. It means that at Larmor scale, the gyrokinetic equation for the distribution function of the gyrocenter is coupled with an electro-neutrality equation.

But from a mathematical viewpoint, quasi-neutral Vlasov equation are very difficult to study. Their associated Cauchy problem are in full generality ill-posed \cite{2}. Recently Han-Kwan and Rouset showed in a deep paper \cite{11} that with Penrose stable \cite{22} initial data, a rigorous limit

\textsuperscript{1}If no spatial rescaling is done, the Larmor radius goes to zero and this regime is usually called the "guiding center regime".
from Vlasov-Poisson towards a quasi-neutral Vlasov equation is possible. However, the combination of that quasi-neutral limit and the large magnetic field limit (with the appropriate ordering: the Debye length much smaller than the typical Larmor radius) seems a very difficult mathematical challenge.

Another regime, physically less pertinent but mathematically simpler has been investigated since roughly twenty years: the limit of the 2D Vlasov-Poisson equation with a large magnetic field in the finite Larmor radius regime, when the typical Larmor radius is of the same order than the Debye length. It has been originally studied mathematically by E. Frénod and E. Sonnendrucker [7, 8, 6], and then by Bostan [3] and Han-Kwan [10]. In the above mentioned works, the limit is a system of PDE in which the advection field is obtained by a two scale homogenization procedure, and is not fully explicit.

Recently, a simpler description of the limit was presented by Bostan, Finot, and Hauray in [5], with the rigorous proof of the convergence that can be found in the companion paper [4]. The idea was to average directly the fast gyration in the two particle interaction kernel, rather than in the Vlasov equation and the Poisson equation independently. In short to average the relative motion of the particle that creates the electric field and of the particle that is submitted to the field together. This idea leads to an evolution equation on \( f \) the density distribution of the gyrocenter (center of fast circle of gyration) \( x \in \mathbb{R}^2 \), and velocities \( v = \rho e^{i\theta} \in \mathbb{R}^2 \) identified with \( \mathbb{C} \), where \( \rho \in \mathbb{R} \) is the Larmor radius of the particle and \( \theta \in \mathbb{R} \) is an important phase parameter. We emphasize that \( x \) and \( v \) are not the position and velocity of a particle. It means that the particles are moving (infinitely) fast on the gyrocircle of center \( x \) and radius \( \rho \). Since the very fast rotation of all the particles is performed at the same speed \( \omega_c = \frac{|q|B}{2m} = 1 \).

Figure 1: Two fast rotating particles around their gyrocenters. As they rotate at same speed, their relative motion is still circular. For simplicity, we assume as in the rest of the article, that the Larmor pulsation \( \omega_c = \frac{|q|B}{2m} = 1 \).

**Motivation and interest of our result** We briefly recall how Bostan and Finot [4] obtained the limit equation [3]. Their results are summarized in [5]. Given an external uniform magnetic

\( ^2 \)The speed of rotation depends on the strength of the magnetic field that is considered uniform here.
field \( B \), they consider the Vlasov-Poisson system for one species of charged particles in two dimensions, in the plane perpendicular to the magnetic field \( B \), which reads after proper scaling:

\[
\partial_t f^\varepsilon + \frac{1}{\varepsilon} (v \cdot \nabla_x f^\varepsilon + \omega_c \varepsilon \frac{1}{\varepsilon} v \cdot \nabla_v f^\varepsilon) - \nabla_x \phi^\varepsilon \cdot \nabla_v f^\varepsilon = 0,
\]

\[-\Delta_x \phi^\varepsilon = \int_{\mathbb{R}^2} f^\varepsilon \, dv,
\]

for \( t > 0 \) and \((x, v) \in \mathbb{R}^2 \times \mathbb{R}^2\). The number \( \varepsilon \) is the ratio of the Debye length in the direction perpendicular to the magnetic field to the observation scale\(^3\). \( \omega_c = \frac{q|B|}{2m} \) is the Larmor pulsation.

In the sequel, we will assume that it is equal to 1. It has no incidence on the mathematical analysis, and could physically be done with the help of the ad-hoc change of time scale\(^4\).

A large magnetic field induce a fast gyration of the charged particles around the magnetic lines. For that reason, they perform the change of variables

\[
\tilde{x} = x + \frac{1}{\varepsilon} v, \quad \tilde{v} = \mathcal{R} \left( \frac{t}{\varepsilon} \right) v,
\]

which is done to filter out the fast circular motion that occurs at the scale of the cyclotronic period. \( \mathcal{R}(\theta) \) denotes the rotation operator of angle \( \theta \) in \( \mathbb{R}^2 \). The distribution of the couple “gyrocenter” and "filtered velocity" \( \tilde{f}^\varepsilon \) defined by

\[
\tilde{f}^\varepsilon(t, \tilde{x}, \tilde{v}) = f^\varepsilon \left( t, \tilde{x} - \mathcal{R} \left( -\frac{t}{\varepsilon} \right) \tilde{v}, \mathcal{R} \left( -\frac{t}{\varepsilon} \right) \tilde{v} \right)
\]

satisfies the equation

\[
\partial_t \tilde{f}^\varepsilon - \frac{1}{\varepsilon} \nabla_x \phi^\varepsilon \cdot \nabla_x \tilde{f}^\varepsilon - \mathcal{R} \left( \frac{t}{\varepsilon} \right) \nabla_x \phi^\varepsilon \cdot \nabla_v \tilde{f}^\varepsilon = 0.
\]

Bostan and Finot proved, using compactness methods, that there exists a sequence \((\varepsilon_n)\) converging to 0 such that \((\tilde{f}^\varepsilon_n)\) converges strongly in \( L^2([0, T] \times \mathbb{R}^2 \times \mathbb{R}^2) \), for all \( T > 0 \), towards a solution \( f \) of equation (1).

Here we shall provide a stability result on the limit equation that also implies the uniqueness of solution in an appropriate class. However, we cannot conclude from our result the convergence of the full sequence \((f^\varepsilon)_{\varepsilon > 0}\) above, because in [4] they provide a global \( L^2 \) bound on the limit \( f \) while we need a kind of weighted uniform control (see Definition 2) to conclude to the uniqueness.

Our second result is an existence result, based on a different strategy than in [4]: we mollify the equation and use a stability estimate to prove the convergence of solutions of this mollified equation to a solution of [1] as the mollification parameter goes to zero.

1.2 Precise form of the equation

Using the above idea, the study leads to a limit equation that contains an explicit mean-field advection term (from now on we will write the time variable in subscript for convenience):

\[
\partial_t f_t + \nabla[f_t] \cdot \nabla_x f_t + \mathcal{A}[f_t] \cdot \nabla_v f_t = 0, \quad t > 0, \quad (x, v) \in \mathbb{R}^2 \times \mathbb{R}^2.
\]
The velocity (resp. acceleration) field \( V \) (resp. \( A \)) are rotated gradient in \( x \) (resp. in \( v \)) of the potential \( \varphi \)

\[
V[f] = -\frac{1}{2\pi} \nabla_x \varphi[f], \quad A[f] = \frac{1}{2\pi} \nabla_v \varphi[f],
\]

where \( \frac{1}{2} u \) denotes the perpendicular vector \( \frac{1}{2} u = (u_2, -u_1) \) for all \( u = (u_1, u_2) \in \mathbb{R}^2 \). The two particles potential \( K \) is symmetric in \((x, v)\) and defined by

\[
K(x, v) = -\frac{1}{2\pi} \ln(|x| \lor |v|).
\]

The advection fields could also be written directly using the kernel

\[
J(x, v) = \frac{\frac{1}{2}e}{2\pi |x|^2} 1_{|x| \geq |v|}.
\]

Remark that the derivative of \( K \) are respectively \( \nabla_x K(x, v) = J(x, v) \) and its symmetric expression \( \nabla_v K(x, v) = J(v, x) = J \circ S(x, v) \), where \( S \) denotes the permutation \( S(x, v) = (v, x) \). So the fields \( V \) and \( A \) can be rewritten as

\[
V[f(t)](x, v) = [J \ast f](x, v) = \frac{1}{2\pi} \int_{\mathbb{R}^4} J(x - y, v - w) f(dy, dw),
\]

\[
A[f(t)](x, v) = [(J \circ S) \ast f](x, v) = \frac{1}{2\pi} \int_{\mathbb{R}^4} J(v - w, x - y) f(dy, dw).
\]

We will mostly use the latter expressions. Given the symmetry in positions and velocities between these two expressions, generally in the following we will prove the results only for the velocity field \( V \), the proof for \( A \) being analogous, mostly up to a permutation of the variables \((x, v)\).

**Some explanation on the origin of that new potential** We recall that a gyrocenter at position \( x \) and “velocity” \( v \) exactly means that the associated particle is rotating infinitely rapidly on the circle of center \( x \) and radius \(|x|\) (with a phase \( \theta \) defined by \( v = |v|e^{i\theta} \)). The value of the potential \( K(x, v) \) is exactly the electric potential induced by that fast gyrating particle on a test particle at position 0. That formula arises from standard electrostatic considerations:

- when \(|x| \geq |v|\), 0 is outside the circle and the induced potential is equivalent to the repulsive one created by a fixed charge at \( x \).
- when \(|x| < |v|\), 0 is inside the circle and the induced electric field should vanish, and the potential is constant in \( x \).

This is also relevant in the case where two rotating particles interact. In order to simplify the explanation, we identify here \( \mathbb{R}^2 \) with \( \mathbb{C} \) and consider \( x, v \in \mathbb{C} \). If the first particle rotate around position \( x \), starting from position \( x - \frac{1}{2} v \), then its movement along time is \( X(t) = x - \frac{1}{2} ve^{i\alpha t} \), with \( \alpha \) very large. For the second particle, rotating rapidly around \( y \) with starting position \( y + w \), then the movement is \( Y(t) = y - \frac{1}{2} we^{i\alpha t} \) with the same \( \alpha \). So the relative movement is \( Y(t) - X(t) = y - x - \frac{1}{2} (w - v) e^{i\alpha t} \) and the “relative” particle behave exactly like she had a gyrocenter at position \( y - x \) and velocity \( w - v \). So the average electric potential created by the second particle on the first will be given by \( K(y - x, w - v) \).

\[ a \lor b \] stand for the maximum among the two real numbers \( a \) and \( b \).
1.3 Notation and rigorous definition of solutions

We denote by $\mathcal{P}(\mathbb{R}^4)$ the set of probability measures on $\mathbb{R}^4$, and $\mathcal{P}_1(\mathbb{R}^4)$ the subset of $\mathcal{P}(\mathbb{R}^4)$ composed of probability measures with finite first order moment, namely

$$\int_{\mathbb{R}^4}(|x| + |v|) \mu(dx, dv) < +\infty.$$ 

We recall that the time variable $t$ is written in subscript for commodity reasons.

**Definition 1.** We will say that $f \in L^1_{loc}(\mathbb{R}^+; (L^1 \cap L^\infty)(\mathbb{R}^4))$ is a weak solution to (1) with a given initial datum $f_0 \in \mathcal{P}(\mathbb{R}^4)$ if for all $\psi \in C_c^1(\mathbb{R}^+ \times \mathbb{R}^4)$,

$$\int_{\mathbb{R}^+ \times \mathbb{R}^4} f(t, x, v)(\partial_t + \nabla \cdot (f(t)(x, v) \nabla_x + A[f](t)(x, v) \cdot \nabla_v)) \psi(t, x, v) \, dt \, dx \, dv = - \int_{\mathbb{R}^4} f_0(x, v) \psi(0, x, v) \, dx \, dv,$$

where $\nabla \cdot$ and $A[f]$ is given by (5) and (6).

The requirements that $f_t \in L^1 \cap L^\infty$ for (almost) all times $t \geq 0$ implies that the advection fields $\nabla \cdot [f_t], A[f_t]$ are bounded for any time (See Proposition 2.1 below). In that case the integral appearing in the above definition is correctly defined. We next define very useful norms related to the decays of distribution at infinity.

**Definition 2.** For any $\gamma > 0$ and any $f \in L^\infty(\mathbb{R}^4)$, define the following norm :

$$\|f\|_{\gamma} = \text{ess sup}_{(x, v) \in \mathbb{R}^2 \times \mathbb{R}^2} (1 + |x|)^\gamma (1 + |v|)^\gamma |f(x, v)| \in [0, +\infty].$$

We denote by $L^\infty_\gamma(\mathbb{R}^4)$ the associated Banach space of function :

$$L^\infty_\gamma(\mathbb{R}^4) = \{ f \in L^\infty(\mathbb{R}^4); \|f\|_{\gamma} < \infty \}.$$

We have the quite simple estimates (stated without proofs)

$$\|f\|_\infty \leq \|f\|_{\gamma},$$

and for $\gamma > 2$, $\|f\|_1 \leq \kappa_\gamma^2 \|f\|_{\gamma}$ with $\kappa_\gamma := \int_{\mathbb{R}^2} dy (1 + |y|)^{-\gamma}$.

1.4 Main results

Our first result is a stability result in the Wasserstein metric $W_1$ for solutions of (1) that decrease sufficiently fast at infinity in velocity and position: they should belong to $L^1_{loc}(\mathbb{R}^+, (\mathcal{P}_1 \cap L^\infty_\gamma)(\mathbb{R}^4))$ for some $\gamma > 2$.

**Theorem 1** (Wasserstein stability). Let $\gamma > 2$. There exists a numerical constant $C_\gamma$ such that for $f_0, g_0 \in L^1_{loc}(\mathbb{R}^+, (\mathcal{P}_1 \cap L^\infty_\gamma)(\mathbb{R}^4))$ weak solutions to (1), then for all $t \geq 0$

$$W_1(f_t, g_t) \leq W_1(f_0, g_0) e^{C_\gamma \int_0^t \|f_s\|_{\gamma} + \|g_s\|_{\gamma} \, ds},$$

where $W_1$ denotes the Wasserstein distance of order 1.
That stability result implies the uniqueness of the solution in the $L^\gamma_\infty$ class. An assumption that is not very demanding as we will show that such norms are in fact propagated for classical solutions.

Next using a classical approximation procedure, we will show the following existence result.

**Theorem 2** (Existence of global weak solutions). Let $f_0 \in \mathcal{P}_1(\mathbb{R}^4) \cap L^\gamma_\infty(\mathbb{R}^4)$ for some $\gamma > 2$. Then, there exists a global weak solution $f_t$ to (1) with initial condition $f_0$, that satisfies:

i) Conservation of $L^p$ norms for any $p \in [1, \infty]$: $\forall t \geq 0$, $\|f_t\|_p = \|f_0\|_p$.

ii) Propagation of $L^\gamma_\infty$ norms: $\|f_t\|_\gamma \leq \left(1 + c\|f_0\|_{3,4}t\right)^{2\gamma} \|f_0\|_\gamma$, $t \geq 0$, with a numerical constant $c$ defined in Proposition 2.4.

Both Theorems implies that the Cauchy Problem for (1) is well posed for initial conditions in $\mathcal{P}_1 \cap L^\infty_\gamma$ ($\gamma > 2$), in the class $L^\infty_{loc}(\mathbb{R}^+, (\mathcal{P}_1 \cap L^\infty_\gamma)(\mathbb{R}^4))$.

**Difference with the classical similar results for the original Vlasov-Poisson system**

The general idea is that the fast gyration of particles provides a kind of regularization of the interaction potential. It can be seen in the fact that the force kernel $J$ defined in (4) contains an extra indicator function w.r.t. the classical Poisson force kernel in dimension two:

$$J_P(x - y) = \frac{x - y}{2\pi|x - y|^2}.$$ 

The classical kernel depends only on the position. The new dependence on $x$ and $v$ complicates a bit the structure of the vector fields but it also simplifies the problem raised by the singularity of the Poisson potential at $x = 0$ (and $v$ arbitrary). In fact $J$ has a point singularity at $x = 0, v = 0$ in the phase space $\mathbb{R}^4$, while $J_P$ has the whole plane $\{x = 0\}$ of singular points in $\mathbb{R}^4$.

For that reason, it is quite natural to expect that the control of the singularity will be easier and that we should get simpler estimates than in the Vlasov-Poisson case. This is exactly what will happen. Let us recall briefly the classical well-posedness result for the original 2D Vlasov-Poisson system

$$\partial_t f + v \cdot \nabla_x f + (J_P * \rho_f) \cdot \nabla_v f = 0.$$ 

In [17], Loeper proved a stability result for weak solutions such that the spatial density belongs to $L^\infty_{loc}(\mathbb{R}^+, L^\infty(\mathbb{R}^3))$ which implies uniqueness in that class.\(^6\) Roughly his estimate between two solutions $f$ and $g$ looks like the following

$$\frac{d}{dt}W_1(f_t, g_t) \leq C(\|\rho_f\|_\infty + \|\rho_g\|_\infty)W_1(f_t, g_t) \left(1 + \ln^- W_1(f_t, g_t)\right),$$ 

where $\ln^-$ denotes the negative part of $\ln$: $\ln^-(x) = -[(\ln x) \wedge 0]$. $\rho_f$ denotes the spatial density associated to $f$: $\rho_f = \int f dv$.

Then, an issue is to construct solutions to the Vlasov-Poisson system whose spatial density is bounded. This is not so easy. An approach based on velocity moments of the distribution function was initiated by Lions and Perthame in [16] (see also later [21, 22]). An approach based originally on the preservation of the support of compactly supported function was initiated by Pfaffelmoser in [23], and later extended to functions vanishing uniformly sufficiently fast in velocity at infinity by Horst in [15].

In our stability estimate (6) for our new model (1), we see several simplifications with respect to the VP case:

\(^6\)The uniqueness part of that result was extended in [20] for weak solutions such that the $L^p$ norms of the density grow at most linearly with respect to $p$. Uniqueness is also established in [14] when the density belongs to a certain class of Orlicz spaces.
• Our stability estimate is linear rather than log-linear. This is a consequence of the screening.

• It holds on the condition that \( \|f\|_{\gamma} \) and \( \|g\|_{\gamma} \) are finite only. Such norms are much simpler to propagate than the infinite norms of spatial densities requested in the VP case. This simplification is also related to the screening, which allows to integrate on the velocity variable more easily since the interaction kernel vanishes at large velocities.

Plan of the article
Section 2 is dedicated to some preliminary results about equation (1). The proof of the stability estimate (9) of Theorem 1 is to be found in section 3. Finally, the existence of weak solutions (Theorem 2) is proved in section 4.

2 Preliminaries

In this section, we state some useful lemmas. Then we state and prove some a priori estimates on solutions to Equation (1). At the end, we recall some facts about the Wasserstein distance of order 1 that is used in the proof of Theorem 2 and 1.

2.1 Useful geometric lemmas

We will state here four useful lemmas. The two first are about the way to control the increments of \( J \). The two last provide bound for some specific integrals, that will appears many time later in the proof.

Lemma 2.1. Let \( x, x_\ast \in \mathbb{R}^2 \setminus \{0\} \). Then

\[
\left| \frac{\perp x}{|x|^2} - \frac{\perp x_\ast}{|x_\ast|^2} \right| \leq \left( \frac{1}{|x|^2} + \frac{1}{|x_\ast|^2} \right) \frac{|x - x_\ast|}{2}.
\]

Proof. Indeed, notice that

\[
\left| \frac{\perp x}{|x|} - \frac{\perp x_\ast}{|x_\ast|} \right| = \left| \frac{|x_\ast|x|}{|x|} - \frac{|x|x_\ast|}{|x_\ast|} \right| = |x - x_\ast|.
\]

This could be shown expanding the square of the two scalar products, or by remarking that the vectors \( \frac{\perp x}{|x|} \) and \( \frac{\perp x_\ast}{|x_\ast|} \) are the images of \( x \) and \( x_\ast \) by the symmetry with respect to the bisector of the angle between \( x \) and \( x_\ast \). Dividing by \( |x||x_\ast| \) we get

\[
\left| \frac{\perp x}{|x|^2} - \frac{\perp x_\ast}{|x_\ast|^2} \right| = \left| \frac{x}{|x|^2} - \frac{x_\ast}{|x_\ast|^2} \right| = \frac{|x - x_\ast|}{|x_\ast||x|}.
\]

Then, using for all \( a, b > 0 \)

\[
\frac{1}{ab} = \frac{ab}{a^2b^2} \leq \frac{1}{2} \frac{a^2 + b^2}{a^2b^2} = \frac{1}{2} \left( \frac{1}{a^2} + \frac{1}{b^2} \right),
\]

we obtain the claimed result. \( \Box \)

The previous lemma allows to control the variation of \( J \) in a convenient way. Precisely
Lemma 2.2. For any \( x, v, x_*, v_* \in \mathbb{R}^2 \setminus \{0\} \), denoting \( \delta := |x - x_*| + |v - v_*| \),

\[
|J(x, v) - J(x_*, v_*)| \leq \left( \frac{1}{\pi |x|^2} + \frac{1}{\pi |x_*|^2} \right) \frac{|x - x_*|}{4\pi} + \frac{1}{2\pi|x|} \int_{|v| \leq |v_*| \leq \delta} 1_{|v_*| \leq |x_*|} \frac{|v|}{|x|^2} |x - x_*| + \frac{1}{2\pi|x_*|} \int_{|v_*| \leq |x_*| \leq |v_*| + \delta} 1_{|v_*| \leq |x_*|} \frac{|v_*|}{|x_*|^2} |x - x_*|.
\]

Before the proof of that lemma, we try to explain why that bound allows to get simpler and stronger estimates than in the Vlasov-Poisson case. The first term in the r.h.s is similar to what you can get in the Vlasov-Poisson system, with a major difference: the presence of the indicator function. The presence of that indicator function has however a drawback: the presence of the second and third terms. So an important novelty w.r.t. the VP case is that we will need to control new terms linked to the indicator function. It has two vantages:

- The singularity is screened when \( x \) (or \( x_* \)) approaches 0,
- The bound vanishes for large \( v \), so that the control of the spatial density \( \rho_f \) will not be required to control this terms.

The presence of that indicator function has however a drawback: the presence of the second and third terms. So an important novelty w.r.t. the VP case is that we will need to control new terms linked to the indicator function. But these terms are not too singular because:

- The singularity is lower (integrable near 0) and still screened,
- they vanish outside a gear, which is quite thin when \((x, v)\) and \((x_*, v_*)\) are close together.

**Proof.** By the definition (4)

\[
2\pi J(x, v) = \left| 1_{|v| \leq |x|} \frac{x}{|x|^2} - 1_{|v_*| \leq |x_*|} \frac{x_*}{|x_*|^2} \right| = 1_{|v| \leq |x|} 1_{|v_*| \leq |x_*|} \left( \frac{x}{|x|^2} - \frac{x_*}{|x_*|^2} \right) + \frac{1}{\pi |x|^2} 1_{|v| \leq |x|} 1_{|v_*| \geq |x_*|} \frac{|v|}{|x|^2} - \frac{1}{\pi |x_*|^2} 1_{|v_*| \leq |x_*|} 1_{|v| \geq |x|} \frac{|v_*|}{|x_*|^2} - \frac{1}{\pi |x|^2} 1_{|v| \leq |x|} 1_{|v_*| \geq |x_*|} \frac{|v|}{|x|^2}.
\]

The term \( I_1 \) is bounded by the help of Lemma 2.1

\[
I_1 \leq 1_{|v| \leq |x|} 1_{|v_*| \leq |x_*|} \left( \frac{1}{|x|^2} + \frac{1}{|x_*|^2} \right) \frac{|x - x_*|}{2} + \left( \frac{1}{|x|^2} + \frac{1}{|x_*|^2} \right) \frac{|x - x_*|}{2}.
\]

The \( I_2 \) term is bounded using a geometric argument, called “rope argument” in [12]. In fact, it is non zero only if \(|x - |v|\) has a positive sign and \(|x_* - |v_*|\) a negative one. This happens only if \( \delta = |x - x_*| + |v - v_*| \) is not too small. Precisely, in that case

\[
|x - |v|\leq (|x| - |v|) - (|x_*| - |v_*|) = (|x| - |x_*|) - (|v| - |v_*|) \leq |x - x_*| + |v - v_*| = \delta
\]

by the triangular inequality. It implies that

\[
I_2 \leq \frac{1}{|x|^2} 1_{|v| \leq |x|} 1_{|v| \leq |v| + \delta}.
\]

The term \( I_2^* \) is bounded in the same way that \( I_2 \), exchanging the role of \((x, v)\) and \((x_*, v_*)\):

\[
I_2^* \leq \frac{1}{|x_*|^2} 1_{|v_*| \leq |x_*|} 1_{|v_*| \leq |v_*| + \delta}.
\]

Summing up the above bounds on \( I_1, I_2, I_2^* \), we obtain the claimed inequality. \( \square \)
We now state two very useful lemmas, about the possibility to bound some specific integral with the help of the $L^\infty_\gamma$ norm. They will allow us to bound integrals of the terms appearing in the r.h.s. of the bound of Lemma 2.2. Lemma 2.3 will be useful for the first term, and Lemma 2.4 for the second and third terms.

**Lemma 2.3.** Let $g$ be a function in $L^1 \cap L^\infty(\mathbb{R}^2)$, $x, v \in \mathbb{R}^2$. Then,
\[
\int_{|v-w|<|y-x|} \frac{g(\,dy, \,dw\,)}{2\pi|y-x|^2} \leq (\|g\|_1 \|g\|_\infty)^{\frac{1}{2}} \leq \kappa_\gamma \|g\|_\gamma,
\]
the last bound being valid for $\gamma > 2$, and if $\|g\|_\gamma < \infty$. $\kappa_\gamma$ stands for the for the constant introduced in \cite{8}.

**Proof.** Picking up an $R > 0$ and using Fubini Theorem, we can simply bound
\[
\int_{|v-w|<|y-x|} \frac{g(\,dy, \,dw\,)}{|x-y|^2} \leq \|g\|_\infty \int_{|x-y|<R} \frac{dy}{|x-y|^2} \int_{|x-y|>|v-w|} \frac{dw}{\pi|x-y|^2}
\]
\[= \pi \|g\|_\infty \int_{|x-y|<R} dy = \pi^2 \|g\|_\infty R^2.
\]
And also easily
\[
\int_{|x-y|\geq R} \frac{g(\,dy, \,dw\,)}{|x-y|^2} \leq \|g\|_1 \frac{1}{R^2}.
\]
Summing these two inequalities, we obtain
\[
\int_{|v-w|<|x-y|} \frac{g(\,dy, \,dw\,)}{|x-y|^2} \leq \pi^2 \|g\|_\infty R^2 + \frac{\|g\|_1}{R^2},
\]
an inequality valid for any $R > 0$. It turns out that the optimal choice for $R$ is $R_m = \sqrt{\frac{\|g\|_1}{\pi^2 \|g\|_\infty}}$, in which case the bound is equal to $2\pi \left(\|g\|_1 \|g\|_\infty\right)^{\frac{1}{2}}$. A quantity smaller than $2\pi \kappa_\gamma \|g\|_\gamma$, thanks to \cite{8}. Dividing by $2\pi$, the conclusion follows.

**Lemma 2.4.** Let $\gamma > 2$, $g$ be a probability distribution in $L^\infty_\gamma$, $x, v \in \mathbb{R}^2$ and $\delta > 0$. Then,
\[
\int_{|v-w|\leq|x-y|<|v-w|+\delta} \frac{g(\,dy, \,dw\,)}{2\pi|y-x|} \leq \kappa_\gamma \|g\|_\gamma \delta.
\]

**Proof.**
\[
\int_{|v-w|\leq|x-y|<|v-w|+\delta} \frac{g(\,dy, \,dw\,)}{|y-x|} \leq \|g\|_\gamma \int_{\mathbb{R}^2} \frac{dw}{(1+|w|)^{\gamma}} \int_{|v-w|\leq|x-y|<|v-w|+\delta} \frac{dy}{|x-y|}
\]
\[= \|g\|_\gamma \int_{\mathbb{R}^2} \frac{dw}{(1+|w|)^{\gamma}} \int_{|v-w|\leq|x-y|<|v-w|+\delta} 2\pi dr
\]
\[\leq 2\pi \delta \|g\|_\gamma \int_{\mathbb{R}^2} \frac{dw}{(1+|w|)^{\gamma}} = 2\pi \kappa_\gamma \|g\|_\gamma \delta.
\]
The integral in $y$ on the first line is in fact computed after a radial change of variable. Dividing by $2\pi$, the conclusion follows.
2.2 A priori bound and Lipschitz estimates on the advection fields

Our first important estimate is an infinite bound on the advection fields. In the 3D Vlasov-Poisson system, if we denote by \( E_f \) the electric field induced by the distribution \( f \), we have an estimate of the form for any \( m > 3 \)

\[
\| E_f \|_\infty \leq C_m \| \rho_f \|_m \leq C'_m (\| \rho_f \|_1 + \| \rho_f \|_\infty),
\]

where \( \rho = \int f \, dv \) is the density. But propagating uniform bound on the density is not so easy. This was however performed by Lions and Perthame in \([16]\) and by Pfaffelmoser in \([23]\) with very different technics.

In our case, it is actually possible to get a simpler and better estimate on \( \| V[f] \|_\infty \) and \( \| A[f] \|_\infty \) by taking advantage of the indicator function present in the definition of the fields in \([5]\) and \([6]\). That bound is much easier to satisfy because of the propagation of the \( L^p \) norms. This is what the following proposition is about. This is an important estimate in our work. It allows to control the advection fields with bound on \( \| f \|_1 \) and \( \| f \|_\infty \) only, which are quite simple to propagate by Proposition 2.3 below.

**Proposition 2.1.** For any \( f \in L^1(\mathbb{R}^4) \cap L^\infty(\mathbb{R}^4) \), the following estimates holds :

\[
\| V[f] \|_\infty, \| A[f] \|_\infty \leq c \| f \|_\infty^{1/4} \| f \|_1^{3/4} \leq c \kappa^2 \| f \|_\gamma, \quad \text{with} \quad c := \frac{2^{4/3}}{3\sqrt{\pi}}.
\]

The last estimate being valid for \( \gamma > 2 \), and \( \| f \|_\gamma < \infty \).

**Proof.** We only write the proof for the bound of \( V[f] \). The bound for \( A[f] \) can be obtained by a permutation of the variables \( x \) and \( v \) below. By definition \([4]\) and taking into account the indicator function in it, we write :

\[
|V[f](x,v)| \leq \frac{1}{2\pi} \int_{\mathbb{R}^4} \frac{dy}{|x-y|} \int_{|v-w|<|x-y|} f(y,w) \, dw
\]

\[
= \frac{1}{2\pi} \left[ \int_{|x-y|<R} + \int_{|x-y|\geq R} \right] \frac{dy}{|x-y|} \int_{|v-w|<|x-y|} f(y,w) \, dw
\]

\[
\leq \frac{1}{2\pi} \| f \|_\infty \int_{|x-y|<R} \frac{1}{|x-y|} \left( \int_{|v-w|<|x-y|} \, dw \right) dy + \frac{1}{2\pi R} \| f \|_1
\]

\[
= \frac{1}{2} \| f \|_\infty \int_{|x-y|<R} |x-y| \, dy + \frac{1}{2\pi R} \| f \|_1 = \frac{\pi R^3}{3} \| f \|_\infty + \frac{1}{2\pi R} \| f \|_1.
\]

It remains to perform an optimization on \( R \). The bound in the r.h.s. is of the form \( f(R) = aR^3 + \frac{b}{R} \), with \( a = \frac{\pi}{3} \| f \|_\infty \), \( b = \frac{1}{2\pi} \| f \|_1 \). A short analysis shows that \( f \) is minimal when \( R = R_m = \left( \frac{b}{a} \right)^{1/3} \), with a minimal value \( f_m = \frac{4}{3\pi^2} a^{4/3} b^{1/3} \). Replacing \( a \) and \( b \) by their values gives the expected result. The second bound is a consequence of \([5]\). \( \square \)

For the 2D and 3D Vlasov-Poisson systems, it is known that the electric field is log-Lipschitz continuous when \( \rho_f \in L^\infty \). The proof is classical and can be found in \([18]\) lemma 8.1 in dimension three or \([19]\) lemma 3.1 in dimension two. This enables to define classical characteristics thanks to the Osgood’s criterion. In the present case, the fields are actually Lipschitz continuous, when \( f \in L^\infty_\gamma \) for \( \gamma > 2 \), as the following proposition shows. This shows again that the situation is simpler here.
Proposition 2.2. Let \( f \) such that \( \|f\|_\gamma < +\infty \) for some \( \gamma > 2 \). Then the fields \( V[f] \) and \( A[f] \) defined respectively by (3) and (6), are Lipschitz continuous in \((x, v)\), with a Lipschitz constant depending only on \( \|f\|_\gamma \):

\[
\|V[f]\|_{Lip} := \sup_{x,v,x',v'} \frac{|V[f](x,v) - V[f](x',v')|}{|x-x'| + |v-v'|} \leq 3\kappa_1 \|f\|_\gamma,
\]

and similarly \( \|A[f]\|_{Lip} \leq 3\kappa_2 \|f\|_\gamma \).

Proof. Form the expression (5), we obtain the bound

\[
|V[f](x,v) - V[f](x_*,v_*)| \leq \frac{1}{2\pi} \int f(dy, dw) |J(x - y, v - w) - J(x_* - y, v_* - w)|. 
\]

Using the bound of Lemma 2.2 inside the integral with the notation \( \delta = |x - x_*| + |v - v_*| \) leads to the bound

\[
|V[f](x,v) - V[f](x_*,v_*)| \leq (J_1 + J_1^*)|x - x_*| + J_2 + J_2^*,
\]

where

\[
J_1 = \int_{|v-w| \leq |x-y|} \frac{f(dy, dw)}{4\pi |x-y|^2}, \quad J_1^* = \int_{|v_* - w| \leq |x_* - y|} \frac{f(dy, dw)}{4\pi |x_* - y|^2},
\]

\[
J_2 = \int_{|v-w| \leq |x-y| \leq |v_* - w| + \delta} \frac{f(dy, dw)}{2\pi |x-y|^2}, \quad J_2^* = \int_{|v_* - w| \leq |x_* - y| \leq |v_* - w| + \delta} \frac{f(dy, dw)}{2\pi |x_* - y|^2}.
\]

The integrals \( J_1 \) and \( J_1^* \) may be bounded with the help of Lemma 2.3

\[
J_1 + J_1^* \leq \kappa_1 \|f\|_\gamma.
\]

The integrals \( J_2 \) and \( J_2^* \) may be bounded with the help of Lemma 2.3

\[
J_2 + J_2^* \leq 2\kappa_2 \|f\|_\gamma \delta = 2\kappa_2 \|f\|_\gamma \left(|x - x_*| + |v - v_*|\right).
\]

Summing these two bounds leads to

\[
|V[f](x,v) - V[f](x_*,v_*)| \leq 3\kappa_1 \|f\|_\gamma \left(|x - x_*| + |v - v_*|\right).
\]

\[ \square \]

2.3 Transport and continuity equation, pushforward and preservation of norms.

We recall here the standard resolution of the transport and continuity equation, applied to our particular case. In the meantime, we state precisely some classical definition that will play an important role later.

The advection fields defined by (2) are divergence free. A case which allows to rewrite the transport equation (1) in a conservative form, also called a continuity equation

\[
\partial_t f_t + \text{div}_x(V[f_t] f_t) + \text{div}_v(A[f_t] f_t) = 0.
\]

When the field \( V[f_t] \) and \( A[f_t] \) are Lipschitz, the continuity equation is usually solved with the help of the characteristics, that is the trajectories associated to ODE driven by the vector field \( (V[f_t], A[f_t]) \):

\[
X_t(z) = x + \int_0^t V[f_s](X_s(z), V_s(z))ds, \quad V_t(z) = v + \int_0^t V[f_s](V_s(z), V_s(z))ds.
\]
where $z = (x, v)$. the collection of mapping $Z_t = (X_t, V_t)$ for $t \geq 0$ is called the flow associated to the vector field.

As a consequence of the Cauchy-Lipschitz theorem\footnote{which applies here as the vector field is assumed to be Lipschitz in position-velocity, with a constant that is locally integrable in time} the mapping $Z_t$ is invertible, in fact a continuous inverse. At a given time $t$, $Z_t^{-1}$ is in fact the flow associated to the time reversed vector field $(s, x, v) \rightarrow (-V[f_t-u], -A[f_t-u])$. It satisfies $Z_t^{-1} = Z_{t,t}^{rev}$ with

$$Z_{t,s}^{rev}(z) = z - \int_s^t (V[f_{t-u}], A[f_{t-u}]) (Z_{u,u}^{rev}(z)) du,$$  \hspace{1cm} (12)

Such properties could be found in standard book about ODE, like\footnote{which applies here as the vector field is assumed to be Lipschitz in position-velocity, with a constant that is locally integrable in time}.

In the case where the vector field is divergence free, a property that is always true in our setting, then the flow is volume preserving. This means precisely that for any continuous test function $\varphi : \mathbb{R}^4 \rightarrow \mathbb{R}$ with bounded support, and any time $t \geq 0$

$$\int_{\mathbb{R}^4} \varphi(Z_t(z)) dz = \int_{\mathbb{R}^4} \varphi(z) dz.$$ \hspace{1cm} (13)

To see why this property is related to the preservation of volume, use indicatrix function of set $A$ (with neglectable boundary) instead of continuous function in the above equality, and get $\text{Vol}(Z_t^{-1}(A)) = \text{Vol}(A)$.

For the sake of completeness, we redefine the notion of pushforward.

**Definition 3.** Let $f \in \mathcal{P}(\mathbb{R}^4)$ and $T : \mathbb{R}^4 \rightarrow \mathbb{R}^4$ a measurable map. Then the pushforward of $f$ by the map $T$ is defined as the probability measure denoted $T\#f$ such that for any measurable set $A \subset \mathbb{R}^4$, $T\#f(A) = f(T^{-1}(A))$. Equivalently, for any continuous test function $\varphi : \mathbb{R}^4 \rightarrow \mathbb{R}$, the following equality holds

$$\int_{\mathbb{R}^4} \varphi(z) [T\#f] (dz) = \int_{\mathbb{R}^4} \varphi(T(z)) f(dz).$$ \hspace{1cm} (14)

When the map $T$ is volume preserving and has a measurable inverse $T^{-1}$, and $f$ has a density (still denoted by $f$ here), then $T\#f$ also has a density and

$$(T\#f)(z) = f(T^{-1}(z)).$$

The last point is a consequence of the measure preserving property\footnote{which applies here as the vector field is assumed to be Lipschitz in position-velocity, with a constant that is locally integrable in time} applied to the equality (14) defining the pushforward.

The solution of the continuity equation writes as the pushforward of the initial condition by the flow. It is also classical that the divergence free property implies the preservation of $L^p$ norms of solutions along time. We prove this rigorously in the next proposition.

**Proposition 2.3 (Conservation of $L^p$ norms).** Let $f \in L^1_{loc}(\mathbb{R}^+, L^\infty(\mathbb{R}^4))$ for some $\gamma > 2$ be a solution to (1) in the sense of Definition\footnote{which applies here as the vector field is assumed to be Lipschitz in position-velocity, with a constant that is locally integrable in time} Then for any positive time $t$, $f_t$ is given by the pushforward of $f_0$ by the map $Z_t$ defined in (11)

$$f_t := Z_t \# f_0.$$  

Moreover, if $f_0 \in L^1 \cap L^\infty(\mathbb{R}^4)$, then for any $p \in [1, +\infty]$ and any time $t > 0$,

$$\|f_t\|_{L^p_{x,v}} = \|f_0\|_{L^p_{x,v}}.$$
Proof. According to Proposition 2.2 the advection fields $\mathcal{V}[f_t]$ and $\mathcal{A}[f_t]$ are Lipschitz for almost every time $t \geq 0$. In that case, the mappings $Z_t$ for $t \geq 0$ are well defined thanks to the Cauchy-Lipschitz theorem, and inversible. Since the field $(\mathcal{V}[f_t], \mathcal{A}[f_t])$ is divergence free, they also are measure preserving. So we can write according to Definition 3
\[ f_t(z) = Z_t\# f_0(z) = f_0(Z_t^{-1}(z)). \]

Since $Z_t$ is measure preserving, an application of (13) leads for any $p \in [1, \infty)$
\[ \|f_t\|_{L^p} = \int_{\mathbb{R}^d} |f_0(Z_t^{-1}(z))|^p \, dz = \int_{\mathbb{R}^d} |f_0(z)|^p \, dz = \|f_0\|_{L^p}^p. \]
The case $p = \infty$ follows as a limit as $p \to \infty$. □

Next, the boundedness of the fields enables to show the propagation of the $\|f_t\|_{\gamma}$ norms, as shows the next proposition.

**Proposition 2.4.** Let $\gamma > 2$. For any solution $f \in L^1_{loc}(\mathbb{R}^+, L^\infty_\gamma)$ to (1) with $f_0$ as initial datum satisfying $\|f_0\|_{\gamma} < +\infty$,
\[ \|f_t\|_{\gamma} \leq \left(1 + 2c \|f_0\|_3 \|rac{\gamma}{2}\| \right)^2 \|f_0\|_{\gamma}, \quad t \geq 0, \] (15)
where $c$ is the constant defined in Proposition 2.1.

**Proof.** We follow the proof done in [25] for the Vlasov-Poisson system. The present case is however more favorable because the decay exponent $\gamma$ is the same for $f_0$ and $f_t$, whereas it is divided by 2 in the Vlasov-Poisson case.

As $\gamma > 2$, $f_0 \in (L^1 \cap L^\infty)(\mathbb{R}^d)$ by (5). So does $f_t$ by Proposition 2.3 about propagation of $L^p$ norms, which applies here because $f$ is assumed to be smooth enough. And $f_t(z) = f_0(Z_t^{-1}(z))$

Then, $\mathcal{V}[f_t]$ and $\mathcal{A}[f_t]$ are bounded according to Proposition 2.1. And with the constant $c$ defined in there, the integration of the reverse characteristics (12) gives
\[ Z_t^{-1}(z) - z = -\int_0^t (\mathcal{V}[f_{t-s}], \mathcal{A}[f_{t-s}]) (Z_t^{-1}) \, ds, \]
\[ |Z_t^{-1}(z) - z| \leq 2c \int_0^t \|f_s\|_3 \|rac{\gamma}{2}\| \, ds. \] (16)

Thanks to Proposition 2.3 that applies here in view of the hypothesis, we simplify in
\[ |Z_t^{-1}(z) - z| \leq 2ct \|f_0\|_3 \|rac{\gamma}{2}\| \|f_0\|_3. \]

Then, using the following inequality valid for all $x, x' \in \mathbb{R}^d$
\[ \frac{1 + |x|}{1 + |x'|} \leq 1 + |x - x'|, \] (17)
it comes:
\[ (1 + |x|)\gamma(1 + |v|)\gamma f_t(z) = (1 + |x|)\gamma(1 + |v|)\gamma f_0(Z_t^{-1}(z)) \leq \|f_0\|\gamma (1 + |(Z_t^{-1})_x(z)|)\gamma (1 + |(Z_t^{-1})_v|)\gamma \leq \|f_0\|\gamma (1 + |(Z_t^{-1})_x(z) - x|)\gamma (1 + |(Z_t^{-1})_v(z) - v|)\gamma \|f_t\|\gamma \leq \|f_0\|\gamma \left(1 + 2ct \|f_0\|_3 \|rac{\gamma}{2}\| \|f_0\|_3 \right)^{2\gamma}, \]
thanks to (16) and a supremum on $x$ and $v$ for the last line. □
2.4 Wasserstein distance

One can equip $\mathcal{P}_1(\mathbb{R}^4)$ (defined in Subsection 1.3) with the Wasserstein distance of order 1 defined by

$$W_1(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^4} |x - y| \, d\pi(x, y), \quad \mu, \nu \in \mathcal{P}_1(\mathbb{R}^4),$$

where $\Pi(\mu, \nu)$ is the set of all transference planes, i.e. probability measures on $\mathbb{R}^4 \times \mathbb{R}^4$ whose marginals are $\mu$ and $\nu$. If $\mu$ and $\nu$ are absolutely continuous with respect to the Lebesgue measure, then one also has

$$W_1(\mu, \nu) = \inf_{T: \mu = \nu} \int_{\mathbb{R}^4} |x - T(x)| \, d\mu(x),$$

where the infimum runs over all transport maps, i.e. measurable maps $T: \mathbb{R}^4 \to \mathbb{R}^4$ that push forward $\mu$ onto $\nu$, that is to say $T \# \mu = \nu$ according to Definition 3. As we will only deal with absolutely continuous functions, the latter formulation will be adopted. This is not mandatory, its main vantage is to simplify the notation. For much more information about optimal transport and Wasserstein distances, one refers to [27, 1].

3 Wasserstein stability for the limit equation

This section is dedicated to the proof of theorem 1. We construct an appropriate coupling at any time $t$ between solutions of Equation (1). Then, we carefully control the evolution of the transport cost along time. That is we estimate the difference in the advection fields created by the two solutions, with the help of the technical lemmas of the previous section. After that, a Grönwall argument allows to conclude.

3.1 The appropriate coupling

Let $f, g \in L^1_{\text{loc}}(\mathbb{R}^+, \mathcal{L}^\infty(\mathbb{R}^4))$ be two solutions to (1) in the sense of Definition 1. The goal is to find a control of the distance between $f_t$ and $g_t$ for any time $t \geq 0$, depending on their distance at $t = 0$. The Wasserstein metric will be used to quantify the gap between two solutions, a tool well adapted for this kind of problems. Let $\mathcal{T}_0: \mathbb{R}^4 \to \mathbb{R}^4$ be an optimal transport map transporting $f_0$ onto $g_0$, which always exists because $f_0$ has a density (See [27]). Namely

$$W_1(f_0, g_0) = \int_{\mathbb{R}^4} |(x, v) - \mathcal{T}_0(x, v)| \, f_0(dx, dv) = \int_{\mathbb{R}^4} |z - \mathcal{T}_0(z)| \, f_0(dz), \quad (18)$$

where $z = (x, v)$. Let $Z^f_t = (X^f_t, V^f_t)$ and $Z^g_t = (X^g_t, V^g_t)$ be the characteristics at time $t$ associated to $f_t$ and $g_t$ respectively, having the value $(x, v)$ for $t = 0$ as in (11). They exist because the fields are Lipschitz continuous according to proposition 2.2.

According to Proposition 2.3, $Z^f_t$ transports $f_0$ onto $f_t$ and $Z^g_t$ transports $g_0$ onto $g_t$, i.e.

$$f_t = Z^f_t \# f_0, \quad g_t = Z^g_t \# g_0.$$

Since $Z^f_t$ is smooth and invertible, one can thus build a transport map $\mathcal{T}_t$ transporting $f_t$ onto $g_t$ by (See Figure 3.1)

$$\mathcal{T}_t = Z^g_t \circ \mathcal{T}_0 \circ (Z^f_t)^{-1}, \quad (19)$$

which is illustrated by figure 2. That family of transport map will allow to control the transport cost $W(f_t, g_t)$.
3.2 Estimate on the transport cost

By definition of $W_1$, and denoting $T_t = (T^x_t, T^v_t)$, we have

$$W_1(f_t, g_t) \leq Q(t)$$

where

$$Q(t) := \int_{\mathbb{R}^4} |z - T_t(z)| f_t(\text{d}z) = \int_{\mathbb{R}^4} |(x - T^x_t(x, v) - T^v_t(x, v))| f_t(\text{d}x, \text{d}v)$$

$$= \int_{\mathbb{R}^4} \left| \left( X^f_t(x, v) - X^g_t(T^0_t(x, v), v) \right) - V^f_t(x, v) - V^g_t(T^0_t(x, v)) \right| f_0(\text{d}x, \text{d}v)$$

$$\leq \int_{\mathbb{R}^4} \left| \left( X^f_t(z) - X^g_t(T^0_t(z)) \right) \right| f_0(\text{d}z) + \int_{\mathbb{R}^4} \left| \left( V^f_t(z) - V^g_t(T^0_t(z)) \right) \right| f_0(\text{d}z).$$

In view of the definition \[\text{(11)}\] of the characteristics, we write

$$\left| X^f_t(z) - X^g_t(T^0_t(z)) \right| = \left| \int_0^t (\mathcal{V}[f_s](Z^f_s(z)) - \mathcal{V}[g_s](Z^g_s(T^0_t(z)))) \, \text{d}s \right|$$

$$= \left| \int_0^t (\mathcal{V}[f_s](Z^f_s(z)) - \mathcal{V}[g_s](T^0_t(z))) \, \text{d}s \right|,$$

where we used the definition \[\text{(19)}\] of the transport $T_t$. A similar equality holds for the acceleration term $A$. Integrating \[\text{(20)}\] in $z$ w.r.t. $f_0$ and using Fubini, we obtain

$$Q(t) \leq \int_0^t I(s) \, \text{d}s + \int_0^t J(s) \, \text{d}s$$

with

$$I(s) := \int_{\mathbb{R}^4} \left| \mathcal{V}[f_s](Z^f_s(z)) - \mathcal{V}[g_s](T^0_t(z)) \right| f_0(\text{d}z)$$

$$= \int_{\mathbb{R}^4} \left| \mathcal{V}[f_s](z) - \mathcal{V}[g_s](T^0_t(z)) \right| f_s(\text{d}z)$$

$$J(s) := \int_{\mathbb{R}^4} \left| \mathcal{A}[f_s](z) - \mathcal{A}[g_s](T^0_t(z)) \right| f_s(\text{d}z).$$

To get the second line, we used the fact that $f_t = Z^f_t \# f_0$ and the change of variable property \[\text{(14)}\]. Both $I$ and $J$ will be bounded with the help of the following proposition, which is in fact a bit more general that what is strictly requested here. It allows the use of different densities for the calculation of the fields, a hypothesis that will be useful for the proof of Theorem \[\text{2}^\text{.}\] Here we will apply it only in a particular case.
Proposition 3.1. Let $\gamma > 2$. Assume that $f, g, \tilde{f}, \tilde{g} \in \mathcal{P}(\mathbb{R}^4) \cap L^\infty_{t}(\mathbb{R}^2)$. Assume also that $\mathcal{T}$ (resp. $\tilde{T}$) is a mapping from $\mathbb{R}^4$ onto itself that transport $f$ onto $g$: $\mathcal{T} \# f = g$ (resp. $\tilde{T}$ onto $\tilde{g}$: $\tilde{T} \# \tilde{f} = \tilde{g}$). The following bound holds
\[
\int f(dz) \left| \mathcal{V}[\tilde{f}](z) - \mathcal{V}[\tilde{g}](\mathcal{T}(z)) \right| \leq \frac{3\kappa_4}{\sqrt{2}} \left( \left\| \tilde{f} \right\|_\gamma + \left\| \tilde{g} \right\|_\gamma \right) Q + \left( \left\| f \right\|_\gamma + \left\| g \right\|_\gamma \right) \tilde{Q}
\]
where $Q := \int_{\mathbb{R}^4} f(dz) |z - \mathcal{T}(z)|$ and $\tilde{Q} := \int_{\mathbb{R}^4} \tilde{f}(dz) |z - \tilde{T}(z)|$.

That proposition is the main calculation of our work. It allows to obtain the Grönwall estimate that is necessary to perform the proof of the stability result of Theorem 1 and of the existence result of Theorem 2 (that relies in fact on a stability estimate between two solutions of slightly mollified equation). We postpone its proof to the next section, and now apply it in order to estimate $Q(t)$ and eventually conclude the proof.

3.3 Conclusion of the proof of Theorem 1

We recall that
\[
I(t) = \int_{\mathbb{R}^4} |\mathcal{V}[f_t](z) - \mathcal{V}[g_t](\mathcal{T}_t(z))| f_t(dz)
\]
To bound it, we apply Proposition 3.1 with $f = \tilde{f} = f_t$, $g = \tilde{g} = g_t$, and $\mathcal{T} = \tilde{T} = \mathcal{T}_t$. We get
\[
I(t) \leq 3\sqrt{2} \kappa_4 \left( \left\| f_t \right\|_\gamma + \left\| g_t \right\|_\gamma \right) Q(t).
\]

In view of the symmetry between $\mathcal{V}[f]$ and $\mathcal{A}[f]$, the same bound for $\mathcal{A}[f]$ is obtained exchanging the role of $x$ and $v$. It leads to the Grönwall estimate
\[
Q(t) \leq \int_0^t [I(u) + J(u)] \, du \leq 6\sqrt{2} \kappa'_4 \int_0^t \left( \left\| f_u \right\|_\gamma + \left\| g_u \right\|_\gamma \right) Q(u) \, du, \quad \kappa'_4 = 6\sqrt{2} \kappa_4.
\]

An application of the usual Grönwall lemma leads to
\[
Q(t) \leq Q(0) e^{6\kappa'_4 \int_0^t \left( \left\| f_s \right\|_\gamma + \left\| g_s \right\|_\gamma \right) ds}
\]
Recalling that (cf. [20] and [18]) $W_1(f_t, g_t) \leq Q(t)$ and $Q(0) = W_1(f_0, g_0)$, the claimed stability estimate follows for all $t \geq 0$,
\[
W_1(f_t, g_t) \leq W_1(f_0, g_0) e^{6\kappa'_4 \int_0^t \left( \left\| f_s \right\|_\gamma + \left\| g_s \right\|_\gamma \right) ds}.
\]
This concludes the proof of Theorem 1.

3.4 Proof of the Proposition 3.1

Proof of the Proposition 3.1

Step 1: Separation of the integral. We first use the transport relations $g = \mathcal{T} \# f$ and $\tilde{g} = \tilde{T} \# \tilde{f}$ and Definition 3 to write the term to bound as an integral involving $f$ and $\tilde{f}$ only (and not $g$ and $\tilde{g}$). Using the definition $\text{5}$, we have
\[
\mathcal{V}[\tilde{f}](x, v) = \frac{1}{2\pi} \int_{\mathbb{R}^4} \tilde{f}(dy, dw) J(x - y, v - w).
\]
Using the shortcuts

\[ x_* = \mathcal{T}^x(x,v), \quad v_* = \mathcal{T}^x(x,v), \quad y_* = \mathcal{T}^x(y,w), \quad w_* = \mathcal{T}^x(y,w) \]

(which we shall handle carefully as they hide the fact that the variables with a star subscript are in fact functions of the variables without star subscript) we write

\[
\mathcal{V}[\tilde{g}](\mathcal{T}(x,v)) = \int_{\mathbb{R}^4} \tilde{g}(dy, dw) J(\mathcal{T}^x(x,v) - y, \mathcal{T}^x(x,v) - w) \\
= \int_{\mathbb{R}^4} \tilde{f}(dy, dw) J(\mathcal{T}^x(x,v) - \tilde{T}^x(y,w), \mathcal{T}^x(x,v) - \tilde{T}^x(y,w)) \\
= \int_{\mathbb{R}^4} \tilde{f}(dy, dw) J(x_* - y_*, y_* - w_*) .
\]

hence denoting by \( I \) the quantity in the l.h.s. of Proposition 3.1,

\[
I \leq \int_{\mathbb{R}^8} f(dx, dv) \tilde{f}(dy, dw) |J(x - y, v - w) - J(x_* - y_*, v_* - w_*)| .
\]

Using the Lemma 2.2 in the bound (21) for \( I \), allows to obtain the new bound

\[
I \leq I_1 + I_1^* + I_2 + I_2^* ,
\]

with

\[
I_1 = \int_{|x - y| > |v - w|} f(dx, dv) \tilde{f}(dy, dw) \frac{|x - y| - (x_* - y_*)}{4\pi|x - y|^2} ,
\]

\[
I_1^* = \int_{|x_* - y_*| > |v_* - w_*|} f(dx, dv) \tilde{f}(dy, dw) \frac{|x - y| - (x_* - y_*)}{4\pi|x_* - y_*|^2} ,
\]

\[
I_2 = \int_{|v - w| \leq |x - y| \leq |v - w| + \delta} f(dx, dv) \tilde{f}(dy, dw) \frac{1}{2\pi|x - y|} ,
\]

\[
I_2^* = \int_{|v_* - w_*| \leq |x_* - y_*| \leq |v_* - w_*| + \delta} f(dx, dv) \tilde{f}(dy, dw) \frac{1}{2\pi|x_* - y_*|} ,
\]

where

\[
\delta = \delta(x,v) + \delta(y,w) \leq 2(\delta(x,v) \vee \delta(y,w)) ,
\]

with \( \delta(x,v) := |x - x_*| + |v - v_*| \quad \text{and} \quad \delta(y,w) = |y - y_*| + |w - w_*| .
\]

with the notation \( a \vee b = \max(a,b) \) for any real \( a,b \). We recall that \( \delta \) is a function of \( (x,v) \) only because \( (x_*, v_*) \) depends only on \( (x,v) \).

**Step 2 : Estimates on \( I_1 \) and \( I_1^* \)**

We estimate \( I_1 \) with the help of Fubini Theorem and Lemma 2.3. The strategy for \( I_1^* \) follows the same line with an additional use of the pushforwards \( g = \mathcal{T} \# f \) and \( \tilde{g} = \mathcal{T} \# \tilde{f} \).

First we use the triangular inequality to split \(|x - y| - (x_* - y_*)| \) in \(|x - x_*| + |y - y_*| \). This is interesting because \( x - x_* \) depends only on \( (x,v) \) (and \( y - y_* \) only on \( (y,w) \)), a fact that allows to use Fubini theorem.

\[
4\pi I_1 \leq \int_{\mathbb{R}^2} f(dx, dv) |x - x_*| \int_{|x - y| > |v - w|} \frac{f(dy, dw)}{|x - y|^2} \\
+ \int_{\mathbb{R}^2} \tilde{f}(dy, dw) |y - y_*| \int_{|x - y| > |v - w|} \frac{f(dx, dv)}{|x - y|^2} .
\]
The two (inside) integrals are bounded using Lemma 2.3. It leads to
\[
I_1 \leq \frac{\kappa_2}{2} \left( \|\bar{f}\|_\gamma \int_{\mathbb{R}^4} f(dx, dv) |x - x_*| + \|f\|_\gamma \int_{\mathbb{R}^4} \bar{f}(dy, dw) |y - y_*| \right)
\]
\[
\leq \frac{\kappa_2}{2} \left( \|\bar{f}\|_\gamma Q + \|f\|_\gamma \bar{Q} \right).
\]

We begin with the same strategy for \(I_1^*\):
\[
4\pi I_1^* \leq \int_{\mathbb{R}^2} f(dx, dv) |x - x_*| \int_{|x_* - y_*| > |v_* - w_*|} \frac{\bar{f}(dy, dw)}{|x_* - y_*|^2}
\]
\[
+ \int_{\mathbb{R}^2} \bar{f}(dy, dw) |y - y_*| \int_{|x_* - y_*| > |v_* - w_*|} \frac{f(dx, dv)}{|x_* - y_*|^2}.
\]

Then, we could perform the change of variable \((y, w) \rightarrow (y_*, w_*) = \bar{T}(y, w)\) in the inside integral of the first term, and \((x, v) \rightarrow (x_*, v_*) = T(x, v)\) in the second term. Integrals w.r.t. the \(g\) and \(\bar{g}\) distributions appear according to the rule (14).
\[
4\pi I_1^* \leq \int_{\mathbb{R}^2} f(dx, dv) |x - x_*| \int_{|x_* - y_*| > |v_* - w_*|} \frac{\bar{g}(dy, dw)}{|x_* - y_*|^2}
\]
\[
+ \int_{\mathbb{R}^2} \bar{f}(dy, dw) |y - y_*| \int_{|x_* - y_*| > |v_* - w_*|} \frac{g(dx, dv)}{|x_* - y_*|^2},
\]
and we are now in position to apply Lemma 2.3 as for \(I_1\). The last step is the same that for \(I_1\) and leads to the bound
\[
I_1^* \leq \frac{\kappa_3}{2} \left( \|\bar{g}\|_\gamma \int_{\mathbb{R}^4} f(dx, dv) |x - x_*| + \|g\|_\gamma \int_{\mathbb{R}^4} \bar{f}(dy, dw) |y - y_*| \right)
\]
\[
\leq \frac{\kappa_3}{2} \left( \|\bar{g}\|_\gamma Q + \|g\|_\gamma \bar{Q} \right).
\]

Summing up the two bounds, we eventually get
\[
I_1 + I_1^* \leq \frac{\kappa_4}{2} \left( (\|\bar{f}\|_\gamma + \|\bar{g}\|_\gamma) Q + (\|f\|_\gamma + \|g\|_\gamma) \bar{Q} \right).
\]

**Step 3:** Estimate on \(I_2\)

Since \(\delta\) depends on the full set of variable \((x, v, y, w)\), we cannot directly use the Fubini Theorem and Lemma 2.4. But hopefully, the bound (26) satisfied by \(\delta\) allows to bypass this difficulty. We write
\[
D = \{ (x, v, y, w), |v - w| \leq |x - y| \leq |v - w| + \delta(x, v) \}
\]

In view of (26), \(D \subset D_1 \cup D_2\) with
\[
D_1 = \{ (x, v, y, w), |v - w| \leq |x - y| \leq |v - w| + 2\delta(x, v) \},
\]
\[
D_2 = \{ (x, v, y, w), |v - w| \leq |x - y| \leq |v - w| + 2\delta(y, w) \},
\]

Step 3: Estimate on \(I_2\)
Then, using the shortcut \( \delta_1 = \delta(x, v) \) and \( \delta_2 = \delta(y, w) \), we can split the integral \( I_2 \) and use Fubini theorem
\[
2\pi I_2 = \iint_{D} f(dx, dv) f(dy, dw) \frac{1}{|x - y|}
\leq \iiint_{D_1} f(dx, dv) f(dy, dw) \frac{1}{|x - y|} + \iiint_{D_2} f(dx, dv) f(dy, dw) \frac{1}{|x - y|}
\leq \int_{\mathbb{R}^4} f(dx, dv) \int_{|v - w|\leq|x - y|\leq|v - w| + \delta_1} \frac{f(dy, dw)}{|x - y|}
+ \int_{\mathbb{R}^4} \tilde{f}(dy, dw) \int_{|v - w|\leq|x - y|\leq|v - w| + \delta_2} \frac{f(dx, dv)}{|x - y|}.
\]
The two “inside” integrals are now estimated with the help of Lemma 2.4
\[
I_2 \leq \kappa_\gamma \left( \|\tilde{f}\|_\gamma \int_{\mathbb{R}^2} f(dx, dv) \delta(x, v) + \|f\|_\gamma \int_{\mathbb{R}^2} \tilde{f}(dy, dw) \delta(y, w) \right)
= \sqrt{2} \kappa_\gamma \left( \|\tilde{f}\|_\gamma Q + \|f\|_\gamma \tilde{Q} \right),
\]
by definition of \( Q \) and \( \tilde{Q} \) and the inequalities
\[
Q = \int_{\mathbb{R}^4} |z - T(z)| f(dz) \leq \int_{\mathbb{R}^4} (|x - T^\gamma(z)| + |v - T^\gamma(z)|) f(dz) \leq \sqrt{2} Q,
\]
and a similar relation for \( \tilde{Q} \).

**STEP 4 : ESTIMATE ON \( I_2^* \)**

Writing
\[
D^* = \{(x, v, y, w), \ |v_* - w_*| \leq |x_* - y_*| \leq |v_* - w_*| + \delta(x, v) + \delta(y, w)\},
\]
\( I_2^* \) split in a similar way in two terms
\[
2\pi I_2^* = \int_{D^*} f(dx, dv) \tilde{f}(dy, dw) \frac{1}{|x_* - y_*|}
\leq \int_{\mathbb{R}^4} f(dx, dv) \int_{|v_* - w_*|\leq|x_* - y_*|\leq|v_* - w_*| + \delta_1} \frac{\tilde{f}(dy, dw)}{|x_* - y_*|}
+ \int_{\mathbb{R}^4} \tilde{f}(dy, dw) \int_{|v_* - w_*|\leq|x_* - y_*|\leq|v_* - w_*| + \delta_2} \frac{f(dx, dv)}{|x_* - y_*|}.
\]
The first integrals (in the Fubini order) could be bounded using the change of variable \((y, w) \rightarrow T_t(y, w) = (y_*, w_*)\) and \((x, v) \rightarrow T_t(x, v) = (x_*, v_*)\) respectively. Then,
\[
2\pi I_2^* \leq \int_{\mathbb{R}^4} f(dx, dv) \int_{|v_* - w_*|\leq|x_* - y_*|\leq|v_* - w_*| + \delta_1} \frac{\tilde{g}(dy, dw)}{|x_* - y_*|}
+ \int_{\mathbb{R}^4} \tilde{f}(dy, dw) \int_{|v_* - w_*|\leq|x_* - y_*|\leq|v_* - w_*| + \delta_2} \frac{g(dx, dv)}{|x_* - y_*|}.
\]
Then as for \( I_2 \) first simple integrals are now estimated with the help of Lemma 2.4 and we end up very similarly with
\[
I_2^* \leq \sqrt{2} \kappa_\gamma \left( \|\tilde{g}\|_\gamma Q + \|g\|_\gamma \tilde{Q} \right)
\]
Step 5: Gathering the estimates

Summing the three previous estimates, we obtain the final estimate

\[ I \leq \frac{3}{\sqrt{2}} \sqrt{\frac{\kappa \gamma}{\gamma}} \left( \| \tilde{f} \|_{\gamma} + \| g \|_{\gamma} \right) Q + \left( \| f \|_{\gamma} + \| g \|_{\gamma} \right) Q. \]

4 A new proof of the existence of solutions

In this section, we prove Theorem 2, namely the existence of global weak solutions to (1). Our proof is quite different from the one in [4], which is the consequence of a physical derivation of the model using compactness methods. Here we start from an ad-hoc mollification of the force kernel, not physically motivated, and provide quantitative stability estimates in the Wasserstein metric between solutions to the mollified equation and solutions to the limit one. The estimates proved here are quite similar to the stability estimate for the limit model proved in the previous section: the novelty is to treat the fact that we use kernels with different mollification parameters, and that we need to carefully estimate the (small) errors that the mollification introduce.

First, we will precise the mollification of the kernel that we shall use, and construct unique and regular solutions to a mollified equation. We will then show that when the mollification parameter goes to zero, the sequence of solutions is indeed a Cauchy sequence for the Wasserstein metric, and eventually its limit will be shown to be a weak solution to (1).

4.1 Mollification of the kernels

We assume that \( f_0 \in \mathcal{P}_1(\mathbb{R}^4) \cap L^\infty(\mathbb{R}^4) \), for \( \gamma > 2 \). We start by smoothing the interaction potential \( K \) defined in (3) and its derivative \( J \) defined in (4). We introduce a family of mollifier

\[ \forall (x,v) \in \mathbb{R}^4, \chi_\varepsilon(x,v) = \frac{1}{\varepsilon^4} \chi \left( \frac{x}{\varepsilon} \right) \chi \left( \frac{v}{\varepsilon} \right), \]

built with a function \( \chi \) such that \( \chi \in C^\infty_c(\mathbb{R}^2), \text{ Supp}(\chi) \subset B(0,1), \chi \geq 0, \int \chi = 1. \)

Given \( \varepsilon > 0 \), we define the mollified potential \( K_\varepsilon = \chi_\varepsilon * K \) and kernel \( J_\varepsilon \)

\[ J_\varepsilon = \chi_\varepsilon * J, \text{ i.e. } J_\varepsilon(x,v) = \int_{\mathbb{R}^4} \chi \left( \frac{x-y}{\varepsilon} \right) \chi \left( \frac{v-w}{\varepsilon} \right) J(y,w) dy dw. \]

The following lemma shows that the mollified kernels are bounded and Lipschitz continuous.

**Lemma 4.1.** For any \( \varepsilon > 0 \)

\[ \| J_\varepsilon \|_\infty \leq \frac{\| \chi \|_\infty}{\varepsilon}, \quad \| \nabla J_\varepsilon \|_\infty \leq \frac{\| \nabla \chi \|_\infty}{\varepsilon^2}. \]

**Proof.** By definition,

\[ \| J_\varepsilon \|_\infty \leq \frac{\| \chi \|_\infty}{\varepsilon}, \quad \| \nabla J_\varepsilon \|_\infty \leq \frac{\| \nabla \chi \|_\infty}{\varepsilon^2}. \]
where we have used a kind of rearrangement inequality: the integral on a radial function on a unit ball is maximal when the ball is centered at the origin
\[ \sup_{z \in \mathbb{R}^2} \int_{B(z,1)} \frac{dy}{|y|} = \int_{B(0,1)} \frac{dy}{|y|} = 2\pi. \]

Using \( \nabla_x (\chi \ast J) = (\nabla_x \chi) \ast J \) and \( \nabla_v (\chi \ast J) = (\nabla_v \chi) \ast J \), and doing the same computation as above gives the bound for \( \nabla J_\varepsilon \), with an extra power of \( \varepsilon \) coming from the derivation of \( \chi_\varepsilon \).

\[ \square \]

### 4.2 Mollification of densities

We will also need to mollify the density for the control of the smoothed field. The above lemma control the Wasserstein distance of order one between a probability distribution and its mollification. We shall use it during the computation of the fields later.

**Lemma 4.2.** Let \( f \in \mathcal{P}(\mathbb{R}^4) \). If \( f^\varepsilon \) denotes \( f \ast \chi_\varepsilon \), then for \( \varepsilon > 0 \)
\[ W_1(f, f^\varepsilon) \leq 2\varepsilon. \]

**Proof.** We will use an explicit transference plan. Using a transport map seems more difficult because we are not aware of any explicit transport map between \( f \) and \( f^\varepsilon \), even if \( f \in L^1(\mathbb{R}^4) \). We define \( \pi^\varepsilon \in \mathcal{P}(\mathbb{R}^4 \times \mathbb{R}^4) \) as
\[ \pi^\varepsilon(dx, dv, dw) = f(dx, dv)\chi_\varepsilon(y - x, w - v) dy dw. \]

It can be checked that \( \pi^\varepsilon \) is a transference plan, with first marginals \( f \) and second \( f^\varepsilon \). This implies that
\[ W_1(f, f^\varepsilon) \leq \int_{\mathbb{R}^4} |(x, v) - (y, w)| d\pi^\varepsilon(x, v, y, w) \]
\[ = \int_{\mathbb{R}^4} f(dx, dv) \int_{\mathbb{R}^4} |(y - x, w - v)| \chi_\varepsilon(y - x, w - v) dy dw \]
\[ = \int_{\mathbb{R}^4} f(dx, dv) \int_{\mathbb{R}^4} |(y, v)| \chi_\varepsilon(y, w) dy dw \]
\[ = \varepsilon \int_{B(0,1)^2} (|y| + |w|) \chi(y)\chi(w) dy dw \leq 2\varepsilon, \]

where we have used that \( f \) is a probability (its total weight is one) on the third line and the definition \( \|f\|_\gamma \) of \( \chi_\varepsilon \).

We shall also need a control on the \( L^\infty_\gamma \) norm after convolution. The appropriate property is stated in the next Lemma.

**Lemma 4.3.** Let \( \gamma > 0 \), \( f \in L^\infty_\gamma \), and \( \varepsilon > 0 \). The following inequality holds
\[ \|f \ast \chi_\varepsilon\|_\gamma \leq (1 + \varepsilon)^2\|f\|_\gamma. \]

**Proof.** With the help of inequality \( \|f\|_\gamma \), it comes:
\[ (f \ast \chi_\varepsilon)(x, v) = \int_{B(0, \varepsilon)} \chi_\varepsilon(y, w)f(x - y, v - w) dy dw \]
\[ \leq \int_{B(0, \varepsilon)} \chi_\varepsilon(y, w)\frac{\|f\|_\gamma}{(1 + |x - y|)^\gamma(1 + |v - w|)^\gamma} dy dw \]
\[ \leq \frac{\|f\|_\gamma}{(1 + |x|)^\gamma(1 + |v|)^\gamma} \int_{B(0, \varepsilon)} \chi_\varepsilon(y, w)(1 + |y|)^\gamma(1 + |w|)^\gamma dy dw. \]
Then
\[(f \ast \chi_\varepsilon)(x,v) \leq \frac{(1 + \varepsilon)^2 \|f\|_\gamma}{(1 + |x|) \gamma (1 + |v|)^\gamma}.
\]
Multiplying by \((1 + |x|)^\gamma (1 + |v|)^\gamma\) and taking the supremum on \((x,v)\), we obtain the statement of the lemma. \(\square\)

### 4.3 The mollified equation

The mollified fields \(V_\varepsilon[f]\) and \(A_\varepsilon[f]\) are then defined very similarly to \(V[f]\) in \((5)\) and \(A[f]\) in \((6)\):
\[
V_\varepsilon[f] = J_\varepsilon \ast f, \quad A_\varepsilon[f] = (J_\varepsilon \circ S) \ast f.
\] (32)
where we recall that \(S\) is the permutation of the variables \((x,v)\). Using that \(J_\varepsilon = J \ast \chi_\varepsilon\) and the commutativity of convolutions, we may also write
\[
V_\varepsilon[f] = J \ast (f \ast \chi_\varepsilon), \quad A_\varepsilon[f] = (J \circ S) \ast (f \ast \chi_\varepsilon).
\] (33)
For those mollified fields, the bound of Proposition \(2.1\) holds uniformly in \(\varepsilon\).

**Lemma 4.4.** Let \(f \in L^1(\mathbb{R}^4) \cap L^\infty(\mathbb{R}^4)\) and the fields \(V_\varepsilon[f]\) and \(A_\varepsilon[f]\) be defined by \((32)\). Then
\[
\|V_\varepsilon[f]\|_\infty + \|A_\varepsilon[f]\|_\infty \leq c \|f\|_2^\frac{3}{\gamma} \|f\|_2^\frac{1}{\gamma}, \quad \text{with } c = \frac{2^\frac{4}{\gamma}}{3\sqrt{\pi}}.
\]
**Proof.** Using the equalities \((33)\) and applying Proposition \(2.1\) we get that
\[
\|V_\varepsilon[f]\|_\infty \leq c \|f \ast \chi_\varepsilon\|_2^\frac{3}{\gamma} \|f \ast \chi_\varepsilon\|_2^\frac{1}{\gamma}.
\]
And the infinite norm decreases under convolution \(\|\chi_\varepsilon \ast f\|_\infty \leq \|\chi_\varepsilon\|_1 \|f\|_\infty = \|f\|_\infty\) and so does the \(L^1\)-norm. This concludes the proof. \(\square\)

For \(\varepsilon > 0\), we introduce the mollified equation
\[
\partial_t f^\varepsilon + V_\varepsilon[f^\varepsilon] \cdot \nabla_x f^\varepsilon + A_\varepsilon[f^\varepsilon] \cdot \nabla_v f^\varepsilon = 0,
\] (34)
associated to the initial condition \(f^\varepsilon|_{t=0} = f_0\).

The mollified kernel \(J_\varepsilon\) being Lipschitz continuous (see lemma \(1.1\)), the existence of a unique solution \(f^\varepsilon \in C(\mathbb{R}^+; P_1(\mathbb{R}^4))\) to \((34)\) with initial datum \(f_0\) is ensured for \(\varepsilon > 0\). We refer to subsection \(2.3\) for details. \(f^\varepsilon\) is obtained as the pushforward of \(f^\varepsilon = Z_t^\varepsilon \# f_0\), where \(Z_t^\varepsilon\) denotes the flow associated to equation \((34)\).

As for smooth solutions of the limit equation \((1)\), the boundedness of the fields implies the propagation of the \(L^\infty\)-norms along solutions to \((34)\). The next lemma is an adaptation of Proposition \(2.4\).

**Lemma 4.5.** If \(f^\varepsilon_t\) is the unique regular solution to the mollified equation \((34)\) associated to the initial datum \(f^\varepsilon_0 = f_0\) with \(f_0 \in L^\infty_{\gamma}\) for some \(\gamma > 2\), then the following estimate holds :
\[
\|f^\varepsilon_t\|_\gamma \leq \left(1 + c \|f_0\|_3 \|f_0\|_1 \|f_0\|_t \right)^{2\gamma} \|f_0\|_\gamma, \quad t \geq 0,
\] (35)
where \(c\) is the constant defined in Proposition \(2.1\).

**Proof.** The proof is very similar to the one of Proposition \(2.4\). The only necessary adaptation is to replace the use of the bound of Proposition \(2.1\) in the limit case \((\varepsilon = 0)\), by the one given by Lemma \(4.4\). \(\square\)
4.4 The stability estimate in the mollified setting

The sequence \((f^\varepsilon)_{\varepsilon > 0}\) is hoped to have a limit when \(\varepsilon \to 0\). To this purpose, it will be proved that it is a Cauchy sequence by estimating the Wasserstein distance between \(f^\varepsilon\) and \(f^\varepsilon'\) for \(\varepsilon\) and \(\varepsilon'\) positive. This is done by using again the techniques developed in the previous section, precisely Proposition 3.1. The control on the Wasserstein distance is in fact obtained by a control on the associated trajectories. That later control allows in fact to pass to the limit also on the trajectories. Thanks to this, we show that the limit \(f\) of the sequence \((f^\varepsilon)_{\varepsilon > 0}\) is in fact a solution of the expected limit equation.

**Step 1 : Construction of the coupling and first estimate**

We denote \(z \rightarrow Z^\varepsilon_t(z) = (X^\varepsilon_t(z), V^\varepsilon_t(z))\) for \(\varepsilon \geq 0\) the flow of the characteristics associated to \(f^\varepsilon_t\) at any time \(t \geq 0\), having the value \(z = (x, v)\) at initial time. They satisfy

\[
\frac{d}{dt} Z^\varepsilon_t(z) = (\mathcal{V}_t[f^\varepsilon_t], \mathcal{A}_t[f^\varepsilon_t])(Z^\varepsilon_t(z)), \quad Z^\varepsilon_0(z) = z. \tag{36}
\]

\(Z^\varepsilon_t\) is smooth, invertible and transports \(f_0\) onto \(Z^\varepsilon_t \# f_0 = f^\varepsilon_t\). For \(\varepsilon, \varepsilon' > 0\), a transport map \(\mathcal{T}^\varepsilon \circ \varepsilon'\), transporting \(f^\varepsilon_t\) onto \(f^\varepsilon'_t\), can be built by setting

\[
\mathcal{T}^\varepsilon \circ \varepsilon' = Z^\varepsilon_t \circ (Z^\varepsilon_0)^{-1}.
\]

This is illustrated on figure 3. By definition of \(W_1\) and formula (14), we have

\[
W_1(f^\varepsilon_t, f^{\varepsilon'}_t) \leq \int_{\mathbb{R}^d} \left| z - \mathcal{T}^\varepsilon \circ \varepsilon'(z) \right| f^\varepsilon_t(dz) = \int_{\mathbb{R}^d} \left| Z^\varepsilon_t(z) - Z^{\varepsilon'}_t(z) \right| f_0(dz)
\]

\[
\leq \int_{\mathbb{R}^d} \left( \sup_{0 \leq s \leq t} \left| Z^\varepsilon_s(z) - Z^{\varepsilon'}_s(z) \right| \right) f_0(dz) =: Q^\varepsilon \circ \varepsilon'(t).
\]

For brevity, we will write simply \(\mathcal{T}_t\) for \(\mathcal{T}^\varepsilon \circ \varepsilon'\). The notation \(\mathcal{T}_t = (\mathcal{T}^\varepsilon_t, \mathcal{T}^{\varepsilon'}_t)\) will be used again.

By definition of \(Z^\varepsilon_t\),

\[
\sup_{0 \leq s \leq t} \left| Z^\varepsilon_s(z) - Z^{\varepsilon'}_s(z) \right| = \sup_{0 \leq s \leq t} \left| \int_0^s \left[ (\mathcal{V}_t[f^\varepsilon_u], \mathcal{A}_t[f^\varepsilon_u])(Z^\varepsilon_s(z)) - (\mathcal{V}_t[f^{\varepsilon'}_u], \mathcal{A}_t[f^{\varepsilon'}_u])(Z^{\varepsilon'}_s(z)) \right] du \right| 
\]

\[
\leq \int_0^t \left[ (\mathcal{V}_t[f^\varepsilon_u], \mathcal{A}_t[f^\varepsilon_u])(Z^\varepsilon_s(z)) - (\mathcal{V}_t[f^{\varepsilon'}_u], \mathcal{A}_t[f^{\varepsilon'}_u])(Z^{\varepsilon'}_s(z)) \right] du.
\]

Figure 3: Transport between two solutions to (34)
Using now the definition $36$ of the mapping $\mathcal{T}_t = \mathcal{T}_t^{\varepsilon, \varepsilon'}$.

\[
\sup_{0 \leq s \leq t} \left| Z^\varepsilon_s(z) - Z^\varepsilon_s(z) \right| \leq \int_0^t \left| \mathcal{V}_c[f^\varepsilon_u(Z^\varepsilon_u(z)) - \mathcal{V}_c[f^\varepsilon_u(T_u(Z^\varepsilon_u(z))) \right| du \\
+ \int_0^t \left| A^\varepsilon(f^\varepsilon_u)(Z^\varepsilon_u(z)) - A^\varepsilon_c(f^\varepsilon_u)(T_u(Z^\varepsilon_u(z))) \right| du.
\]

Integrating now in $z$ w.r.t. $f_0$,

\[
Q^{\varepsilon, \varepsilon'}(t) = \int_{\mathbb{R}^4} \sup_{0 \leq s \leq t} \left| Z^\varepsilon_s(z) - Z^\varepsilon_s(z) \right| f_0(dz) \leq \int_0^t I^{\varepsilon, \varepsilon'}_u du + \int_0^t J^{\varepsilon, \varepsilon'}_u du.
\]

with (using the fact that $f_t = Z^\varepsilon_t \# f_0$)

\[
I^{\varepsilon, \varepsilon'}_u = \int_{\mathbb{R}^4} \left[ \mathcal{V}_c[f^\varepsilon_u(Z^\varepsilon_u(z)) - \mathcal{V}_c[f^\varepsilon_u(T_u(Z^\varepsilon_u(z))) \right| f_0^u(dz) \\
= \int_{\mathbb{R}^4} \left[ \mathcal{V}_c[f^\varepsilon_u(z) - \mathcal{V}_c[f^\varepsilon_u(T_u(z)) \right| f_0^u(dz),
\]

and similarly \( J^{\varepsilon, \varepsilon'}_u \).

**Step 2 : The Grönwall estimate**

We denote $\tilde{f}_t = f_t^\varepsilon * \chi_\varepsilon$ and $\tilde{f}'_t = f'_t * \chi_\varepsilon'$. We also denote by $\tilde{T}_t = \tilde{T}_t^{\varepsilon, \varepsilon'}$ an optimal transport map from $\tilde{f}_t^\varepsilon$ onto $\tilde{f}'_t$. It exists for any time since the distribution $\tilde{f}_t^\varepsilon$ has a density. Remark that we have the control

\[
\int_{\mathbb{R}^4} \left| z - \tilde{T}_t(z) \right| \tilde{f}_t^\varepsilon(dz) = W(\tilde{f}_t^\varepsilon, \tilde{f}'_t) \leq Q^{\varepsilon, \varepsilon'}(t) + 2(\varepsilon + \varepsilon').
\]

This because $W(f_t^\varepsilon, f_t') \leq W(\tilde{f}_t^\varepsilon, f_t') + W(f_t^\varepsilon, f_t^\varepsilon) + W(f_t', f_t'') \leq W(f_t^\varepsilon, f_t') + 2(\varepsilon + \varepsilon')$, according to the Lemma $4.2$

To control $I^{\varepsilon, \varepsilon'}(t)$, we can use Proposition $3.1$ with $f = f_t^\varepsilon$, $g = f_t'$, $\tilde{f} = \tilde{f}_t^\varepsilon$, $\tilde{g} = \tilde{f}'_t$, $\mathcal{T} = \mathcal{T}_t^{\varepsilon, \varepsilon'}$, $\tilde{T} = \tilde{T}_t^{\varepsilon, \varepsilon'}$. It comes

\[
I^{\varepsilon, \varepsilon'}(t) \leq \frac{3\kappa_\gamma}{2} \left( \left\| \tilde{f}_t^\varepsilon \right\|_\gamma + \left\| \tilde{f}'_t \right\|_\gamma \right) \int_{\mathbb{R}^4} \left| \tilde{f}_t^\varepsilon(dz) \right| \left| z - \tilde{T}_t(z) \right| + \left( \left\| f_t^\varepsilon \right\|_\gamma + \left\| f_t' \right\|_\gamma \right) \int_{\mathbb{R}^4} \left| \tilde{f}'_t(dz) \right| \left| z - \tilde{T}_t(z) \right| \right).
\]

The Lemma $4.5$ also provide the interesting bound $\left\| f_t^\varepsilon \right\|_\gamma \leq (1 + \alpha t)^{2\gamma} \left\| f_0 \right\|_\gamma$ with $\alpha = c \left\| f_0 \right\|^{\frac{1}{\gamma}}$. Next by definition of $\tilde{f}_t = f_t^\varepsilon * \chi_\varepsilon$ and Lemma $4.3$ we have

\[
\left\| \tilde{f}_t^\varepsilon \right\|_\gamma \leq (1 + \varepsilon^{2\gamma}) \left\| f_t^\varepsilon \right\|_\gamma \leq (1 + \varepsilon^{2\gamma})(1 + \alpha t)^{2\gamma} \left\| f_0 \right\|_\gamma.
\]

Using these two bounds in the previous estimate, we get

\[
I^{\varepsilon, \varepsilon'}(t) \leq 3\kappa_\gamma (1 + \varepsilon + \varepsilon^{'})^{2\gamma}(1 + \alpha t)^{2\gamma} \left\| f_0 \right\|_\gamma \left( \int_{\mathbb{R}^4} f_t^\varepsilon(dz) \left| z - \tilde{T}_t(z) \right| + \int_{\mathbb{R}^4} \tilde{f}_t^\varepsilon(dz) \left| z - \tilde{T}_t(z) \right| \right).
\]

Assuming that $\varepsilon, \varepsilon' \leq 1$, and using the estimate $37$, we eventually get for all $t \geq 0$

\[
I^{\varepsilon, \varepsilon'}(t) \leq \frac{C_\gamma}{2}(1 + \alpha t)^{2\gamma} \left( Q^{\varepsilon, \varepsilon'}(t) + \varepsilon + \varepsilon' \right) \text{ with } C_\gamma := 12 \times 2^{2\gamma} \pi \kappa_\gamma \left\| f_0 \right\|_\gamma.
\]
By symmetry, the same estimate holds for $J_{e,e'}(t)$. It leads to the Grönwall estimate

$$Q_{e,e'}(t) \leq C_\gamma \int_0^t (1 + \alpha u)^{2\gamma} \left( Q_{e,e'}(u) + \varepsilon + \varepsilon' \right) \, du.$$ 

It allows to perform the standard Grönwall lemma on the quantity $Q_{e,e'}(t) + \varepsilon + \varepsilon'$ which has the same derivative than $Q_{e,e'}(t)$. With the fact that $Q_{e,e'}(0) = 0$, we get

$$W(f^\varepsilon_t, f^{\varepsilon'}_t) \leq Q_{e,e'}(t) \leq (\varepsilon + \varepsilon')e^{C'_\gamma (1 + \alpha t)^{2\gamma+1}} \text{ with } C'_\gamma := \frac{C_\gamma}{2\gamma\alpha}. \quad (39)$$

### 4.5 Convergence of the sequence $(f^\varepsilon)_{\varepsilon>0}$ and recognition of the limit

We continue the proof of Theorem 2. We show thanks to the new stability estimate that the sequence $(f^\varepsilon)_{\varepsilon>0}$ is in fact a Cauchy sequence, and so is $(Z^\varepsilon)_{\varepsilon>0}$ in the appropriate space.

**Step 3**: Convergence of distributions and flows

Doing $\varepsilon, \varepsilon' \to 0$ shows that $(f^\varepsilon)_{\varepsilon>0}$ is a Cauchy sequence in $C([0,T], \mathcal{P}_1(\mathbb{R}^4))$, endowed with the distance

$$d(u, v) = \sup_{t \in [0,T]} W_1(u_t, v_t).$$

This space being complete (see [26, theorem 6.18]), $(f^\varepsilon)_{\varepsilon>0}$ has a limit $f$ belonging to the space $C([0,T]; \mathcal{P}_1(\mathbb{R}^4))$ for any $T > 0$, so $f$ exists globally in time. Note that doing only $\varepsilon' \to 0$ in (39) gives the following estimate for $\varepsilon \in (0,1)$

$$d(f^\varepsilon, f) = \sup_{t \in [0,T]} W_1(f^\varepsilon_t, f_t) \leq \varepsilon e^{C'_\gamma (1 + \alpha t)^{2\gamma+1}}. \quad (40)$$

Define $\Omega = \{f_0 > 0\}$. For any $T > 0$, the space $\mathcal{L}_T := L^1(\Omega, C([0,T], \mathbb{R}^4))$ endowed with the distance

$$d'_T(X, Y) = \int_{\mathbb{R}^4} f_0(dz) \left( \sup_{0 \leq t \leq T} |X_t(z) - Y_t(z)| \right), \quad (41)$$

is also a complete metric space. So there exists a limit $Z \in \mathcal{L}_T$ to the sequence $(Z^\varepsilon)_{\varepsilon>0}$ as $\varepsilon \to 0$. And letting $\varepsilon' \to 0$ in (39) Fatou’s Lemma leads to

$$d'_T(Z^\varepsilon, Z) = \int_{\mathbb{R}^4} f_0(dz) \left( \sup_{0 \leq t \leq T} |Z^\varepsilon_t(z) - Z_t(z)| \right) \leq \varepsilon e^{C'_\gamma (1 + \alpha t)^{2\gamma+1}}. \quad (42)$$

**Step 4**: Compatibility of the two limits: $f_t = Z_t \# f_0$ and incompressibility.

Here we will prove that for any positive time $t$, $f_t = Z_t \# f_0$. It is a simple consequence of the fact that this holds true for any $\varepsilon$ for the regularized solutions $f^\varepsilon$ and the regularized characteristic $Z^\varepsilon$, and the convergence we obtain in the two spaces. So according to (13) for any lipschitz test function $\varphi$ :

$$\int_{\mathbb{R}^4} \varphi(z) f^\varepsilon_t(dz) = \int_{\mathbb{R}^4} \varphi(Z^\varepsilon_t) f_0(dz).$$

But thanks to (40), the term of the l.h.s. goes as $\varepsilon \to 0$ to $\int \varphi(z) f_t(dz)$. In the same time, according to (41), the r.h.s. goes to $\int_{\mathbb{R}^4} \varphi(Z_t) f_0(dz)$.

---

*We do not have any precise reference for that point but its proof could be done as an adaptation of the proof of the completeness of a classical $L^1$ space.*
It is also classical that we can pass to the limit in the estimate (35) to get for all \( t \geq 0 \)
\[
\|f_t\|_\gamma \leq (1 + \alpha t)^{2\gamma} \|f_0\|_\gamma
\]  
(43)
with the same constant \( \gamma \). Use for instance the duality
\[
\|f\|_\gamma = \sup \left\{ \int_{\mathbb{R}^d} f \varphi, \varphi \text{ smooth and } \int_{\mathbb{R}^d} \frac{\varphi(z) \, dz}{(1 + |z|\gamma)(1 + |v|\gamma)} \leq 1 \right\}
\]
and pass to the limit in it.

**Step 5 : The limit flow satisfies the expected ODE**

We will show that for all \( x, v \in \Omega_0 \), all \( t > 0 \):
\[
X_t(z) - x - \int_0^t V[f_s](X_s(z), V_s(z)) \, ds = 0, \quad V_t(z) - v - \int_0^t V[f_s](V_s(z), V_s(z)) \, ds = 0.
\]  
(44)
We treat only the \( x \) part, the second equality may be proved in a very similar way. We start from the fact that the flow \( Z_t^\varepsilon = (X_t^\varepsilon, V_t^\varepsilon) \) associated to the mollified equation satisfies the ODE written in integral form for all \( x, v \in \Omega_0 \), all \( t > 0 \):
\[
X_t^\varepsilon(z) - x - \int_0^t V[f_s^\varepsilon](X_s^\varepsilon(z), V_s^\varepsilon(z)) \, ds = 0,
\]
We will integrate the equality on \( x \) again \( f_0 \):
\[
\left| \int_{\mathbb{R}^d} f_0(dz) \left[ X_t^\varepsilon(z) - x - \int_0^t V[f_s^\varepsilon](X_s^\varepsilon(z), V_s^\varepsilon(z)) \, ds \right] \right| = 0.
\]
Then using this term as a pivot, we deduce that
\[
\left| \int_{\mathbb{R}^d} f_0(dz) \left[ X_t(z) - x - \int_0^t V[f_s](X_s(z)) \, ds \right] \right| \leq \int_{\mathbb{R}^d} f_0(dz) \left| X_t^\varepsilon(z) - X_t(z) \right|
\]
\[
+ \int_0^t \, ds \int_{\mathbb{R}^d} f_0(dz) \left| V[f_s^\varepsilon](Z_s^\varepsilon(z)) - V[f_s](Z_s(z)) \right|.
\]  
(45)
The first term in the r.h.s. goes to zero according to (41) as \( \varepsilon \to 0 \). The second term is also a estimate of difference in advection field created by different distributions, so we will again apply Proposition 3.1. In fact, using the change of variable \( z' = Z_s^\varepsilon(z) \), we write
\[
\left| \int_{\mathbb{R}^d} f_0(dz) \left| V[f_s^\varepsilon](Z_s^\varepsilon(z)) - V[f_s](Z_s(z)) \right| \right| = \int_{\mathbb{R}^d} f_s^\varepsilon(dz) \left| V[f_s^\varepsilon](z) - V[f_s](Z_s \circ (Z_s^\varepsilon)^{-1}(z)) \right|.
\]
We could apply Proposition 3.1 with \( f = \tilde{f} = f_s^\varepsilon, g = \tilde{g} = f_s, \) and \( \mathcal{T} = \tilde{T} = Z_s \circ (Z_s^\varepsilon)^{-1} \) which is a transport of \( f_s^\varepsilon \) onto \( f_s \) according to the previous step. We obtain then the bound
\[
\int_{\mathbb{R}^d} f_0(dz) \left| V[f_s^\varepsilon](Z_s^\varepsilon(z)) - V[f_s](Z_s(z)) \right| \leq 3\kappa_\gamma (\|f_s^\varepsilon\|_\gamma + \|f_s\|_\gamma) \int_{\mathbb{R}^d} f_0(dz) \left| z - Z_s \circ (Z_s^\varepsilon)^{-1}(z) \right|
\]
\[
\leq C(1 + \alpha s)^{2\gamma} \int_{\mathbb{R}^d} f_0(dz) \left| Z_s^\varepsilon(z) - Z_s(z) \right|,
\]
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where the constant $C$ depends on $\|f_0\|_\gamma$ but does not depend on $\varepsilon$, provided that $\varepsilon \leq 1$ (for instance). We used in fact Lemma 4.5 and Lemma 4.3 as in Step 2 to control $\|f_s\|_\gamma$ and $\|f_\varepsilon\|_\gamma$ in term of $\varepsilon$ and $\|f_0\|_\gamma$. Using the last estimate in (45), we get

$$\int_{\mathbb{R}^3} f_0(dz) \left| X_t(z) - x - \int_0^t \mathcal{V}[f_s](Z_s(z)) ds \right| \leq C \left( \frac{(1 + \alpha t)^{2\gamma + 1}}{2\alpha^\gamma} \right) \int_{\mathbb{R}^3} f_0(dz) \left( \sup_{0 \leq s \leq t} |Z_\varepsilon^s(z) - Z_s(z)| \right).$$

From (42) and since this is valid for any $\varepsilon > 0$, the l.h.s. of (45) vanishes.

**Step 7 : Conclusion of the proof**

We know that $f_t = Z_t \# f_0$, and that the flow family $(Z_t)_{t \geq 0}$ satisfies the expected ODE (44).

From the bound (41) on the $L^\infty$-norm of $f_t$ and Proposition 2.2, we know that the field $(\mathcal{V}[f_s], A[f_s])$ is Lipschitz in $(x,v)$. This implies that $f_t$ is solution to the expected limit equation.
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