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Abstract—Multicast beamforming is a promising technique for multicast communication. Providing an efficient and powerful beamforming design algorithm is a crucial issue because multicast beamforming problems such as a max-min-fair problem are NP-hard in general. Recently, deep learning-based approaches have been proposed for beamforming design. Although these approaches using deep neural networks exhibit reasonable performance compared with conventional optimization-based algorithms, their scalability is an emerging problem for large systems in which beamforming design becomes a more demanding task. In this paper, we propose a novel deep unfolded trainable beamforming design with high scalability and efficiency. The algorithm is designed by expanding the recursive structure of an existing algorithm based on projections onto convex sets and embedding a constant number of trainable parameters to the expanded network, which leads to a scalable and stable training process. Numerical results show that the proposed algorithm can accelerate its convergence speed by using unsupervised learning, which is a challenging training process for deep unfolding.

I. INTRODUCTION

With the development of wireless communication technologies, multicast communication including multicast broadcasting has been an attractive research field. In multicast communication, a base station (BS) tries to send identical information to multiple users simultaneously. In physical layer networks, multicast beamforming is proposed as a multicast communication technique in which the BS with multiple antennas generates a beamformer depending on channel state information (CSI) [1]. Although multicast beamforming is featured as a promising technology for the 5th generation wireless networks [2], providing an efficient and powerful beamforming design algorithm has been a crucial issue in the literature because the multicast beamforming problem is NP-hard in general. For example, [1] proposes a semidefinite programming (SDP)-based algorithm for a quality-of-service (QoS) beamforming problem. However, because of the SDP relaxation, there is often a large gap between the performance of a designed beamforming vector and its theoretical upper bound. In addition, because the algorithm uses a SDP solver and samples a large number of candidates of beamforming vectors, it is sometimes inefficient in terms of a computational cost.

Recently, deep learning (DL) has been regarded as a promising approach to beamforming design similar to other research fields in physical-layer wireless communications [3]. The main problem when we apply DL techniques to beamforming design is that it is impossible to obtain an optimal solution for supervised data in general, which is totally different from the end-to-end approach for signal detection or channel coding [4]. Several studies tackled this problem from different perspectives. For example, [5] proposes a DL framework for coordinated beamforming based on hybrid learning using training pilot sequences. The authors of [6] propose a DL architecture in which users choose two beamforming methods effectively. In [7], a DL framework for efficient beamforming design and improving its performance is proposed using hybrid learning based on a sub-optimal weighted minimum mean squared error algorithm. In addition, [8] discusses a general “model-driven” approach using deep neural networks (DNNs) for beamforming design. These approaches exhibit reasonable performance with a lower computational cost compared with conventional optimization-based algorithms usually in relatively small systems. However, these algorithms are based on learning DNNs whose number of trainable parameters grows as the system size such as the number of antennas and/or users increases. This means that the scalability of training costs possibly becomes a critical problem if we consider a larger system in which beamforming design is a more difficult task. In this sense, it is important to investigate a scalable and unsupervised DL technique applicable to beamforming design for a large communication system.

Deep unfolding [9], [10] is another powerful DL technique especially for signal processing and wireless communication [11]. Unlike standard DNNs, deep unfolding is based on an existing iterative algorithm. By expanding the recursive structure of the algorithm, a signal-flow graph similar to a feed-forward network is obtained. Then, we can embed trainable internal parameters that control the convergence speed and possibly fixed point. In this sense, deep unfolding is a model-driven DL technique in a direct way rather than other DNN-based approaches. In the supervised learning scenario, these parameters are trained using training data that contain a pair of input and corresponding ideal output. As an advantage of deep unfolding, we can reduce the number of trainable parameters drastically, which leads to a scalable and stable training process. Deep unfolding has been applied to various problems such as sparse signal recovery [9], [12], [13], MIMO signal detection [14], [15], [16], decoding of error-correcting codes [17], [18], and signature design and signal detection in sparsely code division multiple access [19]. Results of these works suggest that deep unfolding is also expected to be an effective and scalable approach for multicast beamforming although unsupervised learning of deep unfolding has not been studied extensively.

The goal of this paper is to propose a novel deep unfolding-based algorithm for multicast beamforming design, namely
max-min-fair problems. As described above, the absence of optimal beamforming vectors prevents us to employ supervised training. We thus attempt unsupervised learning of a deep-unfolded algorithm, which is a challenging task compared with previous studies based on supervised learning. As a base of the proposed algorithm, we borrow the structure of projection onto convex set (POCS) with bounded perturbation proposed by Fink et al. [20]. This iterative algorithm searches a candidate of a beamforming vector satisfying a convex feasibility problem with adding perturbation to the candidate, which shows remarkable performance improvement compared with a SDP-based algorithm. By applying deep unfolding, we will train the internal parameters of the algorithm in an unsupervised manner for fast and better approximation.

The outline of the paper is as follows. Section II describes a multicast beamforming problem and the POCS algorithm. In Sec. III, we numerically study deep-unfolded POCS for a multicast beamforming problem and the POCS algorithm. Section IV describes the proposed deep unfolding-based beamforming design and shows numerical results compared with other baseline algorithms. Section V is a summary of this paper.

II. PRELIMINARIES

In this section, we first define multicast beamforming problems and then introduce POCS and POCS-BP for approximating the problems.

A. Multicast beamforming

In this paper, we assume a wireless communication system in which a BS with $N$ antennas sends $x \in \mathbb{C}$ to a multicast group $\mathcal{K} = \{1, \ldots, K\}$ containing $K$ users with a single receive antenna. Let $h_k, w \in \mathbb{C}^N$ be a channel vector for the $k$th user ($k \in \mathcal{K}$) and beamforming vector, respectively. Then, the received signal for the $k$th user is given as $y_k = w^H h_k x + n_k$, where $n_k \sim \mathcal{C}\mathcal{N}(0, \sigma^2)$ represents a complex additive white Gaussian noise with zero mean and variance $\sigma^2$. In addition, we assume that the BS knows CSI perfectly.

We consider the so-called max-min-fair (MMF) beamforming problem given as

\[
\text{Maximize}_{w \in \mathbb{C}^N} \min_{k \in \mathcal{K}} \|w^H h_k\|^2 \frac{\|w\|^2}{\|w\|^2_2 \sigma^2},
\]

(1)

In this problem, one searches a complex beamforming vector to maximize the minimum SNR among $K$ users. The solution of the problem is identical to that of the following QoS problem up to scaling [1]:

\[
\text{Minimize}_{w \in \mathbb{C}^N} \|w\|^2_2
\]

subject to \( \|w^H h_k\|^2 \geq \gamma (\forall k \in \mathcal{K}), \quad (2) \)

where $\gamma$ is a SNR requirement for all users. In the QoS beamforming problem, one searches a beamforming vector to maximize the energy efficiency in the system under SNR constraints [2]. It is computationally hard to exactly obtain optimal solutions of these problems because they are NP-hard.

To solve these problems approximately, SDP relaxation is often used [1]. First, using an identity $\text{tr}(vw^H) = v^H w$ for $\forall v \in \mathbb{C}^N$, the QoS problem (2) is recast as

\[
\text{Minimize}_{X \in \mathbb{C}^{N \times N}} \text{tr}(X)
\]

subject to $\text{tr}(XQ_k) \geq \gamma (\forall k \in \mathcal{K}), \quad X = X^H, \quad X \succeq 0, \quad \text{rank}(X) = 1, \quad (3) \]

where $Q_k = h_k h_k^H$. Then, the relation between the solution $w^\ast$ of (2) and $X^\ast$ of (3) is given as $X^\ast = w^\ast (w^\ast)^H$. Consequently, we can obtain $w^\ast$ using $X^\ast$ because $X^\ast$ is a rank-1 matrix. However, the rank-1 constraint of (3) makes the problem intractable.

To approximately solve (3) in polynomial time, we instead solve the following relaxed problem without the rank-1 constraint:

\[
\text{Minimize}_{X \in \mathbb{C}^{N \times N}} \text{tr}(X)
\]

subject to $\text{tr}(XQ_k) \geq \gamma (\forall k \in \mathcal{K}), \quad X = X^H, \quad X \succeq 0. \quad (4) \]

This problem is a SDP problem which can be solved in polynomial time using the interior-point method, for example. In contrast, obtaining a beamforming vector from the solution $X_{\text{SDP}}$ of (4) is not straightforward because $X_{\text{SDP}}$ is no longer a rank-1 matrix. In [1], some randomization techniques are introduced to generate candidates of a beamforming vector from the approximate solution $X_{\text{SDP}}$. Among the candidates, the vector which satisfies all the QoS constraints and has the lowest power is chosen as an approximate solution.

B. Beamforming design by projections onto convex sets

Recently, Fink et al. proposed a promising approximation algorithm for solving (3) based on POCS for a convex feasibility problem and bounded perturbation resilience [20].

To apply POCS to the problem, we consider a convex feasibility problem corresponding to (4), not an optimization problem itself. First, we define the real Hilbert space $\mathcal{H} := \{X \in \mathbb{C}^{N \times N}; X = X^H\}$ of complex Hermitian matrices with the inner product

\[
\langle X, Y \rangle := \text{Re}\{\text{tr}(XY)\},
\]

(5)

and consequent Frobenius norm

\[
\|X\| := \sqrt{\langle X, X \rangle} = \sqrt{\text{tr}(X^2)}.
\]

(6)

Then, a convex feasibility problem finding a matrix $X \in \mathcal{H}$ satisfying all the constraints of (4) and a power constraint is defined. POCS is a sequential projection method to solve such a convex feasibility problem. It is given as

\[
X_{t+1} = T_\ast (X_t) := P_{C_0} T_{\lambda B}^\lambda \cdots T_{\lambda C_1}^\lambda (X_t), \quad (7)
\]

where $P_B$ represents a projection operator onto the convex set $B$ and $T_{\lambda B}^\lambda (X)$ is an operator given by

\[
T_{\lambda B}^\lambda (X) = X + \lambda (P_B(X) - X),
\]

(8)
for a real scalar $\lambda$ which controls the convergence speed of POCS. In addition, $C_+, B_P$, and $C_k \ (\forall k \in K)$ are convex sets. The set $C_+$ is a positive semidefinite cone corresponding to the constraint $X \succeq 0$. $B_P$ is the half-space $\{X \in \mathcal{H}; \text{tr}(X) \leq P\}$ with a parameter $P(>0)$ representing the target power of beamforming vector. $C_k$ is the half-space for the QoS constraint of the $k$th user, i.e., $\text{tr}(XQ_k) \geq \gamma$. It is shown that the sequence $(X_t)_{t \geq 1}$ updated by (11) converges to a solution of the problem if $\lambda \in (0, 2)$. It is noted, however, that this POCS is practically hard to obtain a good beamforming vector because we need to search the value of $P$ corresponding to a solution of (11). Moreover, the approximation gap due to the lack of the rank-1 constraint is still inevitable even if we tune the value of $P$ appropriately.

To compensate the lack of the rank-1 constraint, the authors of [20] combine POCS with bounded perturbation (BP). In the algorithm, which is called POCS-BP in this paper, an ad-hoc perturbation toward a rank-1 matrix is added to the matrix $X_t$. This perturbation is executed by subtracting all the principal components of $X_t$ except for the largest one from $X_t$. Then, the update rule of POCS-BP is given as

$$X_{t+1} = T_t (X_t - \hat{\beta}_t \hat{X}_t),$$

where $(\hat{\beta}_t)_{t \geq 1}$ is a real non-negative bounded sequence satisfying $\sum_{t=1}^{\infty} \hat{\beta}_t < \infty$, and $\hat{X}_t$ is all the principal components of $X_t$ except for the largest one given as

$$\hat{X}_t = X_t - \lambda_{t \text{max}} u_t u_t^H,$$

with the largest eigenvalue $\lambda_{t \text{max}}$ and corresponding eigenvector $u_t$ of $X_t$. A beamforming vector after $T$ iterations is then obtained as the eigenvector corresponding to the largest eigenvalue of $X_T$.

In [20], it is shown that POCS is bounded perturbation resilient, i.e., POCS-BP always converges to a solution of the convex feasibility problem. Moreover, it is numerically shown that manually tuned POCS-BP outperforms the SDP-based algorithms with randomization techniques. In addition, they also propose a simple version of POCS-BP by omitting $P_{C_k}$ and $P_{B_P}$, which is given by

$$X_{t+1} = T^\lambda_{C_K} \ldots T^\lambda_{C_1} (X_t - \hat{\beta}_t \hat{X}_t),$$

where $\lambda$ and $(\hat{\beta}_t)$ are parameters of the algorithm. An advantage of (11), it reduces the computational complexity related to eigendecomposition for $T^\lambda_{C_i} (\cdot)$ and parameter tuning of $P$, which practically do not affect to the performance of a beamforming vector. In the rest of this paper, we use (11) as the update rule of BP-POCS.

III. ACCELERATION OF POCS BY DEEP UNFOLDING

In this section, we demonstrate a deep-unfolded algorithm based on POCS because POCS itself is a useful algorithm for other wireless communication problems [21]. The aim of this section is to verify whether unsupervised learning of deep unfolding can accelerate the convergence speed of POCS.

As an example, we here consider POCS given by

$$X_{t+1} = T^\lambda_{B_P} T^\lambda_{C_K} \ldots T^\lambda_{C_1} (X_t),$$

where the projection $P_{C_k} (\cdot)$ onto a semidefinite cone constraint is omitted from (7) for simplicity. This POCS solves the following convex feasibility problem.

Find $X$ s.t. $X \in \mathcal{S} := \cap_{k \in K} C_k \cap \mathcal{B}_P$. (13)

The architecture of deep-unfolded POCS (DU-POCS) is obtained by embedding iteration-dependent trainable parameters to (12). Here, we define DU-POCS as

$$X_{t+1} = T^\lambda_{B_P} T^\lambda_{C_K} \ldots T^\lambda_{C_1} (X_t),$$

where $(\lambda_t)_{t=1}^T$ is a set of trainable parameters in the algorithm. Although one can embed independent trainable parameters to each operator $T_j (\cdot)$, we use the same parameter $\lambda_t$ in the $t$th iteration to reduce the number of trainable parameter. As a result, DU-POCS has only $T$ trainable parameters, which is constant to the system size such as $N$ and $K$.

The training process of deep-unfolded algorithms is usually executed as supervised learning, i.e., minimizing a loss function of their output and a given true solution. On the other hand, in the training process of DU-POCS, such supervised data are unavailable because an arbitrary point in the convex set is a possibly true solution. We thus train DU-POCS in an unsupervised manner. We use a loss function between a point $X \in \mathcal{H}$ and half spaces defined by

$$L(X; S) := \sum_{k \in K} \text{ReLU}(\gamma - \langle X, Q_k \rangle) + \text{ReLU}(\text{tr}(X) - P),$$

where $\text{ReLU}(x) = \max(x, 0)$ and thus $L(X; S) \geq 0$. This function takes zero iff $X \in S$ because each term represents the gap between $X$ and a constraint of $S$.

In the numerical experiment, we set $N = 5, K = 15, \sigma = 1.0, \gamma = 1.0, P = 0.5$. The number of iterations of DU-POCS is set to $T = 20$. The initial values of $(\lambda_t)_{t=1}^T$ are set to 1.0. DU-POCS is implemented using PyTorch 1.4 [22]. In the training process, $L(X_T; S)$ is minimized using the Adam optimizer [23] with learning rate 0.003. As a mini-batch training, 1000 mini batches of size 30 are fed to DU-POCS. These batches contain random channel vectors $\{h_k\}_{k=1}^K$.

Figure 1 shows the average loss $L(X_t; S)$ of DU-POCS over 50 realizations. As a comparison, we show results of POCS [12] with $\lambda = 1.9$ and 1.0. We find that POCS with $\lambda = 1.0$, which corresponds to DU-POCS with initial $\lambda_i$’s, converges very slowly possibly because a projection onto a half space will break other constraints. It cannot converges to a fixed point within 5000 iterations. On the other hand, DU-POCS and POCS with $\lambda = 1.9$ successfully converges to a point in $\mathcal{S}$ such that $L(X_T; S) = 0$ within 30 iterations. Namely, DU-POCS converges within 19 iterations whereas POCS with $\lambda = 1.9$ does within 28 iterations. This result suggests that unsupervised learning of DU-POCS successfully accelerates the convergence speed of POCS.
Fig. 1. Average loss values of $L(X_t; S)$ over 50 realizations as functions of iteration steps $t$. Circles and squares respectively represent DU-POCS and POCS ($\lambda = 1.9$). They find a feasible point of a problem within 19 and 28 iterations, respectively. Dotted line represents POCS ($\lambda = 1.0$), which does not converge within 5000 iterations.

The dotted line represents POCS ($\lambda = 1.0$) used in Fig. 1 for comparison. The theoretical analysis is an interesting future task.

Fig. 2 shows the trained parameters $\{\lambda_t\}_{t=1}^T$ of DU-POCS. We find that the parameters take different values depending on the iteration index $t$, which is usually observed in deep-unfolded algorithms. Recently, the authors theoretically investigate trained parameters of deep unfolded gradient descent and a class of fixed-point iteration algorithms. As a result, it is shown that the so-called Chebyshev steps can reproduce the trained parameters and accelerate the convergence speed [24], [25]. Although these analyses do not cover POCS in the real Hilbert space, this result suggests that the convergence speed of POCS can also be accelerated by deep unfolding. The theoretical analysis is an interesting future task.

IV. DEEP-UNFOLDED POCS-BP

Now we describe the deep-unfolded POCS-BP for multicast beamforming.

From [12], the update rule of DU-POCS-BP is given by

$$X_{t+1} = T_{C_k}^{\lambda_t} \cdots T_{C_1}^{\lambda_t} (X_t - \beta_t^2 \tilde{X}_t),$$  \hspace{1cm} (16)

where $\tilde{X}$ is defined as [10]. The trainable parameters of DU-POCS-BP are $\{\lambda_t, \beta_t\}_{t=1}^T$. Thus, DU-POCS-BP of $T$ iterations has $2T$ trainable parameters, which is constant to the system size, $N$ and $K$. Note that the parameter $\beta_t$ in POCS-BP is replaced to $\beta_t^2$ to keep coefficients of bounded perturbation non-negative.

The pseudo-code of DU-POCS-BP is shown in Alg. 1. In the algorithm, we need to obtain the maximum eigenvalue and corresponding eigenvector of a matrix. Since Pytorch 1.4 has no function with backward pass for eigendecomposition of a complex matrix, we alternatively use the power method in Alg. 2 to estimate them. In the following simulations, we use $T_{PM} = 50$ and $\epsilon = 10^{-8}$ as parameters of the power method.

Similar to the case of DU-POCS, it is difficult to obtain an optimal beamforming vector in advance. We thus train DU-POCS-BP by unsupervised learning. Namely, we try to minimize a target loss function related to the MMF problem given by

$$L(w_t) := -\eta \left( \frac{|w_t h_k|^2}{\sigma^2 \|w_t\|^2} \sum_{k \in K} ; \beta \right),$$  \hspace{1cm} (17)

where $w_t$ is the eigenvector corresponding to the largest eigenvalue of $X_t$ and $\eta(\{s_k\}_{k \in K}; \beta)$ is the weighted softmin.

\begin{algorithm}

\textbf{Algorithm 1 DU-POCS-BP}

\textbf{Input:} Channel vectors $\{h_k\}_{k \in K}$, number of antennas $N$

\textbf{Output:} Normalized beamforming vector $w_T \in \mathbb{C}^N$

\begin{algorithmic}

1. \textbf{Initialization:} $X = \mathbf{0}$

2. \textbf{for} $t = 1$ to $T$

3. \textbf{Call POWER METHOD} to get $\lambda_{max}$ and $u$ of $X$.

4. $X := X - \beta_t^2 \lambda_{max} u u^H$ \hspace{0.2cm} $\triangleright$ \hspace{0.2cm} Bounded perturbation

5. \textbf{for} $k = 1$ to $K$

6. $X := T_{C_k}^{\lambda_k}(X)$ \hspace{0.2cm} $\triangleright$ \hspace{0.2cm} Projection onto $C_k$

7. \textbf{end for}

8. \textbf{end for}

9. \textbf{Call POWER METHOD} to get $u$ of $X$.

10. $w_T := u$

\end{algorithmic}

\end{algorithm}

\begin{algorithm}

\textbf{Algorithm 2 POWER METHOD}

\textbf{Input:} Diagonalizable matrix $A$

\textbf{Output:} Maximum eigenvalue $\lambda_{max}$ and corresponding normalized eigenvector $u$

\begin{algorithmic}

1. \textbf{Initialization:} $u \neq \mathbf{0}$

2. \textbf{for} $t = 1$ to $T_{PM}$

3. $u' := u$

4. $u := Au / \|Au\|_2$

5. $\lambda_{max} := u^H Au / \|u\|^2$

6. \textbf{if} $\|u - u'\|_\infty < \epsilon$

7. \textbf{break}

8. \textbf{end if}

9. \textbf{end for}

\end{algorithmic}

\end{algorithm}
as a function of iteration steps $t$ when $(N, K) = (30, 20)$. SNR is averaged over 50 realizations. Circles and squares respectively represent DU-POCS-BP and POCS-BP. Dotted and dashed lines respectively represent the SDP upper bound [20] and SNR performance of a SDP-based algorithm.

Towards this end, we formulate the problem as

$$\min_{\{\beta_k\}_{k \in K}} \sum_{k \in K} \frac{\| h_k \|^2}{\| w_k \|^2},$$

which is identical to the object function of the MMF problem [1]. The minimum SNR is averaged over 50 realizations of channel vectors. As a baseline, we execute the original POCS-BP following [20]. In POCS-BP, $\beta_i = 0.9 e^{-i/500}$ and $\lambda = 1.9$ are used. In addition, we also execute the SDP-based beamforming design with randomization in [1]. In the algorithm (called randA in [1]), we first obtain the optimal solution $X_{\text{SDP}}$ of the SDP problem (4). Then, using the eigendecomposition $X_{\text{SDP}} = V \Sigma V^H$, we sample candidates of beamforming vectors $w = V \Sigma^{1/2} e$, where $e \in \mathbb{C}^N$ is a random vector distributed uniformly on the unit sphere. The sampled $w$ with the largest value of (19) is chosen as the beamforming vector. In the experiments, we sample 5000 candidates. The SDP-based algorithm also provides a SDP upper bound of the MMF problem, which is given by

$$\min_{k \in K} h_k^H X_{\text{SDP}} h_k.$$

It is emphasized that this upper bound is not strict in general because the relaxed problem (4) neglects the rank-1 constraint.

Figure 3 shows the SNR performance as a function of the iteration step $t$ when $K = 20$. We find that DU-POCS-BP successfully designs a beamforming vector with smaller number of iterations than POCS-BP. Namely, DU-POCS-BP takes 31 iterations for convergence whereas POCS-BP takes 54 iterations. As for the convergent SNR, DU-POCS-BP exhibits 4.76 dB, which is 0.22 dB larger than POCS-BP as shown in the inset of Fig. 3. Although the gain is relatively small, DU-POCS-BP can converge faster than the original POCS-BP without knowing optimal beamforming vectors in training process. The SNR performance of these algorithms is higher than that of the SDP-based algorithm and relatively close to the SDP upper bound.

Figure 4 shows the SNR performance when $K = 50$, which is more demanding setting for multicast beamforming. Similar to Fig. 3, DU-POCS-BP rapidly converges to a fixed point; DU-POCS-BP converges within 34 iterations whereas POCS-BP takes 139 iterations for convergence. The SNR gain of DU-POCS-BP is about 0.11 dB compared with BOCS-BP and about 3.96 dB compared with SDP. The results suggest that DU-POCS-BP is effective when the number of users becomes large.

---

$$\eta(\{s_k\}_{k \in K}; \beta) := \frac{\sum_{k \in K} s_k e^{-\beta s_k}}{\sum_{k \in K} e^{-\beta s_k}},$$

with the weight $\beta \in \mathbb{R}$. Note that the softmin function is used to avoid the differentiable problem of the original min function. The softmin function is identical to the min function when $\beta \to \infty$. In the following experiment, we use $\beta = 3$ by tuning it as a hyperparameter (see Fig. 5 for details).

Other conditions of the experiments are as follows: we fix $N = 30$, $\sigma = 1.0$, and $\gamma = 1.0$, and consider two cases in which $K = 20$ and 50. The number of iterations of DU-POCS-BP is set to $T = 35$. The initial values of $\{\beta_i\}_{i=1}^T$ and $\{\lambda_i\}_{i=1}^T$ are respectively set to $0.9^{1/2} = 0.948 \ldots$ and 1.0. In mini-batch training, we use incremental training [12] for stable training. In incremental training, randomly generated mini-batches are fed to DU-POCS-BP of $T = 1$ to train $\beta_1$ and $\lambda_1$. After finishing this, mini-batches are fed to DU-POCS-BP of $T = 2$ to train $\beta_1$, $\beta_2$, $\lambda_1$, and $\lambda_2$. In this case, the initial values of $\beta_1$ and $\lambda_1$ are set to trained values in the last mini-batch training. This procedure is repeated in an incremental manner until $T$ reaches to a given value, 35 in this experiment. In each mini-batch training, we used 1000 mini batches of size 30. The Adam optimizer with learning rate 0.003 is executed to minimize the loss function (17).

As a performance measure, we used the minimum SNR among $K$ users given by

$$\min_{k \in K} \frac{h_k^H X_{\text{SDP}} h_k}{\sigma^2 \| w_k \|^2},$$

which is identical to the object function of the MMF problem [1]. The minimum SNR is averaged over 50 realizations of channel vectors. As a baseline, we execute the original POCS-BP following [20]. In POCS-BP, $\beta_i = 0.9 e^{-i/500}$ and $\lambda = 1.9$ are used. In addition, we also execute the SDP-based beamforming design with randomization in [1]. In the
Figure 5 shows SNR performance of DU-POCS-BP with different values of hyperparameter $\beta$ in the loss function (17) when $(N, K) = (50, 50)$. SNR is averaged over 50 realizations. The hyperparameter $\beta = 3$ is used in other experiments.

V. CONCLUDING REMARKS

In this paper, we propose a deep unfolded multicast beamforming design based on POCS-BP, which is trained by unsupervised learning. We first demonstrate that deep unfolding can accelerate the convergence speed of POCS without knowing an optimal solution. Then, we propose a deep unfolded multicast beamforming design called DU-POCS-BP. Because DU-POCS-BP has only $2T$ trainable parameters in $T$ iterations, its training process is stable and highly scalable with respect to the system size, $N$ and $K$. Numerical results show that DU-POCS-BP exhibits acceleration of the convergence speed and small SNR gain compared with the original POCS-BP, which suggests that DU-POCS-BP is an efficient DL-based beamforming design. It is a future task to analyze the behavior of DU-POCS and DU-POCS-BP theoretically and extend the proposed method to general multicast beamforming design such as multi-group multicast beamforming. It would also be an interesting work to demonstrate other applications of unsupervised learning of deep unfolding in wireless communication.
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