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Abstract
We generalize the notion of quasirandomness which concerns a class of equivalent properties that random graphs satisfy. We show that the convergence of a graph sequence under the spectral distance is equivalent to the convergence using the (normalized) cut distance. The resulting graph limit is called graphlets. We then consider several families of graphlets and, in particular, we characterize quasirandom graphlets with low ranks for both dense and sparse graphs. For example, we show that a graph sequence $G_n$, for $n = 1, 2, \ldots$, converges to a graphlets of rank 2, (i.e., all normalized eigenvalues $G_n$ converge to 0 except for two eigenvalues converging to 1 and $\rho > 0$) if and only if the graphlets is the union of 2 quasirandom graphlets.

1 Introduction

The study of graph limits originated from quasi-randomness of graphs which concerns large equivalent families of graph properties that random graphs satisfy. Lovász and Só [37] first considered a generalized notion of quasi-randomness as the limits of graph sequences. Since then, there have been a great deal of developments [1, 3, 6, 9, 10, 24, 25, 26, 27, 32, 33, 36, 37, 38, 39, 40, 41, 42, 43] on the topic of graph limits. There are two very distinct approaches. The study of graph limits for dense graphs is entirely different from that for sparse graphs. By dense graphs, we mean graphs on $n$ vertices with $cn^2$ edges for some constant $c$. For a graph sequence of dense graphs, the graph limit is formed by taking the limit of the adjacency matrices with entries of each matrix associated with squares of equal sizes which partition $[0, 1] \times [0, 1]$ (see [38, 39]). Along this line of approach, the graph limit of a sparse graph sequence converges to
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zero. Consequently, very different approaches were developed for graph limits of very sparse graphs, mostly with vertex degrees bounded above by a constant independent of the size of the graph \([3, 8, 26]\).

To distinguish from earlier definitions for graph limits (called, graphons, graphines, etc.), we will call the graph limits in this paper by the name of graphlets to emphasize the spectral connection. In the subsequent sections, we will give a detailed definition for graphlets as the graph limits of given graph sequences. Although the terminology is sometimes similar to that in differential geometry, the definitions are along the line of spectral graph theory \([13]\) and mostly discrete. In addition, the orthogonal basis of the graphlets of a graph sequence can be used, with additional scaling parameters, to provide a universal basis for all graphs in the domain (or the union of domains) that we consider. In this regard, graphlets play a similar role as the wavelets do for affine spaces.

To study the convergence of a graph sequence, various different metrics come into play for comparing two graphs. For two given graphs, there are many different ways to define some notion of distance between them. Usually the labeling map assigns consecutive integers to the vertices of a graph which can then be associated with equal intervals which partition \([0, 1]\). As opposed to the definitions in previous work, we will not use the usual measure or metric on the interval \([0, 1]\). Instead, our measure on \([0, 1]\) will be determined by the graph sequences that we consider. Before we proceed to examine the distance between two graphs, we remark that there is a great deal of work on distances between manifolds \([4, 31]\) via isometric embeddings. Although the details are obviously different, there are similarities in the efforts for identifying the global structures of the objects of interest. We are using elements of \([0, 1]\) as labels for the (blow-up) vertices, similar to the exchangeable probabilistic measures that were used in \([1, 24, 25, 28, 29, 34]\).

Several metrics for defining distances between two graphs originated from the quasi-random class of graphs \([16, 19]\). One such example involves the subgraph counts, concerning the number of induced (or not necessarily induced) subgraphs of \(G\) that are isomorphic to a specified graph \(F\). Another such metric is called the cut metric which came from discrepancy inequalities for graphs. The usual discrepancy inequalities in a graph \(G\) concern approximating the number of edges between two given subsets of vertices by the expected values as in a random graph and therefore such discrepancy inequalities can be regarded as estimates for the distance of a graph to a random graph. For dense graphs, the equivalence of convergence under the subgraph-count metric and the cut metric among others are well understood (see \([9, 38]\)). The methods for dealing with dense graph limits have not been effective so far for dealing with sparse graphs. A different separate set of metrics has been developed \([8, 26]\) using local structures in the neighborhood of each vertex. Instead of subgraph counts, the associated metric concerns counting trees and local structures in the “balls” around each vertex. The problems of graph limits for sparse graphs are inherently harder as shown in \([8]\). Nevertheless, most real world complex networks
are sparse graphs and the study of graph limits for sparse graphs can be useful for understanding the dynamics of large information networks.

The paper is organized as follows: In Section 2 we first examine the convergence of degree distributions of graphs and we consider the convergence the discrete Laplace operators under the spectral norm. Then we give the definition for graphlets in Section 2.4. In Section 3 we give several families of examples, including dense graphlets, quasi-random graphlets, bipartite quasi-random graphlets and graphlets of bounded rank. In Section 4 we consider the discrepancy distance between two graphs which can be viewed as a normalization of the cut distance. Then we prove the equivalence of the spectral distance and the normalized cut distance for both dense and sparse graphs. Note that our definition of the discrepancy distance is different from the cut distance as used in [8] where a negative result about a similar equivalence was given. In Sections 5 and 6 we further examine quasi-random graphlets and bipartite quasi-random graphlets for graph sequences with general degree distributions. In Sections 7 and 8 we give a number of equivalent properties for certain graphlets of rank 2 and for general $k$. In Section 9 we briefly discuss connections between the discrete and continuous, further applications in finding communities in large graphs and possible future work that this paper might lead to.

We remark that the work here is different from the spectral approach of graph limits which focuses on the spectrum of the limit of the adjacency matrices in [43]. If the graph limit is derived from a graph sequence which consists of dense and almost regular graphs, the two spectra are essentially the same (differ only by a scaling factor). However, a subgraph of a regular graph is not necessarily regular. All theorems in this paper hold for general graph sequences for both dense graphs and sparse graphs. Some of the methods here can be generalized to weighted directed graphs which will not be discussed in this paper.

## 2 The spectral norm and spectral distance

For a weighted graph $G = (V,E)$ with vertex set $V$ and edge set $E$, we denote the adjacency matrix by $A_G$ with rows and columns indexed by vertices in $V$. For an edge $\{u,v\} \in E$, the edge weight is denoted by $A_G(u,v)$. For a vertex $v$ in $V(G)$, the degree of $v$ is $d_G(v) = \sum_u A_G(u,v)$. We let $D_G$ denote the diagonal matrix with $D_G(v,v) = d_G(v)$. Here we consider graphs without isolated vertices. Therefore, we have $d_G(v) > 0$ for every $v$ and $D_G^{-1}$ is well defined.

We consider the family of operators $W$ consisting of $W : [0,1] \times [0,1] \to [0,1]$ satisfying $W(x,y) = W(y,x)$. $W$ is said to be of finite type if there is a finite partition $(S_1, ..., S_n)$ of $[0,1]$ such that $W$ is constant on each set $S_i \times S_j$. Given a graph $G_n$ on $n$ vertices, a special finite-type associated with $G_n$ is defined by partitioning $[0,1]$ into $n$ intervals of length $1/n$ and, for a map $\eta : [0,1] \to V$,
the pre-image of each vertex \( v \) corresponds to an interval \( I_v = (j/n, (j+1)/n] \) for some \( j \). We can define \( W_{G_n} \in \mathcal{W} \) by setting:

\[
W_{G_n}(x, y) = A_{G_n}(u, v)
\]  

if \( x \in I_u \) and \( y \in I_v \).

Suppose we have a sequence of graphs, \( G_n \), for \( n = 1, 2, \ldots \). Our goal is to describe the limit of a graph sequence provided it converges. One typical way, as seen in [35], is to take the limit of \( W_{G_n} \) under the cut norm. For example, if \( G_n \) is in the family of random graphs with edge density \( 1/2 \), the limit of \( W_{G_n} \) has all entries \( 1/2 \). However, if we consider sparse graphs such as cycles, then the limit of \( W_{G_n} \) converges to the 0 function.

Instead, we will define the graph limit to be associated with a measure space \( \Omega \) as the limit of measure spaces defined on \( G_n \) and the measure \( \mu \) for \( \Omega \) is the limit of the measures \( \mu_n \) associated with \( G_n \). Before we give the detailed definitions of \( \Omega \) and \( \mu \), there are a number of technical issues in need of clarification. The following remarks can be regarded as a companion for the definitions to be given in Sections 2.1 to 2.3 so that possible misinterpretations could be avoided.

**Remark 1.** We label elements of \( \Omega \) by \([0, 1]\). However, the geometric structure of \( \Omega \) can be quite different from the interval \([0, 1]\). In general, \( \Omega \) can be some complicated compact space. For example, if the \( G_n \) are square grids (as cartesian products of two paths), then a natural choice for \( \Omega \) is a unit square. We will write \( V(\Omega) = [0, 1] \) to denote the set of “labels” for \( \Omega \) while \( \Omega \) can have natural descriptions other than \([0, 1]\).

**Remark 2.** In this paper, we mainly concern operators \( W \) that are exchangeable (see [1, 21, 23, 28, 29, 34]). Namely, for a Lebesgue measure-preserving bijection \( \tau : [0, 1] \to [0, 1] \), a rearrangement of \( W \), denoted by \( W_\tau \), acts on functions \( f \) defined on \([0, 1]\) satisfying

\[
Wf(x) = W_\tau f(\tau(x)).
\]  

We say \( W \) is equivalent to \( W_\tau \) and we write \( W \sim W_\tau \). By an exchangeable operator \( W \), we mean the equivalence class of operators \( W_\tau \) where \( \tau \) ranges over all measure-preserving bijections on \([0, 1]\).

**Remark 3.** We consider a family of exchangeable self-adjoint operators \( \mathcal{W}^* \) which act on the space of functions \( f : [0, 1] \to \mathbb{R} \). Clearly, any exchangeable \( W \) : \([0, 1] \times [0, 1] \to [0, 1] \) with \( W(x, y) = W(y, x) \) is contained in \( \mathcal{W}^* \). The disadvantage of using such \( W \) is the implicit requirement that \( W(x, y) \) is supposed to be given as a specified value. For some graph sequences \( G_n \) which converge to a finite graph, it is quite straightforward to define the associated \( W_n \) as in [1]. However, in general, it is quite possible that \( W_n(x, y) \) as a function of \( n \) approach 0 as \( n \) goes to infinity. In such cases, it is better to treat the limit as an operator.
Remark 4. Throughout the paper, \( \int F(y)dy \) denotes the usual integration of a function \( F \) subject to the Lebesgue measure \( \nu \). We will impose the condition that the space of functions that we focus on are Lebesgue measurable and integrable so that all the inner products involving integration make sense. For some other measures, such as \( \mu_n \) and \( \mu \) for a graph sequence, as defined in Section 2.1 and 2.2, it can be easily checked that if a function \( F \) is Lebesgue measurable and integrable then \( F \) is also measurable and integrable subject to \( \mu_n \) and \( \mu \).

2.1 The Laplace operator on a graph

For a weighted graph \( G_n \) on \( n \) vertices with edge weight \( A_n(u,v) \) for vertices \( u \) and \( v \), we define the Laplace operator \( \Delta_n \) to be

\[
\Delta_n f(u) = \frac{1}{d_u} \sum_v (f(u) - f(v))A_n(u,v).
\]

(3)

for \( f : V \rightarrow \mathbb{R} \). It is easy to check that

\[
\Delta_n = I_n - D_n^{-1}A_n = D_n^{-1/2}L_n D_n^{1/2}
\]

where \( I_n \) is the \( n \times n \) identity matrix and \( L_n = I_n - D_n^{-1/2}A_nD_n^{-1/2} \) is the symmetric normalized Laplacian (see [13]).

Let \( \mu_n \) denote the measure defined by \( \mu_n(v) = d_v / \text{vol}(G_n) \) for \( v \) in \( G_n \) where \( \text{vol}(G_n) = \sum_v d_v \). We define an inner product on functions \( f, g : V \rightarrow \mathbb{R} \) by

\[
\langle f, g \rangle_{\mu_n} = \sum_{v \in V} f(v)g(v)\mu_n(v).
\]

It is then straightforward to check that

\[
\sum_{\{u,v\} \in E} \frac{(f(u) - f(v))(g(u) - g(v))A_n(u,v)}{\text{vol}(G_n)} = \sum_u f(u) \frac{\sum_{v \sim u} (g(u) - g(v))A_n(u,v)}{\text{vol}(G_n)}
\]

\[
= \sum_u f(u)(\Delta_n g)(u) \frac{d_u}{\text{vol}(G_n)}
\]

\[
= \langle f, \Delta_n g \rangle_{\mu_n}
\]

and

\[
\langle f, \Delta_n g \rangle_{\mu_n} = \langle g, \Delta_n f \rangle_{\mu_n}.
\]

If \( f \) and \( g \) are complex-valued functions, then we have

\[
\langle f, \Delta_n g \rangle_{\mu_n} = \overline{\langle g, \Delta_n f \rangle_{\mu_n}}
\]

where \( \overline{x} \) denotes the complex conjugate of \( x \).
We note that \( \langle f, \Delta_n 1 \rangle_{\mu_n} = \langle 1, \Delta_n f \rangle_{\mu_n} = 0 \), where \( 1 \) denotes the constant function 1. Therefore, \( \Delta_n \) has an eigenvalue 0 with an associated eigenfunction \( 1 \), under the \( \mu_n \)-norm. The eigenfunctions \( \phi_j \), for \( j = 0, \ldots, n - 1 \), form an orthogonal basis under the \( \mu_n \)-norm for \( G_n \). In other words, \( D_n^{1/2} \phi_j \) form an orthogonal basis under the usual inner product as eigenvectors for the normalized Laplacian \( I_n = D_n^{-1/2} A_n D_n^{-1/2} \). The \( \phi_j \)'s are previously called the combinatorial eigenfunctions in [13].

\section{The convergence of degree distributions}

Suppose we have a sequence of graphs. For a graph \( G_n \) on \( n \) vertices, the measure \( \mu_n \), defined by \( \mu_n(v) = \frac{d_n(v)}{\text{vol}(G_n)} \), is also called the degree distribution of \( G_n \) where \( d_n(v) \) denotes the degree of \( v \) in \( G_n \) and \( \text{vol}(G_n) = \sum_v d_n(v) \). In general, for a subset \( X \) of vertices in \( G_n \), \( \text{vol}(G_n)(X) = \sum_{v \in X} d_n(v) \). In this paper, we focus on graph sequences with convergent degree distributions which we will describe.

For a graph \( G_n \) with vertex set \( V_n \) consisting of \( n \) vertices, we let \( F_n \) denote the set of all bijections from \( V_n \) to \( \{1, 2, \ldots, n\} \).

\[ F_n = \{ \eta : V_n \rightarrow \{1, 2, \ldots, n\} \}. \]  

(4)

For each \( \eta \in F_n \), we let \( \eta_n \) denote the associated partition map \( \eta_n : [0, 1] \rightarrow V_n \), defined by \( \eta_n(x) = \eta(u) \) if \( x \in ([\eta(u) - 1]/n, \eta(u)/n] = I_n(u) \). We write \( I_n(u) = I_u \) if there is no confusion. In stead of \( F_n \), it is sometimes convenient to consider

\[ \mathcal{F}_n = \{ \eta_n : \eta \in F_n \} \subset \{ \varphi : [0, 1] \rightarrow V_n \} \].

Now, for any integrable functions \( f, g : [0, 1] \rightarrow \mathbb{R} \), we define

\[ \langle f, g \rangle_{\mu_n, \eta_n} = \int_0^1 f(x)g(x)\mu_n^{(\eta_n)}(x) \]  

(6)

where \( \mu_n \) is defined by

\[ \int_0^1 F(x)\mu_n^{(\eta_n)}(x) = \int_0^1 F(x)\mu_n(\eta_n(x))dx \]  

(7)

for integrable \( F : [0, 1] \rightarrow \mathbb{R} \). We can then define the associated norm:

\[ \|f\|_{\mu_n, \eta_n} = \sqrt{\langle f, f \rangle_{\mu_n, \eta_n}} \]  

(8)

As a measure on \([0, 1]\), \( \mu_n^{(\eta_n)} \) satisfies

\[ \mu_n(u) = \int_{I_u} \mu_n^{(\eta_n)}(x) \]  

(9)
and
\[ \int_0^1 \mu_n^{(\eta_n)}(x) = 1. \]

For example, for a graph \( G_5 \) with degree sequence \((2, 2, 3, 3, 4)\), and suppose the corresponding vertices are denoted by \( v_1, \ldots, v_5 \), then \( \mu_n(v_1) = \mu_n(v_2) = 1/7 \) and \( \mu_n(v_3) = \mu_n(v_4) = 3/14 \), etc.

In particular, for a subset \( S \subseteq [0, 1] \), we consider the characteristic function \( \chi_S(x) = 1 \) if \( x \in S \) and \( 0 \) otherwise. Then for \( f = g = \chi_S \), we have
\[ \langle \chi_S, \chi_S \rangle_{\mu_n, \eta_n} = \mu_n^{(\eta_n)}(S) = \int_S \mu_n^{(\eta_n)}(x). \] (10)

Sometimes we suppress the labeling map \( \eta_n \) and simply write \( \mu_n \) as the associated measure on \([0, 1]\) if there is no confusion.

For \( \epsilon > 0 \), we say two graphs \( G_m \) and \( G_n \) have \( \epsilon \)-similar degree distributions if
\[ \inf_{\theta \in \mathcal{F}_m, \eta \in \mathcal{F}_n} \int_0^1 |\mu_m^{(\theta)}(x) - \mu_n^{(\eta)}(x)| < \epsilon. \] (11)

For a graph sequence \( G_n, n = 1, 2, \ldots \), we say the degree distribution \( \mu_n \) is Cauchy, if for any \( \epsilon > 0 \), there exists \( N = N(\epsilon) \) such that for any \( m, n \geq N \), the degree distributions of \( G_m \) and \( G_n \) are \( \epsilon \)-similar. To see that the degree distributions converge, we use the following arguments:

**Lemma 1.** If the degree distribution of the sequence \( G_n \) is Cauchy, then there are \( \theta_n \in \mathcal{F}_n \) such that the sequence \( \mu_n^{(\theta_n)} \) of \( G_n \) converges to a limit, denoted by \( \mu \). Furthermore \( \mu \) is unique up to a measure preserving map.

**Proof.** For each positive integer \( j \), we set \( \epsilon_j = 2^{-j} \), and let \( N(\epsilon_j) \) denote the least integer such that for \( m, n \geq N(\epsilon_j) \), \( G_m \) and \( G_n \) have \( \epsilon_j \)-similar degree distributions. To simplify the notation, we write \( M(j) = N(\epsilon_j) \).

We first choose an arbitrary permutation \( \eta_{M(1)} \) and then by induction define permutations \( \eta_{M(j)} \), for \( j > 1 \) using (11) so that
\[ \int_0^1 |\mu_{M(j)}^{(\theta_{M(j))}}(x) - \mu_{M(j+1)}^{(\theta_{M(j+1)}))}(x)| < \epsilon_j. \]

For each \( n \in [M(j), M(j + 1)) \), we choose the permutation \( \eta_n \) such that
\[ \int_0^1 |\mu_n^{(\theta_n)}(x) - \mu_{M(j)}^{(\theta_{M(j))}}(x)| < \epsilon_j. \]
Claim: the sequence of $\mu_n^{(\theta_n)}$, for $n = 1, 2, \ldots$ is Cauchy. To prove the claim, we see that for any $m, n \geq M(j)$ satisfying $n \in [M(j), M(j+1))$ and $m \in [M(k), M(k+1))$ with $j \leq k$, we have

$$
\int_0^1 | \mu_n^{(\theta_n)}(x) - \mu_m^{(\theta_m)}(x) | \leq \int_0^1 | \mu_n^{(\theta_n)}(x) - \mu_M^{(\theta_M)}(x) | + \int_0^1 | \mu_M^{(\theta_M)}(x) - \mu_{M(j)}^{(\theta_{M(j)})}(x) | + \ldots \\
+ \int_0^1 | \mu_{M(k-1)}^{(\theta_{M(k-1)})}(x) - \mu_M^{(\theta_M)}(x) | + \int_0^1 | \mu_M^{(\theta_M)}(x) - \mu_m^{(\theta_m)}(x) | \\
\leq 2\epsilon_j + \epsilon_{j+1} + \ldots + \epsilon_{k-1} + 2\epsilon_k \\
= 3\epsilon_j
$$

and the Claim is proved.

To show that the sequence $\mu_n^{(\theta_n)}$ converges, we define $\mu(S)$ for any measurable subset $S \subseteq [0, 1]$ as follows:

$$
\mu(S) = \lim_{n \to \infty} \mu_n^{(\theta_n)}(S) \\
= \lim_{n \to \infty} \int_S \mu_n^{(\theta_n)}(x).
$$

Since $\mu_n^{(\theta_n)}$ is Cauchy, the above limit exists and $\mu(S)$ is well defined. Furthermore, for any measure preserving map $\tau$, $\mu \circ \tau$ is the limit of $\mu_n^{(\theta_n \circ \tau)}$. Thus, $\mu$ is unique up to a measure preserving map.

To see that $\mu$ is a probabilistic measure, we note that for any $\epsilon > 0$, there is some $n$ such that

$$
| \int_0^1 \mu(x) - 1 | = | \int_0^1 \mu(x) - \int_0^1 \mu_n^{(\eta_n)}(x) | \\
= \int_0^1 | \mu(x) - \mu_n^{(\eta_n)} | \\
\leq \epsilon.
$$

Lemma 1 is proved.

**Remark 5.** Since we are dealing with exchangeable operators, the measures $\mu$ can be regarded as the equivalence class of probabilistic measures where two measures $\varphi, \varphi'$ are said to be equivalent if there is a Lebesgue measure preserving bijection $\tau$ on $[0, 1]$ such that $\varphi = \varphi' \circ \tau$.

**Remark 6.** An alternative proof for the convergence $\mu_n$ is due to Stephen Young [45] which is simpler but the resulted limit $\mu$ is not necessarily exchangeable. For each $n$, suppose we choose $\eta_n$ such that $\mu_n^{(\eta_n)}$ is a non-decreasing
function on $[0,1]$. By using the fact that for $x_1 < x_2$ and $y_1 < y_2$, we have $|x_1 - y_1| + |x_2 - y_2| \leq |x_1 - y_2| + |x_2 - y_1|$, it follows that

$$\inf_{\theta \in F_m, \eta \in F_n} \int_0^1 |\mu_m^{(\theta)}(x) - \mu_n^{(\eta)}(x)| = \int_0^1 |\mu_m^{(\eta_m)}(x) - \mu_n^{(\eta_n)}(x)|$$

Thus the sequence $\mu_n^{(\tau_n)}$ is Cauchy and therefore converges to a limit $\mu$.

We note that two different graphs $G$ and $H$ both on $n$ vertices can have the same degree distribution measure $\mu_n$ but $G$ and $H$ have different degree sequences. For example, $G$ is a $k$-regular graph and $H$ is a $k'$-regular graph where $k \neq k'$. In this case, $\mu_n(v) = 1/n$ for any vertex $v$ and $\mu_n(x) = 1$ for any $x \in [0,1]$. To define the convergence of graph sequences, we need to take into account the volume $\text{vol}(G) = \sum_v d_v$ of $G$.

### 2.3 The spectral distance

Suppose we consider two graphs $G_m$ and $G_n$ on $m$ and $n$ vertices, respectively. Their associated Laplace operators are denoted by $\Delta_m$ and $\Delta_n$, respectively. If $m \neq n$, $\Delta_m$ and $\Delta_n$ have different sizes. In order to compare two given matrices, we need some definitions.

In $G_n = (V_n, E_n)$, for $\eta_n \in F_n$ (as described in [4]), the operator $\Delta_n^{(\eta)}$ is acting on an integrable function $f : [0,1] \to \mathbb{R}$ by

$$\Delta_n^{(\eta)} f(x) = \frac{n}{d_n(\eta_n(x))} \int_0^1 (f(x) - f(y)) W_n^{(\eta_n)}(x,y) dy$$

$$= f(x) - \frac{n}{d_n(\eta_n(x))} \int_0^1 W_n^{(\eta_n)}(x,y) f(y) dy$$  \hspace{1cm} (12)

where $W_n^{(\eta_n)} \in \mathcal{W} = [0,1] \times [0,1]$ is associated with the adjacency matrix $A_n$ by $W_n^{(\eta_n)}(x,y) = A_n(\eta_n(x), \eta_n(y))$. Here we require $f$ to be Lebesgue measurable and therefore is also $\mu_n$-measurable. In the remainder of the paper, we deal with functions that are Lebesgue integrable on $[0,1]$. We note that for any two permutations $\theta, \eta \in F_n$, $W^{(\theta_n)}$ is equivalent to $W^{(\eta_n)}$ as exchangeable operators in $\mathcal{W}^*$, defined in [3].

For a Lebesgue integrable function $f : [0,1] \to \mathbb{R}$, we consider

$$\langle f, \Delta_n^{(\eta_n)} g \rangle_{\mu_n, \eta_n} = \int_0^1 f(x) (\Delta_n^{(\eta_n)} g(x)) \mu_n^{(\eta_n)}(x)$$

$$= \int_0^1 \int_0^1 \frac{n}{d_n(\eta_n(x))} f(x) (g(x) - g(y)) W_n^{(\eta_n)}(x,y) dy \mu_n^{(\eta_n)}(x)$$
Using (7), we have
\[
\langle f, \Delta_n^{(\eta_n)}g \rangle_{\mu_n,\eta_n} = \frac{n^2}{\text{vol}(G_n)} \int_0^1 \int_0^1 f(x)(g(x) - g(y))W_n^{(\eta_n)}(x,y)dxdy
\]
\[= \frac{n^2}{2\text{vol}(G_n)} \int_0^1 \int_0^1 (f(x) - f(y))(g(x) - g(y))W_n^{(\eta_n)}(x,y)dxdy.
\]
In particular,
\[
\langle f, \Delta_n^{(\eta_n)}f \rangle_{\mu_n,\eta_n} = \frac{n^2}{2\text{vol}(G_n)} \int_0^1 \int_0^1 (f(x) - f(y))^2W_n^{(\eta_n)}(x,y)dxdy. \tag{13}
\]

Remark 7. The above inner products are invariant subject to any choice of measure preserving maps \(\tau\). Namely, if we define \(f \circ \tau(x) = f(\tau(x))\), then
\[
\langle f, \Delta_n^{(\eta_n)}f \rangle_{\mu_n,\eta_n} = \langle f \circ \tau, \Delta_n^{(\eta_n,\tau)}f \rangle_{\mu_n,\eta_n,\tau}. \tag{14}
\]

For an operator \(M\) acting on the space of integrable functions \(f : [0,1] \to \mathbb{R}\), we say \(M\) is exchangeable if for any measure preserving map \(\tau\), we have
\[
\langle f, Mg \rangle = \langle f \circ \tau, M_{\tau}(g \circ \tau) \rangle
\]
where \(M_{\tau}\) is defined by \(M_{\tau}h(x,y) = M(h(\tau^{-1}(x),h(\tau^{-1}(y)))\). Clearly, \(\Delta_n\) is an exchangeable operator.

For an integrable function \(f : [0,1] \to \mathbb{R}\) and \(\eta_n \in \mathcal{F}_n\), we define \(\tilde{f}_n : [0,1] \to \mathbb{R}\), for \(x \in I_u\), as follows:
\[
\tilde{f}_n(x) = \frac{\int_{I_u} f(y)\mu_n^{(\eta_n)}(y)dy}{\int_{I_u} \mu_n^{(\eta_n)}(y)dy} = \frac{\int_{I_u} f(y)\mu_n^{(\eta_n)}(y)dy}{\mu_n(u)} = \frac{1}{\int_{I_u} \mu_n^{(\eta_n)}(x,y)f(y)\mu_n^{(\eta_n)}(y)dy}{\mu_n(u)} \tag{15}
\]
where \(I_n\) is the \(n \times n\) identity matrix as defined in Section 2.1. Note that \(\tilde{f}_n(x) = \tilde{f}_n(z)\) if \(\eta_n(x) = \eta_n(z)\). For \(u \in V(G_n)\), we write \(\tilde{f}_n(u) = \tilde{f}_n(x)\) where \(x \in I_u\).

\(f\) and \(\tilde{f}\) are related as follows:

Lemma 2.
(i) For \(x \in I_u\), and \(\eta_n \in \mathcal{F}_n\),
\[
\Delta_n^{(\eta_n)}f(x) = \frac{n}{d_n(\eta_n(x))} \sum_v \int_{I_v} (f(x) - f(y))A_n(\eta_n(x),v)dy
\]
\[= \frac{1}{d_n(u)} \sum_v (f(u) - \tilde{f}_n(v))A_n(u,v)
\]
\[= \Delta_n \tilde{f}_n(u) + (f(x) - \tilde{f}_n(u)).
\]
(ii) For \( f, g : [0, 1] \to \mathbb{R} \),
\[
\langle f, \Delta_n(\eta) f \rangle_{\mu_n, \eta_n} = \langle \tilde{f}, \Delta_n \tilde{f} \rangle_{\mu_n} + \| f - \tilde{f} \|_{\mu_n, \eta_n}^2.
\]

The proof of (i) follows from (3) and (15). (ii) follows from (i) and (13) by straightforward manipulation.

**Remark 8.** In this paper, we define inner products and norms on the space of integrable functions defined on \([0, 1]\), as seen in (6) and (8). Consequently, the last term in (16) approaches 0 as \( n \) goes to infinity. Namely,
\[
\| f - \tilde{f}_n \|_{\mu_n, \eta_n}^2 \to 0 \text{ as } n \to \infty
\]
if \( f \) is integrable. This implies that the graph Laplacian \( \Delta_n \) for \( G_n \) acting on the space of functions defined on \( V_n \) can be approximated by \( \Delta_n(\eta_n) \) acting on the space of functions defined on \([0, 1]\) with the exception for the function \( f \) with \( \| \Delta_n f \|_{\mu_n, \eta_n} \) is too close to 0, while \( f \) is orthogonal to the eigenfunction associated with eigenvalue 0. The case of a path \( P_n \) is one such example and in fact, the graph sequence of paths \( P_n \) does not converge under the spectral distance that we shall define. In order to make sure that \( \Delta_n(\eta_n) \) closely approximates \( \Delta_n \), there are two ways to proceed. We can restrict (implicitly) ourselves to graph sequences \( G_n \) with the least nontrivial eigenvalue \( \lambda_1 \) of \( \Delta_n \) greater than some absolute positive constant (as done in this paper). An alternative way is to consider general labeling space \( \Omega_0 \) other than \([0, 1]\) and impose further conditions on the space of functions defined on \( \Omega_0 \) (which will be treated in a subsequent paper).

For a graph sequence \( G_n = (V_n, E_n) \), where \( n = 1, 2, \ldots \), we say the sequence of the Laplace operators \( \Delta_n \) is Cauchy if for any \( \epsilon > 0 \) there exists \( N \) such that for \( m, n \geq N \), there exist \( \theta_m \in \mathcal{F}_m, \theta_n \in \mathcal{F}_n \) such that the following holds:

(i) The associated measures \( \mu_m(\theta_m) \) and \( \mu_n(\theta_n) \) satisfy
\[
\int_0^1 | \mu_m(\theta_m)(x) - \mu_n(\theta_n)(x) | < \epsilon.
\]

(ii) The Laplace operators associated with \( G_m \) and \( G_n \) satisfy
\[
\frac{\langle f, \Delta_m(\theta_m) g \rangle_{\mu_m, \theta_m} - \langle f, \Delta_n(\theta_n) g \rangle_{\mu_n, \theta_n}}{\| f \|_{\mu_m, \theta_m} \| g \|_{\mu_m, \theta_m}} < \epsilon
\]
for integrable \( f, g \) defined on \([0, 1]\) and we write
\[
d(\Delta_m, \Delta_n)_{\mu_m, \mu_n} < \epsilon
\]
where \( \mu_m, \mu_n \) denote the degree distributions of \( G_m, G_n \), respectively.
Remark 9. We note that the spectral distance here is invariant subject to any choices of measure preserving maps. In fact, for any measure preserving map \( \tau \), it follows from the definition and that \( d(\Delta_m, \Delta_n)_{\mu_m, \mu_n} < \epsilon \) if and only if \( d(\Delta_m, \Delta_n)_{\mu_{m \circ \tau}, \mu_{n \circ \tau}} < \epsilon \).

Suppose the sequence of graphs \( G_n = (V_n, E_n) \) have degree distributions \( \mu_n \) converging to \( \mu \) as above. Then (17) can be simplified. The inequality in (17) can be replaced by an equivalent condition

\[
d(\Delta_m, \Delta_n)_{\mu} < \epsilon
\]

which can be described by there exists \( N \) such that for \( m, n \geq N \), there exist \( \theta_m \in F_m, \theta_n \in F_n \) such that the Laplace operators associated with \( G_m \) and \( G_n \) satisfy

\[
\left| \langle f, (\Delta_m^{(\theta_m)} - \Delta_n^{(\theta_n)})g \rangle \right|_{\mu} < \epsilon
\]

for integrable \( f, g : [0, 1] \to \mathbb{R} \) with \( \|f\|_{\mu} = \|g\|_{\mu} = 1 \).

For an operator \( M \) on \([0, 1]\) we can define spectral \( \mu \)-norm, defined by

\[
\|M\|_{\mu}^2 = \sup_{f,g} | \langle f, Mg \rangle_{\mu} |
\]

where \( f, g : [0, 1] \to \mathbb{R} \) range over integrable functions satisfy \( \|f\|_{\mu} = \|g\|_{\mu} = 1 \). We are ready to examine the convergence of a graph sequence under the spectral distance.

**Theorem 1.** For a graph sequence \( G_n = (V_n, E_n) \), where \( n = 1, 2, \ldots \), suppose the sequence of the Laplace operators \( \Delta_n \) is Cauchy, then for each \( n \), there are permutations \( \eta_n \in F_n \) such that the sequence of \( \Delta_n^{(\eta_n)} \) converges to an exchangeable operator \( \Delta \) and the measure \( \mu_n \) of \( G_n \)'s converge to \( \mu \) where \( \Delta \) satisfies

\[
\int_0^1 f(x)\Delta g(x)\mu(x) = \lim_{n \to \infty} \langle f, \Delta_n^{(\eta_n)}g \rangle_{\mu_n}
\]

for any two integrable functions \( f, g : [0, 1] \to \mathbb{R} \).

**Proof.** For each positive integer \( j \), we set \( \epsilon_j = 2^{-j} \), and let \( N(\epsilon_j) \) denote the least integer such that for \( m, n \geq N(\epsilon_j) \), (17) holds for \( \epsilon_j \). To simplify the notation, we write \( M(j) = N(\epsilon_j) \).

We first choose an arbitrary permutation \( \eta(1) \in F_{M(j)} \) and then by induction define permutations \( \theta(j) \in F_{M(j)} \)'s, for \( j > 1 \), using (17) so that

\[
d(\Delta_{M(j)}, \Delta_{M(j+1)})^{(\theta(j))}_{\mu_{M(j)}, \mu_{M(j+1)}} < \epsilon_j
\]
We can assume the associated measure for \( \theta(j) \) is non-decreasing since we can simply adjust by choosing measure preserving maps.

For each \( n \in [M(j), M(j+1)) \), we choose the permutation \( \theta_n \) such that
\[
d(\Delta_n, \Delta_{M(j)})_{\mu_{\theta_n}^{\theta(j)}, \mu_{\theta(j)}} < \epsilon_j.
\]

We will use a similar method as in Lemma 4 to prove the following:

**Claim 1:** The sequence of \( \Delta_n^{\theta_n} \), for \( n = 1, 2, \ldots \) is Cauchy.

To prove the claim, we see that for any \( m, n \geq M(j) \) satisfying \( n \in [M(j), M(j+1)) \) and \( m \in [M(k), M(k+1)) \) with \( j \leq k \), we have
\[
d(\Delta_m, \Delta_n)_{\mu_{\theta_n}^{\theta_m}} \leq d(\Delta_m, \Delta_{M(j)})_{\mu_{\theta_n}^{\theta(j)}} + \ldots + d(\Delta_{M(k-1)}, \Delta_{M(k)})_{\mu_{\theta_{M(k-1)}}^{\theta_{M(k)}}} + d(\Delta_m, \Delta_n)_{\mu_{\theta_{M(k-1)}}^{\theta_{M(k)}}} < 3 \epsilon_j,
\]
and Claim 1 is proved.

**Claim 2:** The sequence of \( \mu_n^{\theta_n} \) is Cauchy and therefore converges to a limit \( \mu \).

To prove Claim 2, we will first show that for any \( \epsilon > 0 \), \( m, n \geq N(\epsilon_j) \), and any subset \( S \subset [0,1] \), we have \( |\mu_n^{\theta_m}(S) - \mu_n^{\theta_n}(S)| \leq 6 \epsilon_j \).

From the proof of Claim 1, we know that \( d(\Delta_m^{\theta_m}, \Delta_n^{\theta_n}) \leq 3 \epsilon_j \), which implies, by choosing \( f = \chi_S \) and \( g = 1 \) in (17) and (28),
\[
3 \epsilon_j \geq d(\Delta_m^{\theta_m}, \Delta_n^{\theta_n}) \geq \left| \sqrt{\mu_n^{\theta_m}(S)} - \sqrt{\mu_n^{\theta_n}(S)} \right| = \left| \mu_n^{\theta_m}(S) - \mu_n^{\theta_n}(S) \right| \geq \frac{1}{2} \left| \mu_n^{\theta_m}(S) + \mu_n^{\theta_n}(S) \right|.
\]

To show that \( \mu_n^{\theta_n} \) is Cauchy, we set \( S = \{ x : \mu_n^{\theta_n}(x) > \mu_m^{\theta_n}(x) \} \). Then,
\[
\int_0^1 | \mu_n^{\theta_n}(x) - \mu_m^{\theta_n}(x) | = 2 \int_S | \mu_n^{\theta_n}(x) - \mu_m^{\theta_n}(x) | + \int_{\bar{S}} | \mu_n^{\theta_n}(x) - \mu_m^{\theta_n}(x) | \leq 12 \epsilon_j.
\]
Claim 2 is proved.

Now, we can define the operator $\Delta$:

$$\langle f, \Delta g \rangle = \int_0^1 f(x) \Delta g(x) \mu(x)$$

$$= \lim_{n \to \infty} \langle f, \Delta_n^{(\theta_n)} g \rangle_{\mu_n}$$  \hspace{1cm} (20)$$

for any two integrable functions $f,g : [0,1] \to \mathbb{R}$.

Combining Claims 1 and 2, the sequence $\Delta_n^{(\theta_n)}$ converges to a limit $\Delta$. \hfill \Box

For a graph sequence $G_n$, where $n = 1, 2, \ldots$, the Laplace operator $\Delta_n$ of $G_n$ and $W_{G_n} \in \mathcal{W}^*$ are related as follows: For functions $f,g : [0,1] \to \mathbb{R}$, by using (7) we have

$$\langle f, (I - \Delta_n^{(\theta_n)}) g \rangle_{\mu_n} = \int_0^1 f(x) \left( (I - \Delta_n^{(\theta_n)}) g(x) \right) \mu_n^{(\theta_n)}(x)$$

$$= \int_0^1 \int_0^n \frac{n}{d_n(\theta_n(x))} f(x) g(y) W_n^{(\theta_n)}(x,y) dy \mu_n^{(\theta_n)}(x)$$

$$= \frac{n^2}{\text{vol}(G_n)} \int_0^1 \int_0^n f(x) g(y) W_n^{(\theta_n)}(x,y) dxdy$$

although the existence of the limit of $W_{G_n}$ is not necessarily required.

There are similarities between $\Delta$ and the previous definitions for graph limits (as defined in [38]) but the scaling is different as seen below:

$$\int_0^1 f(x) \left( (I - \Delta) g(x) \right) \mu(x) = \lim_{n \to \infty} \int_0^1 f(x) \left( (I - \Delta_n^{(\theta_n)}) g(x) \right) \mu_n^{(\theta_n)}(x)$$

$$= \lim_{n \to \infty} \langle f, \frac{n^2}{\text{vol}(G_n)} W_{G_n} g \rangle.$$  \hspace{1cm} (22)$$

Suppose the graph sequence have volume $\text{vol}(G_n)$ converging to a function $\Phi$. Then we have

$$\int_0^1 f(x) \left( (I - \Delta) g(x) \right) \mu(x) = \lim_{n \to \infty} \langle f, \frac{n^2}{\text{vol}(G_n)} W_{G_n} g \rangle$$

Thus, the Laplace operator $\Delta$ as a limit of $\Delta_n$ is essentially the identity operator minus a scaled multiple of the limit $W$. We state here the following useful fact which follows from Theorem [11]

**Lemma 3.** For a sequence of graphs $G_n$, for $n = 1, 2, \ldots$, with degree distributions $\mu_n$ converging to $\mu$, the associated Laplace operators $\Delta_n$ converges to $\Delta$ satisfying

$$\langle \chi_S, (I - \Delta) 1 \rangle_{\mu} = \mu(S) \geq 0,$$

and

$$\langle \chi_S, (I - \Delta) \chi_T \rangle_{\mu} \geq 0$$  \hspace{1cm} (25)$$
for any integrable subsets $S, T \subseteq [0, 1]$ where $1$ is the constant function assuming the value 1.

Proof. The proof of (24) follows from the fact that

$$\langle \chi_S, (I - \Delta)1 \rangle_\mu = \lim_{n \to \infty} \langle \chi_S^{(n)}, (I - \Delta_n)1 \rangle_{\mu_n}$$

$$= \lim_{n \to \infty} \langle \chi_S^{(n)}, 1 \rangle_{\mu_n}$$

$$= \lim_{n \to \infty} \mu_n(S^{(n)})$$

$$= \mu(S).$$

To see (25), we note that for any two vertices $u, v$ in $G_n$, $\langle \chi_u, (I - \Delta_n)\chi_v \rangle_\mu = A_n(u, v)/\text{vol}(G_n) \geq 0$. \hfill \Box

2.4 Defining the graphlets

Using the convergence definitions in the previous subsections, we define graphlets as the limit of a graph sequence

$$G_1, G_2, \ldots, G_n, \ldots \to \mathcal{G}(\Omega, \Delta)$$

which satisfies the following conditions:

1. The degree distributions of $G_n$ introduce measures $\mu_n$ on $\Omega$ and $\mu_n$ converges to a measure $\mu$ for $\Omega$ as in (11).

2. The discrete Laplace operators $\Delta_n$ for $G_n$ converges to $\Delta$ as an operator on $\Omega$ under the spectral distance using the $\mu$-norm as in (9) and (19).

3. The volume $\text{vol}(G_n)$ of $G_n$ is increasing in $n$.

Several examples of graphlets will be given in the next section.

Remark 10. One advantage of the graphlets $\mathcal{G}(\Omega, \Delta)$ is the fact that the eigenvectors of graphs in the graph sequences can be approximated by eigenvectors of $\Delta$. In other words, eigenvectors of $\Delta$ can be used as universal basis for all graphs in graph sequences in the graphlets $\mathcal{G}(\Omega, \Delta)$.

Remark 11. In the other direction, graphs in graph sequences in graphlets $\mathcal{G}(\Omega, \Delta)$ can be viewed as a scaling for discretization of $\Omega$ and $\Delta$. If two different graph sequences converge to the same graphlets, they can be viewed as giving different scaling for discretization.

Remark 12. Another way to describe a graphlets is to view $\mathcal{G}(\Omega, \Delta)$ as the limit of graphlets $\mathcal{G}(\Omega_n, \Delta_n)$. Here $\Omega_n$ can be described as a measure space under a measure $\mu_n$ as follows. The elements in $\Omega_n$, (the same as that of $\Omega$, labelled by $[0, 1]$) is the union of $n$ parts, denoted by $I_v$, indexed by vertices $v$ of $G_n$. The degree of $v$ satisfies
\[ d_n(v) \approx \text{vol}(G_n) \int_{I_v} \mu(x). \]

The Laplace operator \( \Delta_n \) can be defined by using the adjacency entry \( A_n(u,v) = W_n(x,y) \) for \( x \in I_u \) and \( y \in I_v \). Namely, \( \Delta_n(x,y) = I_n(x,y) - W_n(x,y)/d_x \). The graphlets \( G(\Omega, \Delta) \) as the limit of \( G_n(\Omega_n, \Delta_n) \) specifies the incidence quantity between any two integrable subsets \( S \) and \( T \) in \( \Omega \). For an integrable \( S \subseteq \Omega \), we let \( \chi_S \) denote the characteristic function of \( S \), which assume the value 1 on \( S \), and 0 otherwise. In \( \Omega_n \), the incidence quantity between \( S \) and \( T \), denoted by \( E_n(S,T) \) satisfies:

\[ E_n(S,T) = \text{vol}(G_n) \int_0^1 \chi_S(x)((I - \Delta_n)\chi_T(x))\mu_n(x). \quad (27) \]

In particular, for \( S = T \), \( E_n(S,S) \approx \text{vol}(G_n)\mu(\partial(S)) \)

where the boundary \( \partial(S) \) of \( S \) satisfies

\[ E_n(S,\bar{S}) \approx \text{vol}(G_n)\mu(\partial(S)) = \text{vol}(G_n) \int_0^1 \chi_S(x)\Delta\chi_S(x)\mu(x). \]

### 3 Examples of graphlets

We here consider several examples of graphlets \( G(\Omega, \Delta) \) which are formed from graph sequences \( G_n \), for \( n = 1, 2, \ldots \). We will illustrate that the eigenfunctions of \( \Delta \) can be used to serve as a universal basis for graphs \( G_n \). The discretized adaptation of graphlets will be called “lifted graphlets” for \( G_n \), which are good approximations for the actual eigenfunctions in \( G_n \) as \( n \) approaches infinity. In some cases, the lifted graphlets using \( \Delta \) are fewer than the number of eigenfunctions in \( G_n \) and in other cases, there are more eigenfunctions of \( \Delta \) than those of \( G_n \). We will describe a universal basis for \( G_n \), as the union of two parts, including the primary series (which are the lifted graphlets) and complementary series (which are orthogonal to the primary series). In a way, we will see that the primary series captures the main structures of the graphs while the complementary series reflect the “noise” toward the convergence. Before we proceed, some clarifications are in order.

- The notion of orthogonality refers to the usual inner product unless we specify other modified inner products such as the \( \mu \)-product \( \langle \cdot, \cdot \rangle_\mu \) or the \( \mu_n \)-product. Sometimes, it is more elegant to use eigenfunctions that are orthogonal under the \( \mu \)-norm. However, when we are dealing with a finite graph \( G_n \) in a graph sequence, we sometimes wish to use only what we
know about the finite graph $G_n$ and perhaps the existence of the limit without the knowledge of the behavior of the limit (such as $\mu$). In such cases, we will use the usual inner product.

- The universal bases are for approximating the eigenfunctions of the normalized Laplacian of $G_n$. In a graph $G_n$, its Laplace operator $\Delta_n = I - D_n^{-1}A_n$ is not symmetric in general since the left and right eigenfunctions are not necessarily the same. The universal basis is used for approximating the eigenfunctions of the normalized Laplacian

$$L_n = I - D_n^{-1/2}A_nD_n^{-1/2},$$

which is equivalent to $\Delta_n$ and is symmetric. Thus, $L$ has orthogonal eigenfunctions.

3.1 Dense graphlets

Suppose we have a sequence of dense graphs $G_n$, for $n = 1, 2, \ldots$, with $\text{vol}(G_n) = 2|E(G_n)| = c_n n^2$ where the $c_n$ converge to a constant $c > 0$. In this case, the $\mu$-norm is equivalent to other norms such as the cut-norm and subgraph-norm in [9]. By using the regularity lemma, the graphlets $\mathcal{G}(\Omega, \Delta)$ of a dense graph sequence is of a finite type. In other words, there is a graph $H$ on $h$ vertices where $h$ is a constant (independent of $n$) such that $\Omega = \Omega_H$ is taken to be a partition of $[0, 1]$ into $h$ intervals of the same length. Let $\varphi_1, \ldots, \varphi_h$ denote the eigenfunctions of $H$.

For $n = hm$ and $m \in \mathbb{Z}$, we will describe a basis for a graph $G_n$. The primary eigenfunctions can be written as

$$\phi_j^{(n)}(v) = \varphi_j([v/m]) \quad \text{where } v \in \{1, 2, \ldots, n\} \text{ and } j = 1, \ldots, h,$$

while the complementary eigenfunctions consist of $n - h = (m - 1)h$ eigenfunctions as follows: For $1 \leq a \leq h, 1 \leq b \leq m - 1$,

$$\phi_{a,b}^{(n)}(a'm + b') = \begin{cases} e^{2\pi ibb' / m} & \text{if } a' + 1 = a, \\ 0 & \text{otherwise.} \end{cases}$$

3.2 Quasi-random graphlets

Originally, quasi-randomness is an equivalent class of graph properties that are shared by random graphs (see [19]). In the language of graph limits, quasi-random graph properties with edge density $1/2$ can be described as a graph sequence $G_n$, for $n = 1, 2, \ldots$, converging to graphlets $\mathcal{G}(\Omega, \Delta)$ where $\Omega = [0, 1]$ and $\Delta(x, y) = 1/2$, for $x \neq y$ and $\mu(x) = \mu(y)$ for all $x, y$. Compared with
the original equivalent quasi-random properties for $G_n$ (included in parentheses), the quasi-random graphlets with edge density $1/2$ satisfies the following equivalent statements for the graph sequence $G_n$ where $n = 1, 2, \ldots$.

(1) The graph sequence $G_n$ converges to graphlets $G(\Omega, \Delta)$ in the spectral distance.
   (The eigenvalue property: The adjacency matrix of $G_n$ on $n$ vertices has one eigenvalue $n/2 + o(n)$ with all other eigenvalues $o(n)$.)

(2) The graph sequence $G_n$ converges to graphlets $G(\Omega, \Delta)$ in the cut-distance.
   (The discrepancy property: For any two subsets $S$ and $T$ of the vertex set of $G_n$, there are $|S| \cdot |T|/2 + o(n^2)$ ordered pairs $(u, v)$ with $u \in S$, $v \in T$ and $\{u, v\}$ being an edge of $G_n$.)

(3) The graph sequence $G_n$ converges to graphlets $G(\Omega, \Delta)$ in the $C_4$-count-distance.
   (The co-degree property: For all but $o(n^2)$ pairs of vertices $u$ and $v$ in $G_n$, $u$ and $v$ have $n/4 + o(n)$ common neighbors.)
   (The trace property: The trace of the adjacency matrix to the 4th power is $n^4/16 + o(n^4)$.)

(4) The graph sequence $G_n$ converges to graphlets $G(\Omega, \Delta)$ in the subgraph-count-distance.
   (The subgraph-property: For fixed $k \geq 4$ and for any $H$ on $k$ vertices and $l$ edges, the number of occurrence of $H$ as subgraphs in $G_n$ is $n^k/2^l + o(n^k)$.)

(5) The graph sequence $G_n$ converges to graphlets $G(\Omega, \Delta)$ in the homomorphism-distance.
   (The induced-subgraph-property: For fixed $k \geq 4$ and for any $H$ on $k$ vertices, the number of occurrence of $H$ as induced subgraphs in $G_n$ is $n^k/2^{\binom{k}{2}} + o(n^k)$.)

For a quasi-random graph sequence, the primary graphlets for $G_n$ consists of the all 1’s vector $\mathbf{1}$ and the complementary ones are irrelevant in the sense that they can be any arbitrarily chosen orthogonal functions since all eigenvalues except for one approach zero. In other words, $\Delta$ as the limit of $G_n$ only has one nontrivial eigenfunction.

The generalization of quasi-randomness to sparse graphs and to graphs with general degree distributions \cite{17, 18} can also be described in the framework of graphlets. In the previous work on quasi-random graphs with given degree distributions, the results are not as strong since additional conditions are required in order to overcome various difficulties \cite{17, 18}. By using graph limits, such obstacles and additional conditions can be removed. In Section 5 we will give a complete characterization for quasi-random graphlets with any given general degree distribution which include the sparse cases.
3.3 Bipartite quasi-random graphlets

A bipartite quasi-random graphlets $G(Ω, ∆)$ can be described as follows: $Ω$ is be partitioned into two parts $A$ and $B$ while $W(x, y)$ is equal to some constant $ρ$ if $(x ∈ A, y ∈ B)$ or $(x ∈ B, y ∈ A)$, and 0 otherwise. There are two nontrivial eigenvalues of $I − ∆$, namely, 1 and $−1$. The eigenfunction $φ_0$ associated with eigenvalue 1 assumes the value $φ_0(x) = 1/√μ(A)$ for $x ∈ A$ and $φ_0(y) = 1/√μ(B)$ for $y ∈ B$. The eigenfunction $φ_1$ associated with eigenvalue $−1$ is defined by $φ_1(x) = 1/√μ(A)$ for $x ∈ A$ and $φ_1(y) = −1/√μ(B)$ for $y ∈ B$.

The bipartite version of quasi-random graphs is useful in the proof of the regularity lemma [44]. Bipartite quasi-random graphlets, as well as quasi-random graphlets, serve as the basic building blocks for general types of graphlets. More on this will be given in Sections 7 and 8.

3.4 Graphlets of bounded rank

A quasi-random sequence is a graph sequence which converges to a graphlets of rank 1 as we will see in this section. We will further consider the generalization of graph sequences which converge to a graphlets of rank $k$. This will be further examined in Sections 7 and 8.

4 The spectral distance and the discrepancy distance

4.1 The cut distance and the discrepancy distance

In previous studies of graph limits, a so-called cut metric that is often used for which the distance of two graphs $G$ and $H$ which share the same set of vertices $V$ is measured by the following (see [9, 30]).

$$\text{cut}(G, H) = \frac{1}{|V|^2} \sup_{S,T \subseteq V} |E_G(S,T) - E_H(S,T)|$$  \hspace{1cm} (28)

where $E_G(S,T)$ denotes the number of ordered pairs $(u,v)$ where $u$ is in $S$, $v$ is in $T$ and $\{u,v\}$ is an edge in $G$.

We will define a discrepancy distance which is similar to but different from the above cut distance. For two graphs $G$ and $H$ on the same vertex set $V$, the discrepancy distance, denoted by $\text{disc}(G, H)$ is defined as follows:

$$\text{disc}(G, H) = \sup_{S,T \subseteq V} \left| \frac{E_G(S,T)}{\sqrt{\text{vol}_G(S)\text{vol}_G(T)}} - \frac{E_H(S,T)}{\sqrt{\text{vol}_H(S)\text{vol}_H(T)}} \right|. \hspace{1cm} (29)$$
We remark that the only difference between the cut distance and the discrepancy distance is in the normalizing factor which will be useful in the proof later.

For two graphs $G_m$ and $G_n$ with $m$ and $n$ vertices respectively, we use the labeling maps $\theta_n$ and $\eta_n$ to map $[0, 1]$ to the vertices of $G_m$ and $G_n$, respectively. We define the measures $\mu_m$ and $\mu_n$ on $[0, 1]$ using the degree sequences of $G_m$ and $G_n$ respectively, as in Section 2.2. From the definitions and substitutions, we can write:

$$E_{G_n}(S, T) = \text{vol}(G_n) \langle (I - \Delta_n) \chi_T \rangle_{\mu_n, \eta_n}.$$  \hspace{1cm} (30)

Therefore the discrepancy distance in (29) can be written in the following general format:

$$\text{disc}(G_m, G_n) = \inf_{\theta_m \in F_m, \eta_n \in F_n} \sup_{S, T \subseteq [0, 1]} \left| \frac{\langle \chi_S, (I - \Delta_m) \chi_T \rangle_{\mu_m, \theta_m}}{\sqrt{\mu_m(S) \mu_m(T)}} - \frac{\langle \chi_S, (I - \Delta_n) \chi_T \rangle_{\mu_n, \eta_n}}{\sqrt{\mu_n(S) \mu_n(T)}} \right|$$  \hspace{1cm} (31)

where $S, T$ range over all integrable subsets of $[0, 1]$. We can rewrite (30) as follows.

$$E_{G_n}(S, T) = \text{vol}(G_n) \int_{x \in \Omega} \chi_S(x) (I - \Delta_n) \chi_T(x) \mu_n(x).$$  \hspace{1cm} (32)

Alternatively, $E_{G_n}(S, T)$ was previously expressed (see [38]) as follows:

$$E_{G_n}(S, T) = n^2 \int_{x \in S} \int_{y \in T} W(x, y) \, ds \, dt$$  \hspace{1cm} (33)

The two formulations (32) and (33) look quite different but are of the same form when the graphs involved are regular. However, the format in (33) seems hard to extend to general graph sequences with smaller edge density.

Although the above definition in (31) seems complicated, it can be simplified when the degree sequences converge. Then, $\mu_m$ and $\mu_n$ are to be approximated by the measure $\mu$ of the graph limit. In such cases, we define

$$\text{disc}_\mu(G_m, G_n) = \inf_{\theta_m \in F_m, \eta_n \in F_n} \sup_{S, T \subseteq [0, 1]} \left| \frac{\langle \chi_S, (I - \Delta_m) \chi_T \rangle_{\mu, \theta_m}}{\sqrt{\mu(S) \mu(T)}} - \frac{\langle \chi_S, (I - \Delta_n) \chi_T \rangle_{\mu, \eta_n}}{\sqrt{\mu_n(S) \mu_n(T)}} \right|$$  \hspace{1cm} (34)

where $S, T$ range over all integrable subsets of $[0, 1]$ and we suppress the labelings $\theta, \eta$ which achieve the infimum.

We will show that the convergence using the spectral distance defined under the $\mu$-norm is equivalent to the convergence using the discrepancy distance in Section 4.
4.2 The equivalence of convergence using spectral distance and the discrepancy distance

We will prove the following theorem concerning the equivalence of the convergences under the spectral distance (as in (19)) and the discrepancy distance (as in (31)). The result holds without any density restriction on the graph sequence. The proof extends similar techniques in Bilu and Linial [5] and [7, 11] for regular or random-like graphs to graph sequences of general degree distributions.

**Theorem 2.** Suppose the degree distributions $\mu_n$, of a graph sequence $G_n$, for $n = 1, 2, \ldots$, converges to $\mu$. The following statements are equivalent:

1. The graph sequence $G_n$ converges under the spectral distance.
2. The graph sequence $G_n$ converges under the disc-distance.

**Proof.** Suppose that for a given $\epsilon > 0$, there exists an $N > 1/\epsilon$ such that for $n > N$, we have

$$\|\mu_n - \mu\|_1 < \epsilon.$$ 

The proof for (1) $\Rightarrow$ (2) is rather straightforward and can be shown as follows:

Suppose (1) holds and we have, for $m, n > N$, $\|\mu_m - \mu\|_1 < \epsilon$, $\|\mu_n - \mu\|_1 < \epsilon$ and $\|\Delta_m - \Delta_n\|_\mu < \epsilon$. (Here we omit the labeling maps $\theta_m, \theta_n$ to simplify the notation.) Then,

$$\text{disc}(G_m, G_n) = \sup_{S, T \subseteq [0,1]} \left| \frac{\langle \chi_S, (I - \Delta_m) \chi_T \rangle_{\mu_n}}{\sqrt{\mu_n(S)\mu_n(T)}} - \frac{\langle \chi_S, (I - \Delta_n) \chi_T \rangle_{\mu_n}}{\sqrt{\mu_n(S)\mu_n(T)}} \right|$$

$$\leq \sup_{S, T \subseteq [0,1]} \frac{1}{\sqrt{\mu(S)\mu(T)}} \left| \langle \chi_S, (\Delta_m - \Delta_n) \chi_T \rangle_{\mu_n} \right| + 4\epsilon$$

$$= \sup_{S, T \subseteq [0,1]} \frac{1}{\|\chi_S\|_\mu \|\chi_T\|_\mu} \left| \langle \chi_S, (\Delta_m - \Delta_n) \chi_T \rangle_{\mu_n} \right| + 4\epsilon$$

$$\leq \|\Delta_m - \Delta_n\|_\mu + 4\epsilon$$

$$\leq 5\epsilon.$$ 

To prove (2) $\Rightarrow$ (1), we assume that for $M = \Delta_n - \Delta_m$

$$|\langle \chi_S, M \chi_T \rangle_{\mu_n}| \leq \epsilon \sqrt{\mu(S)\mu(T)}$$

(35)

for some $\epsilon > 0$ for any two integrable subsets $S, T \subseteq [0,1]$. It is enough to show that for any two integrable functions $f, g : [0,1] \rightarrow \mathbb{R}$, we have

$$|\langle f, Mg \rangle_{\mu_n}| \leq 20\epsilon \log(1/\epsilon)\|f\|_\mu \|g\|_\mu$$

(36)

provided $\epsilon < .02$. 
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The proof of (36) follows a sequence of claims.

**Claim 1**: For an integrable function \( f \) defined on \([0, 1]\) with \( \|f\|_\mu = 1 \), for any \( \epsilon > 0 \), there exists an \( N(\epsilon) \) such that for any \( n > N(\epsilon) \) there is a function \( h \) defined on \([0, 1]\) satisfying:

1. \( \|h\|_\mu \leq 1 \),
2. \( \|f - h\|_\mu \leq 1/4 + \epsilon \),
3. The value \( h(y) \) in the interval \( ((j - 1)/n, j/n] \) is a constant \( h_j \) and \( h_j \) is of the form \((\frac{1}{5})^j\) for integers \( j \).

**Proof of Claim 1**: Since \( f \) is integrable, for a given \( \epsilon \), we can approximate \( \|f\|_\mu^2 \) by a function \( \tilde{f} \), with \( \tilde{f}(x) = f_j \) in \( ((j - 1)/n, j/n] \), such that

\[
\left| \int_0^1 (f - \tilde{f})^2(x)\mu(x) \right| < \epsilon.
\]

For \( \tilde{f} = (f_j)_{1 \leq j \leq m_n} \), we define \( h = (h_j)_{1 \leq j \leq m_n} \) as follows. If \( f_j = 0 \), we set \( h_j = 0 \). Suppose \( f_j \neq 0 \), there is a unique integer \( k \) so that \((4/5)^{k-1} < |f_j| \leq (4/5)^{k-1}\). We set \( h_j = \text{sign}(f)(\frac{4}{5})^k \) where \( \text{sign}(f) = 1 \) if \( f_j \) is positive and \(-1\) otherwise. Then

\[
0 < |f_j - h_j| \leq (\frac{4}{5})^{k-1} - (\frac{4}{5})^k = \frac{1}{4} (\frac{4}{5})^k < \frac{1}{4} |f_j|,
\]

which implies \( \|f - h\|_\mu^2 \leq \epsilon + \sum_j |f_j - h_j|^2 \mu(x) \leq \epsilon + \frac{16}{16} \sum |f_j|^2 \mu(x) = \frac{1}{16} + \epsilon \).

Claim 1 is proved.

**Claim 2**: Suppose there are functions \( f', g' \) satisfying \( \|M\|_\mu = |\langle f', Mg' \rangle_\mu| \) and \( \|f'\|_\mu = \|g'\|_\mu = 1 \). If \( f, g \) are functions such that \( \|f\|_\mu, \|g\|_\mu \leq 1 \) and \( \|f' - f\|_\mu \leq 1/4 + \epsilon, \|g' - g\|_\mu \leq 1/4 + \epsilon \), then

\[
\|M\|_\mu \leq (2 + 4\epsilon)|\langle f, Mg \rangle_\mu|.
\]  

(37)

Claim 2 can be proved by using Claim 1 as follows:

\[
\|M\|_\mu = |\langle f', Mg' \rangle_\mu| \\
\leq |\langle f, Mg \rangle_\mu| + |\langle f' - f, Mg \rangle_\mu| + |\langle f', M(g' - g) \rangle_\mu| \\
\leq |\langle f, Mg \rangle_\mu| + \left( \frac{2}{4} + 2\epsilon \right) \|M\|_\mu.
\]

This implies \( \|M\|_\mu \leq (2 + 4\epsilon)|\langle f, Mg \rangle_\mu| \), as desired.

From Claims 1 and 2, we can upper bound \( \|M\|_\mu \) to within a multiplicative factor of \( 2 + 4\epsilon \) by bounding of \( \|\langle f, Mg \rangle_\mu\| \) with \( f, g \) of the following form: Namely, \( f = \sum \epsilon(\frac{4}{5})^t f(t) \), where the \( f(t) \) denotes the indicator function of \( \{ x : \tilde{f}(x) = (\frac{4}{5})^t \} \). Similarly we write \( g = \sum \epsilon(\frac{4}{5})^t g(t) \), where the \( g(t) \) denotes the indicator
function of \( \{ y : g(y) = (\frac{4}{5})^t \} \). Now we choose \( \kappa = \log_{4/5} \epsilon \) and we consider

\[
\| \langle f, Mg \rangle \|_\mu \leq \sum_{s,t} \left( \frac{4}{5} \right)^{s+t} \left| \langle f(s), Mg(t) \rangle \right|_\mu
\]

\[
\leq \sum_{|s-t| \leq \kappa} \left( \frac{4}{5} \right)^{s+t} \left| \langle f(s), Mg(t) \rangle \right|_\mu
\]

\[
+ \sum_s \frac{4}{5}^{2s+\kappa} \sum_t \left| \langle f(s), Mg(t) \rangle \right|_\mu
\]

\[
+ \sum_t \frac{4}{5}^{2t+\kappa} \sum_s \left| \langle f(s), Mg(t) \rangle \right|_\mu
\]

\[
= X + Y + Z.
\]

We now bound the three terms separately. For a function \( f \), we denote \( \mu(f) = \mu(\text{supp}(f)) \) to be the measure of the support of \( f \). Using the assumption \( (35) \) for \((0,1)\)-vectors and the fact that \( f(s) \)'s are orthogonal (as well as the \( g(t) \)'s), we have

\[
X = \sum_{|s-t| \leq \kappa} \left( \frac{4}{5} \right)^{s+t} \left| \langle f(s), Mg(t) \rangle \right|_\mu
\]

\[
\leq \epsilon \sum_{|s-t| \leq \kappa} \left( \frac{4}{5} \right)^{s+t} \sqrt{\mu(f(s))\mu(g(t))}
\]

\[
\leq \epsilon \sum_{|s-t| \leq \kappa} \left( \left( \frac{4}{5} \right)^{2s} \mu(f(s)) + \left( \frac{4}{5} \right)^{2t} \mu(g(t)) \right)
\]

\[
\leq \frac{\epsilon(2\kappa + 1)}{2} \left( \sum_s \left( \frac{4}{5} \right)^{2s} \mu(f(s)) + \sum_t \left( \frac{4}{5} \right)^{2t} \mu(g(t)) \right)
\]

\[
\leq \epsilon(2\kappa + 1),
\]

since each term can appear at most \( 2\kappa + 1 \) times. For the second term we have,
by using Lemmas 3, the following:

\[ Y \leq \sum_s (\frac{4}{5} \kappa)^{2s} \sum_t \left| \langle f^{(s)}, M g^{(t)} \rangle \mu \right| \]

\[ \leq (\frac{4}{5} \kappa)^{\kappa} \sum_s (\frac{4}{5} \kappa)^{2s} \left| \langle f^{(s)}, (\Delta_m - \Delta_n) \sum_t g^{(t)} \rangle \mu \right| \]

\[ \leq (\frac{4}{5} \kappa)^{\kappa} \sum_s (\frac{4}{5} \kappa)^{2s} \langle f^{(s)}, (\Delta_m + \Delta_n) 1 \rangle \mu \]

\[ \leq 2(\frac{4}{5} \kappa)^{\kappa} \sum_s (\frac{4}{5} \kappa)^{2s} \langle f^{(s)}, 1 \rangle \mu \]

\[ \leq 2(\frac{4}{5} \kappa)^{\kappa} \sum_s \mu(f^{(s)}) \]

\[ \leq 2(\frac{4}{5} \kappa)^{\kappa} \]

The third term can be bounded in a similar way. Together, we have

\[ \| M \| \mu \leq (2 + 4\epsilon)(\epsilon(2\kappa + 1) + 4(\frac{4}{5} \kappa)^{\kappa}) \]

\[ \leq (2 + 4\epsilon)(\epsilon(2\log(1/\epsilon) + 1) + 4\epsilon) \]

\[ \leq \frac{4 + 8\epsilon}{\log(5/4)} \epsilon \log(1/\epsilon) + 8\epsilon \]

\[ \leq 20\epsilon \log(1/\epsilon) \]

since \( \frac{4}{\log(5/4)} \approx 17.93 \) and \( \epsilon < .02 \). This completes the proof of the theorem.

5 Quasi-random graphlets with general degree distributions – graphlets of rank 1

We consider a graph sequence that consists of quasi-random graphs with degree distributions converging to some general degree distribution. We will give characterizations for a quasi-random graph sequence by stating a number of equivalent properties. Although the proof is mainly by summarizing previous known facts, the format of graph limits helps in simplifying the previous various statements for quasi-random graphs with general degree distributions including the cases for sparse graphs.

Theorem 3. The following statements are equivalent for a graph sequence \( G_n \), where \( n = 1, 2, \ldots \)

(i) \( G_n \)’s form a quasi-random sequence with degree distribution converging to \( \mu \).
The graph sequence $G_n = (V_n, \Delta_n)$ converges to the graphlets $G = (\Omega, \Delta)$ where $\Omega$ is a measure space with measure $\mu$ and $I - \Delta$ is of rank 1, i.e., $I - \Delta$ has one nontrivial eigenvalue 1. (Equivalently, for each $n$, $I_n - \Delta_n$ has all eigenvalue $o(1)$ with the exception of one eigenvalue 1.)

The graph sequence $G_n = (V_n, \Delta_n)$ converges to the graphlets $G = (\Omega, \Delta)$ where $\Omega$ is a measure space with measure $\mu$ and $I - \Delta$ has one nontrivial eigenvalue 1. (Equivalently, for each $n$, $I_n - \Delta_n$ has all eigenvalue $o(1)$ with the exception of one eigenvalue 1.)

The degree distribution $\mu_n$ of $G_n$ converges to $\mu$ and

$$\|D_n^{-1/2}(A_n - \frac{D_nJD_n}{\text{vol}(G_n)})D_n^{-1/2}\| = o(1)$$

where $A_n$ and $D_n$ denote the adjacency matrix and diagonal degree matrix of $G_n$, respectively. Here $\| \cdot \|$ denotes the usual spectral norm (in $L_2$) and $J$ denotes the all 1’s matrix.

There exists a sequence $\epsilon_n$ which approaches 0 as $n$ goes to infinity such that $G_n$ satisfies the property $P(\epsilon_n)$, namely, that the degree distribution $\mu_n$ converges to $\mu$ and for all $S, T \subseteq V_n$

$$P(\epsilon_n) : \left| \frac{E(S, T) - \text{vol}(S)\text{vol}(T)}{\text{vol}(G_n)} \right| \leq \epsilon_n \sqrt{\text{vol}(S)\text{vol}(T)}$$

where $E(S, T) = \sum_{s \in S, t \in T} A(s, t)$.

**Remark 13.** Before proceeding to prove Theorem 3, we note that a sequence of random graphs with degree distribution $\mu_n$ converging to $\mu$ is an example satisfying the above properties almost surely. Here we use random graph model $G_d$ for a given degree sequence $d = (d_v)_{v \in G}$ defined by choosing \{u, v\} as an edge with probability $d_u d_v / \sum_s d_s$ for any two vertices $u$ and $v$, (see [20]).

**Remark 14.** The above list of equivalent properties does not include the measurement of counting subgraphs. Indeed, the problem of enumerating subgraphs in a sparse graph can be inherently difficult because, for example, a random graph $G(n, p)$ with $p = o(n^{-1/2})$ contains very few four cycles. Consequently, the error bounds could be proportionally quite large.

Instead of counting $C_4$, we can consider an even cycle $C_{2k}$ or the trace of $(2k)$th power, leading to the following condition:

**Remark 15.** For some constant $k$ (depending only on the degree sequence), a graph sequence $G_n$ satisfies

$$|\text{Trace}(I - \Delta_n)^k - 1| = o(1).$$
Remark 15. Suppose that in a graph $G_n$, all eigenvalues of $I - \Delta_n$ except for eigenvalue 1 are strictly smaller than 1. Then as $k$ goes to infinity, the trace of the $k$th power of $I - \Delta$ approaches 1. How should $(vi)$ be modified in a way that it can be an equivalent property to $(i)$ through $(v)$? We will leave this as an intriguing question.

Question 1. Is $(vi)$ equivalent to $(i)$ through $(v)$ for some constant $k$ depending only on $\Omega$?

Remark 16. It is easily checked that $(vi)$ implies $(ii)$. For the case of dense graphs, the reverse direction holds [19]. For general graphs, to prove $(ii) \Rightarrow (vi)$ involves the spectral distribution. For example, for a regular graph on $n$ vertices and degree $d$, a necessary condition for $(vi)$ to hold is that $nd^{k/2} \leq \epsilon n$. In particular, if the spectrum of the graph satisfies the semi-circle law, then this necessarily condition is also sufficient. For a general graph, the necessary condition should be replaced by $nd^{k/2} \leq \epsilon n$ where $\bar{d}$ is the second order average degree, namely, $\bar{d} = \sum_v d_v^2 / \sum_v d_v$. Nevertheless, there are quasi-random graphs that satisfy $(ii)$ but require $k$ much larger than $2 \log n / \log \bar{d}$. For example, we can take the product of a quasi-random graph $G_p$ and a complete graph $K_q$ which is formed by replacing each vertex of $G_p$ with a copy of $K_q$ and replacing each edge in $G_p$ by a complete bipartite graph $K_{q,q}$.

Question 2. A subgraph $F$ is said to be forcing if when the number of occurrence of $F$ in a graph $G$ is close to (say, within a multiplicative factor of $1 + \epsilon$) what is expected in a random graph with the same degree sequence, then all subgraphs with a bounded number $k$ of vertices (where $\epsilon$ depends on $k$) occur in $G$ close to the expected values in a random graph with the same degree sequence. A natural problem is to determine subgraphs which are forcing for quasi-random graphs with general degree sequences.

Proof of Theorem 3: We will show $(i) \Rightarrow (v) \Rightarrow (iv) \Rightarrow (iii) \Rightarrow (ii) \Rightarrow (i)$.

We note that $(i) \Rightarrow (v)$ follows from the implications of quasi-randomness for graphs with general degree distributions [19]. Also, $(v) \Rightarrow (iv)$ follows from the fact that $(iv)$ is one of the equivalent quasi-random properties.

To see $(iv) \Leftrightarrow (iii)$, we note that the Laplace operator $\Delta_n$ of $G_n$ satisfies,
for any \( f, g : V(G_n) \to \mathbb{R} \),

\[
\left| \int_x f(x)(I - \Delta_n)g(x)\mu_n(x) - \int_x f(x)\mu_n(x) \int_x g(x)\mu_n(x) \right|
\]

\[
= |\langle f, (I - \Delta_n)g \rangle \mu_n - \langle f, 1 \rangle \mu_n \langle g, 1 \rangle \mu_n |
\]

\[
= \left| \sum_{u \in V_n} \frac{f(u)A_n g(u)\mathrm{vol}(G_n)}{\mathrm{vol}(G_n)} - \sum_{u \in V_n} f(u)\mu_n(u) \sum_{v \in V_n} g(v)\mu_n(v) \right|
\]

\[
= \left| f' D_n^{-1/2} \left( A_n - \frac{D_n J D_n}{\mathrm{vol}(G_n)} \right) D_n^{-1/2} g' \right|
\]

where \( f' = D_n^{1/2} f / \mathrm{vol}(G_n) \) and \( g' = D_n^{1/2} g / \mathrm{vol}(G_n) \). To prove \((iii) \Rightarrow (iv)\), we have from \((iii)\),

\[
\left| \int_x f(x)(I - \Delta)g(x)\mu_n(x) - \int_x f(x)\mu_n(x) \int_x g(x)\mu_n(x) \right|
\]

\[
\leq \|D_n^{-1/2} \left( A_n - \frac{D_n J D_n}{\mathrm{vol}(G_n)} \right) D_n^{-1/2} \| \cdot \|f'\| \cdot \|g'\|
\]

\[
\leq \epsilon_n \|f'\| \|g'\|
\]

\[
= \epsilon_n \sqrt{\int f^2(x)\mu_n(x) \int g^2(x)\mu_n(x)}.
\]

Since \( \mu_n \) converges to \( \mu \) and \( \epsilon_n \) goes to 0 as \( n \) approaches infinity, \((iv) \Rightarrow (iii)\) is proved. The other direction can be proved in a similar way.

\((iii) \Rightarrow (ii)\) follows from the fact that \( I - \Delta \) is of rank 1. All adjacency matrices \( A_n \) are close to a rank 1 matrix and therefore \( \Omega \) is of rank 1.

To prove that \((ii) \Rightarrow (i)\), we use the fact that for any graph the Laplace operator is a sum of projections of eigenspaces. If \( \Delta \) is of rank 1, there is only one main eigenspace of dimension 1 (associated with the Perron vector) for the normalized adjacency matrix.

\[\square\]

6 Bipartite quasi-random graphlets with general degree distributions

We consider the graph limit of a graph sequence consisting of bipartite quasi-random graphs with degree distributions converging to some general degree distribution. The characterizations for a bipartite quasi-random graph sequence
are similar but different from those of quasi-random graphs. Because of the role
that bipartite quasi-random graphlets plays in general graphlets, we will state a
number of equivalent properties. The proof is quite similar to that for Theorem
and will be omitted.

**Theorem 4.** The following statements are equivalent for a graph sequence $G_n$, where $n = 1, 2, \ldots$

(i) $G_n$’s form a bipartite quasi-random sequence with degree distribution con-
verging to $\mu$.

(ii) The graph sequence $G_n = (V_n, \Delta_n)$, converges to the graphlets $\mathcal{G} = (\Omega, \Delta)$
where $\Omega$ is a measure space with measure $\mu$ and and $I - \Delta$ has two nontriv-
ial eigenvalues $1$ and $-1$. Namely, for each $n$, $I - \Delta_n$ has all eigenvalues
$O(1)$ with exceptions of two eigenvalues $1$ and $-1$.

(iii) The graph sequence $G_n$ converges to the graphlets $\mathcal{G} = (\Omega, \Delta)$ where
$\Omega$ is a measure space with measure $\mu$. For some $X \subset \Omega$, the Laplace operator
$\Delta$ satisfies

$$\int_{x \in \Omega} f(x)(I - \Delta)g(x)\mu(x)$$

$$= \int_{x \in X} f(x)\mu(x) \int_{x \in \bar{X}} g(x)\mu(x) + \int_{x \in \bar{X}} f(x)\mu(x) \int_{x \in X} g(x)\mu(x)$$

for any $f, g : \Omega \to \mathbb{R}$ where $\bar{X}$ denotes the complement of $X$.

(iv) The degree distribution $\mu_n$ of $G_n$ converges to $\mu$ and

$$\|D_n^{-1/2}(A_n - \frac{D_n(J_{X,\bar{X}} + J_{\bar{X},X})D_n}{\text{vol}(G_n)})D_n^{-1/2}\| = o(1)$$

where $J_{X,\bar{X}}(x,y) = 1$ if ($x \in X$ and $y \in \bar{X}$) and $0$ otherwise.

(v) There exist $X \subset \Omega$ and a sequence $\epsilon_n$ which approaches $0$ as $n$ goes to
infinity such that the bipartite graphs $G_n$ satisfies the property that the
degree distribution $\mu_n$ converges to $\mu$ and for all $S,T \subseteq V_n$

$$\left| E(S, T) - \frac{(\text{vol}(S \cap X)\text{vol}(T \cap \bar{X}) + \text{vol}(S \cap \bar{X})\text{vol}(T \cap X))}{\text{vol}(G_n)} \right|$$

$$\leq \epsilon_n \sqrt{\text{vol}(S)\text{vol}(T)}$$

where $E(S, T) = \sum_{s \in S, t \in T} A(s, t)$. 
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7 Graphlets with rank 2

It is quite natural to generalize rank 1 graphlets to graphlets of higher ranks. The case of rank 2 graphlets is particularly of interest, for example, in the sense for identifying two ‘communities’ in one massive graph. For two graphs with the same vertex set, the union of two graphs $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ has the edge set $E = E_1 \cup E_2$ and with edge weight $w(u, v) = w_1(u, v) + w_2(u, v)$ if $w_i$ denotes the edge weights in $G_i$. We will prove the following theorem for graphlets of rank 2.

**Theorem 5.** The following statements are equivalent for a graph sequence $G_n$, where $n = 1, 2, \ldots$. Here we assume that all $G_n$’s are connected.

(i) The graph sequence $G_n = (V_n, \Delta_n)$ converges to graphlets $\mathcal{G}(\Omega, \Delta)$ and $I - \Delta$ has two nontrivial eigenvalues $1$ and $\rho \in (0, 1)$. Namely, or each $n$, $I - \Delta_n$ has all eigenvalues $o(1)$ with the exception of two eigenvalue $1$ and $\rho_n$ where $\rho_n$ converges to $\rho$.

(ii) The graph sequence $G_n$ converges to the graphlets $\mathcal{G} = (\Omega, \Delta)$ which is the union of two quasi-random graphlets (of rank 1).

(iii) The graph sequence $G_n$ converges to the graphlets $\mathcal{G} = (\Omega, \Delta)$ where $\Omega$ is a measure space with measure $\mu$ where $\mu = \alpha \mu_1 + (1 - \alpha)\mu_2$ for some $\alpha \in [0, 1]$ and the Laplace operator $\Delta$ on $\Omega$ satisfies

$$\int f(x)(I - \Delta)g(x)\mu(x) = \alpha \int f(x)\mu_1(x)\int g(x)\mu_1(x) + (1 - \alpha) \int f(x)\mu_2(x)\int g(x)\mu_2(x)$$

for any $f, g : \Omega \to \mathbb{R}$.

(iv) The degree sequence $(d_v)_{v \in V}$ of $G_n$ can be decomposed as $d_v = d'_v + d''_v$ with $d'_v \geq 0$ and $d''_v \geq 0$. The adjacency matrix $A_n$ of $G_n$ satisfies:

$$\|D_n^{1/2}(A_n - \frac{D'_n JD'_n}{\text{vol}(G'_n)} - \frac{D''_n JD''_n}{\text{vol}(G''_n)})D_n^{-1/2}\| = o(1)$$

where $\text{vol}(G'_n) = \sum_v d'_v$ and $\text{vol}(G''_n) = \sum_v d''_v$.

(v) There exists a sequence $\epsilon_n$ which approaches $0$ as $n$ goes to infinity such that the degree sequence $(d_v)_{v \in V}$ of $G_n$ can be decomposed as $d_v = d'_v + d''_v$ with $d'_v \geq 0$ and $d''_v \geq 0$. Furthermore, for all $S, T \subseteq V_n$

$$\left| E_n(S, T) - \frac{\text{vol}(S)\text{vol}(T)}{\text{vol}(G'_n)} - \frac{\text{vol}(S)\text{vol}(T)}{\text{vol}(G''_n)} \right| \leq \epsilon_n \sqrt{\text{vol}(S)\text{vol}(T)}.$$

Before we proceed to prove Theorem 5, we first prove several key facts that will be used in the proof.
Lemma 4. Suppose that integers $d_v, d'_v \text{ and } d''_v$, for $v \in V$ satisfy $d_v = d'_v + d''_v$ and $d'_v, d''_v \geq 0$. Let $D, D'$ and $D''$ denote the diagonal matrices with diagonal entries $d_v, d'_v \text{ and } d''_v$, respectively. Then the matrix $X$ defined by

$$X = D^{-1/2} \left( \frac{D' J D'}{\text{vol}(G')} + \frac{D'' J D''}{\text{vol}(G'')} \right) D^{-1/2}$$

has two nonzero eigenvalues $1$ and $\eta$ satisfying

$$\eta = 1 - \left( \sum_v \frac{d'_v d''_v}{d_v} \right) \left( \frac{\text{vol}(G)}{\text{vol}(G') \text{vol}(G'')} \right).$$

The eigenvector $\xi$ which is associated with eigenvalue $\eta$ can be written as

$$\xi = D^{-1/2} \left( \frac{D'}{\text{vol}(G') \text{vol}(G'')} - \frac{D''}{\text{vol}(G')} \right) 1.$$

Proof. The lemma will follow from the following two claims.

Claim 1: $\phi_0 = D^{1/2} 1/\sqrt{\text{vol}(G)}$ is an eigenvector of $X$ and $M = D^{-1/2} A D^{-1/2}$. Proof of Claim 1: Following the definition of $M$, $\phi_0$ is an eigenvector of $M$. We can directly verify that $\phi_0$ is also an eigenvector of $X$ as follows:

$$X \phi_0 = D^{-1/2} \left( \frac{D' J D'}{\text{vol}(G')} + \frac{D'' J D''}{\text{vol}(G'')} \right) \frac{1}{\sqrt{\text{vol}(G)}}$$

$$= D^{-1/2} (D' + D'') \frac{1}{\sqrt{\text{vol}(G)}}$$

$$= D^{-1/2} \frac{D 1}{\sqrt{\text{vol}(G)}}$$

$$= D^{1/2} 1/\sqrt{\text{vol}(G)}$$

Claim 2: $\eta$ is an eigenvalue of $X$ with the associated eigenvector $\xi$. 
Proof of Claim 2: We consider
\[ X \xi = D^{-1/2} \left( \frac{D' J D'}{\text{vol}(G')} + \frac{D'' J D''}{\text{vol}(G'')} \right) D^{-1} \left( \frac{D' 1}{\text{vol}(G')} - \frac{D'' 1}{\text{vol}(G'')} \right) \]
\[ = D^{-1/2} \left( \frac{D' 1}{\text{vol}(G')} \cdot \frac{1^* D' D'' 1}{\text{vol}(G'')} - \frac{D' 1}{\text{vol}(G')} \cdot \frac{1^* D' D'' 1}{\text{vol}(G'')} \right) \]
\[ + D^{-1/2} \left( \frac{D'' 1}{\text{vol}(G'')} \cdot \frac{1^* D'' D'' 1}{\text{vol}(G'')} - \frac{D'' 1}{\text{vol}(G'')} \cdot \frac{1^* D'' D'' 1}{\text{vol}(G'')} \right) \]
\[ = D^{-1/2} \left( \frac{D' 1}{\text{vol}(G')} \left( 1^* D' D'' 1 \frac{1}{\text{vol}(G')} + \frac{1}{\text{vol}(G'')} \right) \right) \]
\[ = \eta \xi \]
as claimed.

Since \( X \) has rank 2 (i.e., it is the sum of two rank one matrices), and we have shown that \( X \) has eigenvalues 1, \( \eta \), then the rest of the eigenvalues are 0.

We now apply Lemma 4 using the fact that the normalized adjacency matrix \( M = D^{-1/2} A D^{-1/2} \) has eigenvalues 1 and \( \rho = 1 - \lambda_1 \). Together with Theorem 3, we have the following:

**Theorem 6.** Suppose \( G \) is the union of two graphs \( G' \) and \( G'' \) with degree sequences \((d'_v)\) and \((d''_v)\) respectively. Assume both \( G' \) and \( G'' \) satisfy the quasi-random property \( P(\epsilon/2) \) (where \( P \) is one of the equivalent quasi-random properties in Theorem 3). Suppose the normalized Laplacian of \( G \) has eigenvalues \( \lambda_i = 1 - \rho_i \), for \( i = 0, 1, \ldots, n-1 \) with associated orthonormal eigenvectors \( \phi_i \). Then we have:

1. \( \rho_0 = 1 \),
2. \( \rho_1 \) satisfies
   \[ -\epsilon < 1 - \rho_1 - \left( \sum_v \frac{d'_v d''_v}{d_v} \right) \left( \frac{\text{vol}(G)}{\text{vol}(G') \text{vol}(G'')} \right) < \epsilon \]
3. \( |\rho_i| \leq \epsilon \) for \( i > 1 \).
4. The eigenvector \( \phi_1 \) associated with \( \lambda_1 \) can be written as
   \[ \phi_1 = D^{-1/2} \left( \frac{D' 1}{\text{vol}(G')} - \frac{D'' 1}{\text{vol}(G'')} \right) + r \]
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with $\|v\| \leq \epsilon$, where $D'$ and $D''$ denote the diagonal degree matrices of $G'$ and $G''$, respectively.

**Theorem 7.** Suppose a graphlets $G = (\Omega, \Delta)$ is the union of two graphlets $G = G_1 \cup G_2$ and $G_1$ are quasi-random graphlets. Then $I - \Delta$ has two nontrivial eigenvalues 1 and $\eta$ where $0 < \eta < 1$ satisfies

$$1 - \eta = \int_{\Omega} \mu_1(x)\mu_2(x) = \langle \frac{\mu_1}{\mu}, \frac{\mu_2}{\mu} \rangle_{\mu},$$

where $\mu$ denotes the measure on $\Omega_i$.

**Proof.** The proof follows immediately from Lemma 4 by substituting $\phi_1 = d'(v)/\text{vol}(G')$ and $\phi_2 = d''(v)/\text{vol}(G'')$ in Lemma 4 and Theorem 6 before taking limit as $n$ goes to infinity. □

In the other direction, we prove the following:

**Theorem 8.** Suppose that the normalized adjacency matrix of a graph $G$ has two nontrivial positive eigenvalues $1$ and $\rho$ and the other eigenvalues satisfy $|\rho_i| \leq \epsilon$ for $2 \leq i \leq n - 1$. Then for each vertex $v$, the degree $d_v$ can be written as $d_v = d'_v + d''_v$, with $d'_v, d''_v \geq 0$, so that for any subset $S$ of vertices, the number $E(S)$ of ordered pairs $(u,v)$, with $u,v \in S$ and $\{u,v\} \in E$, satisfies

$$\left| E(S) - \frac{\text{vol}'(S)^2}{\text{vol}'(G)} - \frac{\text{vol}'''(S)^2}{\text{vol}'''(G)} \right| \leq 2\epsilon \text{vol}(S)$$

where $\text{vol}'(S) = \sum_{v \in S} d'_v$ and $\text{vol}'''(S) = \sum_{v \in S} d'''_v$.

**Proof.** Let $\phi_i$, $0 \leq i \leq n - 1$, denote the eigenvectors of the normalized adjacency matrix of $G$. Let $\phi_0$ and $\phi_1$ denote the eigenfunctions associated with $\rho_0 = 1$ and $\rho_1$.

Since $G$ is connected, the eigenvector $\phi_0$ associated with eigenvalue $\rho_0 = 1$ of $M_G$ can be written as $\phi_0 = D^{1/2}1/\sqrt{\text{vol}(G)}$ as seen in [13]. The second largest eigenvalue $\rho_1$ is strictly between 0 and 1 because of the connectivity of $G$. Before we proceed to analyze the eigenvector $\phi_1$ associated with $\rho_1$, we consider the following two vectors which depend on a value $\alpha$ to be specified later.

$$f_1 = \alpha D1 - D^{1/2}\sqrt{\rho_1\alpha(1-\alpha)\text{vol}(G)}$$

$$f_2 = (1-\alpha)D1 + D^{1/2}\sqrt{\rho_1\alpha(1-\alpha)\text{vol}(G)}$$

(39)
It is easy to verify that \( f_1 \) and \( f_2 \) satisfy the following:

\[
f_1 + f_2 = D1
\]

\[
1 \perp \left( \frac{f_1}{\alpha} - \frac{f_2}{1 - \alpha} \right)
\]

\[
\sum_v f_1(v) = \alpha \text{vol}(G),
\]

\[
\sum_v f_2(v) = (1 - \alpha) \text{vol}(G).
\]

In particular, by considering \( \langle f_1, D^{-1} f_2 \rangle \), we see that \( \alpha \) satisfies

\[
1 - \rho_1 = \frac{1}{\alpha(1 - \alpha) \text{vol}(G)} \sum_v f_1(v)f_2(v) d_v.
\]

and we have

\[
\phi_1 = \sqrt{\frac{\alpha(1 - \alpha)}{\rho_1 \text{vol}(G)}} D^{-1/2} \left( \frac{f_1}{\alpha} - \frac{f_2}{1 - \alpha} \right).
\]

Claim A:

\[
\phi_0 \phi_0^* + \rho_1 \phi_1 \phi_1^* = \frac{D^{-1/2} f_1^* D^{-1/2}}{\text{avol}(G)} + \frac{D^{-1/2} f_2^* D^{-1/2}}{(1 - \alpha) \text{vol}(G)}.
\]

Proof of Claim A:

From (39), we have

\[
\frac{D^{-1/2} f_1^* D^{-1/2}}{\text{avol}(G)} = \alpha \frac{D^{1/2} JD^{1/2}}{\text{vol}(G)} + (1 - \alpha) \rho_1 \phi_1 \phi_1^*.
\]

Similarly, we have

\[
\frac{D^{-1/2} f_2^* D^{-1/2}}{(1 - \alpha) \text{vol}(G)} = (1 - \alpha) \frac{D^{1/2} JD^{1/2}}{\text{vol}(G)} + \alpha \rho_1 \phi_1 \phi_1^*.
\]

Combining the above two equalities, Claim A is proved.

Now, we define two subsets \( X \) and \( Y \) satisfying

\[
X = \{ x : f_1(x) < 0 \} = \left\{ x : d_x^{1/2} \leq \phi_1(x) \sqrt{\frac{(1 - \alpha) \text{vol}(G)}{\alpha}} \right\}
\]

\[
Y = \{ y : f_2(y) < 0 \} = \left\{ y : d_y^{1/2} \leq -\phi_1(y) \sqrt{\frac{\text{avol}(G)}{1 - \alpha}} \right\}.
\]

Clearly \( X \) and \( Y \) are disjoint.
Note that when \( \alpha \) decreases, the volume of \( X \) decreases and the volume of \( Y \) increases. If \( \alpha = 1 \), \( X \) consists of all \( v \) with \( \phi_1(v) \geq 0 \) and \( Y \) is empty. For \( \alpha = 0 \), \( Y \) consists of all \( u \) with \( \phi_1(u) < 0 \) and \( X \) is empty. We choose \( \alpha \) so that
\[
\sum_{x \in X} |f_1(x)| = \sum_{y \in Y} |f_2(y)|.
\] (43)

Here we use the convention that a subset \( X' \) of \( X \) means that there are values \( \gamma_v \) in \( \{0, 1\} \), associated each vertex in \( X \) with the exception of one vertex with a fractional \( \gamma_v \) and the size of \( X' \) is the sum of all \( \gamma_v \)s.

Now, for each vertex \( v \), we define \( d'_v \) and \( d''_v \) as follows:
\[
d'_v = \begin{cases} 
  f_1(v) & \text{if } v \notin X \cup Y, \\
  0 & \text{if } v \in X, \\
  d_v & \text{if } v \in Y.
\end{cases}
\] (44)

Also, we define \( d''_v = d_v - d'_v \).

**Claim B:**
\[
\sum_v d'_v = \alpha \text{vol}(G) \\
\sum_v d''_v = (1 - \alpha) \text{vol}(G)
\]

**Proof of Claim B:** We note that
\[
\sum_v d'_v - \alpha \text{vol}(G) = \sum_v d'(v) - \sum_v f_1(v) \\
= \sum_{v \in X \cup Y} (d'_v - f_1(v)) \\
= \sum_{x \in X} |f_1(x)| + \sum_{y \in Y} (d_y - f_1(y)) \\
= \sum_{x \in X} |f_1(x)| + \sum_{y \in Y} f_2(y) \\
= \sum_{x \in X} |f_1(x)| - \sum_{y \in Y} |f_2(y)| \\
= 0.
\]

The second equality can be proved in a similar way that completes the proof of Claim B.

For a subset \( S \) of vertices, let \( \chi_S \) denote the characteristic function of \( S \).
defined by $\chi_S(x) = 1$ if $x$ in $S$ and 0 otherwise. We consider

$$0 \leq \chi_X^* D^{1/2} M D^{1/2} \chi_Y$$

$$\leq \chi_X^* D^{1/2} (\phi_0 \phi_0^* + \rho_1 \phi_1 \phi_1^*) D^{1/2} \chi_Y + \epsilon \| D^{1/2} \chi_X \| \| D^{1/2} \chi_Y \|$$

$$= \frac{\chi_X^* f_1 f_1^* \chi_Y}{\alpha \text{vol}(G)} + \frac{\chi_X^* f_2 f_2^* \chi_Y}{(1 - \alpha) \text{vol}(G)} + \epsilon \sqrt{\text{vol}(X) \text{vol}(Y)}. \quad (45)$$

From the definition, we have $\chi_X^* f_1 < 0$, $\chi_Y^* f_1 > 0$, $\chi_X^* f_2 > 0$ and $\chi_Y^* f_2 < 0$. This implies

$$\epsilon \sqrt{\text{vol}(X) \text{vol}(Y)} \geq \frac{|\chi_X^* f_1 f_1^* \chi_Y|}{\alpha \text{vol}(G)} - \frac{|\chi_X^* f_2 f_2^* \chi_Y|}{(1 - \alpha) \text{vol}(G)}$$

$$= \frac{|f_1^* \chi_X (\text{vol}(Y) - f_2^* \chi_Y)|}{\alpha \text{vol}(G)} + \frac{|f_2^* \chi_Y (\text{vol}(X) - f_1^* \chi_X)|}{(1 - \alpha) \text{vol}(G)}$$

$$= \frac{|f_1^* \chi_X|}{\alpha \text{vol}(G)} \left( \frac{\text{vol}(Y)}{\alpha} + \frac{\text{vol}(X)}{1 - \alpha} \right) \quad (46)$$

by using (39) and (40). Now, we have

$$\frac{\text{vol}(Y)}{\alpha} + \frac{\text{vol}(X)}{1 - \alpha} = \alpha \left( \frac{\sqrt{\text{vol}(Y)}}{\alpha} \right)^2 + (1 - \alpha) \left( \frac{\sqrt{\text{vol}(X)}}{1 - \alpha} \right)^2$$

$$\geq \left( \sqrt{\text{vol}(X)} + \sqrt{\text{vol}(Y)} \right)^2$$

$$\geq 4 \sqrt{\text{vol}(X) \text{vol}(Y)} \quad (47)$$

by using the Cauchy-Schwarz inequality. Combining (46) and (47), we have

$$|f_1^* \chi_X| = |f_2^* \chi_Y| \leq \frac{\epsilon}{4} \text{vol}(G). \quad (48)$$

Now we consider

$$R = A - \frac{D' J D'}{\sum_v d'_v} - \frac{D'' J D''}{\sum_v d''_v}.$$
Then, for $f = \chi_S$, the characteristic function of the subset $S$, we have

$$
(f, Rf) = f^* D^{1/2} M D^{1/2} f - \frac{f^* D' J D' f}{\sum_v d'_v} - \frac{f^* D'' J D'' f}{\sum_v d''_v}
\leq f^* D^{1/2}(\phi_0 \phi_0^* + \rho_1 \phi_1 \phi_1^*) D^{1/2} f
- \frac{f^* D' J D' f}{\sum_v d'_v} - \frac{f^* D'' J D'' f}{\sum_v d''_v} + 2\epsilon \| D^{1/2} f \|^2
\leq \frac{(f^* f_1 - (f^* d')^2)}{\text{avol}(G)} + \frac{(f^* f_2 - (f^* d'')^2)}{(1 - \alpha) \text{vol}(G)} + 2\epsilon \text{vol}(S)
\leq \frac{(f^* f_1 - (f^* d')^2)}{\text{avol}(G)} + \frac{(f^* f_2 - (f^* d'')^2)}{(1 - \alpha) \text{vol}(G)} + 2\epsilon \text{vol}(S).
$$

where $d'$ and $d''$ are the degree vectors with entries $d'_v$ and $d''_v$, respectively.

Since $f = \chi_S$, we have

$$
\frac{(f^* f_1 - (f^* d')^2)}{\text{avol}(G)} \leq \frac{2 \sum_{v \in \mathcal{S} \cap \chi} |f_1(v)| \text{vol}(S) + \sum_{v \in \mathcal{S} \cap \chi} |f_1(v)|^2}{\text{avol}(G)} \leq 3\epsilon \text{vol}(S)
$$

Similar inequalities hold for $f_2$ and $d''$. Thus, we have

$$
(f, Rf) \leq 8\epsilon \text{vol}(S)
$$

The proof of Theorem 8 is complete.

Theorem 9. Suppose $\mathcal{G} = (\Omega, \Delta)$ is a graphlets and $I - \Delta$ has two nontrivial eigenvalues $1$ and $\rho$ with $0 < \rho < 1$. Then there is a value $\alpha \in [0, 1)$ such that

(i) $\Omega = \Omega_1 \cup \Omega_2$ where $\mu(\Omega_1) = \alpha$ and $\mu(\Omega_2) = 1 - \alpha$,

(ii) $\Omega_1$ has a measure $\mu_i$ satisfying

$$
\mu_1(x) = \mu(x) + \sqrt{\frac{\alpha \rho}{1 - \alpha}} \mu(x) \varphi_1(x),
\mu_2(x) = \mu(x) - \sqrt{\frac{(1 - \alpha) \rho}{\alpha}} \mu(x) \varphi_1(x),
$$

where $\varphi_1$ is the eigenvector, with $\| \varphi_1 \|_\mu = 1$, associated with $\rho$.

The proof of Theorem 9 follows from the proof in Theorem 8 and Lemma 4.

Thus, we have (i) $\iff$ (ii).

Proof of Theorem 9. We note that in the statement of Theorem 5 the implications (ii) $\iff$ (iv) $\iff$ (v) follow from the definitions and Lemma 4. It suffices to prove (i) $\iff$ (ii) and (iii) $\iff$ (iv).

The implication (ii) $\Rightarrow$ (i) is proved in Theorem 6 and Theorems 8 and 9 implies (i) $\Rightarrow$ (ii).
To see that \((iii) \iff (iv)\), we note that if in a graph \(G_n\) in the graph sequence, the degree sequence \(d_v\) can be written as \(d_v = d'_v + d''_v\) for all \(v \in V(G_n)\) where \(d'_v, d''_v \geq 0\), then by defining \(\mu_1^{(n)}(v) = \frac{d'_v}{\sum_v d'_v}, \mu_2^{(n)}(v) = \frac{d''_v}{\sum_v d''_v}\) and \(\alpha = \frac{\sum_v d'_v}{\sum_v d_v}\), we have \(\mu_n = \mu_1^{(n)} + \mu_2^{(n)}\). Furthermore, we can use the fact that

\[
\int_x f(x) (I - \Delta_n) g(x) \mu_n(x) = \frac{1}{\text{vol}(G_n)} \langle f, (I - \Delta_n) g \rangle_{\mu_n}
\]

and

\[
\langle f, 1 \rangle_{\mu_1^{(n)}} \langle g, 1 \rangle_{\mu_2^{(n)}} = \sum_{u \in V_n} f(u) \mu_1^{(n)}(u) \sum_{v \in V_n} g(v) \mu_2^{(n)}(v)
\]

\[
= \frac{f D'_n J D''_n g}{\text{vol}(G_n)^2}.
\]

The equivalence of \((iii)\) and \((iv)\) follows from substitutions using the above two equations and applying Theorem 3. Theorem 5 is proved.

For graphlets of rank 2, there can be a negative eigenvalue \(-\rho\) of \(I - \Delta\) in addition to the eigenvalue 1. For example, bipartite quasi-random graphlets have eigenvalues 1 and \(-1\) for \(I - \Delta\). In general, can such graphlets be characterized as the union of a quasi-random graphlet and a bipartite quasi-random graphlets? To this question, the answer is negative. It is not hard to construct examples of a graphlets having three nontrivial eigenvalues which is the union of a quasi-random graphlet and a bipartite quasi-random graphlets. With additional restrictions on degree distributions and edge density, the three eigenvalues can collapse into two eigenvalues. It is possible to apply similar methods as in the proof of Theorem 5 to derive the necessary and sufficient conditions for such cases but we will not delve into the details here.

8 Graphlets of rank \(k\)

In this section, we examine graphlets of rank \(k\) for some given positive integer \(k\). It would be desirable to derive some general characterizations for graphlets of rank \(k\), for example, similar to Theorem 5. However, for \(k \geq 3\), the situation is more complicated. Some of the methods for the case of \(k = 2\) can be extended but some techniques in the proof of Theorem 5 do not. Here we state a few useful facts about graphlets of rank \(k\) and leave some discussion in the last section.

*Lemma 5.* Suppose \(D\) is the diagonal degree matrix of a graph \(G\). Suppose that for all \(v \in V\), \(d_v = \sum_{i=1}^k d_i(v)\), for \(d_i(v) \geq 0, 1 \leq i \leq k\). Let \(D_i\) denote the diagonal matrices with diagonal entries \(D_i(v, v) = d_i(v)\). Then the matrix \(X\)
defined by

\[ X = D^{-1/2} \left( \sum_{i=1}^{k} \frac{D_iJ D_i}{\text{vol}_i(G)} \right) D^{-1/2} \]

has \( k \) nonzero eigenvalues \( \eta_i \) where \( \eta_i \) are eigenvalues of a \( k \times k \) matrix \( M \) defined by

\[ M(i,j) = \sum_v d_i(v)d_j(v) \frac{d_v}{d_v}. \]

Furthermore, the eigenvector \( \xi_i \) for \( X \) which is associated with eigenvalue \( \eta_i \) can be written as

\[ \xi_i(v) = \sum_{j=1}^{k} \psi_i(j) d_j(v) d_v^{-1/2} \frac{\text{vol}_j(G)}{\text{vol}_j(G)}, \]

where \( \psi_i \) are eigenvectors of \( M \) associated with eigenvalues \( \eta_i \).

**Proof.** The proof of Lemma 5 is by straightforward verification. Under the assumption that \( \varphi_j M = \eta_j \varphi_i \) for \( 1 \leq i \leq k \), it suffices to check that \( \xi_i X = \eta_i \xi_i \) for \( \xi_i \). The proof is done by direct substitution and will be omitted. \( \square \)

**Theorem 10.** If a graphlets \( G(\Omega, \Delta) \) is the union of \( k \) quasi-random graphlets, then the Laplace operator \( \Delta \) satisfies the property that \( I - \Delta \) has \( k \) nontrivial positive eigenvalues.

The proof of Theorem 10 follows immediately from Lemma 5.

Several questions follow the above theorem. If \( I - \Delta \) has \( k \) eigenvalues that are not necessarily positive, is it possible to find a decomposition into a number of quasi-random graphlets or bipartite quasi-random graphlets? Under what additional conditions can such decompositions exist? If they exist, are they unique? Numerous additional questions can be asked here.

**9 Concluding remarks**

In this paper, we have merely scatched the surface of the study of graphlets. Numerous questions remain, some of which we mention here.

(1) In this paper, we mainly study quasi-random graphlets and graphlets of finite rank (which are basically ‘sums’ of quasi-random graphlets). It will be quite essential to understand other families of graph sequences, such as the graph sequences of paths, cycles, trees, grids, planar graphs, etc. In this paper, we define the spectral distance between two graphs as the spectral norm of the ‘difference’ of the associated Laplacians. In a subsequent paper, we consider a generalized version of spectral distance for considering large families of graphlets.
(2) We here use $[0, 1]$ as the labels for the graphlets and the measure $\mu$ of the graphlets depends on the Lebesgue measure on $[0, 1]$. To fully understand the geometry of graphlets derived from general graph sequences, it seems essential to consider general measurable spaces as labeling spaces. For example, for graph sequences $C_n \times C_n$, it works better to use $[0, 1] \times [0, 1]$ as the labeling space, instead.

(3) In this paper we relate the spectral distance to the previously studied cut-distance by showing the equivalence of the two distance measures for graph sequences of any degree distribution. It will be of interest to find and to relate to other distances. For example, will some nontrivial subgraph count measures be implied by the spectral distance (see the questions and remarks mentioned in Section 5)?

(4) In the study of complex graphs motivated by numerous real-world networks, random graphs are often utilized for analyzing various models of networks. Instead of using the classical Erdős-Rényi model, for which graphs have the same expected degree for every vertex, the graphs under consideration usually have prescribed degree distributions, such as a power law degree distribution. For example, for a given expected degree sequence $w = (d_v)$, for $v \in V$, a random graph $G(w)$ has edges between $u$ and $v$ with probability $pd_ud_v$, for some scaling constant (see [20]). Such random graphs are basically quasi-random of positive rank one. Nevertheless, realistic networks often are clustered or have uneven distributions. A natural problem of interest is to identify the clusters or ‘local communities’. The study of graphlets of rank two or higher can be regarded as extensions of the previous models. Indeed, the geometry of the graphlets can be used to illustrate the limiting behavior of large complex networks. In the other direction, network properties that are ubiquitous in many examples of real-world graphs can be a rich source for new directions in graphlets.

(5) Although we consider undirected graphs here, some of these questions can be extended to directed graphs. In this paper, we focus on the spectral distance of graphs but for directed graphs the spectral gaps can be exponentially small and any diffusion process on directed graphs can have very different behavior. The treatment for directed graphs will need to take these considerations into account. Many questions remains.
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