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Background. The article presents the results of a study of methods of positioning, localization and data collection from nodes of a mobile wireless sensor network using intelligent adaptive telecommunication air platforms. To implement the study of this research topic, an analysis of literary sources on this topic was carried out. Based on a fairly rich bibliographic material, this work has the main task of examining, analyzing and systematizing already known approaches to positioning objects in wireless sensor networks using intelligent adaptive telecommunication air platforms and suggesting options for their development.

Objective. The aim of the work is to improve the methods of direct data collection of TA from the nodes of BSM, the general directions of synthesis of which are defined in the work.

Methods. Methods of cluster analysis (network clustering), graph theory (research of analytical models of BSM with TA functioning, construction of cluster topology), theory of telecommunication networks (when calculating bandwidth in BSM with TA radio channels) and theory were used to solve the formulated problem. (when developing a positioning model for telecommunications air platforms)

Results. A technique for evaluating the effectiveness of methods for collecting data from wireless sensor networks using intelligent adaptive telecommunication air platforms is proposed.

Conclusions. The method of collecting TA monitoring data from the main nodes of clustered BSM has been improved. The method of estimation of efficiency of methods of data collection with BSM by telecommunication air platforms is offered.
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Introduction

Throughout the history of the development of science and technology, problems related to location determination have been encountered in a wide variety of fields: maritime navigation, radar, robotics, etc. In this case, the sequence of actions that the process of determining the coordinates of an object consists of usually consists in measuring in any way the relative position relative to landmarks, the coordinates of which are a priori known and the subsequent calculation of coordinates based on the information received. An example is the manual positioning procedure, which has been practiced for quite a long time, using a compass, a sectarian and stars.

Now the determination of the coordinates of objects in space is already usually determined automatically by means of special equipment based on the use of radio waves; in this case, artificially created buoys, lighthouses, satellites, etc. are used as landmarks. However, the very sequence of actions, the result of which is the determination of the coordinates of the object, remained the same.

The term "sensor network", having appeared relatively recently, is now a fairly well-established concept that has become widespread, and denotes a self-configuring network resistant to failure of individual elements, consisting of a large number of small, compact ones, and cheap semiconductor devices wirelessly connected to each other; network elements are not serviced and do not require special installation. Each node of the network can contain built-in sensors for physical parameters of the environment, for example, movement, level of humidity, light,
temperature, pressure, etc., as well as microcircuits for primary processing of information and storage of received data. The number of nodes in a wireless sensor network (WSN) (Fig. 1) is actually determined only by the scope and financial constraints, and due to the low price of individual devices (from a few dollars and more) it can be very large (several thousand and more).

Wireless sensor networks (WSN) are increasingly used in various spheres of human activity [1]: monitoring the state of forests, agricultural fields, oil and gas pipelines, borders, environmental and meteorological monitoring of territories, search and rescue missions, etc.

A wireless sensor network can be designed to operate for months or even years in remote (inaccessible) areas in the absence of a public telecommunications infrastructure. The only solution for collecting data from network nodes in these conditions is the use of telecommunication air platforms (TA), built on the basis of UAVs. Autonomous stationary sensor nodes monitor the specified parameters of the zones (objects) of their coverage, save the received data and, when a telecommunication air platform appears in their radio communication zone, transmit the collected data to it.

Fig. 1 - An example of the composition of the sensor node

Examples of wireless data transmission are technologies such as Wi-Fi, WiMAX, Bluetooth, EDGE, ZigBee. The choice of a particular technology depends, first of all, on the requirements for a particular network. The criteria can be bandwidth, frequency range, maximum number of nodes in the network, energy efficiency, etc. Comparative characteristics of some wireless technologies are presented in Table 1.

Table 1 shows that the maximum number of nodes, as well as the longest battery life in the network of ZigBee technology, based on the IEEE 802.15.4 standard. This technology is also known as "Wireless Sensor Networks (WSN)" (WSN - Wireless Sensor Network).

Let's highlight the main features of this class of networks:

1. Lack of connectivity between network nodes or network fragments in the absence of public telecommunications infrastructure, which does not allow building classical schemes for collecting data in the WSN, based on the constructed transmission routes from sensor nodes to gateways (base stations).

2. The limited resources of both sensor nodes (with battery energy, processor performance, memory, transmitter power, radio channel capacity, etc.) and resources of telecommunication air platforms (in terms of time, altitude and flight speed, energy reserve, transmitter power, volume memory tee, etc.)

3. The dimension of the network is significant (hundreds, thousands of sensor nodes). Replacing batteries for such a large number of nodes may be impractical or even impossible. Therefore, reducing the energy consumption during data collection by the sensor nodes is critical to increasing the network uptime.

4. Delay in receiving monitoring data (DTN class). One of the ways to reduce the data collection time is network clustering and the definition of data collection points, which can significantly reduce the length of the flight path of the TA and, accordingly, reduce the data collection time.

The TA can collect data directly from each node in three main ways to fly the network:

1. Flight of the TA of each network node along the calculated route. The main advantages are the low energy consumption of the nodes for transmission, the simplicity of the algorithms for exchanging nodes with the TA (in the presence of radio communication with the TA, the sensor node transmits monitoring data) and,
consequently, their low cost. The disadvantage is the significant flight time (data collection) of the aircraft, and, accordingly, the significant time for collecting monitoring data, increased requirements for its flight characteristics,

2. A flight of a TA over the entire territory of the network along the adopted trajectory (snake, spiral, etc.), which also requires a significant flight time and data collection and a large energy consumption of the nodes.

3. Flight by TA of data collection points. In this case, the network control center (or the control system of the telecommunications aerial platform during autonomous operation) splits it into clusters, calculates the position of the TA in space (in the form of points or trajectory intervals) to collect data from nodes in the clusters, and builds a flight route of only collection points. This method makes it possible to significantly reduce the time for collecting TA data, to reduce the energy consumption of the nodes’ batteries, however, it implies the implementation of the corresponding algorithms for the interaction of the telecommunication air platform with the network nodes. The methods and algorithms for data collection proposed to date [2 - 6] solve only partial problems of data collection, do not take into account the peculiarities of the functioning of this class of networks, the multi-criteria nature of the target functions of network management and require improvement. Most of the works consider the flight of the TA over the entire monitoring area or consider clustering using the “centroid algorithm”, according to which the data collection points are located in the area of the greatest concentration of nodes.

The aim of this work is to improve the methods of direct collection of TA data from the WSN nodes, the general directions of synthesis of which are defined in [7].

The object of research is the process of WSN functioning with the use of telecommunication aerial platforms for collecting monitoring data.

The subject of research is methods of collecting data over wireless sensor networks by telecommunication air platforms in the absence of a public telecommunications infrastructure.

Research methods. When solving the formulated problem, the methods of cluster analysis (when clustering a network), graph theory (when studying analytical models of indicators of the functioning of WSN with TA, building a cluster topology), theory of telecommunication networks (when calculating the bandwidth in radio channels WSN with TA) and optimization theory (when developing a model for positioning the position of telecommunication air platforms).

Exposition

One of the urgent problems is the determination of the location of individual objects of the WSN. An indispensable condition for the operation of any monitoring and control systems is the binding of data collected by the entire system to geographic coordinates for displaying the collected information on a map and subsequent analysis. In addition, such a network, unlike traditional radio networks, with a built-in subsystem for positioning individual objects, can be deployed almost anywhere with minimal costs. In addition to linking the data received by the network during operation to the terrain map, information about the coordinates of objects will be in demand during the operation of the network itself: building efficient routing algorithms in terms of energy consumption, collecting the collected data.

In this regard, the development of algorithms for determining the coordinates of objects in the sensor network becomes an urgent task. An example of existing coordinate determination systems is the RADAR system, invented by scientists Bahl and Padmanab. It is the first WLAN based positioning system. The RADAR system used the nearest neighbor algorithm and produced an average coordinate measurement error of 2.94 meters [8]. The error was reduced to 2.37 meters by improving the RADAR system with the Viterbi algorithm [9]. One of the best positioning systems available today is Ekahau (Ekahau Positioning Engine - EPE). Ekahau Positioning System is a real-time software based on the IEEE 802.11 network. EPE provides exact location, status and presence information for Wi-Fi tags and supported Wi-Fi compatible devices. The elements of the Ekahau positioning system are shown in Fig. 2.
Fig. 2 - Components of the Ekahau positioning system

Ekahau wireless tags can be associated with identification information about the object being monitored, such as name or serial number, department, etc., as well as with application-specific parameters. These associations simplify the search for a selected object in a specific geographic area [10].

In an improved method for direct collection of monitoring data from nodes of a wireless sensor network with their clustering by telecommunication air platforms, the main stages of the synthesis of the method of direct data collection (MBZD) from WSN nodes with their TA clustering are proposed: determination of network clustering algorithms, construction of collection points for collection points, organization of the process exchange between nodes and TA (Fig. 3)

Fig. 3 - Illustration of methods for collecting data from TA nodes

The general statement of the problem is formulated.

Given: characteristics of WSN nodes and telecommunication air platforms: N - the number of stationary sensor nodes of the network and the coordinates of their location on the ground; NTA is the number of TA; V_dmi - volume of monitoring data of the i-th node, i = 1 ... N; technical and telecommunication characteristics of ground sensor nodes, TA; each node of the network has its own control system, operates in cooperation with TA (with other nodes).

It is necessary to: determine the number and coordinates of data collection points, the procedure for collecting monitoring data from the WSN nodes by telecommunication air platforms and the trajectory of their movement (positioning), in order to perform certain target control functions (CF): minimizing or ensuring the time of data collection (1), maximizing or ensuring a certain operating time (Top) WSN (2), minimization or use of a given amount (NTA) TA (3)

\[ T_{dc} = L_{fl}/v; \quad L_{bfl} = f(nk, (x, y) k, h, St), \]  
(4)
\[ k = 1 \ldots nk, \]  
(5)
subject to the constraints \( \Omega \) on:

- time limit (route length L) in a round of TA flight - \( T_{dc} \leq T_{polmax} (0 < L_{mb} \leq L_{mr} \leq L_{mmax}); \)
- TA flight speed - \( v \in [v_{min}, v_{max}]; \)
- the number of clusters - \( 1 \leq k \leq nk; \)
- battery energy of nodes and TA - \( e_i \leq e_{max}, e_{TA} \leq e_{TA_{max}}; \)
- location coordinates \( (x, y) \) of nodes in the monitoring area;
- flight altitude of TA - \( h \in [h_{min}, h_{max}]; \)
- radio communication range \( d \leq d_{max}; \)
- the size of the buffers of the nodes and TA - \( V_{bufwuzi} \leq V_{bufwuzah}; V_{bufTA} \leq V_{bufTama}; \)
- requirements of service models (guaranteed quality of service - the flight time of each k-th cluster to lblk must be greater than the total transmission time between all nodes and the TA - \( lblk \geq t_{perk})); \)

St - the set of strategies (rules) for flying around the cluster.

The data collection time (expression 5) depends on the length of the flight route, determined by the number and location of data collection points, the speed of the TA, while satisfying the node transfer time for the chosen strategy of flying around the clusters. Fig. 4 shows a variant of flying over a TA of 5 clusters when collecting monitoring data from certain collection points.

Fig. 4 - Variant of movement TA between data collection points

To minimize the number of collection points, it is necessary to minimize the number of clusters

Min \( K, \quad (7) \)
when the restrictions are fulfilled:

\[ \min_{j, \ldots j_{max}} \max_{i, \ldots i_{max}} \sum_{k=1}^{j} d_{max}, \quad k = 1, K, \quad j = 1, J, \]
(8)
\[ q_i \leq q_{i_{max}}, \]
(9)
\[ K \leq K_{max}, \quad R = [R_{min} \ldots R_{max}], \quad h = [h_{min} \ldots h_{max}], \]
(10)
where \( |x - y| \) is the Euclidean distance between points x and y on the ground, \( q_i \) is the number of sensor nodes in the j-th cluster. Inequality (8) - the maximum...
distance between the center of the coverage area and the sensor nodes should be minimized; inequality (9) determines the limiting number of nodes in clusters; (10) - sets resource constraints.

The problem belongs to the class of NP-complete, it is difficult to obtain an exact solution for large-scale networks, therefore, to solve it, it is necessary to use heuristic methods. For temporary network clustering, it is proposed to use TA as the main cluster node, which implements (in contrast to the existing centroid algorithms) modified iterative FOREL (FORmal EElement) cluster analysis algorithms and k-means that find the minimum (or specified) number of data collection points in the network.

The basic route of flying around the data collection points (its length Lmb) is constructed according to one of the known methods for constructing the shortest path (solving the traveling salesman problem), for example, by the method of finding the nearest neighbor, which has insignificant computational complexity and is close to optimal solutions.

For flying around cluster nodes, rules for adjusting the base flight route are proposed, taking into account the priority of certain target network management functions (expressions 1 - 3).

Analytical models are proposed for assessing the time for collecting TA data from network nodes, which make it possible to plan the trajectory of movement and evaluate the effectiveness of the decisions made.

The total time of flight (data collection) of all nodes j = 1 ... J (or data collection points) in the cluster should be minimal. Then

$T_{dc} = \sum_{j=1}^{J} t_{fl,j+1} / v_{j+1} \to \min$  \hspace{1cm} (11)

where $t_{fl,j+1}$ - flight time TA all nodes of the cluster, $v$ - flight speed.

$t_{fl,j+1} \geq t_{trans,j} = s(d_{j}, P_{ch}) / (V_{data}),$  \hspace{1cm} (12)

The transmission time $t_{trans,j}$ consists of the following intervals: establishment of connection $t_{sv,j}$ (exchange of service messages), waiting for transmission $t_{pr,j}$ (according to the protocol of multiple access to the channel) and transmission of monitoring data $t_{bit,j}$ (the transmission rate $s$ in the radio channel depends on the distance $d$ between the node and the TA, protocols (pkf) channel and physical layers). The data exchange time must exceed the lifetime of the radio channel during the flight of the TA over this node (12). Therefore, the flight altitude of a TA is determined taking into account the target control functions and restrictions on its resources.

A generalized algorithm for the implementation of the method of direct collection of monitoring data from WSN nodes by telecommunication air platforms is proposed, which is shown in Fig. 5.

It allows you to shorten the flight route and, accordingly, the data collection time by minimizing the number of clusters (monitoring data collection points); increase the network operating time by reducing the transmission power between the TA and sensor nodes, adapting the coverage radius of the TA, finding the closest exchange points to the route of the TA, building energy efficient data transmission routes between the cluster nodes and the TA.

To evaluate the results of the functioning of the method, its software implementation in the MATLAB environment was carried out.

Fig. 5 - Scheme-algorithm for implementing the method of direct collection from WSN using TA

Experiments and acquired dependencies were carried out: the time of data collection, the time of stable operation of the network on the dimension of the network, the number of nodes in the cluster when using different methods of data collection.

An assessment of the effectiveness of the application of the improved method of direct data collection from the WSN TA has been carried out. It allows you to gain a 10-15% gain in network monitoring data collection time (due to a decrease in data collection points) and increase the network operation time (due to new rules for flying around nodes in clusters) by 12-17% compared to the existing centroid methods of direct data collection having negligible computational complexity $O(n^2)$.

A method is considered for collecting monitoring information from the WSN nodes, which is divided into clusters with the formation of the main cluster nodes (GIC) [11, 12, 13 - 17, 18, 19 - 31]. The nodes self-
organize, build and maintain the cluster topology, data transfer routes from the monitoring nodes to the GIK, which receive and save the monitoring data of the nodes of their cluster until the TA arrives. The TA flies around the GIK (or chooses another flight strategy), which, when establishing radio communication with the TA, transmit it the monitoring data of the cluster nodes. Fig. 6 shows the options for clustering the network when using various metrics for choosing the GIK. The advantages of this method in comparison with the method of direct data collection from WSN TA nodes are a significant reduction in the time for collecting monitoring information and a smaller number of TA required for data collection. However, this method requires the development and implementation of additional network control algorithms that increase the requirements for the hardware and software of the WSN nodes and add additional service traffic.

Let’s take a closer look at the model.
Each node transmits data to the main cluster node (GCM) via router nodes. The total volume of exchange data is: the volume of monitoring data Vmon of each node transmitted by each node to the MNC along the constructed routes, the volume of service data Vsl in the cluster, determined by the accepted exchange protocols at different levels of the OSI model.

Energy consumed by a simple node: monitoring and transmission of MNC monitoring data through a neighboring node j is carried out, sleep mode:

\[ e_{\text{simple}} = e_{\text{dm}} + e_{\text{ij}} V_{\text{dm}} + e_{\text{ij}} V_{\text{ij}} + e_{\text{sl}} + e_{\text{ui}} = \alpha + \beta r_j^2, \]

where \( e_{\text{pr}} \) and \( e_{\text{perij}} \) are the energy spent on the bit of receiving and transmitting data, \( V_{\text{r}} \), \( V_{\text{tr}} \) are the volumes of transmitted and received data; \( \alpha, \beta \) are coefficients, \( r_j \) is the distance between nodes i and j.

The energy consumed by the relay node in the route from a simple source node s to the MNC-q: s–…–j–i–b–…–q:

\[ e_{\text{rel}} = e_{\text{simple}} + (e_{\text{ij}} V_{\text{dm}} + e_{\text{ij}} V_{\text{ij}} + e_{\text{bab}} V_{\text{dm}} + e_{\text{bab}} V_{\text{bab}}) \]

where 5 is the set of nodes-sources of the subtree of the route to the MNC through i.

The energy expended by the q-th main node of the k-th cluster - eqMNCK: reception-transmission from TA; receiving monitoring data Vdmi from all cluster nodes through the j-th neighbors; transmission of confirmation to neighboring nodes; aggregation of data from all cluster nodes; building the topology of this; construction of transmission routes for emarsh; building clusters eklast; dream:

\[ e_{q\text{MNCK}} = e_{q\text{TA}} V_{rTA} + e_{q\text{TA}} H_{nk} V_{dm} + e_{q\text{nk}} (H_{nk} -1) V_{dm} + e_{q\text{nk}} (H_{nk} -1) V_{ij} + e_{q\text{nk}} H_{nk} V_{dm} + e_{aop} + e_{aep} + e_{a+} + e_{dm} + e_{sl}, \]

where \( e_{q\text{TA}} \) and \( e_{q\text{TA}} \) are the energy consumed per bit during reception and transmission between the q-th MNC-TA, \( e_{aop} \) is the energy spent on data aggregation, \( e_{aep} \) is the energy consumption for receiving MNC information from neighboring sensors, \( nkk \) is the number of nodes in the cluster, j is the neighbor node of node i.

In contrast to the well-known clustering algorithms (LEACH, EEHC, HEED, DWEHC, etc.), the proposed algorithm determines the GCI using sets of metrics:

\( \mu \) is the level of residual energy of the node battery (priority of CF - max Top);
µ2 is the distance between the GCC to the TA (priority of the CF - min Tdc);
µ3 is the number of neighboring nodes at the node;
µ4 is the distance from the node to the main node of the cluster;
µ5 is the number of retransmissions from the node to the main node of the cluster.

The main idea: at the planning stage of data collection, the priority in the choice of metrics when forming clusters will be determined by the network management system based on the priority of target management functions (Zy → µy). Fig. 7 shows the result of BCM clustering when applying the priority of certain control CFs (metrics). Building a cluster topology that meets the target management functions.

An improved algorithm for managing the topology of WSN clusters is proposed based on the rules for forming RNG and Gabriel graphs, which allow building energy-efficient cluster topologies in real time. Application of the proposed algorithm allows saving up to 20% of the energy of cluster nodes. It is proposed to use a probe coordinate routing algorithm that builds and maintains transmission routes depending on the target control functions by using a variety of metrics for choosing data transmission routes from monitoring nodes to the MNC (energy consumed by a node for transceiving, residual battery energy, number of retransmissions, distance in GIK and their convolutions). A certain set of metrics is used depending on the current target function of network management.

A generalized algorithm has been developed for the implementation of an improved method for collecting monitoring data from the main nodes of TA, which implements a set of control algorithms: a network control center, TA, main cluster nodes, router nodes and monitoring nodes.

Experiments and the obtained dependencies were carried out: the time of data collection, the time of stable operation of the network on the dimension of the network with a different number of flights of the TA when using different algorithms for collecting data from the TA with the GIK.

It is shown that the improved method for collecting monitoring data from TA with GIK allows guaranteed service of nodes, reducing the time for collecting monitoring data by an average of 14%, and increasing the network operation time by 10 - 15% in comparison with existing methods of data collection.

Evaluation of the effectiveness of methods for collecting data on wireless sensor networks by telecommunication air plaToporms - an appropriate assessment method is presented that combines a set of analytical models for assessing the time of the WSN operation, the time for collecting monitoring data with a simulation model of the functioning process of the monitoring data collection subsystem of the control system B.

Using the developed models in the MATLAB environment, studies of efficiency indicators (data collection time, BCM operation time, etc.) of improved monitoring data collection methods were carried out in comparison with existing ones for various initial data: network dimension N, number of clusters, number of nodes in a cluster nk etc.

The simulation results of the improved method of direct data collection from the WSN TA nodes in comparison with the existing centroid algorithms of the corresponding class demonstrated a 10-15% gain in network monitoring data collection time (due to a decrease in data collection points) and an increase in the network operation time by 12-17% (fig. 8).

The simulation results of the improved method for collecting TA data from the main nodes of the clustered network in comparison with the well-known method of clustering WSN HEED showed a decrease in the time for collecting monitoring data by an average of 14%, an increase in the network operation time by 10-15%. (Fig. 9)
Conclusions

The method of collecting monitoring data from the main nodes of the clustered WSN has been improved. The difference between the developed method and the known ones is that for the first time new approaches to network clustering have been proposed (a new set of metrics for choosing the main nodes to achieve certain target functions for managing the collection of monitoring data, the use of improved rules for finding energy-efficient cluster topologies by the directional enumeration method when using the probe coordinate routing method in a cluster, which makes it possible to reduce the monitoring data collection time by an average of 14%, to increase the network operation time by 10 - 15% in comparison with the existing data collection methods of the corresponding class.

A technique for evaluating the effectiveness of data collection methods with WSN telecommunication air platforms is proposed.

The essence of the methodology is that it is proposed to combine a set of analytical models for assessing the time of functioning of the WSN, the time of collecting monitoring data with a simulation model of the process of functioning of the subsystem for collecting monitoring data of the control system of the WSN.

Using the developed models, studies of efficiency indicators (time of data collection, time of operation of the WSN, etc.) of improved methods of collecting monitoring data were carried out in comparison with the existing ones with different initial data: network dimension, number of clusters, number of nodes in a cluster, etc. The practical significance of the results obtained is that the developed methods, mathematical models and algorithms allow:

- determining the trajectory (position) of telecommunication air platforms for collecting monitoring data from the WSN to achieve various target network management functions in real time;
- planning the trajectory of movement of the TA for the exchange of data with the network nodes;
- increasing the efficiency of algorithmic and mathematical support of the network control system.
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Розвиток методів позиціонування, локалізації та збору даних із вузлів бездротової мобільної сенсорної мереж з використанням інтелектуальних адаптивних телекомунікаційних аероплатформ

Проблематика. У статті наведено результати дослідження методів позиціонування, локалізації та збору даних з вузлів мобільної бездротової сенсорної мережі з використанням інтелектуальних адаптивних телекомунікаційних повітряних платформ. Для реалізації дослідження цієї теми дослідження було проведено аналіз літературних джерел на цю тему. Грунтуючись на досить багатому бібліографічному матеріалі, основне завдання даної роботи – вивчити, проаналізувати та систематизувати вже відомі підходи до позиціонування об'єктів у бездротових сенсорних мережах з використанням інтелектуальних адаптивних телекомунікаційних повітряних платформ та запропонувати варіанти їх розвитку.

Мета. Метою роботи є вдосконалення методів прямого збору даних вузлів БСМ, загальні напрямки синтезу яких визначено у роботі.

Методи. Для вирішення сформульованої задачі були використані методи кластерного аналізу (кластеризація мереж), теорії графів (дослідження аналітичних моделей функціонування БСМ з ТА, побудова топології кластера), теорії телекомунікаційних мереж (при розрахунку пропускної спроможності в радіоканалах БСМ з ТА) та теорії (під час розробки моделі позиціонування повітряних платформ)

Результати. Пропонується методика оцінки ефективності методів збору даних із бездротових сенсорних мереж за допомогою інтелектуальних адаптивних телекомунікаційних повітряних платформ.

Висновки. Удосконалено метод збору даних моніторингу БСМ з основних вузлів кластеризованих БСМ. Запропоновано метод оцінки ефективності методів збору даних із БСМ телекомунікаційними повітряними платформами.

Ключові слова: бездротова сенсорна мережа; метод збирання даних; кластеризація мережі; обмін даними.
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Мета. Целью роботи является усовершенствование методов прямого сбора данных ТА с узлов БСС, общие направления синтеза которых определены в работе.

Методы. Для решения сформулированной задачи были использованы методы кластерного анализа (кластеризация сети), теории графов (исследование аналитических моделей функционирования БСС с ТА, построение топологии кластера), теории телекоммуникационных сетей (при расчете пропускной способности в радиоканалах БСС с ТА) и теории (при разработке модели позиционирования телекоммуникационных воздушных платформ).

Результаты. Предлагается методика оценки эффективности методов сбора данных из беспроводных сенсорных сетей с помощью адаптивных телекоммуникационных воздушных платформ и предложить варианты их развития.

Выводы. Усовершенствован метод сбора данных мониторинга ТА с основных узлов кластеризованных БСС. Предложен метод оценки эффективности методов сбора данных с БСС телекоммуникационными воздушными платформами.
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