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Abstract. The paper is devoted to a special Mirror Descent algorithm for problems of convex minimization with functional constraints. The objective function may not satisfy the Lipschitz condition, but it must necessarily have a Lipschitz-continuous gradient. We assume, that the functional constraint can be non-smooth, but satisfying the Lipschitz condition. In particular, such functionals appear in the well-known Truss Topology Design problem. Also, we have applied the technique of restarts in the mentioned version of Mirror Descent for strongly convex problems. Some estimations for the rate of convergence are investigated for the Mirror Descent algorithms under consideration.
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1 Introduction

The optimization of non-smooth functionals with constraints attracts widespread interest in large-scale optimization and its applications\([0,18]\). There are various methods of solving this kind of optimization problems. Some examples of these methods are: bundle-level method\([14]\), penalty method\([19]\), Lagrange multipliers method\([7]\). Among them, Mirror Descent (MD)\([4,12]\) is viewed as a simple method for non-smooth convex optimization.

In optimization problems with quadratic functionals we consider functionals which do not satisfy the usual Lipschitz property (or the Lipschitz constant is quite large), but they have a Lipshitz-continuous gradient. For such problems in\([2]\, item 3.3\) the ideas of\([14,15]\) were adopted to construct some adaptive version of Mirror Descent algorithm. For example, let \(A_i\ (i = 1, \ldots, m)\) be a positive-definite matrix: \(x^T A_i x \geq 0 \ \forall x\) and the objective function

\[ f(x) = \max_{1 \leq i \leq m} f_i(x) \]

for

\[ f_i(x) = \frac{1}{2} \langle A_i x, x \rangle - \langle b_i, x \rangle + \alpha_i, \ i = 1, \ldots, m. \]
Note that such functionals appear in the Truss Topology Design problem with weights of the bars [15].

In this paper we propose some partial adaptive (by objective functional) version of algorithm from [2], item 3.3. It simplifies work with problems where the necessity of calculating the norm of the subgradient of the functional constraint is burdensome in view of the large number of constraints. The idea of restarts [9] is adopted to construct the proposed algorithm in the case of strongly convex objective and constraints. It is well-known that both considered methods are optimal in terms of the lower bounds [12].

Note that a functional constraint, generally, can be non-smooth. That is why we consider subgradient methods. These methods have a long history starting with the method for deterministic unconstrained problems and Euclidean setting in [17] and the generalization for constrained problems in [16], where the idea of steps switching between the direction of subgradient of the objective and the direction of subgradient of the constraint was suggested. Non-Euclidean extension, usually referred to as Mirror Descent, originated in [10,12] and was later analyzed in [1]. An extension for constrained problems was proposed in [12], see also recent version in [5]. To prove faster convergence rate of Mirror Descent for strongly convex objective in an unconstrained case, the restart technique [11,12,13] was used in [8]. Usually, the stepsize and stopping rule for Mirror Descent requires to know the Lipschitz constant of the objective function and constraint, if any. Adaptive stepsizes, which do not require this information, are considered in [5] for problems without inequality constraints, and in [2] for constrained problems.

We consider some Mirror Descent algorithms for constrained problems in the case of non-standard growth properties of objective functional (it has a Lipschitz-continuous gradient).

The paper consists of Introduction and three main sections. In Section 2 we give some basic notation concerning convex optimization problems with functional constrains. In Section 3 we describe some partial adaptive version (Algorithm 2) of Mirror Descent algorithm from [2], item 3.3 and prove some estimates for the rate of convergence of Algorithm 2. The last Section 4 is focused on the strongly convex case with restarting Algorithm 2 and corresponding theoretical estimates for the rate of convergence.

2 Problem Statement and Standard Mirror Descent

Basics

Let \((E, ||\cdot||)\) be a normed finite-dimensional vector space and \(E^*\) be the conjugate space of \(E\) with the norm:

\[ ||y||_* = \max_{x} \{ \langle y, x \rangle, ||x|| \leq 1 \}, \]

where \(\langle y, x \rangle\) is the value of the continuous linear functional \(y\) at \(x \in E\).

Let \(X \subset E\) be a (simple) closed convex set. We consider two convex subdifferentiable functionals \(f\) and \(g : X \rightarrow \mathbb{R}\). Also, we assume that \(g\) is Lipschitz-continuous:
\[ |g(x) - g(y)| \leq M_g \|x - y\| \quad \forall x, y \in X. \quad (1) \]

We focus on the next type of convex optimization problems

\[
f(x) \rightarrow \min_{x \in X} \quad (2)
\]

s.t. \( g(x) \leq 0. \quad (3) \]

Let \( d : X \rightarrow \mathbb{R} \) be a distance generating function (d.g.f) which is continuously differentiable and 1-strongly convex w.r.t. the norm \( \| \cdot \| \), i.e.

\[ \forall x, y, \in X \quad \langle \nabla d(x) - \nabla d(y), x - y \rangle \geq \|x - y\|^2, \]

and assume that \( \min_{x \in X} d(x) = d(0) \). Suppose we have a constant \( \Theta_0 \) such that \( d(x_*) \leq \Theta^2_0 \), where \( x_* \) is a solution of (2) – (3).

Note that if there is a set of optimal points \( X_* \), then we may assume that

\[ \min_{x \in X_*} d(x) \leq \Theta^2_0. \]

For all \( x, y \in X \) consider the corresponding Bregman divergence

\[ V(x, y) = d(y) - d(x) - \langle \nabla d(x), y - x \rangle. \]

Standard proximal setups, i.e. Euclidean, entropy, \( \ell_1/\ell_2 \), simplex, nuclear norm, spectahedron can be found, e.g. in [5]. Let us define the proximal mapping operator standardly

\[ \text{Mirr}_x(p) = \arg \min_{u \in X} \{ \langle p, u \rangle + V(x, u) \} \quad \text{for each} \quad x \in X \quad \text{and} \quad p \in E^*. \]

We make the simplicity assumption, which means that \( \text{Mirr}_x(p) \) is easily computable.

### 3 Some Mirror Descent Algorithm for the Type of Problems Under Consideration

Following [14], given a function \( f \) for each subgradient \( \nabla f(x) \) at a point \( y \in X \), we define

\[ v_f(x, y) = \begin{cases} \left\langle \frac{\nabla f(x)}{\|\nabla f(x)\|}, x - y \right\rangle, & \nabla f(x) \neq 0, \quad x \in X. \\ 0, & \nabla f(x) = 0 \end{cases} \]

\[ (4) \]

In (2), item 3.3 the following adaptive Mirror Descent algorithm for Problem (2) – (3) was proposed by the first author.
Algorithm 1 Adaptive Mirror Descent, Non-Standard Growth

Require: $\varepsilon, \Theta_0^2, X, d(\cdot)$
1: $x^0 = \arg\min_{x \in X} d(x)$
2: $I := \emptyset$
3: $N \leftarrow 0$
4: repeat
5: if $g(x^N) \leq \varepsilon$ then
6: $h_N \leftarrow \frac{\varepsilon}{\|\nabla f(x^N)\|}$
7: $x^{N+1} \leftarrow \text{Mirr}_{x,N}(h_N \nabla f(x^N))$ ("productive steps")
8: $N \to I$
9: else
10: $(g(x^N) > \varepsilon)$ →
11: $h_N \leftarrow \frac{\varepsilon}{\|\nabla g(x^N)\|}$
12: $x^{N+1} \leftarrow \text{Mirr}_{x,N}(h_N \nabla g(x^N))$ ("non-productive steps")
13: end if
14: $N \leftarrow N + 1$
15: until $\Theta_0^2 \leq \frac{\varepsilon^2}{2}|I| + \sum_{k \notin I} \frac{\varepsilon^2}{\|\nabla g(x^k)\|^2}$

Ensure: $x^N := \arg\min_{x_k \in I} f(x^k)$

For the previous method the next result was obtained in [2].

Theorem 1. Let $\varepsilon > 0$ be a fixed positive number and Algorithm 1 works

$$N = \left\lceil \frac{2 \max\{1, M^2_g\} \Theta_0^2}{\varepsilon^2} \right\rceil$$

steps. Then

$$\min_{k \in I} v_f(x^k, x_*) < \varepsilon.$$  (6)

Let us remind one well-known statement (see, e.g. [5]).

Lemma 1. Let $f : X \to \mathbb{R}$ be a convex subdifferentiable function over the convex set $X$ and a sequence $\{x^k\}$ be defined by the following relation:

$$x^{k+1} = \text{Mirr}_{x}(h_k \nabla f(x^k)).$$

Then for each $x \in X$

$$h_k \langle \nabla f(x^k), x^k - x \rangle \leq \frac{h_k^2}{2} \|\nabla f(x^k)\|^2 + V(x^k, x) - V(x^{k+1}, x).$$  (7)
The following Algorithm 2 is proposed by us for Problem (2) – (3).

**Algorithm 2** Partial Adaptive Version of Algorithm 1

**Require:** \( \varepsilon, \Theta_0^2, X, d(\cdot) \)

1. \( x^0 = \arg \min_{x \in X} d(x) \)
2. \( I := \emptyset \)
3. \( N := 0 \)
4. if \( g(x^N) \leq \varepsilon \rightarrow \) then
5. \( h_N := \frac{\varepsilon}{M_g \|
abla f(x^N)\|} \)
6. \( x^{N+1} := \text{M} \text{irr}_x (h_N \nabla f(x^N)) \) ("productive steps")
7. \( N := I \)
8. else \( (g(x^N) > \varepsilon) \rightarrow \)
9. \( h_N := \frac{\varepsilon}{M_g} \)
10. \( x^{N+1} := \text{M} \text{irr}_x (h_N \nabla g(x^N)) \) ("non-productive steps")
12. end if
13. \( N := N + 1 \)

**Ensure:** \( \bar{x}^N := \arg \min_{k \in \bar{J}} f(x^k) \)

Set \( [N] = \{ k \in 0, N - 1 \} \), \( J = [N]/I \), where \( I \) is a collection of indexes of productive steps \( h_k = \frac{\varepsilon}{M_g \|
abla f(x^k)\|} \),

and \( |I| \) is the number of "productive steps". Similarly, for "non-productive" steps from the set \( J \) the analogous variable is defined as follows:

\( h_k = \frac{\varepsilon}{M_g^2} \),

and \( |J| \) is the number of "non-productive steps". Obviously,

\( |I| + |J| = N. \) \( (10) \)

Let us formulate the following analogue of Theorem 1.

**Theorem 2.** Let \( \varepsilon > 0 \) be a fixed positive number and Algorithm 2 works

\( N = \left\lceil \frac{2M_g^2 \Theta_0^2}{\varepsilon^2} \right\rceil \) \( (11) \)

steps. Then

\( \min_{k \in I} v_f(x^k, x^*) < \frac{\varepsilon}{M_g}. \) \( (12) \)
Proof. 1) For the productive steps from (7), (8) one can get, that
\[ h_k \langle \nabla f(x^k), x^k - x \rangle \leq \frac{h_k^2}{2} ||\nabla f(x^k)||^2 + V(x^k, x) - V(x^{k+1}, x). \]
Taking into account \( \frac{h_k^2}{2} ||\nabla f(x^k)||^2 = \frac{\varepsilon^2}{2M_g^2} \), we have
\[ h_k \langle \nabla f(x^k), x^k - x \rangle = \frac{\varepsilon}{M_g} \langle \frac{\nabla f(x^k)}{||\nabla f(x^k)||}, x^k - x \rangle = \frac{\varepsilon}{M_g} v_f(x^k, x). \quad (13) \]
2) Similarly for the "non-productive" steps \( k \in J \):
\[ h_k (g(x^k) - g(x)) \leq \frac{h_k^2}{2} ||\nabla g(x^k)||^2 + V(x^k, x) - V(x^{k+1}, x). \]
Using (11) and \( ||\nabla g(x)|| \leq M_g \) we have
\[ h_k (g(x^k) - g(x)) \leq \frac{\varepsilon^2}{2M_g^2} + V(x^k, x) - (x^{k+1}, x). \quad (14) \]
3) From (13) and (14) for \( x = x_* \) we have:
\[ \frac{\varepsilon}{M_g} \sum_{k \in I} v_f(x^k, x_*) + \sum_{k \in J} \frac{\varepsilon}{M_g} (g(x^k) - g(x_*)) \leq \]
\[ \leq N \frac{\varepsilon^2}{2M_g^2} + \sum_{k=0}^{N-1} (V(x^k, x_*) - V(x^{k+1}, x_*)). \quad (15) \]
Let us note that for any \( k \in J \)
\[ g(x^k) - g(x_*) \geq g(x^k) > \varepsilon \]
and in view of
\[ \sum_{k=1}^{N} (V(x^k, x_*) - V(x^{k+1}, x_*)) \leq \Theta_0^2 \]
the inequality (15) can be transformed in the following way:
\[ \frac{\varepsilon}{M_g} \sum_{k \in I} v_f(x^k, x_*) \leq N \frac{\varepsilon^2}{2M_g^2} + \Theta_0^2 - \frac{\varepsilon^2}{M_g^2} |J|. \]
On the other hand,
\[ \sum_{k \in I} v_f(x^k, x_*) \geq |J| \min_{k \in I} v_f(x^k, x_*). \]
Assume that
\[ \frac{\varepsilon^2}{2M_g^2} N \geq \Theta_0^2, \text{ or } N \geq \frac{2M_g \Theta_0^2}{\varepsilon^2}. \quad (16) \]
Thus,

\[ |I| \frac{\varepsilon}{M_g} \min v_f(x^k, x^*) < N \frac{\varepsilon^2}{2M_g^2} |J| + \Theta_0^2 \leq \]

\[ \leq \frac{N\varepsilon^2}{M_g} - \frac{\varepsilon^2}{M_g^2} |J| = \frac{\varepsilon^2}{M_g} |I|, \]

whence

\[ |I| \frac{\varepsilon}{M_g} \min v_f(x^k, x^*) < \frac{\varepsilon^2}{M_g} |I| \Rightarrow \min v_f(x^k, x^*) < \varepsilon. \] (17)

To finish the proof we should demonstrate that \( |I| \neq 0 \). Supposing the reverse we claim that \( |I| = 0 \Rightarrow |J| = N \), i.e. all the steps are non-productive, so after using

\[ g(x^k) - g(x^*) \geq g(x^k) > \varepsilon \]

we can see that

\[ \sum_{k=0}^{N-1} h_k(g(x^k) - g(x_*)) \leq \sum_{k=0}^{N-1} \frac{\varepsilon^2}{2M_g^2} + \Theta_0^2 \leq N \frac{\varepsilon^2}{2M_g^2} + N \frac{\varepsilon^2}{2M_g^2} = N \frac{\varepsilon^2}{M_g^2}. \]

So,

\[ \frac{\varepsilon}{M_g} \sum_{k=0}^{N-1} (g(x^k) - g(x_*)) \leq \frac{N\varepsilon^2}{M_g^2} \]

and

\[ N\varepsilon < \sum_{k=0}^{N-1} (g(x^k) - g(x_*)) \leq N\varepsilon. \]

So, we have the contradiction. It means that \( |I| \neq 0 \).

The following auxiliary assertion (see, e.g [14][15]) is fulfilled \((x_* \text{ is a solution of (2) – (3))} \).

**Lemma 2.** Let us introduce the following function:

\[ \omega(\tau) = \max_{x \in X} \{f(x) - f(x_*) : ||x - x_*|| \leq \tau\}, \] (18)

where \( \tau \) is a positive number. Then for any \( y \in X \)

\[ f(y) - f(x_*) \leq \omega(v_f(y, x_*)). \] (19)

Now we can show, how using the previous assertion and Theorem [2] one can estimate the rate of convergence of the Algorithm [2] if the objective function \( f \) is differentiable and its gradient satisfies the Lipschitz condition:

\[ ||\nabla f(x) - \nabla f(y)|| \leq L||x - y|| \quad \forall x, y \in X. \] (20)
Using the next well-known fact
\[ f(x) \leq f(x^*) + \|\nabla f(x^*)\|_* \|x - x^*\| + \frac{1}{2}L\|x - x^*\|^2, \]
we can get that
\[
\min_{k \in I} f(x^k) - f(x^*) \leq \min_{k \in I} \left\{ \|\nabla f(x^*)\|_* \|x^k - x^*\| + \frac{1}{2}L\|x^k - x^*\|^2 \right\}.
\]
So,
\[
f(x) - f(x^*) \leq \|\nabla f(x^*)\|_* \frac{\varepsilon}{M_g} + \frac{L\varepsilon^2}{2M_g} = \varepsilon_f + \frac{L\varepsilon^2}{2M_g},
\]
where
\[ \varepsilon_f = \|\nabla f(x^*)\|_* \frac{\varepsilon}{M_g}. \]
That is why the following result holds.

**Corollary 1.** If \( f \) is differentiable on \( X \) and (20) holds. Then after
\[
N = \left\lceil \frac{2M_g^2 \Theta_0^2}{\varepsilon^2} \right\rceil
\]
steps of Algorithm 2 working the next estimate can be fulfilled:
\[
\min_{0 \leq k \leq N} f(x^k) - f(x^*) \leq \varepsilon_f + \frac{L \varepsilon^2}{2M_g^2},
\]
where
\[ \varepsilon_f = \|\nabla f(x^*)\|_* \frac{\varepsilon}{M_g}. \]

We can apply our method to some class of problems with a special class of non-smooth objective functionals.

**Corollary 2.** Assume that \( f(x) = \max_{i=1, m} f_i(x) \), where \( f_i \) is differentiable at each \( x \in X \) and
\[
\|\nabla f_i(x) - \nabla f_i(y)\|_* \leq L_i \|x - y\| \quad \forall x, y \in X.
\]
Then after
\[
N = \left\lceil \frac{2M_g^2 \Theta_0^2}{\varepsilon^2} \right\rceil
\]
steps of Algorithm 2 working the next estimate can be fulfilled:
\[
\min_{0 \leq k \leq N} f(x^k) - f(x^*) \leq \varepsilon_f + \frac{L \varepsilon^2}{2M_g^2},
\]
where
\[ \varepsilon_f = \|\nabla f(x^*)\|_* \frac{\varepsilon}{M_g}, \quad L = \max_{i=1, m} L_i. \]

**Remark 1.** Generally, \( \|\nabla f(x^*)\|_* \neq 0 \), because we consider some class of constrained problems.
4 On the Technique of Restarts in the Considered Version of Mirror Descent for Strongly Convex Problems

In this subsection, we consider problem
\[ f(x) \to \min, \quad g(x) \leq 0, \quad x \in X \tag{21} \]
with assumption (1) and additional assumption of strong convexity of \( f \) and \( g \) with the same parameter \( \mu \), i.e.,
\[ f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \| y - x \|^2, \quad x, y \in X \]
and the same holds for \( g \). We also slightly modify assumptions on prox-function \( d(x) \). Namely, we assume that \( 0 = \arg \min_{x \in X} d(x) \) and that \( d \) is bounded on the unit ball in the chosen norm \( \| \cdot \|_E \), that is
\[ d(x) \leq \frac{\Omega}{2} \forall x \in X : \| x \| \leq 1, \tag{22} \]
where \( \Omega \) is some known number. Finally, we assume that we are given a starting point \( x_0 \in X \) and a number \( R_0 > 0 \) such that \( \| x_0 - x^* \|^2 \leq R_0^2 \).

To construct a method for solving problem (21) under stated assumptions, we use the idea of restarting Algorithm 2. The idea of restarting a method for convex problems to obtain faster rate of convergence for strongly convex problems dates back to 1980’s, see e.g. [12,13]. To show that restarting algorithm is also possible for problems with inequality constraints, we rely on the following Lemma (see, e.g. [1]).

**Lemma 3.** If \( f \) and \( g \) are \( \mu \)-strongly convex functionals with respect to the norm \( \| \cdot \| \) on \( X \), \( x^* = \arg \min_{x \in X} f(x), g(x) \leq 0 \ (\forall x \in X) \) and \( \varepsilon_f > 0 \) and \( \varepsilon_g > 0 \):
\[ f(x) - f(x^*) \leq \varepsilon_f, \quad g(x) \leq \varepsilon_g. \tag{23} \]
Then
\[ \frac{\mu}{2} \| x - x^* \|^2 \leq \max \{ \varepsilon_f, \varepsilon_g \}. \tag{24} \]
In conditions of Corollary 2 after Algorithm 2 stops the inequalities will be true (23) for
\[ \varepsilon_f = \frac{\varepsilon}{M_g} \| \nabla f(x^*) \|_* + \frac{\varepsilon^2 L}{2M_g^2} \]
and \( \varepsilon_g = \varepsilon \). Consider the function \( \tau : \mathbb{R}^+ \to \mathbb{R}^+ \):
\[ \tau(\delta) = \max \left\{ \delta \| \nabla f(x^*) \|_* + \frac{\delta^2 L}{2}, \delta M_g \right\}. \]
It is clear that \( \tau \) increases and therefore for each \( \varepsilon > 0 \) there exists \( \varphi(\varepsilon) > 0 : \tau(\varphi(\varepsilon)) = \varepsilon \).
Remark 2. \( \varphi(\varepsilon) \) depends on \( \| \nabla f(x_*) \|_* \) and Lipschitz constant \( L \) for \( \nabla f \). If \( \| \nabla f(x_*) \|_* < M_g \) then \( \varphi(\varepsilon) = \varepsilon \) for small enough \( \varepsilon \):

\[
\varepsilon < \frac{2(M_g - \| \nabla f(x_*) \|_*)}{L}.
\]

For another case (\( \| \nabla f(x_*) \|_* > M_g \)) we have \( \forall \varepsilon > 0 \):

\[
\varphi(\varepsilon) = \sqrt{\frac{\| \nabla f(x_*) \|_*^2}{L} + 2\varepsilon L - \| \nabla f(x_*) \|_* L}.
\]

Let us consider the following Algorithm 3 for the problem (21).

---

### Algorithm 3 Algorithm for the Strongly Convex Problem

**Require:** accuracy \( \varepsilon > 0 \); strong convexity parameter \( \mu \); \( \Theta_0^2 \) s.t. \( d(x) \leq \Theta_0^2 \) \( \forall x \in X \) : \( \| x \| \leq 1 \); starting point \( x_0 \) and number \( R_0 \) s.t. \( \| x_0 - x_* \|^2 \leq R_0^2 \).

1. Set \( d_0(x) = d \left( \frac{x - x_0}{R_0} \right) \).
2. Set \( p = 1 \).
3. repeat
4. Set \( R_2^p = R_2^p \cdot 2^{-p} \).
5. Set \( \varepsilon_p = \frac{\mu R_2^p}{2} \).
6. Set \( x_p \) as the output of Algorithm 2 with accuracy \( \varepsilon_p \), prox-function \( d_{p-1}(\cdot) \) and \( \Theta_0^2 \).
7. \( d_p(x) \leftarrow d \left( \frac{x - x_p}{R_p} \right) \).
8. Set \( p = p + 1 \).
9. until \( p > \log_2 \frac{\mu R_2^0}{2\varepsilon} \).

**Ensure:** \( x_p \).

The following theorem is fulfilled.

**Theorem 3.** Let \( f \) and \( g \) satisfy Corollary 2. If \( f, g \) are \( \mu \)-strongly convex functionals on \( X \subset \mathbb{R}^n \) and \( d(x) \leq \Theta_0^2 \) \( \forall x \in X \), \( \| x \| \leq 1 \). Let the starting point \( x_0 \in X \) and the number \( R_0 > 0 \) be given and \( \| x_0 - x_* \|^2 \leq R_0^2 \). Then for \( \hat{p} = \left\lfloor \log_2 \frac{\mu R_0^2}{2\varepsilon} \right\rfloor \), \( x_{\hat{p}} \) is the \( \varepsilon \)-solution of Problem (2) – (3), where

\[
\| x_{\hat{p}} - x_* \|^2 \leq \frac{2\varepsilon}{\mu}.
\]

At the same time, the total number of iterations of Algorithm 3 does not exceed

\[
\hat{p} + \sum_{p=1}^{\hat{p}} \frac{2\varepsilon_p M g^2}{\varphi^2(\varepsilon_p)}, \quad \text{where} \quad \varepsilon_p = \frac{\mu R_0^2}{2p+1}.
\]
Proof. The function $d_p(x)$ ($p = 0, 1, 2, \ldots$) is 1-strongly convex with respect to the norm $\| \cdot \|_{R_p}$. By the method of mathematical induction, we show that

$$\| x_p - x_* \|^2 \leq R_p \quad \forall p \geq 0.$$  

For $p = 0$ this assertion is obvious by virtue of the choice of $x_0$ and $R_0$. Suppose that for some $p$: $\| x_p - x_* \|^2 \leq R_p^2$. Let us prove that $\| x_{p+1} - x_* \|^2 \leq R_{p+1}^2$. We have $d_p(x_*) \leq \theta_0^2$ and on $(p + 1)$-th restart after no more than

$$\left\lceil \frac{2\theta_0^2 M_g^2}{\varphi^2(\epsilon_{p+1})} \right\rceil$$

iterations of Algorithm 2 the following inequalities are true:

$$f(x_{p+1}) - f(x_*) \leq \epsilon_{p+1}, \quad g(x_{p+1}) \leq \epsilon_{p+1} \quad \text{for} \quad \epsilon_{p+1} = \frac{\mu R_{p+1}^2}{2}.$$  

Then, according to Lemma 3

$$\| x_{p+1} - x_* \|^2 \leq \frac{2\epsilon_{p+1}}{\mu} = R_{p+1}^2.$$  

So, for all $p \geq 0$

$$\| x_p - x_* \|^2 \leq \frac{R_0^2}{2^p}, \quad f(x_p) - f(x_*) \leq \frac{\mu R_0^2}{2} 2^{-p}, \quad g(x_p) \leq \frac{\mu R_0^2}{2} 2^{-p}.$$  

For $p = \hat{p} = \left\lceil \log_2 \frac{\mu R_0^2}{2\epsilon} \right\rceil$ the following relation is true

$$\| x_p - x_* \|^2 \leq R_p^2 = R_0^2 \cdot 2^{-p} \leq \frac{2\epsilon}{\mu}.$$  

It remains only to note that the number of iterations of the work of Algorithm 2 is no more than

$$\hat{p} \sum_{p=1}^{\hat{p}} \left\lceil \frac{2\theta_0^2 M_g^2}{\varphi^2(\epsilon_{p+1})} \right\rceil \leq \hat{p} + \sum_{p=1}^{\hat{p}} \frac{2\theta_0^2 M_g^2}{\varphi^2(\epsilon_{p+1})}.$$  
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