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We study the structure of the ground states of local stoquastic Hamiltonians and show that under mild assumptions the following distributions can efficiently approximate one another: (a) distributions arising from ground states of stoquastic Hamiltonians, (b) distributions arising from ground states of stoquastic frustration-free Hamiltonians, (c) Gibbs distributions of local classical Hamiltonian, and (d) distributions represented by real-valued Deep Boltzmann machines. In addition, we highlight regimes where it is possible to efficiently classically sample from the above distributions.

I. INTRODUCTION

Understanding the properties of quantum many-body systems is one of the biggest challenges in modern physics with profound implications in solid-state physics, quantum chemistry and quantum computing. The behaviour of these systems is characterized by a Hamiltonian, and the simplest question one can ask is about the properties of its ground state space. The knowledge of the latter space allows us to encode a solution to a large number of computational problems in the ground state of a quantum (time-dependent) Hamiltonian, and utilize methods of adiabatic quantum computation [11].

Efforts to characterize the ground space structure of general quantum Hamiltonians, using some of the most powerful simulation methods such as quantum Monte Carlo, faces considerable difficulties due to the so-called ‘sign problem’ – a major obstacle which results in prohibitively long convergence times for the probabilistic algorithms.

The study of quantum Hamiltonians which do not exhibit sign-problem motivated the introduction of stoquastic Hamiltonians [6]. They have the property that the off-diagonal entries are nonpositive in the standard basis. This ensures that the ground state of the Hamiltonian has real nonnegative amplitudes when expressed in this basis. Stoquastic Hamiltonians describe a wide range of physical systems: from ground states of the transverse field Ising model [7] to Jaynes-Cummings model [27] and certain classes of superconducting qubits [14]. Moreover, stoquastic ground states arise in the study of an important class of projected entangled pair states [25].

In the complexity-theoretic context, stoquastic Hamiltonians have been widely studied. They gave rise to a complexity class StoqMA which is contained in the QMA, the quantum analogue of the complexity class NP, and it is expected that this containment is strict [14]. Despite being sign-problem free, stoquastic Hamiltonians occupy a curious intermediate position between classical and quantum Hamiltonians. In particular, if the stoquastic adiabatic computation is universal for quantum computing this would imply the collapse of the Polynomial Hierarchy [5]. Also, it is known that stoquastic Hamiltonians encompass classical Ising model for which estimating its ground state energy is known to be NP-hard. There also exist simple Hamiltonians whose action is restricted to two-qubit interactions that can simulate any stoquastic Hamiltonian [7,10]. Recent works further investigated the complexity of deciding whether a given 2-local Hamiltonian has a sign problem [15] and the algorithmic difficulty of curing the latter [18]. An important class of stoquastic Hamiltonians has the frustration-free property: each of its terms is stoquastic and acting on a constant number of qubits and the ground state of the overall Hamiltonian minimizes the energy of each of its terms. It is known that adiabatic evolution of such Hamiltonians can be efficiently simulated on a classical probabilistic computer [5].

In our work, we find a precise mathematical formalism which characterizes the ground states of the stoquastic Hamiltonians. We show that one can succinctly express the structure of the ground state space in terms of Boltzmann machines. This neural network formalism, originally inspired by ideas from statistical mechanics, represents a class of energy-based models that found numerous uses in physics describing spin glasses, Ising model [2] and multiple machine-learning applications [20]. In recent years, it has been extended to describe quantum systems by quantum neural network states [9], leading to a flurry of results in condensed matter physics [22], quantum error correction [17, 24], quantum computing and beyond [12]. There exist several variations of Boltzmann machines, depending on the underlying graph structure [20]. The simplest such machine is called the Restricted Boltzmann Machine, whose graph is comprised of one visible and one hidden with the latter having no connections between hidden units. They have been widely used as generative models in classical machine learning [13, 21] and more recently in quantum physics [19, 26] due to the ease of training and sampling. However, not all quantum systems admit an efficient representation as Restricted Boltzmann Machines [12]. This is remedied by considering a richer model, Deep Boltzmann Machines, which has two or more hidden layers. While it can represent quantum states efficiently, training and sampling become prohibitively slow in general [12]. We construct a new type of Boltzmann machine (we call it Hyper Boltzmann Machine (HBM)) which gives rise to probability distributions that precisely capture the correlations of the stoquastic ground state space and investigate its properties. We show that its representational power is comparable to the Deep Boltzmann Machines,
but it naturally captures the properties of probability distributions that can be encoded in the ground states of stoquastic Hamiltonians. More precisely, under mild assumptions, the following classes of probability distributions can efficiently approximate one another with a polynomial overhead in the size of the system:

- Distributions arising from ground states of local stoquastic Hamiltonians.
- Distributions arising from ground states of local stoquastic frustration-free (SFF) Hamiltonians.
- Gibbs distributions of local classical Hamiltonians.
- Distributions arising from Deep Boltzmann machines.

In addition, we highlight an explicit link between the Boltzmann machine formalism and the classical Ising model. Finally, we investigate regimes when these distributions become classically efficiently simulable.

II. PRELIMINARIES

A. Hamiltonians

A $k$-local Hamiltonian $H$ on $n$ qubits takes the form $H = \sum_a H_a$, a sum over $O(\text{poly}(n))$ terms, where each term $H_a$ acts non-trivially on at most $k$ qubits. A $k$-local Hamiltonian $H = \sum_a H_a$ is stoquastic if each $H_a$ has real non-positive off-diagonal entries in the computational basis $\langle x|H_a|y \rangle \leq 0 \ \forall \ x \neq y$. The ground state $|\psi\rangle$ of a stoquastic Hamiltonians can be taken to have real positive amplitudes in the computational basis $\langle x|\psi \rangle \geq 0 \ \forall \ x$. A $k$-local Hamiltonian $H = \sum_a H_a$ is frustration free if the ground state $|\psi\rangle$ of $H$ is simultaneously a ground state of each individual term $H_a$. For each classical (i.e. diagonal) Hamiltonian we associate the Gibbs distribution (at temperature 1) $p(x) = \frac{1}{Z} e^{-H(x)}$, where $Z$ is a normalizing constant (the partition function). The corresponding coherent Gibbs state is the quantum state $|\psi\rangle = \frac{1}{\sqrt{Z}} \sum_x e^{-H(x)/2} |x\rangle$.

B. Boltzmann Machines

To present our results, we first introduce a formalism which we call a Hyper Boltzmann Machine (HBM). Let $G = (V, E)$ be a hypergraph with nodes $V$ and hyperedges $E$. A hyperedge is a set of nodes. We require each hyperedge $e \in E$ to contain at most $|e| \leq k$ nodes, and we will then describe the HBM as $k$-local. Each node is labelled either visible or hidden, so that $V = V_{\text{visible}} \cup V_{\text{hidden}}$. Say $|V_{\text{visible}}| = n$ and $|V_{\text{hidden}}| = m$. Each node (visible and hidden) carries a classical binary degree of freedom i.e. a bit. As a convention we label the visible node variables $x \in \{0,1\}^n$ and the hidden node variables $h \in \{0,1\}^m$. For each edge $e \in E$, we have a local energy term $F_e : v \rightarrow \mathbb{R}$. The total energy of the HBM is $F = \sum_e F_e$. We say the output of the HBM is the function:

$$f(x) = \sum_h \exp(-F(x,h))$$

where we sum over all possible values of the hidden variables $h \in \{0,1\}^m$. The HBM will act as an important intermediate between stoquastic ground states and the various classical thermal distributions.

Let $|\psi\rangle$ be a state on $n$ qubits. $x \in \{0,1\}^n$ now indexes the standard basis. We say a HBM represents the state $|\psi\rangle$ to precision $\epsilon$ in distribution if $\left|\left|\sum_y f(y)|\langle x|\psi\rangle^2\right|\right|_{TV} \leq \epsilon$, where $\|\cdot\|_{TV}$ is the total variation distance. We say a HBM represents the state $|\psi\rangle$ to precision $\epsilon$ in wavefunction if $\left|\left|\sum_y f(y) - \langle x|\psi\rangle\right|\right|_2 \leq \epsilon$, where $\|\cdot\|_2$ is the 2-norm induced by the Hilbert space inner product. Note that for a state $|\psi\rangle$ to be represented by a HBM in wavefunction, it must have real positive amplitudes in the computational basis.

A Boltzmann Machine is a special case of the HBM, where the only allowed local energy terms are $F(y) = -a_y y$ and $F(y_1, y_2) = -W_{y_1 y_2} y_1 y_2$. In particular, we only allow hyperedges of size at most 2, so the hypergraph becomes a regular graph. A Deep Boltzmann Machine (DBM) is a further restriction, where we require the graph to be split into three layers: visible, middle and deep. The visible layer consists precisely of all the visible nodes, and we only allow edges between consecutive layers. Note that we do not gain any generalisation by allowing further deep layers: a $N$-layer DBM can be transformed into a 3-layer DBM by folding the even-numbered hidden layers into the middle layer, and the odd-numbered hidden layers into the deep layer. If the network has no nodes in the deep layer, we call it a Restricted Boltzmann Machine (RBM). Figure 1 illustrates these concepts.

We can make some initial observations:

**Observation 1.**

1. Consider a $k$-local HBM with $n$ visible nodes, $m$ hidden nodes, $T$ hyperedges, with each node contained in at most $k'$ hyperedges. The distribution given by this HBM is a marginal distribution of the Gibbs distribution of a $k$-local classical Hamiltonian on $n + m$ bits, with $T$ terms, where each bit is acted on by at most $k'$ terms.

2. Consider the Gibbs distribution of a $k$-local classical Hamiltonian on $n$ bits, with $T$ terms, where each bit is acted on by at most $k'$ terms. This state is represented exactly in distribution by a $k$-local HBM with no hidden nodes, $T$ hyperedges, with each node contained in at most $k'$ hyperedges.
of the ground state of $H$ is a known marginal distribution of the Gibbs distribution of $H_c$. For our proof to work, we introduce the technical condition that the overlap of the ground state and the $\ket{+}$ state is also polynomial in $n$.

We can compare this condition to that of Bravyi’s ‘guiding state’ \cite{bravyi2006}. In one sense, it is a stronger condition since the state $\ket{+}$ is fixed – we have no freedom to change it depending on the specific Hamiltonian in question. On the other hand, requiring a polynomial overlap is much weaker than the guiding state condition, which requires a componentwise polynomial relationship.

**Theorem 1.** Let $H$ be a $k$-local stoquastic Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$, and assume $\eta = \sqrt{\langle + | \Pi | + \rangle} \geq 1/\text{poly}(n)$. The distribution of the ground state $\psi_0 = \frac{1}{\sqrt{n}} \Pi | + \rangle$ can be approximated to precision $\epsilon$ (in total variation) by the marginal distribution of the Gibbs distribution of a $2k$-local classical Hamiltonian on $O(k^2 L^2 3^2 2^{3/2} \log(\eta^{-1} \epsilon^{-1}))$ bits, and where each bit is acted on by at most 2 terms.

When we additionally impose the condition that the local stoquastic Hamiltonian is frustration free, then we can prove a stronger result. Here we do not require any conditions on the overlap of the ground subspace with $\ket{+}$.

**Theorem 2.** Let $H$ be a $k$-local SFF Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$. The distribution of the ground state $\psi_0 = \frac{1}{\sqrt{n}} \Pi | + \rangle$ can be approximated to precision $\epsilon$ (in total variation) by the marginal distribution of the Gibbs distribution of a $2k$-local classical Hamiltonian on at most $O(k^2 L^2 3^2 2^{3/2} \log(\eta^{-1} \epsilon^{-1}))$ bits, and where each bit is acted on by at most 2 terms. Note $\log(\eta^{-1}) = \text{poly}(n)$ (see Lemma 3).

We then turn to the converse: given a local classical Hamiltonian $H_c$, can we find a SFF Hamiltonian $H$ which has as its unique ground state a coherent version of the Gibbs distribution of $H_c$? This question has been answered affirmatively by the results of Verstraete et al. \cite{Verstraete2008} and Somma et al. \cite{Somma2008}, which we summarise in Theorem 3.

**Theorem 3.** Consider the $n$-qubit coherent Gibbs state on a $k$-local classical Hamiltonian, with $T$ terms, where each qubit is acted on by at most $k'$ terms. This Gibbs state is the unique ground state of a $(k'(k - 1) + 1)$-local SFF Hamiltonian with $n$ terms.

Theorem 3 has two immediate corollaries. From Theorem 1 we know that a stoquastic ground state is simulated
by a classical thermal distribution, and Theorem 3 says that coherent states corresponding to classical thermal distributions are SFF ground states. Combining these two results has the following implication for general local stoquastic Hamiltonian: given a local stoquastic Hamiltonian $H$, we can find a SFF Hamiltonian $H'$ on a larger set of qubits such that the marginal distribution of the ground state of $H'$ approximates the distribution of the ground state of $H$, if $H$ is $k$-local, the classical Hamiltonian from Theorem 1 is 2k-local, so $H'$ from Theorem 3 is 4k-local (we have $k' = 2$ in this case). To our knowledge, this is the first efficient embedding of the ground state of an arbitrary local stoquastic Hamiltonian into the local SFF Hamiltonian.

**Corollary 1.** Let $H$ be a $k$-local stoquastic Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$, and assume $\eta = \sqrt{\langle +|\Pi|+ \rangle} \geq 1/\text{poly}(n)$. The distribution of the ground state $|\psi_0\rangle = \frac{1}{\eta} |\Pi|+\rangle$ can be approximated to precision $\epsilon$ (in total variation) by a marginal distribution of the unique ground state of a 4k-local SFF Hamiltonian on $O(kn^{-1/2}L^{3/2}J^{3/2}\Delta^{-3/2}c^{-1/2}(\log(\eta^{-1}c^{-1}))^{3/2})qubits$, with a term for each qubit.

From Observation 1 we know that HBM
distributions and in Section IIIB we showed that all Boltzmann machines are HBM
together with the result of Theorem 3 leads to the following Corollary 2: given a Boltzmann machine representing distribution $f$, we can find a SFF Hamiltonian $H$ such that $f$ is a marginal distribution of the ground state of $H$. The classical Hamiltonian corresponding to a Boltzmann machine is 2-local, thus $H$ is $(k' + 1)$-local.

**Corollary 2.** Consider a Boltzmann machine with $n$ visible nodes and $m$ hidden nodes, where each node has at most $k'$ connections. The distribution given by this Boltzmann machine is a marginal distribution of the unique ground state of a $(k' + 1)$-local SFF Hamiltonian on $n + m$ qubits, with $n + m$ terms.

The following results investigate the representability of the ground state distributions using a particular class of Boltzmann machines. Theorems 4 and 5 show how to represent the distribution of the ground state of a stoquastic and SFF Hamiltonian using a DBM.

**Theorem 4.** Let $H$ be a $k$-local stoquastic Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$, and assume $\eta = \sqrt{\langle +|\Pi|+ \rangle} \geq 1/\text{poly}(n)$. The distribution of the ground state $|\psi_0\rangle = \frac{1}{\eta} |\Pi|+\rangle$ can be represented to precision $\epsilon$ (in total variation) by a DBM with $O(2^{2k}n^{-1/2}L^{3/2}J^{3/2}\Delta^{-3/2}c^{-1/2}(\log(\eta^{-1}c^{-1}))^{3/2})$ hidden nodes, where each node has at most $2^{2k+1}$ hyperedges.

Similarly to the above, when we restrict our stoquastic Hamiltonian to be frustration free, this representation becomes simpler.

**Theorem 5.** Let $H$ be a $k$-local SFF Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$. The distribution of the ground state $|\psi_0\rangle = \frac{1}{\eta} |\Pi|+\rangle$ can be represented to precision $\epsilon$ (in total variation) by a DBM with $O(2^{2k}n^{-1/2}L^{3/2}J^{3/2}\Delta^{-3/2}c^{-1/2}(\log(\eta^{-1}c^{-1}))^{3/2})$ hidden nodes, where each node has at most $2^{2k+1}$ connections.

Lastly, we show that for classical thermal distribution of local Hamiltonians it suffices to restrict the model to a RBM.

**Theorem 6.** Consider the Gibbs distribution of a $k$-local classical Hamiltonian on $n$ bits, with $T$ terms, where each bit is acted on by at most $k'$ terms. This distribution can be represented to arbitrary precision* (in total variation) by a RBM with $n$ visible nodes, at most $2^kT$ hidden nodes, where each node has at most $k'2^k$ connections.

It should be noted that all of the above mappings are explicit: in the proofs, we explicitly construct the mappings.

**Remark*:** by stating that a system $B$ can approximate another system $A$ to ‘arbitrary precision’ we mean that $B$ approximates $A$ with error $\epsilon$, and the size and connectivity of $B$ do not depend on $\epsilon$. The Hamiltonian of $B$, however, will depend on $\epsilon$ in general. In all cases, if we set $\epsilon = 1/\text{poly}(n)$, it suffices to take a Hamiltonian whose values are bounded by $\text{poly}(n)$.

**IV. HBMS CAN REPRESENT STOQUASTIC GROUND STATES**

In order to prove Theorems 4 and 5, we would like to show that the ground states of stoquastic and SFF Hamiltonians respectively can be represented in distribution by HBMs. We can then recall Observation 1 to deduce that stoquastic/SFF ground states can be approximated by a marginal distribution of the Gibbs distribution of a local classical Hamiltonian.

**Theorem 7.** Let $H$ be a $k$-local stoquastic Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$, and assume $\eta = \sqrt{\langle +|\Pi|+ \rangle} \geq 1/\text{poly}(n)$. The ground state $|\psi_0\rangle = \frac{1}{\eta} |\Pi|+\rangle$ can be represented to precision $\epsilon$ in distribution by a 2k-local HB with $O(kn^{-1/2}L^{3/2}J^{3/2}\Delta^{-3/2}c^{-1/2}(\log(\eta^{-1}c^{-1}))^{3/2})$ hidden nodes, $O(\eta^{-1/2}L^{3/2}J^{3/2}\Delta^{-3/2}c^{-1/2}(\log(\eta^{-1}c^{-1}))^{3/2})$ hyperedges, where each node is contained in at most 2 hyperedges.
Theorem 8. Let $H$ be a $k$-local SFF Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$. The ground state $|\psi_0\rangle = \frac{1}{\sqrt{Z}}\Pi|+\rangle$ can be represented to precision $\epsilon$ in distribution by a $2k$-local HBM with $O(kL^3J^{-1}\log(\eta^{-1}e^{-\epsilon}))$ hidden nodes, $O(L^3J^{-1}\log(\eta^{-1}e^{-\epsilon}))$ hyperedges, where each node is contained in at most $2$ hyperedges. Note $\log(\eta^{-1}) = \text{poly}(n)$ (see Lemma 3).

In the rest of this section, we will prove these theorems via a sequence of lemmas. Our strategy will be as follows: we will first construct a sequence of $k$-local entrywise positive matrices $P_1, \ldots, P_T$ which act to converge the state $|+\rangle$ to a ground state of the given Hamiltonian. We do this in the stoquastic and SFF cases separately, in Lemmas 1 and 2 respectively. In the SFF case, the sequence will project onto the ground subspace of each term separately. In the stoquastic case, we must use a Trotter decomposition for the imaginary time evolution operator. We then use this sequence to find a HBM with output $f$ which represents the ground state in wavefunction, which is done in Lemma 3. The idea in Lemma 3 is to represent the action of a $k$-local entrywise positive matrix $P$ by adding some new hidden nodes, and a new hyperedge. We then must convert this to a HBM with output $f^2$ which represents the ground state in distribution, which is achieved by ‘squaring’ the HBM. This is done in Lemma 4.

Lemma 1. Let $H$ be a $k$-local stoquastic Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$, and assume $\eta = \sqrt{\langle +|\Pi|+\rangle} \geq 1/\text{poly}(n)$. We can find matrices $P_1, \ldots, P_T$ (not necessarily unitary) satisfying

- $P_i$ is $k$-local.
- The entries of $P_i$ as a $k \times k$ matrix are real and positive.

such that the state:

$$|\psi\rangle = \frac{1}{\sqrt{Z}}P_T \ldots P_1|+\rangle$$

is within $\|\langle \psi | - |\psi_0\rangle\|_2 < \epsilon$ of the ground state $|\psi_0\rangle = \frac{1}{\sqrt{Z}}\Pi|+\rangle$. ($Z$ is a normalization constant.) We have $T = O(\eta^{-1/2}L^{5/2}J^{3/2}\Delta^{-3/2}\log(\log(\eta^{-1}e^{-\epsilon}))/\epsilon^{3/2})$.

Proof. Assume the ground energy of $H$ is zero. This is without loss of generality, since we can add scalar multiples of the identity. The imaginary time evolution operator $e^{-\tau H}$ has operator norm 1. If we apply $e^{\tau H}$ to $|+\rangle$, we have:

$$\left\|\frac{1}{\eta}e^{-\tau H}|+\rangle - |\psi_0\rangle\right\|_2 = O(\eta^{-1}e^{-\tau \Delta})$$

To see this, write $|+\rangle = \eta |\psi_0\rangle + \sqrt{1-\eta^2} |\psi_0\rangle^\perp$, where $|\psi_0\rangle^\perp$ is some unit vector orthogonal to $|\psi_0\rangle$.

Then $\left\|\frac{1}{\eta}e^{-\tau H}|+\rangle - |\psi_0\rangle\right\|_2 = \left\|\frac{1}{\eta}e^{-\tau H}|\psi_0\rangle^\perp\right\|_2 \leq \sqrt{1-\eta^2}e^{-\tau \Delta} \leq \eta^{-1}e^{-\tau \Delta}$

Consider the second order Suzuki-Trotter decomposition $e^{-\delta H} \approx e^{-\frac{1}{2}\delta H_L} e^{-\frac{1}{2}\delta H_1} \ldots e^{-\frac{1}{2}\delta H_L} e^{-\frac{1}{2}\delta H_1} \ldots e^{-\frac{1}{2}\delta H_L} e^{-\frac{1}{2}\delta H_1} = O(\alpha L)$ for small $\delta = 1/\text{poly}(n)$. The error is:

$$\left\|e^{-\frac{1}{2}\delta H_L} e^{-\frac{1}{2}\delta H_1} \ldots e^{-\frac{1}{2}\delta H_L} e^{-\frac{1}{2}\delta H_1} - e^{-\delta H}\right\|_{op} = O(\delta^3 L^3 J^3)$$

For a proof of this, see Appendix X-1.

Let $h_j$ be the $k \times k$ matrix consisting of a 1 in each entry, acting on the same qubits as $H_j$. Let $a$ be small.

$$\left( e^{-\frac{1}{2}\delta H_L} + ah_L \right) \ldots \left( e^{-\frac{1}{2}\delta H_1} + ah_1 \right) \times \left( e^{-\frac{1}{2}\delta H_1} + ah_1 \right) \ldots \left( e^{-\frac{1}{2}\delta H_L} + ah_L \right) = e^{-\delta H} + O(\delta^3 L^3 J^3)$$

Let

$$P_T \ldots P_1 = \left[ \left( e^{-\frac{1}{2}\delta H_L} + ah_L \right) \ldots \left( e^{-\frac{1}{2}\delta H_1} + ah_1 \right) \times \left( e^{-\frac{1}{2}\delta H_1} + ah_1 \right) \ldots \left( e^{-\frac{1}{2}\delta H_L} + ah_L \right) \right]^N.$$

So $P_i = e^{-\frac{1}{2}\delta H_j} + ah_j$ for some $j$. Note the entries of $e^{-\frac{1}{2}\delta H_j}$ are non-negative by stoquasticity of $H_j$, so the entries of $P_i$ are positive (bigger than $a$). Note also $T = 2NL$. We have:

$$\left\|P_T \ldots P_1 - e^{-N^2 \Delta} \right\|_{op} = O(N \delta^3 L^3 J^3) + O(\alpha L)$$

Thus we have:

$$\left\|\frac{1}{\eta}P_T \ldots P_1|+\rangle - |\psi_0\rangle\right\|_2 \leq \left\|\frac{1}{\eta}P_T \ldots P_1|+\rangle - \frac{1}{\eta}e^{-N^2 \Delta}|+\rangle\right\|_2 + \left\|\frac{1}{\eta}e^{-N^2 \Delta}|+\rangle - |\psi_0\rangle\right\|_2 = O(\eta^{-1}N \delta^3 L^3 J^3) + O(\eta^{-1}\alpha L) + O(\eta^{-1}e^{-N^2 \Delta})$$

By Lemma 3:

$$\left\|\frac{1}{\sqrt{Z}}P_T \ldots P_1|+\rangle - |\psi_0\rangle\right\|_2 = O(\eta^{-1}N \delta^3 L^3 J^3) + O(\eta^{-1}\alpha L) + O(\eta^{-1}e^{-N^2 \Delta})$$
Thus if we want the total error to be bounded by $\epsilon$, we must take:

$$\delta = O(\eta^{1/2} L^{-3/2} J^{-3/2} \Delta^{1/2} \log(n^{-1} \epsilon^{-1}))$$

$$N = O(\eta^{-1/2} L^{5/2} J^{3/2} \Delta^{-3/2} \epsilon^{-1/2} \log(n^{-1} \epsilon^{-1}))$$

$$\alpha = O(\eta N^{-1} L^{-1} \epsilon) = O(\eta T^{-1} \epsilon)$$

The number of local terms is:

$$T = 2NL = O(\eta^{-1/2} L^{5/2} J^{3/2} \Delta^{-3/2} \epsilon^{-1/2} \log(n^{-1} \epsilon^{-1}))$$

\[\square\]

**Lemma 2.** Let $H$ be a $k$-local SFF Hamiltonian on $n$ qubits, with $L = \text{poly}(n)$ terms, energy gap $\Delta = 1/\text{poly}(n)$, with each term having operator norm bounded by $J = \text{poly}(n)$. Let $\Pi$ project onto the ground subspace of $H$. We can find matrices $P_1, \ldots, P_T$ (not necessarily unitary) satisfying

1. $P_i$ is $k$-local.
2. The entries of $P_i$ as a $k \times k$ matrix are real and positive.

such that the state:

$$|\psi\rangle = \frac{1}{\sqrt{Z}} P_T \ldots P_1 |+\rangle$$

is within $|||\psi\rangle - |\psi_0\rangle||_2 < \epsilon$ of the ground state $|\psi_0\rangle = \frac{1}{\eta} |+\rangle$. ($Z$ is a normalization constant.) We have $T = O(LJ\Delta^{-1} \log(n^{-1} \epsilon^{-1}))$. Note $\log(n^{-1}) = \text{poly}(n)$ (see proof).

**Proof.** First recall that a ground state of a stoquastic Hamiltonian has without loss of generality real positive amplitudes in the computational basis. This implies the overlap $\eta = \sqrt{\langle + | \Pi | + \rangle} \geq 2^{-n/2}$. Let $\Pi_j$ project onto the ground subspace of $H_j$. Applying the Detectability Lemma from [1, 3], we have that

$$||\Pi - [\Pi_L \ldots \Pi_1]^N||_\text{op} = O(e^{-\frac{1}{4}N\Delta J^{-1}L^{-2}})$$

Let $h_j$ be the $k \times k$ matrix consisting of a 1 in each entry, acting on the same qubits as $H_j$. Let $\alpha$ be small.

$$||\Pi - [(\Pi_L + \alpha h_L) \ldots (\Pi_1 + \alpha h_1)]^N||_\text{op} = O(N\alpha L) + O(e^{-\frac{1}{4}N\Delta J^{-1}L^{-2}})$$

Let

$$P_T \ldots P_1 = [(\Pi_L + \alpha h_L) \ldots (\Pi_1 + \alpha h_1)]^N$$

So $P_i = \Pi_j + \alpha h_j$ for some $j$. Note the entries of $\Pi_j$ are non-negative by stoquasticity of $H_j$, and so the entries of $P_j$ are positive (bigger than $\alpha$). Note also $T = NL$. We have:

$$||P_T \ldots P_1 - \Pi||_\text{op} = O(N\alpha L) + O(e^{-\frac{1}{4}N\Delta J^{-1}L^{-2}})$$

Thus:

$$\left||\frac{1}{\eta} P_T \ldots P_1 |+\rangle - |\psi_0\rangle\right||_2 = \left||\frac{1}{\eta} (P_L \ldots P_1 - \Pi) |+\rangle\right||_2 = O(\eta^{-1} N\alpha L) + O(\eta^{-1} e^{-\frac{1}{4}N\Delta J^{-1}L^{-2}})$$

By Lemma [9]

$$\left||\frac{1}{\sqrt{Z}} P_T \ldots P_1 |+\rangle - |\psi_0\rangle\right||_2 = O(\eta^{-1} N\alpha L) + O(\eta^{-1} e^{-\frac{1}{4}N\Delta J^{-1}L^{-2}})$$

To have the total error be bounded by $\epsilon$, we take:

$$N = O(L^2 J\Delta^{-1} \log(n^{-1} \epsilon^{-1}))$$

$$\alpha = O(\eta N^{-1} L^{-1} \epsilon) = O(\eta T^{-1} \epsilon)$$

The number of local terms is:

$$T = NL = O(L^3 J\Delta^{-1} \log(n^{-1} \epsilon^{-1}))$$

\[\square\]

**Lemma 3.** Let $P_1, \ldots, P_T$ be matrices (not necessarily unitary) satisfying

1. $P_i$ is $k$-local.
2. The entries of $P_i$ as a $k \times k$ matrix are real and positive.

The state

$$|\psi\rangle = \frac{1}{\sqrt{Z}} P_T \ldots P_1 |+\rangle$$

can be represented exactly in wavefunction by a $2k$-local HBM with $kT$ hidden nodes, $T$ hyperedges, each node is contained in at most 2 hyperedges.

**Proof.** Suppose we have a HBM representing exactly in wavefunction the state $|\psi\rangle$. We are given a $k$-local matrix $P$ with real positive entries in the computational basis. We can find a new HBM which represents exactly in wavefunction the state $|\psi'\rangle = \frac{1}{\sqrt{Z}} P |\psi\rangle$.

To see this, we will update the existing HBM in a way which represents the action of $P$. Write $x = (\hat{x}, x')$ with $|x'| = k$, $|\hat{x}| = n - k$, and say the matrix $P$ acts on qubits $x'$. We perform the following:
1. Turn the $k$ visible nodes $x'$ into new hidden nodes $h'$, ie keeping the same energy terms.

2. Replace the $k$ visible nodes $x'$.

3. Add a hyperedge $e'$ on the $2k$ vertices $\{x', h'\}$, with local energy:

$$F_{e'}(x', h') = - \log \langle x'|P|h' \rangle$$

The original HBM has output

$$f(\tilde{x}, x') = \sum_h \exp(-F(\tilde{x}, x', h)) \propto \langle \tilde{x}, x' | \psi \rangle$$

The new HBM has output

$$f'(\tilde{x}, x') = \sum_{h, h'} \exp(-F_{e'}(x', h')) \exp(-F(\tilde{x}, h', h))$$

$$\propto \sum_{h'} \langle x'|P|h' \rangle \langle \tilde{x}, h' | \psi \rangle$$

$$\propto \langle \tilde{x}, x' | \psi' \rangle$$

as desired.

The empty HBM represents exactly the state $|+\rangle$ in wavefunction. Thus if we apply the above construction iteratively on $P_1, \ldots, P_T$, starting with an empty HBM, we get the desired HBM. By examining the HBM updates, we can see that the resulting HBM will be $2k$-local with $kT$ hidden nodes, $T$ hyperedges, and each node contained in at most 2 hyperedges.

**Lemma 4.** Given a HBM with output $f(x)$ which represents a state $|\psi\rangle$ to precision $\epsilon$ in wavefunction ie

$$\left\| \frac{f(x)}{\sqrt{\sum_y f(y)^2}} - \langle x | \psi \rangle \right\|_2 \leq \epsilon$$

we can find a HBM with output $f'(x) = f(x)^2$ which represents $|\psi\rangle$ to precision $\epsilon$ in distribution ie

$$\left\| \frac{f'(x)}{\sum_y f'(y)} - |\langle x | \psi \rangle|^2 \right\|_{TV} \leq \epsilon$$

**Proof.** Let $f(x)$ be the output of the original HBM. We wish to find a HBM with output $f'(x) = f(x)^2$. We do this by 'squaring' the original HBM: We duplicate the hidden nodes $h \rightarrow (h, h')$, copying also the local energy terms, and connect them to the same visible nodes.

$$f'(x) = \sum_{h, h'} e^{-F(x, h)}$$

$$f'(x) = \left( \sum_h e^{-F(x, h)} \right) \left( \sum_{h'} e^{-F(x, h')} \right) = f(x)^2$$

If we examine the errors, we have by assumption

$$\left\| \frac{f(x)}{\sqrt{\sum_y f(y)^2}} - \langle x | \psi \rangle \right\|_2 \leq \epsilon$$

This implies

$$\left\| \frac{f'(x)}{\sum_y f'(y)} - |\langle x | \psi \rangle|^2 \right\|_{TV} = \frac{1}{2} \sum_x \left| \frac{f(x)}{\sqrt{\sum_y f(y)^2}} - |\langle x | \psi \rangle|^2 \right|$$

$$\leq \frac{1}{2} \left( \sum_x \left( \frac{f(x)}{\sqrt{\sum_y f(y)^2}} - \langle x | \psi \rangle \right) \left( \frac{f(x)}{\sqrt{\sum_y f(y)^2}} + \langle x | \psi \rangle \right) \right)$$

by the Cauchy-Schwarz inequality.

Note that if we square the HBM obtained from Lemma 3 it will remain $2k$-local with each node contained in at most 2 hyperedges, and we double the number of hidden nodes and hyperedges.

As discussed above, Lemmas 1 and 2 are bounded by $f(x) = \log(n) = \text{poly}(n)$. **Remark*: The energy terms $F_e$ in applications of Lemma 3 to Lemma 1 and 2 are bounded by $\log(n^{-1}) = \text{poly}(n)$. **FIG. 2:** Consider a 3 qubit system. Say $P_q$ acts on qubits 2,3, $P_2$ acts on qubits 1,2 and $P_3$ acts again on qubits 2,3. The left HBM represents the state $\frac{1}{\sqrt{2}} P_2 P_1 |+\rangle$, and the right HBM represents the state $\frac{1}{\sqrt{Z}} P_3 P_2 P_1 |+\rangle$. We have added replicas of qubits 2,3 and an extra hyperedge corresponding to the operator $P_3$. **FIG. 3:** As discussed above, Lemmas 1 and 2 are bounded by $\log(n) = \text{poly}(n)$. **Remark*: The energy terms $F_e$ in applications of Lemma 3 to Lemma 1 and 2 are bounded by $\log(n^{-1}) = \text{poly}(n)$. **FIG. 4:** Consider a 3 qubit system. Say $P_q$ acts on qubits 2,3, $P_2$ acts on qubits 1,2 and $P_3$ acts again on qubits 2,3. The left HBM represents the state $\frac{1}{\sqrt{2}} P_2 P_1 |+\rangle$, and the right HBM represents the state $\frac{1}{\sqrt{Z}} P_3 P_2 P_1 |+\rangle$. We have added replicas of qubits 2,3 and an extra hyperedge corresponding to the operator $P_3$. **Remark*: The energy terms $F_e$ in applications of Lemma 3 to Lemma 1 and 2 are bounded by $\log(n^{-1}) = \text{poly}(n)$.
Let $H$ be the Hamiltonian given in the results of Verstraete et al. [25] and Somma et al. [23]. This is in turn based on the approach in Bravyi and Terhal [8], which is in turn based on the right representation of the unique ground state of the system of $n$ qubits, with $T$ terms, where each qubit is acted on by at most $k’$ terms.

We can write the coherent Gibbs state $|\psi\rangle$ as

$$|\psi\rangle = \frac{1}{\sqrt{Z}} e^{-H/2} |+\rangle$$

Let $X_j$ be the Pauli $X$-matrix on qubit $j$. Using the representation above, one can check that:

$$X_j|\psi\rangle = \Gamma_j|\psi\rangle , \Gamma_j = X_j e^{-H/2} X_j e^{H/2}$$

for each $j = 1, \ldots, n$.

Note that the operator $\Gamma_j$ is diagonal in the computational basis. Since all matrix elements of $\Gamma_j$ are real, we conclude that $\Gamma_j$ is Hermitian. Note also that $\Gamma_j$ acts non-trivially only on $k’(k’-1)+1$ qubits. Define the Hamiltonian

$$H_{SFF} = \sum_j (\Gamma_j - X_j)$$

Note that $H_{SFF}$ is stoquastic. We have $H_{SFF}|\psi\rangle = 0$. The Perron-Frobenius theorem implies that $|\psi\rangle$ is the unique ground state of $H_{SFF}$. The same argument shows that $|\psi\rangle$ is the ground state of every local term $\Gamma_j - X_j$. Thus $H_{SFF}$ is a $(k’(k’-1)+1)$-local SFF Hamiltonian with unique ground state $|\psi\rangle$.

VI. DBMS CAN REPRESENT HBMS

We have seen from Theorems 7 and 8 that stoquastic and SFF ground states can be represented by HBMs. From Observation 1 we also know that a classical thermal distribution is easily viewed as a HBM. Theorems 4, 5 and 6 are concerned with the representation of these distributions by a DBM. Thus to deduce Theorems 4, 5 and 6 it is sufficient to show that any HBM can be represented by a DBM.

Theorem 9. We are given a $k$-local HBM with $n$ visible nodes, $m$ hidden nodes, $T$ hyperedges, with each node contained in at most $k’$ hyperedges. We can find a DBM which represents the HBM in distribution to arbitrary precision*, with $n$ visible nodes, at most $2^k T$ hidden nodes in the middle layer, $m$ hidden nodes in the deep layer, and where each node has at most $k'2^k$ connections.

Our strategy to prove Theorem 9 is to find a RBM representing each hyperedge individually, and combine these to create a DBM representing the complete HBM. We adapt the following Lemma of Le Roux and Bengio [10].

Lemma 5. Consider a distribution $\pi$ over $\{0,1\}^k$ with $\min_x (\pi(x)) > 0$. This distribution can be represented to arbitrary precision* (in total variation) by a RBM with $2^k$ hidden nodes.

Proof. Let

$$\lambda = \min_x (\pi(x))$$

$$R = \max_x (\pi(x))/\min_x (\pi(x))$$

Say we want to represent $\pi$ to precision $\epsilon$. Note by normalisation of $\pi$ we have $\lambda \leq 1/2^k$. We will construct an RBM with output $f$ such that $f'$ is close to $\frac{1}{\lambda} \pi$. Suppose we have $\|f - \frac{1}{\lambda} \pi\|_{TV} \leq \epsilon’. Then by Lemma 5 we have:

$$\left\|f - \frac{1}{\lambda} \pi\right\|_{TV} \leq 2\lambda\epsilon’$$

Thus we require $\epsilon’ \leq \frac{\epsilon}{2\lambda}$, and it is sufficient to take $\epsilon’ = 2^{k-1}\epsilon$.

Now we construct the RBM. Order $\{0,1\}^k = \{x_1, \ldots, x_{2^k}\}$ such that $\lambda = \pi(x_1) \leq \cdots \leq \pi(x_{2^k}) = \lambda R$. Let $j$ be the lowest $i$ such that $\pi(x_i)/\lambda \geq 1 + \frac{\epsilon}{2\lambda}$. Begin with the empty RBM, $f_{\text{empty}}(x) = 1 \forall x$. Let $a$ be a large real number. Now for each $i = j, \ldots, 2^k$, add a hidden node with weight vector $w_i = a(x_i - \frac{1}{\lambda})$ and bias $c_i = -w_i^T x_i + \log (\frac{1}{\lambda} \pi(x_i) - 1)$. The output of the resulting RBM is

$$f(x_i) = \prod_{l \geq j} \left(1 + e^{w_i^T x_i + c_i}\right) \text{ if } l < j$$

$$f(x_i) = \frac{1}{\lambda} \pi(x_i) \prod_{l \neq j \geq j} \left(1 + e^{w_i^T x_i + c_i}\right) \text{ if } l \geq j$$

FIG. 3: In a 3 qubit system $P_1$ acts on qubits 2, 3 and $P_2$ acts on qubits 1, 2. The HBM on the left represents the state $\frac{1}{\sqrt{Z}} P_2 P_1 |+\rangle$ in wavefunction, and the HBM on the right represents the state $\frac{1}{\sqrt{Z}} P_2 P_1 |+\rangle$ in distribution. We have squared the HBM by duplicating each hidden node, along with each hyperedge.
For \( l \neq i, w_i^l x_l + c_i \leq \log \left( \frac{\pi(x_l)}{\lambda} \right) - \frac{a}{2} \). Thus we have

\[
1 \leq f(x_l) \leq \left(1 + Re^{-\frac{a}{2}}\right)^{2^x} = 1 + O(2^{k}Re^{-\frac{a}{2}}) \text{ if } l \leq j
\]

\[
1 \leq f(x_l) \leq \frac{1}{\lambda} \pi(x_l) \left(1 + Re^{-\frac{a}{2}}\right)^{2^x}
\]

\[
= \frac{1}{\lambda} \pi(x_l) + O(2^{k}R^2e^{-\frac{a}{2}}) \text{ if } l \geq j
\]

We can ensure \( \|f - \frac{1}{\lambda} \pi\|_{TV} \leq 2^{k-1} \epsilon \) by taking \( e^{-\frac{a}{2}} = O(2^{-k}R^2e^{-1}) \) \( \epsilon \frac{1}{2} a = \log(O(2^{k}R^2e^{-1})). \)

**Remark**: The magnitude of the weights and biases of the RBM are bounded by \( \log(O(2^{k}R^2e^{-1})) = \text{poly}(n) \) in all applications of Lemma 5 in this paper.

Given this we can prove Theorem 6 as follows.

**Proof.** Let the output of the HBM be \( f(x) \). Consider the hyperedge \( F_e \) on the \( k \) nodes \((x_e, h_e)\) (the \( x_e \) or \( h_e \) variables possibly empty). Define the distribution

\[
\pi_e(x_e, h_e) = \frac{e^{-F_e(x_e, h_e)}}{\sum_{x_e, h_e} e^{-F_e(x_e, h_e)}},
\]

Note that \( f(x) \propto \sum_h \prod_e \pi_e(x_e, h_e) \), so

\[
\frac{f(x)}{\sum_x f(x)} = \frac{\sum_h \prod_e \pi_e(x_e, h_e)}{\sum_x \prod_e \pi_e(x_e, h_e)}
\]

We will construct the desired DBM from the HBM. Copy the \( n \) visible nodes into the visible layer of the DBM, and the \( m \) hidden nodes into the deep layer of the DBM. For a given hyperedge \( e \), use Lemma 5 to find a RBM (say RBM\( _e \)) representing the distribution \( \pi_e \) to precision \( \epsilon \) (in 1 norm). RBM\( _e \) will have at most \( 2^k \) hidden nodes. Place these hidden nodes in the middle layer, copying the connections and biases from RBM\( _e \). We do this for each hyperedge \( e \).

Let the DBM have output \( \hat{f} \), and RBM\( _e \) have output \( \hat{f}_e \). By construction, \( \hat{f}_e(x_e, h_e) \propto \pi_e(x_e, h_e) + O(\epsilon) \).

\[
\hat{f}(x) = \sum_h \prod_e \hat{f}_e(x_e, h_e) = Z \sum_h \prod_e (\pi_e(x_e, h_e) + O(\epsilon))
\]

for some \( Z \).

Let \( \min_{x_e, h_e} \pi_e(x_e, h_e) = \lambda. \)

\[
\hat{f}(x) = Z \sum_h \prod_e (\pi_e(x_e, h_e) + O(\epsilon))
\]

\[
= Z \sum_h \prod_e (1 + O(\lambda^{-1} \epsilon)) \pi_e(x_e, h_e)
\]

\[
= Z \sum_h (1 + O(T \lambda^{-1} \epsilon)) \prod_e \pi_e(x_e, h_e)
\]

\[
= (1 + O(T \lambda^{-1} \epsilon)) Z \sum_h \prod_e \pi_e(x_e, h_e)
\]

By Lemma 6

\[
\| \hat{f}(x) - Z \sum_h \prod_e \pi_e(x_e, h_e) \|_1 = O(T \lambda^{-1} \epsilon)
\]

Thus if we want the overall error to be \( O(\delta) \), we require \( \epsilon = O(T^{-1} \lambda \delta) \). If we examine the construction, we can see that the resulting DBM has at most \( 2^k T \) hidden nodes in the middle layer and \( m \) hidden nodes in the deep layer, and each node has at most \( k^2 2^k \) connections.

**FIG. 4**: An example of converting two hyperedges into two local RBMs, leading to a global DBM.

As discussed above: Theorem 9 and Theorem 7 prove Theorem 4. Theorem 9 and Theorem 8 prove Theorem 5 and Theorem 9 and Observation 1 prove Theorem 6.

Another implication of this theorem is that any Boltzmann machine can be represented to arbitrary precision by a DBM with a polynomial overhead.

**VII. ISING MODEL**

The purpose of this section is to make explicit a relationship between the Boltzmann machine and the classical Ising model. First we define the Ising model: Consider a graph \( (V, E) \), where each vertex \( y \) is a spin \( y \in \{-\frac{1}{2}, \frac{1}{2}\} \) with external field \( a_y \), and each edge \( \{y_1, y_2\} \in E \) carries a weight \( W_{y_1, y_2} \). The (temperature 1) Ising model is the (temperature 1) Gibbs distribution of the classical Hamiltonian:

\[
H_{\text{Ising}} = - \sum_{y \in V} a_y y - \sum_{\{y_1, y_2\} \in E} W_{y_1, y_2} y_1 y_2
\]

Now consider a Boltzmann machine on the same graph and ignore the visible/hidden node distinction. The only
difference between the Boltzmann machine and the Ising model is the values of the binary variables \( y \in \{0, 1\} \) for the Boltzmann machine versus the spin variables \( y \in \{-\frac{1}{2}, \frac{1}{2}\} \) for the Ising model. We can change the biases/external fields respectively to account for this difference, so that the Hamiltonian of the Ising model and the energy of the Boltzmann machine exactly coincide. Thus their distributions will also coincide. To reintroduce the concept of hidden nodes, we must marginalize in the Ising model over spin variables corresponding to hidden nodes.

Thus we see that the Ising model and the Boltzmann machine are equivalent in the following sense: Any distribution represented by one can be represented by the other, as long as we allow ourselves to marginalize over a subset of spins in the Ising model.

VIII. CLASSICAL SAMPLING

A. Gibbs sampling

Representing a quantum state’s distribution by a HBM provides a heuristic classical algorithm for sampling from the state, via Gibbs sampling. This is a special case of the Metropolis-Hastings algorithm. Say the energy of the HBM is \( F(y) = \sum F_i(y) \), where \( y = (x, h) \in \{0, 1\}^N \), \( N = n + m \), for \( x \in \{0, 1\}^n \) the visible nodes, and \( h \in \{0, 1\}^m \) the hidden nodes. Gibbs sampling sets up a Markov chain on the configuration space \( y \in \{0, 1\}^N \), with each step requiring polynomial computation, whose stationary distribution is proportional to \( \exp(-F(y)) \). Running the Markov chain is then efficient, and the sample restricted to the visible nodes will converge to the HBM distribution, which is proportional to \( \exp(-F(y)) \) marginalized over the hidden nodes. However, it should be noted that in order to efficiently sample from the HBM distribution, we require the Gibbs sampling Markov chain to be fast mixing, which fails in some cases.

The Gibbs sampling procedure begins with a random configuration \( y^{(0)} \in \{0, 1\}^N \). At step \( k \), we have \( y^{(k-1)} \) and we wish to sample \( y^{(k)} \). We sample each component \( y_j^{(k)} \) of \( y^{(k)} = (y_1^{(k)}, \ldots, y_N^{(k)}) \) separately, starting with \( j = 1 \). To sample \( y_1^{(k)} \), we condition on the value of \( (y_1^{(k)}, \ldots, y_j^{(k-1)}, y_{j+1}, \ldots, y_N^{(k-1)}) \). That is:

\[
\mathbb{P}(y_1^{(k)}|y_1^{(k)}, \ldots, y_j^{(k)}, y_{j+1}, \ldots, y_N^{(k-1)}) = \frac{\mathbb{P}(y_1^{(k)}, \ldots, y_j^{(k)}, y_{j+1}, \ldots, y_N^{(k-1)})}{\mathbb{P}(y_1^{(k)}, \ldots, y_j^{(k-1)}, y_{j+1}, \ldots, y_N^{(k-1)})} = \frac{\exp(-F(y_1^{(k)}, \ldots, y_j^{(k)}, y_{j+1}, \ldots, y_N^{(k-1)}))}{\sum_{a=0,1} \exp(-F(y_1^{(k)}, \ldots, y_j^{(k)}, y_{j+1}, \ldots, y_N^{(k-1)}))}
\]

\( F \) is a sum of local terms, so these probabilities are efficiently computable. It can be checked that the detailed balance equations for this Markov chains are satisfied by \( \exp(-F(y)) \).

In the case of a DBM, we can streamline this process further. Say a 3 layer real DBM has visible layer \( x \), middle hidden layer \( h \), deep hidden layer \( \tilde{h} \), and energy \( F(x, h, \tilde{h}) = -a^T x - x^T W_0 h - b^T h - h^T U \tilde{h} - c^T \tilde{h} \). The conditional distribution of a node conditional on the adjacent layer(s) takes a simple form:

\[
\begin{align*}
\mathbb{P}(x_i = 1|h) &= \sigma(a_i + W_{ij} h) \\
\mathbb{P}(h_j = 1|x, \tilde{h}) &= \sigma(x^T W_{1j} + b_j + U_{1j} \tilde{h}) \\
\mathbb{P}(\tilde{h}_k = 1|h) &= \sigma(h^T U_{k} + c_k)
\end{align*}
\]

where \( \sigma(t) = 1/(1 + \exp(-t)) \). Note these probabilities are all efficiently computable. Now at step \( k \) to sample \( (x^{(k)}, h^{(k)}, \tilde{h}^{(k)}) \), we can first sample \( h^{(k)} \) conditional on \( (x^{(k-1)}, \tilde{h}^{(k-1)}) \), and then \( (x^{(k)}, h^{(k)}) \) conditional on \( \tilde{h}^{(k)} \).

B. Sampling using SFF Hamiltonian

In \cite{S}, Bravyi and Terhal provide an algorithm for classical simulation of SFF ground states, based on a random walk on the basis states \( \{0, 1\}^n \). Consider a SFF Hamiltonian \( H \) on \( n \) qubits, and assume that the ground state \( |\psi\rangle \) is unique, and has amplitudes \( (x|\psi\rangle)^2 \geq 2^{-poly(n)} \forall x \). (The situation is treated more generally in \cite{S}). Note that these assumptions are satisfied by the SFF Hamiltonian constructed in Section [V]. We can then set up a random walk on \( \{0, 1\}^n \) by specifying the probability of going from \( x \) to \( y \):

\[
\mathbb{P}(x \rightarrow y) = \frac{(y|\psi\rangle (x|\psi\rangle^2)}{(y|\psi\rangle (x|\psi\rangle^2)}
\]

where \( G = I - \beta H \), for some \( \beta > 0 \) small enough so that \( G \) has nonnegative entries. We start the walk at a random string in \( \{0, 1\}^n \). It can be checked that this is a well-defined Markov chain with stationary distribution \( |\psi\rangle^2 \). It can also be shown that, with knowledge only of \( H \) and not \( |\psi\rangle \), these probabilities are efficiently computable and the Markov chain can be efficiently implemented \cite{S}. Moreover, it can be shown that the spectral gap of this Markov chain is equal to the spectral gap of \( G \), which is \( \beta \Delta \) where \( \Delta \) is the spectral gap of \( H \) \cite{S}. Thus if \( H \) has an inverse polynomial gap, and has polynomial norm, then \( \beta \Delta \) is inverse polynomial, so this Markov chain has a polynomial mixing time and the sampling algorithm becomes efficient.

Recall that in Section [V] we took a local classical Hamiltonian \( H_c \) and constructed a SFF Hamiltonian \( H_{c, SFF} \) whose unique ground state is the coherent version of the Gibbs distribution of \( H_c \). It is interesting to apply the above construction to \( H_{c, SFF} \). The resulting random walk is as follows: for each \( y \) which differs from \( x \) on precisely one bit,

\[
\mathbb{P}(x \rightarrow y) = \beta \exp(-\frac{1}{2}(H_c(y) - H_c(x)))
\]
With the remainder of the probability, remain at $x$. This walk can be efficiently implemented, and if $H_{\text{SFF}}$ has inverse polynomial gap, this walk has a polynomial mixing time, allowing efficient classical sampling of the Gibbs distribution of $H_c$.

IX. DISCUSSION

We showed the ground state space of stoquastic Hamiltonians can be efficiently described by classical thermal distributions which are represented by Hyper Boltzmann machines. This naturally leads to several interesting open questions.

In our work, we exhibit a partial equivalence between SFF ground states and classical thermal distributions (Theorems 2 and 3). In order to map a SFF ground state to a classical thermal distribution, we require that the SFF Hamiltonian is gapped. Is it possible to remove this condition, and thus complete the equivalence between SFF ground states and classical thermal distributions? Similarly, for stoquastic Hamiltonians, in Theorem 1 we require (a) the Hamiltonian to be gapped and (b) the ground state to have an inverse polynomial overlap with the uniform superposition state. Relaxing conditions (a) and (b) would complete the equivalence between stoquastic ground states and classical thermal distributions. We believe this would require a novel approach that differs from the Trotter decomposition of the imaginary time evolution operator which we use in this paper.

Another interesting direction is to investigate how the mappings in this paper relate to classical simulation of stoquastic ground states, and thus to the complexity theory of stoquastic Hamiltonians. In Section VIII we saw that if the ground state of a gapped SFF Hamiltonian has support on all the basis vectors, then it can be efficiently classically sampled. Moreover, it is often possible to efficiently classically sample from classical thermal distributions using techniques from Section VIII. We pose this as another open problem: Are there conditions one can impose on the stoquastic Hamiltonian so that the related classical thermal distribution has an efficient sampling algorithm? If so, this mapping would provide a route to efficiently classically sampling from the stoquastic ground state.
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X. APPENDIX
A. Technical lemma

Lemma 6. Let $V$ be a normed space, $v, w \in V$, and $\hat{v} = v/||v||$, $\hat{w} = w/||w||$. If $||v - w|| \leq \epsilon$ then $||\hat{v} - \hat{w}|| \leq 2\epsilon/||v||$.

Proof.

$$||v|| - ||w|| \leq ||v - w|| \leq \epsilon$$

Thus the two expressions differ by an error of $O(\delta^3 L^3 J^3)$.

B. Trotter decomposition

Let $H = H_1 + \cdots + H_L$, where each $H_i$ is bounded in by $||H_i||_{op} \leq J$. We want to show that:

$$\left|\left| e^{-\frac{\delta}{2}H_L} \cdots e^{-\frac{\delta}{2}H_1} e^{-\frac{\delta}{2}H_L} - e^{-\delta H} \right|\right|_{op} = O(\delta^3 L^3 J^3)$$

Let’s expand both expressions.

$$e^{-\delta H} = 1 - \delta \sum_i H_i + \frac{\delta^2}{2} \sum_i H_i^2 + \frac{\delta^2}{2} \sum_{i<j} (H_i H_j + H_j H_i) + O(\delta^3 L^3 J^3)$$

$$e^{-\frac{\delta}{2}H_L} \cdots e^{-\frac{\delta}{2}H_1} e^{-\frac{\delta}{2}H_L} = \left(1 - \frac{\delta}{2} H_L + \frac{\delta^2}{8} H_L^2 + O(\delta^3 J^3)\right) \cdots$$

$$\left(1 - \frac{\delta}{2} H_1 + \frac{\delta^2}{8} H_1^2 + O(\delta^3 J^3)\right) \left(1 - \frac{\delta}{2} H_1 + \frac{\delta^2}{8} H_1^2 + O(\delta^3 J^3)\right) \cdots$$

$$= 1 - \delta \sum_i H_i + \frac{\delta^2}{2} \sum_i H_i^2 + \frac{\delta^2}{2} \sum_{i<j} (H_i H_j + H_j H_i) + O(\delta^3 L^3 J^3)$$