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Abstract—We study timely status updates of a real-time system in an adversarial setting. The system samples a physical process, and sends the samples from the source (e.g., a sensor) to the destination (e.g., a control center) through a channel. For real-time monitoring/control tasks, it is crucial for the system to update the status of the physical process “timely”. We measure the timeliness of status updates by the time elapsed since the latest update at the destination was generated at the source, and define the time elapsed as age of information, or age in short. To sabotage the system, an attacker aims to maximize the age by jamming the channel and hence causing delay in status updates. The system aims to minimize the age by judiciously choosing when to sample and send the updates. We model the ongoing repeated interaction between the attacker and the system as a dynamic game. In each stage game, the attacker chooses the jamming time according to the jamming time distribution, and the system responds by delaying the sampling according to the sampling policy. We prove that there exists a unique stationary equilibrium in the game, and provide a complete analytical characterization of the equilibrium. Our results shed light on how the attacker sabotages the system and how the system should defend against the attacker.

I. INTRODUCTION

The success of many existing and emerging engineering systems hinges upon the timely status updates of the underlying physical processes. Such systems range from real-time monitoring systems, such as sensor networks monitoring air pollution [1] and Internet-of-Things (IoT) [2], to networked control systems, such as autonomous vehicles [3] and power grids [4]. Timely status updates ensure that the system always has fresh information about the physical process, and that it can monitor and control the process effectively.

The age of information, or age in short, is becoming the prevailing metric to measure the timeliness of status updates [5]–[20]. At any time instant, the age of information is defined as the amount of time elapsed since the most recently received update was generated. A large age indicates that the information about the physical process is outdated, since the most recently received update was generated long time ago. Therefore, the goal is to minimize the age of information. However, minimizing age of information requires careful decisions on when to sample the process and send the samples. Suppose that we have just updated the status. On the one hand, we do not want to update the status immediately, because the new update would be almost the same as the old update, and hence carry little fresh information. On the other hand, we do not want to wait for a long time before updating the status, because the previous update would become outdated before the next update. In summary, we need to make sure that both the information sent and that received are fresh, in order to minimize the age of information [8], [16].

While there have been a growing body of works that address the problem of minimizing the age of information in various scenarios [5]–[10], [13], [15], [16], few works have studied this problem in an adversarial setting [17]. Since timely status updates are of particular importance to real-time monitoring and control systems, the attackers of these systems may specifically target their capability of timely updating the status [21], [22]. Therefore, it is crucial to understand how would an attacker sabotage a real-time monitoring/control system, how should the system defend against the attack, and to what extent the attacker can degrade the timeliness of status update. In this paper, we try to answer these questions in a stylized model.

We formulate a dynamic game to model the repeated interaction between a real-time monitoring/control system and its attacker. The system takes samples from a physical process to monitor and sends the samples to a destination through a wireless channel. An attacker jams the channel so that the system cannot send new updates in timely fashion. The attacker aims to find a jamming time distribution to maximize the age of information. After the jamming is over, the system cannot send new updates in timely fashion. The system aims to find a sampling policy to minimize the age of information. We summarize the main contributions of this paper as follows.

- We prove that there exists a unique stationary equilibrium in the game, and that the system cannot further reduce the age at the stationary equilibrium by using more complicated equilibrium strategies.
- We provide a complete analytical characterization of the equilibrium, which sheds light on how the system should defend against the attacker. Specifically, the equilibrium sampling policy tries to make the time differences between subsequent update deliveries as equal as possible.
- We also provide insights on how the attacker should sabotage the system. Specifically, the attacker will choose...
new developments in the area of age of information and game theory will be explored.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Consider a real-time monitoring system in the presence of an attacker (see Fig. 1 for an illustration). The real-time monitoring system could be a stand-alone system by itself (e.g., sensor networks [1] and Internet-of-Things [2]), or a component of a real-time control system (e.g., autonomous vehicles [3] and power grids [4]). The monitoring system consists of a sensor that collects information about some physical process, and a transmitter that sends information to a receiver. The (monitoring) system aims to timely update the information collected, which is crucial for any real-time monitoring or control system. The system achieves timely update of information by judiciously choosing when to sample the physical process and when to transmit the samples. The attacker aims to sabotage the timely status updates of the system, through jamming the wireless channel between the transmitter and the receiver.

Next, we describe the system model in details. Since the system updates a small amount of information (e.g., a sensor reading, a control signal) at each time, the duration of each transmission is negligible and assumed to be zero [7], [13], [15]. Therefore, although the attacker can monitor the channel and detect a transmission, it is difficult for the attacker to target the transmission (e.g., through colliding with the transmitted packet). Instead, after detecting the transmission of a sample, the attacker can occupy the channel for some amount of time in order to delay the delivery of the next sample. Specifically, to delay the transmission of the $n$-th sample, the attacker jams the channel for a random duration of $A_n$. This formulation includes the case when the attacker jams the channel for a deterministic amount of time (by making the distribution a Dirac delta function). We make the following assumption.

**Assumption 1:** The attacker’s jamming time for each transmission is identically and independently distributed (i.i.d.) with probability density function (pdf) $f_A$.

We impose the following constraints on the maximum and average jamming time: For all $n = 1, 2, \ldots$, it holds almost surely that

$$0 \leq A_n \leq A_{\text{max}}, \quad \mathbb{E}[A_n] \leq A_{\text{avg}}. \quad (1)$$

The maximum jamming time $A_{\text{max}}$ is set up to reduce the chance that the system can locate the attacker. The attacker would like to limit the jamming time to be no longer than $A_{\text{max}}$ to remain elusive. The constraint on the average jamming time comes from the energy constraint of the attacker. Since the attacker’s action is the jamming time distribution $f_A$, we translate the constraints in (1) into constraints on $f_A$ as follows

$$\int_0^{A_{\text{max}}} a f_A(a) da \leq A_{\text{avg}}, \quad \int_0^{A_{\text{max}}} f_A(a) da = 1. \quad (2)$$

The system employs carrier sensing to monitor the channel. Once the channel is idle (i.e., after the attacker stops occupying the channel), the system decides when to sample the physical process and when to transmit the sample. One may wonder why the system does not sample and transmit immediately after the channel is idle? While the system should transmit the sample immediately after sampling (for timely update of information), it may not be optimal to sample immediately after the channel becomes idle. We refer interested readers to [16, Sec. I] for an example illustrating why the system may want to delay the sampling. We write $D_n$ as the delay of the $n$-th sample after the channel is idle. Denoting the sampling time of the $n$-th sample as $S_n$, we have

$$S_n = S_{n-1} + A_n + D_n, \quad \text{for all } n = 1, 2, \ldots, \quad (3)$$

where we define $S_0 = 0$.

We use the age of information to evaluate the timely update of information [5], [6]. At any time $t$, the age of information is the time since the last status update of the physical process.
\[ \Delta(t) \]
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Fig. 2. Illustration of the system dynamics and evolution of the age of information. \( S_n \) is the sampling time of the \( n \)-th sample. The transmission of the sample is assumed to be instant. \( A_n \) is the attacker’s jamming time for the \( n \)-th sample, and \( D_n \) is the system’s delay of the \( n \)-th sample after the channel is idle.

(i.e., since the last sample). We denote the age of information at time \( t \) by \( \Delta(t) \), which can be calculated as

\[ \Delta(t) = t - S_n, \quad \text{for} \quad t \in [S_n, S_{n+1}). \]  

(4)

The evolution of the age is shown in Fig. 2.

B. Game Formulation

Now we formulate the dynamic game between the system and the attacker. The dynamic game consists of an infinite number of stage games. The \( n \)-th stage game takes place between the transmission of the \( (n-1) \)-th and the \( n \)-th samples (i.e., between \( S_{n-1} \) and \( S_n \)). In each stage game \( n \), the attacker takes action by choosing the jamming time \( A_n \), and the system reacts by choosing delay \( D_n \) for the \( n \)-th sample. In other words, each stage game is a Stackelberg game with the attacker taking action first. Since we have restricted to i.i.d. jamming time distribution, the attacker’s action is simply choosing the jamming time distribution \( f_A \). We allow the attacker to predict how the system reacts to its action, based on which the attacker will seek its optimal jamming time distribution.

The system’s sampling policy dictates how to choose the delay \( D_n \) for each sample. We focus on causal policies that determine each delay \( D_n \) based on information available, which is the historical and current jamming time \( A_1, \ldots, A_n \) and the historical delay \( D_1, \ldots, D_{n-1} \). We write the set of histories at the beginning of the \( n \)-th stage game as \( \mathcal{H}_n \triangleq [0, A_{\text{max}}] \times [0, \infty)_{n-1} \), and the set of all histories as \( \mathcal{H} = \bigcup_{n=1}^{\infty} \mathcal{H}_n \). Then a causal sampling policy is defined as

\[ \pi : \mathcal{H} \rightarrow \Theta([0, \infty)), \] 

(5)

where \( \Theta([0, \infty)) \) is the set of all possible probability distributions with support within \([0, \infty)\). In other words, \( \pi(A_1, \ldots, A_n, D_1, \ldots, D_{n-1}) \) is the probability distribution of the delay \( D_n \). We write the set of all causal policies as \( \Pi \).

The payoff of interest to both the system and the attacker is the average age of information, defined as

\[ \Sigma(f_A, \pi) = \limsup_{T \rightarrow \infty} \frac{1}{T} \mathbb{E}_{f_A} \left[ \int_0^T \Delta_n(t) dt \right], \] 

(6)

which depends on the attacker’s jamming time distribution \( f_A \) and the system’s sampling policy \( \pi \).

The system aims to minimize the average age \( \Sigma(f_A, \pi) \). Its optimization problem to solve is

\[ \min_{\pi \in \Pi} \Sigma(f_A, \pi). \] 

(7)

The attacker aims to maximize the average age \( \Sigma(f_A, \pi) \), in anticipation of the system’s reaction to its jamming time distribution. Given any jamming time distribution \( f_A \), the system reacts by employing a sampling policy that solves (7). We write \( BR(f_A) \) as the system’s reaction to \( f_A \) (i.e., a solution to (7)). The function \( BR(f_A) \) is also called best response in game theoretic term. Note that under the same jamming time distribution \( f_A \), the best response \( BR(f_A) \) of the system may not be unique. However, since all best responses result in the same average age, we only need to consider an arbitrary best response.

The attacker’s optimization problem can then be written as

\[ \max_{f_A} \Sigma(f_A, BR(f_A)) \] 

(8)

s.t. \( f_A \) satisfies (7).

Note that we use the best response \( BR(f_A) \), instead of an arbitrary policy \( \pi \), in the objective function of the attacker. This reflects the fact that the attacker can anticipate the system’s best response when taking actions. In other words, each stage game is a Stackelberg game with the attacker being the leader [23]. Therefore, the attacker has strategic advantage, because it can predict how the system reacts to its action, and choose its optimal action based on this prediction. By giving the attacker strategic advantage, we can evaluate how well the system can defend in the worst case.

Now we can define the equilibrium of the dynamic game.

**Definition 1 (Equilibrium):** An equilibrium is a duple of two functions \((f_A^*, \pi^*)\) such that

- the system’s sampling policy \( \pi^* \) minimizes the average age under the jamming time distribution \( f_A^* \), namely \( \pi^* \) is a solution to (7);
- the attacker’s jamming time distribution \( f_A^* \) maximizes the average age in anticipation of the system’s best response, namely \( f_A^* \) is a solution to (8).

The definition of equilibrium ensures that neither the system nor the attacker could deviate from the equilibrium and get more favorable outcomes.

IV. MAIN RESULT

We give a complete characterization of equilibria in this section. Note that both optimization problems of the system
and the attacker in [7] and [8] are complicated functional optimization problems. We first argue that we can simplify the problem by restricting our attention to stationary deterministic sampling policies. We then define the corresponding stationary equilibrium, prove that the stationary equilibrium is unique, and provide analytical expressions of the equilibrium jamming time distribution and the equilibrium sampling policy.

A. Restriction to Stationary Deterministic Sampling Policies

We consider stationary deterministic sampling policies, a special class of causal policies defined as follows.

Definition 2 (Stationary Deterministic Policy): A causal policy is said to be stationary deterministic, if there exists a deterministic function \( u : [0, A^{\text{max}}] \rightarrow [0, \infty) \), such that for all \( (A_1, \ldots, A_n, D_1, \ldots, D_{n-1}) \in H^n \), we have

\[
U_n = u(A_n).
\]  

A stationary deterministic policy chooses the delay \( D_n \) as a fixed, deterministic function of the jamming time \( A_n \), independent of the historical jamming time \( A_1, \ldots, A_{n-1} \) and historical delay \( D_1, \ldots, D_{n-1} \).

Although the system could choose any causal policy \( \pi \in \Pi \), the following lemma suggests that given any jamming distribution \( A \), there exists a unique stationary deterministic sampling policy that is optimal among all causal policies.

Lemma 1: Given any jamming time distribution \( f_A \), there exists a unique stationary deterministic sampling policy that is optimal among all causal policies.

Proof: For a given jamming distribution \( f_A \), the age minimization problem of the system is equivalent to the one in [16]. Therefore, we can use [16] Theorem 4. The results in Lemma 1 directly come from [16] Theorem 4.

Lemma 1 allows us to restrict to stationary deterministic sampling policies. According to [9], a stationary deterministic policy is completely specified by the deterministic function \( u \). Hence, we will refer to a stationary deterministic policy as \( u \).

Since we restrict to stationary deterministic sampling policies, we focus on stationary equilibrium defined as follows.

Definition 3 (Stationary Equilibrium): A stationary equilibrium is an equilibrium \((f^*_A, \pi^*)\) where the sampling policy \( \pi^* \) is stationary deterministic.

We also write a stationary equilibrium as \((f^*_A, u^*)\).

B. Characterization of Equilibria

Now we give a complete characterization of stationary equilibrium.

Theorem 1: There is a unique stationary equilibrium, where the attacker’s equilibrium jamming time distribution is

\[
f^*_A(a) = \left(1 - \frac{A^{\text{avg}}}{A^{\text{max}}} \right) \cdot \delta(a) + \frac{A^{\text{avg}}}{A^{\text{max}}} \cdot \delta(a - A^{\text{max}}),
\]  

where \( \delta(\cdot) \) is the Dirac delta function, and the system’s equilibrium sampling policy is \( D_n = u^*(A_n) \), where the function \( u^* \) is given by

\[
u^*(a) = (\beta^* - a)^+,
\]

for all \( a \in [0, A^{\text{max}}] \), where \((\cdot)^+ \triangleq \max(\cdot, 0)\), and \( \beta^* \) is a constant given by

\[
\beta^* = \frac{\sqrt{A^{\text{avg}}}}{\sqrt{A^{\text{max}} + \sqrt{A^{\text{avg}}}} \cdot A^{\text{max}}}.
\]  

Proof: See Section V.

Our result provides analytical characterization of the equilibrium, and hence sheds lights on the equilibrium behavior of the system and the attacker. First, the system’s policy can be viewed as a “water-filling” policy with \( \beta \) as the water level. The purpose of water-filling is to make the intervals between receipts of consecutive samples (i.e., \( S_n - S_{n-1} \)) as equal as possible. When the attacker’s jamming time \( A_n = a \) is short, the system chooses a larger delay \( D_n = u(a) \), so that the new transmission carries “fresh” information. More specifically, if the jamming time is zero, and if the system chooses zero delay, the new transmission contains exactly the same information as the previous transmission, and hence the new transmission is “wasted”. On the contrary, the system chooses a smaller delay if the attacker’s jamming time is long, and does not delay the transmission at all if the jamming time is above the threshold \( \beta \). This ensures that the received information is not outdated by a large delay in the transmission. With such a water-filling policy, the system strikes the balance between sending fresh enough information (by not letting the delay too small) and receiving fresh enough information (by not letting the delay too large).

Since the system wishes to keep the time between receipts of consecutive samples equal, the attacker tries to make it difficult for the system to achieve this. The worst jamming distribution for the attacker is a fixed deterministic jamming time, against which the system can easily make sure that the updates are received periodically. Therefore, the best jamming distribution for the attacker should have high variance, where the realized jamming time is either the largest (\( A^{\text{max}} \)) or zero. This is exactly the equilibrium jamming time distribution specified in our theorem.

V. PROOF OF MAIN RESULT

In this section, we prove our main results in Theorem 1. We first derive the best response sampling policy \( BR(f_A) \), and then solve for the equilibrium jamming time distribution \( f^*_A \). Based on these results, we can obtain the equilibrium sampling policy \( u^* = BR(f^*_A) \).

A. Best Response Sampling Policy

First, we derive the best response sampling policy \( BR(f_A) \) under any jamming time distribution \( f_A \).

Lemma 2: For any jamming time distribution \( f_A \) that satisfies (2), the best response sampling policy is \( BR(f_A) = u \), where

\[
u(a) = (\beta - a)^+,
\]

with \( \beta \) satisfying

\[
\beta = \frac{\mathbb{E}_{f_A} \left[ |A + u(A)|^2 \right]}{2 \cdot \mathbb{E}_{f_A} [A + u(A)]}.
\]  

Proof: See Section V.
**Proof**: We have proved in Lemma 1 that the best response sampling policy is characterized by [16, Theorem 4]. The results directly follow from [16, Theorem 4]. 

**B. Equilibrium Jamming Time Distribution**

Next, we derive the equilibrium jamming time distribution $f_A^\ast$. We first simplify the attacker’s optimization problem [8] by the following lemma.

**Lemma 3**: The attacker’s optimization problem [8] is equivalent to

$$\max_{f_A} \int_0^{\max f_A} [\max \{\beta, a\}]^2 f_A(a)da \quad \text{s.t.} \quad \beta = \frac{1}{2} \cdot \int_0^{\max f_A} [\max \{\beta, a\}]^2 f_A(a)da$$

**Proof**: See Subsection A of Appendix.

We verify that the equilibrium jamming time distribution $f_A^\ast$ in Theorem 1 is a feasible solution to (15).

**Lemma 4**: The equilibrium jamming time distribution $f_A^\ast$ in Theorem 1 is a feasible solution to (15). Moreover, under $f_A^\ast$, the unique $\beta$ that satisfies the first constraint of (15) is the $\beta^\ast$ defined in Theorem 1.

**Proof**: See Subsection B of Appendix.

We need two properties of the objective function of (15) to prove that the feasible solution $f_A^\ast$ is indeed the unique optimal solution. We write the objective of (15) as a function of $\beta$ and $f_A$ as follows:

$$g(\beta, f_A) \equiv \int_0^{\max f_A} [\max \{\beta, a\}]^2 f_A(a)da \quad \text{s.t.} \quad f_A \text{ satisfies (2).}$$

(16)

Note that the argument $\beta$ does not need to satisfy the first constraint in (15).

The first useful property of the function $g(\beta, f_A)$ is that when the jamming time distribution is equal to the equilibrium distribution (i.e., when $f_A = f_A^\ast$), the largest $\beta$ that satisfies $\beta = \frac{1}{2} g(\beta, f_A^\ast)$ is $\beta^\ast$.

**Lemma 5**: The largest $\beta$ that satisfies $\beta = \frac{1}{2} g(\beta, f_A^\ast)$ is $\beta^\ast$. In addition, we have $\beta > \frac{1}{2} g(\beta, f_A^\ast)$ for any $\beta > \beta^\ast$.

**Proof**: See Subsection C of Appendix.

The second useful property of the function $g(\beta, f_A)$ is that for any $\beta$, the equilibrium distribution $f_A^\ast$ maximizes $g(\beta, f_A)$ among all distributions that satisfy (2).

**Lemma 6**: Given any $\beta$, the equilibrium distribution $f_A^\ast$ is a solution to the following problem:

$$\max_{f_A} \int_0^{\max f_A} [\max \{\beta, a\}]^2 f_A(a)da \quad \text{s.t.} \quad f_A \text{ satisfies (2).}$$

(17)

**Proof**: See Subsection D of Appendix.

Based on Lemma 5 and Lemma 6, we can prove that $f_A^\ast$ is the unique optimal solution to (15) by contradiction. Suppose that there is a better solution $f_A$ such that $g(\beta, f_A) > g(\beta, f_A^\ast)$.

Since $f_A$ is feasible, we have $\beta = \frac{1}{2} g(\beta, f_A^\ast)$, which implies $\beta > \frac{1}{2} g(\beta^\ast, f_A^\ast) = \beta$. Base on Lemma 6, we have $g(\beta, f_A) \leq g(\beta, f_A^\ast)$. Since $f_A$ is a feasible solution to (15), we have $g(\beta, f_A^\ast) < 2 \beta$. Therefore, we have $g(\beta, f_A^\ast) < 2 \beta$, which violates the first constraint of (15). This contradiction implies that $f_A^\ast$ is the unique optimal solution to (15).

**C. Equilibrium Sampling Policy**

It was proved in Lemma 4 that given equilibrium jamming time distribution $f_A^\ast$, the $\beta^\ast$ specified in Theorem 1 is the unique $\beta$ in the best response to $f_A^\ast$. This concludes the proof.

**VI. SIMULATION RESULTS**

We have argued that the equilibrium jamming time distribution has a large variance and maximizes the age, while a deterministic jamming time is worst in maximizing the age. Now we consider a jamming time distribution that is the mixture of the two distributions:

$$f_A = \alpha \cdot f_A^\ast + (1 - \alpha) \cdot f_A^D,$$

where $\alpha \in [0, 1]$ is the weight of the equilibrium jamming time distribution and $f_A^D$ is a deterministic jamming time with

$$f_A^D(a) = \delta \cdot (a - A^{avg})$$

We choose the deterministic jamming time to be $A^{avg}$ so that the mixture distribution has a constant mean value.

Under the mixture distribution, we compute the age under the equilibrium sampling policy defined in (2), and that under the zero-wait sampling policy (i.e., samples immediately after the jamming). Fig. 3 shows the ages versus the weight $\alpha$.

First, we can see that the equilibrium jamming distribution $f_A^\ast$ is indeed better for the attacker, since the ages in both cases increase as the mixture distribution becomes closer to the equilibrium jamming distribution. Second, we can see that the equilibrium sampling policy achieves smaller ages than the zero-wait policy.
We studied a dynamic game between a real-time system and an attacker. The system samples a physical process and sends the samples through a wireless channel, in order to perform some monitoring and control tasks. The attacker jams the channel to delay the status updates. We used the age of information as the performance metric to measure the timeliness of the status updates. We proved that there exists a unique stationary equilibrium in this game, and characterized the equilibrium analytically. Our results indicate that the attacker chooses a jamming time distribution with high variance, while the system chooses a sampling policy that results in low variance in the time between the receipts of two consecutive updates.

APPENDIX

A. Proof of Lemma 3

We first calculate the average age \( \bar{\Delta}(f_A, u) \) defined in (6). Since the jamming time distribution is i.i.d., and since the sampling policy is stationary deterministic, the average age \( \bar{\Delta}(f_A, u) \) over the infinite time horizon is equal to the average age of each stage game. Therefore, we have

\[
\bar{\Delta}(f_A, u) = \frac{\mathbb{E}_{f_A}[(a + u(a))^2]}{\mathbb{E}_{f_A}[a + u(a)]}. \tag{20}
\]

We can further simplify (20) when \( u = \mathcal{BR}(f_A) \) (i.e., when \( u \) is best response), by observing that

\[
(a + (\beta - a)^+) = \max\{\beta, a\}. \tag{21}
\]

Hence, we have

\[
\bar{\Delta}(f_A, \mathcal{BR}(f_A)) = \int_0^{A_{\max}} \frac{\max\{\beta, a\}^2 f_A(a)da}{\max\{\beta, a\} f_A(a)da}. \tag{22}
\]

At this point, the attacker’s optimization problem (8) can be rewritten as

\[
\max_{f_A} \int_0^{A_{\max}} \frac{\max\{\beta, a\}^2 f_A(a)da}{\max\{\beta, a\} f_A(a)da} \quad \text{s.t.} \quad \beta = \frac{1}{2} \cdot \int_0^{A_{\max}} \frac{\max\{\beta, a\}^2 f_A(a)da}{\max\{\beta, a\} f_A(a)da} f_A \text{ satisfies (2)}. \tag{23}
\]

Note that we need the first constraint to ensure that the system is choosing the best response sampling policy.

B. Proof of Lemma 4

Since we have

\[
\text{supp}(f_A^*) = \{0, A_{\max}\} \subset [0, A_{\max}], \tag{24}
\]

and

\[
\int_0^{A_{\max}} a f_A^*(a)da = \left(1 - \frac{A_{\avg}}{A_{\max}}\right) \cdot 0 + \frac{A_{\avg}}{A_{\max}} \cdot A_{\max} = A_{\avg}, \tag{25}
\]

we know that \( f_A^* \) satisfies the second constraint of (15).

Now it remains to show that there exists a unique \( \beta = \beta^* \) that satisfies

\[
\beta = \frac{1}{2} \cdot \int_0^{A_{\max}} \frac{\max\{\beta, a\}^2 f_A^*(a)da}{\max\{\beta, a\} f_A^*(a)da}. \tag{26}
\]

Suppose that \( \beta = 0 \). Then (25) reduces to

\[
0 = 1 \cdot \frac{(A_{\max})^2}{(A_{\max})} \cdot \frac{(A_{\avg}/A_{\max})}{(A_{\avg}/A_{\max})} = \frac{A_{\max}}{2}, \tag{27}
\]

which is impossible. Suppose that \( \beta \geq \beta_{\max} \). Then (25) reduces to

\[
A_{\max} = \frac{1}{2} \cdot \left(1 - \frac{A_{\avg}}{A_{\max}}\right)^2 + \frac{2}{2} \left(\frac{A_{\avg}/A_{\max}}{A_{\max}}\right) \cdot \frac{A_{\avg}/A_{\max}}{A_{\max}} = \frac{A_{\max}}{2}, \tag{28}
\]

which is impossible. Therefore, we must have \( \beta \in (0, A_{\max}) \). Then (25) reduces to

\[
\beta = \frac{1}{2} \cdot \left(1 - \frac{A_{\avg}}{A_{\max}}\right)^2 + \frac{2}{2} \left(\frac{A_{\avg}/A_{\max}}{A_{\max}}\right) \cdot \frac{A_{\avg}/A_{\max}}{A_{\max}} = 0. \tag{29}
\]

It is not difficult to verify that the only positive solution to the above equation is

\[
\beta = \frac{\sqrt{A_{\avg}}}{\sqrt{A_{\max}} + \sqrt{A_{\avg}}} \cdot A_{\max}. \tag{30}
\]

Hence, under \( f_A^* \), the unique \( \beta \) that satisfies the first constraint of (15) is the \( \beta^* \) defined in Theorem 1.

C. Proof of Lemma 5

In Lemma 4 we have shown that under the equilibrium distribution \( f_A^*, \beta^* \) satisfies the first constraint of (15), namely \( \beta^* = \frac{1}{2} g(\beta^*, f_A^*) \). Now we show that \( \beta > \frac{1}{2} g(\beta, f_A^*) \) for any \( \beta > \beta^* \).

The derivative of \( \beta = \frac{1}{2} g(\beta, f_A^*) \) with respect to \( \beta \) is

\[
\frac{\partial}{\partial \beta} \left[ \beta - \frac{1}{2} g(\beta, f_A^*) \right] \tag{30}
\]

\[
= 1 - \frac{1}{2} \cdot \frac{(1 - \frac{A_{\avg}}{A_{\max}})^2}{(1 - \frac{A_{\avg}}{A_{\max}})^2 + 2A_{\avg} \beta - A_{\avg} A_{\max}} > 1 - \frac{1}{2} = \frac{1}{2} > 0.
\]

Since \( \beta^* = \frac{1}{2} g(\beta^*, f_A^*) = 0 \), and since \( \frac{\partial}{\partial \beta} \left[ \beta - \frac{1}{2} g(\beta, f_A^*) \right] > 0 \), we have \( \beta > \frac{1}{2} g(\beta, f_A^*) \) for any \( \beta > \beta^* \).

D. Proof of Lemma 6

The objective function is a ratio of the weighted sum of \( \max\{\beta, a\}^2 \) to the weighted sum of \( \max\{\beta, a\} \), where the weight is determined by \( f_A \). Since \( \max\{\beta, a\} \) is non-decreasing in \( \beta \), we should assign the largest possible weight when \( \beta = A_{\max} \). However, the distribution needs to satisfy the average jamming time condition. The equilibrium distribution \( f_A^* \) has the largest \( f_A^*(A_{\max}) \) among all the distributions that satisfy (2).
REFERENCES

[1] A. R. Al-Ali, I. Zualkernan, and F. Aloul, “A mobile gprs-sensors array for air pollution monitoring,” IEEE Sensors J., vol. 10, no. 10, pp. 1666–1671, Oct. 2010.

[2] L. Atzori, A. Iera, and G. Morabito, “The internet of things: A survey,” Comput. Netw., vol. 54, no. 15, pp. 2787–2805, Oct. 2010.

[3] T. Gandhi and M. M. Trivedi, “Pedestrian protection systems: Issues, survey, and challenges,” IEEE Trans. Intell. Transp. Syst., vol. 8, no. 3, pp. 413–430, Sep. 2007.

[4] V. Terzija, G. Valverde, D. Cai, P. Regulski, V. Madani, J. Fitch, S. Skok, M. M. Begovic, and A. Phadke, “Wide-area monitoring, protection, and control of future electric power networks,” Proc. IEEE, vol. 99, no. 1, pp. 80–93, Jan. 2011.

[5] X. Song and J. W. S. Liu, “Performance of multiversion concurrency control algorithms in maintaining temporal consistency,” in Proc. 14th Annu. Int. Comput. Softw. Appl. Conf. (COMPSAC), Oct. 1990.

[6] S. Kaul, R. D. Yates, and M. Gruteser, “Real-time status: How often should one update?” in Proc. IEEE INFOCOM, Apr. 2012.

[7] B. T. Bacinoglu, E. T. Ceran, and E. Uysal-Biyikoglu, “Age of information under energy replenishment constraints,” in Proc. Information Theory and Applications Workshop (ITA), San Diego, CA, Feb. 2015.

[8] R. D. Yates, “Lazy is timely: Status updates by an energy harvesting source,” in Proc. IEEE ISIT, Jun. 2015.

[9] C. Kam, S. Kompella, G. D. Nguyen, and A. Ephremides, “Effect of message transmission path diversity on status age,” IEEE Trans. Inf. Theory, vol. 62, no. 3, pp. 1360–1374, Mar. 2016.

[10] M. Costa, M. Codreanu, and A. Ephremides, “On the age of information in status update systems with packet management,” IEEE Trans. Inf. Theory, vol. 62, no. 4, pp. 1897–1910, Apr. 2016.

[11] A. M. Bedewy, Y. Sun, and N. B. Shroff, “Optimizing data freshness, throughput, and delay in multi-server information-update systems,” in IEEE ISIT, 2016.

[12] ——, “Age-optimal information updates in multihop networks,” in IEEE ISIT, 2017.

[13] X. Wu, J. Yang, and J. Wu, “Optimal status updating to minimize age of information with an energy harvesting source,” in Proc. IEEE International Conference on Communications (ICC), Paris, France, May 2017.

[14] Y. Sun, Y. Polyanskiy, and E. Uysal-Biyikoglu, “Remote estimation of the wiener process over a channel with random delay,” in IEEE ISIT, June 2017, pp. 321–325.

[15] B. T. Bacinoglu and E. Uysal-Biyikoglu, “Scheduling status updates to minimize age of information with an energy harvesting sensor,” in Proc. IEEE International Symposium on Information Theory (ISIT), Aachen, Germany, Jun. 2017.

[16] Y. Sun, E. Uysal-Biyikoglu, R. D. Yates, C. E. Koksal, and N. B. Shroff, “Update or wait: How to keep your data fresh,” IEEE Trans. Inf. Theory, vol. 63, no. 11, pp. 7492–7508, Nov. 2017.

[17] G. D. Nguyen, S. Kompella, C. Kam, J. E. Wieselthier, and A. Ephremides, “Impact of hostile interference on information freshness: A game approach,” in Proc. WiOpt, Paris, France, May 2017.

[18] Y. Sun, E. Uysal-Biyikoglu, and S. Kompella, “Age-optimal updates of multiple information flows,” in IEEE INFOCOM — the Age of Information Workshop, 2018.

[19] A. Baknina, O. Ozel, J. Yang, S. Ulukus, and A. Yener, “Sending information through status updates,” 2018, https://arxiv.org/abs/1801.04907.

[20] Y. Sun and B. Cyr, “Information aging through queues: A mutual information perspective,” submitted to IEEE SPAWC Conference – Special Session on the Age of Information, 2018.

[21] N. Abuzainab and W. Saad, “Dynamic connectivity game for adversarial internet of battlefield things systems,” IEEE Internet of Things J., 2018.

[22] A. Kott, A. Swami, and B. J. West, “The internet of battle things,” Computer, vol. 49, no. 12, pp. 70–75, Dec. 2016.

[23] M. J. Osborne and A. Rubinstein, A Course in Game Theory. The MIT Press, 1994.