Comparing Microscopic and Macroscopic Dynamics in a Paradigmatic Model of Glass-Forming Molecular Liquid
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Abstract: Glass transition is a most intriguing and long-standing open issue in the field of molecular liquids. From a macroscopic perspective, glass-forming systems display a dramatic slowing-down of the dynamics, with the inverse diffusion coefficient and the structural relaxation times increasing by orders of magnitude upon even modest supercooling. At the microscopic level, single-molecule motion becomes strongly intermittent, and can be conveniently described in terms of “cage-jump” events. In this work, we investigate a paradigmatic glass-forming liquid, the Kob–Andersen Lennard–Jones model, by means of Molecular Dynamics simulations, and compare the macroscopic and microscopic descriptions of its dynamics on approaching the glass-transition. We find that clear changes in the relations between macroscopic timescales and cage-jump quantities occur at the crossover temperature where Mode Coupling-like description starts failing. In fact, Continuous Time Random Walk and lattice model predictions based on cage-jump statistics are also violated below the crossover temperature, suggesting the onset of a qualitative change in cage-jump motion. Interestingly, we show that a fully microscopic relation linking cage-jump time- and length-scales instead holds throughout the investigated temperature range.
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1. Introduction

When a liquid is cooled sufficiently fast below its melting temperature \( T_m \), molecules do not have enough time to rearrange in an ordered structure and crystallization is avoided [1,2]. Liquids in these conditions are termed supercooled, and show a dramatic slowing-down of the dynamics as compared to that of a standard liquid, despite poor changes in their structure [2,3] (structural changes can be still detected using multi-point correlation functions and percolative approaches [4–6]). Macroscopic dynamical properties such as shear viscosity and diffusivity change indeed by several orders of magnitude upon supercooling [7]. As a matter of fact, below some conventional glass transition temperature \( T_g < T_m \), the system eventually reaches a non-equilibrium disordered solid-like state, called glass, in which dynamics is arrested over the accessible timescales [1,8].

On a microscopic level, dynamics near the glass transition shows an intermittent single-particle motion, commonly known as Cage-Jump (CJ), with an alternation of localized vibrations inside the ‘cage’ created by the surrounding particles, and sudden ‘jumps’ to other cages [9–13]. While at high temperatures particles continuously overcome local energy barriers and smoothly change their neighbours, cage-jump dynamics becomes progressively more marked on lowering temperature, and is in fact clearly detectable in the supercooled state.

In the past few years, algorithms to characterize cage-jump events have been successfully developed, focusing either on fluctuations in single-particle trajectories [9,14–16], or on many-particles rearrangement [17–19], or on transitions in the energy landscape [20,21].
The statistics obtained through these algorithms, such as cage-duration and jump-length distributions, can then be used as input in simple models of glassy dynamics, like for example the Continuous Time Random Walk (CTRW) model [22,23].

When dealing with cage-jumps, commonly measured quantities include the caging time (or exchange time) $t_c$, i.e., the time between two successive jumps, the persistence time $t_p$, i.e., the time for a particle to perform the first jump (with respect to an arbitrarily chosen $t = 0$), and the jump length $\Delta r_J$, i.e., the distance between two successive cages. The averages of these quantities identify the main time- and length-scales of the microscopic intermittent dynamics [11].

The behaviour of such time- and length-scales helps to rationalize several aspects of the macroscopic dynamics. For example, a successful application stands in the identification of a microscopic counterpart of the so-called Stokes–Einstein Breakdown (SEB), which is a common hallmark of many glass-formers [24–26]. In these materials, the two macroscopic timescales for diffusion and structural relaxation, $\tau_D$ and $\tau_\alpha$, respectively, clearly decouple upon cooling, thus violating the celebrated Stokes–Einstein relation $\tau_\alpha \tau_D = \text{const}$. This behaviour is found to be mirrored on a microscopic ground by the decoupling of the two fundamental cage-jump timescales, the average caging time $\langle t_c \rangle$ and the persistence time $\langle t_p \rangle$, as reported in a number of numerical studies [27–29].

For the sake of clarity, we specify that we here call “macroscopic” a quantity that can be obtained from a bulk measurement, like the structural relaxation time and the diffusion coefficient, which can be measured, for example, through scattering techniques. Conversely, we call “microscopic” a quantity that can be only obtained by resolving the single-particle dynamics (i.e., by recording single-particle trajectories). The latter is indeed the case for cage-jump quantities, which are measured by segmenting single particle trajectories. From an experimental perspective, this implies that our “microscopic quantities” are hardly measured in molecular liquids. As a matter of fact, while single-particle motion can be readily monitored in experiments on colloidal model-systems, simulations have long been the only way to follow single-particle trajectories in molecular systems. Only recently, important advances in the techniques of single-molecule imaging (e.g., single-molecule fluorescence microscopy) may provide an alternative to simulations [30–35]; collecting a sufficiently large number of sufficiently long-lasting trajectories, however, is still a limiting factor in experiments [33]. For our specific purpose, for example, large ensembles of long trajectories are necessary to fairly sample the tails of the $t_c$ and $t_p$ distributions, and to reliably estimate their averages.

In this work, we perform a comparative study on the characteristic scales of the microscopic cage-jump motion and of the macroscopic dynamics in a paradigmatic model of a molecular glass-forming liquid. To this aim we investigate, via Molecular Dynamics (MD) simulations, the popular Kob–Andersen Lennard–Jones binary mixture (KALJ) [3], and identify cage-jumps through application of an established algorithm [14]. Results point to the existence of two regimes on progressive cooling. At relatively high temperature, the decoupling between $\tau_D$ and $\tau_\alpha$ (SEB) and between $\langle t_c \rangle$ and $\langle t_p \rangle$ is a modest one, and predictions from Mode Coupling fits, CTRW and “lattice-glass” models [27,28,36] (also known as Kinetically Constrained Models [37]), drawing on the identified CJs, seem satisfactory. On further supercooling, by contrast, strong decouplings take place starting from the same temperature, with the microscopic one being much steeper. In the same low-temperature range, deviations from the aforementioned predictions become apparent. Intriguingly, the crossover between the two regimes does not affect the temperature-dependence of the average square jump length $\langle \Delta r_J^2 \rangle$. Similarly, we find that a fully microscopic relation among CJ time and length scales, $\frac{\langle t_p \rangle}{\langle t_c \rangle} \propto \langle \Delta r_J^2 \rangle^{-1}$, recently reported for other glass-formers [38], holds in good approximation throughout the investigated temperature range.
2. Materials and Methods

2.1. Simulations

To obtain the microscopic observables, we performed NVT molecular dynamics simulations in LAMMPS [39] of a standard Kob–Andersen 80:20 (A:B) binary Lennard–Jones mixture (KALJ) [3] in the range of temperature $T = [0.445 : 0.6]$, and apply the cage-jump algorithm described below. The simulated system is made by a total number $N = 10^3$ particles, at number density $\rho = 1.1998$, as in Ref. [40] (in the same work, it was checked that the slight difference with the number density $\rho = 1.204$ originally used by Kob and Andersen [41] has negligible effects on the dynamics). Particles of species $\rho$ particles, at number density $\epsilon$ via a Lennard–Jones potential with energy scale $\epsilon_{ij}$ and length scale $\sigma_{ij}$. All particles have the same mass $m$. As commonly done in molecular dynamic simulations, units are reduced so that $\sigma_{AA} = \epsilon_{AA} = m = k_B = 1$ ($k_B$ is the Boltzmann constant), which implies that the time is expressed in unit of $\sqrt{\frac{m}{\epsilon_{AA}}}$. Such molecular dynamic unit will be generically indicated with the symbol $m\sigma m$ in the following figures. The other values of the parameters are set as follows: $\epsilon_{AB} = 1.5; \epsilon_{BB} = 0.8; \epsilon_{BB} = 0.5; \epsilon_{BB} = 0.88$.

On the other hand, the relaxation and diffusive times plotted in this work are taken from Ref. [40] and cover a wider range of temperatures, $T = 0.39–0.7$. These simulations were performed using the recently introduced Parallel Tempering protocol, also know as “swap” dynamics [42], which enables system equilibration down to very low temperatures as compared to standard simulations.

All data presented in this work refer to A-type (small) particles in Kob–Andersen mixture. At all considered temperatures, supercooled liquids are at equilibrium condition and, therefore, above any reasonable definition of the glass transition temperature $T_g$.

2.2. Cage-Jump Algorithm and Microscopic Observables

The statistical features of the intermittent dynamics have been investigated using the cage-jump algorithm introduced in Ref. [14]. We associate to each particle, at each time $t$, the fluctuations $S^2(t)$ of its position computed over the interval $[t - 10t_b : t + 10t_b]$, with $t_b$ being the ballistic timescale. The trajectory of each particle is then segmented in cages and jumps, considering a particle to be in a cage at time $t$ if $S^2(t)$ is smaller than the Debye–Waller factor $u^2(T)$, defined as in Ref. [43]. Otherwise, the particle is considered to be jumping. This procedure gives access to the caging time $t_c$, the persistence time $t_p$ and the jump length $\Delta r_j$. Microscopic observables $\langle t_c \rangle$, $\langle t_p \rangle$ and $\langle \Delta r_j^2 \rangle$ are then computed by averaging over all segmented trajectories.

2.3. Macroscopic Observables

The structural relaxation time $\tau_s$ is obtained from the Intermediate Self Scattering Function, defined as

$$F_s(q, t) = \frac{1}{N} \sum_j N(q^* \cdot q(\Delta t) - q(0))$$

where $\langle \cdot \rangle$ denotes average performed over time origin, $q$ is the probing wave-vector and $q = |q|$. In particular, $\tau_s$ is defined as the time at which $F_s(q^*, t)$ reaches an arbitrary threshold of $1/e$, with $q^* = 7.25$ being the wave-vector corresponding to the first peak of the static structure factor $S(q)$ [44].

The diffusion timescale $\tau_D$ represents the average time for a particle to diffuse over the length scale of its diameter. Precisely, it is defined as $\tau_D = \frac{\lambda_A^2}{D}$, $D$ being the diffusion constant estimated from a linear fit $\langle \Delta r^2 (t) \rangle = 6Dt$ to the long-time Fickian regime of the mean square displacement.

3. Results

We start our investigation by showing, in Figure 1a, the relevant timescales (both microscopic and macroscopic) as a function of temperature $T$. As stated in Section 2, the
microscopic times, \( \langle t_p \rangle \) and \( \langle t_c \rangle \), are extracted through CJ algorithm from MD simulations performed in the range \( T = 0.445-0.6 \); Macroscopic datasets, instead, are taken from a work by Coslovich and coworkers [40], who explored an unprecedentedly broad range of temperature, \( T = 0.39-0.7 \). The macroscopic timescales, \( \tau_\alpha \) and \( \tau_D \) are defined from the self scattering function \( F_s \) and the diffusion coefficient, respectively, (see Section 2).

Figure 1a shows that \( \tau_\alpha \) is the most steeply growing timescale upon cooling, while \( \langle t_c \rangle \) is the least increasing one. In the figure, it should also be noticed that the range covered by the macroscopic timescales extends well below the “effective” critical temperature of dynamical arrest \( T_{KA}^{c} = 0.435 \) estimated by Kob–Andersen [3] and confirmed in later works (e.g., Ref. [45]). Such an effective temperature was obtained by means of fits to the data inspired by Mode Coupling Theory (MCT), i.e., through power-laws of \( T - T_{KA}^{c} \) with slightly different exponents for \( \tau_\alpha \) and \( \tau_D \). However, it is worth remarking that ideal MCT would return a significantly higher critical temperature and a unique power-law exponent for those two timescales. As a matter of fact, data in Figure 1a obey an MCT-like trends (dashed lines) for temperatures higher than about \( T = 0.47 \); at lower temperatures, instead, deviations from this behaviour are observed. Both timescales increase slower than power-law prediction, with no hint to a finite temperature divergence, consistently with other studies [46,47]. Below \( T = 0.47 \), \( \tau_\alpha \) remains lower but increases pretty faster than \( \tau_D \), with the two timescales closely crossing at very low \( T \). Thus, the present datasets of macroscopic timescales include a crossover between two distinct temperature regimes.

Microscopic data actually cover a range of temperatures that entirely lies above \( T_{KA}^{c} \). Yet, the investigated temperature range fully encompasses the just mentioned crossover around \( T = 0.47 \). Indeed, CJ timescales data also show a signature of the same crossover: \( \langle t_c \rangle \) and \( \langle t_p \rangle \) closely coincide at “high” temperatures (they would exactly coincide in a standard Brownian motion), and sharply decouple at “low” temperatures. Such a decoupling can be rationalized by considering that short waiting times, corresponding to the “fast” particles performing many jumps in a short time interval, have a major impact on \( \langle t_c \rangle \), but poorly affect \( \langle t_p \rangle \). Indeed, \( \langle t_p \rangle \) is obtained by averaging only over the waiting times before the first jump of each particle, and is therefore more sensitive to the “slow” particles. We notice that the decoupling between \( \langle t_p \rangle \) and \( \langle t_c \rangle \) resembles the decoupling between the characteristic relaxation times of the late and early relaxation processes, also known as the \( \alpha \) and the \( \beta \) (or Johary–Goldstein) relaxations [1]. This, in turn, would suggest a connection.
between $\langle t_p \rangle$ and $\tau_\alpha$ and between $\langle t_c \rangle$ and $\tau_\beta$. At a qualitative level, the connection between $\tau_\alpha$ and $\langle t_p \rangle$ is ascribed to the fact that both times are controlled by the “last” particles leaving their original cages [14,27,28,48]; this connection will be quantitatively tested here. On the other hand, the link between $\langle t_c \rangle$ and $\tau_\beta$ is more elusive. As a matter of fact, the just mentioned similarities between decouplings suggest that there is not a clear-cut separation between the $\beta$-relaxation time (i.e., when particles start “feeling” the constraint of their cages) and the total caging time of the fast particles.

Turning to the spatial feature of cage-jumps, in Figure 1b we report the mean square jump length $\langle \Delta r^2 \rangle$ as a function of temperature. $\langle \Delta r^2 \rangle$ is found to decrease roughly linearly by a factor 5 on lowering the temperature. For this quantity, then, there is no sign of the crossover.

To analyze similarities and differences between microscopic and macroscopic timescales, we start with a comparison of the temperature dependence of the two ratios $\tau_\alpha/\tau_D$ and $\langle t_p \rangle/\langle t_c \rangle$ (Figure 2). Both ratios, normalized here by their value at $T = 0.6$, show a modest increase while in the high temperature regime, and a sharp growth below the crossover. However, down to $T = 0.445$ (the lowest available temperature for microscopic timescales), $\langle t_p \rangle/\langle t_c \rangle$ increases approximately by factor 6, whereas $\tau_\alpha/\tau_D$ goes only up to 2. For the macroscopic ratio to attain the six-fold increase of the microscopic ratio, it is necessary to go down to temperature as small as $T = 0.39$ (the smallest available temperature even exploiting “swap” dynamics [40]).

Thus, the decoupling of $\langle t_p \rangle$ and $\langle t_c \rangle$ is not only a proxy of macroscopic SEB, as suggested elsewhere [27–29,38,48–51], but also a precursor of this phenomenon, being already clearly detectable just below the crossover temperature.

To catch a further evidence of the crossover, we show in Figure 2b a scatter plot of the two ratios in the temperature regime where both of them are available. Two regions can be readily distinguished in the figure, corresponding in fact to the two aforementioned temperature regimes. Below the crossover, the scatter plot apparently shows a linear increase. High temperature data are still compatible with a linear increase, although with a much larger slope. Of course, inferring a trend in the high-temperature regime is less robust, just because the two ratios remain there always close to unity.

To further explore the connections between macroscopic and microscopic CJ dynamics, and how those are affected by the crossover, we now test some predictions from CTRW and
lattice models. We plot in Figure 3 $\tau_D$ vs. $\langle t_c \rangle / \langle \Delta r^2 \rangle$. In the high temperature regime, the trend of the data is well captured by a linear fit (dashed line), which agrees with the prediction $\tau_D \propto \langle t_c \rangle / \langle \Delta r^2 \rangle$ of the standard CTRW model [23]. Of course, we have implicitly assumed that $t_c$ and $\Delta r$, as measured with our CJ algorithm, play the role of the exchange time and the step size in the CTRW model.

![Figure 3. Scatter plot of $\tau_D$ versus $\langle t_c \rangle / \langle \Delta r^2 \rangle$. Dashed black line represents a linear fit, corresponding to the CTRW prediction.](image)

Below the crossover temperature, i.e., for the highest points in the figure, deviations from the CTRW prediction appear, with the measured $\tau_D$ increasingly exceeding the theoretical values.

Passing to a comparison with lattice models, we notice that the temporal statistics of jumps will play the role of the temporal statistics of lattice steps. On the other hand, the variable $\Delta r$ cannot be considered at all, of course, since this quantity is “by construction” a constant in lattice models. In spite of this, the comparison of our data with lattice models confirms the emerging scenario. Both the predictions $\tau_D \propto \langle t_c \rangle$ and $\tau_\alpha \propto \langle t_p \rangle$ [27,28,36], tested in Figure 4a,b, respectively, are well obeyed in the high-temperature regime, while significant deviations are observed below the crossover temperature. Also in this case, the predictions underestimate the macroscopic timescales.

Finally, in Figure 5, we test an interesting result, recently obtained for different glass-forming liquids [38], namely, the linear relation $\langle t_p \rangle / \langle \Delta r^2 \rangle \propto (\Delta r_j^2)^{-1}$, providing a connection among the three CJ microscopic quantities. We do find that this fully microscopic relation works very well also for the 3d KALJ liquid investigated here. Interestingly, the robustness of this relation is not affected by the temperature crossover, except for minor deviations at the very highest temperatures.
4. Discussion

In this work, we made a comparative study of microscopic CJ motion and macroscopic dynamics of a paradigmatic model of molecular glass-former, namely the 3d KALJ liquid. The overall behaviour of time and length scales show the generic features expected for glass-forming systems [16,28,29,48].

Both couples of macroscopic and microscopic timescales markedly separate upon cooling, and especially do so below a crossover temperature $T \simeq 0.47$, which then discriminates between two distinct regimes. Interestingly, such crossover temperature also coincides with the onset of deviations from MCT-like behaviour. We find that, at variance with other systems, in which the two ratios $\langle \tau_D \rangle$ and $\langle \tau_p \rangle / \langle t_c \rangle$ are linearly related on decreasing temperature [38], in the present case the microscopic ratio actually increases quite faster than the macroscopic one when the low-temperature regime is entered. Hence, the decoupling of the CJ timescales $\langle t_p \rangle$ and $\langle t_c \rangle$ in 3d KALJ liquid not only is a proxy of the macroscopic SEB, but can also be seen as an “early-warning” (in temperature) of its occurrence. We further find that, above the crossover temperature, CTRW and lattice-glass predictions relating the macroscopic and microscopic scales fairly-well describe our data. By contrast, those predictions are violated in the low-temperature regime. Such deviations may perhaps be ascribed to the emergence of correlations between successive jumps of a particle (e.g., back

Figure 4. Scatter plots of (a) $\tau_D$ versus $\langle t_c \rangle$ and (b) $\tau_\alpha$ versus $\langle t_p \rangle$. Dashed black line represents a linear fit, corresponding to the lattice-model predictions.

Figure 5. Scatter plot of $\langle t_p \rangle / \langle t_c \rangle$ versus $\langle \Delta r_j^2 \rangle^{-1}$. Solid line represents a linear fit.
and forward movements), as suggested elsewhere [50], which would be rich of implications. For example, the identification of correlated jumps would prevent a direct mapping with the steps of a CTRW. We may also notice here that the presence of anti-correlated jumps in the statistics (a sort of "false positive event") would obviously lead to an underestimate of the average CJ times, which would explain the discrepancy shown in Figure 3.

Finally, we find a linear relation between \( \langle t_p \rangle \langle t_c \rangle \) and \( \langle \Delta r_j^2 \rangle^{-1} \), which suggests the existence of a correlation between the fundamental length and time scales of CJ motion. Noticeably, this feature appears also in other glass-forming liquids [38]. It is interesting to underline that this fully microscopic relation seems to be unaffected by the crossover between the two temperature regimes. Similarly, the temperature dependence of the microscopic length-scale \( \langle \Delta r_j^2 \rangle \) does not show any hint of the crossover.

As for perspectives, it would be interesting to elucidate the origin of the fully microscopic relation \( \langle t_p \rangle \langle t_c \rangle \propto \langle \Delta r_j^2 \rangle^{-1} \), which at present is not understood on a theoretical background. Other main outlooks include studying the relevance of jump correlations occurring in the low temperature regime, and the possibility to define CTRW-like jumps over a wider temperature range. Finally, we would like to emphasize that recent progresses of single-molecules imaging may open the way to an experimental study of the cage-jump motion in molecular supercooled liquids [30–35], provided that satisfactory trajectory ensembles could be collected. Such advanced experiments are, of course, on demand to complement and validate the picture emerging from molecular dynamics simulations.

**Author Contributions:** Simulations, R.P.; Conceptualization, G.P., F.R., R.P. and F.G.; Data Analysis, G.P., F.R. and R.P.; writing—original draft preparation, G.P., F.R.; writing—review and editing, R.P. and F.G.; supervision, R.P. and F.G. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data that support the findings of this study are available from the corresponding author upon reasonable request.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Abbreviations**
The following abbreviations are used in this manuscript:

- KALJ: Kob and Andersen Lennard–Jones 80:20 binary mixture
- CJ: Cage-Jump algorithm
- CTRW: Continuous Time Random Walk
- MCT: Mode-Coupling Theory
- SEB: Stokes–Einstein Breakdown
- MD: Molecular Dynamics

**References**
1. Debye, P.G.; Stillinger, F.H. Supercooled liquids and the glass transition. *Nature* 2001, 410, 259–267. [CrossRef] [PubMed]
2. Cavagna, A. Supercooled liquids for pedestrians. *Phys. Rep.* 2009, 476, 51–124. [CrossRef]
3. Kob, W.; Andersen, H.C. Testing mode-coupling theory for a supercooled binary Lennard-Jones mixture I: The van Hove correlation function. *Phys. Rev. E* 1995, 51, 4626. [CrossRef] [PubMed]
4. Royall, C.P.; Williams, S.R. The role of local structure in dynamical arrest. *Phys. Rep.* 2015, 560, 1–75. [CrossRef]
5. Pastore, R.; Pica Ciamarra, M.; Coniglio, A. Pacman Percolation and the Glass Transition. *Fractals* 2013, 21, 1350021. [CrossRef]
6. Ojovan, M.I.; Louzguine-Luzgin, D.V. Revealing structural changes at glass transition via radial distribution functions. *J. Phys. Chem. B* 2020, 124, 3186–3194. [CrossRef]
7. Hecksher, T.; Nielsen, A.I.; Olsen, N.B.; Dyre, J.C. Little evidence for dynamic divergences in ultraviscous molecular liquids. *Nat. Phys.* 2008, 4, 737–741. [CrossRef]
8. Götze, W. *Complex Dynamics of Glass-Forming Liquids: A Mode-Coupling Theory*; OUP Oxford: Oxford, UK, 2008; Volume 143.

9. Candelori, R.; Widmer-Cooper, A.; Kummerfeld, J.K.; Dauchot, O.; Biroli, G.; Harrowell, P.; Reichman, D.R. Spatiotemporal hierarchy of relaxation events, dynamical heterogeneities, and structural reorganization in a supercooled liquid. *Phys. Rev. Lett.* 2010, 105, 135702. [CrossRef]

10. Keys, A.S.; Hedges, L.O.; Garrahan, J.P.; Glotzer, S.C.; Chandler, D. Excitations are localized and relaxation is hierarchical in glass-forming liquids. *Phys. Rev. X* 2011, 1, 029901. [CrossRef]

11. Ciamarra, M.P.; Pastore, R.; Coniglio, A. Particle jumps in structural glasses. *Soft Matter* 2016, 12, 358–366. [CrossRef]

12. Perakis, F.; Camisasa, G.; Lane, T.J.; Späh, A.; Wükeldt, K.T.; Sellberg, J.A.; Lelumkhüë, F.; Pathak, H.; Kim, K.H.; Amann-Winkel, K.; et al. Coherent X-rays reveal the influence of cage effects on ultrafast water dynamics. *Nat. Commun.* 2018, 9, 1917. [CrossRef] [PubMed]

13. Weeks, E.R.; Crocker, J.C.; Levitt, A.C.; Schofield, A.; Weitz, D.A. Three-dimensional direct imaging of structural relaxation near the colloidal glass transition. *Science* 2000, 287, 627–631. [CrossRef] [PubMed]

14. Pastore, R.; Coniglio, A.; Ciamarra, M.P. From cage-jump motion to macroscopic diffusion in supercooled liquids. *Soft Matter* 2014, 10, 5724–5728. [CrossRef]

15. Vollmayr-Lee, K. Single particle jumps in a binary Lennard-Jones system below the glass transition. *J. Chem. Phys.* 2004, 121, 4781–4794. [CrossRef] [PubMed]

16. Helfferich, J.; Ziebert, F.; Frey, S.; Meyer, H.; Farago, J.; Blumen, A.; Baschnagel, J. Continuous-time random-walk approach to supercooled liquids. I. Different definitions of particle jumps and their consequences. *Phys. Rev. E* 2014, 89, 042603. [CrossRef]

17. Shiba, H.; Kawasaki, T.; Onuki, A. Relationship between bond-breakage correlations and four-point correlations in heterogeneous glassy dynamics: Configuration changes and vibration modes. *Phys. Rev. E* 2012, 86, 041504. [CrossRef]

18. Kikutsuji, T.; Kim, K.; Matubayasi, N. Diffusion dynamics of supercooled water modeled with the cage-jump motion and hydrogen-bond rearrangement. *J. Chem. Phys.* 2019, 150, 204502. [CrossRef]

19. Mahanta, D.D.; Mitra, R.K. Connection of large amplitude angular jump motions with temporal heterogeneity in aqueous solutions. *Phys. Chem. Chem. Phys.* 2020, 22, 9339–9348. [CrossRef]

20. Doliwa, B.; Heuer, A. Hopping in a supercooled Lennard-Jones liquid: Metabasins, waiting time distribution, and diffusion. *Phys. Rev. E* 2003, 67, 030501. [CrossRef]

21. de Souza, V.K.; Wales, D.J. Energy landscapes for diffusion: Analysis of cage-breaking processes. *J. Chem. Phys.* 2008, 129, 164507. [CrossRef]

22. Montroll, E.W.; Weiss, G.H. Random walks on lattices. II. *J. Math. Phys.* 1965, 6, 167–181. [CrossRef]

23. Klafter, J.; Sokolov, I.M. *First Steps in Random Walks: From Tools to Applications*; Oxford University Press: Oxford, UK, 2011.

24. Charbonneau, P.; Jin, Y.; Parisi, G.; Zamponi, F. Hopping and the Stokes–Einstein relation breakdown in simple glass formers. *Proc. Natl. Acad. Sci. USA* 2014, 111, 15025–15030. [CrossRef] [PubMed]

25. Tarjus, G.; Kivelson, D. Breakdown of the Stokes–Einstein relation in supercooled liquids. *J. Chem. Phys.* 1995, 103, 3071–3073. [CrossRef]

26. Shi, Z.; Debenedetti, P.G.; Stillinger, F.H. Relaxation processes in liquids: Variations on a theme by Stokes and Einstein. *J. Chem. Phys.* 2013, 138, 12A526. [CrossRef] [PubMed]

27. Berthier, L.; Chandler, D.; Garrahan, J.P. Length scale for the onset of Fickian diffusion in supercooled liquids. *EPL (Europhys. Lett.)* 2004, 69, 320. [CrossRef]

28. Hedges, L.O.; Maibaum, L.; Chandler, D.; Garrahan, J.P. Decoupling of exchange and persistence times in atomistic models of glass formers. *J. Chem. Phys.* 2007, 127, 211101. [CrossRef]

29. Pastore, R.; Coniglio, A.; de Candia, A.; Fierro, A.; Ciamarra, M.P. Cage-jump motion reveals universal dynamics and non-universal structural features in glass forming liquids. *J. Stat. Mech. Theory Exp.* 2016, 042603. [CrossRef] [PubMed]

30. Mackowiak, S.A.; Herman, T.K.; Kaufman, L.J. Spatial and temporal heterogeneity in supercooled glycerol: Evidence from wide field single molecule imaging. *J. Chem. Phys.* 2009, 131, 244513. [CrossRef]

31. Mackowiak, S.A.; Leone, L.M.; Kaufman, L.J. Probe dependence of spatially heterogeneous dynamics in supercooled glycerol as revealed by single molecule microscopy. *Phys. Chem. Chem. Phys.* 2011, 13, 1786–1799. [CrossRef]

32. Yu, C.; Granick, S. Revisiting polymer surface diffusion in the extreme case of strong adsorption. *Langmuir* 2014, 30, 14538–14544. [CrossRef]

33. Mackowiak, S.A.; Kaufman, L.J. When the heterogeneous appears homogeneous: Discrepant measures of heterogeneity in single-molecule observables. *J. Phys. Chem. Lett.* 2011, 2, 438–442. [CrossRef] [PubMed]

34. Yukimoto, N.; Tsutsumi, M.; He, Y.; Shintaku, H.; Tanaka, S.; Kawano, S.; Kawai, T.; Taniguchi, M. Tracking single-particle dynamics via combined optical and electrical sensing. *Sci. Rep.* 2013, 3, 1855. [CrossRef] [PubMed]

35. Wei, C.Y.J.; Kim, Y.H.; Darst, R.K.; Rossky, P.J.; Bout, D.A.V. Origins of nonexponential decay in single molecule measurements of rotational dynamics. *Phys. Rev. Lett.* 2005, 95, 173001. [CrossRef] [PubMed]

36. Jung, Y.; Garrahan, J.P.; Chandler, D. Excitation lines and the breakdown of Stokes–Einstein relations in supercooled liquids. *Phys. Rev. E* 2004, 69, 061205. [CrossRef] [PubMed]

37. Ritort, F.; Sollich, P. Glassy dynamics of kinetically constrained models. *Adv. Phys.* 2003, 52, 219–342. [CrossRef]

38. Pastore, R.; Kikutsuji, T.; Rusciano, F.; Matubayasi, N.; Kim, K.; Greco, F. Breakdown of the Stokes–Einstein relation in supercooled liquids: A cage-jump perspective. *J. Chem. Phys.* 2021, 155, 114503. [CrossRef] [PubMed]
39. Plimpton, S. Fast parallel algorithms for short-range molecular dynamics. *J. Comput. Phys.* 1995, 117, 1–19. [CrossRef]

40. Coslovich, D.; Ozawa, M.; Kob, W. Dynamic and thermodynamic crossover scenarios in the Kob-Andersen mixture: Insights from multi-CPU and multi-GPU simulations. *Eur. Phys. J. E* 2018, 41, 62. [CrossRef]

41. Kob, W.; Andersen, H.C. Scaling behavior in the $\beta$-relaxation regime of a supercooled Lennard-Jones mixture. *Phys. Rev. Lett.* 1994, 73, 1376. [CrossRef]

42. Hukushima, K.; Nemoto, K. Exchange Monte Carlo method and application to spin glass simulations. *J. Phys. Soc. Jpn.* 1996, 65, 1604–1608. [CrossRef]

43. Larini, L.; Ottochian, A.; De Michele, C.; Leporini, D. Universal scaling between structural relaxation and vibrational dynamics in glass-forming liquids and polymers. *Nat. Phys.* 2008, 4, 42–45. [CrossRef]

44. Kob, W.; Andersen, H.C. Testing mode-coupling theory for a supercooled binary Lennard-Jones mixture. II. Intermediate scattering function and dynamic susceptibility. *Phys. Rev. E* 1995, 52, 4134. [CrossRef] [PubMed]

45. Flenner, E.; Szamel, G. Relaxation in a glassy binary mixture: Mode-coupling-like power laws, dynamic heterogeneity, and a new non-Gaussian parameter. *Phys. Rev. E* 2005, 72, 011205. [CrossRef] [PubMed]

46. Ashwin, S.; Sastry, S. Low-temperature behaviour of the Kob–Andersen binary mixture. *J. Phys. Condens. Matter* 2003, 15, S1253.

47. Berthier, L.; Tarjus, G. Critical test of the mode-coupling theory of the glass transition. *Phys. Rev. E* 2010, 82, 031502. [CrossRef]

48. Kumar, S.K.; Szamel, G.; Douglas, J.F. Nature of the breakdown in the Stokes–Einstein relationship in a hard sphere fluid. *J. Chem. Phys.* 2006, 124, 214501. [CrossRef]

49. Pastore, R.; Coniglio, A.; Ciamarra, M.P. Spatial correlations of elementary relaxation events in glass-forming liquids. *Soft Matter* 2015, 11, 7214–7218. [CrossRef]

50. Pastore, R.; Coniglio, A.; Ciamarra, M.P. Dynamic phase coexistence in glass–forming liquids. *Sci. Rep.* 2015, 5, 11770. [CrossRef]

51. Dubey, V.; Dueby, S.; Daschakraborty, S. Breakdown of the Stokes–Einstein relation in supercooled water: The jump-diffusion perspective. *Phys. Chem. Chem. Phys.* 2021, 23, 19964–19986. [CrossRef]