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Abstract

We develop a truncation method to calculate the trace distance between two Gaussian states in fermionic systems. The Gaussian states are fully determined by their corresponding correlation matrices. To calculate the trace distance between two Gaussian states, we truncate the corresponding correlation matrices according to the von Neumann entropies and the difference of the two correlation matrices. We find two classes of cases for which the method works. The first class are the cases that the von Neumann entropies of the two states are not too large and the two corresponding correlation matrices nearly commute. The other class are the cases that the two states are nearly orthogonal in the way that are characterized by the canonical values of the correlation matrix difference. We apply the method to examples of subsystems in eigenstates of Ising and XX spin chains, and when the method works we obtain the subsystem trace distances with considerably large subsystem sizes.
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1 Introduction

In quantum information theory, it is necessary to distinguish quantitatively two quantum states \([1, 2]\). In quantum many-body systems, quantum field theories and gravity, the quantitative distinguishability of states also plays important roles \([3-33]\). There are many such quantities such as relative entropy, Schatten distances, trace distance and fidelity. In this paper we focus on the trace distance. For two density matrices \(\rho\) and \(\sigma\), the trace distance is defined as

\[
D(\rho, \sigma) = \frac{1}{2} \text{tr}|\rho - \sigma|.
\] (1.1)

In quantum many-body systems, trace distance has advantages over the other distinguishability measures not only because trace distance is a mathematically well-defined distance \([1, 2]\) but also because in the scaling limit it can distinguish states that the other measures can not distinguish \([23]\), despite the fact that it is notoriously difficult to calculate for large systems due to the fact that Hilbert space dimension grows exponentially with the number of qubits. We will also consider the fidelity

\[
F(\rho, \sigma) = \text{tr}\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}},
\] (1.2)

which serves as a benchmark to be compared with the trace distance. Especially, fidelity gives both an upper bound and a lower bound of trace distance \([1, 2]\)

\[
1 - F(\rho, \sigma) \leq D(\rho, \sigma) \leq \sqrt{1 - F(\rho, \sigma)^2}.
\] (1.3)

For recent developments on the calculation of the fidelity and the trace distance using variational techniques and quantum computers see \([34-38]\).

In this paper we develop a truncation method to calculate the trace distance between two Gaussian states in fermionic systems. It is trivial for two pure states. The Gaussian states can also be mixed states of the total system, or the reduced density matrices (RDMs) of some subsystems. A Gaussian state is fully determined by all the two-point correlation functions of the fermions in the system or subsystem, which can be arranged properly forming a correlation matrix. To calculate the trace distance, we truncate two Gaussian states by truncating their correlation matrices according to the von Neumann entropies of the two states, which we call the maximal entropy strategy, or the difference of the correlation matrices, which we call the maximal difference strategy. We also truncate the correlation matrices by a mix of the maximal entropy strategy and the maximal difference strategy. From the contractive property of the trace distance, it is easy to see that the mixed strategy of the truncation method always gives the best approximation of the trace distance.

We test the truncation method in several examples, including the eigenstate RDMs in the Ising chain and XX chain and the ground state RDMs in Ising chains with different transverse fields. Based on the examples, we summarize two classes of cases that the truncation method works. The method works when both the condition that the von Neumann entropies of the two states are small and the condition that the two relevant correlation functions nearly commute are satisfied. The method also works for two nearly orthogonal states which are characterized by the largest canonical value of the correlation matrix difference of the states approaching 2.

The remaining part of the paper is organized as follows. In section 2, we elaborate the truncated canonicalized correlation matrix method for two general fermionic Gaussian states. In sections 3, 4 and 5, we check the truncation method using respectively examples of eigenstate RDMs in the Ising chain, examples of low-lying state RDMs in critical Ising chain, and examples of ground
state RDMs in the Ising chains with different transverse fields. We summarize the conditions that truncation method works in section 6. In section 7, we present the truncated diagonalized correlation matrix method, a special version of the truncation method, for two Gaussian states in the free fermionic theory. In sections 8 and 9, we check the truncated diagonalized correlation matrix method using examples of eigenstate RDMs in XX chain and examples of low-lying state RDMs in half-filled XX chain. We conclude with discussions in section 10. In appendix A, we give a simple example of two orthogonal Gaussian states in the scaling limit for which no finite truncation method for trace distance is possible.

2 Truncated canonicalized correlation matrix method

In this section we first review the canonicalized correlation matrix method in [33], which is an exact method but is efficient only for cases of low-rank states. Then we generalize the canonicalized correlation matrix method to the so-called truncated canonicalized correlation matrix method, which also applies to the cases of high-rank states under some specific conditions.

2.1 Canonicalized correlation matrix method

We consider a system of \( \ell \) spinless fermions \( a_j, a_j^\dagger, j = 1, 2, \cdots, \ell \), which can be the whole system or a subsystem. It is convenient to define the Majorana modes

\[
d_{2j-1} = a_j + a_j^\dagger, \quad d_{2j} = i(a_j + a_j^\dagger), \quad j = 1, 2, \cdots, \ell.
\]

The system is in a general Gaussian state with density matrix \( \rho \) characterized by a correlation function matrix \( \Gamma \) with entries

\[
\Gamma_{m_1 m_2} = \langle d_{m_1} d_{m_2} \rangle - \delta_{m_1 m_2}, \quad m_1, m_2 = 1, 2, \cdots, 2\ell.
\]

All other correlation functions in the Gaussian state could be obtained from the correlation matrix \( \Gamma \) by Wick contractions.

The correlation matrix \( \Gamma \) is purely imaginary and skew-symmetric and can be transformed in the canonical form following [39, 40]. There are equations

\[
\Gamma u_j = -i\gamma_j v_j, \quad \Gamma v_j = i\gamma_j u_j, \quad j = 1, 2, \cdots, \ell,
\]

with the real numbers \( \gamma_j \in [0, 1] \) and the real \( 2\ell \)-component vectors \( u_j, v_j \). For each \( j = 1, 2, \cdots, \ell \), one can call \( \gamma_j \) a canonical value of \( \Gamma \) and call \( u_j \) and \( v_j \) the corresponding canonical vectors. The canonical vectors satisfy

\[
u_j^T u_{j_2} = \delta_{j_1 j_2}, \quad u_j^T v_{j_2} = 0, \quad j_1, j_2 = 1, 2, \cdots, \ell.
\]

We define the \( 2\ell \times 2\ell \) orthogonal matrix

\[
Q = (u_1, v_1, u_2, v_2, \cdots, u_\ell, v_\ell),
\]

with each vector written as a column vector. The matrix \( Q \) transforms \( \Gamma \) into the canonical form

\[
Q^T \Gamma Q = \bigoplus_{j=1}^\ell \begin{pmatrix} 0 & i\gamma_j \\ -i\gamma_j & 0 \end{pmatrix}.
\]
The density matrix of the Gaussian state can be written as [41–43]

\[ \rho = \sqrt{\det \frac{1-\Gamma}{2}} \exp\left( -\frac{1}{2} \sum_{m_1, m_2=1}^{2\ell} W_{m_1, m_2} d_{m_1} d_{m_2} \right), \tag{2.7} \]

with the matrix

\[ W = \arctanh \Gamma. \tag{2.8} \]

The matrix \( W \) is also purely imaginary and skew-symmetric and can be transformed as

\[ Q^T W Q = \bigoplus_{j=1}^{\ell} \begin{pmatrix} 0 & i\delta_j \\ -i\delta_j & 0 \end{pmatrix}, \quad \delta_j = \arctanh \gamma_j, \quad j = 1, 2, \cdots, \ell. \tag{2.9} \]

We define the new Majorana modes

\[ \tilde{d}_{m_1} \equiv \sum_{m_2=1}^{2\ell} Q_{m_2 m_1} d_{m_2}, \quad m_1 = 1, 2, \cdots, 2\ell, \tag{2.10} \]

and write the density matrix as

\[ \rho = \prod_{j=1}^{\ell} \frac{1 - i\gamma_j \tilde{d}_{2j-1} \tilde{d}_{2j}}{2}. \tag{2.11} \]

Then we calculate the trace distance between two Gaussian states using their explicit density matrices. To calculate the fidelity between two Gaussian states, it is convenient to use the formula

\[ \sqrt{\rho} = \prod_{j=1}^{\ell} \left( \sqrt{1 + \gamma_j} + \sqrt{1 - \gamma_j} \right) - i(\sqrt{1 + \gamma_j} - \sqrt{1 - \gamma_j}) \tilde{d}_{2j-1} \tilde{d}_{2j} \frac{2\sqrt{2}}{2\sqrt{2}}. \tag{2.12} \]

### 2.2 Truncated canonicalized correlation matrix method

To calculate the approximate trace distance between two fermionic Gaussian states, we use three strategies to implement the truncated canonicalized correlation matrix method.

#### 2.2.1 Maximal entropy strategy

For the correlation matrix \( \Gamma \) with (2.6), the corresponding density matrix \( \rho \) is similar with [44,45]

\[ \rho \approx \bigotimes_{j=1}^{\ell} \begin{pmatrix} \frac{1-\gamma_j}{2} & \frac{1+\gamma_j}{2} \\ \frac{1+\gamma_j}{2} & \frac{1-\gamma_j}{2} \end{pmatrix}. \tag{2.13} \]

The von Neumann entropy of \( \rho \) is just sum of the Shannon entropy of each effective probability distribution \( \left( \frac{1-\gamma_j}{2}, \frac{1+\gamma_j}{2} \right), \, j = 1, 2, \cdots, \ell \)

\[ S = \sum_{j=1}^{\ell} \left( -\frac{1-\gamma_j}{2} \log \frac{1-\gamma_j}{2} - \frac{1+\gamma_j}{2} \log \frac{1+\gamma_j}{2} \right). \tag{2.14} \]
For a low-rank state, the entropy $S$ is not large and one may truncate the above effective probability distribution to a few values of smallest $\gamma_j$. For two Gaussian states, we follow the same idea and truncate the two density matrices and calculate their trace distance.

We consider two general Gaussian states $\rho_1$ and $\rho_2$ with correlation matrices $\Gamma_1$ and $\Gamma_2$. The matrix $\Gamma_1$ has canonical values and vectors $(\gamma_j, u_j, v_j)$ with $j = 1, 2, \cdots, \ell$, and the matrix $\Gamma_2$ has canonical values and vectors $(\gamma_j, u_j, v_j)$ with $j = \ell+1, \ell+2, \cdots, 2\ell$. We sort the $2\ell$ sets of canonical values and vectors $(\gamma_j, u_j, v_j)$ with $j = 1, 2, \cdots, 2\ell$ according to the values of $\gamma_j$ from the smallest to the largest one, and choose the first $2\ell$ vectors and rename them as $w_i$ with $i = 1, 2, \cdots, 2\ell$.

We define the $2\ell \times 2\ell$ matrix $V$ with entries

$$V_{i_1,i_2} = w_{i_1}^T w_{i_2}, \quad i_1, i_2 = 1, 2, \cdots, 2\ell. \quad (2.15)$$

We sort the eigenvalues and eigenvectors $(\alpha_i, \alpha_i)$ of $V$ according the values of $\alpha_i$ from the largest to the smallest and discard the ones smaller than a cutoff, say $10^{-9}$. When the number of remaining vectors is odd, we just add one extra vector with the largest eigenvalue smaller than the cutoff. After the discard, we have $2\ell$ sets of eigenvalues and eigenvectors $(\alpha_i, \alpha_i)$ with $i = 1, 2, \cdots, 2\ell$, from which we define the $2\ell$-component orthonormal vectors

$$\tilde{w}_i \equiv \frac{1}{\sqrt{\alpha_i}} \sum_{j=1}^{2\ell} [\alpha_i]_j w_{j,i}, \quad i = 1, 2, \cdots, 2\ell. \quad (2.16)$$

Then we define the $2\ell \times 2\ell$ matrix

$$\tilde{Q} = (\tilde{w}_1, \tilde{w}_2, \cdots, \tilde{w}_{2\ell}), \quad (2.17)$$

and the new truncated correlation matrices of size $2\ell \times 2\ell$

$$\tilde{\Gamma}_1 = \tilde{Q}^T \Gamma_1 \tilde{Q}, \quad \tilde{\Gamma}_2 = \tilde{Q}^T \Gamma_2 \tilde{Q}. \quad (2.18)$$

We construct the $2\ell \times 2\ell$ truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$ from the $2\ell \times 2\ell$ truncated correlation matrices $\tilde{\Gamma}_1$ and $\tilde{\Gamma}_2$ using the canonicalized correlation matrix method in the previous subsection. With the truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$, we calculate the approximate trace distance and fidelity

$$D_{t,0}(\rho_1, \rho_2) \equiv D(\tilde{\rho}_1, \tilde{\rho}_2), \quad (2.19)$$

$$F_{t,0}(\rho_1, \rho_2) \equiv F(\tilde{\rho}_1, \tilde{\rho}_2). \quad (2.20)$$

Here we use the subscript $t, 0$ for later convenience.

### 2.2.2 Maximal difference strategy

We sort the canonical values and canonical vectors $(\gamma_j, u_j, v_j)$ with $j = 1, 2, \cdots, \ell$ of the correlation matrix difference $\Gamma_1 - \Gamma_2$ according to canonical values from the largest to the smallest and rename the canonical vectors corresponding to the first $t = \ell$ canonical values as $w_j$ with $j = 1, 2, \cdots, 2\ell$. Notice that for one canonical value there are two corresponding canonical vectors. We construct the $2\ell \times 2\ell$ matrix

$$\tilde{Q} = (\tilde{w}_1, \tilde{w}_2, \cdots, \tilde{w}_{2\ell}), \quad (2.21)$$

and the new truncated correlation matrices of size $2\hat{\ell} \times 2\hat{\ell}$

$$\tilde{\Gamma}_1 = \tilde{Q}^T \Gamma_1 \tilde{Q}, \quad \tilde{\Gamma}_2 = \tilde{Q}^T \Gamma_2 \tilde{Q}. \quad (2.22)$$
We construct the $2^\ell \times 2^\ell$ truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$ from the $2\tilde{\ell} \times 2\tilde{\ell}$ truncated correlation matrices $\tilde{\Gamma}_1$ and $\tilde{\Gamma}_2$ using the canonicalized correlation matrix method. With the truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$, we calculate the approximate trace distance and fidelity

$$D_{0,t}(\rho_1, \rho_2) \equiv D(\tilde{\rho}_1, \tilde{\rho}_2), \quad (2.23)$$
$$F_{0,t}(\rho_1, \rho_2) \equiv F(\tilde{\rho}_1, \tilde{\rho}_2). \quad (2.24)$$

Here we use the subscript $0, t$ for later convenience.

### 2.2.3 Mixed strategy

We combine the maximal entropy strategy and maximal difference strategy as a mixed strategy. The matrix $\Gamma_1$ has canonical values and vectors $(\mu_j, u_j, v_j)$ with $j = 1, 2, \cdots, \ell$, and the matrix $\Gamma_2$ has canonical values and vectors $(\mu_j, u_j, v_j)$ with $j = \ell + 1, \ell + 2, \cdots, 2\ell$. We sort the $2\ell$ sets of canonical values and vectors $(\mu_j, u_j, v_j)$ with $j = 1, 2, \cdots, 2\ell$ according to the canonical values $\mu_j$ from the smallest to the largest, and choose the $2t_1$ canonical vectors corresponding to the first $t_1$ canonical values and rename them as $w_i$ with $i = 1, 2, \cdots, 2t_1$. We choose $2t_2$ canonical vectors of $\Gamma_1 - \Gamma_2$ corresponding to the $t_2$ largest canonical values and rename them as $w_i$, $i = 2t_1 + 1, 2t_1 + 2, \cdots, 2(t_1 + t_2)$. In total, we have the $2t = 2(t_1 + t_2)$ vectors $w_i$, $i = 1, 2, \cdots, 2t$.

We define the $2t \times 2t$ matrix $V$ with entries

$$V_{i_1 i_2} = w_{i_1}^T w_{i_2}, \quad i_1, i_2 = 1, 2, \cdots, 2t. \quad (2.25)$$

We sort the eigenvalues and eigenvectors $(\alpha_i, \alpha_i)$ of $V$ according the values of $\alpha_i$ from the largest to the smallest and discard the ones smaller than a cutoff, say $10^{-9}$. When the number of remaining vectors is odd, we just add one extra vector with the largest eigenvalue that is smaller than the cutoff. Then we have $2\tilde{\ell}$ sets of eigenvalues and eigenvectors $(\alpha_i, \alpha_i)$ with $i = 1, 2, \cdots, 2\tilde{\ell}$, from which we define the $2\tilde{\ell}$-component orthonormal vectors

$$\tilde{w}_i \equiv \frac{1}{\sqrt{\alpha_i}} \sum_{i' = 1}^{2t} [\alpha_i]_{i'} w_{i'}, \quad i = 1, 2, \cdots, 2\tilde{\ell}. \quad (2.26)$$

Then we define the $2\tilde{\ell} \times 2\tilde{\ell}$ matrix

$$\tilde{Q} = (\tilde{w}_1, \tilde{w}_2, \cdots, \tilde{w}_{2\tilde{\ell}}), \quad (2.27)$$

and the new truncated correlation matrices of size $2\tilde{\ell} \times 2\tilde{\ell}$

$$\tilde{\Gamma}_1 = \tilde{Q}^T \Gamma_1 \tilde{Q}, \quad \tilde{\Gamma}_2 = \tilde{Q}^T \Gamma_2 \tilde{Q}. \quad (2.28)$$

We construct the $2^\ell \times 2^\ell$ truncated density matrices $\bar{\rho}_1$ and $\bar{\rho}_2$ from the $2\tilde{\ell} \times 2\tilde{\ell}$ truncated correlation matrices $\tilde{\Gamma}_1$ and $\tilde{\Gamma}_2$ using the canonicalized correlation matrix method. With the truncated density matrices $\bar{\rho}_1$ and $\bar{\rho}_2$, we calculate the approximate trace distance and fidelity

$$\bar{D}_{t_1, t_2}(\rho_1, \rho_2) \equiv D(\bar{\rho}_1, \bar{\rho}_2), \quad (2.29)$$
$$\bar{F}_{t_1, t_2}(\rho_1, \rho_2) \equiv F(\bar{\rho}_1, \bar{\rho}_2). \quad (2.30)$$

When $t_2 = 0$, the mixed strategy reduces to the maximal entanglement strategy. When $t_1 = 0$, the mixed strategy reduces to the maximal difference strategy.
As the trace distance is contractive under partial trace and the fidelity is expansive under partial trace \[1\], the exact trace distance of the two states is always larger than the approximate trace distance from the truncation method and the exact fidelity is always smaller than the approximate fidelity from the truncation method. For fixed \(t < \ell\) we get the best approximate trace distance and fidelity from the mixed truncation strategy

\[
\tilde{D}_t(\rho_1, \rho_2) \equiv \max_{0 \leq t_1 \leq t} \tilde{D}_{t_1, t-t_1}(\rho_1, \rho_2), \\
\tilde{F}_t(\rho_1, \rho_2) \equiv \min_{0 \leq t_1 \leq t} \tilde{F}_{t_1, t-t_1}(\rho_1, \rho_2). \tag{2.31}
\]

For \(\ell \leq t\), we do not need to impose any truncation and we just calculate the exact trace distance and fidelity from the canonicalized correlation matrix method.

The mixed strategy of the truncation matrix method always has better precision than the other two strategies. When we later say the truncated canonicalized correlation matrix method without specifying the strategy, we just mean the mixed strategy of the truncation method.

### 3 Examples of RDMs in Ising chain

We use the truncation method to calculate the subsystem trace distance between the ground and excited states in Ising chain with transverse field.

#### 3.1 Ground and excited states

The Ising chain with a transverse field has the Hamiltonian

\[
H = -\frac{1}{2} \sum_{j=1}^{L} (\sigma_j^x \sigma_{j+1}^x + \lambda \sigma_j^z), \tag{3.1}
\]

with periodic boundary conditions of the Pauli matrices \(\sigma_{j+L}^x = \sigma_j\). From Jordan-Wigner transformation, it becomes a fermionic chain \([46-48]\)

\[
H = \sum_{j=1}^{L} \left[ \lambda \left( a_j^\dagger a_j - \frac{1}{2} \right) - \frac{1}{2} (a_j^\dagger a_{j+1} + a_j^\dagger a_{j+1}^\dagger + a_j a_{j+1}) \right], \tag{3.2}
\]

with addition of proper combination of boundary conditions and projections. From further Fourier transformation and Bogoliubov transformation, it becomes

\[
H = \sum_k \varepsilon_k (c_k^\dagger c_k - \frac{1}{2}), \quad \varepsilon_k = \sqrt{\lambda^2 - 2\lambda \cos \frac{2\pi k}{L} + 1}. \tag{3.3}
\]

We focus on the case that \(L\) is an even integer. For anti-periodic boundary condition of the fermions, i.e. the Neveu-Schwarz (NS) sector, we have

\[
k = \frac{L-1}{2}, \ldots, -\frac{1}{2}, \frac{1}{2}, \ldots, -\frac{L-1}{2}. \tag{3.4}
\]

For periodic boundary condition of the fermions, i.e. the Ramond (R) sector, we have

\[
k = \frac{-L}{2}, \frac{-L}{2} + 1, \ldots, -1, 0, 1, \ldots, \frac{L}{2} - 1. \tag{3.5}
\]
The energy eigenstates are characterized by the set of the momenta of the excited quasiparticles \( K = \{ k_1, k_2, \ldots, k_r \} \)

\[
|K\rangle = c_{k_1}^\dagger c_{k_2}^\dagger \cdots c_{k_r}^\dagger |G\rangle.
\] (3.6)

Note that in the NS and R sectors there are different ground states \(|G\rangle\)’s. The RDM of a quasiparticle excited state is also a Gaussian state. For the subsystem \( A = [1, \ell] \) in state \(|K\rangle\), one can define the \( 2\ell \times 2\ell \) correlation matrix \( \Gamma_{A,K} \) following (2.2) with entries

\[
[\Gamma_{A,K}]_{j_1,j_2-1} = f^K_{j_2-j_1}, \quad [\Gamma_{A,K}]_{j_2,j_1-1} = -f^K_{j_2,j_1-1} = g^K_{j_2-j_1}, \quad j_1, j_2 = 1, 2, \ldots, \ell,
\] (3.7)

where we have defined \([44, 45, 49–51]\)

\[
f^K_j \equiv \frac{2i}{L} \sum_{k \in K} \sin \left( \frac{2\pi j k}{L} \right), \quad g^K_j \equiv -\frac{i}{L} \sum_{k \not\in K} \cos \left( \frac{2\pi j k}{L} - \theta_k \right) + \frac{i}{L} \sum_{k \in K} \cos \left( \frac{2\pi j k}{L} - \theta_k \right).
\] (3.8)

The angle \( \theta_k \) is determined by

\[
e^{i\theta_k} = \frac{\lambda - \cos \frac{2\pi k}{L} + i \sin \frac{2\pi k}{L}}{\sqrt{\lambda^2 - 2\lambda \cos \frac{2\pi k}{L} + 1}}.
\] (3.9)

To check the efficiency of the truncated canonicalized correlation matrix method with different strategies, we calculate the approximate subsystem trace distance and fidelity between various typical states

\[
K_0 = \emptyset, \quad K_1 = \left\{ \frac{1}{2}, \frac{3}{2} \right\}, \quad K_2 = \left\{ \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \frac{7}{2} \right\},
\]

\[
K_3 = \left[-\frac{L-1}{2}, -\frac{1}{2}\right], \quad K_4 = \left[\frac{1}{2}, \frac{L-1}{2}\right],
\]

\[
K_5 = \left[-\frac{L}{4} + \frac{1}{2}, \frac{L}{4} - \frac{1}{2}\right], \quad K_6 = \left[-\frac{L}{6} + \frac{1}{2}, \frac{L}{6} - \frac{1}{2}\right],
\]

\[
K_7 = K_3 \cup K_1, \quad K_8 = K_3 \cup K_2,
\]

\[
K_9 = \left[-\frac{L-1}{2}, -\frac{3}{2}\right], \quad K_{10} = \left[\frac{3}{2}, \frac{L-1}{2}\right],
\]

\[
K_{11} = \left[-\frac{L-1}{2}, -\frac{L-1}{2}\right], \quad K_{12} = \left[-\frac{L-1}{2}, \frac{L-1}{2}, 3\right],
\]

\[
K_{13} = K_9 \cup K_1, \quad K_{14} = K_9 \cup K_2.
\] (3.10)

Here \( K_0 \) is the state with no modes excited. By \([k_1, k_2]\) with \( k_1 \leq k_2 \) we mean the set \( \{ k_1, k_2+1, k_2+2, \ldots, k_2 \} \). By \([k_1, k_2, \delta k]\) with \( k_1 \leq k_2 \) we mean the set \( \{ k_1, k_2 + \delta k, k_2 + 2\delta k, \ldots, k_2' \} \) with \( k_2' \) satisfying \( k_2' \leq k_2 \) and \( k_2' + \delta k > k_2 \). According to the rule, there is \([k_1, k_2] = [k_1, k_2, 1]\). For general consistency, we only consider the cases with \( L \) being multiples of 12. We show the scheme of these states in figure 1.

The states \( K_0, K_1 \) and \( K_2 \) are few-quasiparticle states in which no quasiparticle or only a few quasiparticles are excited. The states from \( K_3 \) to \( K_{14} \) are many-quasiparticle states in which the number of excited modes is proportional to \( L \) in the scaling limit. When the Ising chain is gapped, the von Neumann entropies of the RDMs, i.e. the entanglement entropies, in few-quasiparticle states are finite in the scaling limit \([26, 27, 52–59]\). When the Ising chain is critical, the entanglement entropies in few-quasiparticle states follow the logarithmic law. For many-quasiparticle states, there are two typical scaling laws for the entanglement entropy. In states
Figure 1: Scheme of the typical states (3.10) we consider in the paper. The $L$ circles denote the quasiparticle modes from $-\frac{L-1}{2}$ to $\frac{L-1}{2}$. The empty circles denote the modes that are not excited and the red filled circles denote the excited modes. Here $K_0$, $K_1$ and $K_2$ are few-quasiparticle states, $K_3$, $K_4$, $K_5$, $K_6$, $K_7$ and $K_8$ are logarithmic-law states, and $K_9$, $K_{10}$, $K_{11}$, $K_{12}$, $K_{13}$ and $K_{14}$ are volume-law states. We have set $L = 60$ as an example.

from $K_3$ to $K_8$ almost all the excited modes are successive and the entropies follow the logarithmic law [44, 45, 60, 61]. We call them logarithmic-law many-quasiparticle states or in short logarithmic-law states. In states from $K_9$ to $K_{14}$, some fixed patterns are excited successively in an extended region of the momentum space. In such patterns there are both modes excited and modes not excited. For example, in state $K_9$ every other mode is excited in the range $[-\frac{L-1}{2}, -\frac{3}{2}]$, and in state $K_{12}$ every third mode is excited in the range $[-\frac{L-1}{2}, \frac{L-1}{2}]$. In such states, the entropy follows the volume law in the regime $1 \ll \ell \ll L$ [49], and we call them volume-law many-quasiparticle state or in short volume-law states. Note that when finite number of modes are changed in one state, the scaling behavior of the entanglement entropy does not change. In summary, we have the typical states (3.10) classified as follows.

\[
\begin{align*}
\text{Few-quasiparticle states} & \quad \text{States } K_0 \text{ to } K_2, \\
\text{Many-quasiparticle states} & \quad \text{Logarithmic-law states States } K_3 \text{ to } K_8. \\
& \quad \text{Volume-law states States } K_9 \text{ to } K_{14}.
\end{align*}
\]

Later we will also call few-quasiparticle states and the logarithmic-law states as small-entropy states and call the volume-law states as large-entropy states.

Whether the model is gapped or gapless depends on the value of the transverse field $\lambda$. The values of the transverse field does not affect the efficiency of the truncation method. We will just show examples with $\lambda = 1$ in this paper. We plot the canonical values of the correlation matrices of these states in figure 2. For the correlation matrix of a few-quasiparticle state or a logarithmic-law state, most of the canonical values are 1, and only finite number of the canonical values are in the range $[0, 1)$. For a volume-law state, the number of the canonical values in the range $[0, 1)$ is proportional to $L$ in the scaling limit, and in some cases all the canonical values are in the range $[0, 1)$. 

\[\text{Figure 1: Scheme of the typical states (3.10) we consider in the paper. The } L \text{ circles denote the quasiparticle modes from } -\frac{L-1}{2} \text{ to } \frac{L-1}{2}. \text{ The empty circles denote the modes that are not excited and the red filled circles denote the excited modes. Here } K_0, K_1 \text{ and } K_2 \text{ are few-quasiparticle states, } K_3, K_4, K_5, K_6, K_7 \text{ and } K_8 \text{ are logarithmic-law states, and } K_9, K_{10}, K_{11}, K_{12}, K_{13} \text{ and } K_{14} \text{ are volume-law states. We have set } L = 60 \text{ as an example.} \]
The canonical values of the correlation matrices of the few-quasiparticle states (left), logarithmic-law states (middle) and volume-law states (right) in (3.10) and figure 1. The canonical values of $\Gamma_{A,\mathcal{K}_4}$ and $\Gamma_{A,\mathcal{K}_5}$ are the same as those of $\Gamma_{A,\mathcal{K}_7}$. The canonical values of $\Gamma_{A,\mathcal{K}_{10}}$ are the same as those of $\Gamma_{A,\mathcal{K}_9}$. We have set $\lambda = 1$, $L = 360$ and $\ell = 120$.

[0, 1). These results indicate that the maximal entropy strategy of the truncation method may give good approximate RDMs for the small-entropy states and may not work for the large-entropy states.

We consider six classes of trace distances and fidelities among the typical states (3.10), as indicated by the titles of the following six subsections. We show the canonical values of the correlation matrix difference for the six classes in figure 3. We show the trace distance and fidelity from the truncated correlation matrix method with different strategies in figure 4.

### 3.2 Two few-quasiparticle states

The canonical values of the correlation matrix difference for the classes between two few-quasiparticle states are shown in panel (a) of figure 3. The number of nonvanishing canonical values is just the number of different modes of the two few-quasiparticle states. The approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the first row of figure 4. We compare the approximate fidelity from the truncated correlation matrix method with the exact results from the correlation matrix [62]

$$F_{\text{fer}}(\rho_\Gamma, \rho_\Gamma') = \left( \det \frac{1 - \Gamma_1}{2} \right)^{1/4} \left( \det \frac{1 - \Gamma_2}{2} \right)^{1/4} \left[ \det \left( 1 + \sqrt{\frac{1 + \Gamma_1}{1 - \Gamma_1} \frac{1 + \Gamma_2}{1 - \Gamma_2} \frac{1 + \Gamma_1}{1 - \Gamma_1}} \right) \right]^{1/2}, \quad (3.12)$$

where we have used $\rho_\Gamma$ to represent the corresponding RDM of the correlation matrix $\Gamma$. The exact fidelity gives lower and upper bounds of the trace distance according to (1.3).

In the first row of figure 4, the maximal entropy strategy works well for most of the subsystem sizes except when subsystem is almost the whole system. The maximal difference strategy does not work well due to missing of the modes that are excited in both states. The mixed strategy overcomes the drawbacks of both the maximal entropy strategy and the maximal difference strategy and works well for all the subsystem sizes.

### 3.3 Two logarithmic-law states

The canonical values of the correlation matrix difference for the classes between two logarithmic-law states are shown in panel (b) of figure 3. We see that almost all the canonical values of the
correlation matrix difference are 0 or 2. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the second row and the third row of figure 4.

For the cases $K_3$ vs $K_4$, the number of difference modes is proportional to $L$ in the scaling limit, and for large enough $\ell$ there exist canonical values equal to 2. The maximal entropy strategy fails well for the chosen truncation number $t = 10$, while the maximal difference strategy works well.

For the case $K_7$ vs $K_8$, the number of different modes is finite in the scaling limit. The maximal entropy strategy works well for most of the subsystem sizes except when subsystem is almost the whole system. The maximal difference strategy does not work well due to possible missing of the modes that are excited in both states. The mixed strategy overcomes the drawbacks of both the maximal entropy strategy and the maximal difference strategy and works well for all the subsystem sizes.

### 3.4 Two volume-law states

The canonical values of the correlation matrix difference for the classes between two volume-law states are shown in panel (c) of figure 3. All the canonical values are in the range $[0, 2)$, and there
Figure 4: The symbols are examples of the approximate trace distance ($D$) and fidelity ($F$) from the truncated canonicalized correlation matrix method with the maximal entropy strategy (MES, left), maximal difference strategy (MDS, middle) and the mixed strategy (MS, right) in Ising chain with transverse field. The solid lines are exact results of fidelity calculated from (3.12). The red dotted lines are lower and upper bounds of trace distance from fidelity. We have set $\lambda \equiv 1$, $L = 120$ and $t = 10$. 
are no canonical values being equal to 2 at all. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the fourth row of figure 4. Generally all the three strategies fail.

3.5 One few-quasiparticle state and one logarithmic-law state

The canonical values of the correlation matrix difference for the classes between one few-quasiparticle state and one logarithmic-law state are shown in panel (d) of figure 3. For all the cases there exist large number of canonical values being equal to 2. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the fifth row of figure 4. With the increase of the subsystem size, the trace distance increases quickly to 1 and the fidelity decreases quickly to 0. The maximal entropy strategy generally does not always works well, while the maximal difference strategy always works well.

3.6 One few-quasiparticle state and one volume-law state

The canonical values of the correlation matrix difference for the classes between one few-quasiparticle state and one volume-law state are shown in panel (e) of figure 3. All the canonical values are in the range $[0, 2)$. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the sixth row of figure 4. Generally all the three strategies fail.

3.7 One logarithmic-law state and one volume-law state

The canonical values of the correlation matrix difference for the classes between one logarithmic-law state and one volume-law state are shown in panel (f) of figure 3. For the cases $K_3$ vs $K_9$ and $K_3$ vs $K_{11}$, there are no canonical values being equal to 2, while for the cases $K_3$ vs $K_{10}$ and $K_5$ vs $K_9$ there exist large number of canonical values being equal to 2. The approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the last two rows of figure 4. The maximal entropy strategy fails for all the cases. The maximal difference strategy works well for the case $K_3$ vs $K_{10}$, while it fails for the case $K_3$ vs $K_{11}$. The mixed strategy does not improve the results for the case $K_3$ vs $K_{11}$.

3.8 Summary

From above examples, we see that the mixed strategy of the truncation method works well for the cases with only few-quasiparticle states and logarithmic-law states are involved. As the ranks of the small-entropy states are relatively small, it is understandable that there exist approximate truncated density matrices that produce the trace distance with a high precision.

It is tricky when at least one large-entropy state is involved. For all the cases that involve at least one large-entropy state and the maximal difference strategy of the truncation method works, there exist large numbers of the canonical values of the correlation matrix difference being equal to 2, for example, the cases $K_3$ vs $K_{10}$ and $K_5$ vs $K_9$ as can be seen in figure 3. For the cases with only small-entropy states and the maximal difference strategy of the truncation method works, there exist large numbers of the canonical values of the correlation matrix difference being equal to 2, for example, the cases $K_3$ vs $K_4$, $K_5$ vs $K_6$, $K_1$ vs $K_3$, $K_1$ vs $K_5$, $K_1$ vs $K_6$. From the contractive property of the trace distance and expansive property of the fidelity under partial trace [1], it is easy to see that the trace distance is just 1 and the fidelity is just 0 if there exists at least one
canonical value of the correlation matrix difference being equal to 2. The maximal difference strategy of the truncation method works well for all these cases, and with the increase of the subsystem size the trace distance increases quickly to 1 and the fidelity decreases quickly to 0. For all the cases there exists large consecutive segment in the momentum space that the modes are all excited in one state and not excited in the other state. We expect that this is the sufficient condition that there exist large numbers of the canonical values of the correlation matrix difference being equal to 2 in the scaling limit.

We formulate the conjecture in the previous paragraph precisely. We consider two energy eigenstates $|K\rangle$ and $|K'\rangle$ which are represented as excited momentum modes $K$ and $K'$ in a general fermionic theory. The total system has size $L$, and the subsystem $\Lambda$ has $\ell$ consecutive sites. For the Gaussian states $|K\rangle$ and $|K'\rangle$ of the whole system, there are respectively Gaussian RDMs $\rho_{AK}$ and $\rho_{AK'}$. The correlation matrices for the states $|K\rangle$ and $|K'\rangle$ are $\Gamma_K$ and $\Gamma_{K'}$, and the correlation matrices for the RDMs $\rho_{AK}$ and $\rho_{AK'}$ are $\Gamma_{AK}$ and $\Gamma_{AK'}$. For the two states $|K\rangle$ and $|K'\rangle$, if there exists a large consecutive segment in the momentum space in which the modes are all excited in one state and all not excited in the other state, then there exist large number of the canonical values of the RDM correlation matrix difference $\Gamma_{AK} - \Gamma_{AK'}$ being equal to 2. The maximal difference strategy of the truncation method works well for all these cases, and with the increase of the canonical value of the correlation matrix difference being equal to 2.

We may see more clearly the statement in the previous paragraph with several examples. For the case $K_3$ vs $K_4$ we have two segments $S_1 = [-\frac{L-1}{2}, -\frac{1}{2}]$ and $S_2 = [\frac{1}{2}, \frac{L-1}{2}]$ with $y_1 = y_2 = \frac{1}{2}$ and $\ell = 1$, nearly all the canonical values of the correlation matrix difference $\Gamma_{AK_3} - \Gamma_{AK_4}$ are 2 as shown in panel (b) of figure 3, and the maximal difference strategy of the truncation method works as shown in panel (e) of figure 4. For the case $K_1$ vs $K_5$ we have one segment $S = [-\frac{L}{4} + \frac{L}{2}, \frac{L}{4} - \frac{1}{2}]$ with $y = \frac{1}{2}$, nearly half of the canonical values of the correlation matrix difference $\Gamma_{AK_1} - \Gamma_{AK_5}$ are 2 as shown in panel (d) of figure 3, and the maximal difference strategy of the truncation method works as shown in panel (n) of figure 4. For the case $K_3$ vs $K_{10}$ we have one segment $S = [-\frac{L-1}{2}, -\frac{1}{2}]$ with $y = \frac{1}{2}$, nearly half of the canonical values of the correlation matrix difference $\Gamma_{AK_3} - \Gamma_{AK_{10}}$ are 2 as shown in panel (f) of figure 3, and the maximal difference strategy of the truncation method works as shown in panel (t) of figure 4.

More generally, for two Gaussian states $\rho$ and $\rho'$, when at least one of the canonical values of the correlation matrix difference $\Gamma - \Gamma'$ approaches 2, the two density matrices $\rho$ and $\rho'$ are nearly orthogonal, and the maximal difference strategy of the truncation method works.
Notice that for a density matrix with finite entropy or logarithmic-law entropy, we call it small-entropy state, and for a density matrix with volume-law entropy, we call it large-entropy state. The lesson in the previous section and this section is that the truncation method works between two small-entropy states. The truncation method tends to break down when at least one large-entropy state is involved, except when the two states are nearly orthogonal in the way that the maximal canonical value of the correlation matrix difference is nearly 2.

4 Examples of low-lying state RDMs in critical Ising chain

As an application of the truncation method, we consider the trace distance and fidelity among several low-lying states in the critical Ising chain. The continuum limit of the critical Ising chain is just the two-dimensional free fermion theory. We consider the states in the critical Ising chain corresponding to the ground and excited states \(|\psi\rangle, |\sigma\rangle, |\mu\rangle, |\psi\rangle, |\tilde{\psi}\rangle, |\epsilon\rangle\) in the two-dimensional free fermion theory.

In [20, 22], there are results of the trace distances

\[
D(\rho_{A,G}, \rho_{A,\sigma}) = D(\rho_{A,G}, \rho_{A,\mu}) = \frac{x}{2} + o(x),
\]

\[
D(\rho_{A,\sigma}, \rho_{A,\mu}) = x,
\]

\[
D(\rho_{A,\sigma}, \rho_{A,\psi}) = D(\rho_{A,\sigma}, \rho_{A,\tilde{\psi}}) = D(\rho_{A,\mu}, \rho_{A,\psi}) = D(\rho_{A,\tilde{\psi}}, \rho_{A,\psi}) = \frac{x}{2} + o(x),
\]

\[
D(\rho_{A,\sigma}, \rho_{A,\epsilon}) = D(\rho_{A,\mu}, \rho_{A,\epsilon}) = \frac{x}{2} + o(x),
\]

\[
D(\rho_{A,G}, \rho_{A,\psi}) = D(\rho_{A,G}, \rho_{A,\tilde{\psi}}) = D(\rho_{A,\psi}, \rho_{A,\epsilon}) = D(\rho_{A,\tilde{\psi}}, \rho_{A,\epsilon}) \approx 0.0916 \times 2\pi^2 x^2 + o(x^2),
\]

\[
D(\rho_{A,\psi}, \rho_{A,\epsilon}) \approx 0.115 \times 2\pi^2 x^2 + o(x^2),
\]

\[
D(\rho_{A,G}, \rho_{A,\epsilon}) \approx 0.153 \times 2\pi^2 x^2 + o(x^2),
\]

and fidelities

\[
F(\rho_{A,G}, \rho_{A,\sigma}) = F(\rho_{A,G}, \rho_{A,\mu}) = \left( \cos \frac{\pi x}{2} \right)^{\frac{1}{3}},
\]

\[
F(\rho_{A,\sigma}, \rho_{A,\mu}) = \left( \cos \frac{\pi x}{2} \right)^{\frac{1}{2}},
\]

\[
F(\rho_{A,\sigma}, \rho_{A,\psi}) = F(\rho_{A,\sigma}, \rho_{A,\tilde{\psi}}) = F(\rho_{A,\mu}, \rho_{A,\psi}) = F(\rho_{A,\mu}, \rho_{A,\tilde{\psi}}) = 1 - \frac{\pi^2 x^2}{64} + o(x^2),
\]

\[
F(\rho_{A,\sigma}, \rho_{A,\epsilon}) = F(\rho_{A,\mu}, \rho_{A,\epsilon}) = 1 - \frac{\pi^2 x^2}{64} + o(x^2),
\]

\[
F(\rho_{A,G}, \rho_{A,\psi}) = F(\rho_{A,G}, \rho_{A,\tilde{\psi}}) = F(\rho_{A,\psi}, \rho_{A,\epsilon}) = F(\rho_{A,\tilde{\psi}}, \rho_{A,\epsilon}) = \frac{\Gamma\left(\frac{3+\csc \frac{\pi x}{4}}{4}\right)}{\Gamma\left(\frac{1+\csc \frac{\pi x}{4}}{4}\right)} \sqrt{2 \sin(\pi x)},
\]

\[
F(\rho_{A,\psi}, \rho_{A,\epsilon}) = \frac{\Gamma^2\left(\frac{3+\csc \frac{\pi x}{4}}{4}\right)}{\Gamma^2\left(\frac{1+\csc \frac{\pi x}{4}}{4}\right)} 2 \sin(\pi x).
\]

Note that the fidelity between the ground state and a general primary excited state in two-dimensional conformal field theory was firstly obtained in [5]. The calculations of the trace distance and fidelity in the critical Ising chain in [20, 22] are exact but only for the cases with very small subsystem sizes. We recalculate the trace distance and fidelity for much larger subsystem sizes using
the mixed strategy of the truncation method and show the results in figure 5. There are perfect matches with the analytical results in the free fermion theory.

5 Examples of ground state RDMs in different Ising chains

In the previous two sections, we calculate the subsystem trace distance between eigenstates of the same Hamiltonians. In this section, we calculate trace distance between eigenstate RDMs of different Hamiltonians. Explicitly, we consider the subsystem trace distance among the NS sector ground states in Ising chains with different transverse fields. The NS sector ground state is defined by

$$c_k |G\rangle = 0, \quad k = \frac{L-1}{2}, \ldots, \frac{L-1}{2},$$

and it can be written as

$$|G\rangle = \sum_{k=1/2}^{(L-1)/2} \left( \frac{\cos \theta_k}{2} + i \frac{\sin \theta_k}{2} b_k b_k^\dagger \right) |\uparrow \cdots \uparrow\rangle.$$

Figure 5: The approximate trace distance and fidelity between low-lying states in the critical Ising chain from the mixed strategy of the truncation method (symbols) and the corresponding exact results in the 2D free fermion theory (solid lines). Note that in panel (e) the fidelity $F(\rho_{A,\psi}, \rho_{A,\tilde{\psi}})$ overlaps with $F(\rho_{A,G}, \rho_{A,\psi})$. The critical Ising chain has the transverse field $\lambda = 1$, we have also set $L = 360$ and $t = 10$. 
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The state $|\Gamma\rangle = |G(\lambda)\rangle$ depend on the transverse field. In the following, we will use $|\lambda\rangle \equiv |G(\lambda)\rangle$ to denote the NS sector ground state in the Ising chain with transverse field $\lambda$. We will also use the notation $\Gamma_{A,\lambda} \equiv \Gamma_{A,G(\lambda)}$.

The overlap between the ground states $|\lambda_1\rangle$ and $|\lambda_2\rangle$ is

$$
|\langle \lambda_1 | \lambda_2 \rangle |^2 = \frac{1}{2^{l/2}} \prod_{k=1/2}^{(l-1)/2} \left( 1 + \frac{\lambda_1 \lambda_2 - (\lambda_1 + \lambda_2) \cos \frac{2\pi k}{L} + 1}{\sqrt{(\lambda_1^2 - 2\lambda_1 \cos \frac{2\pi k}{L} + 1)(\lambda_2^2 - 2\lambda_2 \cos \frac{2\pi k}{L} + 1)}} \right).
$$

(5.3)

The trace distance and fidelity for the whole system are

$$
D(\rho_{\lambda_1}, \rho_{\lambda_2}) = \sqrt{1 - |\langle \lambda_1 | \lambda_2 \rangle |^2}, \quad F(\rho_{\lambda_1}, \rho_{\lambda_2}) = |\langle \lambda_1 | \lambda_2 \rangle |.
$$

(5.4)

In the scaling limit, there should be

$$
\lim_{x \to 1} D(\rho_{A,\lambda_1}, \rho_{A,\lambda_2}) = D(\rho_{\lambda_1}, \rho_{\lambda_2}), \quad \lim_{x \to 1} F(\rho_{A,\lambda_1}, \rho_{A,\lambda_2}) = F(\rho_{\lambda_1}, \rho_{\lambda_2}).
$$

(5.5)

We choose the examples of NS sector ground states

$|\lambda_1\rangle$ with $\lambda_1 = -5$, $|\lambda_2\rangle$ with $\lambda_2 = -2$, $|\lambda_3\rangle$ with $\lambda_3 = -1$, $|\lambda_4\rangle$ with $\lambda_4 = -0.5$, $|\lambda_5\rangle$ with $\lambda_5 = 0$, $|\lambda_6\rangle$ with $\lambda_6 = 0.5$, $|\lambda_7\rangle$ with $\lambda_7 = 1$, $|\lambda_8\rangle$ with $\lambda_8 = 2$, $|\lambda_9\rangle$ with $\lambda_9 = 5$.

(5.6)

For the Ising chain in transverse field, there are three phases separated by two critical points. For $\lambda < -1$ it is the downward paramagnetic phase, for $-1 < \lambda < 1$ it is the ferromagnetic phase, and for $\lambda > 1$ it is the upward paramagnetic phase. At $\lambda = -1$ and $\lambda = 1$, they are respectively the downward and upward critical points. Here by downward we mean $\langle \sigma_z^i \rangle < 0$ and by upward we mean $\langle \sigma_z^i \rangle > 0$. We will call these ground states according to the phases they are in. For example, there are noncritical states and critical states. A noncritical state can be a downward paramagnetic state, or a ferromagnetic state, or an upward paramagnetic state. A critical state can be a downward critical state or an upward critical state.

We consider the RDM of the subsystem $A = [1, \ell]$. We show the canonical values of the subsystem correlation matrices in the ground states (5.6) in figure 6. For all the cases, almost all canonical values are 1. This is because the ground state entanglement entropy is small, i.e. that there are finite entropy in gapped phase and logarithmic-law entropy at critical point.

We classify the trace distance and fidelity among the ground states (5.6) according to the positions of the two relevant states in the phase diagram, as shown in table 1. From class I case to class VI case, the two relevant states are kind of more and more far away from each other in the phase diagram. We show the canonical values of the correlation matrix difference for the six classes in figure 7. Note that besides 0 and 2, there exists another special point $\sqrt{2}$ for the canonical values of the correlation matrix difference. We show examples of the trace distance and fidelity from the truncated correlation matrix method with different strategies of the truncation method in figure 8.

### 5.1 Class I case

For the class I case, the canonical values of the correlation matrix difference are shown in panel (a) of figure 7, and the canonical values go from 0 to some value in the range $(0, \sqrt{2})$. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the first two rows of figure 8. All strategies of the truncation method fail.
Figure 6: The canonical values of the correlation matrices of the ground states in Ising chains with different transverse fields in (5.6). In the left panel there are downward paramagnetic state, in the middle panel it is the downward critical point, and in the right panel they are ferromagnetic states. Note that the canonical values of $\Gamma_{A,\lambda}$ are the same as those of $\Gamma_{A,-\lambda}$. We have set $L = 360$ and $\ell = 120$.

5.2 Class II case

For the class II case, the canonical values of the correlation matrix difference are shown in panel (b) of figure 7, and the canonical values go from 0 to $\sqrt{2}$. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the third row and the fourth row of figure 8. The truncation method fails.

5.3 Class III case

For the class III case, the canonical values of the correlation matrix difference are shown in panel (c) of figure 7, and the canonical values go from 0 to 2. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the fifth row of figure 8. The maximal entropy strategy fails while the maximal difference strategy works well.

5.4 Class IV case

For the class IV case, the canonical values of the correlation matrix difference are shown in panel (d) of figure 7, and almost all the canonical values are $\sqrt{2}$ except very few canonical values in the range $(0, \sqrt{2})$. The approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the sixth row of figure 8. The truncation method fails.

5.5 Class V case

For the class V case, the canonical values of the correlation matrix difference are shown in panel (e) of figure 7, and the canonical values go from $\sqrt{2}$ to 2 except very few canonical values in the range $(0, \sqrt{2})$. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the seventh row of figure 8. The maximal difference strategy of the truncation method works well.
| Class | Description                                                                 | Scheme |
|-------|------------------------------------------------------------------------------|--------|
| I     | Two noncritical states in the same phase, including the cases of two downward paramagnetic states, two ferromagnetic states, and two upward paramagnetic states. | ![Diagram](image) |
| II    | One noncritical state and its nearby critical state, including the cases of one downward paramagnetic state and one downward critical state, one ferromagnetic state and one downward critical state, one ferromagnetic state and one upward critical state, and one upward paramagnetic state and one upward critical state. | ![Diagram](image) |
| III   | Two noncritical states in different phases separated by one critical point, including the cases of one downward paramagnetic state and one ferromagnetic state, and one upward paramagnetic state and one ferromagnetic state. | ![Diagram](image) |
| IV    | Two critical states separated by one noncritical phase, i.e. the downward critical state and the upward critical state. | ![Diagram](image) |
| V     | One noncritical state and one critical state separated by another noncritical phase and another critical state, including the cases of one downward paramagnetic state and the upward critical state, and one upward paramagnetic state and the downward critical state. | ![Diagram](image) |
| VI    | Two noncritical states in different phases separated by another noncritical phase and two critical points, i.e. the case of one downward paramagnetic state and one upward paramagnetic state. | ![Diagram](image) |

Table 1: The classification of the trace distance and fidelity among the ground states (5.6) according to the positions of the relevant two states in the phase diagram of Ising chain. In the third column, in each scheme, a line connects the two states in the phase diagram, where the black solid dots denote the two relevant states and the red empty circles denote the critical points.

### 5.6 Class VI case

For the class VI case, the canonical values of the correlation matrix difference are shown in panel (f) of figure 7, and the canonical values go from some value in the range $(\sqrt{2}, 2)$ to the maximal value 2. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the last row of figure 8. All the strategies of the truncation method work well.

### 5.7 Summary

As we mentioned before, both density matrices with finite entropies and density matrices with logarithmic entropies are called small-entropy states, according to which all the ground state RDMs we consider in this section are all small-entropy states. However, the truncation method does not necessarily work, except the cases that the two density matrices are nearly orthogonal in the way that at least one of the canonical values of the correlation matrix difference approaches 2.
Figure 7: The canonical values of the correlation matrix difference for the six classes of two ground states in Ising chain with different transverse fields in table 1. We have set \( L = 360 \) and \( \ell = 120 \).

6 Conditions that the truncation method works

From the examples in the previous sections, we summarize the conditions when the truncation method works.

It is easily understandable when the truncation method fails for large-entropy states. Generally, the truncation method in this paper fails but it works for the special case that the two Gaussian states are nearly orthogonal in the way that the largest canonical value of the correlation matrix difference approaches 2.

It is not apparent why the truncation method in this paper fails in section 5 for two ground state RDMs even when both of the RDMs are small-entropy states. For two small-entropy states \( \rho \) and \( \rho' \), if they commute, i.e. that they are diagonal under the same basis, the corresponding correlation matrices \( \Gamma \) and \( \Gamma' \) also commute, i.e. that they are in canonical forms under the same basis. In this case the number of effective modes that contribute to the entropy and trace distance is small and the truncation method in this paper must work. Furthermore, the truncation method should also work for two nearly commuting small-entropy states \( \rho \) and \( \rho' \). We use the commutativity and noncommutativity of the correlation matrices to represent the commutativity and noncommutativity of the corresponding density matrices. To quantify the noncommutativity of two correlation matrices \( \Gamma \) and \( \Gamma' \), we calculate the noncommutativity trace norm

\[
N(\Gamma, \Gamma') = ||\Gamma\Gamma' - \Gamma'\Gamma||_1. \quad (6.1)
\]

We show examples of the noncommutativity for the small-entropy states in the same Hamil-
Figure 8: The trace distances and fidelities between two ground states of Ising chain with different transverse fields from the truncated correlation matrix method (symbols), the exact results of fidelity (solid lines), and lower and upper bounds for trace distance (red dotted lines). The red dashed lines are the trace distance and fidelity for the whole system (5.4). We have set $L = 120$ and $t = 10$. 
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tonian, which is the critical Ising chain with $\lambda = 1$ in figure 9. For some cases with the increase of the total system size $L$ the noncommutativity trace norms of the correlation matrices approach some constants, while for the other cases the trace norms grow very slowly with $L$, not faster than $\log \log \log L$ as we have checked numerically. The truncation method works for all these cases.

Interestingly, it seems that the two different patterns of the trace norms depend on some kind of edge structure of the excited states in the momentum space. For a small-entropy state, we define the edge of a state as a point in the momentum space where there exist successively excited modes on one side and successively modes not excited on the other side. We call all the edges of a state the edge structure. We require that exciting or annihilating finite number of modes does not change the edge structure. States $K_0$ to $K_3$ in (3.10) and figure 1 have the same edge structure $\emptyset$. States $K_3$, $K_4$, $K_7$ and $K_8$ have the same edge structure $\{-\frac{L}{5}, 0\}$. State $K_5$ has the edge structure $\{-\frac{L}{5}, \frac{L}{8}\}$. State $K_6$ has the edge structure $\{L, \frac{L}{5}\}$. From the examples in figure 9 and some other examples we do not show here, it seems that for two small-entropy states with the same edge structure the noncommutativity trace norms approach some constants with the increase of $L$, while for two small-entropy states with different edge structures the noncommutativity trace norms grow slowly with $L$.

We show examples of the noncommutativity trace norms for the NS sector ground state RDMs in different Hamiltonians, which are the Ising chains with different transverse fields, in figure 10. In the scaling limit all the noncommutativity trace norms grow linearly with the size of the total system $L$. The truncation method fails for all these cases unless the two RDMs are nearly orthogonal in the way that the maximal canonical value of the correlation matrix difference is nearly 2.

Based on all the above results, we propose the protocol of using the truncation method in this paper as follows.

Two Gaussian states

\[
\begin{align*}
\text{Small entropy condition & nearly commutativity condition} & \quad \text{It works.} \\
\text{Nearly orthogonal condition} & \quad \text{It works.} \\
\text{Otherwise} & \quad \text{Otherwise} \quad \text{It possibly fails.}
\end{align*}
\]

(6.2)
By small entropy condition, we mean finite entropy or logarithmic-law entropy for both states in the scaling limit. By nearly commutativity condition, we mean the noncommutativity trace norm of the two correlation matrices approaches a constant or grows very slowly with the size of the system. By nearly orthogonal condition, we mean the special case that the maximal canonical value of the correlation matrix difference is nearly 2.

Note that for some orthogonal Gaussian states, there not necessary exist canonical values of the correlation matrix difference being nearly 2. A simple example is given in appendix A. There are two Gaussian states that are orthogonal in the scaling limit, while all the canonical values of the correlation matrix difference may be smaller than 2. For this example there is no method with finite truncation that could produce the trace distance with a good approximation.

7 Truncated diagonalized correlation matrix method

For Gaussian states in a free fermionic theory, there is a special variation of the truncation method that we call truncated diagonalized correlation matrix method. In this section we first review the diagonalized correlation matrix method in [33], which only applies to the cases of low-rank states. Then we generalize the diagonalized correlation matrix method to the truncated diagonalized correlation matrix method, which also applies to the cases of high-rank states under some specific conditions.

7.1 Diagonalized correlation matrix method

We consider a system of $\ell$ spinless fermions $a_j, a_j^\dagger, j = 1, 2, \cdots, \ell$. A Gaussian state is characterized by a correlation function matrix $C$ with entries

$$C_{j_1,j_2} = \langle a_{j_1}^\dagger a_{j_2} \rangle, \quad j_1, j_2 = 1, 2, \cdots, \ell. \quad (7.1)$$

The trace distance and fidelity between two such Gaussian states can be calculated using the diagonalized correlation matrix method in [33]. One correlation matrix $C$ has the eigenvalue
equation
\[ Cu_j = \mu_j u_j, \quad j = 1, 2, \cdots, \ell, \tag{7.2} \]
with the real eigenvalues \( \mu_j \in [0, 1] \) and eigenvectors \( u_j \). There is the unitary matrix defined as
\[ U \equiv (u_1, u_2, \cdots, u_\ell), \tag{7.3} \]
with each of the eigenvector written as a column vector. The correlation matrix \( C \) can be diagonalized as
\[ U^\dagger C U = \text{diag}(\mu_1, \mu_2, \cdots, \mu_\ell). \tag{7.4} \]
The density matrix can be written in terms of the modular Hamiltonian [41, 63]
\[ \rho = \det(1 - C) \exp\left(- \sum_{j_1, j_2 = 1}^\ell M_{j_1 j_2} \hat{a}^\dagger_{j_1} \hat{a}_{j_2} \right), \tag{7.5} \]
with the matrix
\[ M = \log(C^{-1} - 1). \tag{7.6} \]
The matrix \( M \) is also diagonal under the same basis
\[ U^\dagger M U = \text{diag}(\nu_1, \nu_2, \cdots, \nu_\ell), \quad \nu_j = \log(\mu_j^{-1} - 1), \quad j = 1, 2, \cdots, \ell. \tag{7.7} \]
We define the new modes
\[ \tilde{a}_j = \sum_{j' = 1}^\ell U_{j j'} a_{j'}, \quad \tilde{a}^\dagger_j = \sum_{j' = 1}^\ell U_{j' j} a^\dagger_{j'}, \tag{7.8} \]
in terms of which the density matrix takes the form
\[ \rho = \prod_{j = 1}^\ell [(1 - \mu_j) + (2\mu_j - 1)\tilde{a}^\dagger_j \tilde{a}_j]. \tag{7.9} \]

With the explicit density matrices, we calculate the trace distance and fidelity. To calculate the fidelity, it is convenient to use the square root of the density matrix
\[ \sqrt{\rho} = \prod_{j = 1}^\ell [(\sqrt{1 - \mu_j} + (\sqrt{\mu_j} - \sqrt{1 - \mu_j})\tilde{a}^\dagger_j \tilde{a}_j]. \tag{7.10} \]

### 7.2 Truncated diagonalized correlation matrix method

We refine the truncated correlation matrix method in [33] to many-quasiparticle excited states. The truncation strategy in [33] is an exact method but it only applies to low-rank excited states. The truncation strategies introduced below are approximate methods but apply also to many-quasiparticle excited states.
7.2.1 Maximal entropy strategy

For the correlation matrix $C$ with (7.4), the corresponding density matrix $\rho$ is similar with

$$
\rho \equiv \bigotimes_{j=1}^{\ell} \begin{pmatrix}
1 - \mu_j \\
\mu_j
\end{pmatrix}.
$$

(7.11)

The von Neumann entropy for $\rho$ is just the Shannon entropy of each effective probability distribution $\{1 - \mu_j, \mu_j\}, j = 1, 2, \cdots, \ell$

$$
S = \sum_{j=1}^{\ell} \left[-(1 - \mu_j) \log(1 - \mu_j) - \mu_j \log \mu_j \right].
$$

(7.12)

When the entropy $S$ is not so large, one may truncate the above effective probability distribution to a few cases with $\mu_j$ that are the most close to $\frac{1}{2}$. We follow the same idea and truncate two density matrices and calculate their distance.

We consider two states $\rho_1$ and $\rho_2$ with correlation matrices $C_1$ and $C_2$. The matrix $C_1$ has $\ell$ pairs of eigenvalues and eigenvectors $(\mu_j, u_j)$ with $j = 1, 2, \cdots, \ell$, and the matrix $C_2$ has $\ell$ pairs of eigenvalues and eigenvectors $(\mu_j, u_j)$ with $j = \ell + 1, \ell + 2, \cdots, 2\ell$. We sort the $2\ell$ pairs of eigenvalues and eigenvectors $(\mu_j, u_j)$ with $j = 1, 2, \cdots, 2\ell$ according to the values of $|\mu_j - \frac{1}{2}|$ from the smallest one to the largest one, and choose the first $t$ vectors and rename them as $v_i$ with $i = 1, 2, \cdots, t$.

The vectors $v_i$ with $i = 1, 2, \cdots, t$ generally are not orthogonal. We define the $t \times t$ matrix $V$ with entries

$$
V_{i_1i_2} \equiv v_{i_1}^\dagger v_{i_2}, \quad i_1, i_2 = 1, 2, \cdots, t.
$$

(7.13)

Note that the rank of the matrix $V$ is possibly smaller than $t$. We sort the $t$ pairs of eigenvalues and eigenvectors $(\alpha_i, a_i)$ with $i = 1, 2, \cdots, t$ of $V$ according to the values of $\alpha_i$ from the largest to the smallest and discard the ones smaller than a cutoff, say $10^{-9}$. After the discard, we have $\tilde{\ell}$ sets of eigenvalues and eigenvectors $(\alpha_i, a_i)$ with $i = 1, 2, \cdots, \tilde{\ell}$, from which we define $\tilde{\ell}$ orthonormal vectors

$$
\tilde{u}_i \equiv \frac{1}{\sqrt{\alpha_i}} \sum_{i'=1}^{t} [a_{i'}]_i v_{i'}, \quad i = 1, 2, \cdots, \tilde{\ell}.
$$

(7.14)

Note that each of the vector $\tilde{u}_i$ has $\tilde{\ell}$ components.

Then we define the $\ell \times \tilde{\ell}$ matrix

$$
\tilde{U} \equiv (\tilde{u}_1, \tilde{u}_2, \cdots, \tilde{u}_\ell).
$$

(7.15)

We define the new truncated correlation matrices of size $\ell \times \tilde{\ell}$

$$
\tilde{C}_1 \equiv \tilde{U}^\dagger C_1 \tilde{U}, \quad \tilde{C}_2 \equiv \tilde{U}^\dagger C_2 \tilde{U}.
$$

(7.16)

We construct the $2^\tilde{\ell} \times 2^\tilde{\ell}$ truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$ from the $\ell \times \tilde{\ell}$ truncated correlation matrices $\tilde{C}_1$ and $\tilde{C}_2$ using the diagonalized correlation matrix method in the above subsection. With the truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$, we calculate the approximate trace distance and fidelity

$$
\tilde{D}_{t,0}(\rho_1, \rho_2) \equiv D(\tilde{\rho}_1, \tilde{\rho}_2),
$$

(7.17)

$$
\tilde{F}_{t,0}(\rho_1, \rho_2) \equiv F(\tilde{\rho}_1, \tilde{\rho}_2).
$$

(7.18)
7.2.2 Maximal difference strategy

For two states $\rho_1$ and $\rho_2$, we choose the $\ell = t < \ell$ vectors $\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_\ell$ of the correlation matrices $C_1 - C_2$ corresponding to the $\ell$ largest absolute values of the eigenvalues and define the $\ell \times \ell$ matrix

$$\bar{U} \equiv (\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_\ell).$$

The truncated correlation matrices are defined as

$$\bar{C}_1 \equiv \bar{U}^\dagger C_1 \bar{U}, \quad \bar{C}_2 \equiv \bar{U}^\dagger C_2 \bar{U}. \quad (7.20)$$

We construct the $2\ell \times 2\ell$ truncated density matrices $\bar{\rho}_1$ and $\bar{\rho}_2$ from the $\ell \times \ell$ truncated correlation matrices $\bar{C}_1$ and $\bar{C}_2$ using the diagonalized correlation matrix method introduced above. With the truncated density matrices $\bar{\rho}_1$ and $\bar{\rho}_2$, we calculate the approximate trace distance and fidelity

$$\bar{D}_{0,t}(\rho_1, \rho_2) \equiv D(\bar{\rho}_1, \bar{\rho}_2),$$

$$\bar{F}_{0,t}(\rho_1, \rho_2) \equiv F(\bar{\rho}_1, \bar{\rho}_2). \quad (7.22)$$

7.2.3 Mixed strategy

We also use a strategy that is a mix of the maximal entropy strategy and maximal difference strategy. The matrix $C_1$ has eigenvalues and eigenvectors $(\mu_j, \nu_j)$ with $j = 1, 2, \ldots, \ell$, and the matrix $C_2$ has eigenvalues and eigenvectors $(\mu_j, \eta_j)$ with $j = 1, 2, \ldots, \ell$. We sort the $2\ell$ sets of eigenvalues and eigenvectors $(\mu_j, \nu_j)$ with $j = 1, 2, \ldots, 2\ell$ according to the values of $|\mu_j - \frac{1}{2}|$ from the smallest to the largest one, and choose the first $t_1$ vectors and rename them as $v_i$ with $i = 1, 2, \ldots, t_1$. We choose $t_2$ eigenvectors of $C_1 - C_2$ corresponding to the $t_2$ largest absolute values of the eigenvalues and rename them as $v_i$, $i = t_1 + 1, t_1 + 2, \ldots, t_1 + t_2$. In total, we get $t = t_1 + t_2$ vectors $v_i$, $i = 1, 2, \ldots, t$.

We define the $t \times t$ matrix $V$ with entries

$$V_{i_1 i_2} \equiv v_{i_1}^\dagger v_{i_2}, \quad i_1, i_2 = 1, 2, \ldots, t. \quad (7.23)$$

We sort the eigenvalues and eigenvectors $(\alpha_i, \nu_i)$ of $V$ according to the values of $\alpha_i$ from the largest to the smallest and discard the ones smaller than a cutoff, say $10^{-9}$. After the discard, we have $\ell$ sets of eigenvalues and eigenvectors $(\alpha_i, \nu_i)$ with $i = 1, 2, \ldots, \ell$, from which we define the $\ell$-component orthonormal vectors

$$\bar{u}_i \equiv \frac{1}{\sqrt{|\alpha_i|}} \sum_{j=1}^{\ell} [a_i]_j \nu_j, \quad i = 1, 2, \ldots, \ell. \quad (7.24)$$

Then we define the $\ell \times \ell$ matrix

$$\bar{U} \equiv (\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_\ell), \quad (7.25)$$

and the new truncated correlation matrices of size $\ell \times \ell$

$$\bar{C}_1 \equiv \bar{U}^\dagger C_1 \bar{U}, \quad \bar{C}_2 \equiv \bar{U}^\dagger C_2 \bar{U}. \quad (7.26)$$
We construct the $2^{\tilde{\ell}} \times 2^{\tilde{\ell}}$ truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$ from the $\tilde{\ell} \times \tilde{\ell}$ truncated correlation matrices $\tilde{C}_1$ and $\tilde{C}_2$ using the diagonalized correlation matrix method in the above section. With the truncated density matrices $\tilde{\rho}_1$ and $\tilde{\rho}_2$, we calculate the approximate trace distance and fidelity

$$\tilde{D}_{t_1,t_2}(\rho_1, \rho_2) \equiv D(\tilde{\rho}_1, \tilde{\rho}_2),$$

$$\tilde{F}_{t_1,t_2}(\rho_1, \rho_2) \equiv F(\tilde{\rho}_1, \tilde{\rho}_2).$$ (7.27)

For fixed $t < \ell$, we get the best approximate trace distance and fidelity from the mixed truncation strategy

$$\tilde{D}_t(\rho_1, \rho_2) \equiv \max_{0 \leq t_1 \leq t} \tilde{D}_{t_1,t-t_1}(\rho_1, \rho_2),$$ (7.29)

$$\tilde{F}_t(\rho_1, \rho_2) \equiv \min_{0 \leq t_1 \leq t} \tilde{F}_{t_1,t-t_1}(\rho_1, \rho_2).$$ (7.30)

For $\ell \leq t$, we just calculate the exact trace distance and fidelity from the diagonalized correlation matrix method.

### 8 Examples of RDMs in XX chain

We use the truncation method to calculate the subsystem trace distance between eigenstates in the XX chain.

#### 8.1 Ground and excited states

The XX chain with a transverse field has the Hamiltonian

$$H = -\sum_{j=1}^{L} \left[ \frac{1}{4}(\sigma_j^x \sigma_{j+1}^x + \sigma_j^y \sigma_{j+1}^y) + \frac{\lambda}{2} \sigma_j^z \right].$$ (8.1)

From Jordan-Wigner transformation, it becomes a chain of free spinless fermions

$$H = \sum_{j=1}^{L} \left[ \lambda \left( a_j^\dagger a_{j+1} - \frac{1}{2} \right) - \frac{1}{2}(a_j^\dagger a_{j+1} + a_{j+1}^\dagger a_j) \right],$$ (8.2)

with combination of proper boundary conditions and projections. From Fourier transformation, it becomes

$$H = \sum_k \left( \lambda - \cos \frac{2\pi k}{L} \right) (b_k^\dagger b_k - \frac{1}{2}).$$ (8.3)

We focus on anti-periodic boundary condition for the fermions $a_{j+L} = -a_j$, $a_{j+L}^\dagger = -a_j^\dagger$, i.e. the NS sector, and the case that the total number of sites $L$ is an even integer, and so there are half-integer momenta

$$k = -\frac{L-1}{2}, \cdots, -\frac{1}{2}, \frac{1}{2}, \cdots, \frac{L-1}{2}. \quad (8.4)$$

The energy eigenstates are characterized by the set of the momenta of excited quasiparticles $K = \{k_1, k_2, \cdots, k_r\}$

$$|K\rangle = b_{k_1}^\dagger b_{k_2}^\dagger \cdots b_{k_r}^\dagger |G\rangle. \quad (8.5)$$

For many-quasiparticle states, we consider two typical scaling laws of the entropy. In states from few-quasiparticle states and logarithmic-law states and may not work for the volume-law states. These results indicate that the maximal entropy strategy may give good approximate RDMs for the few-quasiparticle states and logarithmic-law states and may not work for the volume-law states.

For the subsystem $A = [1, \ell]$ in the state $K$, there is the $\ell \times \ell$ Hermitian correlation matrix $C_{A,K}$ with the entries \([41, 44, 45, 63, 64]\)

\[
[C_{A,K}]_{j_1,j_2} = \langle a_{j_1}^\dagger a_{j_2} \rangle_K = h^K_{j_1-j_2}, \quad j_1, j_2 = 1, 2, \ldots, \ell, \tag{8.6}
\]

and the definition

\[
h^K_j \equiv \frac{1}{L} \sum_{k=K} e^{-\frac{2\pi i jk}{L}}. \tag{8.7}
\]

To check the efficiency of the truncated correlation matrix method with different strategies we calculate the approximate trace distance and fidelity between several typical states (3.10) as shown in figure 1 in XX chain.

In state $K_0$, the von Neumann entropy is trivially vanishing. The states $K_1$ and $K_2$ are few-quasiparticle states in which only a few quasiparticle modes are excited. The states from $K_3$ to $K_{14}$ are many-quasiparticle states in which the number of excited modes are proportional to $L$ in the scaling limit. In few-quasiparticle states, the entropy is finite in the scaling limit \([26, 27, 52–59]\). For many-quasiparticle states, we consider two typical scaling laws of the entropy. In states from $K_3$ to $K_8$ almost all the excited modes are successive and the entropy follows the logarithmic law \([44, 45, 60, 61]\). We still call them logarithmic-law many-quasiparticle states or logarithmic-law states. In states from $K_9$ to $K_{14}$, some fixed patterns are excited successively in an extended region of the momentum space. In such states, the entropy follows the volume law in the regime $1 \ll \ell \ll L$ \([49]\), and we still call them volume-law states. In a word, the classification in (3.11) still applies to the states in the XX chain.

We plot the eigenvalues of the correlation matrices of these states in figure 11. For the correlation matrix of the few-quasiparticle state, most of the eigenvalues are 0, and only finite number of the eigenvalues are in the range (0, 1). For the correlation matrix of the logarithmic-law state, most of the eigenvalues are either 0 or 1, and only a few of eigenvalues are in the range (0, 1). For the correlation matrix of the volume-law state, the number of the eigenvalues in the range (0, 1) is proportional to $L$ in the scaling limit, and in some cases all the eigenvalues are in the range (0, 1). These results indicate that the maximal entropy strategy may give good approximate RDMs for the few-quasiparticle states and logarithmic-law states and may not work for the volume-law states.
Figure 12: The eigenvalues of the correlation matrix difference for the classes between two few-quasiparticle states (top left), between two logarithmic-law states (top middle), between two volume-law states (top right), between one few-quasiparticle state and one logarithmic-law state (bottom left), between one few-quasiparticle state and one volume-law state (bottom middle), and between one logarithmic-law state and one volume-law state (bottom right) in the XX chain. We have set $L = 360$ and $\ell = 120$.

We consider six classes of trace distance and fidelity among the states (3.10), as indicated by the titles of the following six subsections. We show the eigenvalues of the correlation matrix difference for the six classes in figure 12. We show examples of the trace distance and fidelity from the truncated diagonalized correlation matrix method with different strategies in figure 13.

### 8.2 Two few-quasiparticle states

The eigenvalues of the correlation matrix difference for two few-quasiparticle states are shown in panel (a) of figure 12. The number of nonvanishing eigenvalues of the correlation matrix difference is just the number of different modes of the two few-quasiparticle states. Examples of approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the first row of figure 13. We compare the approximate trace distance and fidelity with the exact results from the subsystem mode method in [57–59]. The maximal entropy strategy works well, as already checked in [33]. The maximal difference strategy can find the different modes but may miss the modes that are excited in both states, and so it may fail giving the precise trace distance and fidelity.
Figure 13: The symbols are the trace distance ($D$) and fidelity ($F$) in the XX chain from the truncated diagonalized correlation matrix method with the maximal entropy strategy (MES, left), maximal difference strategy (MDS, middle) and the mixed strategy (MS, right). The solid lines are the exact results from the subsystem mode method or the formula (8.8). The dotted lines are lower and upper bounds for trace distance coming from exact results of fidelity. We have set $\mathcal{B}_T = 120$ and $t = 10$. 
8.3 Two logarithmic-law states

The eigenvalues of the correlation matrix difference for the classes between two logarithmic-law states are shown in panel (b) of figure 12. We see that nearly all the eigenvalues of the correlation matrix difference are 0, ±1. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the second and third rows of figure 13. We compare the approximate fidelity from the truncated correlation matrix method with the exact results from correlation matrices [65]

\[
F(\rho_{C_1}, \rho_{C_2}) = \sqrt{\det(1 - C_1)} \sqrt{\det(1 - C_2)} \det \left( 1 + \sqrt{\frac{C_1}{1 - C_1} \frac{C_2}{1 - C_2} \left( \frac{C_1}{1 - C_1} \right)} \right),
\]  

(8.8)

where we have used \(\rho_C\) to represent the corresponding RDM of the correlation matrix \(C\). The exact fidelity gives both lower and upper bounds for the trace distance (1.3).

For the case \(K_3 vs K_4\), the number of different excited modes is proportional to \(L\) in the scaling limit, and for large enough \(\ell\) there exist eigenvalues equal to ±1. The maximal entropy strategy does not work well for the chosen truncation number \(t = 10\), while the maximal difference strategy works well.

For the case \(K_7 vs K_8\), the number of different excited modes is small. The maximal entropy strategy works well for most of the subsystem sizes except when subsystem is almost the whole system. The maximal difference strategy does not work well due to the missing of the modes that are excited in both states. The mixed strategy overcomes the drawbacks of both the maximal entropy strategy and it works well for all the subsystem sizes.

8.4 Two volume-law states

The eigenvalues of the correlation matrix difference for the classes between two volume-law states are shown in panel (c) of figure 12. All the eigenvalues are in the range \((-1, 1)\), and there are no eigenvalues being equal to ±1. Examples of the approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the fourth row of figure 13. Generally all the three strategies fail.

8.5 One few-quasiparticle state and one logarithmic-law state

The eigenvalues of the correlation matrix difference for the classes between one few-quasiparticle state and one logarithmic-law state are shown in panel (d) of figure 12. For all the cases there exist large number of eigenvalues being equal to ±1. Examples of approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the fifth row of figure 13. With the increase of the subsystem size, the trace distance increases quickly to 1 and the fidelity decreases quickly to 0. The maximal entropy strategy does not always work well, while the maximal difference strategy always works.

8.6 One few-quasiparticle state and one volume-law state

The eigenvalues of the correlation matrix difference for the classes between one few-quasiparticle state and one volume-law state are shown in panel (e) of figure 12. All the eigenvalues are in the range \((-1, 1)\). Examples of approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the sixth row of figure 13. All the three strategies fail.
8.7 One logarithmic-law state and one volume-law state

The eigenvalues of the correlation matrix difference for the classes between one logarithmic-law state and one volume-law state are shown in panel (f) of figure 12. For the cases $K_3$ vs $K_9$ and $K_3$ vs $K_{11}$, there are no eigenvalues being equal to $\pm 1$, while for the cases $K_3$ vs $K_{10}$ and $K_5$ vs $K_9$ there exist large number of eigenvalues being equal to $\pm 1$. Examples of approximate trace distance and fidelity from the truncated correlation matrix method with different strategies are shown in the last two rows of figure 13. The maximal entropy strategy fails for all the cases. The maximal difference strategy works well for the case $K_3$ vs $K_{10}$, while it fails for the case $K_3$ vs $K_{11}$. The mixed strategy does not improve the results for the case $K_3$ vs $K_{11}$.

8.8 Summary

The results and summary for the XX chain in this section are similar to those for the Ising chain in section 3. The mixed strategy of the truncation method works when both Gaussian RDMs are small-entropy states. The maximal difference strategy of the truncation method works for two special nearly orthogonal Gaussian RDMs. For the special nearly orthogonal Gaussian RDMs, the pattern that there exist large number of consecutive excited modes in the momentum space is the same as that in the Ising chain. The different point is that the orthogonal Gaussian RDMs are characterized by the existence of eigenvalues of the correlation matrix difference being very close to $-1$ or $1$, as shown for the cases $K_3$ vs $K_4$, $K_5$ vs $K_6$, $K_1$ vs $K_2$, $K_1$ vs $K_5$, $K_1$ vs $K_6$, $K_3$ vs $K_{10}$ and $K_5$ vs $K_9$ in figure 12. For these cases the two states are nearly orthogonal and the maximal difference strategy of the truncation method works, with the increase of the subsystem size the trace distance increases quickly to 1 and the fidelity quickly decreases to 0 as shown for the cases $K_3$ vs $K_4$, $K_1$ vs $K_5$ and $K_3$ vs $K_{10}$ in panels (e), (n) and (t) in figure 13.

9 Examples of low-lying state RDMs in half-filled XX chain

We consider the trace distance and fidelity among several low-lying states in the XX chain without the transverse field, whose ground state is half-filled in the momentum space. The continuum limit of the critical XX chain is just the 2D free compact boson theory. The states we consider in the XX chain are the ones corresponding to the ground states $|G\rangle$, current states $|J\rangle$ and $|\bar{J}\rangle$, state $|\bar{J}\bar{J}\rangle$, and vertex operator state $|\alpha,\bar{\alpha}\rangle \equiv V_{\alpha,\bar{\alpha}}|G\rangle$. Note that $|0,0\rangle = |G\rangle$.

In [20, 22], there are results for the trace distance

\[ D(\rho_{A,\alpha,\bar{\alpha}}, \rho_{A,\alpha',\bar{\alpha}'}) = x, \quad \text{if } (\alpha - \alpha')^2 + (\bar{\alpha} - \bar{\alpha}')^2 = 1, \]
\[ D(\rho_{A,\alpha,\bar{\alpha}}, \rho_{A,\alpha',\bar{\alpha}'}) = \sqrt{(\alpha - \alpha')^2 + (\bar{\alpha} - \bar{\alpha}')^2} x + o(x), \]
\[ D(\rho_{A,J}, \rho_{A,\alpha,\bar{\alpha}}) = D(\rho_{A,J}, \rho_{A,\bar{\alpha},\alpha}) = \sqrt{(\alpha - \alpha')^2 + (\bar{\alpha} - \bar{\alpha}')^2} x + o(x), \]
\[ D(\rho_{A,J}, \rho_{A,\alpha,\bar{\alpha}}) = \sqrt{\alpha^2 + \bar{\alpha}^2} x + o(x), \]
\[ D(\rho_{A,G}, \rho_{A,J}) = D(\rho_{A,G}, \rho_{A,J}) = D(\rho_{A,J}, \rho_{A,J,J}) = D(\rho_{A,J}, \rho_{A,J,J}) \approx 0.107 \times 2\sqrt{2}\pi^2 x^2 + o(x^2), \]
\[ D(\rho_{A,J}, \rho_{A,J}) \approx 0.141 \times 2\sqrt{2}\pi^2 x^2 + o(x^2), \]
\[ D(\rho_{A,G}, \rho_{A,J,J}) \approx 0.166 \times 2\sqrt{2}\pi^2 x^2 + o(x^2), \]

(9.1)
and fidelity

\[
F(\rho_{A,a,\tilde{a}}, \rho_{A,a',\tilde{a}'}) = \left( \cos \frac{\pi x}{2} \right)^{\frac{(a-a')^2+(\tilde{a}-\tilde{a}')^2}{4}},
\]

\[
F(\rho_{A,\tilde{a}}, \rho_{A,\tilde{a}}) = F(\rho_{A,a}, \rho_{A,a}) = 1 - (\alpha^2 + \bar{\alpha}^2) \frac{\pi^2 x^2}{16} + o(x^2),
\]

\[
F(\rho_{A,\bar{a}}, \rho_{A,a}) = 1 - (\alpha^2 + \bar{\alpha}^2) \frac{\pi^2 x^2}{16} + o(x^2),
\]

\[
F(\rho_{A,G}, \rho_{A,J}) = F(\rho_{A,G}, \rho_{A,J}) = F(\rho_{A,J}, \rho_{A,J}) = \frac{\Gamma^2(\frac{3+\csc \frac{x}{2}}{4})}{\Gamma^4(\frac{1+\csc \frac{x}{2}}{4})} 2 \sin(\pi x),
\]

\[
F(\rho_{A,J}, \rho_{A,J}) = F(\rho_{A,G}, \rho_{A,J}) = \frac{\Gamma^4(\frac{3+\csc \frac{x}{2}}{4})}{\Gamma^4(\frac{1+\csc \frac{x}{2}}{4})} 4 \sin^2(\pi x).
\]

(9.2)

We repeat that the fidelity between the ground state and a general primary excited state in two-dimensional conformal field theory was firstly obtained in [5]. We show the results in the critical XX chain and the free compact boson theory in figure 14 and find perfect matches.

10 Conclusion and discussions

In this paper we have developed a truncation method to calculate the trace distance between two fermionic Gaussian states, and checked the method with various examples of RDMs in Ising and XX chains. Based on the examples, we found that the method works at least for two conditions as summarized in (6.2). The first condition is that the von Neumann entropies of the two states are small and the correlation matrices of the two states nearly commute. The second condition is that the two states are nearly orthogonal in the sense that the maximal canonical value of the correlation difference is nearly 2.

As an application of the truncation method, we calculated the subsystem trace distances among the ground state and the low-lying excited states in critical Ising chain and half-filled XX chain in respectively section 4 and section 9 and found perfect matches with the predictions in the corresponding two-dimensional conformal field theories. This improves the calculations of subsystem trace distances in spin chains in [20,22,33], from subsystems with very small sizes to much larger subsystems.

It should be noted that a finite truncation method is not always possible for two Gaussian states with volume law entropies, as shown with an example in appendix A. Still there exist fermionic Gaussian states for which finite truncation method is possible but the truncation method presented in this paper fails. For examples see the section 5 in which we studied the trace distance between RDMs coming from the ground states of the Ising chains with different transverse fields. It would be interesting to generalize the truncation method presented in this paper and apply it to a wider range of fermionic Gaussian states and even non-Gaussian states. We hope to be able to come back to these problem in the future.
Figure 14: The trace distance and fidelity between low-lying states in the 2D free compact boson theory (solid lines) and the corresponding approximate trace distance and fidelity from the mixed truncation strategy in the half-filled XX chain (symbols). Note that in panel (d) the fidelity $F(\rho_{A,J}, \rho_{A,J})$ overlap with the fidelity $F(\rho_{A,G}, \rho_{A,J})$. In the XX chain we have set $L = 360$ and $t = 10$.
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A An example of orthogonal states for which no truncation is possible

In this appendix we give an example of two orthogonal Gaussian states in the scaling limit for which no finite truncation method of trace distance is possible.

We consider the Gaussian state density matrix in simple form

$$\rho(p) = \bigotimes_{j=1}^{\ell} \left( \begin{array}{cc} p & \alpha_j \sqrt{1-p} \\ \alpha_j \sqrt{1-p} & 1-p \end{array} \right)$$

(A.1)

with $p \in [0, 1]$. For $p = 0$ or $p = 1$, it is trivially a pure state, and we focus on the case $p \in (0, 1)$. 
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Figure 15: The trace distance and fidelity (A.4) between two toy model states (A.1) with $p_1 = \frac{1}{3}$ and $p_2 = \frac{1}{2}$.

The corresponding correlation matrix is simply

$$\Gamma(p) = \bigoplus_{j=1}^\ell \left( \begin{array}{cc} -i(1-2p) & i(1-2p) \\ -i(1-2p) & -i(1-2p) \end{array} \right).$$

(A.2)

The von Neumann entropy of the density matrix follows the volume law

$$S(\rho(p)) = \ell \left[ -p \log p - (1-p) \log(1-p) \right].$$

(A.3)

It is easy to get the trace distance and fidelity

$$D(\rho(p_1), \rho(p_2)) = \frac{1}{2} \sum_{i=0}^\ell C_i \left| p_1^i (1-p_1)^{\ell-i} - p_2^i (1-p_2)^{\ell-i} \right|,$$

$$F(\rho(p_1), \rho(p_2)) = \left[ \sqrt{p_1 p_2} + \sqrt{(1-p_1)(1-p_2)} \right]^\ell.$$  

(A.4)

We show the example with $p_1 = \frac{1}{3}$ and $p_2 = \frac{1}{2}$ in figure 15. As long as $p_1 \neq p_2$, even when $p_1$ and $p_2$ are very close, there are

$$\lim_{\ell \to +\infty} D(\rho(p_1), \rho(p_2)) = 1,$$

$$\lim_{\ell \to +\infty} F(\rho(p_1), \rho(p_2)) = 0.$$  

(A.5)

With a finite truncation there is no way to reach this limit. This means that the two states $\rho(p_1)$ and $\rho(p_2)$ with $p_1 \neq p_2$ are orthogonal in the scaling limit $\ell \to +\infty$. The correlation matrix difference is

$$\Gamma(p_1) - \Gamma(p_2) = \bigoplus_{j=1}^\ell \left( \begin{array}{cc} -2i(p_1-p_2) & 2i(p_1-p_2) \\ 2i(p_1-p_2) & -2i(p_1-p_2) \end{array} \right).$$

(A.6)

All the canonical values of the correlation matrix difference is $2|p_1 - p_2|$, which is 2 only for the special trivial cases $p_1 = 1$, $p_0 = 0$ and $p_1 = 0$, $p_0 = 1$. 
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