Beyond Mass: Detecting Secondary Halo Properties with Galaxy-Galaxy Lensing
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ABSTRACT

Secondary halo properties beyond mass, such as the mass accretion rate (MAR), concentration, and the half mass scale, are essential in understanding the formation of large-scale structure and dark matter halos. In this paper, we study the impact of secondary halo properties on the galaxy-galaxy lensing observable, $\Delta \Sigma$. We build an emulator trained on N-body simulations to model $\Delta \Sigma$ and quantify the impact of different secondary parameters on the $\Delta \Sigma$ profile. We focus on the impact of MAR on $\Delta \Sigma$. We show that a 3$\sigma$ detection of variations in MAR at fixed halo mass could be achieved with the Hyper Suprime Cam survey in combination with a proxy for MAR with scatter $\sigma_{\text{MAR,obs}} < 1.5$. We show that the full radial profile of $\Delta \Sigma$ depends on secondary properties at fixed halo mass. Consequently, an emulator that can perform full shape fitting yields better than 2 times improvement upon the constraints on MAR than only using the outer part of the halo. Finally, we highlight that miscentering and MAR impact the radial profile of $\Delta \Sigma$ in a similar fashion, implying that miscentering and MAR need to be modeled jointly for unbiased estimates of both effects. We show that present-day lensing data sets have the statistical capability to place constraints on halo MAR. Our analysis opens up new possibilities for observationally measuring the assembly history of the dark matter halos that host galaxies and clusters.
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1 INTRODUCTION

In the concordance cosmological model, dark matter is the dominant form of matter in the Universe. Small density perturbations in the early Universe, coupled with the effects of gravity, lead to the formation of virialized structures, called dark matter halos (e.g., Gunn & Gott 1972; Fillmore & Goldreich 1984). The rate at which halos accrete dark matter can be crucial in understanding the growth of both large-scale structure and galaxies. It has long been known that halo mass accretion rate (MAR) is correlated with the baryon cooling rate (e.g., White & Rees 1978; Fall & Efstathiou 1980; Blumenthal et al. 1986). The rate at which halos accrete dark matter can be crucial in understanding the growth of both large-scale structure and galaxies. It has long been known that halo mass accretion rate (MAR) is correlated with the baryon cooling rate (e.g., White & Rees 1978; Fall & Efstathiou 1980; Blumenthal et al. 1986). This, in turn, influences the formation of clusters and luminous galaxies. From a galaxy formation perspective, many recent studies have confirmed that MAR correlates with star formation and is therefore valuable in probing galaxy growth (e.g., Diemer et al. 2013; Wetzel & Nagai 2015; O’Donnell et al. 2020).

Furthermore, it has been shown that halo clustering depends on secondary halo properties other than mass, the most notable of which is mass accretion history (MAH, e.g., Wechsler et al. 2001; Gao et al. 2005; Wechsler et al. 2006; Li et al. 2008). This effect is commonly referred to as “halo assembly bias.” Early work on this topic primarily focused on its manifestation on large scales. Recent work has highlighted an aspect of assembly bias that is especially relevant for the present paper: secondary halo properties beyond mass produce distinct, scale-dependent features upon large-scale structure observables that have the potential to serve as signatures of the particular secondary property (Sunayama et al. 2016; Behroozi et al. 2021). Having an adequate understanding of the spatial distribution of halos is essential in interpreting how galaxies cluster. Thus, understanding the MAHs of halos is a key ingredient in accurately modeling the dark matter distribution in the Universe. Finally, MAR can also be used as an independent cosmo-
logical probe to constrain $\sigma_8$ and $\Omega_m$. For example, Hurier (2019) showed that certain definitions of MAR can be nearly independent of halo mass. As such, MAR can constrain the $\sigma_8$-$\Omega_m$ degeneracy without needing to calibrate a mass-observable relation.

Given the importance of MAR in understanding the fundamentals of structure formation, a natural question is whether it can be measured in observations. Halo outskirts have shown strong prospects in detecting MARs. For instance, Diemer & Kravtsov (2014) model density profiles as comprised of three parts: an Einasto profile (i.e., the 1-halo term), a power-law term (i.e., the two-halo term), and a function that models the transition of the one and two halo terms by truncating the Einasto profile. The radius at which this truncation happens is defined as $r_t$. Diemer & Kravtsov (2014) show that a tight correlation $r_t$ and the splashback radius. Both these quantities are, in turn, determined by MAR. The splashback feature has been previously proposed as a potential observable for detecting MARs (Diemer & Kravtsov 2014; Xhakaj et al. 2019a). It is well known that the splashback feature is tightly correlated with MAR (e.g., Diemer & Kravtsov 2014; Adhikari et al. 2014; More et al. 2015). Xhakaj et al. (2019a) studied how well this correlation can be detected with present and future surveys. They showed that detecting MAR through the splashback radius would be feasible, assuming ideal observational proxies of both halo mass and MAR. Thus both $r_t$ and the splashback radius can be used as observational probes to detect MAR.

Moreover, it has long been known that halo profiles correlate with concentration. Wechsler et al. (2002) showed that the concentration parameter from the Navarro-Frenk-White profile (NFW, Navarro et al. 1996) correlates with the halo mass assembly history. Ludlow et al. (2013) further showed that the Einasto profile shape parameters correlate with concentration and halo assembly history. However, both of these studies use concentration as a proxy for MAH. This is because concentration can be conveniently measured as the ratio of the virial to the scale radius of the halo ($c_{\text{vir}} = R_{\text{vir}}/R_s$), where $R_s$ is the scale radius and $R_{\text{vir}}$ is the virial radius of the halo. The scale radius $R_s$ is one of two free parameters in the NFW profile. However, concentration is a descriptive parameter that simply tells us about the shape of the present-day halo profile. In this paper, we wish instead to study the impact of physical properties on halo profiles. We, therefore, study the impact of MAHs on mass profiles directly, without adopting $c_{\text{vir}}$ as a proxy.

Galaxy-galaxy lensing is potentially the most direct method for tracing the mass profiles of dark matter halos in observations. Lensing studies of galaxies or clusters often use the concentration parameter to select halos that are more likely to host massive galaxies. For example, Bradshaw et al. (2020) showed that rich clusters were biased towards halos with larger recent accretion than other halos of similar mass. As another example, a selection of blue galaxies may result in a selection of halos with higher recent accretion rate at fixed mass. The shape of the lensing profile depends on the shape of $\Delta \Sigma$. In this paper, we focus on this analysis by studying how different secondary halo properties affect the shape of the lensing profile. Then, we examine whether MAR is detectable with the full area of Hyper Suprime Cam survey (HSC, Aihara et al. 2018). Given that there is no analytical expression for the variation of the galaxy-galaxy lensing profile with MAR, we build a model based on N-body simulations. We use an emulation technique to predict the weak lensing profiles given halo mass and MAR. We study how constraints are affected by observational scatter in proxies of halo mass and MAR. Then, we analyze how cluster-finding systematics such as miscentering can bias detections of MAR. Finally, we compare our method for detecting MAR with the methods introduced in Diemer & Kravtsov (2014) and Xhakaj et al. (2019a). We conclude that full shape profile fitting results in better constraints on MAR than the splashback radius alone.

This paper is structured as follows. We introduce the numerical simulations and the emulator in Sections 2 and 3. Section 4 describes secondary halo parameters that correlate with the shape of the weak lensing profile. We show results in Section 5 and discuss them in Section 6. Finally, we summarize and conclude in Section 7. We adopt the cosmology of the MultiDark Planck 2 simulation (MDPL2, Prada et al. 2012), namely, a flat, ΛCDM cosmology with $\Omega_m = 0.307, \Omega_b = 0.0482, \sigma_8 = 0.829, h = 0.678, n_s = 0.9611$, corresponding to the best-fit Planck cosmology (Planck Collaboration et al. 2014).

2 NUMERICAL SIMULATIONS AND CLUSTER SAMPLE

2.1 Numerical Simulation

We study cluster-sized halos from the publicly available MDPL2 simulation, which follows 3840³ particles in a cubic box of size 1Gpc/$h$. Halos are identified using the ROCKSTAR halo finder (Behroozi et al. 2013a). Merger trees are constructed using Consistent Trees, an algorithm that models the evolution of halos among different snapshots (Behroozi et al. 2013b). We select host halos at $z = 0.36$ and $M_{200b} \in [10^{13.5}, 10^{14.5}] h^{-1} M_{\odot}$ where...
$M_{200b}$ is the halo mass enclosed in an overdensity of 200 times the mean matter density of the Universe. We choose this mass range because of the availability of high-signal-to-noise weak lensing measurements around samples of Luminous Red Galaxies (LRGs, e.g., Leauthaud et al. 2017; Singh et al. 2019; Lange et al. 2021) and clusters (e.g., Chang et al. 2018). In Section 3.3.2 we build an emulator to model weak lensing profiles over this mass range.

In addition, we remove a small number of halos with negative $\Gamma_{\text{dyn}}$ values, where $\Gamma_{\text{dyn}}$ is MAR defined in Equation 14. A negative value for MAR can be caused by mergers or fly-bys. After these cuts, halos have $\Gamma_{\text{dyn}}$ values ranging from 0 to 8. Our final set consists of 89790 halos. To compute lensing signals, we use a downsampled catalog of 50 million particles (see Section 3.1).

2.2 Fiducial Mock Cluster Sample

We now consider a fiducial sample of clusters drawn from a more narrow mass and MAR range than in the previous section. This baseline cluster sample consists of halos with $M_{200b} \in [10^{13.8}, 10^{14.1}] \, h^{-1} M_\odot$ and $\Gamma_{\text{dyn}} \in [2.5, 3.5]$ at $z = 0.36$ (a total of 4932 halos). We use this sample to predict signals for a fiducial HSC-like cluster sample. The sample that we consider would be drawn from the HSC final survey area, covering 1000 $\text{deg}^2$, and assume perfect observational tracers for mass and MAR.

We use this sample to predict signals for a fiducial HSC-like cluster sample: the sample that we consider would be drawn from the HSC final survey area, covering 1000 $\text{deg}^2$, and assume perfect observational tracers for mass and MAR. This results in an overestimated signal to noise by 25%, so our predictions will be somewhat optimistic in this regard. For a redshift range of $0.3 < z < 0.6$, the final HSC volume is 0.36 Gpc$^3$, which is smaller than the volume of MDPL2 (1 Gpc$^3$/h$^3$). Because of this, we neglect sample variance in MDPL2 when generating models.

We build two fiducial mock cluster samples: in the first sample, clusters are perfectly centered. The other set consists of clusters that have been off-centered by some distance $R_{\text{mis}}$, where $R_{\text{mis}}$ is defined in Section 3.3.1. Section 3.3.1 also describes how we forward-modeled miscentering in simulated halos. In the following sections, we subdivide this fiducial sample into smaller bins. HSC weak lensing errors for each sub-division are recomputed with the appropriate number of halos in each bin.

3 METHODS

3.1 Measuring $\Delta \Sigma$ for the Fiducial Cluster Sample

Galaxy-galaxy lensing is defined as the excess surface mass density ($\Delta \Sigma$) and is computed as follows:

$$\Delta \Sigma(R) = \frac{1}{\pi R^2} \int_0^R 2\pi \Sigma(r) dr - \Sigma(R),$$  \hspace{1cm} (1)

where $\Sigma(R)$ is the surface mass density projected along the line of sight. In MDPL2, we compute galaxy-galaxy lensing profiles through the excess surface density of dark matter particles in cylinders surrounding host halos. This is implemented in the mean_delta_sigma function of Halotools (Hearin et al. 2017; Lange et al. 2019).

3.2 The Dependence of the Shape of $\Delta \Sigma$ on Secondary Halo Properties

To study the dependence of the shape of weak lensing profile on secondary halo properties, we employ a Gaussian-driven cross-correlation statistic (Chue et al. 2018). Assuming Gaussian distributed properties with a zero mean, one can compute the expected value of $X$ given $Y$ via:

$$\langle X(Y) \rangle = \langle XY \rangle / \langle Y \rangle.$$  \hspace{1cm} (2)

Here, $X$ corresponds to the $\Delta \Sigma$ profiles, while $Y$ corresponds to the secondary halo parameters for each halo (hereafter $\theta$). For the purpose of this paper, we focus on the change of the lensing profile when secondary halo parameters are varied at fixed halo mass. From Equation 2, this can be computed as:

$$\frac{\partial \langle \Delta \Sigma_{\text{norm}} \theta_{\text{norm}} \rangle}{\partial \theta_{\text{norm}}} = \frac{\Delta \Sigma_{\text{norm}}}{\langle \Delta \Sigma \rangle} \frac{\langle \theta_{\text{norm}} \rangle}{\sigma_{\theta}},$$  \hspace{1cm} (3)

where $\Delta \Sigma$ and $\theta$ for each halo are normalized over the mean of the sample:

$$\Delta \Sigma_{\text{norm}} = \frac{\Delta \Sigma_{\text{halo}} - \langle \Delta \Sigma \rangle}{\langle \Delta \Sigma \rangle},$$

$$\theta_{\text{norm}} = \frac{\theta_{\text{halo}} - \langle \theta \rangle}{\sigma_{\theta}}.$$  \hspace{1cm} (4)

If Equation 3 is computed such that $\theta$ represents an array of all secondary halo properties, then $\frac{\partial \langle \Delta \Sigma(\theta) \rangle}{\partial \theta}$ describes the change in the weak lensing profile over the change in a secondary halo property, while the other halo properties are fixed. However, all secondary halo parameters considered here are tightly correlated with each other. Our goal is to analyze the impact of each parameter on the shape of the galaxy-galaxy lensing profile. Thus, we compute the full derivative, $\frac{\partial \langle \Delta \Sigma(\theta) \rangle}{\partial \theta}$, instead. We set $\theta$ equal to a single halo property rather than an array of properties as in Equation 3. $\frac{\partial \langle \Delta \Sigma(\theta) \rangle}{\partial \theta}$ describes the change in the shape of the weak lensing profile with respect to the change in halo parameters while allowing the rest of the parameters to be free. To avoid capturing correlations of mass and MAR with the shape of the weak lensing profiles, we select halos from a narrow range around $M_{200b} = 10^{14} h^{-1} M_\odot$. The results for this analysis are shown in Section 5.1.

3.3 Modeling Weak Lensing Profiles

We aim to build a model that predicts stacked $\Delta \Sigma$ profiles given halo bins in $M_{200b}$, $\Gamma_{\text{dyn}}$, and halo miscentering. It has long been known that the shape of the lensing signal can be modeled analytically as an NFW profile with varying concentration (Bartelmann 1996; Wright & Brainerd 2000). However, no analytical model captures the dependence of the weak lensing profiles on other secondary halo properties, such as MAR. Thus, we introduce a model for $\Delta \Sigma$ profiles built directly from N-body simulations. Our model takes the form of an emulator trained on MDPL2 halos. A more advanced version of the emulator also includes the effect of miscentering on the shape of the profile.

The lensing signal has previously been emulated through N-body simulations (i.e. Dark Quest, Nishimichi et al. 2021). Dark Quest uses a cosmological suite to emulate halo lensing profiles. The main purpose of this emulator is to model the three-dimensional halo-matter correlation function on various cosmological parameters. Assuming spherical symmetry, it then computes the $\Delta \Sigma$ profile via an analytic projection integral. Our emulator is complementary to this effort: while we do not calibrate cosmology dependence, we
relax the spherical symmetry assumption. Moreover, we include a dependence on MAR and miscentering effects. Modeling cosmological parameters and MAR by emulating the $\Delta \Sigma$ signal directly would avoid the spherical symmetry assumption and provide more accurate cosmology results. This will be interesting to explore in future work.

In the following sections, we describe the method employed to implement and test the emulator. We perform a likelihood analysis to determine whether $\Gamma_{\text{dyn}}$ (a MAH parameter defined in Section 4.2) can be detected with HSC. The results for this analysis are shown in Sections 5.2 and 5.4.

3.3.1 Modelling Miscentering

Miscentering is a systematic effect in current cluster finding algorithms (e.g., Rozo et al. 2014; Rozo & Rykoff 2014; Rozo et al. 2015). We believe that miscentering might have a similar impact as secondary halo properties on the shape of the lensing profile. In this section, we describe analytic modeling for miscentering. Then, we show how we forward model it in MDPL2 halos.

The miscentered weak lensing profile, $\Delta \Sigma$, can be computed as:

$$\Delta \Sigma = (1 - f_{\text{mis}}) \Delta \Sigma_0 + f_{\text{mis}} \Delta \Sigma_{\text{mis}},$$

(5)

where $\Delta \Sigma_0$ is the profile in the absence of miscentering, $\Delta \Sigma_{\text{mis}}$ is the weak lensing profile of miscentered clusters, and $f_{\text{mis}}$ is the fraction of clusters that are miscentered (Melchior et al. 2017). Given a miscentering distance, $R_{\text{mis}}$, $\Delta \Sigma_{\text{mis}}$ is:

$$\Delta \Sigma_{\text{mis}}(R|R_{\text{mis}}) = \int_{0}^{2\pi} \frac{d\theta}{2\pi} \Delta \Sigma_0 \sqrt{R^2 + R_{\text{mis}}^2 + 2RR_{\text{mis}} \cos \theta}.$$  

(6)

The profile average across a distribution of $R_{\text{mis}}$ is then:

$$\Delta \Sigma_{\text{mis}}(R) = \int dR_{\text{mis}} P(R_{\text{mis}}) \Delta \Sigma_{\text{mis}}(R|R_{\text{mis}}),$$

(7)

where $P(R_{\text{mis}})$ is the probability that a cluster is miscentered by $R_{\text{mis}}$.

For the purpose of this project, we forward model miscentering on simulated halos. We displace the center of the halo by a given $R_{\text{mis}}$, where $R_{\text{mis}}$ ranges between 0 and 1 Mpc/h. The angle, $\phi$, at which we apply the displacement is determined by drawing from a uniform distribution between 0 and $2\pi$. We repeat the draw of $\phi$ 1000 times for each miscentering calculation. Given the original coordinates of the halo center, $(x_0, y_0)$, the displaced centers are:

$$x_{\text{mis}} = x_0 + R_{\text{mis}} \cos \phi,$$

$$y_{\text{mis}} = y_0 + R_{\text{mis}} \sin \phi.$$ 

(8)

Knowing $x_{\text{mis}}$ and $y_{\text{mis}}$, we can then compute the weak lensing profile of the miscentered halo, $\Delta \Sigma_{\text{mis}}$. We assign each halo a probability that it is miscentered, $f_{\text{mis}}$. Finally, we stack $\Delta \Sigma$ profiles of halos within the same $f_{\text{mis}}$ and $R_{\text{mis}}$ range. This corresponds to the final weak lensing profile of the halo, $\Delta \Sigma$, as in Equation 5.

3.3.2 Full Profile Modelling

We model the full shape of stacked $\Delta \Sigma$ profiles using Gaussian Processes (GP) trained on MDPL2 halos through the publicly available code GPy (GPy 2012). A GP is a selection of random variables that have a Gaussian distribution. GPs can be used as a tool to perform probabilistic regression given a training data set. To train a GP, one needs to constrain the covariance matrix of the training set through a kernel matrix. Here we choose the kernel Matern 3/2 ($k_{3/2}$), which is commonly used to smooth across different points in the training set (Genton 2002). One can compute $k_{3/2}$ as:

$$k_{3/2} = (1 + \sqrt{3r}) \exp(-\sqrt{3r}/r),$$

(9)

where $l$ is a hyperparameter that defines the characteristic length scale, and $r$ is equal to the absolute difference between two training points. To train a GP, we need to optimize the hyperparameter $l$ for a given training sample.

We train GPs to build two different emulators: one whose only free parameters are $\Gamma_{\text{dyn}}$ and $M_{200b}$ (hereafter the 2D model) and one that includes the miscentering parameters as well (the 4D model). Our training and test sets for both emulators consist of stacked $\Delta \Sigma$ profiles built from 600 bins in $\Gamma_{\text{dyn}}$ and $M_{200b}$ containing 800 halos each. In our sample, 80% belong in the training set, while the rest serve as the test sample. The training and testing parameter range is $M_{200b} \in [10^{13.5}, 10^{14.5}] M_\odot/h$, $\Gamma_{\text{dyn}} \in [0, 8]$, $f_{\text{mis}} \in [0, 7]$, and $R_{\text{mis}} \in [0, 1] Mpc/h$. The mean parameter values of each bin are selected through a latin-hypercube sampling of halos in the $M_{200b}$-$\Gamma_{\text{dyn}}$-$f_{\text{mis}}$-$R_{\text{mis}}$ parameter space. We compute stacked $\Delta \Sigma$ profiles through \texttt{Halotools} as described in Section 3.1.

Given that each training bin has an unequal scatter in $M_{200b}$ and $\Gamma_{\text{dyn}}$, we compute the sample variance for each bin through jackknife resampling. While $M_{200b}$ and $\Gamma_{\text{dyn}}$ are intrinsic halo parameters, we forward model the effect of $f_{\text{mis}}$ and $R_{\text{mis}}$ on $\Delta \Sigma$ as described in the previous section. Training a GP requires choosing the best fit hyperparameter of our training set. We constrain the kernel function with a heteroscedastic regression given the unequal scatter in the training bins. We construct independent GPs for each radial bin of $\Delta \Sigma$. Hence a specific radial bin has its own optimized hyperparameters. This technique ignores the correlation between different radial bins in $\Delta \Sigma$. Although not ideal, this approach is optimal in balancing emulation speed and accuracy.

To test the trained GP, we simulate stacked $\Delta \Sigma$ profiles ($\Delta \Sigma_{\text{sim}}$) for all bins in the test sample. Then, we study how well the 2D and 4D emulators recover $\Delta \Sigma_{\text{sim}}$. Figure 2 displays the error in the 2D and 4D models. For the 2D model, the error in the emulator is 10% of the measurement error, while for the 4D model, it is 20% of the measurement error. The modeling error is smaller than the predicted HSC measurement errors for our fiducial cluster sample for both emulators. Thus, the 2D and 4D emulators are suitable for modeling $\Delta \Sigma$ for this project.

3.4 Full Profile Fitting

We follow a Bayesian approach to fit our model to the fiducial stacked lensing profile ($\Delta \Sigma_{\text{fid}}$). We sample posteriors from the parameter space following a Markov Chain Monte Carlo (MCMC) approach with \texttt{emcee} (Foreman-Mackey et al. 2013). The likelihood is defined based on a simple $\chi^2$ analysis:

$$L(\delta) = \frac{-\chi^2(\delta)}{2},$$

(10)

Here $\chi^2$ is defined as:

$$\chi^2(\delta) = \sum \frac{(\Delta \Sigma_{\text{mod}}(\delta) - \Delta \Sigma_{\text{fid}})^2}{\sigma^2},$$

(11)

where $\Delta \Sigma_{\text{mod}}$ is evaluated over a set of parameters, $\delta$, using the emulator. First, we model the $\Delta \Sigma$ profile with only the two physical parameters ($\delta = [M_{200b}, \Gamma_{\text{dyn}}]$). Then, we add two additional
parameters to model miscentering ($\delta = [M_{200b}, \Gamma_{\text{dyn}}, f_{\text{mis}}, R_{\text{mis}}]$). Here $\sigma$ is the sum in quadrature of the anticipated error from the HSC full survey area ($\sigma_{\text{fid}}$) and the error of the emulator ($\sigma_{\text{mod}}$):

\[
\sigma = \sqrt{\sigma_{\text{fid}}^2 + \sigma_{\text{mod}}^2}.
\]

Following previous work, we impose Gaussian priors on $f_{\text{mis}}$ and $R_{\text{mis}}$ (Rykoff et al. 2016; Chang et al. 2018). We set the mean of the distribution to our fiducial values for $f_{\text{mis}}$ and $R_{\text{mis}}$, and the width to the respective priors ($\sigma_{f_{\text{mis}}} = 0.11$ and $\sigma_{R_{\text{mis}}} = 0.1\text{Mpc}/h$ as in Rykoff et al. 2016). Finally, we set flat priors on $\Gamma_{\text{dyn}}$ and $M_{200b}$. We assess convergence by minimizing the autocorrelation time of the MCMC.

4 SECONDARY HALO PARAMETERS

We classify secondary halo properties into two sets: instantaneous tracers and MAH parameters. The first set corresponds to parameters that describe the present state of the halo. The second set contains parameters that describe the past MAH of the halo measured on different timescales.

4.1 Instantaneous Halo Parameters

Instantaneous halo parameters include the ratio of the kinetic to the potential energy of the halo ($T/U$), the offset between the halo center and its center of mass ($x_{\text{off}}$), and halo concentration ($c_{\text{vir}}$). These parameters can be used as proxies to determine the dynamical state of the halo. For example, halos with low $T/U$ have more potential than kinetic energy than halos with high $T/U$. This implies that halos with lower $T/U$ are more relaxed. A large value for $x_{\text{off}}$ implies that the center of mass is misaligned with the center of the halo. This scenario is possible when the halo experiences (or recently experienced) a major merger and is likely to indicate that the system is in a perturbed state. Finally, the concentration of a halo is defined as $c_{\text{vir}} = R_{\text{vir}}/R_{s}$ where $R_{\text{vir}}$ is the virial radius and $R_{s}$ is the scale radius. It has been shown that halo concentration correlates with the past MAH (Wechsler et al. 2002; Ludlow et al. 2013). In particular, for massive halos, larger values of $c_{\text{vir}}$ at fixed halo mass, on average, correlate with earlier formation times. Thus, we can think of $c_{\text{vir}}$ as an instantaneous halo parameter that correlates with the past MAH.

4.2 Mass Accretion History Parameters

These parameters quantify the MAHs of halos on different timescales. In principle, halos with lower MAR have stopped growing, so they tend to be older and more relaxed. Consistent Trees measures MAR over different timescales (Behroozi et al. 2013b). The resulting quantities are contained in ROCKSTAR catalogs (Behroozi et al. 2013a). Below we introduce ROCKSTAR definitions. Hereafter, we denote MAR as $\Gamma$, with a subscript indicating the timescale over which it is measured. Parameters found in ROCKSTAR catalogs will be marked with “$\ast$”.

- $\Gamma_{\text{Inst}}$: instantaneous MAR
- $\Gamma_{100\text{Myr}}$: MAR averaged over the past 100 Myr
- $\Gamma_{1\text{dyn}}$: MAR averaged over the past virial dynamical time
- $\Gamma_{2\text{dyn}}$: MAR averaged over the past two virial dynamical times
- $\Gamma_{\text{Mpeak}}$: Growth rate of $M_{\text{peak}}$ (peak mass over all MAH), averaged from $z_1$ to $z_1 + 0.5$ where $z_1$ is the snapshot under consideration.

In addition, we also use the MAH parameter in SPARTA, which is measured over one dynamical time (Diemer 2017). SPARTA and ROCKSTAR compute MARs in different ways. ROCKSTAR’s definition of MAR is:

\[
\Gamma_{\tau} = \frac{\Delta M_{\text{vir}}}{\tau},
\]

Figure 2. Performance of the 2D (left) and 4D (right) emulators over the respective test samples. Here we measure the deviation of the $\Delta\Sigma$ profile of the test points ($\Delta\Sigma_{\text{test}}$) from the respective emulated profiles ($\Delta\Sigma_{\text{em}}$). Blue and purple contours display the $1\sigma$ and $2\sigma$ errors of the emulator. The vertical error bars display the predicted HSC $1\sigma$ measurement error for the fiducial cluster sample and the full 1000 deg$^2$ area. The error for both emulators is smaller than the observational error. Specifically, it is $10\%$ of the measurement error for the 2D emulator and $20\%$ of the measurement error for the 4D emulator.
where $\Delta M_{\text{vir}}$ is the change in the virial mass measured over a given timescale, $\tau$ (i.e. 100 Myr, $t_{\text{dyn}}$, $2t_{\text{dyn}}$, etc). SPARTA defines MAR as:

$$\Gamma_{\text{dyn}} = \frac{\Delta \log M_{200b}}{\Delta \log a}. \quad (14)$$

Additional differences in the measurements of SPARTA and ROCKSTAR are explained in Xhakaj et al. (2019b).

5 RESULTS

We first study how the shape of the $\Delta \Sigma$ profile depends on secondary halo properties beyond halo mass. We then analyze if $\Gamma_{\text{dyn}}$ is detectable given forecasted HSC lensing errors and varying value of $\Delta \Sigma$. We divided these parameters into two groups: instantaneous tracer galaxy lensing profile with secondary halo properties. In Section 4, we start by studying the correlation between the shape of the galaxy-galaxy lensing. Secondary halo properties beyond halo mass. We then analyze if these are explained in Xhakaj et al. (2019b).

We first study how the shape of the galaxy-galaxy lensing profile depends on secondary halo properties. We then analyze if $\Gamma_{\text{dyn}}$ is detectable given forecasted HSC lensing errors and varying value of $\Delta \Sigma$. We divided these parameters into two groups: instantaneous tracer galaxy lensing profile with secondary halo properties. In Section 4, we start by studying the correlation between the shape of the galaxy-galaxy lensing. Secondary halo properties beyond halo mass. We then analyze if these are explained in Xhakaj et al. (2019b).

5.1 Dependence of $\Delta \Sigma$ on Secondary Halo Properties

We start by studying the correlation between the shape of the galaxy-galaxy lensing profile with secondary halo properties. In Section 4, we divided these parameters into two groups: instantaneous tracer galaxy lensing profile with secondary halo properties (present halo properties that correlate with its dynamical state) and MAH properties (parameters that measure MAR on different timescales).

We consider a cluster sample selected in the narrow mass range of $M_{200b} \in [10^{13.8}, 10^{14.1}] h^{-1} M_{\odot}$. We bin this halo sample by each of the secondary halo properties discussed in Section 4. To avoid any bias due to halo mass, we apply the binning methodology introduced in Mao et al. (2018) and implemented in Halotools. We weight the value of each of the secondary halo properties by halo mass. These weights are uniformly distributed between 0 and 1. We rank the weights and bin them into percentiles. This method guarantees that all bins have the same mass distribution.

Figure 3 displays the impact of each secondary halo parameter on the shape of the galaxy-galaxy lensing. Secondary halo properties have a substantial impact on $\Delta \Sigma$ in the one-halo regime. All instantaneous parameters show a strong correlation with the inner regions. From the MAH parameters, $\Gamma_{\text{dyn}}$ and $a/1/2$ have the most considerable impact. Furthermore, the dependence of the shape on the secondary halo parameters is significant given the predicted HSC lensing errors corresponding to the final survey area. This shows that the impact of secondary halo properties on halo profiles may be detectable with current generation lensing surveys. For this paper, we focus only on the inner profiles ($R < 10$ Mpc/h). Larger simulations would be required to study large-scale assembly bias adequately, and this aspect is left for future work.

5.2 Can $\Gamma_{\text{dyn}}$ be Measured with Gravitational Lensing?

In this section, we study if $\Gamma_{\text{dyn}}$ can be detected using the shape of the lensing profile while ignoring miscentering. We first consider the ideal case in which perfect proxies (zero scatter) are available for $\Gamma_{\text{dyn}}$ and $M_{200b}$. We then study the more realistic case in which proxies only yield noisy estimates of $\Gamma_{\text{dyn}}$ and $M_{200b}$.

5.2.1 Ideal Observational Tracers

We first examine the detection of MAR when considering a perfect proxy for $M_{200b}$ and $\Gamma_{\text{dyn}}$. Assuming perfectly centered clusters, we proceed with the full profile fitting routine introduced in Section 3.4. We fit stacked $\Delta \Sigma$ profiles of halos within a narrow mass range of $M_{200b} = 10^{14} M_{\odot}/h$ and different fiducial values of $\Gamma_{\text{dyn}} = [0.78, 2.24, 3.73, 5.54]$. The last $\Gamma_{\text{dyn}}$ bin has a larger range due to the small number of halos in that parameter space region. Finally, we use predicted HSC error bars corresponding to the final survey area to constrain the model.

Figure 6 shows the posteriors of $\Gamma_{\text{dyn}}$ for the different fiducial bins. The posterior distributions of $\Gamma_{\text{dyn}}$ have a mean and $1\sigma$ spread of $\Gamma_{\text{dyn}} = [0.73^{+0.49}_{-0.41}, 2.16^{+0.32}_{-0.51}, 4.00^{+0.59}_{-0.61}, 5.46^{+0.72}_{-0.71}]$. The emulator recovers the fiducial values of $\Gamma_{\text{dyn}}$ within $1\sigma$. Thus, assuming ideal observational tracers for the two halo properties, our full profile fitting technique successfully detects MAR.
Figure 3. Impact of secondary halo parameters on the shape of the weak lensing profile, $\Delta \Sigma$. Each panel displays variations in $\Delta \Sigma$ with secondary halo properties at fixed halo mass ($M_{200b} = 10^{14} M_\odot/h$). Halos are binned by the value of the secondary property using percentiles conditioned on mass as described in Section 5.1. For example, in the upper left, orange corresponds to the 20th percentile of halos with the highest values of T/U, and purple corresponds to the 20th percentile of halos with the lowest values of T/U. The left column shows instantaneous parameters. The middle and right columns display MAH parameters. Anticipated errors from the 1000 deg$^2$ HSC wide-field surveys are overlaid as a reference on each of the panels. The dashed line displays the mean $R_{200b}$ of the halo sample. Different halo properties lead to different $\Delta \Sigma$ profiles, and these differences are especially pronounced in the one-halo regime. Upcoming lensing surveys will have the statistical capability to detect secondary halo properties using the shape they imprint on the one-halo lensing signal.

Figure 4. Variance of the normalized $\Delta \Sigma$ profile with respect to a given secondary halo parameter, $\theta$. The y-axis can be thought of as the fractional change in $\Delta \Sigma$ for a 1$\sigma$ change in the secondary halo parameter. The left panel displays $c_{\text{vir}}$. The middle panel displays other instantaneous halo parameters. The right panel displays MAH parameters. All parameters except T/U show stronger variations in the inner regions than in the outer regions. These variations can reach up to 16% in the inner regions. The largest variations are on $R = 0.2$ – 0.4 Mpc/h scales. Among instantaneous parameters, $c_{\text{vir}}$ displays the largest variations. Among MAR parameters, $\Gamma_{\text{dyn}}$ and $a_{1/2}$ have the strongest impact.
5.2.2 Imperfect Observational Tracers of Halo Mass and \( \Gamma_{\text{dyn}} \)

To detect the impact of MAR on cluster profiles, we would need an observational tracer for MAR. However, no observational tracer is a perfect proxy for either halo mass or MAR. Instead, any tracer will be a noisy estimate of halo mass or MAR, which must be considered. This section aims to study the impact of this scatter on the \( \Delta \Sigma \) profile. We focus here on detecting variations in MAR at fixed halo mass (which would be a more difficult correlation to detect than the measurement of the average value of MAR at fixed halo mass). We will explore how high this observational scatter can be before it renders profile differences undetectable.

We first consider the scatter in halo mass. We adopt the mass-richness relation from Table 4 in McClintock et al. (2019):

\[
\langle M | \lambda, z \rangle = M_0 \left( \frac{\lambda}{\lambda_0} \right)^{F_\lambda} \left( \frac{1 + z}{1 + z_0} \right)^{G_z},
\]

where \( \lambda \) is the cluster richness and \((M_0, F_\lambda, G_z)\) are model parameters. The best fit values for these parameters in McClintock et al. (2019) are: \(\log_{10}(M_0) = 14.489 \pm 0.011\), \(F_\lambda = 1.356 \pm 0.051\) and \(G_z = 0.30 \pm 0.30\). Here, \(\lambda_0\) and \(z_0\) are pivot values of the model that correspond to the median of the richness and redshift of the cluster sample. For our fiducial cluster sample, \(\lambda_0 = 31.6\) and \(z_0 = 0.36\).

Using MDPL2, we generate a sample of clusters in our target mass range with \(\lambda\) values as follows. We first populate the mock with \(\lambda\) values using the inverse mass to richness relation given in McClintock et al. (2019). We then select clusters with \(25 < \lambda < 40\). This sample has a mean halo mass of \(\langle \log M_{200c} | \lambda \rangle = 13.97\ M_\odot/h\) and the halo mass distribution of this sample has a width of 0.21 \(M_\odot/h\).

Next, we consider the scatter in \( \Gamma_{\text{dyn}} \) at fixed proxy (denoted \( \sigma_{\Gamma_{\text{dyn}}} \)). Observational tracers for \( \Gamma_{\text{dyn}} \) have not yet been developed, and possible scatter values are unknown. For this reason, we instead consider a range of possible values for the scatter in this
tracing while ignoring the covariance between richness and the potential $Γ_\text{dyn}$ tracer. To study the impact of scatter on the shape of $ΔΣ$, we compare $Γ_\text{dyn}$ at fixed $\lambda$ for different samples selected by the proxy for MAR while varying $σ_Γ\text{obs,lobs}$. Figure 7 displays the result of this exercise. As the scatter increases, the inner regions of the lensing profiles become more similar. For low values of $σ_Γ\text{obs,lobs}$, we can differentiate between the shape of the profiles of lower and higher $Γ_\text{dyn}$ bins given predicted HSC error bars. In contrast, the profiles are indistinguishable for high values of $σ_Γ\text{obs,lobs}$. Therefore, the scatter in $Γ_\text{dyn}$ has a large impact on the shape of the profile and will be an important factor in determining whether or not variations in $Γ_\text{dyn}$ can be detected in $ΔΣ$ at fixed halo mass (richness).

Next, we compute the maximum value of $σ_Γ\text{obs,lobs}$ for which we can detect a trend in $Γ_\text{dyn}$ at fixed halo mass when fitting the lensing profiles with the 2D emulator. We start by selecting halos with $\lambda \in [25, 40]$, where $\lambda$ is assigned to each halo as described above. Then, we randomly draw halos from Gaussian distributions with a given mean $Γ_\text{dyn}$ and scatter. We vary the mean $Γ_\text{dyn}$ from 0.3 to 7 and $σ_Γ\text{obs,lobs}$ from 0 to 5. Then, we build $ΔΣ$ profiles for all samples. Predicted HSC lensing error bars are scaled based on the expected number of halos in each bin. We fit the respective lensing profile with our 2D emulator, whose free parameters are halo mass and MAR. Figure 8 displays the recovered trends for different values of $σ_Γ\text{obs,lobs}$.

At zero scatter the correlation between the recovered and proxy $Γ_\text{dyn}$ is linear with a slope of 1. Thus at zero scatter, the emulator recovers the proxy $Γ_\text{dyn}$ (also displayed in Figure 6). As the scatter increases, the linear correlation between the recovered and proxy $Γ_\text{dyn}$ flattens. This is because lensing profiles have become more similar with increasing scatter (also shown in Figure 7). Finally, at high scatter (bottom panel), the slope of the correlation is zero. Regardless of the proxy $Γ_\text{dyn}$, the recovered $Γ_\text{dyn}$ is constant across all bins. This agrees with Figure 7, which shows that for high scatter, the $ΔΣ$ profiles for high and low MAR are indistinguishable.

To quantify the maximum $σ_Γ\text{obs,lobs}$ at which we can hope to detect $Γ_\text{dyn}$, we perform a linear fit of correlation at each value of scatter. We then measure the maximum $σ_Γ\text{obs,lobs}$ for which the slope is greater than 0 at 3σ significance. This corresponds to $σ_Γ\text{obs,lobs} = 1.5$. We conclude that a proxy for MAR with $σ_Γ\text{obs,lobs} \leq 1.5$ is required to detect MAR in real data. This analysis accounts for the scatter between halo mass and richness but ignores possible correlations between traces for MAR and $Γ_\text{dyn}$. Possible avenues for constructing a tracer for $Γ_\text{dyn}$ are discussed in Section 6.1.1.

5.3 Full Profile Fitting versus Halo Outskirts

Diemer & Kravtsov (2014) proposed a new analytical model (hereafter DK14) to fit median and mean halo density profiles with better than 10% accuracy. The DK14 model expresses halo density profiles as comprised of two parts: a truncated Einasto profile, describing the collapsed region, and a power-law term, describing the infalling region of the halo. The steepening of the Einasto profile occurs on the outskirts of the halo. Its specific location is called the truncation radius ($r_t$) and is a free parameter in the model. Diemer & Kravtsov (2014) showed that there was a tight correlation between $r_t$ and MAR, which was modeled as an exponential:

$$r_t/R_{200\text{b}} = 0.62 + 1.18e^{-r_t/1.5},$$

where $R_{200\text{b}}$ is the halo radius (assuming an overdensity of 200 times the mean matter density of the Universe). Due to different simulations used in DK14 and this work, we choose to recalibrate Equation 17 with MDPL2. The new $r_t = Γ_\text{dyn}$ relation for our simulation is:

$$r_t/R_{200\text{b}} = 0.71 + 2.16e^{-Γ_\text{dyn}/0.5}. \quad (17)$$

This section compares constraints on MAR when using the scaling relation from DK14 with those obtained from full profile fitting. We use a sample of mock clusters with perfect centering and with $M_{200\text{b}} \in [10^{13.8}, 10^{14.1}]M_\odot/h$ and $Γ_\text{dyn} \in [2.5, 3.5]$. We constrain the free parameters of each model, assuming HSC full survey errors. We adopt a Bayesian approach to fit the lensing profile with both DK14 and our model. Finally, we sample the posterior of $r_t$ with an MCMC analysis implemented in emcee. Given that DK14 does not measure $Γ_\text{dyn}$ directly, we compute the posterior of $Γ_\text{dyn}$ with Equation 17.

Figure 9 compares MAR constraints from the $r_t - Γ_\text{dyn}$ scaling relation and full profile modeling technique. It is clear that our method gives tighter constraints on $Γ_\text{dyn}$ than the $r_t - Γ_\text{dyn}$ relation. The $r_t - Γ_\text{dyn}$ scaling relation constrains MAR with an error of $σ_Γ\text{obs} = 2.4$. In contrast, full profile fitting yields $σ_Γ\text{obs} = 1.1$. The full profile fitting method is 2.1 times more constraining than the $r_t - Γ_\text{dyn}$ relation. The difference between the two methods relates to the length of their fiducial data vectors. The $r_t - Γ_\text{dyn}$ relation only uses information from a narrow radial range whereas full shape fitting uses all radial scales of $ΔΣ$. This is why this method yields tighter constraints on $Γ_\text{dyn}$.

5.4 Impact of Miscentering

Miscentering is a systematic effect introduced when the central galaxy of the cluster is misidentified. This translates into an artificial change in the shape of the $ΔΣ$ profile. One can model the effect of cluster miscentering through two free parameters, $f_{\text{mis}}$ and $R_{\text{mis}}$, as described in Section 3.3.1. Figure 10 displays the impact of these two parameters on the shape of $ΔΣ$ for halos with mean $M_{200\text{b}} = 10^{14}h^{-1}M_\odot$ and mean $Γ_\text{dyn} = 0.67$. The top panel shows how the profile changes as we increase the fraction of miscentered halos at fixed $R_{\text{mis}} = 0.3h^{-1}\text{Mpc}$. The bottom panel shows the impact of the miscentering distance at fixed $f_{\text{mis}} = 0.3$. Both panels indicate that miscentering introduces changes in the inner part of the $ΔΣ$ profile. It is important to notice that $f_{\text{mis}}$ causes variations in $ΔΣ$ similar to those caused by variations in $Γ_\text{dyn}$ (see Figure 3). While the impact of $R_{\text{mis}}$ is qualitatively different from $Γ_\text{dyn}$, low values of $R_{\text{mis}}$ still affect the shape of the profile on smaller scales. Thus, we expect $f_{\text{mis}}$ and $R_{\text{mis}}$ to be degenerate at some level with $Γ_\text{dyn}$.

We include $f_{\text{mis}}$ and $R_{\text{mis}}$ as two additional parameters in our emulator to quantify this degeneracy. We fit the fiducial data vector of the halo sample that contains miscentered halos. The fiducial parameters are $M_{200\text{b}} \in [10^{13.8}, 10^{14.1}]M_\odot/h$, $Γ_\text{dyn} \in [2.5, 3.5]$, $f_{\text{mis}}=0.22$, and $R_{\text{mis}}=0.1h^{-1}\text{Mpc}$. The values for the two miscentering parameters are justified by the priors used for modeling miscentering in Rykoff et al. (2016) and Chang et al. (2018). Finally, the parameters are constrained through the predicted HSC error bars. Figure 11 shows the results of the fit. We recover all four fiducial parameters within 1σ. The marginalized posteriors of $Γ_\text{dyn}$ with $f_{\text{mis}}$ and $R_{\text{mis}}$ in Figure 11 imply that $Γ_\text{obs}$ is correlated with both miscentering parameters as predicted from Figure 10. If not modeled properly, this degeneracy can potentially impact our physical understanding of halos.

The fact that miscentering and $Γ_\text{dyn}$ parameters are correlated has two implications. First, neglecting the impact of miscentering could bias attempts to measure $Γ_\text{dyn}$. Second, if cluster samples are
selected by halo mass and $\Gamma_{\text{dyn}}$, but the $\Gamma_{\text{dyn}}$ selection is ignored, then miscentering parameters could be biased. We now study these two effects.

To study the impact of miscentering on the detection of $\Gamma_{\text{dyn}}$, we fit the same fiducial set of clusters as above ($M_{200b} = 10^{14} M_\odot$ and $\Gamma_{\text{dyn}} \in [2.5, 3.5]$). We apply miscentering to these clusters assuming $f_{\text{mis}} = 0.3$ and $R_{\text{mis}} = 0.3 \text{Mpc}/h$. Finally, we constrain the parameters with error bars corresponding to the final HSC survey area. Here we aim to study the bias in $\Gamma_{\text{dyn}}$ due to miscentering. We fit both fiducial samples of clusters (perfectly centered and miscentered) with the 2D emulator (which does not model miscentering effects). Figure 12 shows the results of these fits. Both samples have the same distribution of $M_{200b}$ and $\Gamma_{\text{dyn}}$, so they should, in principle, recover the same range of parameters. However, while the emulator recovers the true $M_{200b}$ and $\Gamma_{\text{dyn}}$ in the absence of miscentering, it fails to do so for miscentered clusters. Thus, not including miscentering in the model introduces a bias in the detection of $\Gamma_{\text{dyn}}$.

Next, we explore the case when the model includes miscentering but not $\Gamma_{\text{dyn}}$. This time we allow for $M_{200b}$, $f_{\text{mis}}$, and $R_{\text{mis}}$ to be the only free parameters in the full profile fitting routine. We fit for the same fiducial samples as above and consider only the sample with perfectly centered clusters. We constrain the parameters with the forecasted error bars of the HSC final survey area. Figure 13 displays the posteriors of the fit. The emulator overestimates the impact of miscentering in the shape of the profile. This can be an issue as miscentering is routinely used in modeling $\Delta \Sigma$ profiles, while MAR is not. For a $\Gamma_{\text{dyn}}$ biased selected sample, one could erroneously overrate the impact of miscentering on the profile. Given the results from Figures 12 and 13, it is clear that joint modeling of halo MAR and observational miscentering may be necessary in order to avoid introducing biases when studying weak lensing profiles around clusters.

### 6 DISCUSSION

#### 6.1 On the Possibility of Detecting $\Gamma_{\text{dyn}}$ in Real Data

#### 6.1.1 Observational Proxies for $\Gamma_{\text{dyn}}$

To constrain MAR in real data, one first needs a low scatter tracer of MAR. Whereas tracers for halo mass have been well studied, tracers for MAR have yet to be developed. Multiple approaches could be used to identify a suitable tracer. One approach would be to study scaling relations from empirical models such as the Universe Machine (Behroozi et al. 2019), Emerge (Moster et al. 2018) etc. The advantage of this approach is that several empirical models are publicly available, and looking for a low scatter tracer of $\Gamma_{\text{dyn}}$ would be a relatively straightforward undertaking. Another approach would be to study the covariance among different halo and cluster properties through hydrodynamic simulations. For example, Farahi et al. (2020) use the TNG300 simulation (Springel et al. 2018) to improve the halo mass to cluster property relation. They find that conditioning on the magnitude gap lowers the scatter in the tracer to halo mass relation. One could, in principle, repeat the same analysis for MAR. Finally, a third approach would be to employ Machine Learning (ML) techniques. ML has been proposed as a new tool to connect galaxy and halo properties. One can use unsupervised learning to detect patterns in the data set without assuming a physical model. For example, Moster et al. (2020) introduce GalaxyNet, a neural network that studies correlations between galaxy and halo properties. By utilizing reinforcement learning, GalaxyNet is instead trained directly on observed data. The algorithm is rewarded.
or penalized at specific points during learning, based on how well it recovers the observed statistics. As such, it is not informed about the underlying physics. Moster et al. (2020) demonstrate that ML provides reliable and unbiased methods for finding proxies for halo properties in observations. We will explore such techniques in future work.

### 6.1.2 Impact of Baryons

Figure 4 showed that the shape of $\Delta \Sigma$ varies when secondary halo properties are varied at fixed halo mass. We also showed that the one-halo regime could also be impacted by cluster finding systematics such as miscentering (Figure 10). This leads to a degeneracy between MAR and miscentering (Section 5.4). Baryonic effects can influence the shape of the profile at scales below a few Mpc. Leauthaud et al. (2017) and Lange et al. (2021) show that baryons impact the one-halo regime ($R < 4$ Mpc/$h$) and can modify $\Delta \Sigma$ by up to 20% (see Figure 12 in Leauthaud et al. 2017).

While the effect of baryons on the shape of the lensing signal has been well studied, the interplay between baryonic effects and MAR is not well known. In future work, it would be interesting to examine if the effect of baryons on the shape of the profile is degenerate with the impact of MAR or if the two effects have distinct radial signatures that allow them to be disentangled. Given that our full profile modeling technique is trained on dark matter only simulations, it does not consider baryonic effects. In the present work, we cannot test whether there is a degeneracy between MAR and baryonic feedback.

### 6.2 Subhalo Cross-Correlations

While galaxy-galaxy lensing is an excellent tracer of the total mass distribution in halos, a joint analysis with subhalo cross-correlations could help improve constraints on MAR. The use of subhalo cross-correlations has become more popular for constraining halo properties (e.g., More et al. 2016; Chang et al. 2018; Baxter et al. 2017).
While including subhalo cross-correlations is likely to tighten constraints on $\Gamma_{\text{dyn}}$, modeling subhalos adds complexity to the analysis for two reasons. First, subhalos in simulations are prone to numerical artifacts such as artificial disruption (van den Bosch & Ogawa 2018). Therefore, a robust way to identify them in simulations and ensuring that the relationship between subhalo profiles and $\Gamma_{\text{dyn}}$ at fixed halo mass is preserved will be critical. Second, the relationship between the galaxy selection function and the subhalo profiles needs to be adequately modeled. For example, Baxter et al. (2017) showed that the distributions of red and blue galaxies within a cluster were different. Red galaxies were concentrated inside the cluster, implying that these galaxies had been quenched after one or more orbits in the cluster. Blue star-forming galaxies, on the other hand, were concentrated in the infalling region of the cluster. Finally, other effects such as tidal stripping of subhalos and mass segregation also need to be considered. Future work will tackle these caveats and explore the possibility of using galaxy cross-correlations as observational probes to detect MAR.

7 SUMMARY AND CONCLUSIONS

In this paper, we use the MDP1.2 simulation to study the impact of secondary halo properties on the shape of the $\Delta \Sigma$ lensing profile at fixed halo mass. We also study whether or not it will be possible to detect the relationship between halo mass and $\Gamma_{\text{dyn}}$ using the full HSC weak lensing data set. To achieve these goals, we build an emulator trained on MDP1.2 that models $\Delta \Sigma$ given halo mass, MAR, and miscentering parameters. Our main findings are:

- All secondary halo properties considered in this paper impact the shape of $\Delta \Sigma$ on scales below 10 Mpc/$h$. The impact of these parameters is significant compared to the predicted errors on $\Delta \Sigma$ assuming a 1000 deg$^2$ HSC survey and clusters drawn from $0.3 < z < 0.6$ (Figure 3). While each secondary parameter has a roughly similar impact on $\Delta \Sigma$, they have distinct radial signatures (Figures 4 and 5). This raises the possibility of using $\Delta \Sigma$ to understand which of these secondary halo parameters has the strongest correlations with cluster properties such as galaxy content or hot gas.

- Among those parameters considered, $c_{\text{vir}}$ has the largest impact on $\Delta \Sigma$. However, this is by definition since $c_{\text{vir}}$ characterizes variations in the shape of the NFW profile. Instead, in this paper, we focused more specifically on the impact of physical halo parameters on $\Delta \Sigma$. This is important because galaxies or hot gas in clusters are likely to correlate with physical secondary halo properties (such as halo accretion rate over one dynamical time, $\Gamma_{\text{dyn}}$). Among physical parameters, $T/U$, $\Gamma_{\text{dyn}}$, and $a_{1/2}$ have the largest impact on the shape of $\Delta \Sigma$ with variations reaching up to 14% at $R = 0.2$ Mpc/$h$ (Figure 4).

- We then investigate whether or not trends in $\Gamma_{\text{dyn}}$ at fixed halo mass could be detected with the full 1000 deg$^2$ HSC survey. Assuming that a perfect observational tracer for $\Gamma_{\text{dyn}}$ is available, we show that a cluster sample drawn from $0.3 < z < 0.6$ could be used to successfully detect $\Gamma_{\text{dyn}}$ (Figure 6).

- We further consider the impact of scatter between an observational tracer and $\Gamma_{\text{dyn}}$. The scatter on $\Gamma_{\text{dyn}}$ impacts the smaller scales of $\Delta \Sigma$ (Figure 7). We show that a proxy with $\sigma_{\Gamma_{\text{dyn}},\text{john}} < 1.5$ is required to detect $\Gamma_{\text{dyn}}$ (Figure 8) with the full HSC survey.

- We compare constraints on $\Gamma_{\text{dyn}}$ obtained from full shape fitting with the emulator to those obtained from the DK14 $n_1-\Gamma_{\text{dyn}}$.  

---

Figure 9. Comparison of constraints on $\Gamma_{\text{dyn}}$ using full shape fitting versus the location of halo outskirts via the DK14 $n_1-\Gamma_{\text{dyn}}$ scaling relation. The grey shaded region shows the range of $\Gamma_{\text{dyn}}$ values in the sample. Full shape fitting yields an error on $\Gamma_{\text{dyn}}$ of $\sigma_{\Gamma_{\text{dyn}}} = 1.1$ whereas the location of halo outskirts yields $\sigma_{\Gamma_{\text{dyn}}} = 2.4$. This is because the full $\Delta \Sigma$ profile contains more information about $\Gamma_{\text{dyn}}$ than the $n_1-\Gamma_{\text{dyn}}$ scaling relation.

Figure 10. Effect of miscentering on the shape of the $\Delta \Sigma$ profile while varying $f_{\text{mis}}$ (top) and $R_{\text{mis}}$ (bottom). Both parameters impact the one halo regime in a similar fashion as $\Gamma_{\text{dyn}}$ (compare with Figure 3). Therefore, miscentering and MAR are likely to be correlated.
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Figure 11. Posteriors of full profile fitting for a set of clusters with mean $\Gamma_{\text{dyn}} = 3$ and miscentered assuming $R_{\text{mis}} = 0.1$ Mpc/$h$ and $f_{\text{mis}} = 0.22$. Grey shaded regions indicate the cuts on $M_{200b}$ and $\Gamma_{\text{dyn}}$ that define the fiducial sample ($M_{200b} \in [13.8, 14.1]$ and $\Gamma_{\text{dyn}} \in [2.5, 3.5]$). Solid grey lines correspond to the mean halo values and the true miscentering values. Dashed lines indicate the one sigma contours of the posterior distribution. Whereas halo mass and MAR are uncorrelated, there is a strong correlation between $\Gamma_{\text{dyn}}$ and the two miscentering parameters. This is because miscentering and $\Gamma_{\text{dyn}}$ have a similar impact on the shape of the one-halo term.

scaling relation. We find that the full profile fitting routine constrains $\Gamma_{\text{dyn}}$ 2.1 times better than the $r_t$-$\Gamma_{\text{dyn}}$ scaling relation (Figure 9).

Finally, we study the interplay between miscentering and MAR. We find that the effect of miscentering on $\Delta \Sigma$ is degenerate with MAR (Figure 11). This means that miscentering needs to be taken into account for an unbiased detection of $\Gamma_{\text{dyn}}$ (Figure 12). Similarly, to avoid biased estimates of miscentering parameters, the impact of $\Gamma_{\text{dyn}}$ should be carefully considered (Figure 13). This is important because it is likely that common cluster selection techniques (such as richness or X-ray selections) may preferentially select clusters according to $\Gamma_{\text{dyn}}$ in addition to mass.

We have shown that present-day lensing data sets have the statistical capability to place constraints on halo accretion rates. This will open new possibilities for studying correlations between galaxy and cluster properties and secondary halo properties such as $\Gamma_{\text{dyn}}$. Observational insights into these correlations may lead to new methods for constraining the growth rate (Hurier 2019) and will help improve semi-analytic and empirical models of galaxy formation. Three main challenges will need to be tackled to carry out this program. First, it will be necessary to identify and characterize a low scatter proxy for $\Gamma_{\text{dyn}}$. Second, it will be essential to understand the interplay between observational tracers, $\Gamma_{\text{dyn}}$, and other secondary halo properties impacting $\Delta \Sigma$ in different ways. Third, it will be necessary also to consider the impact of baryonic effects. With the Roman Space Telescope (Dore et al. 2019), the Vera Rubin Observatory Legacy Survey of Space and Time (LSST, The LSST Dark Energy Science Collaboration et al. 2018) and Euclid (Laureijs et al. 2011) on the horizon, the coming decade will usher in the potential for even stronger constraints on $\Delta \Sigma$ than those considered here. Techniques for measuring and disentangling secondary halo properties are thus becoming paramount, and the methodology introduced here paves the way for a new generation of lensing-based constraints on the mass and assembly history of dark matter halos.
Figure 12. Impact of ignoring miscentering when fitting for $\Gamma_{\text{dyn}}$. Here we assume a fiducial halo sample with $M_{200b} \in [13.8, 14.1]$ and $\Gamma_{\text{dyn}} \in [2.5, 3.5]$. Shaded regions display the $M_{200b}$ and $\Gamma_{\text{dyn}}$ cuts that define the sample. Dashed lines are the mean values. Pink contours show posteriors when clusters are miscentered, whereas blue contours show posteriors when the sample is perfectly centered. In this case, halo properties are recovered accurately. Blue contours show posteriors when clusters are miscentered with $f_{\text{mis}} = 0.3$ and $R_{\text{mis}} = 0.3$ Mpc$/h$, but miscentering is ignored when performing the fit. Ignoring miscentering biases the recovery of $\Gamma_{\text{dyn}}$.
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