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Abstract—In real-world applications, it is important for machine learning algorithms to be robust against data outliers or corruptions. In this paper, we focus on improving the robustness of a large class of learning algorithms that are formulated as low-rank semi-definite programming (SDP) problems. Traditional formulations use the square loss, which is notorious for being sensitive to outliers. We propose to replace this with more robust noise models, including the $l_1$-loss and other nonconvex losses. However, the resultant optimization problem becomes difficult as the objective is no longer convex or smooth. To alleviate this problem, we design an efficient algorithm based on majorization-minimization. The crux is on constructing a good optimization surrogate, and we show that this surrogate can be efficiently obtained by the alternating direction method of multipliers (ADMM). By properly monitoring ADMM’s convergence, the proposed algorithm is empirically efficient and also theoretically guaranteed to converge to a critical point. Extensive experiments are performed on four machine learning applications using both synthetic and real-world data sets. Results show that the proposed algorithm is not only fast but also has better performance than the state-of-the-arts.
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1 INTRODUCTION

Many machine learning problems involve the search for matrix-valued solutions. The corresponding optimization problems are often formulated as linear semidefinite programs (SDP)\cite{1,2,3,4} of the form:

$$
\min_{Z \in \mathbb{R}^{n \times n}} \text{tr}(ZA) \quad \text{s.t.} \quad \text{tr}(ZQ_\tau) = t_\tau, \quad \forall \tau = 1, \ldots, m, \quad (1)
$$

in which the objective is linear and the target matrix $Z \in \mathbb{R}^{n \times n}$ is positive semi-definite (PSD). Here, $S_+$ is the cone of PSD matrices, $Q_\tau$ and $A$ are some matrices and $t_\tau$ is a scalar. Prominent examples include matrix completion\cite{5,6,7,8,9}, ensemble learning\cite{10}, clustering\cite{11,12}, sparse PCA\cite{13,14,15}, maximum variance unfolding (MVU)\cite{16,17}, and non-parametric kernel learning (NPKL)\cite{18,19}. The instantiations of $Q_\tau, t_\tau$ and $A$ are application-dependent (with details in Section 3).

For example, in matrix completion, $Q_\tau$ is constructed from the positions of observed entries, $t_\tau$ is the corresponding observed value, and $A$ is the identity matrix. In NPKL, $Q_\tau$ is constructed from sample indices in the must-link/cannot-link constraint, $t_\tau$ indicates whether it is a must-link or cannot-link, and $A$ is a Laplacian matrix for the data manifold.

A standard SDP solver is the interior-point method (IPM)\cite{1}. In each iteration, a sub-problem based on the Lagrangian and log-det barrier function has to be solved numerically, and each such sub-problem iteration takes $O(n^3)$ time. To reduce the computational cost, Yang et al.\cite{20} introduced an efficient Newton-based algorithm SDPNAL+ to solve the augmented Lagrangian of (1). While $O(n^3)$ time is still required in each iteration of the sub-problem, the total number of iterations can be much smaller, and enables SDPNAL+ to be faster than IPM.

An alternative approach is to completely avoid enforcing the variate to be PSD. Instead, $Z$ is replaced by a low-rank decomposition $XX^\top$, where $X \in \mathbb{R}^{n \times r}$ and $\text{rank}(Z) \leq r$\cite{4,11,21,22,23}. Many learning problems, such as matrix completion, MVU and NPKL, also prefer a low-rank $Z$. Problem (1) is then transformed to the nonlinear optimization problem:

$$
\min_X \text{tr}(XX^\top A) \quad \text{s.t.} \quad \text{tr}(XX^\top Q_\tau) = t_\tau, \quad \forall \tau = 1, \ldots, m. \quad (2)
$$

It can be shown theoretically that the factorized problem is equivalent to the original problem when the rank of the solution is deficient\cite{22,23,24,25,26,27}. Burer and Monteiro\cite{21} introduced SDPLR, which uses the augmented Lagrangian method together with limited memory BFGS to solve (2). Due to the loss of convexity, more inner and outer loop iterations may be needed.

To avoid handling the $m$ difficult constraints $(\text{tr}(XX^\top Q_\tau) = t_\tau)$ in (2), a common trick is to allow them to be slightly violated\cite{28}. This leads to the optimization problem:

$$
\min_X \sum_{\tau=1}^m \frac{1}{2} \left(\text{tr}(XX^\top Q_\tau X) - t_\tau\right)^2 + \frac{\gamma}{2} \text{tr}(XX^\top AX), \quad (3)
$$

where the first term measures constraint violations, and $\gamma$ is a hyper-parameter controlling the corresponding penalty. To
prevent over-fitting, we further add the regularizer \( \|X\|_F^2 \) to (3), leading to:
\[
\min_X \sum_{r=1}^m \frac{1}{2} (\text{tr}(X^\top Q_r X) - t_r)^2 + \frac{\lambda}{2} \text{tr}(X^\top AX) + \frac{\lambda}{2} \|X\|_F^2, \tag{4}
\]
where \( \lambda > 0 \) is a tradeoff parameter. This regularizer has also been popularly used in matrix factorization applications [29], [30], [31], [32]. One then only needs to solve the smooth unconstrained optimization problem (4) w.r.t. \( X \). Gradient descent [24], [25], [33] has been developed as the state-of-the-art solver for this type of problems. It has shown that when the inexactness is properly controlled, convergence to critical points is still theoretically guaranteed (Section 3.2).

To further promote robustness, we consider using a non-convex loss (Section 3) to replace the \( \ell_1 \)-loss used in the conference version. We show that the proposed algorithm can still be applied with some modifications, and convergence is also guaranteed.

Two more applications namely, PSD matrix completion (Section 5.2) and symmetric non-negative matrix factorization (Section 5.3), are presented.

Extensive experiments with more applications, baseline algorithms, convergence studies, and ablation study are performed in Section 6.

**Notations.** We use uppercase letters for matrices, and lowercase letters for scalars. The transpose of a vector or matrix is denoted by the superscript \( (\cdot)^\top \). The identity matrix is denoted \( I \). For a matrix \( A = [a_{ij}] \), \( \|A\|_F = (\sum_{i,j} a_{ij}^2)^{1/2} \) is its Frobenius norm; \( \|A\|_* = \sum \sigma_i(A) \) is its nuclear norm, where \( \sigma_i(A) \) is the \( i \)th singular value of \( A \); and \( \text{tr}(A) \) is its trace (when the matrix is square). A positive semi-definite (PSD) matrix is one with all its eigenvalues non-negative. Besides, \( \odot \) denotes the element-wise product between two matrices: \( [A \odot B]_{ij} = A_{ij}B_{ij} \); and \( |S| \) is the size of a set \( S \).

### 2 Related Works

#### 2.1 Majorization-Minimization (MM)

Majorization-minimization (MM) [48], [49] is a general technique to make difficult optimization problems easier. Consider a function \( f(X) \), which is hard to optimize. Let the iterate at the \( k \)th MM iteration be \( X_k \). The next iterate is generated as
\[
X_{k+1} = X_k + \arg \min_h \chi(h_k(X_k)), \tag{5}
\]
where \( h_k \) is a surrogate that is being optimized instead of \( f \).

A good surrogate should have the following properties [48]:

- **(P1)** \( f(X + X_k) \leq h_k(X; X_k) \) for any \( X \);
- **(P2)** \( 0 \in \arg \min_h \chi(h_k(X; X_k) - f(X + X_k)) \) and \( f(X_k) = h_k(0; X_k) \); and
- **(P3)** \( h_k \) is convex on \( X \).

Condition (P3) allows the minimization of \( h_k \) in (6) to be easily solved. Moreover, from (P1) and (P2), we have
\[
f(X_{k+1}) \leq \min_h \chi(h(X_k; X_k)) \leq h(0; X_k) = f(X_k). \tag{6}
\]
Thus, the objectives obtained in successive iterations are non-increasing. However, MM does not guarantee convergence of the sequence \( \{X_k\} \) [32], [48], [49], [53].

#### 2.2 Alternating Direction Method of Multipliers (ADMM)

Recently, the alternating direction method of multipliers (ADMM) [50], [51] has been popularly used in machine learning and data mining. Consider optimization problems of the form
\[
\min_{X,Y} \phi(X) + \psi(Y) : AX + By = c, \tag{7}
\]
where \( \phi, \psi \) are convex functions, and \( A,B \) (resp. \( c \)) are constant matrices (resp. vector). ADMM considers the augmented Lagrangian \( L(X,Y,\nu) = \phi(X) + \psi(Y) + \nu^\top(AX + B\nu - c) \)

\[
\min_{X,Y} \phi(X) + \psi(Y) : AX + By = c, \tag{7}
\]
where \( \phi, \psi \) are convex functions, and \( A,B \) (resp. \( c \)) are constant matrices (resp. vector). ADMM considers the augmented Lagrangian \( L(X,Y,\nu) = \phi(X) + \psi(Y) + \nu^\top(AX + B\nu - c) \).
\[ B y - c + \frac{\nu}{2} \| A x + B y - c \|_2^2, \]

where \( \nu \) is the dual variable, and \( \rho > 0 \) is a penalty parameter. At the \( t \)th iteration, the values of \( X \) and \( Y \) (denoted \( X_t \) and \( Y_t \)) are updated by minimizing \( \mathcal{L}(X, Y, \nu_t) \) w.r.t. \( X \) and \( Y \) in an alternating manner:

\[
X_{t+1} = \arg \min_X \mathcal{L}(X, Y_t, \nu_t), \quad Y_{t+1} = \arg \min_Y \mathcal{L}(X_{t+1}, Y, \nu_t). \tag{8} \tag{9}
\]

Then, \( \nu \) is updated as \( \nu_{t+1} = \nu_t + \rho (A X_{t+1} + B Y_{t+1} - c) \).

### 2.3 Robust Matrix Factorization (RMF)

In matrix factorization (MF), the data matrix \( O \in \mathbb{R}^{m \times n} \) is approximated by \( U V^\top \), where \( U \in \mathbb{R}^{m \times r}, V \in \mathbb{R}^{n \times r} \) and \( r \ll \min(m, n) \) is the rank. In general, some entries of \( O \) may be missing (as in applications such as structure from motion \([54]\) and recommender systems \([29]\)). The MF problem is thus formulated as:

\[
\min_{U, V} \frac{1}{2} \|O \ominus (O - U V^\top)\|_F^2 + \frac{\lambda}{2} (\|U\|_F^2 + \|V\|_F^2), \tag{10}
\]

where \( \Omega \subseteq \{0, 1\}^{m \times n} \) contain indices of the observed entries in \( O \) (with \( O_{ij} = 1 \) if \( \Omega_{ij} \) is observed, and 0 otherwise), and \( \lambda \geq 0 \) is a regularization parameter. The square loss in (10) is sensitive to outliers. In \([56]\), it is replaced by the \( \ell_1 \)-loss, leading to robust matrix factorization (RMF):

\[
\min_{U, V} \|O \ominus (O - U V^\top)\|_1 + \frac{\lambda}{2} (\|U\|_F^2 + \|V\|_F^2). \tag{11}
\]

In recent years, many RMF solvers have been developed, e.g., \([30], [32], [15], [55]\). However, as the objective in (11) is neither convex nor smooth, these solvers lack scalability, robustness and/or convergence guarantees. Recently, the RMF-MM algorithm \([32]\) solves (11) using MM. Let the \( k \)th iterate be \((U_k, V_k)\). RMF-MM tries to find increments \((U, V)\) that should be added to \((U_k, V_k)\) in order to obtain the target \((U, V)\), i.e., \( U = U_k + \bar{U} \) and \( V = V_k + \bar{V} \). Substituting into (11), the objective can be rewritten as:

\[
F^k(\bar{U}, \bar{V}) \equiv \|O \ominus (O - (U_k + \bar{U})(V_k + \bar{V})^\top)\|_1 + \frac{\lambda}{2} \|U_k + \bar{U}\|_F^2 + \frac{\lambda}{2} \|V_k + \bar{V}\|_F^2.
\]

The following Proposition constructs a surrogate \( H^k \) satisfying properties (P1)-(P3) in Section 2.1 for being a good MM surrogate. Unlike \( F^k \), \( H^k \) is jointly convex in \((U, V)\).

**Proposition 1** \([32]\). Let \( \text{nnz}(\Omega_{(i,:)})(\text{resp.} \, \text{nnz}(\Omega_{(:,i)})) \) be the number of nonzero elements in the \( i \)th row (resp. \( j \)th column) of \( \Omega \), \( \Lambda^+ = \text{Diag}(\sqrt{\text{nnz}(\Omega_{(i,:)}), \ldots, \sqrt{\text{nnz}(\Omega_{(:,m)}))}, \) and \( \Lambda^- = \text{Diag}(\sqrt{\text{nnz}(\Omega_{(i,:)}), \ldots, \sqrt{\text{nnz}(\Omega_{(:,n)}))}. \) Then, \( F^k(\bar{U}, \bar{V}) \leq H^k(\bar{U}, \bar{V}), \)

\[
H^k(\bar{U}, \bar{V}) \equiv \|O \ominus (O - U_k V_k^\top - \bar{U} V_k^\top - U_k V_k^\top)\|_1 + \frac{1}{2} \|\Lambda^+ \bar{U}\|_F^2 + \frac{\lambda}{2} \|U_k + \bar{U}\|_F^2 + \frac{\lambda}{2} \|V_k + \bar{V}\|_F^2, \tag{12}
\]

Equality holds iff \((\bar{U}, \bar{V}) = (0, 0)\).

Because of the coupling of \( U_k, V_k \) (resp. \( U_k, V_k^\top \)) in (12), \( H^k \) is still difficult to optimize. Thus, RMF-MM uses ADMM to optimize (12). RMF-MM is guaranteed to generate critical points of (11).

### 3 SDP LEARNING WITH \( \ell_1 \)-LOSS

Here, we replace the square loss in (4) by the more robust \( \ell_1 \)-loss. This leads to the following robust version of (4):

\[
\min_{X} R(X) \equiv \sum_{\tau=1}^{m} |\text{tr}(X^\top Q_{\tau} X) - t_{\tau}| + \frac{\gamma}{2} \text{tr}(X^\top A X) + \frac{\lambda}{2} \|X\|_F^2. \tag{13}
\]

With the \( \ell_1 \)-loss, the objective in (13) is neither convex nor smooth. Hence, existing algorithms for solving (4) (such as L-BFGS \([21]\), gradient descent \([24], [25]\), and coordinate descent \([56]\) can no longer be used.

#### 3.1 Optimization Algorithm

Recall from Section 2.1 that MM is a general technique to make difficult optimization problems easier to optimize. Recently, MM has also been used successfully in the RMF solvers of RMF-MM \([32]\) and RMMFNL \([41]\). In this Section, we design an efficient solver for (13) based on MM. While RMF-MM and RMMFNL construct the surrogate by first factorizing the target matrix \( Z = X Y^\top \) and then bounding \( X \) and \( Y \) separately, our construction of the surrogate for (13) is significantly different.

#### 3.1.1 Constructing a Convex Surrogate

Let \( X_k \) be the iterate at the \( k \)th MM iteration. Recall from (5) that the next iterate is constructed as \( X_{k+1} = X_k + \bar{X} \) for some \( \bar{X} \in \mathbb{R}^{n \times r} \). The following Lemma bounds \( R(X_k) \) for any \( X \), where \( R \) is the objective defined in (13).

**Lemma 1.** Let \( C = A + \frac{1}{2} I \). For any \( \bar{X} \in \mathbb{R}^{n \times r} \),

\[
R(X_k + \bar{X}) \leq \sum_{\tau=1}^{m} |\text{tr}(2 X_k^\top Q_{\tau} X_k + X_k^\top Q_{\tau} X_k) - t_{\tau}| + \frac{\gamma}{2} \text{tr}(X_k^\top C \bar{X} + (X_k + 2 \bar{X})^\top C X_k).
\]

As \( |\text{tr}(X_k^\top Q_{\tau} \bar{X})| \) is convex only when \( Q_{\tau} \in S_+ \), the upper bound above is not convex in general. The following provides a looser bound on \( |\text{tr}(X_k^\top Q_{\tau} \bar{X})| \) which is convex w.r.t. \( \bar{X} \). We first introduce some notations. Given a symmetric square matrix \( M \), let its eigenvalues be \( \gamma_i \)’s and the corresponding eigenvectors be \( v_i \)’s. Let \( M_+ = \sum_i \max(\gamma_i, 0) v_i v_i^\top \) be the matrix constructed by using only the positive eigenvalues, and similarly \( M_- = \sum_i \min(\gamma_i, 0) v_i v_i^\top \) is constructed from only the negative eigenvalues. Obviously, \( M = M_+ + M_- \).

**Lemma 2.** \( |\text{tr}(X_k^\top Q_{\tau} \bar{X})| \leq \text{tr}(X_k^\top Q_{\tau} \bar{X}), \)

\[
\bar{Q}_{\tau} = \frac{1}{2}(Q_{\tau} + Q_{\tau}^\top) + \frac{1}{2}(Q_{\tau} + Q_{\tau}^\top) = \text{PSD}.
\]

Combining Lemmas 1 and 2, a surrogate \( H_k \) is constructed as follows.

**Proposition 2.** \( R(X + X_k) \leq H_k(X; X_k), \)

\[
H_k(X; X_k) \equiv \text{tr}(X^\top (B X + C X_k)) + 2 \sum_{\tau=1}^{m} |\text{tr}(X_k^\top Q_{\tau} X_k) + (b_{\tau})_r + c_{\tau}|, \tag{14}
\]

with \( B = \sum_{\tau=1}^{m} Q_{\tau} + \frac{1}{2}(A + \gamma A_k), \) \( C = A + \frac{1}{2} I, \) \( (b_{\tau})_r = \frac{1}{2} \text{tr}(X_k^\top Q_{\tau} X_k) - t_{\tau}, \) \( c_{\tau} = \frac{1}{2} \text{tr}(X_k^\top (A + \frac{1}{2} I) X_k). \) Equality holds iff \( \bar{X} = 0. \)
It is easy to see that \( H_k(\tilde{X}; X) \) is convex w.r.t. \( \tilde{X} \) and 
\( R(X_k) = H_k(0; X_k) \). Besides, from Proposition \[2\] 
we also have 
\( R(\tilde{X} + X_k) \leq H_k(\tilde{X}; X_k) \) for any \( \tilde{X} \), and 
\( \mathbf{0} = \arg \min_{\tilde{X}} (H_k(\tilde{X}; X_k) - R(\tilde{X} + X_k)) \). Thus, \( H_k \) satisfies 
the three desired properties for a MM surrogate in Section \[2.1\].

### 3.1.2 Solving the Surrogate Inexactly by ADMM

From \[5\], \( X_k \) is updated at the \( k \)th MM iteration as 
\( X_{k+1} = X_k + X^* \), where 
\[
X^* = \arg \min_{\tilde{X}} H_k(\tilde{X}; X_k).
\] (15)

First, (15) can be easily rewritten as

\[
\min_{\tilde{X}} \{ e_r \} \in \mathcal{D} \{ \tilde{\nu}_r \},
\]

where 
\[
\mathcal{D} \{ \tilde{\nu}_r \} = c_k + \frac{2}{\ell} \sum_{r=1}^{m} \tilde{\nu}_r (\text{tr}(C(X_k)^\top B^{-1} X_k) + (b_k)_r) - \frac{1}{\ell} \sum_{r=1}^{m} \tilde{\nu}_r (\text{tr}((Q_r X_k)^\top B^{-1}) Q_r X_k) - \frac{1}{\ell} \sum_{r=1}^{m} \tilde{\nu}_r (\text{tr}((Q_r X_k)^\top B^{-1} (C X_k)) + \mathcal{C} = \sum_{r=1}^{m} \tilde{\nu}_r |(\nu_r)| \leq 2). \]

By using the Slater condition \[3\], the following Lemma shows that strong duality for (16) and (17) holds.

**Lemma 3.** Strong duality for (16) and (17) holds.

In the following, we again use ADMM to solve (16). At the \( k \)th ADMM iteration, it can be easily shown that the updates in (8) and (9) have the following closed-form solutions:

\[
\begin{aligned}
\tilde{X}_{t+1} &= \tilde{X}_t - \tilde{B}_k^{-1} (2B \tilde{X}_t + \tilde{C}_k X_k), \\
(e_r)_{t+1} &= \max(0, e_r^+) + \min(0, e_r^-),
\end{aligned}
\] (18)

where 
\[
\tilde{B}_k = 2B + \rho \sum_{r=1}^{m} Q_r X_k X_k^\top Q_r^\top, \\
\tilde{C}_k = \gamma C + \sum_{r=1}^{m} \rho (\text{tr}(X_k^\top Q_r X_k) - e_r) (b_k)_r - \nu_r Q_r, \\
\text{and } e_r^+ = \text{tr}(X_{t+1}^\top Q_r X_k) + (b_k)_r + \frac{\nu_r}{2}. \]

Each of the ADMM dual variables \( \{ \tilde{\nu}_r \}_{r=1,\ldots,m} \) is then updated as

\[
(\nu_r)_{t+1} = (\nu_r)_t + \rho (e_r)_{t+1} - \text{tr}(\tilde{X}_{t+1}^\top Q_r X_k) + (b_k)_r. \] (20)

Because of strong duality (Lemma 3), the duality gap is zero at optimality. Recall that (15) and (16) have the same objective value, one can thus use the duality gap

\[
\delta_k(\tilde{X}_t, \{ (\nu_r)_t \}) = H_k(\tilde{X}_t; X_k) - D_k(\{ (\nu_r)_t \}).
\] (21)

At the \( t \)th ADMM iteration to monitor convergence. In other words, the ADMM iterations can be stopped and an approximate solution to (15) is found when \( \delta_k(\tilde{X}_t, \{ (\nu_r)_t \}) \) is smaller than a pre-defined threshold \( \epsilon_k \). The whole procedure for approximately solving subproblem (15) is shown in Algorithm 1.

### 3.1.3 Complete Algorithm

The whole procedure for solving (13), which will be called SDP-RL (SDP with Robust Loss), is shown in Algorithm 2. Note that SDPLR \[21\] and SDPNAL+ \[20\] can also solve optimization problems of the form:

\[
\min_{Z \in \mathbb{S}_+^*} \text{tr}(ZA) \quad \text{s.t. } |\text{tr}(ZQ_r) - t_r| \leq \Delta, \quad \tau = 1, \ldots, m, \] (22)

which is equivalent to the following optimization problem

\[
\min_{Z \in \mathbb{S}_+} \text{tr}(ZA) + \lambda \sum_{r=1}^{m} |\text{tr}(ZQ_r) - t_r|,
\]

with \( \ell_1 \)-loss, when the regularization parameter \( \lambda \) is a properly set. Table 1 compares the proposed SDP-RL with other algorithms using the \( \ell_1 \) and square losses on matrix completion problems (Section 5.1). As can be seen, SDP-RL is both robust and fast.

Algorithm 2 SDP-RL: SDP with robust loss.

1. **Initialization**: \( X_1 = 0. \)
2. for \( k = 1, \ldots, K \) do
3. obtain \( X_k \) from Algorithm 1 with tolerance \( \epsilon_k \);
4. end for
5. return \( X_{K+1} \).

### 3.2 Convergence Analysis

We make the following Assumption on the objective in (13).

**Assumption 1.** \[ \lim_{||X||_F \to \infty} R(X) = \infty \text{ and } \inf_X R(X) > -\infty. \]

Related algorithms such as RMF-MM \[32\] and RMFNL \[41\] solve the sub-problem exactly when their ADMM iterations terminate. Here, we relax this condition and allow solving the sub-problem inexactly. Hence, the proofs in \[32, 41\] cannot be directly applied. We assume the following condition on the sequence of thresholds \( \{ \epsilon_k \} \) in Algorithm 2.

**Assumption 2.** \( \epsilon_k \geq 0 \) for \( k = 1, \ldots, \infty \) and \( \sum_{k=1}^{\infty} \epsilon_k \) is a finite positive constant.

**Remark 1.** A popular choice satisfying Assumption 2 is \( \epsilon_k = c_0/k^{b_0} \), where \( c_0 > 0 \) and \( b_0 > 1 \) are constants \[58, 59\].

Usually, MM only guarantees that the objective value is non-increasing \[32, 48, 49\]. In contrast, the following
Table 1: Comparison of the proposed SDP-RL algorithm with existing algorithms on matrix completion problems (details are in Section 5.1). The last row shows SDP-RL on sparse data, where “nnz” is the number of nonzero elements. For algorithms with subproblems, $T$ is the number of iterations to solve the subproblem.

| Algorithm | Model | Loss | Space | Complexity |
|-----------|-------|------|-------|------------|
| FW [5] | × | square loss | $O(n^2)$ | $O(n^2)$ |
| L-BFGS [25] | √ | square loss | $O(nr)$ | $O(nr^2)$ |
| nmAPG [25] | √ | square loss | $O(nr)$ | $O(nr^2)$ |
| ADMM($t_1$) [30] | × | $t_1$ loss | $O(n^2)$ | $O(n^2T)$ |
| SDPLR [21] | × | $t_1$ loss | $O(nr)$ | $O(n^2rT)$ |
| SDPNAL+ [20] | × | $t_1$ loss | $O(n^2)$ | $O(n^2T)$ |
| SDP-RL dense data | | $\ell_1$ loss or nonconvex loss | $O(nnz)$ | $O([nnz(I) + nr])$ |
| SDP-RL sparse data | | $\ell_1$ loss or nonconvex loss | $O(nnz(I) + nr)$ | $O([nnz(I) + nr^2 + T])$ |

Theorem shows that the sequence of iterates obtained is bounded, and its limit points are also critical points.

**Theorem 1.** With Assumptions 1 and 2 for the sequence $\{X_k\}$ generated from Algorithm 2, we have (i) $\{X_k\}$ is bounded; and (ii) any limit point of $\{X_k\}$ is a critical point of $R$.

### 4 SDP LEARNING USING NONCONVEX LOSS

The $\ell_1$-loss always linearly penalizes the difference between the prediction and noisy observation. In very noisy circumstances, a loss function $\phi$ flatter than the $\ell_1$ loss can be more robust [41], [60], [61]. Some common examples include the Geman penalty [62], Laplace penalty [63], log-sum penalty (LSP) [44], and leaky-minimax concave penalty (MCP) [43] (Figure 1). They have been used in applications such as robust matrix factorization for affine rigid structure-from-motion [41], where outliers arise from feature mismatch; and sparse coding to learn more discriminative dictionaries [42], [46], in which large deviations come from damaged, deteriorating, or missing parts of an image.

**Assumption 3.** $\phi(\alpha)$ is a concave and increasing function on $\alpha \geq 0$ with $\phi(0) = 0$.

**Proposition 4.** $\hat{R}(\hat{X}, X_k) \leq \hat{H}(\hat{X}; X_k)$, where

$$\hat{H}(\hat{X}; X_k) = \text{tr}(\hat{X}^T(B\hat{X} + \gamma CX_k)) + \frac{1}{2} \sum_{\tau=1}^{m} |(q_{k,\tau})_r| |\text{tr}(Q_{\tau} X_k)| + (b_{k,\tau})_r + c_k,$$

$$Q_{\tau} = (q_{k,\tau})_r Q_{\tau}, B \text{ and } C \text{ as defined in Proposition 2 and } (b_{k,\tau})_r = \frac{1}{2} (q_{k,\tau})_r |\text{tr}(X_k^T Q_{\tau} X_k) - t_\tau|.$$

Equation holds iff $\hat{X} = 0$.

Table 2 shows the corresponding $\phi$ functions for some popular nonconvex penalties. With a nonconvex loss $\phi$, problem (15) becomes

$$\min_{\hat{X}} R(\hat{X}) = \sum_{\tau=1}^{m} \phi(|\text{tr}(\hat{X}^T Q_{\tau} X_k) - t_\tau|) + \frac{\gamma}{2} \text{tr}(\hat{X}^T A\hat{X}) + \frac{\lambda}{2} ||\hat{X}||_F^2.$$ 

Because of the nonconvexity of $\phi$, optimization of (23) is even more difficult. Again, we will alleviate this problem with the use of MM.

**4.1 Convex Surrogate and Its Optimization**

For any $\hat{X} \in \mathbb{R}^{n \times r}$, the following Lemma bounds $\hat{R}(X_k + \hat{X})$, where $\hat{R}$ is the objective in (23).

**Lemma 4.** For any $\hat{X} \in \mathbb{R}^{n \times r}$,

$$\hat{R}(X_k + \hat{X}) \leq \frac{\gamma}{2} \text{tr}((2X_k + \hat{X})^T C \hat{X}) + \|\hat{X}\|_F \leq \frac{\gamma}{2} \text{tr}(2X_k^T C X_k) + \frac{1}{2} \text{tr}(C).$$

Combining with Lemma 2 we construct a new surrogate as follows:

**Proposition 4.** $\hat{R}(\hat{X} + X_k) \leq \hat{H}(\hat{X}; X_k)$, where

$$\hat{H}(\hat{X}; X_k) = \text{tr}((\hat{X} + X_k)^T B(\hat{X} + X_k) + \gamma CX_k) + \frac{1}{2} \sum_{\tau=1}^{m} |(q_{k,\tau})_r| |\text{tr}(Q_{\tau} X_k)| + (b_{k,\tau})_r + c_k,$$

where $Q_{\tau} = (q_{k,\tau})_r Q_{\tau}, B$ and $C$ as defined in Proposition 2 and $(b_{k,\tau})_r = \frac{1}{2} (q_{k,\tau})_r |\text{tr}(X_k^T Q_{\tau} X_k) - t_\tau|$. Equality holds iff $\hat{X} = 0$.

In this section, we make the following Assumption on $\phi$.

**Assumption 3.** $\phi(\alpha)$ is a concave and increasing function on $\alpha \geq 0$ with $\phi(0) = 0$.

**Table 2:** Example nonconvex $\phi$ functions.

| Loss Function | $\phi(\alpha)$ |
|---------------|----------------|
| Geman penalty [62] | $\frac{1}{2} \alpha^2$ |
| Laplace penalty [63] | $1 - \exp(-\frac{\alpha}{\theta})$ |
| log-sum penalty (LSP) [44] | $\log(1 + |\alpha|)$ |
| leaky-minimax concave penalty (MCP) [43] | $\frac{1}{2} |\alpha| + \theta(1 - \alpha^2)$, $\alpha \geq 0$ |

Fig. 1: More robust loss function $\phi$ in Table 2 and the $\ell_1$ loss.
This is of the same form as (16), and so can be solved analogously with ADMM. Let
\[ B_k = 2Q + \rho \sum_{\tau=1}^{m} \dot{Q}_\tau X_k \dot{X}_k^T \dot{Q}_\tau^T, \]
\[ \dot{C}_k = \gamma C + \sum_{\tau=1}^{m} (\rho (\text{tr}(\dot{X}_\tau^T \dot{Q}_\tau X_k) - e_\tau + (\dot{b}_\tau)-e_\tau)) \dot{Q}_\tau, \]
\[ \dot{e}_+ = \text{tr}(\dot{X}_{\tau+1}^T \dot{Q}_\tau X_k) + (\dot{b}_\tau)-e_\tau \pm 2\rho, \]
\[ \dot{D}_k((\nu_\tau)) = \frac{\gamma}{2} \sum_{\tau=1}^{m} \nu_\tau (\text{tr}((C X_k)^T Q^{-1} \dot{Q}_\tau X_k) - \frac{2}{\gamma} (\dot{b}_\tau) \nu_\tau) \]
\[ - \frac{1}{4} \sum_{\tau=1}^{m} \nu_\tau \nu_\tau (\text{tr}((\dot{Q}_\tau X_k)^T Q^{-1}(\dot{Q}_\tau^T X_k)) - \frac{\gamma^2}{4} \text{tr}(C X_k)^T Q^{-1}(C X_k)) + \dot{c}_k. \]

The resultant procedure, which consists of Algorithms 3 and 4, is slight modifications of Algorithms 1 and 2 respectively. The main difference is on how \( Q_\tau \) (resp. \( \dot{Q}_\tau \)) and \( (\dot{b}_\tau) \) (resp. \( (\dot{b}_\tau) - e_\tau \)) are computed. Thus, the complexity results in Table 1 still apply.

**Algorithm 3** Variant of Algorithm 1 for nonconvex loss.

Require: pre-defined tolerance \( \epsilon_k \).
1: Initialization: \( t = 1, X_1 = 0 \);
2: while \( \epsilon_k(X_t, \{\nu_t\}) \geq \epsilon_k \) do
3: update \( X_{t+1} = X_t - B_k^{-1}(2QX^T + C_k X_k) \);
4: for \( \tau = 1, \ldots, m \) do
5: update \( (\dot{e}_\tau)_t+1 = \max(0, \dot{e}_\tau) + \text{min}(0, \dot{e}_\tau^+) \);
6: \( (\nu_\tau)_t+1 = (\nu_\tau)_t + \frac{1}{p} \dot{e}_\tau - \text{tr}(X^T \dot{Q}_\tau X_k)_t - (\dot{b}_\tau)_t \);
7: end for
8: compute \( \epsilon_k(X_t, \{\nu_t\}) \), the upper-bound on inexactness;
9: \( t = t + 1 \);
10: end while
11: return \( X_t \).

**Algorithm 4** SDP-RL for nonconvex loss.

1: Initialization: \( X_1 = 0 \);
2: for \( k = 1, \ldots, K \) do
3: obtain \( X_t \) via Algorithm 3 with tolerance \( \epsilon_k \);
4: update \( X_{k+1} = X_t + X_k \);
5: end for
6: return \( X_{K+1} \).

### 4.2 Convergence Analysis

In Section 3.2 the convex \( \ell_1 \)-loss is considered, and the critical points can be characterized by the subgradient of \( \ell_1 \). However, the subgradient cannot be used on a nonconvex loss \( \phi \). The following first introduces generalizations of the subgradient and critical point.

**Definition 4.1** \([64]\). The Frechet subdifferential of \( f \) at \( x \) is \( \hat{\partial}f(x) = \{u : \lim_{y \neq x} \inf_{f(y) \neq f(x)} \frac{f(y) - f(x) - u(y-x)}{\|y-x\|} \geq 0\} \). The limiting subdifferential (or simply subdifferential) of \( f \) at \( x \) is \( \partial f(x) = \{u : \exists x_k \rightarrow x, f(x_k) \rightarrow f(x), u_k \in \hat{\partial}f(x_k) \rightarrow u, \text{ as } k \rightarrow \infty\} \).

When \( f \) is smooth, \( \partial f(x) \) reduces to the gradient. When \( f \) is nonsmooth but convex, \( \hat{\partial}f(x) \) is the set of all subgradients of \( f \) at \( x \). An example is shown in Figure 2.

**Definition 4.2** \([64]\). \( x \) is a critical point of \( f \) if \( 0 \in \partial f(x) \).

We make the following Assumption on \( \hat{R} \), which is analogous to Assumption 1 on \( R \).

**Assumption 4.** \( \lim_{\|x\|_F \rightarrow \infty} \hat{R}(X) = \infty \) and \( \inf_X \hat{R}(X) > -\infty \).

Convergence to critical points is then ensured by the following Theorem. Its proof can be easily adapted from that of Theorem 1.

**Theorem 2.** With Assumptions 2, 3 and 4 for the sequence \( \{X_k\} \) generated from Algorithm 4 we have (i) \( \{X_k\} \) is bounded; (ii) any limit point of \( \{X_k\} \) is a critical point of \( \hat{R} \).

### 5 Example Robust SDP Applications

In this section, we illustrate a number of applications that can be robustified with the proposed formulations. For simplicity, we focus on the \( \ell_1 \) loss. These can be easily extended to the nonconvex loss in Section 4.

#### 5.1 Positive Semi-Definite Matrix Completion

The first example is on completing a partially observed PSD matrix \([7, 8]\). This has applications in, e.g., learning of the user-item matrix recommender systems \([5]\) and multi-armed bandit problems \([9]\). Let the data matrix be \( O_i \), and \( \Omega \equiv \{(i,j)\} \) be the set of indices for the observed \( O_{ij} \)'s. PSD matrix completion can be formulated as finding a \( Z \in S_+ \) via the following optimization problem:

\[
\min_{Z \in S_+} \sum_{(i,j) \in \Omega} \frac{1}{2} (Z_{ij} - O_{ij})^2 + \frac{\gamma}{2} \text{tr}(Z),
\]

where the first term measures the loss, and the second term encourages the matrix \( Z \) to be low-rank (note that \( \|Z\|_* = \text{tr}(Z) \) for \( Z \in S_+ \)). Let \( Q^{(i,j)} \) be a matrix of zeros except that \( Q^{(i,j)}_{ij} = 1 \). Problem (25) is then of the form in (3), with \( Q = Q^{(i,j)}, t_x = O_{ij}, \) and \( A = 0 \).

The square loss in (25) may not be appropriate in some applications. For example, the love-and-hate attack \([40]\) in recommender systems flips high ratings to low values, and vice versa \([41]\). The corrupted ratings then become large outliers, and using the square loss can lead to significant performance degradation \([32, 41]\). To improve robustness, we replace the square loss by the \( \ell_1 \)-loss, leading to

\[
\min_{Z \in S_+} \sum_{(i,j) \in \Omega} \|Z_{ij} - O_{ij}\|_1 + \frac{\gamma}{2} \text{tr}(Z),
\]
Let $Z = XX^T$. It is easy to see that $Z_{ij} = x_i^T x_j$, where $x_i^T$ is the $i$th row of $X$, and $\text{tr}(Z) = \|X\|_F^2$. Problem (26) can then be rewritten as:

$$\min_X \sum_{(i,j) \in \Omega} |\text{tr}(X^T Q^{(i,j)} X) - O_{ij}| + \gamma \|X\|_F^2.$$  
(27)

### 5.1 Utilizing Data Sparsity

Algorithms 1 and 2 can be directly used to solve (27). However, each iteration of Algorithm 1 has to construct $Q_T$ (defined in Lemma 2) and invert $B_k$ (in (18)). A straightforward implementation leads to $O(n^2r)$ time and $O(n^3)$ space. Recall that the partially observed matrix $O$ is sparse. In the following, we show how data sparsity can be used to speed up optimization of (27), as has been demonstrated in other matrix learning problems [31], [41].

**Proposition 5.** Let $\hat{X}$ (resp., $(x_k)^T$) be the $i$th row of $\hat{X}$ (resp., $X_k$). The objective in (16) can be rewritten as

$$\min_{\hat{X}, e_T} \frac{\gamma}{2} \|\hat{X}\|_F^2 + \frac{\lambda}{2} \|X\|_F^2 + \frac{\gamma}{2} \|\hat{X} - C_k X_k\|_F^2,$$

s.t. $e_{ij} = \hat{x}_i^T (x_k)_j + (b_k)_ij, \forall (i,j) \in \Omega,$

where $\Lambda'$ and $C$ are as defined in Proposition 1 and $(b_k)_{ij} = \frac{1}{2}((x_k)_j - O_{ij}).$

Using Proposition 5 the ADMM updates for $\hat{X}$ and $e_T$ (in (18) and (19), respectively) become

$$\hat{X}_{t+1} = \hat{X}_t - \hat{B}_t^{-1}((\Lambda' + \gamma I)\hat{X}_t + C_k X_k),$$

$$(e_{T})_{t+1} = \max (0, e_T^t) + \text{min}(0, e_T^t),$$

where $\hat{B}_t = \Lambda' + \gamma I + \Omega \odot (\rho X_k X_k^T)$, $C_k = \gamma I + \sum_{(i,j) \in \Omega} (\rho (x_k)_j + \rho (b_k)_{ij} - \nu_{ij} Q^{(i,j)}_T), e_T^t = \frac{\nu_{ij}}{\rho} (\hat{x}_i^T (x_k)_j + (b_k)_ij + (u_{ij}) \pm 2)/\rho.$ To update $\hat{X}$ in (28) and also $X_k$ in Algorithm 2, we only need to store sparse matrices ($\hat{B}_k$ and $\hat{C}_k$) and diagonal matrices ($\Lambda'$ and $\Lambda$). Moreover, the second term on the R.H.S. of (28), which involves inversion of $B_k$, can be computed in $O(nr^2 + nnn(\Omega))$ time using conjugate gradient descent [28]. Finally, each $(e_{T})_{t+1}$ is updated as $(e_{T})_{t+1} = (e_{T})_t + (e_{T} - \hat{x}_i^T (x_k)_j + (b_k)_ij)/\rho$ in $O(r)$ time. Thus, each ADMM iteration in Algorithm 2 only takes $O(nr^2 + nnn(\Omega)r)$ time and $O(nr + nnn(\Omega))$ space, which is much faster than the other SDP methods for the $\ell_1$ loss (see Table 1).

### 5.2 Robust NPKL

In nonparametric kernel learning (NPKL) [35], one tries to learn a kernel matrix from data. In this section, we adopt the formulation in (18). Let $T = M \cup C$, where $M$ is the set containing sample pairs that should belong to the same class (must-link set), and $C$ is the set containing sample pairs that should not belong to the same class (cannot-link set). This can be encoded by the matrix $O$, such that $O_{ij} = 1$ for a must-link $(i,j)$ pair, and $O_{ij} = 0$ for a cannot-link pair. The NPKL problem is formulated as the following SDP:

$$\min_{Z \in S_+} \sum_{(i,j) \in T} (Z_{ij} - O_{ij})^2 + \frac{\gamma}{2} \text{tr}(ZL),$$

where $Z$ is the target kernel matrix and $L$ is the Laplacian of the $k$-nearest neighbor graph of data. The first term in (29) measures the difference between $Z_{ij}$ and $O_{ij}$, while the second term encourages smoothness on the data manifold by aligning $Z$ with $L$.

The must-links and cannot-links are usually provided by users or crowdsourcing. These can be noisy as there may be human errors and spammers/attackers on crowdsourcing platforms [39]. As in Section 5.1, we let $Z = XX^T$ and obtain the following robust NPKL formulation:

$$\min_{Z \in S_+} \sum_{(i,j) \in T} |\text{tr}(X^T Q^{(i,j)} X) - O_{ij}| + \frac{\gamma}{2} \text{tr}(X^T LX) + \frac{\lambda}{2} \|X\|_F^2,$$

where $Q^{(i,j)}$ is the same as in Section 5.1. Obviously, this is again of the same form as (16), with $Q_T = Q^{(i,j)}_T, t_T = O_{ij}$ and $A = L$. When $|T|$ is small, data sparsity can also be utilized as in Section 5.1.4.

### 5.3 Robust CMVU

Maximum variance unfolding (MVU) [16] is an effective dimensionality reduction method. It produces a low-dimensional data representation by simultaneously maximizing the variance of the embedding and preserving the local distances of the original data. Colored maximum variance unfolding (CMVU) is a “colored” variant of MVU [17], with class label information. Let

$$K = HTH,$$

(30)

where $T$ is a kernel matrix on labels, and $H$ (with $H_{ij} = I(i = j - \frac{1}{2})$) is a matrix that centers the data and labels in the feature space. CMVU is formulated as the following optimization problem:

$$\min_{Z \in S_+} \sum_{(i,j) \in T} (Z_{ii} + Z_{jj} - 2Z_{ij} - d_{ij})^2 - \frac{\gamma}{2} \text{tr}(ZK),$$

(31)

where $d_{ij}$ is the squared Euclidean distance between the $i$th and $j$th samples in the original space, $\Omega$ is a set of neighbor pairs whose distances are to be preserved in the embedding, and $\gamma$ controls the tradeoff between distance preservation (the first term) and dependence maximization (second term).

Often, outliers and corrupted samples are introduced during data collection. Again, by letting $Z = XX^T$, we have the following robust CMVU formulation which is of the same form as (16):

$$\min_{Z \in S_+} \sum_{(i,j) \in \Omega} |\text{tr}(X^T \tilde{Q}^{(i,j)} X) - O_{ij}| - \frac{\gamma}{2} \text{tr}(X^T \tilde{K}X) + \frac{\lambda}{2} \|X\|_F^2,$$

where $\tilde{Q}^{(i,j)} = Q^{(i,j)} + Q^{(i,j)} - Q^{(i,j)} - Q^{(i,j)}$ and $Q^{(i,j)}$ is the same as that in Section 5.1. This again is the same form as (13), with $Q_T = \tilde{Q}^{(i,j)}_T, t_T = d_{ij}$ and $A = -K$. When $|\Omega|$ is small, data sparsity can also be utilized as in Section 5.1.4.

### 5.4 Sparse PCA

Sparse PCA [13], [15] is a popular method to extract sparse principal components from the data, i.e., sparse vectors $x$ that maximizes $x^\top \Sigma x$ for a given covariance matrix $\Sigma \in \mathbb{R}^{n \times n}$. It can be relaxed to the following SDP [13]:

$$\min_{Z \in S_+} -\text{tr}(Z\Sigma) \text{ s.t. } \text{tr}(Z) = 1, \|Z\|_1 \leq k,$$

(32)

where $k$ is a hyper-parameter controlling the sparsity.
As in previous sections, we let $Z = XX^\top$. Note that $\text{tr}(Z) = \|X\|_F^2$ and $\|Z_{ij}\| = |\text{tr}(X^\top Q^{(i,j)} X)|$, where $Q^{(i,j)}$ is in $\Omega$. By moving the constraints in (32) to the objective, it can be reformulated as

$$\min_X \frac{1}{2} \|O - XX^\top\|_F^2 \quad \text{s.t.} \quad X_{ij} \geq 0. \quad (34)$$

SNMF is popular in clustering analysis [68] as it can effectively identify low-dimensional data representations.

Again, the square loss in (34) may not be appropriate in some scenarios (for example, noisy observed data in clustering), which affect the observed $O_{ij}$’s, leading to degraded performance. Similar to Section 5.1, we have the following robust SNMF formulation:

$$\min_X \sum_{i,j} |\text{tr}(X^\top Q^{(i,j)} X) - O_{ij}| + \frac{\lambda}{2} \|X\|_F^2, \quad (35)$$

which is of the form in (13) with $Q_r = Q^{(i,j)}$, $t_r = O_{ij}$ and $A = -\Sigma$.

5.5 Symmetric NMF

Symmetric nonnegative matrix factorization (NMF) [66], [67] aims to factorize a non-negative and symmetric matrix $O$ by solving

$$\min_X \frac{1}{2} \|O - XX^\top\|_F^2 \quad \text{s.t.} \quad X_{ij} \geq 0. \quad (34)$$

SNMF is popular in clustering analysis [68] as it can effectively identify low-dimensional data representations.

6 EXPERIMENTS

In this section, experiments are performed on five machine learning applications, namely, PSD matrix completion (Section 6.1), non-parametric kernel learning (Section 6.2), maximum variance unfolding (Section 6.3), sparse PCA (Section 6.4), and symmetric NMF (Section 6.5). Depending on the loss function and whether the matrix variate is factored, the following SDP solvers will be compared:

1) Solver for SDP problem (i.e., square loss and matrix variate is not factored):
   a) $FW$ [5], which uses the Frank-Wolfe algorithm [6];
   b) $nmAPG$ [27], which uses the state-of-the-art accelerated gradient descent algorithm;
   c) $L-BFGS$ [28], which uses the popular quasi-Newton solver for smooth minimization problem.

2) Solvers for problem (i.e., square loss and factored matrix variate):
   a) $nmAPG$ [27], which uses the state-of-the-art accelerated gradient descent algorithm;
   b) $L-BFGS$ [28], which uses the popular quasi-Newton solver for smooth minimization problem.

3) Solvers for SDP problem with $\ell_1$-loss, i.e., (22):
   a) $ADMM(\ell_1)$, which solves the nonsmooth but convex problem with ADMM [50];
   b) $SDPLR$ [21], which considers (22) and solves with the augmented Lagrangian method;
   c) $SDPNAL+$ [20], which also solves (22) but with the Newton-CG augmented Lagrangian method.

4) Solvers for problem (i.e., $\ell_1$-loss and factored matrix variate):
   a) $SDP-RL(\ell_1)$: the proposed Algorithm 2 and data sparsity is utilized as discussed in Section 5.1.1 b) $SDP-RL$-dense, which is the same as $SDP-RL(\ell_1)$ except that data sparsity is not utilized;

5) Solver for problem (i.e., nonconvex loss and factored matrix variate):
   a) $SDP-RL(MCP)$, the proposed Algorithm 4 which uses the leaky-MCP loss in Table 2, with $\theta = 5$ and $\eta = 0.05$. As reported in [41], [59], [69], the nonconvex losses in Table 2 usually have similar performance.

For all the SDP-RL variants above, ADMM is used as the solver for the convex surrogate. We set the maximum number of ADMM iterations to 1000, and a tolerance $\epsilon_k$ of $\max(10^{-8}, c_0/k^{b_0})$ as in Remark 1 where $b_0 = 1.5$.

All these algorithms are implemented in Matlab. Each of these is stopped when the relative change of objective values in successive iterations is smaller than $10^{-5}$ or when the number of iterations reaches 2000. To reduce statistical variability, results are averaged over five repetitions. Results for the best-performing method and those that are not significantly worse (according to the pairwise t-test with 95% significance level) are highlighted. Experiments are run on a PC with a 3.07GHz CPU and 32GB RAM.

6.1 PSD Matrix Completion

In this section, experiments are performed on PSD matrix completion (Section 5.1) in the context of recommender systems. Following [32], we mimic the love/hate attacks, and some ratings in the synthetic data are randomly set to the highest/lowest values.

The ground-truth matrix $M$ is generated as a low-rank matrix $VV^\top$, where $V \in \mathbb{R}^{m \times r}$ with entries sampled i.i.d. from $\mathcal{N}(0, 1)$. This is then corrupted as $M' = M + N + S$, where $N$ is a noise matrix and $S$ is a sparse matrix modeling large outliers (with $o$ being the fraction of nonzero entries). The entries of $N$ are sampled i.i.d. from $\mathcal{N}(0, 0.1)$, while the nonzero entries of $S$ are sampled uniformly from $\{-\sigma, \sigma\}$. We randomly draw $\frac{1}{2}sr \log(m)n\%$ of the elements from $M'$ as (noisy) observations for training, where $s$ controls the sampling ratio. Half of the remaining uncorrupted entries in $M$ are used for validation (hyper-parameter tuning) and the rest for testing. We experiment with matrix size $m \in \{500, 1000, 1500, 2000\}$, and set the ranks for all factorization-based methods to the ground-truth (i.e., $S$). The other parameters are set as $\sigma = 0.05$, $s = 2$ and $\sigma = 10$.

Let $XX^\top$ be the matrix recovered and $M$ be the clean ground-truth matrix. For performance evaluation, we use (i) the testing root mean squared error (RMSE): $\sqrt{\frac{1}{\|\mathbf{b}\|_1} \sum_{(i,j) \in \mathbf{b}_{\text{un}}} (M_{ij} - (XX^\top)_{ij})^2}$; and (ii) CPU time.

6.1.1 Results

The testing RMSEs and CPU time are in Table 3 Convergence of the testing RMSE versus CPU time is in Figure 3. Though methods based on the square loss ($FW$, $nmAPG$, and $L-BFGS$) are very fast, they have much higher testing RMSE’s than methods based on the $\ell_1$ and nonconvex losses. In particular, $FW$ yields a much larger testing RMSE than $nmAPG$ and $L-BFGS$. This is because $FW$ does not explicitly utilize low-rank factorization but relies only on the nuclear-norm regularizer. Moreover, it uses rank-one update in each iteration, and is only as fast as $nmAPG$ and $L-BFGS$. Thus, $FW$ will not be included in the sequel.
Among algorithms based on the $\ell_1$-loss, $SDP-RL(\ell_1)$ is the fastest as it exploits data sparsity. $SDP-RL(MCP)$ yields slightly lower RMSE, but is slightly slower than $SDP-RL(\ell_1)$. As $SDPLR$ and $SDPNAL+$ have comparable accuracies with $ADMM(\ell_1)$, but are much slower and even fail to converge on large-scale problems. Thus, $SDPLR$ and $SDPNAL+$ will also be dropped in the subsequent comparisons.

### 6.1.2 Varying the Number of Observed Entries

We fix the matrix dimension $m = 2000$, outlier ratio $o = 0.05$, outlier amplitude $\sigma = 10$, and vary the sampling ratio $s$ in $\{1, 2, 4, 8\}$. A larger $s$ means that more elements are observed. Table 5 shows the testing RMSEs and CPU time.

### 6.1.3 Varying the Number of Outlying Entries

We vary the fraction of entries $o$ in the sparse noise matrix $S$ in $\{0, 0.025, 0.05, 0.1, 0.2\}$. The other parameters are set as $m = 2000$, $r = 2$, $s = 2$ and $\sigma = 5$. Results are shown in Table 5. When there is no outlier ($o = 0$), nmAPG and L-BFGS perform the best, as they use the square loss which matches with the Gaussian noise generated. As $o$ increases, the testing RMSEs of all algorithms increase as expected. Moreover, using the nonconvex loss leads to more robust results than both the square loss and $\ell_1$ loss, particularly when the noise is large.

### 6.1.4 Varying the Magnitude of Outlying Entries

We vary the magnitude $\sigma$ of outlying entries in $\{2.5, 5, 10, 20\}$. The other parameters are fixed at $m = 2000$, $r = 2$.
TABLE 6: Testing RMSEs and CPU time (sec) on synthetic data with different maximum outlier amplitudes ($\sigma$).

| loss  | algorithm     | $\sigma = 2.5$ | $\sigma = 5.0$ | $\sigma = 10.0$ | $\sigma = 20.0$ |
|-------|---------------|----------------|----------------|----------------|----------------|
|       | testing RMSE  | testing time   | testing RMSE   | testing time   | testing RMSE   |
|       |                |                |                |                |                |
| square| nmAPG         | 0.127±0.001    | 16±1           | 0.399±0.002    | 16±1           |
|       | L-BFGS        | 0.170±0.001    | 15±3           | 0.399±0.002    | 15±1           |
|       | ADMM($\ell_1$) | 0.197±0.002    | 28±6           | 0.332±0.006    | 28±6           |
|       | SDP-RL($\ell_1$) | 0.114±0.001    | 49±7           | 0.164±0.002    | 37±2           |

Table 6. As $\sigma$ increases, the testing RMSEs of most algorithms also increase (as in Section 6.1.3). The only exception is SDP-RL(MCP), whose loss remains almost unchanged. This again shows that SDP-RL(MCP) is more robust.

6.1.5 Varying Tolerance for Subproblem
We experiment with the termination criterion of the ADMM solver (in Algorithms 1 and 3). We vary $b_0$ in Remark 1 in {1.25, 1.5, 2.0}, and $c_0 = R(X_0)$ so that the inexactness scales with the objective value. The other parameters are fixed at $m = 2000, r = 5, o = 0.25, s = 2$ and $\sigma = 10$.

Figure 4 shows convergence of the relative objective $R(X_k)/R(X_0)$ vs the number of iterations in Algorithm 2 (resp. Algorithm 3 for SDP-RL($\ell_1$) (resp. SDP-RL(MCP)). Recall that each iteration of Algorithm 2 (resp. Algorithm 3) makes one call to Algorithm 1 (resp. Algorithm 3). As can be seen, a larger $b_0$ (smaller tolerance) leads to fewer iterations of Algorithm 2 and Algorithm 3. However, solving the ADMM to such a higher precision means more time to solve the surrogate (Table 6). Figure 5 shows convergence w.r.t. the total CPU time. As can be seen, $b_0 = 1.5$ is a good empirical choice, and we will use this in the sequel.

6.1.6 Effect of Different Initializations
In this experiment, we study the following two initializations of $X$: (i) zero initialization (i.e., $X_1 = 0$) as shown in Algorithms 2 and 4, and (ii) Gaussian initialization, in which elements of $X_1$ are independently sampled from the standard normal distribution. We randomly generate 5 Gaussian initializations. The other parameters are fixed at $m = 2000, r = 5, o = 0.25, s = 2$ and $\sigma = 10$.

Figure 6(a) (resp. Figure 6(b)) shows convergence of testing RMSE versus the number of iterations in Algorithm 2 (resp. number of iterations in Algorithm 4 for SDP-RL(MCP)). As can be seen, all initializations lead to similar testing RMSEs. Some initializations lead to faster convergence, but Gaussian initialization is not always better than zero initialization.

6.2 Robust NPKL
In this section, experiment is performed on the adult data set “a1a”, which has been commonly used in the NPKL literature [19]. It contains $n = 1605$ 123-dimensional samples. Following [70], we randomly sample 60% pairs and construct $T = \{T_{ij}\}$, where $T_{ij} = 1$ if samples $i$ and $j$ have the same label, and $T_{ij} = 0$ otherwise. We then randomly sample 60% of the pairs in $T$ for training, 20% for validation and hyper-parameter tuning, and the rest for testing. The numbers of must-link and cannot-link pairs in the training/validation/testing sets are shown in Table 7. The Laplacian $L$ in (29) is constructed from a graph $G$. Each node in $G$ corresponds to a training sample, and is connected to its two nearest training samples based on the distance in the feature space.

To test the robustness of NPKL algorithms, we flip some must-link constraints in the training set to cannot-link

2000, $r = 2, s = 2$ and $o = 0.05$. Results are shown in Table 6. As $\sigma$ increases, the testing RMSEs of most algorithms also increase (as in Section 6.1.3). The only exception is SDP-RL(MCP), whose loss remains almost unchanged. This again shows that SDP-RL(MCP) is more robust.
TABLE 7: Testing RMSEs and CPU time (sec) in the robust NPKL experiment.

| loss   | algorithm     | 5% flipped labels | 10% flipped labels |
|--------|---------------|-------------------|-------------------|
|        | testing RMSE  | CPU time          | testing RMSE      | CPU time          |
|        | SimpleNPKL    | 0.34±0.01         | 407±24            | 0.60±0.01         | 419±27            |
|        | nmAPG         | 0.23±0.01         | 72±2              | 0.33±0.01         | 83±2              |
|        | L-BFGS        | 0.31±0.01         | 4±1               | 0.35±0.01         | 4±1               |
| ℓ₁     | ADMM(ℓ₁)      | 0.23±0.01         | 77±24             | 0.29±0.01         | 784±19            |
|        | SDP-RL(ℓ₁)    | 0.21±0.01         | 55±33             | 0.28±0.01         | 72±36             |
|        | leaky-MCP     | 0.19±0.02         | 67±27             | 0.26±0.01         | 88±27             |

TABLE 8: Average per-iteration CPU time (sec) of SDP-RL.

|          | ℓ₁         | ℓ₁         | b₀ = 1.25 | b₀ = 1.5 | b₀ = 2.0 |
|----------|------------|------------|-----------|-----------|-----------|
| SDP-RL(ℓ₁) | 0.15       | 0.29       | 0.47      |           |           |
| SDP-RL(MCP)| 0.16       | 0.28       | 0.47      |           |           |

TABLE 9: Numbers of must-link and cannot-link pairs in the robust NPKL experiment.

|          | must-link | cannot-link |
|----------|-----------|-------------|
| training | 3637      | 2141        |
| validation| 1210      | 716         |
| testing  | 1220      | 716         |

constraints, and vice versa. This mimics the label flipping attacks in real-world applications [59]. The total number of constraints flipped is varied in \{5\%\%, 10\%\%\}.

By sorting the methods based on the square loss, ℓ₁ loss and leaky-MCP loss, we also compare with SimpleNPKL [19], which is based on the square loss but does not use the low-rank factorization. As for the rank r of the initial solution X, we follow [21] and set its value to be the largest r satisfying \( (r+1)/2 \leq |T| \). For performance evaluation, we follow [22], [41] and use the (i) testing root mean square error, RMSE = \( (\sum_{(i,j)\in T_{test}} (Z_{ii} + Z_{jj} - 2Z_{ij} - t_{ij})^2 / |T_{test}|)^{1/2} \), where X is the output of the algorithm and T_{test} is the testing set, and (ii) CPU time.

![Fig. 7: Convergence of testing RMSE vs CPU time (sec) in the robust NPKL experiment.](image)

(a) 5\% flipped labels. (b) 10\% flipped labels.

In this section, we perform experiment on robust CMVU using the commonly-used USPS data set, which contains 2007 256-dimensional samples. As in [17], the set \( \Omega \) in [31] is constructed by using the nearest 1\% neighbors of each sample, leading to \(|\Omega| = 401, 400\). The squared Euclidean distance \( t_{ij} \) for each \((i,j)\in \Omega\) is computed from the clean data set (before adding noise). We randomly sample 60\% of the pairs from \( \Omega \) for training, 20\% for validation and hyper-parameter tuning, and the rest for testing. As for the rank \( r \) of the initial solution \( X \), we follow [21] and set its value to the largest \( r \) satisfying \( r(r+1)/2 \leq |\Omega| \). The tradeoff parameter \( \gamma \) in [31] is fixed at 0.01.

For performance evaluation, we use (i) the testing RMSE: \( \left( \sum_{(i,j)\in T_{test}} (Z_{ii} + Z_{jj} - 2Z_{ij} - t_{ij})^2 / |T_{test}| \right)^{1/2} \), where \( T_{test} \) is the testing portion of \( \Omega \), and (ii) CPU time. Since NPKL and CMVU can be solved using the same algorithm, we use the same baselines as in Section 6.2 i.e. SimpleCMVU [19].

6.3 Robust CMVU

In this section, we perform experiment on robust CMVU using the commonly-used USPS data set, which contains 2007 256-dimensional samples. As in [17], the set \( \Omega \) in [31] is constructed by using the nearest 1\% neighbors of each sample, leading to \(|\Omega| = 401, 400\). The squared Euclidean distance \( t_{ij} \) for each \((i,j)\in \Omega\) is computed from the clean data set (before adding noise). We randomly sample 60\% of the pairs from \( \Omega \) for training, 20\% for validation and hyper-parameter tuning, and the rest for testing. As for the rank \( r \) of the initial solution \( X \), we follow [21] and set its value to the largest \( r \) satisfying \( r(r+1)/2 \leq |\Omega| \). The tradeoff parameter \( \gamma \) in [31] is fixed at 0.01.

For performance evaluation, we use (i) the testing RMSE: \( \left( \sum_{(i,j)\in T_{test}} (Z_{ii} + Z_{jj} - 2Z_{ij} - t_{ij})^2 / |T_{test}| \right)^{1/2} \), where \( T_{test} \) is the testing portion of \( \Omega \), and (ii) CPU time. Since NPKL and CMVU can be solved using the same algorithm, we use the same baselines as in Section 6.2 i.e. SimpleCMVU [19].

6.3.1 Small Gaussian Noise

Here, we add Gaussian noise from \( \mathcal{N}(0, 0.01 \cdot \text{Var}(x)) \) to each feature in the training set, where \( \text{Var}(x) \) is a vector containing the variance of each feature. Table 10 and Figure 8 show the results. The observations are almost the same as that in Section 6.2. SDP-RL(MCP) has the lowest testing RMSE, while ADMM(ℓ₁) and SDP-RL(ℓ₁) are better than nmAPG and L-BFGS. SDP-RL(ℓ₁) is also much more efficient than ADMM(ℓ₁).

6.3.2 Large Outliers

In this experiment, we add large outliers which may appear in the data [32], [41]. First, we randomly sample some samples (5\% and 10\%) from the training set. For each selected sample \( x_i \), we add random noise from \( \mathcal{N}(0, 5\times \tilde{x}) \), where \( \tilde{x} \) is a vector containing the largest absolute feature value for that dimension. Table 10 and Figure 8 show the performance against outliers. Again, SDP-RL(MCP) has the lowest testing RMSE among the algorithms. Moreover, SDP-RL(ℓ₁) is much faster than ADMM(ℓ₁).

6.4 Sparse PCA

In this section, we perform sparse PCA experiment on the colon cancer data set [5], which contains 2000 micro-array readings from 62 subjects. We set \( \lambda = 0, \gamma = 10 \) in [33], and try different embedding dimensions \( r = \{50, 100, 200\} \). As there are no missing data in sparse PCA, data sparsity is not utilized for SDP-RL. We also compare with two state-of-the-art sparse PCA methods:

1) nonlinear IPM [71], which obtains the sparse principal components from the following inverse eigenvalue problem: \( \min_{x \in \mathbb{R}^n} \left[ (1-\alpha)x_x + \alpha \|x_x\|_1 + \|x\|_2^2 \right] / \Sigma_x \), where \( \alpha \) is a hyper-parameter controlling the sparsity of \( x \). When \( \alpha = 0 \), it reduces to original PCA.

2) SpaSM [72], which solves the sparse PCA problem in [33] with the SPCA algorithm in [15].
TABLE 10: Testing RMSEs and CPU time (sec) in the robust CMVU experiment.

| loss      | algorithm     | small deviations | 5% large outliers | 10% large outliers |
|-----------|---------------|------------------|-------------------|--------------------|
|           | testing RMSE  | CPU time (sec)   | testing RMSE      | CPU time (sec)     |
|           |               | 0.35±0.02        | 20.6±37           | 0.35±0.03          |
| square    | SimpleCMVU    | 0.48±0.02        | 827±19            | 0.77±0.03          | 167±49            | 0.97±0.03          | 126±33            |
|           | nmAPG         | 0.34±0.01        | 342±7             | 0.65±0.04          | 693±15            | 0.76±0.01          | 280±2             |
|           | L-BFGS        | 0.34±0.01        | 424±7             | 0.46±0.01          | 645±15            | 0.58±0.01          | 574±2             |
| ℓ₁        | ADMM(ℓ₁)      | 0.30±0.03        | 3090±27           | 0.34±0.03          | 2944±23           | 0.35±0.03          | 312±29            |
|           | SDP-RL(ℓ₁)    | 0.29±0.02        | 165±23            | 0.32±0.03          | 113±50            | 0.33±0.02          | 113±33            |
| leaky-MCP | SDP-RL(MCP)   | 0.25±0.02        | 206±38            | 0.29±0.02          | 156±53            | 0.30±0.03          | 162±40            |

Fig. 8: Convergence of testing RMSE vs CPU time (sec) in the robust CMVU experiment.

(a) small deviations.  (b) 5% large outliers.  (c) 10% large outliers.

Fig. 9: Percentage of explained variance vs CPU time (sec) for the various algorithms on the sparse PCA problem.

(a) r = 50.  (b) r = 100.  (c) r = 200.

For performance evaluation, as in [5], [13], we use the (i) CPU time, (ii) sparsity of $XX^\top$ (i.e., ratio of zero elements), and (iii) explained variance (i.e., $\text{tr}(Z\Sigma)$) in (32). Experiments are repeated five times.

6.4.1 Results

Results are shown in Table 11. As can been seen, due to the use of the non-convex loss, SDP-RL(MCP) produces the best solution compared with the other approaches. Besides, both SDP-RL(ℓ₁) and SDP-RL(MCP) are much faster than ADMM(ℓ₁), SpaSM and nonlinear IPM. Figure 9 shows convergence of the explained variance with CPU time. As can be seen, SDP-RL(ℓ₁) and SDP-RL(MCP) also converge much faster than the other approaches.

6.4.2 Effect of Different Initializations

In this experiment, we study the following two initializations of $X$: (i) zero initialization as in Algorithm 2 and 4 and (ii) standard PCA. Results are shown in Table 12. As can be seen, different initializations have little impact on the final performance, but initialization by PCA can have faster convergence. This also agrees with the common practice of using PCA as initialization for sparse PCA [15].

As can be seen from experiments in both Section 6.1.6 and here, the choice of initialization is application-specific. Empirically, different initializations have little impact on the final performance of the proposed algorithm, but a better initialization can lead to faster convergence.

6.5 Symmetric NMF

In this section, we perform experiments on symmetric non-negative matrix factorization (SNMF). Data generation is similar to that in Section 6.1.6 with the ground-truth matrix $M$ generated as $VV^\top$. In the first experiment, $V \in \mathbb{R}^{m \times 5}$ is synthetic, with $m \in \{1000, 2000\}$. Each element of $V$
is sampled independently from the standard exponential distribution. We then corrupt $M$ by adding a sparse matrix $S$, which models a fraction of $o$ large outliers sampled uniformly from $\{0, \sigma\}$, to obtain $M' = M + S$. The training/validation/test split follows that in Section 5.1. The second experiment is similar, except that $V$ is constructed from real-world data set. Specifically, following [68], we construct $V \in \mathbb{R}^{2007 \times 10}$ as the one-hot label matrix for the USPS dataset in Section 6.3.

The rank $r$ of the initial $X$ solution is set to the ground-truth, i.e. 5 for the esynthetic data and 10 for USPS dataset. The other parameters are set as $o = 0.05$, $s = 2$ and $\sigma = 10$.

We compare SDP-RL with three commonly-used SNMF methods [67], [68]: Newton’s method (Newton) [66], regularized eigenvalue decomposition (rEVD) [73], and block-coordinate descent (BCD) [67]. All three solve (34) (with the square loss) while the proposed SDP-RL solves problem (35) (with the $\ell_1$-loss). For performance evaluation, we follow Section 6.1 and use the testing RMSE and CPU time.

Results are shown in Table 13 and the convergence of testing RMSE w.r.t. CPU time is shown in Figure 11. Again, they demonstrate that SDP-RL (using either the $\ell_1$ or MCP loss) is significantly more robust (lower testing RMSE) on noisy data as compared to methods based on the square loss. Moreover, $SDP-RL(\ell_1)$ is more efficient than ADMM($\ell_1$).

### 7 Conclusion

In this paper, we propose a robust and factorized formulation of SDP by replacing the commonly used square loss with more robust losses ($\ell_1$-loss and non-convex losses). As the resulting optimization problem is neither convex nor smooth, existing SDP solvers cannot be applied. We propose a new solver based on majorization-minimization. By allowing inexactness in the underlying ADMM subproblem, the algorithm is much more efficient while still guaranteed to converge to a critical point. Experiments are performed on five applications: matrix completion, kernel learning, matrix variance unfolding, sparse PCA, and symmetric non-negative matrix factorization. Empirical results demonstrate the efficiency and robustness over state-of-the-arts SDP solvers.
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| $r$ | loss in SDP-RL | initialization | CPU time (sec) | sparsity | explained variance |
|-----|----------------|----------------|----------------|----------|-------------------|
| 50  | $\ell_1$       | zero           | 0.21±0.02      | 0.76     | 9.23              |
|     | MCP            | PCA            | 0.11±0.01      | 0.75     | 9.26              |
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APPENDIX A

PROOF

A.1 Lemma[1]

Proof. First, we have

\[
|\text{tr}((X_k + \hat{X})^T Q_r (X_k + \hat{X})) - t_r| \\
= |\text{tr}(2\hat{X}^T Q_r X_k + X_k^T Q_r X_k) - t_r + \text{tr}(\hat{X}^T Q_r \hat{X})|, \\
\leq |\text{tr}(2\hat{X}^T Q_r X_k + X_k^T Q_r X_k) - t_r| + |\text{tr}(\hat{X}^T Q_r \hat{X})|. \tag{36}
\]

Then, let \(C = A + \frac{1}{2}I\), we have,

\[
\frac{\gamma}{2} \text{tr}((X_k + \hat{X})^T A(X_k + \hat{X})) + \frac{\lambda}{2} \text{tr}((X_k + \hat{X})^T (X_k + \hat{X})) \\
= \frac{\gamma}{2} \text{tr}(\hat{X}^T C\hat{X} + (X_k + 2\hat{X})^T C X_k). \tag{37}
\]

Recall that

\[
R(\hat{X} + X_k) = \sum_{r=1}^m |\text{tr}((\hat{X} + X_k)^T Q_r (\hat{X} + X_k)) - t_r| \\
+ \frac{\gamma}{2} \text{tr}((\hat{X} + X_k)^T A(\hat{X} + X_k)) + \frac{\lambda}{2} \|\hat{X} + X_k\|^2_F.
\]

Combining (36), (37) and the definition of \(R(\hat{X} + X_k)\) above, thus for any \(X \in \mathbb{R}^{n \times r}\) we have

\[
R(\hat{X} + X_k) \leq \sum_{r=1}^m |\text{tr}(2\hat{X}^T Q_r X_k + X_k^T Q_r X_k) - t_r| \\
+ \sum_{r=1}^m |\text{tr}(\hat{X}^T Q_r \hat{X})| + \frac{\gamma}{2} \text{tr}(\hat{X}^T C\hat{X} + (X_k + 2\hat{X})^T C X_k).
\]

Thus, we obtain the Lemma.

A.2 Lemma[2]

Proof. Since we have \(\text{tr}(\hat{X}^T Q_r \hat{X}) = \text{tr}(\hat{X}^T \frac{1}{2}(Q_r + Q^T_r) \hat{X})\) and \(\frac{1}{2}(Q_r + Q^T_r)\) is always symmetric for any \(Q_r \in \mathbb{S}^r\), we only need to prove that: let \(S = S_+ - S_-\) where \(S \in \mathbb{S}^n\) is any symmetric matrix, then \(|\text{tr}(X^T S X)| \leq \text{tr}(\hat{X}^T S \hat{X})\) holds for every \(X \in \mathbb{R}^{n \times r}\). Let \(\lambda_{\text{max}} = \sum_{i=1}^n \max(\lambda_i, 0)v_i v_i^T\) and \(\lambda_{\text{min}} = \sum_{i=1}^n \min(\lambda_i, 0)v_i v_i^T\). Thus, we have

\[
|\text{tr}(\hat{X}^T S \hat{X})| = |\text{tr}(\hat{X}^T (\sum_{i=1}^n \lambda_i v_i v_i^T))|, \\
\leq |\text{tr}(\hat{X}^T \lambda_{\text{max}} \hat{X})| + |\text{tr}(\hat{X}^T \lambda_{\text{min}} \hat{X})|, \\
= |\text{tr}(\hat{X}^T S_+ \hat{X}) - \text{tr}(\hat{X}^T S_- \hat{X})| = |\text{tr}(\hat{X}^T S \hat{X})|.
\]

Thus, we obtain the Lemma.

A.3 Proposition[3]

Proof. Combining Lemma 1 and 2 we will have,

\[
R(\hat{X} + X_k) \leq \sum_{r=1}^m |\text{tr}(2\hat{X}^T Q_r X_k + X_k^T Q_r X_k) - t_r| \\
+ \sum_{r=1}^m |\text{tr}(\hat{X}^T Q_r \hat{X})| + \frac{\gamma}{2} \text{tr}(\hat{X}^T C\hat{X} + (X_k + 2\hat{X})^T C X_k), \\
\leq 2 \sum_{r=1}^m |\text{tr}(\hat{X}^T Q_r X_k) - t_r| + \frac{1}{2} \text{tr}(X_k^T Q_r X_k - t_r) \\
+ \sum_{r=1}^m |\text{tr}(\hat{X}^T Q_r \hat{X})| + \frac{\gamma}{2} \text{tr}(\hat{X}^T C\hat{X} + (X_k + 2\hat{X})^T C X_k), \\
\]

Then, let \(B = Q + \frac{1}{2}(A + \gamma A^T)\), \(Q = \sum_{r=1}^m Q_r (b_k)_r = \frac{1}{2} \text{tr}(X_k^T Q_r X_k - t_r)\), and \(c_k = \frac{\gamma}{2} \text{tr}(X_k^T (A + \frac{1}{2}I) X_k)\),

\[
R(\hat{X} + X_k) \leq 2 \sum_{r=1}^m |\text{tr}(\hat{X}^T Q_r X_k) - (b_k)_r| \\
+ |\text{tr}(\hat{X}^T (B + \gamma C) X_k) + c_k|,
\]

then \(R(\hat{X} + X_k) \leq H_k(\hat{X}; X_k)\) where

\[
H_k(\hat{X}; X_k) = \text{tr}(\hat{X}^T (B \hat{X} + \gamma C X_k)) + 2 \sum_{r=1}^m |(b_k)_r| + c_k,
\]

and the equality holds iff \(\hat{X} = 0\).

A.4 Proposition[3]

Proof. Following its definition, denote the dual problem to be \(\max_{\bar{\nu}_r} D_k(\{\bar{\nu}_r\})\), which is defined as:

\[
D_k(\{\bar{\nu}_r\}) = \min_{\hat{X}, e_r} \text{tr}(\hat{X}^T (B \hat{X} + \gamma C X_k)) + 2 \sum_{r=1}^m |e_r| + c_k, \\
+ \sum_{r=1}^m \bar{\nu}_r (\text{tr}(\hat{X}^T Q_r X_k) + (b_k)_r - e_r).
\]

The problem above can be solved by minimizing \(w.r.t. \hat{X}\) and \(e_r\) separately. We first consider minimizing \(w.r.t. e_r\), which is given by \(\min_{e_r} 2 \sum_{r=1}^m |e_r| - \sum_{r=1}^m \bar{\nu}_r (b_k)_r\) and it follows easily that when \(|\bar{\nu}_r| > 2\), the problem above achieves \(-\infty\). So it requires \(|\bar{\nu}_r| \leq 2\) and the minimized point is \(0\). We then turned on to consider minimizing \(w.r.t. \hat{X}\), which is (we omit the \(c_k\) term for simplicity, as it has no influence to the optimization problem)

\[
\min_{\hat{X}} \text{tr}(\hat{X}^T (B \hat{X} + \gamma C + \sum_{r=1}^m \bar{\nu}_r Q_r) X_k) + \sum_{r=1}^m \bar{\nu}_r (b_k)_r. \tag{38}
\]

Let \(D = \gamma C + \sum_{r=1}^m \bar{\nu}_r Q_r\), \((38)\) is equivalent to

\[
\min_{\hat{X}} \sum_{r=1}^m \bar{\nu}_r (b_k)_r - \frac{1}{4} \text{tr}(D^T B^{-1} D).
\]

Thus, the optimal of (38) is

\[
\hat{X}^* = -\frac{1}{2} B^{-1} D.
\]

Then, the dual problem is \(\max_{|\bar{\nu}_r| \leq 2} D_k(\{\bar{\nu}_r\})\) where \(D_k\) is defined in Proposition 3.

A.5 Lemma[3]

Proof. Specifically, since our problem in (16) is convex (convex objective and linear constraints), we only need to check the Slater’s condition, i.e. there exists a strictly feasible point for this problem, in order to prove its strong duality. And the proof is trivial as we have \(\hat{X} \in \mathbb{R}^{n \times r}, \{e_r \in \mathbb{R}\}\), therefore the constraints \(e_r = \text{tr}(\hat{X}^T Q_r X_k) + (b_k)_r\) can always be satisfied by choosing an appropriate \(e_r\).

A.6 Theorem[1]

We first introduce the following Lemma 5 and 6. When a function \(f\) has multiple input parameters, \(\partial_k f\) means taking subdifferential to its \(k\)th parameter.

Lemma 5. There exists a positive constant \(\alpha > 0\), such that

1) \(H_k(\hat{X}_1; X_k) \geq H_k(\hat{X}_2; X_k) + \alpha \|\hat{X}_1 - \hat{X}_2\|^2\) holds for any \(\hat{X}_1, \hat{X}_2\); and

2) \(R(X_k) - R(X_{k+1}) \geq \frac{\alpha}{2} \|X_{k+1} - X_k\|^2 - \epsilon_k\).
Thus, part 2) holds.

**Proof.** Part 1. Recall from \((14)\) in Proposition \([2]\) that \(H_k\) is defined as
\[
H_k(\tilde{X}; X_k) \equiv \text{tr}(\tilde{X}^T (B\tilde{X} + \gamma CX_k)) + 2\sum_{t=1}^m |\text{tr}(\tilde{X}^T Q_t X_k) + (b_t)_{\tau} + c_k|.
\]

(39)

Thus, to show Part 1) holds, we only need to show that the smallest eigenvalue of \(B\) in the quadratic term, i.e., the first term in \(H_k\), is positive. This can be easily seen from the definition of \(B\), i.e., \(B = \sum_{t=1}^m Q_t + \frac{\lambda}{2}(I + \gamma A^+)\), since \(A^+, Q_t\) are PSD from its definition and Lemma \([2]\) \(I\) is the identity matrix, and \(\lambda\) is required to be positive.

**Part 2.** From Proposition \([2]\) we know
\[
R(X_k) = H_k(0, X_k),
\]
\[
R(X_k + \tilde{X}^*) \leq H_k(\tilde{X}^*, X_k). \tag{41}
\]

Recall that \(\tilde{X}^*\) is approximated by \(\tilde{X}_t\) in step 3 of Algorithm \([2]\). Using \((40)\) and \((41)\), we have
\[
R(X_k) - R(X_k + \tilde{X}^*) \geq H_k(0, X_k) - H_k(\tilde{X}^*, X_k),
\]
\[
= [H_k(0, X_k) - H_k(\tilde{X}_t, X_k)] + [H_k(\tilde{X}_t, X_k) - H_k(\tilde{X}^*, X_k)]. \tag{42}
\]

Using \(\delta^{\tau}\)'s definition in \((21)\), we have
\[
\epsilon_k \geq \delta_k(\tilde{X}_t, \{(\tilde{\nu}^{\tau})_t\}) = H_k(\tilde{X}_t; X_k) - D_k(\{(\nu^{\tau})_t\})
\]
\[
\geq H_k(\tilde{X}_t; X_k) - H_k(\tilde{X}^*; X_k).
\]

Thus,
\[
-\epsilon_k \leq H_k(\tilde{X}_t; X_k) - H_k(\tilde{X}^*, X_k) \leq 0. \tag{43}
\]

From part 1), we also have
\[
H_k(0, X_k) - H_k(\tilde{X}^*, X_k)
\]
\[
\geq \frac{\alpha}{2} ||X_{k+1} - X_k||^2 = \frac{\alpha}{2} ||\tilde{X}^*||^2. \tag{44}
\]

Finally, combining \((42)-(44)\), we then obtain
\[
R(X_k) - R(X_{k+1}) \geq \frac{\alpha}{2} ||X_{k+1} - X_k||^2 - \epsilon_k.
\]

Thus, part 2) holds. \(\square\)

**Lemma 6.** 1) \(\partial_2 H_k(0, X_k) = \partial R(X_k); \) and 2) \(0 \in \lim_{t \to \infty} \partial_2 H_k(\tilde{X}_t, X_k).\)

**Proof.** Part 1. Recall the definition of \(R(X)\) in \((13)\), i.e.,
\[
R(\tilde{X} + X_k) = \sum_{t=1}^m |\text{tr}((\tilde{X} + X_k)^T Q_t(\tilde{X} + X_k)) - t_{\tau}| + \frac{\gamma}{2} \text{tr}((\tilde{X} + X_k)^T A(\tilde{X} + X_k)) + \frac{\lambda}{2} ||\tilde{X} + X_k||^2_F.
\]

Thus,
\[
\partial R(X_k) = \gamma A X_k + \lambda X_k + \sum_{t=1}^m \text{sign}(\text{tr}(X_k^T Q_t X_k)) - t_{\tau} \frac{1}{2} (Q_t + Q_t^T) X_k.
\]

(45)

Then, recall the definition of \(H_k\) in \((39)\), we have
\[
\partial_2 H_k(0, X_k) = \gamma C X_k + 2 \sum_{t=1}^m \text{sign}((b_t)_{\tau}) \frac{1}{2} (Q_t + Q_t^T) X_k.
\]

(46)

Since \(C = A + \frac{\lambda}{2} I\) and \((b_t)_{\tau} = \frac{1}{2}(\text{tr}(X_k^T Q_t X_k) - t_{\tau})\) (defined in Proposition \([2]\)), we can deduce that the Lemma holds by comparing \((45)\) and \((46)\).

**Part 2.** Recall that \(\tilde{X}_t = X_{k+1} - X_k\) is defined at step 3 of Algorithm \([2]\). Using \(\delta^{\tau}\)'s definition in \((21)\), we have
\[
\delta_k(\tilde{X}_t, \{(\tilde{\nu}^{\tau})_t\}) = H_k(\tilde{X}_t; X_k) - D_k(\{(\nu^{\tau})_t\})
\]
\[
\geq H_k(\tilde{X}_t; X_k) - H_k(\tilde{X}^*; X_k) \geq 0.
\]

Since \(H_k\) is a continuous function and
\[
\lim_{t \to \infty} \delta_k(\tilde{X}_t, \{(\tilde{\nu}^{\tau})_t\}) = 0,
\]
we have
\[
\lim_{t \to \infty} H_k(\tilde{X}_t; X_k) - H_k(\tilde{X}^*; X_k) = 0,
\]
which means \(0 \in \lim_{t \to \infty} \partial_2 H_k(\tilde{X}_t, X_k). \square\)

**Proof.** (of Theorem \([1]\)) **Conclusion (i).** From part 2) in Lemma \([3]\) we have
\[
\frac{\alpha}{2} ||X_{k+1} - X_k||^2 \leq R(X_k) - R(X_{k+1}) + \epsilon_k.
\]

Thus,
\[
\frac{\alpha}{2} \sum_{k=1}^{K} ||X_{k+1} - X_k||^2 \leq \sum_{k=1}^{K} (R(X_k) - R(X_{k+1}) + \epsilon_k)
\]
\[
\leq \sum_{k=1}^{K} R(X_k) - R(X_{K+1}) + \sum_{k=1}^{K} \epsilon_k
\]
\[
\leq R(X_1) - R(X_{K+1}) + \inf R + \sum_{k=1}^{\infty} \epsilon_k. \tag{47}
\]

From Assumption \([2]\), we know that the last term in \((47)\), i.e., \(\sum_{k=1}^{\infty} \epsilon_k\), is finite. Together with Assumption \([1]\) we have
\[
\lim_{k \to \infty} ||X_{k+1} - X_k||^2_F = 0, \tag{48}
\]
and \(0 \leq \lim_{k \to \infty} ||X_k||^2_F < \infty,\)

which means that the sequence \(\{X_k\}\) is bounded and has at least one limit points.

**Conclusion (ii).** From Part 1) in Lemma \([6]\) we have \(\partial_2 H_k(0, X_k) = \partial R(X_k).\) Then, denote the limit point of sequence \(\{X_k\}\) as \(X_\ast\), and let \(\{X_{k_j}\}\) be a sub-sequence of \(\{X_k\}\) such that
\[
X_\ast = \lim_{k_j \to \infty} X_{k_j}. \tag{49}
\]

Thus, to prove the limit point \(X_\ast\) is also a critical point for \(R(X)\), we only need to show
\[
0 \in \lim_{k_j \to \infty} \partial_2 H_{k_j}(0, X_\ast). \tag{50}
\]

Using Part 2) in Lemma \([6]\) we should have
\[
0 \in \lim_{k_j \to \infty} \partial_2 H_{k_j}(\tilde{X}_{k_j}^\ast, X_{k_j}). \tag{51}
\]

Thus, denote \(\lim_{k_j \to \infty} \tilde{X}_{k_j}^\ast = \tilde{X}_\ast^\ast\), we only need to prove
\[
\lim_{k_j \to \infty} \tilde{X}_{k_j}^\ast = 0. \tag{52}
\]

Since \(\sum_{k=1}^{\infty} \epsilon_k\) is finite, we must have \(\lim_{k_j \to \infty} \epsilon_{k_j} = 0,\)

which implies that
\[
\lim_{k_j \to \infty} (X_{k_j+1} - X_{k_j} - \tilde{X}_{k_j}^\ast) = 0. \tag{53}
\]
Then from (48), we have
\[ \lim_{k \to \infty} X_{k+1} - X_k = 0, \] (54)
Then, (52) follows easily from (53) and (54). Finally, (50) can be obtained by combining (51) and (52). Thus, any limit point of \( \{X_k\} \) is a critical point of \( R \).

\[ \square \]

A.7 Lemma 4
Proof. Since \( \phi(\cdot) \) is concave on \((0, \infty)\), we have \( \phi(y) \leq \phi(x) + \phi'(x)(y - x) \) for any \( x, y \in (0, \infty) \). That means for any \( \alpha, \beta \in \mathbb{R}, \phi(\alpha) + \phi'(\alpha)(\beta - |\alpha|) \leq \phi(\alpha) + \phi'(\alpha)(|\beta| - |\alpha|). \) Then, we consider our objective:
\[ R(X_k + \tilde{X}) = \sum_{\tau = 1}^{m} \phi(|\langle (X_k + \tilde{X})^T Q_r(X_k + \tilde{X}) \rangle - \tau|), \]
where \( C = A + \frac{1}{2} I \). Denote \( (q_k)_{\tau} = \phi'(\langle |\tau X_k Q_r X_k - \tau| \rangle) \), we will have
\[ \phi(|\langle (X_k + \tilde{X})^T Q_r(X_k + \tilde{X}) \rangle - \tau|) \]
\[ \leq (q_k)_{\tau} \tau \geq \phi'(\langle |\tau X_k Q_r X_k - \tau| \rangle) - (q_k)_{\tau} \tau |\langle \tau X_k Q_r X_k - \tau| \rangle| \]
Denote
\[ \hat{c}_k = \sum_{\tau = 1}^{m} \phi'(\langle |\tau X_k Q_r X_k - \tau| \rangle - \tau) - (q_k)_{\tau} \tau |\langle \tau X_k Q_r X_k - \tau| \rangle| \] + \( \gamma \frac{1}{2} \tau (2X_k + \tilde{X})^T C X_k \).

Thus, we have
\[ \hat{R}(X_k + \tilde{X}) \leq \sum_{\tau = 1}^{m} \phi'(\langle |\tau X_k Q_r X_k + \tilde{X}) \rangle - \tau) - (q_k)_{\tau} \tau |\langle \tau X_k Q_r X_k - \tau| \rangle| \] + \( \gamma \frac{1}{2} \tau (2X_k + \tilde{X})^T C X_k \).

Finally, combining (57-59), we then obtain
\[ \hat{R}(X_k) - \hat{R}(X_{k+1}) \geq \frac{\alpha}{2} \|X_k - X_{k+1}\|^2 - \epsilon_k. \]
Thus, part 2) holds.

**Lemma 8.** 1) \( \partial_2 \dot{H}_k(0, X_k) = \partial \dot{R}(X_k) \) and 2) \( 0 \in \lim_{k \to \infty} \partial_2 \dot{H}_k(X_k, X_k) \).

**Proof.** Part 1). First, recall from the definition of \( \dot{R}(X) \) in (23) that
\[
\dot{R}(X + X_k) = \sum_{r=1}^{m} \phi(|\text{tr}((X_k + \bar{X})^{\top} Q(X_k + \bar{X})) - \tau_r|) + \frac{1}{2} \text{tr}(X_k^{\top} CX_k + \tilde{\gamma}\frac{1}{2} \text{tr}(2X_k + \bar{X})^{\top} C\bar{X}),
\]
and
\[
\dot{H}_k(\bar{X}; X_k) = \text{tr}(\bar{X}^{\top}(Q\bar{X} + \gamma CX_k)) + 2 \sum_{r=1}^{m} |\text{tr}(\bar{X}^{\top} \dot{Q}r X_k) + (\dot{b}_k)_r| + \dot{c}_k.
\]
We have
\[
\partial \dot{R}(X_k) = \gamma AX_k + \lambda X_k + \sum_{r=1}^{m} (q_k)_r \text{sign}(\text{tr}(X_k^{\top} Q \tau_r X_k) - \tau_r) \frac{1}{2}(\dot{Q}_r + \dot{Q}_r^{\top}) X_k
\]
and
\[
\partial_2 \dot{H}_k(0, X_k) = \gamma CX_k + 2 \sum_{r=1}^{m} \text{sign}(\dot{b}_k)_r \frac{1}{2}(\dot{Q}_r + \dot{Q}_r^{\top}) X_k
\]
where \((q_k)_r = \phi(|\text{tr}(X_k^{\top} Q \tau_r X_k) - \tau_r|)\). Since \(C = A + \frac{\lambda}{\gamma} I\) and \((\dot{b}_k)_r = \frac{1}{2}(q_k)_r \text{tr}(X_k^{\top} Q \tau_r X_k) - \tau_r\), we can deduce that the Lemma holds from (60) and (61).

**Part 2.** Recall that \( \bar{X} \) is defined at step 3 of Algorithm 4 and \( \delta_k \) is in (21). We have
\[
\delta_k(X_t, \{\dot{\nu}_r\}_t) = \dot{H}_k(\bar{X}_t; X_k) - \dot{H}_k(\bar{X}^*; X_k) = 0.
\]
Since \( \dot{H}_k \) is a continuous function and \( \lim_{t \to \infty} \delta_k(\bar{X}_t, \{\dot{\nu}_r\}_t) = 0 \), we have
\[
\lim_{k \to \infty} \dot{H}_k(\bar{X}_t; X_k) - \dot{H}_k(\bar{X}^*; X_k) = 0,
\]
which means \( 0 \in \lim_{k \to \infty} \partial_2 \dot{H}_k(\bar{X}_t, X_k) \).

**Proof.** (of Theorem 2) **Conclusion (i).** (Part 2) in Lemma 7, we have \( \frac{\alpha}{2} \|X_{k+1} - X_k\|^2 \leq \dot{R}(X_k) - \dot{R}(X_{k+1}) + \epsilon_k \). Thus,
\[
\sum_{k=1}^{K} \frac{\alpha}{2} \|X_{k+1} - X_k\|^2 \leq \sum_{k=1}^{K} \dot{R}(X_k) - \dot{R}(X_{k+1}) + \epsilon_k,
\]
\[
\leq \dot{R}(X_1) - \dot{R}(X_{K+1}) + \sum_{k=1}^{K} \epsilon_k,
\]
\[
\leq \dot{R}(X_1) - \inf R + \sum_{k=1}^{K} \epsilon_k.
\]
From Assumption 2, we know that the last term in (62) is finite. Together with Assumption 1, we have
\[
\lim_{k \to \infty} \|X_{k+1} - X_k\|^2 = 0,
\]
and \( 0 \leq \lim_{k \to \infty} \|X_k\|^2 < \infty \), which means that the sequence \( \{X_k\} \) is bounded and has at least one limit point.

**Conclusion (ii).** From Part 1) in Lemma 8 we have \( \partial_2 H_k(0, X_k) = \partial \dot{R}(X_k) \). Then, denote the limit point of sequence \( \{X_k\} \) as \( X* \), and let \( \{X_k\} \) be a sub-sequence of \( \{X_k\} \) such that
\[
X_\ast = \lim_{k \to \infty} X_k.
\]
Thus, to prove a limit point \( X* \) is also a critical point for \( \dot{R}(X) \), we only need to show
\[
0 \in \lim_{k \to \infty} \partial_2 \dot{H}_k(0, X*).
\]
Using Part 2) in Lemma 8 we have
\[
0 \in \lim_{k \to \infty} \partial_2 \dot{H}_k(X_k^{\ast}, X_k),
\]
and
\[
\lim_{t \to \infty} \bar{X}_k^{\ast} = 0.
\]
Finally, (64) can be obtained by combining (63) and (67). Thus, any limit point of \( \{X_k\} \) is a critical point of \( \dot{R} \).

**A.10 Proposition**
We first introduce the following Lemma.

**Lemma 9.** \( \text{tr}(\bar{X}^{\top} \dot{Q} \bar{X}) = \frac{1}{2}(\bar{x}_i^{\top} \bar{x}_i + \bar{x}_j^{\top} \bar{x}_j) \).

**Proof.** First we denote \( \bar{Q} = (Q \tau_r + Q \tau_r^{\top})/2 \), and since \( \bar{Q} \) is a zero matrix with only \((\bar{Q})_{ij} = (\bar{Q})_{ji} = 1/2 \). It can be easily seen that \( \bar{Q} \) has only three different eigenvalues: 0 and \( \pm 1/2 \). Thus, for \( \bar{Q} = (Q \tau_r + Q \tau_r^{\top})/2 - (Q \tau_r + Q \tau_r^{\top})/2 \) we can see that it is also a zero matrix with only \((\bar{Q})_{ij} = (\bar{Q})_{ji} = 1/2 \). Therefore it follows easily that \( \text{tr}(\bar{X}^{\top} \bar{Q} \bar{X}) = (\bar{x}_i^{\top} \bar{x}_i + \bar{x}_j^{\top} \bar{x}_j)/2 \).

**Next, we start to prove Proposition 5**

**Proof.** Let \( \bar{x}_i^{\top} \) (resp., \( (x_k)^{\top} \)) be the ith row of \( \bar{X} \) (resp., \( X_k \)). Denote \( Q(i,j) \) as a zero matrix with only \( Q(i,j) = 1 \). Obviously we should have \( \text{tr}(\bar{X}^{\top} Q(i,j) \bar{X}) = \bar{x}_i^{\top} \bar{x}_j \). Recall that the objective in (16) for general SDP problem is
\[
\min \text{tr}(\bar{X}^{\top} (B\bar{X} + \gamma CX)) + 2 \sum_{r=1}^{m} |e_r|
\]
s.t. \( e_r = \text{tr}(\bar{X}^{\top} Q r X_k) + (b_k)_r \) \( \tau = 1, \ldots, m \).

For our matrix completion problem, we have \( Q = Q(i,j) \), \( e_r = O_{ij} \) and \( A = 0 \). This gives us \( B = Q + \frac{\gamma}{2} I \), \( C = \gamma I \) and \( (b_k)_j = \frac{1}{2}((x_k)^{\top} (x_k)_j) - O_{ij} \).

From Lemma 8 we need to sum the row \( \bar{x}_i^{\top} \) and column \( \bar{x}_j^{\top} \) once when \( \Omega_{ij} \) is not zero. Thus, for a specific \( \bar{x}_i^{\top} \), we will sum it \( \text{nnz}(\Omega(i,j)) + \text{nnz}(\Omega(i,j)) \) times,
\[
\sum_{r=1}^{m} \text{tr}(\bar{X}^{\top} Q r X_k) = \sum_{i=1}^{n} \frac{1}{2} \text{nnz}(\Omega(i,j)) + \text{nnz}(\Omega(i,j)) \bar{x}_i^{\top} \bar{x}_i.
\]
Let \( \Lambda^r = \text{Diag}(\sqrt{\text{nnz}(\Omega_{(i,:)}}, \ldots, \sqrt{\text{nnz}(\Omega_{(n,:)})}) \) and \( \Lambda^c = \text{Diag}(\sqrt{\text{nnz}(\Omega_{(:,1)}}, \ldots, \sqrt{\text{nnz}(\Omega_{(:,n)})}) \), we have

\[
\| \Lambda^r \tilde{X} \|_F^2 = \sum_{i=1}^n \text{nnz}(\Omega_{(i,:)})) \tilde{x}_i^\top \tilde{x}_i,
\]
\[
\| \Lambda^c \tilde{X} \|_F^2 = \sum_{j=1}^n \text{nnz}(\Omega_{(:,j)}) \tilde{x}_j^\top \tilde{x}_j.
\]

Combining them together, we will have

\[
\| \Lambda^r \tilde{X} \|_F^2 + \| \Lambda^c \tilde{X} \|_F^2 = \sum_{i=1}^n (\text{nnz}(\Omega_{(i,:)})) + \text{nnz}(\Omega_{(:,i)}) \tilde{x}_i^\top \tilde{x}_i.
\]

Thus,

\[
\text{tr}(\tilde{X}^\top Q \tilde{X}) = \sum_{\tau=1}^m \text{tr}(\tilde{X}^\top Q_{\tau} \tilde{X}),
\]

\[
= \frac{1}{2} \| \Lambda^r \tilde{X} \|_F^2 + \frac{1}{2} \| \Lambda^c \tilde{X} \|_F^2.
\]

and

\[
\text{tr}(\tilde{X}^\top B \tilde{X}) = \text{tr}(\tilde{X}^\top Q \tilde{X}) + \frac{\gamma}{2} \text{tr}(\tilde{X}^\top \tilde{X}),
\]

\[
= \frac{1}{2} \| \Lambda^r \tilde{X} \|_F^2 + \frac{1}{2} \| \Lambda^c \tilde{X} \|_F^2 + \frac{\gamma}{2} \| \tilde{X} \|_F^2.
\]

And it follows easily that

\[
\text{tr}(\tilde{X}^\top \gamma C X_k) = \text{tr}(\tilde{X} \lambda I X_k) = \lambda \text{tr}(\tilde{X}^\top X_k).
\]

Combining it all together, the objective then becomes

\[
\min_{\tilde{X}} \frac{\gamma}{2} \| \tilde{X} \|_F^2 + \frac{1}{2} \| \Lambda^r \tilde{X} \|_F^2 + \frac{1}{2} \| \Lambda^c \tilde{X} \|_F^2 + \lambda \text{tr}(\tilde{X}^\top X_k) + 2 \sum_{(i,j) \in \Omega} \| e_{ij} \|
\]

s.t. \( e_{ij} = \tilde{x}_i^\top (x_k)_j + (b_{k})_{ij}, \forall (i,j) \in \Omega, \)

where \( (b_{k})_{ij} = \frac{1}{2} ((x_k)_i^\top (x_k)_j - O_{ij}) \).

\( \square \)