Abstract—The existence of multipath brings extra “looks” of targets. This paper considers the extended target detection problem with a narrow band Multiple-Input Multiple-Output(MIMO) radar in the presence of multipath from the view of waveform-filter design. The goal is to maximize the worst-case Signal-to-Interference-pulse-Noise Ratio(SINR) at the receiver against the uncertainties of the target and multipath reflection coefficients. Moreover, a Constant Modulus Constraint(CMC) is imposed on the transmit waveform to meet the actual demands of radar. Two types of uncertainty sets are taken into consideration. One is the spherical uncertainty set. In this case, the max-min waveform-filter design problem belongs to the non-convex concave minimax problem, and the inner minimization problem is converted to a maximization problem based on Lagrangian duality with the strong duality property. Then the optimal waveform is optimized with Semi-Definite Relaxation(SDR) and randomization schemes. Therefore, we call the optimization algorithm Duality Maximization Semi-Definite Relaxation(DMSDR). Additionally, we further study the case of annular uncertainty set which belongs to non-convex non-concave minimax problems. In order to address it, the SDR is utilized to approximate the inner minimization problem with a convex problem, then the inner minimization problem is reformulated as a maximization problem based on Lagrangian duality. We resort to a sequential optimization procedure alternating between two SDR problems to optimize the covariance matrix of transmit waveform and receive filter, so we call the algorithm Duality Maximization Double Semi-Definite Relaxation(DMDSDR). The convergences of DMDSDR are proved theoretically. Finally, numerical results highlight the effectiveness and competitiveness of the proposed algorithms as well as the optimized waveform-filter pair.
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I. INTRODUCTION

RECENTLY, Multiple-Input Multiple-Output(MIMO) radar has draw increasing attention from researchers for its excellent parameter identifiability and waveform diversity [1]–[4], which can significantly improve the target detection performance. Different from the point-like targets, extended radar targets exhibit complicated scattering characteristics instead of a scaled and attenuated version of the transmit waveform back to the radar receiver. Considering extended targets are more common in practical radar detection, many researchers have investigated the extended target detection and recognition problem via waveform optimization [5]–[12].

In most cases, the scattering behavior of the extended target is characterized by the Target Impulse Response(TIR) or Power Spectral Density(PSD) [5], [6], [9], [10], [12]–[14]. In [5], two kinds of waveform are studied. The first one is the optimal detection waveform, where the maximum Signal-to-Interference pulse Noise Ratio(SINR) criterion is used with a deterministic TIR of the extended target, since the detection probability monotonically increases with respect to SINR [15]; The second one is the optimal estimation waveform, where the extended target scattering characteristics are modeled as a Gaussian random process with a deterministic Power Spectral Density(PSD), and the maximum mutual information criterion is used for target identification and classification. Yang et.al. generalize the waveform design problem to the MIMO case [6], where both the Mean-Square Error(MSE) and MI criteria are studied, and results show that the two criteria lead to the same optimal waveform when the energy constraint is imposed on the transmitter.

However, the TIR or PSD information of target can’t be accurately obtained in practice due to a variety of factors [13], [14]. Therefore, robust methods, as widely used in other applications, should be taken into consideration [16]–[24]. In [10], the authors extend their work in [6] to deal with the uncertain PSD, and design waveform based on the worst-case performance. Aiming at maximizing the worst-case SINR, authors in [21] consider the joint design of MIMO radar waveform and filter with imprecise knowledge about target doppler and direction, where the Lagrange duality method is developed to deal with the inner minimization problem. As to the extended target detection, the spherical uncertainty set is usually used to describe the imprecise knowledge of TIR [11], [12]. In [11], an iterative algorithm is proposed for joint design of transmit waveform and receive filter to deal with the spherical uncertainty of TIR. At each iteration, the algorithm maximize the worst SINR by solving a minimax problem and get a monotonically increased worst SINR. However, only the energy constraint on the transmit waveform is considered in [11], which might lead to the undesired waveform with a high Peak-to-Average Ratio(PAR) [25], [26]. In [12], a
PAR constraint is imposed on the transmit waveform to meet the actual demands of radar transmitter and two types of uncertainty sets are studied. The first one is that the TIRs are possibly chosen from a finite set. The second one is the case of spherical uncertainty set over a prescribed TIR. Different from the algorithm in [11], the authors in [12] randomly pick several samples to approximate the spherical uncertainty set, then the waveform covariance and the filter covariance are alternatively optimized by two Semi-Definite Programming(SDP). However, as we will see later, insufficient samples might lead to SINR losses when constructing the spherical uncertainty set.

Multipath is very common in radar detection. Though the existence of multipath challenges radar detection and recognition, it also increases the spatial diversity of the radar system by providing extra looks at the target and improves radar detection and recognition performance [27]–[31]. In [29]–[31], waveform design schemes are proposed for target detection and tracking in the presence of multipath. However, only the point-like targets are studied in the previously mentioned literatures, and the authors don’t take the robustness into consideration.

In this paper, robust waveform-filter design for the extended target detection with a narrow band radar is considered by exploiting the spatial diversity provided by multipath. The knowledge of scattering coefficients is assumed to be imprecise, and two types of uncertainty sets are studied, namely, the spherical uncertainty set and the annular uncertainty set. The spherical uncertainty set is used to describe the imprecise knowledge of a prescribed TIR, and the larger sphere radius implies more inaccurate prescribed TIR. The Duality Maximization Semi-Definite Relaxation(DMSDR) algorithm is devised to solve the worst-case SINR optimization problem under the spherical uncertainty set. Meanwhile, the annular uncertainty set is used to model the random phase of scattering, which means that the scattering amplitude of target or scatterers can be roughly estimated, but the scattering phase is totally random. The Duality Maximization Double Semi-Definite Relaxation(DMDDSR) algorithm is devised to solve the worst-case SINR optimization problem under the annular uncertainty set. It is worth pointing out that although the two proposed algorithms are devised for the narrow band MIMO radar in the presence of multipath, they can also be applied to extended target detection with a high resolution MIMO radar in settings without multipath, because the structure of optimization problems is almost the same. Specially, our work makes the following contributions:

1) **Robust MIMO waveform-filter design against two types of uncertainty sets**: Based on the worst-case SINR criterion, joint transmit waveform and receive filter design under the spherical uncertainty set as well as the annular uncertainty set are studied. Different from the spherical uncertainty set, the annular uncertainty set describes the totally random phase of the scatterers and is non-convex. To the best knowledge, there is rarely literature discussing the annular uncertainty set.

2) **The DMSDR algorithm to solve the spherical uncertainty set problem**: The robust waveform-filter design problem against the spherical uncertainty set belongs to the non-convex concave minimax problems. Different from the sequential optimization procedure in [11], [12], [21], we prove that the optimal filter can be analytically calculated first. Then, the robust waveform-filter design problem is converted to a maximization problem by duality theory [32]. Thus, the waveform covariance can be optimized through Semi-Definite Relaxation(SDR) [33] without sequential optimization.

3) **The DMDDSR algorithm to solve the annular uncertainty set problem**: The robust waveform-filter design problem against the annular uncertainty set belongs to the non-convex non-concave minimax problems owing to the non-convex annular uncertainty set. In order to address the problem, the inner minimization problem is approximated by a convex problem with SDR whose duality problem is derived in the paper. Therefore, the robust waveform-filter design problem can be converted into a maximization problem through duality theory. The transmit waveform covariance and the receive filter covariance are alternatively optimized with SDR. Moreover, we theoretically proved that the proposed DMDDSR converges to a stationary point.

4) **Analyses and experiments for DMSDR and DMDDSR**: The computational complexities of DMSDR and DMDDSR are analyzed. And the numerical experiments are carried out to verify the effectiveness of the proposed algorithms. The results highlight the robustness of the output SINR.

The remainder of this paper is organized as follows. Section II formulates the robust waveform-filter design with the narrow band MIMO radar in multipath scenario, and builds up its signal model. Section III introduces the DMSDR algorithm against the spherical uncertainty set. In addition, the computational complexities are analyzed. Section IV introduces the DMDDSR algorithm against the annular uncertainty set, and gives a further discussion on its convergences and computational complexities. Section V provides several numerical experiments to demonstrate the effectiveness of the proposed algorithms, and exhibits the performance of the waveform-filter pair. Finally, Section V draws conclusions.

**Notations**: Throughout this paper, scalars are denoted by italic letters(e.g., a, A); vectors are denoted by bold italic lowercase letters(e.g., a) and a(i) denotes the ith element of a; e_i denotes the unit vector with the ith element being 1; matrices are denoted by bold italic capital letters(e.g., A) and A(i, j) denotes the element in the ith row and jth column of A; I_N is the unit matrix with size N. Superscript (·)^T and (·)^H denote transpose and conjugate transpose, respectively. tr(·) denotes the trace of a square matrix. vec(·) denotes the operator of column-wise stacking a matrix. ⊙ and ⊗ represent Kronecker product and Hadamard product, respectively. diag(α) denotes the diagonal matrix with the diagonal elements formed by α, while diag(A) denotes the vector with elements formed by the diagonal elements of A. ⌈α⌉ denotes the maximum integer less than α; arg(α) denotes the vector consisting of the phase angle of a(i) and |α| denotes the vector consisting of the modulus of a(i). The representation A > 0(A ≥ 0) means A is positive definite(semi-definite).
A narrow band MIMO radar is used to detect an extended target, and we assume that there are some strong scatterers in the scenario, which provide extra "looks" (multipath) of the target from different angles. The scenario is depicted in Fig.1, where the red arrows (i.e., $O\overrightarrow{A}$, $O\overrightarrow{A}-\overrightarrow{T}$) and blue arrows (i.e., $A\overrightarrow{O}$, $T\overrightarrow{A}-A\overrightarrow{O}$) represent the possible transmit and receive paths, respectively.

A. Problem Formulation

As described in Fig.1, the radar is located at the scenario center $O$ detecting the moving extended target $T$. Different from the conventional scenarios, some strong scatterers that might cause the multipath returns exist in the scenario. According to the transmit and receive paths, the received signal can be formulated as

$$y(s) = \alpha_0 y_0(s) + \sum_{k=1}^{K} \rho_k \alpha_k y_k(s) + n,$$  \hspace{1cm} (1)

where $y_0(s)$ and $y_k(k \geq 1)$ denote the direct returns and the $k$th multipath returns from the target, respectively, both of which depend on the transmit waveform $s$. $n$ denotes interference and noise. $\alpha_k(k = 0, 1, 2, ..., K)$ is the target complex scattering coefficient of the $k$th propagation path, and $\rho_k(k = 1, 2, ..., K)$ is the complex attenuation coefficient due to multipath propagation. In order to simplify the notations being used, we use $y_k(k = 0, 1, ..., K)$ instead of $y_k(s)(k = 0, 1, ..., K)$ in the followings if no confusion will be caused.

In order to achieve the best detection performance, we want to maximize the output SINR by jointly designing transmit waveform and receive filter with the multipath information also being utilized. Let $w$ be the filter vector, the output SINR at the receiver can be expressed as

$$\text{SINR}(w, s) = \frac{\left| w^H \left( \alpha_0 y_0 + \sum_{k=1}^{K} \rho_k \alpha_k y_k \right) \right|^2}{w^H R_n w},$$  \hspace{1cm} (2)

where $s$ is the transmit waveform and $R_n$ denotes the covariance matrix of interference and noise.

Unfortunately, $\alpha_k$ is so sensitive with respect to the small changes in target orientation that it is impossible to get the precise knowledge of it [12], [34]. In addition, multipath attenuation coefficient depends on a variety of factors, for instance, the scatter material, the frequency of incident signals, which make it impossible to get the precise knowledge of $\rho_k$. Inspired by the robust idea, we consider the robust (worst-case) SINR criterion with some partial knowledge for $\alpha$ and $\rho$. To this end, we formulate the robust waveform-filter design problem as

$$\max_{w, s} \min_{\alpha, \rho} \text{SINR}(w, s, \alpha, \rho) \quad \text{s.t.} \quad (\alpha, \rho) \in \Theta, (w, s) \in \Upsilon,$$  \hspace{1cm} (3)

where $\alpha = [\alpha_0, \alpha_1, ..., \alpha_K]^T \in \mathbb{C}^{K+1}$, $\rho = [\rho_1, ..., \rho_K]^T \in \mathbb{C}^{K+1}$, $\Theta$ denotes the uncertainty set to which $(\alpha, \rho)$ belongs. And $\Upsilon$ denotes the constraint set on $(w, s)$. Substitute (2) into (3) by introducing an auxiliary variable $u = \alpha \odot \rho \in \mathbb{C}^{K+1}$, then we reformulate (3) as a more compact form

$$\max_{w, s} \min_{u} \frac{|w^H Y(s) u|}{w^H R_n w} \quad \text{s.t.} \quad u \in \Theta, (w, s) \in \Upsilon,$$  \hspace{1cm} (4)

where $Y(s) = [y_0, y_1, y_2, ..., y_K]$. In order to simplify the notations being used, we use $Y$ instead of $Y(s)$ in the followings if no confusion will be caused.

In our paper, two types of uncertainty sets are studied. The first one is the spherical uncertainty, i.e. $u$ belongs to a scaled ball centered around an a priori known $u_0$. The second one is the annular uncertainty, i.e. the amplitude of $u$ can be estimated roughly in advance, but the phase is totally random. It is worth noting that, the two types of uncertainty sets are essentially different, because the spherical uncertainty set is convex, while the annular uncertainty set is non-convex. The geometric forms of two uncertainty sets are briefly outlined in Fig.2 for a more intuitive understanding.

As to the constraint set $\Upsilon$, the Constant Modulus Constraint (CMC) on the transmit waveform is considered. Thus, the following max-min problems $P_1$ and $P_1$ are studied,

$$P_1 \left\{ \begin{array}{l} \max_{w, s} \min_{u} \frac{|w^H Y u|^2}{w^H R_n w} \\ \text{s.t.} \quad \|u - u_0\|_2 \leq r, |s(i)| = 1 \end{array} \right\},$$  \hspace{1cm} (5)

$$P_1 \left\{ \begin{array}{l} \max_{w, s} \min_{u} \frac{|w^H Y u|^2}{w^H R_n w} \\ \text{s.t.} \quad \eta(k) \leq |u(k)| \leq \xi(k), |s(i)| = 1 \end{array} \right\},$$  \hspace{1cm} (6)

where $\eta(k)$ and $\xi(k)$ denote the lower bound and upper bound of scattering amplitude, respectively.

B. Signal model of $y_0$

Consider the target detection problem for a colocated MIMO radar with $N_T$ transmitters and $N_R$ receivers in the multipath scenario described in Fig.1. The waveform transmitted by the $n$th transmitter with $L$ samples is denoted by $s_n = [s_n(1), s_n(2), ..., s_n(L)]^T$, then the transmitting matrix
for MIMO can be represented as $S = [s_1, s_2, \ldots, s_{N_T}]^T \in \mathbb{C}^{N_T \times L}$. Regardless of signal amplitude, the baseband signal of direct path returns from target can be formulated as

$$Y_0 = b(\theta_0)a^T(\theta_0)SJ_0, \quad (7)$$

where $b(\theta_0)$ and $a(\theta_0)$ denote the transmit steering vector and receive steering vector at target line of sight $\theta_0$, respectively. Denoted $J_i \in \mathbb{C}^{L \times P}$ by the shift matrix

$$J_i(i, j) = \begin{cases} 1, & \text{if } i - j + l = 0 \\ 0, & \text{if } i - j + l \neq 0 \end{cases}. \quad (8)$$

Note that the multipath propagation distance is always longer than the distance of direct path. In order to record all samples of returns in fast time, the column number of $J_i$ must be larger than $L$, namely $P > L$.

Let $y_0 = \text{vec}(Y_0)$ and $s = \text{vec}(S)$, then we have

$$_{y_0} = \text{vec}(Y_0) = (J_0^T \otimes (b(\theta_0)a^T(\theta_0)))s. \quad (9)$$

C. Signal model of $y_k(k \geq 1)$

As to $y_k$, we only consider the first order multipath returns (see Fig.1) for simplicity, which means that the energy of the second or higher order multipath is small enough to be neglected. We category the multipath signal into two groups. The first one is that the transmitted signal reaches the target with once reflection, and is received from the line of sight (see $OA - AT - TO$ in Fig.1). The second one is that the transmitted signal reaches the target by the line of sight, and is received from the direction of multipath reflection (see $OT - TA - AO$ in Fig.1).

For the first group of multipath signal, we slightly modify (7) and get the baseband signal of multipath returns, formulating as

$$Y_k = b(\theta_0)a^T(\theta_k)SJ_{l_k}, \quad (10)$$

where $\theta_k$ denotes the direction of a certain multipath, and $l_k \geq 0$ denotes the relative delay in the fast time domain. According to the derivation of (7) and (9), the multipath signal model $y_k$ in the first group is given by

$$y_k = (J_{l_k}^T \otimes (b(\theta_0)a^T(\theta_0)))s. \quad (11)$$

It is worth pointing out that the multipath returns in the second group have the same time delay as its counterpart in the first group due to the same transmit-receive path. Similarly, multipath signal model $y_k$ in the second group is given by

$$y_k = (J_{l_k}^T \otimes (b(\theta_0)a^T(\theta_k)))s. \quad (12)$$

Combining the two groups together, we formulate $y_k$ as

$$y_k = \begin{cases} (J_{l_m}^T \otimes (b(\theta_0)a^T(\theta_m)))s, & k \text{ is odd} \\ (J_{l_m}^T \otimes (b(\theta_m)a^T(\theta_0)))s, & k \text{ is even} \end{cases}. \quad (13)$$

where $m = 1, 2, \ldots, \left[\frac{K}{2}\right]$ denotes the number of strong scatterers in the scenario. Moreover, if the scattering reciprocities hold for the target and scatterers [35], namely $\rho_{2m-1} = \rho_{2m}a_{2m-1}$, $y_k$ can be simplified as

$$y_k = (J_{l_k}^T \otimes (b(\theta_0)a^T(\theta_k) + b(\theta_k)a^T(\theta_0)))s \quad (14)$$

To this end, it is worth pointing out that the scattering reciprocities of the target and scatterers only impact on the dimension of $u$, instead of the solving algorithms. Without loss of generality, we assume that the scattering reciprocities hold in our following discussion, i.e., (14) is used to model $y_k$.

III. Algorithms for the Spherical Uncertainty Set

In this section, we devise the algorithms for robust waveform design problem against the spherical uncertainty set, namely $\mathcal{P}_1$ described in (5). We prove that the optimal filter can be analytically calculated first. Then, the inner minimization problem with respect to $u$ is converted to a maximization problem based on Lagrange duality [32], [36]. Thus, the max-min $\mathcal{P}_1$ problem can be reformulated as a maximization problem with respect to $s$ and the dual variable
of $u$. SDR method is used [33] to approximate the non-convex maximization problem with a Semi-Definite Programming (SDP) problem. Therefore, we call this algorithm Duality Maximization Semi-Definite Relaxation (DMSDR). Then, the synthesis schemes of transmit waveform and receive filter pair $(s^*, w^*)$ are provided. Finally, we analyze the convergences and computational complexities of the proposed MDSDR algorithm briefly.

A. Problem reformulation of $\mathcal{P}_1$

The following proposition provide the basic properties of $\mathcal{P}_1$.

**Proposition 1**: The optimal solution of $\mathcal{P}_1$ is equivalent to the following optimization problem.

$$
\mathcal{P}_1^* \left\{ \begin{array}{l}
\min_{u,w} \max_{s} \|w^H Y u\|^2 \\
\text{s.t.} \quad \|u - u_0\|_2 \leq r, |s(i)| = 1
\end{array} \right. \tag{15}
$$

**Proof**: See Appendix A.

Note that the optimal $w^*$ for any $s$ and $u$ can be represented as $w^* = R_t^{-1} Y u$. As an immediate consequence of Proposition 1, we reformulate $\mathcal{P}_1$ by solving the optimal filter $w$ and rewrite it as

$$
\mathcal{P}_1 \left\{ \begin{array}{l}
\max_{s} \min_{u} \|w^H Y u\|^2, \\
\text{s.t.} \quad \|u - u_0\|_2 \leq r, |s(i)| = 1, i = 1, 2, \ldots, LN_T
\end{array} \right. \tag{16}
$$

Next, we consider the inner minimization problem

$$
\mathcal{P}_{1,1} \left\{ \begin{array}{l}
\min_{u} \|w^H Y u\|^2, \\
\text{s.t.} \quad \|u - u_0\|_2 \leq r
\end{array} \right. \tag{17}
$$

It is easy to find that the optimization problem described in (17) is a convex problem and meets the Slater condition [32]. Thus, the strong duality holds and we can express (17) as a dual form based on the following proposition.

**Proposition 2**: The dual problem of $\mathcal{P}_{1,1}$ is

$$
\mathcal{P}_2 \left\{ \begin{array}{l}
\max_{\mu} \mu - \mu^2 u_0^H (Y^H R_t^{-1} Y + \mu I) u_0 + \mu (u_0^H u_0 - r^2) \\
\text{s.t.} \quad \mu \geq 0
\end{array} \right. \tag{18}
$$

where $\mu$ is the corresponding dual variable.

**Proof**: See Appendix B.

According to Proposition 2, we can easily reformulate the max-min problem in (16) as an equivalent maximization problem with respect to $s$ and $\mu$,

$$
\mathcal{P}_2 \left\{ \begin{array}{l}
\max_{s,\mu} \mu - \mu^2 u_0^H (Y^H R_t^{-1} Y + \mu I) u_0 + \mu (u_0^H u_0 - r^2) \\
\text{s.t.} \quad \mu \geq 0, |s(i)| = 1, i = 1, 2, \ldots, LN_T
\end{array} \right. \tag{19}
$$

B. Optimization algorithms for $\mathcal{P}_2$

Let $T(s) = Y^H R_t^{-1} Y$, then $\mathcal{P}_2$ is equivalent to the following problem by introducing an auxiliary variable $t$ and converting the maximization problem into a minimization problem,

$$
\mathcal{P}_3 \left\{ \begin{array}{l}
\min_{s,\mu,t} \|T(s) + \mu I\| \geq 0 \\
\text{s.t.} \quad t + \mu (u_0^H u_0 - r^2) \geq 0
\end{array} \right. \tag{20}
$$

**Proposition 3**: Define the covariance matrix $R_s = ss^H$, then $T(s)$ is a linear function with respect to $R_s$ with the $(i,j)$th element

$$
T(i,j) = \text{tr} (A_{i,j}^H R_s^{-1} A_{i,j} R_s). \tag{21}
$$

**Proof**: See Appendix C.

However, $\mathcal{P}_3$ is still NP hard due to the CMC constraint on $s$ [37]. Inspired by Proposition 3, we optimize $\mathcal{P}_3$ with respect to $(R_s, \mu, t)$, and relax it by dropping the rank constraint on $R_s$. To this end, the SDR form of $\mathcal{P}_3$ is given by

$$
\mathcal{P}_4 \left\{ \begin{array}{l}
\min_{R_s,\mu,t} \|T(s) + \mu I\| \geq 0 \\
\text{s.t.} \quad t + \mu (u_0^H u_0 - r^2) \geq 0
\end{array} \right. \tag{22}
$$

It is easy to verify the convexity of $\mathcal{P}_4$ due to the linear objective as well as linear constraints. Thus, it can be solved in polynomial time by CVX toolbox [38].

C. Synthesize transmit waveform and receive filter from $R_s^*$

Denote $(R_s^*, \mu^*, t^*)$ by the optimal solution of $\mathcal{P}_4$. Let us consider the synthesis of transmit waveform and receive filter pair $(s^*, w^*)$ from $R_s^*$. If $R_s^*$ is rank-one, we can directly synthesize $s^*$ by $R_s^* = s^* (s^*)^H$. As to $w^*$, we solve the following optimization problem

$$
\mathcal{P}_5 \left\{ \begin{array}{l}
\min_{u} u^H T(s^*) u \\
\text{s.t.} \quad \|u - u_0\|_2 \leq r
\end{array} \right. \tag{23}
$$

and synthesize it with

$$
w^* = R_n^{-1} Y (s^*) u^*. \tag{24}
$$

Otherwise we leverage on the randomization schemes [33] to generate the transmit waveform. In particular, we draw $Q$ random vectors $v_1, v_2, \ldots, v_Q$ from the complex Gaussian distribution $CN(0, R_s^*)$, and synthesize $s^{(q)}$ by $s^{(q)} = e^{j \arg(v_q)}$. Then, we compute the minimum output SINR $\gamma_q$ with

$$
\gamma_q = \min_{\{u\|u - u_0\|_2 \leq r\}} u^H T(s^{(q)}) u, \tag{25}
$$

and record the corresponding optimal solution $u_q^*$. Pick the maximum value in $\{\gamma_1, \gamma_2, \ldots, \gamma_Q\}$, for example $\gamma_q$, then we synthesize transmit waveform and receive filter pair $(s^*, w^*)$ with

$$
s^* = s^{(q)}, w^* = R_n^{-1} Y (s^*) u_q^*. \tag{26}
$$

In order to give a clear expression, Table I summarizes the DMSDR algorithm.
TABLE I
DMDSR FOR THE SPHERICAL UNCERTAINTY SET

| Input: | \( \{ A_k \}_{k=0}^N, R_m, u_0 \) and \( r \). |
|--------|--------------------------------------------------|
| Step 1: | Get \( R_m^* \) by solving \( \mathcal{P}_4 \); |
| Step 2: | Synthesize \( s^* \) and \( w^* \) from \( R_m^* \). If \( \text{rank}(R_m^*) = 1 \), |
|         | \( R_m^{(*)} = s^*(s^*)^H \), then synthesize \( w^* \) with (23) and (24); |
|         | otherwise the randomization schemes are used to generate \( s^* \) and |
|         | \( w^* \) with (25) and (26); |
| Output: | \( s^* \) and \( w^* \). |

D. Further discussions on DMDSR

In this subsection, we give some discussions on convergences and computational complexities of DMDSR.

Obviously, it is easy to verify the convergences of DMSDR due to the convexity of \( \mathcal{P}_4 \), and the locally optimal solution also means the globally optimal solution.

As to the computational complexities, it requires at most \( O \left( (LN_T)^{6.5} + (LN_T)^4 K^{2.5} + (LN_T)^2 K^{3.5} \right) \) operations to solve \( \mathcal{P}_4 \) [36]. And \( O \left( (LQ(LN_T)^2 + QK^3 \right) \) operations are needed to generate \( s^{(i)} \) with randomization [39], i.e., it requires \( O \left( (LN_T)^2 \right) \) operations to generate \( s^{(i)} \) and \( O \left( K^3 \right) \) operations to solve (25) [40]. Additionally, \( O \left( K(LN_R)^2 \right) \) operations are needed to compute \( w^* \) with (26). Note that, in most practical situations, the number \( (LN_T)^{6.5} \) takes the dominance, thus the total computational complexities of DMDSR are given by \( O \left( (LN_T)^{6.5} \right) \).

IV. ALGORITHMS FOR THE ANNULAR UNCERTAINTY SET

This section is devoted to the algorithms for robust waveform design problem against the annular uncertainty set, namely \( \tilde{\mathcal{P}}_1 \) described in (6). Similarly to the former situation, the inner minimization problem with respect to \( u \) is considered firstly. Unfortunately, the inner minimization is difficult to deal with due to the non-convex constraint sets. We use the SDR method by letting \( R_u = uu^H \) and dropping the rank constraint to approximate the inner minimization problem with a SDP problem. Thus, the max-min problem can be expressed as a maximization problem based on Lagrange duality. Further, the SDR method is used again to get the optimal transmit and receive covariance matrix, and we call the algorithm Duality Maximization Double Semi-Definite Relaxation (DMDSDR). Then, the synthesis schemes of transmit waveform and receive filter pair \( (s^*, w^*) \) are provided. Finally, the convergences and computational complexities of DMDSR are analyzed.

A. Problem reformulation of \( \tilde{\mathcal{P}}_1 \)

Now, we consider the inner minimization problem

\[
\tilde{\mathcal{P}}_{1,1} \left\{ \begin{array}{ll}
\min_{u} & Y^H uu^H Y^H w \\
\text{s.t.} & \eta(k) \leq |u(k)| \leq \xi(k), k = 1, 2, ..., K + 1
\end{array} \right.,
\]

The problem described in (27) is also NP hard due to the modulus constraints on \( u \). Let \( R_u = uu^H \), we study its SDP form by dropping the rank constraint on \( R_u \), namely,

\[
\tilde{\mathcal{P}}_{1,2} \left\{ \begin{array}{ll}
\min_{u} & \text{tr} \left( Y^H uu^H Y R_u \right) \\
\text{s.t.} & \eta(k)^2 \leq R_u(k; k) \leq \xi(k)^2, k = 1, 2, ..., K + 1 \\
& \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0, \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, 3, ..., K + 1 \\
& Z \geq 0
\end{array} \right.,
\]

(28)

\( \tilde{\mathcal{P}}_{1,2} \) is a SDP problem with linear objective as well as linear constraints, and one can easy find the its dual problem based on the following proposition.

**Proposition 4**: The dual problem of \( \tilde{\mathcal{P}}_{1,2} \) is

\[
\tilde{\mathcal{P}}_{1,3} \left\{ \begin{array}{ll}
\max_{\mu, h, Z} & \omega^T f - h^T g \\
\text{s.t.} & Y^H uu^H Y Z - \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0, \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, ..., K + 1 \\
& Z \geq 0
\end{array} \right.,
\]

(29)

where \( \mu, h, Z \) are the corresponding dual variables. And \( f = \eta \odot \eta, g = \xi \odot \xi, E_k = e_k e_k^H \).

**Proof**: See Appendix D.

Based on Proposition 4, we reformulate the max-min problem \( \tilde{\mathcal{P}}_1 \) by converting the inner minimization problem to its dual problem with SDR. Then we get

\[
\tilde{\mathcal{P}}_2 \left\{ \begin{array}{ll}
\max_{\mu, h, Z, s, w} & \omega^T f - h^T g \\
\text{s.t.} & Y^H uu^H Y Z - \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0, \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, ..., K + 1 \\
& Z \geq 0
\end{array} \right.,
\]

(30)

Next, let us investigate the relationships between \( \tilde{\mathcal{P}}_2 \) and \( \tilde{\mathcal{P}}_1 \) briefly. For any given \( w \) and \( s \), the following two equalities (inequalities) hold

\[
\max_{\mu, h, Z} \frac{u^T f - h^T g}{w^H R_u w} = \min_{R_u} \frac{\text{tr} \left( Y^H uu^H Y R_u \right)}{w^H R_u w},
\]

(31)

\[
\min_{R_u} \frac{\text{tr} \left( Y^H uu^H Y R_u \right)}{w^H R_u w} \leq \min_{u} \frac{\text{tr} \left( Y^H uu^H Y u \right)}{w^H R_u w},
\]

(32)

where \( \mu, h, Z \) belong to the feasible set of \( \tilde{\mathcal{P}}_{1,3} \). \( R_u \) belongs to the feasible set of \( \tilde{\mathcal{P}}_{1,2} \) and \( u \) belongs to the feasible set of \( \tilde{\mathcal{P}}_{1,1} \). (31) holds due to the strong duality between \( \tilde{\mathcal{P}}_{1,2} \) and \( \tilde{\mathcal{P}}_{1,3} \), while the reason for (32) is that the feasible set of \( \tilde{\mathcal{P}}_{1,1} \) is included by the feasible set of \( \tilde{\mathcal{P}}_{1,2} \).

Combining (31) and (32), we know that for any given transmit waveform and receive filter pair \( (s, w) \), \( \tilde{\mathcal{P}}_{1,3} \) provides a lower bound of the worst-case SINR with respect to \( u \). Thus, we can explain \( \tilde{\mathcal{P}}_2 \) that we maximize the lower bound of worst-case SINR by designing \( (s, w) \).

However, \( \tilde{\mathcal{P}}_2 \) is also difficult to solve directly due to the quadratic equality constraints on \( w \) and \( s \). In order to solve \( \tilde{\mathcal{P}}_2 \)
efficiently, we adopt the SDR method again with \( W = w w^H \) and \( R_s = s s^H \). To this end, we reformulate \( \tilde{P}_2 \) as

\[
\tilde{P}_3 \left\{ \begin{array}{l}
\max_{\mu, h, Z, R_s, W} \quad u^T f - h y^T g \\
\text{s.t.} \quad Y^H W Y - Z + \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0 \\
\quad \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, \ldots, K + 1 \\
\quad Z \succeq 0, W \succeq 0, \text{diag}(R_s) = 1
\end{array} \right.
\]  

(33)

We resort to a cyclic optimization method to solve \( \tilde{P}_3 \). More exactly, we initialize the transmit waveform covariance \( R_s^{(0)} \), then alternatively maximize the objective with respect to \( \langle \mu, h, Z, W^{(m-1)} \rangle \) for a fixed \( R_s^{(m-1)} \) and maximize the objective with respect to \( \langle \mu, h, Z, R_s^{(m)} \rangle \) for a fixed \( W^{(m-1)} \).

B. Optimization for \( W^{(m)} \)

For a fixed \( R_s^{(m)} \), the optimization problem for \( W^{(m)} \) is given by

\[
\tilde{P}_W^{(m)} \left\{ \begin{array}{l}
\max_{\mu, h, Z, W} \quad u^T f - h y^T g \\
\text{s.t.} \quad G(W) - Z + \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0 \\
\quad \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, \ldots, K + 1 \\
\quad Z \succeq 0, W \succeq 0 \\
\quad \text{tr}(R_s) = 1
\end{array} \right.
\]  

(34)

where \( G(W) = Y^H W Y \) is a linear function with respect to \( W \) with \( G(i, j) = \text{tr} \left( A_i^H W A_j - R_s^{(m)} \right) \) (see Proposition 3). Define the following problem,

\[
\tilde{P}_W^{(m)\text{'}} \left\{ \begin{array}{l}
\max_{\mu, h, Z, W} \quad u^T f - h y^T g \\
\text{s.t.} \quad G(W) - Z + \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0 \\
\quad \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, \ldots, K + 1 \\
\quad Z \succeq 0, W \succeq 0 \\
\quad \text{tr}(R_s) = 1
\end{array} \right.
\]  

(35)

and Proposition 5 shows the relationships between \( \tilde{P}_W^{(m)} \) and \( \tilde{P}_W \).

Proposition 5: Let the optimal value for \( \tilde{P}_W^{(m)\text{'}} \) be \( p_W^{(m)\text{'}} \) with optimal solution \( \langle \mu^*, h^*, Z^*, W^{(m)} \rangle \), and the optimal value for \( \tilde{P}_W^{(m)} \) be \( p_W^{(m)} \), then \( p_W^{(m)} = p_W^{(m)\text{'}} \) and \( \langle \mu^*, h^*, Z^*, W^{(m)} \rangle \) is also the optimal solution for \( \tilde{P}_W^{(m)} \).

Proof: See Appendix E.

According to Proposition 5, for a given \( R_s^{(m)} \), we optimize \( \tilde{P}_W^{(m)\text{'}} \) to get \( W^{(m)} \), which is a convex optimization problem and can be solved in polynomial time.

C. Optimization for \( R_s^{(m)} \)

For a fixed \( W^{(m-1)} \), the optimization problem for \( R_s^{(m)} \) is given by

\[
\tilde{P}_R^{(m)} \left\{ \begin{array}{l}
\max_{\mu, h, Z, R_s} \quad u^T f - h y^T g \\
\text{s.t.} \quad \tilde{G}(R_s) - Z + \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0 \\
\quad \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, \ldots, K + 1 \\
\quad Z \succeq 0, R_s \succeq 0 \\
\quad \text{diag}(R_s) = 1
\end{array} \right.
\]  

(36)

where \( \tilde{G}(R_s) \) is a linear function with respect to \( R_s \) with \( \tilde{G}(i, j) = \text{tr}(A_i^H W^{(m-1)} A_j - R_s) \) (see Proposition 3). It is easy to verify the convexity of \( \tilde{P}_R^{(m)} \), so it can be efficiently solved in polynomial time.

D. Synthesize transmit waveform and receive filter from \( (R_s, W^*) \)

The remaining problem is to synthesize transmit waveform and receive filter pair \( (s^*, w^*) \) from \( (R_s, W^*) \). If \( R_s \) or \( W^* \) is rank-one, we can directly synthesize \( (s^*, w^*) \) by \( R_s = s^* (s^*)^H \) or \( W^* = w^* (w^*)^H \). Otherwise, we use randomization method to approximate \( R_s^* \) and \( W^* \).

Similarly to the DMSDR algorithm, we draw \( Q \) random vectors \( v_1, v_2, \ldots, v_Q \) from the complex Gaussian distribution \( CN(0, R_s^*) \), and synthesize \( s^{(q)} \) with \( s^{(q)} = \text{e}^{j \arg(v_q)} \). Then we compute the minimum output SINR \( \gamma_q \) with

\[
\gamma_q = \min_{R_s} \frac{\text{tr}(Y(s^{(q)})^H W^* Y(s^{(q)}) R_s)}{\text{tr}(W^* R_s)}
\]

s.t. \( f(k) - \text{tr}(E_k R_s) \leq 0, \text{tr}(E_k R_s) - g(k) \leq 0, k = 1, 2, \ldots, K + 1 \), \( R_s \succeq 0 \)

(37)

Pick the maximum value in \( \{ \gamma_1, \gamma_2, \ldots, \gamma_Q \} \), for example \( \gamma_q^* \), then we synthesize transmit waveform with

\[
s^* = s^{(q^*)}.
\]

(38)

As to \( w^* \), we also draw \( Q \) random vectors \( w_1, w_2, \ldots, w_Q \) from the complex Gaussian distribution \( CN(0, W^*) \). Then we compute the minimal output SINR \( \tilde{\gamma}_q \) with

\[
\tilde{\gamma}_q = \min_{R_s} \frac{\text{tr}(Y(s^*)^H W^* Y(s^*) R_s)}{\text{tr}(W^* R_s)}
\]

s.t. \( f(k) - \text{tr}(E_k R_s) \leq 0, \text{tr}(E_k R_s) - g(k) \leq 0, k = 1, 2, \ldots, K + 1 \), \( R_s \succeq 0 \)

(39)

Pick the maximum value in \( \{ \tilde{\gamma}_1, \tilde{\gamma}_2, \ldots, \tilde{\gamma}_Q \} \), for example \( \tilde{\gamma}_q \), then we synthesize receive filter with

\[
w^* = w_{q^*}.
\]

(40)

In order to give a clear expression, Table II summarizes the DMDSDR algorithm.
E. Further discussions on DMDSDR

In this subsection, the convergences and the computational complexities of DMDSDR are discussed.

First, we discuss the convergences of DMDSDR. Without loss of generality, we take the $m$th iteration for example. Let $p_{R_s}^{(m)}$ denote the optimal value for $\tilde{p}_{R_s}^{(m)}$ with the fixed $W_{*}^{(m-1)}$, and $(\mu^{(m)}_{R_s}, h_{R_s}^{(m)}, Z_{R_s}^{(m)}, R_s^{(m)})$ denote the corresponding optimal solution. Similarly, let $p_{W}^{(m)}$ denote the optimal value for $\tilde{p}_{W}^{(m)}$ with the fixed $R_s^{(m)}$, and $(\mu^{(m)}_{W}, h_{W}^{(m)}, Z_{W}^{(m)}, W^{(m)})$ denote the corresponding optimal solution.

Note that $(\mu^{(m)}_{R_s}, h_{R_s}^{(m)}, Z_{R_s}^{(m)}, W^{(m)})$ is also a feasible point for $\tilde{p}_{W}^{(m)}$, thus

$$p_{R_s}^{(m)} \leq p_{W}^{(m)}.$$  \hspace{1cm} (41)

Moreover, $(\mu^{(m)}_{W}, h_{W}^{(m)}, Z_{W}^{(m)}, R_s^{(m)})$ is also a feasible point for $\tilde{p}_{R_s}^{(m)}$, thus

$$p_{W}^{(m)} \leq p_{R_s}^{(m+1)}.$$  \hspace{1cm} (42)

For any $m$, we get the following inequality based on (31) and (32)

$$\begin{align*}
p_{R_s}^{(m)} &\leq \max_{R_s, W} \min_{\|u\| \leq \xi (k)} \frac{\mathbf{u}^H \mathbf{G}(R_s, W) \mathbf{u}}{\text{tr}(W R_s)} \\
&\leq \max_{R_s, W} \frac{\hat{u}^H \mathbf{G}(R_s, W) \hat{u}}{\text{tr}(W R_s)} \\
&= \max_{R_s, W} \frac{\text{tr}(W A R_t A^H \mathbf{H})}{\text{tr}(W R_s)} \hspace{1cm} \text{(43)}
\end{align*}$$

where $\hat{u}$ can be any feasible points of $\tilde{p}_{1,1}$, and $A = \sum_{k=1}^{K+1} \hat{u}(k) A_{k-1}$.

Based on the von Neumann’s trace theorem [41], we have\tr(AB) \leq \tr(A) \tr(B), \text{ for any } A, B \succeq 0. Thus, the following inequality holds

$$\begin{align*}
\max_{R_s, W} \frac{\text{tr}(W A R_t A^H \mathbf{H})}{\text{tr}(W R_s)} &\leq \max_{R_s, W} \frac{\text{tr}(W) \text{tr}(A A^H) \text{tr}(R_s)}{\lambda_{\min}^R \text{tr}(W)} \\
&= \frac{N_T \text{tr}(AA^H)}{\lambda_{\min}^R} \hspace{1cm} \text{(44)}
\end{align*}$$

where $\lambda_{\min}^R$ is the minimum eigenvalue of $R_s$.

Combining (41), (42) and (44), we draw the conclusion that the output SINR calculated by DMDSDR monotonically increases with respect to $m$ and is bounded by $\frac{N_T \text{tr}(AA^H)}{\lambda_{\min}^R}$.

So the proposed MDMSDR converges to a statistical point.

As to the computational complexities, it requires at most $O\left((LN_R)^{6.5} + (LN_T)^4 K^2.5 + K^4.5\right)$ operations to solve $\tilde{p}_{R_s}^{(m)}$ and $O\left((LN_T)^{0.5} + (LN_T)^4 K^2.5 + K^4.5\right)$ operations to solve $\tilde{p}_{W}^{(m)}$ at each iteration [36]. Moreover, $O\left((LN_T)^2\right)$ + $O\left((L)^{4.5}\right)$ operations are needed to synthesize $s^*$, i.e., $O\left((LN_T)^2\right)$ operations are needed for randomization and $O\left(K^{4.5}\right)$ operations are needed to solve (37) [33]. Similarly, $O\left((LN_R)^2\right) + O\left(K^{4.5}\right)$ are also needed to synthesize $w^*$.

Note that, in most practical situations, the number $((LN_T)^{6.5}$ or $(LN_R)^{6.5}$ takes the dominance. To this end, the total computational complexities of DMDSDR are given by $O\left\{ (LN_T)^{6.5}, (LN_R)^{6.5} \right\}$.

V. NUMERICAL EXPERIMENTS

In this section, several numerical experiments are carried out to show the performance of the designed waveform-filter pair. A MIMO radar with $N_T = 4$ transmit antennas and $N_R = 4$ receive antennas is considered. The antenna array is linear and uniform spaced, where the inter-element spacing is wavelength for transmit antennas and half-wavelength for receive antennas. The carrier frequency is 3GHz, and the code length is $L = 16$ with a sample rate $f_s = 1.5$MHz. Meanwhile, the target $\mathbf{T}$ is assumed at $\theta_0 = 30^\circ$. As to the noise, we assume that noises are correlated in each channel, but independent for different channels. Additionally, it obeys the complex Gaussian distribution $\mathbf{n} \sim \mathcal{CN}(0, \mathbf{R}_n)$ with $\mathbf{R}_n = \mathbf{I} = \mathbf{R}_n \otimes \mathbf{R}_n$, where $\mathbf{R}_n(m,n) = \sigma^2 \delta^{(m-n)}$, $\sigma^2$ and $\beta$ denote the noise power and correlation coefficient, respectively. Unless specially otherwise specified, $\sigma^2 = 10$ and $\beta = 0.8$ in the following numerical experiments.

A. Experiments for the spherical uncertainty set

In this subsection, we consider the spherical uncertainty set. Some experiments are carried out to test the proposed DMDSDR algorithms. Note that the algorithms proposed in [11] lack of ability to deal with the CMC waveform, thus, we give a comparison with the algorithms proposed in [12].

In our first experiment, 2 strong scatterers are supposed to exist in the scenario, which means the multipath number is $K = 3$ (see Fig.1 and (14)). The azimuths of multipath are assumed at $\theta_1 = -10^\circ$ and $\theta_2 = -30^\circ$ with the fast time delay $l_1 = 7$ and $l_2 = 5$ number samples, respectively. Moreover, the sphere center point is set to be $\mathbf{s}_0 = [0.8, 0.6 e^{i \pi / 3}, 0.2 e^{-i \pi / 6}]^T$. 100 random vectors are drawn to synthesize the transmit waveform and receive filter pair $(s^*, w^*)$ from $R_s$.

Fig.3 gives performance comparison of the designed waveform-filter pair between DMDSDR and algorithms in [12] (100 samples are randomly picked from the surface of the spherical uncertainty set to construct $\Theta$) with $r = 0.5$. 

| TABLE II |
|-----------------|-----------------|
| Input: $\{ A_j \}_{j=0}^{\infty}, R_n, \eta, \xi$ and $\varepsilon$. | 
| Initialization: | 
| Step 1: Optimize $W_{m}^{(m)}$ with (35), and record the optimal value as $\tilde{p}_{R_s}^{(m)}$. | 
| Step 2: Optimize $R_{s}^{(m)}$ with (36) and record the optimal value as $\tilde{p}_{W}^{(m)}$. | 
| Step 3: $m = m + 1$, repeat step 1 and step 2 until $\left(\gamma_{s}^{(m)} - \tilde{p}_{W}^{(m)}\right) / \gamma_{s}^{(m)} \leq \varepsilon$; Set $W^* = W_{m}^{(m)}$ and $R^* = R_{s}^{(m)}$. | 
| Step 4: Synthesize transmit signal and receive filter pair. If $R_{s}^{(m)}$ or $W^*$ is rank-one, then $R^* = s^* (s^*)^H$ or $W^* = w^* (w^*)^H$. Otherwise, synthesize $s^*$ and $w^*$. | 
| Output: $s^*$ and $w^*$. |
In particular, Fig. 3(a) depicts the transmit-filter antenna pattern calculated by \( P(\theta) = \left( w^\dagger \right)^H \left( J_0^T \otimes (b(\theta) a^T(\theta)) \right) s^* \), where azimuths of target and multipath are marked by red and green dotted lines, respectively. An inspection of Fig. 3(a) reveals that the antenna patterns form peaks near the direction of target and multipath to collect the energy from space. However, the peaks don’t completely overlap with these directions due to the coupling term \( b(\theta_0)a^T(\theta_k) + b(\theta_k)a^T(\theta_0) \) in \( y_k \). Another phenomenon is that the antenna pattern formed by the two algorithms are almost the same except for some shaper notches in the antenna pattern formed by DMSDR, which are marked by black ellipses. Fig. 3(b) outlines the actually output SINR with \((s^*, w^*)\) designed by DMSDR and algorithms in [12] for 50 samples \( u_i \) which are randomly selected from the uncertainty set with \( r = 0.5 \). One can see that the actually output SINR for each sample is almost the same for both algorithms. Additionally, Fig. 4 depicts the worst-case SINR versus different \( r \) with DMSDR and the algorithms in [12]. Note that the worst-case SINR decreases with respect to the increasing \( r \) due to the expansion of uncertainty set, which results in lower worst-case SINR. Compared with the DMSDR algorithm, the worst-case SINR calculated by the algorithms in [12] fluctuates more seriously when \( r \) is relatively large. Given that the surface area of sphere in \( n \)-dimension is proportion to \( r^{n-1} \), this reason can be explained based on the core idea in [12] that random samples from the surface are used to approximate the uncertainty set. However, the surface area of the sphere increases rapidly with respect to \( r \), which means the reduction of sampling density and insufficient approximation accuracy. Finally, combining Fig. 3(b) and Fig. 4 at \( r = 0.5 \), we find that the actually output SINR is significantly higher than the worst-case SINR (about 10.4dB), which demonstrates the effectiveness of the proposed DMSDR algorithm.

Our second experiment is carried out to show the superiority of DMSDR over the algorithms in [12], from which one can see the SINR losses owing to insufficient sampling. In this experiment, the number of multipath is increased to \( K = 25 \) and the uncertainty radius \( r \) is set to be 0.8 with other parameters being the same as the previous experiment. The azimuth and delay number of multipath returns are generated from the uniform distribution \( U(-\pi/2, -\pi/2) \) and the uniform integer distribution \( \mathcal{I}(1, 7) \), respectively. Moreover, the sphere center point is set to be \( u_0 = \frac{2^{n/4}}{\sqrt{n+1}}\mathbf{1}_{K+1} \).

Similarly, Fig. 5 gives performance comparison of the designed waveform-filter pair between DMSDR and algorithms in [12] with \( r = 0.8 \). Fig. 5(a) depicts the corresponding transmit-receive antenna pattern with azimuths of target and multipath marked by red and green dotted lines, respectively. One can observe that the antenna pattern fails to capture the whole incident energy from different directions due to the lack of enough transmit and receive freedom. As a consequence, the antenna pattern forms a few notches at some multipath directions. Moreover, the two algorithms forms similar antenna patterns expect that DMSDR forms some shaper notches. Alternatively, Fig. 5(b) outlines the actually output SINR as well as the worst-case SINR for 50 random samples \( u_i \). Fortunately, even though antenna pattern couldn’t capture the whole energy perfectly, the performance of waveform-filter pair is still satisfactory in terms of actually output SINR, i.e., the actually output SINR is significantly higher than the worst-case SINR for both algorithms. However, the SINR loss of the algorithms in [12] is obvious in Fig. 5(b) compared with DMSDR. Generally speaking, the minimum, average and maximum values of actually output SINR for algorithms in [12] are 18.1dB, 20.5dB and 22.2dB, respectively. Meanwhile, the minimum, average and maximum values of actually output SINR for DMSDR are 18.8dB, 21.1dB and 22.8dB, respectively. The SINR loss is an immediate sequence of insufficient sampling. These results demonstrate the competitiveness of DMSDR compared with its counterpart in [12].
is higher than the worst-case SINR, which demonstrates the effectiveness of the proposed DMDSDR algorithm.

In order to give an insight into the effects on the worst-case SINR caused by the parameters of the annular uncertainty set, Fig.7 outlines the worst-case SINR with respect to different parameters versus the number of iterations. As expected, the worst-case SINR monotonically increases with respect to the number of iterations. Comparisons among the SINR curves in Fig.7 reveals that the worst-case SINR is mainly affected by the parameter \( a \) which represents the lower bound amplitude of the strongest path. These in turn verify the antenna pattern properties in Fig.6(b).

Finally, we are going to see an interesting phenomenon. As shown in Fig.7, swapping values of \( b \) and \( c \) has few effects on the worst-case SINR(see \( \Theta(2, 1, 0.5, 2) \) and \( \Theta(2, 0.5, 1, 2) \) curves in Fig.7). Nevertheless, we will illustrate that swapping values of \( a \) and \( b \) (or \( a \) and \( c \)) will affect the worst-case SINR. Before that, we must clarify its physical meaning of \( \eta(k) > \eta(1) \). Note that \( \eta(1) \) denotes the lower bound amplitude of the target returns from line of sight, while \( \eta(k) \) denotes the lower bound amplitude of the target returns from the direction of \((k-1)\)th multipath. Thus, \( \eta(k) > \eta(1) \) means that a repeater which amplifies the signal exists at the direction \( \theta_{k-1} \). Fig.8 shows the effects on worst-case SINR and transmit-receive antenna pattern caused by swapping values of \( a \), \( b \) and \( c \). One can find that the worst-case SINR changes with respect to the permutation of \( a \), \( b \) and \( c \), which can be explained from the antenna pattern (see Fig.8(b)) whose mainlobe always points at the direction of the strongest returns.

### B. Experiments for the annular uncertainty set

This subsection is devoted to robust waveform-filter design against the annular uncertainty set with DMDSDR. In the following experiment, the number of multipath is \( K = 2 \). The azimuths of multipath are assumed at \( \theta_1 = -30^\circ \) and \( \theta_2 = -10^\circ \) with the fast time delay \( l_1 = 3 \) and \( l_2 = 7 \) samples, respectively. The transmit waveform is initialized by a pseudo random phase coded signal and the tolerable error is set to be \( \varepsilon = 0.001 \).

Denoted \( \Theta(a, b, c, d) \) by the annular uncertainty set, where \( \eta = [a, b, c]^T \) and \( \xi = [a + d, b + d, c + d]^T \). Fig.6 gives performance of the designed waveform-filter pair by DMDSDR with \( \Theta(2, 1, 0.5, 2) \). More exactly, Fig.6(a) depicts the transmit-receive antenna pattern. Instead of forming several peaks to capture the energy from different directions, the antenna pattern just forms a peak at the direction of target, which is very different from the cases under spherical uncertainty. As aforementioned, the annular uncertainty set means no phase information of returns. Therefore, collecting energy from all directions may result in energy cancelling. To this end, the robust way is to collect the strongest energy, which leads to the antenna pattern in Fig.6(a). In order to investigate the output SINR achieved by DMDSDR, 50 samples \( u_k \) are randomly picked from the annular uncertainty set, where the amplitude and the phase of \( u_k(k) \) are generated from the uniform distribution \( \mathcal{U}(\eta(k), \xi(k)) \) and \( \mathcal{U}(\pi, \pi) \), respectively. Fig.6(b) depicts the actually output SINR for each sample as well as the worst-case SINR. We find that the actually output SINR is higher than the worst-case SINR, which demonstrates the effectiveness of the proposed DMDSDR algorithm.

### VI. Conclusion

In this paper, robust design problems of waveform-filter for extended target detection in the presence of multipath with the MIMO radar are considered. In order to deal with the imprecise prior knowledge of the target and multipath scattering coefficients, the worst-case SINR is used as the designing criterion. Two different types of the uncertainty sets are studied. The first one is the spherical uncertainty set, which means that the actual scattering coefficients belong to a scaled ball centered around an a priori known scattering coefficients. The second one is the annular uncertainty set, which means that the amplitude of scattering coefficients can be roughly estimated in advance, but the phase information can’t be obtained.

For the spherical uncertainty set, we propose the DMSDR algorithm to solve this problem. The Lagrange duality function is utilized to convert the inner minimization problem to a maximization problem. Then, the maximization problem is approximate by a convex problem with the SDR, which can be solved in polynomial time.

For the annular uncertainty set, we propose the DMDSDR algorithm to solve this problem. Note that the annular uncertainty set is non-convex. The SDR method is used to approximate the inner minimization problem with a SDP problem, then, it is be converted to a maximization problem based on Lagrange duality. We devise a cyclic SDR method to optimize the covariance of transmit waveform and receive filter alternatively. Additionally, the convergences of DMDSDR are proved theoretically.
At the analysis stage, some numerical experiments are presented. It can be observed that both the DMSDR algorithm and DMDSR algorithm provide the relatively stable output SINR, which highlights the robustness of the designed transmit waveform and receive filter pair. Another interesting result is that the optimal waveform-filter pair against the annular uncertainty set always tracks the energy from the direction of the strongest returns.

Our future researches may include the waveform design under more practical constraints, such as PAR constraint, similarity constraint and spectrally compatible constraint. Moreover, waveform design for other purposes in the presence of multipath, for instance, location and recognition, will be also interesting.

APPENDIX A
PROOF OF PROPOSITION 1

For a given $s_0$, the optimal objective in $P_1$ and $P'_1$ can be represented as $\max \min_{w} \frac{|w^H Y u|^2}{w^H R_n w}$ and $\min \max_{u} \frac{|w^H Y u|^2}{w^H R_n w}$, respectively.

Note that $\frac{|w^H Y u|^2}{w^H R_n w} = \frac{u^H Y w w^H Y u}{w^H R_n w}$ is a convex with respect to $u$, and the constraint $\|u - u_0\|_2 \leq r$ is also a convex set. Therefore, according to Theorem 1 in [18], we get

$$\max \min_{w} \frac{|w^H Y u|^2}{w^H R_n w} = \min \max_{u} \frac{|w^H Y u|^2}{w^H R_n w},$$

(45)

with the constraint $\|u - u_0\|_2 \leq r$.

Consequently, we get

$$\max \min_{w,s} \frac{|w^H Y u|^2}{w^H R_n w} = \max \min_{u} \frac{|w^H Y u|^2}{w^H R_n w},$$

(46)

with the constraints $\|u - u_0\|_2 \leq r$ and $|s(\cdot)| = 1$.

Thus, Thus we complete the proof of Proposition 1.

APPENDIX B
PROOF OF PROPOSITION 2

The Lagrange function of (17) can be represented as

$$\mathcal{L}(\mu, u) = u^H Y R_n^{-1} Y u + \mu \left(\|u - u_0\|_2^2 - r^2\),$$
Thus we complete the proof of Proposition 2.

APPENDIX C
PROOF OF PROPOSITION 3

\[
    T(s) = Y^H R_n^{-1} Y
    \begin{bmatrix}
        s^H A^H_1 \\
        s^H A^H_2 \\
        \vdots \\
        s^H A^H_K
    \end{bmatrix} R_n^{-1} [A_0 s, A_1 s, \ldots A_K s]
    = \begin{bmatrix}
        s^H A^H_1 R_n^{-1} A_0 s \\
        s^H A^H_1 R_n^{-1} A_1 s \\
        \vdots \\
        s^H A^H_1 R_n^{-1} A_K s
    \end{bmatrix}
    \]

and

\[
    T(i, j) = s^H A^H_i R_n^{-1} A_j - s^H A^H_i R_n^{-1} A_j - s
    = \text{tr} \left( A^H_i R_n^{-1} A_j - s \right)
    .
\]

Thus we complete the proof of Proposition 3.

APPENDIX D
PROOF OF PROPOSITION 4

Let \( E_k = e_k e_k^H \), we reformulate \( P_{1,2} \) as

\[
    \begin{align*}
    &\min_{R_k} \text{tr} \left( Y^H w w^H Y R_k \right) \\
    \text{s.t.} &\quad \eta(k)^2 - \text{tr} (E_k R_k) \leq 0 \\
    &\quad \text{tr} (E_k R_k) - \xi(k)^2 \leq 0 \\
    &\quad R_k \succeq 0
    \end{align*}
\]

And the Lagrange function of (47) can be represented as

\[
    \mathcal{L}(\mu, h, Z, R_k) = \text{tr} (Y^H w w^H Y R_k) - \text{tr} (Z R_k) + \sum_{k=1}^{K+1} \mu(k) \left( \eta(k)^2 - \text{tr} (E_k R_k) \right) + h(k) \left( \text{tr} (E_k R_k) - \xi(k)^2 \right)
\]

where \( \lambda, \nu, Z \) are the corresponding dual variables. And the Lagrange dual function

\[
    g(\mu, h, Z) = \inf_{R_k} \mathcal{L}(\mu, h, Z, R_k).
\]

Let \( f = \eta \odot \eta, g = \xi \odot \xi \), and we get the dual problem of \( P_{1,2} \)

\[
    \begin{align*}
    &\max_{\mu, h, Z} u^T f - h^T g \\
    \text{s.t.} &\quad Y^H w w^H Y - Z + \sum_{k=1}^{K+1} (h(k) - \mu(k)) E_k = 0 \\
    &\quad \mu(k) \geq 0, h(k) \geq 0, k = 1, 2, 3, \ldots, K + 1, \\
    &\quad Z \succeq 0
    \end{align*}
\]

Thus we complete the proof of Proposition 4.

APPENDIX E
PROOF OF PROPOSITION 5

Note that the objective of \( P_{W}^{(m)\prime} \) is equivalent to the objective of \( P_{W}^{(m)} \), but the feasible set of \( P_{W}^{(m)\prime} \) is included by the feasible set of \( P_{W}^{(m)} \), thus \( p_{W}^{(m)\prime} \leq p_{W}^{(m)} \).

Moreover, for any feasible solutions \( (\mu, h, Z, W) \) for \( P_{W}^{(m)} \), there exists \( (\mu/\xi, h/\xi, Z/\xi, W/\xi) \) is a feasible solution for \( P_{W} \) with the same objective value in \( P_{W} \) where \( \xi = \text{tr}(R, W) \). So, \( p_{W}^{(m)\prime} = p_{W}^{(m)} \), and the optimal solution \( (\mu^*, h^*, Z^*, W^{(m)}) \) for \( P_{W}^{(m)\prime} \) is also a optimal solution for \( P_{W}^{(m)} \).

Thus we complete the proof of Proposition 5.
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