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Abstract—Versatile Video Coding (VVC), as the latest standard, significantly improves the coding efficiency over its predecessor standard High Efficiency Video Coding (HEVC), but at the expense of sharply increased complexity. In VVC, the quad-tree plus multi-type tree (QTMT) structure of the coding unit (CU) partition accounts for over 97% of the encoding time, due to the brute-force search for recursive rate-distortion (RD) optimization. Instead of the brute-force QTMT search, this paper proposes a deep learning approach to predict the QTMT-based CU partition, for drastically accelerating the encoding process of intra-mode VVC. First, we establish a large-scale database containing sufficient CU partition patterns with diverse video content, which can facilitate the data-driven VVC complexity reduction. Next, we propose a multi-stage exit CNN (MSE-CNN) model with an early-exit mechanism to determine the CU partition, in accord with the flexible QTMT structure at multiple stages. Then, we design an adaptive loss function for training the MSE-CNN model, synthesizing both the uncertain number of split modes and the target on minimized RD cost. Finally, a multi-threshold decision scheme is developed, achieving a desirable trade-off between complexity and RD performance. The experimental results demonstrate that our approach can reduce the encoding time of VVC by 44.65%~66.88% with a negligible Bjontegaard delta bit-rate (BD-BR) of 1.322%~3.188%, significantly outperforming other state-of-the-art approaches.
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I. INTRODUCTION

Along with the development of multimedia technology, ultra-high-definition (UHD) and virtual reality (VR) video have become increasingly widespread, causing the explosive growth of visual data. High Efficiency Video Coding (HEVC), the current-generation standard, is gradually becoming incapable for meeting the requirements of the future video market. Therefore, the Joint Video Exploration Team (JVET) is developing the next-generation standard, Versatile Video Coding (VVC). For VVC, a variety of new coding techniques have been adopted, such as the quad-tree plus multi-type tree (QTMT) structure of coding unit (CU) partition, the position-dependent intra-prediction, the affine motion compensation prediction and so on. These new techniques introduced in VVC achieve large gains over HEVC in coding efficiency. However, the complexity of VVC is also drastically greater than that of HEVC. As measured with the reference software VTM [1], the encoding complexity of VVC at intra-mode is on average 18 times higher than that of HEVC, making VVC unsuitable for practical applications. In particular, the QTMT-based CU partition accounts for over 97% of the encoding time [2]. Therefore, it is necessary to significantly reduce the complexity of VVC, while maintaining the desirable coding efficiency.

During the past decade, numerous studies have contributed to the complexity reduction of HEVC, which is the predecessor to VVC. In HEVC, the CU partition consumes the largest fraction of the encoding time, and thus many approaches [3]–[8] have sought to simplify the CU partition in order to reduce the complexity of HEVC. Similarly, the CU partition structure of VVC, which is much more flexible and computationally demanding than that of HEVC, can be simplified as studied in [9]–[16]. These studies can be classified into two categories: heuristic approaches and data-driven approaches. In heuristic approaches, some intermediate features of encoding, such as textural homogeneity/complexity and spatial correlation, were utilized to build statistical models for the CU partition. With these models, the redundant rate-distortion optimization (RDO) processes in the earlier quad-tree plus binary-tree (QTBT) [9]–[11] or the brand-new QTMT [12], [13] structure of CU partition can be skipped. In data-driven approaches, the CU partition can be automatically learned from sufficient data, addressing the drawback that heuristic approaches rely heavily on the handcrafted feature extraction. As a representative deep learning model, the convolutional neural network (CNN) can exploit the spatial correlation of textural content. For example, Jin et al. [14] and Wang et al. [15] utilized CNN models to determine the range of CU depth in the QTBT structure. The shortcoming of [14], [15] lies in its limited potential to reduce the encoding complexity, because various CU partition patterns may have the same CU depth. Later, Galpin et al. [16] proposed directly determining the CU partition, by predicting all possible CU boundaries in units of 4 × 4 blocks with a deep CNN. However, the bottom-up decision in [16] leads to redundant computation of the CNN, for most cases when the
split CUs do not reach the minimum CU size. Moreover, to the best of our knowledge, no data-driven approach has been designed to date for determining the newest QTMT-based CU partition in VVC. It is worthy to directly determine the QTMT-based CU partition of VVC in a data-driven manner, benefiting from the high prediction accuracy of deep learning.

In this paper, we propose a deep learning approach to accurately predict the CU partition, in order to reduce VVC complexity at intra-mode. First, we establish a large-scale database for learning the QTMT-based CU partition in VVC\(^1\), collected from 8,000 raw images and 204 raw video sequences at four quantization parameter (QP) values. Analyzing the sufficient data, we find that the possible split modes of CUs depend on the stage of CU partition. Next, we propose a multi-stage exit CNN (MSE-CNN) model to determine the CU partition at multiple stages. Combining conditional convolution in the backbone and sub-networks in the branches, the MSE-CNN model has sufficient network capacity to learn the CU partition. In addition, we introduce an early-exit mechanism to drastically reduce the complexity of MSE-CNN, by skipping the prediction of redundant CUs. Furthermore, we design an adaptive loss function for training the MSE-CNN model, synthesizing both the classification loss with an uncertain number of split modes and the target on minimized rate-distortion (RD) cost. Finally, a multi-threshold decision scheme is developed to achieve a desirable trade-off between complexity and RD performance. As a result, our approach can drastically reduce the complexity of intra-mode VVC, while maintaining high RD performance. In brief, the main contributions of this paper are summarized as follows.

- We establish a large-scale database to learn the QTMT-based CU partition of intra-mode VVC, which may facilitate other data-driven VVC complexity reduction studies.
- We propose a deep MSE-CNN model with an early-exit mechanism to determine the CU partition at multiple stages, with little computation overhead.
- We design an adaptive loss function synthesizing both the variable number of split modes and the optimization on RD performance, to train our MSE-CNN model.

The rest of this paper is organized as follows. Section II reviews the related works on complexity reduction for VVC and its predecessors. Section III presents the database for the QTMT-based CU partition. In Section IV, we propose the MSE-CNN approach for fast CU partition in VVC. Section V shows the experimental results to verify the effectiveness of our MSE-CNN approach. Finally, Section VI concludes this paper.

II. RELATED WORKS

During the past decade, numerous approaches have been proposed to accelerate the block partition for VVC and other video coding standards.

A. Approaches for Previous Standards

Prior to the VVC standard, some main video coding standards include HEVC, VP9 [17], AV1 \([18]\) and AVS2 \([19]\).

In particular, the HEVC standard developed by the Joint Collaborative Team on Video Coding (JCT-VC) has been established as the international video coding standard and has become a focus of research. The approaches for simplifying the coding tree unit (CTU) partition in HEVC can be generally classified into two categories: heuristic and data-driven approaches. Heuristic approaches extract intermediate features during encoding to build statistical models. With these models, the brute-force RDO search of the CTU partition can be simplified, by skipping redundant processes in CTU partition. Considering that the CU partition consumes the most encoding time in HEVC, most approaches \([3–6], [20–26]\) focus on the early decision of the CU partition. Specifically, Shen et al. \([41]\) developed a dynamic CU depth range decision approach for fast intra-prediction, taking advantage of the texture property and coding information from the neighboring CUs. Then, texture homogeneity and spatial correlation are utilized to skip the coding process for some CUs. Min et al. \([24]\) proposed a fast CU partition prediction approach, in which global and local edge complexity is analyzed to determine the split modes of CUs. In addition, the support vector machine (SVM), an effective algorithm for classification, is utilized in fast CU partition. For example, Shen et al. \([35]\) proposed modeling the early termination of CU partition as a binary-classification problem, utilizing a weighted SVM. Zhu et al. \([6]\) proposed a binary and multi-class SVM approach to predict the CU partition with an off-on-line learning mechanism. In addition to the CU partition, other recursive processes nested in CTU can be accelerated, such as prediction unit (PU) partition \([26], [27], [38]\), PU mode selection \([31], [39–41]\) and transform unit (TU) partition \([26], [42]\).

While the heuristic approaches have contributed to complexity reduction of HEVC, they rely heavily on the handcrafted feature extraction, which is inefficient in some extent and can hardly model the correlation among multiple features. In fact, the features can be automatically learned from sufficient data, benefiting from recent success of deep learning. The CNN, as a representative deep learning model, has been utilized to reduce the complexity of CTU partition in \([7], [8], [43], [44]\). For example, Liu et al. \([7]\) proposed a CNN approach for reducing the CU and PU searching modes, called the CTU structure decision CNN (CSD-CNN), such that the encoding process can be simplified. Laude et al. \([44]\) formulated the intra-mode prediction as a multi-classification problem, and designed a five-layer CNN to select suitable prediction modes. Xu et al. \([8]\) proposed a deep CNN model, named the early-terminated hierarchical CNN (ETH-CNN), for predicting the structured output of CU partition. As a result, the complexity for HEVC can be significantly reduced. Compared with the heuristic approaches, data-driven approaches typically achieve higher prediction accuracy of CTU partition, which is beneficial for the overall complexity-RD performance. In addition to HEVC, heuristic and data-driven approaches succeed in reducing the complexity of VP9 \([45], [46]\), AV1 \([47–49]\) and AVS2 \([50–52]\).
by learning the binary/ternary/quad-tree based block partition structure.

B. Approaches for VVC

In VVC, the new partition structure of QTBT or QTMT is introduced, further enhancing the flexibility of CU partition but giving rise to extremely higher complexity. Similar to that of HEVC, the complexity of VVC can also be reduced by heuristic and data-driven approaches. For heuristic approaches [9–13], later ones were designed for the QTBT structure. Among them, Yamamoto [9] proposed accelerating the QTBT-based CU partition, by reducing the maximum binary-tree depth in non-key frames. Although this scheme can reduce part of encoding time, the frame content is ignored and thus it fails to achieve the optimal CU partition in the accelerated frames. As a solution to such content-irrelevant scheme, the decision tree was applied to select possible CU partition that is finally adopted by the standard. They can only predict the range of CU depth [14], [15] or the out-of-date QTBT-based CU partition [16]. (2) For HEVC, the existing acceleration works mainly focus on predicting the quad-tree-based CU partition, with either a hierarchical CU partition map [8] or three-level classifiers deciding whether each CU is split [7], [58]. However, in VVC, much more splitting patterns are supported for the location and size of CUs in each CTU (5,781 patterns compared to 85 patterns), which cannot be modeled with a simple combination of classifiers. Thus, the HEVC-oriented approaches [7], [8], [58] cannot be applied in VVC. Instead, the more complicated CU partition in VVC can be predicted by the proposed MSE-CNN model.

III. CU Partition Database

A. Overview of CU Partition

In this section, we briefly review the CU partition in the VVC standard, which is significantly different from that in the HEVC standard. In the HEVC standard, a CTU either contains a single CU or is recursively split into smaller square CUs via the quad-tree. The size of a CTU is $64 \times 64$ pixels by default, and the minimal size of a CU can be $8 \times 8$ in HEVC. In the finalized VVC standard, the CU partition is more flexible than that in HEVC. With the QTMT structure, a CU can be split not only into squares, but also into rectangles. This structure enables the CUs of VVC to be adaptive to more texture patterns of video content. According to the QTMT structure, a CTU can either contain a single CU, or be split into smaller CUs with a quad-tree. Then, the smaller CUs can be further split with a quad-tree or multi-type tree. The multi-type tree contains binary-tree and ternary-tree, which have two split modes, namely the horizontal and vertical modes. See Figure 1 for examples. Additionally, the default CTU size is $128 \times 128$, and the minimal size of a CU is $4 \times 4$ in VVC. Consequently, the CU sizes in the CTU are diverse, ranging from $128 \times 128$ to $4 \times 4$. Moreover, the CU partition for intra-mode VVC is separately applied for the luminance and chrominance channels, different from intra-mode HEVC where the same CU partition is used for all color channels.

To summarize, given the brand-new QTMT structure in VVC, the number of possible CU sizes is considerably greater than those in HEVC.

To obtain the split CUs with the above characteristics, a multi-stage hierarchical partition process is carried out. As shown in Figure 1, the process of splitting a $128 \times 128$ CTU into $64 \times 64$ CUs can be regarded as Stage 1. Then, the process of further splitting those $64 \times 64$ CUs into $32 \times 32$ CUs can be regarded as Stage 2, and so on. Under the default configuration of intra-mode VVC, all $128 \times 128$ CTUs are forced to be split into smaller CUs.

In this section, we focus on the CU partition for the luminance channel, because it consumes the most encoding time in the VTM encoder. The CU partition for the chrominance channel can be analyzed in a similar manner, as shown in the Supporting Document.
into 64×64 CUs, and thus only quad-tree mode is supported at Stage 1. Then, both non-splitting and quad-tree modes are supported at Stage 2. For the subsequent stages, at most six modes are possible (non-splitting, quad-tree, horizontal binary-tree, vertical binary-tree, horizontal ternary-tree and vertical ternary-tree), satisfying that the minimum width or height is 4 for CUs. Figure 1 visualizes the possible CU sizes and split modes at different stages. In the VVC standard, the optimal CU partition result is obtained through a brute-force RDO search, by checking the RD cost of all possible CUs and then selecting the combination of CUs with the minimal RD cost. The basic idea of the RDO search in VVC is similar to that in HEVC. However, the increased flexibility of CU partition in VVC leads to extremely high coding complexity compared to that for HEVC. For each CTU in HEVC, 81 CUs need to be checked during encoding, while this number increases to 5,781 in VVC. In fact, only a small portion of checked CUs (at least 1 CU, at most 1,024 CUs) are present in the final partition result. Therefore, a major portion of CUs can be skipped during the RDO search, through accurate prediction of the CU partition.

B. Database Establishment

To train the models and evaluate the performance for our approach, we have established a large-scale database for the CU partition of intra-mode VVC (named CPIV database). The data were collected from 204 raw video sequences \[65\]–\[68\] and 8,000 raw images \[64\] with multiple resolutions and diverse content. These video sequences and images were divided into three non-overlapping sets for training (6,400 images and 160 sequences), validation (800 images and 22 sequences) and test (800 images and 22 sequences). Among them, 182 training/validation sequences and all 8,000 images can be freely used for non-commercial research, and the details are listed in Table I. All video sequences and images were encoded by the VVC reference software VTM-7.0 \[1\]. Here, four QPs \{22, 27, 32, 37\} were applied to encode these sequences and images at the All-Intra (AI) configuration with the file encoder_intra_vtm.cfg. Considering that only resolutions in multiples of 8×8 are supported in VTM-7.0, the NTSC sequences were cropped to 720×480 by removing the bottom edges of the frames. Moreover, the sequences longer than 10 seconds were clipped to 10 seconds, avoiding excessively large video files in our database.

For our CPIV database, the CU partition labels can be obtained after encoding. Each label represents the ground-truth split mode for a CU, and is equal to one of the six possible split modes: non-splitting (mode 0), quad-tree (mode 1), horizontal binary-tree (mode 2), vertical binary-tree (mode 3), horizontal ternary-tree (mode 4) and vertical ternary-tree (mode 5). In addition, the RD cost for all possible modes of each CU was recorded, which can be used for network training, in

---

**TABLE I**

**Configuration of CPIV Database**

| Source                  | Resolution | Num. of images/sequences | Total num. of CUs | Total num. of CTUs |
|-------------------------|------------|--------------------------|-------------------|--------------------|
| Raw Image Dataset (RAISE) \[64\] | 2880×1920 | 2,000                    | 372,692,745       |                    |
|                         | 2304×1536 | 2,000                    | 242,719,640       |                    |
|                         | 1534×1024 | 2,000                    | 173,765,055       |                    |
| Facial video \[65\]     | 1920×1080 (1080p) | 0  | 72,990                | 9,600,712         |
| Consumer Digital Video Library \[66\] | 1920×1080 (1080p) | 30  | 622,580               | 319,216,235       |
|                         | 640×360 (360p) | 59  | 40,520                | 20,099,422        |
|                         | 2048×1080 (1080p) | 18  | 95,332                | 31,108,700        |
|                         | 1920×1080 (1080p) | 24  | 471,840               | 125,995,868       |
|                         | 1280×720 (720p) | 4  | 30,660                | 15,913,923        |
|                         | 768×576 (480p) | 5  | 7,000                 | 5,441,228         |
|                         | 720×486 (NTSC) | 7  | 10,545                | 7,655,478         |
|                         | 352×288 (CIF) | 25 | 14,368                | 8,803,430         |
|                         | 256×192 (3MP) | 1  | 1,000                 | 783,822           |

Aggregated 8,182 6,099,233 1,199,028,614

---

---
Thus, our analysis focuses on 64×64 MSE-CNN in a stage-wise top-down manner, to drastically search. In our approach, the CU partition can be predicted by standard VVC encoder, all possible CUs in each CTU should for learning the QTMT-based CU partition in VVC. For the A. MSE-CNN for Learning CU Partition

Fig. 2. Proportions of CUs with different split modes for the luminance channel. Note that each value inside parentheses represents the number of CUs. For the same CU size, the length proportion among sub-bars equals to the numerical proportion of CUs among different modes.

IV. COMPLEXITY REDUCTION FOR INTRA-MODE VVC

A. MSE-CNN for Learning CU Partition

In this section, we present the proposed MSE-CNN model for learning the QTMT-based CU partition in VVC. For the standard VVC encoder, all possible CUs in each CTU should be checked in a bottom-up manner, using the brute-force RDO search. In our approach, the CU partition can be predicted by MSE-CNN in a stage-wise top-down manner, to drastically accelerate the encoding process. The overall structure of MSE-CNN is shown in Figure 3(a). As shown in this figure, the luminance channel of a 128×128 CTU is input to MSE-CNN, and flows through a convolutional layer to extract a group of 128×128 feature maps. Using the feature maps, at most six split mode decision units are successively applied, corresponding to the CU partition at six stages. In each split mode decision unit, the input feature maps first flow through a series of convolutional layers, named conditional convolution, to extract the textural features in the backbone of MSE-CNN. Then, the feature maps are fed into a sub-network to predict the split mode of one CU, conducted in the branches of MSE-CNN. If the prediction result is non-split, the CU partition is early-terminated at the current stage; otherwise, the part of feature maps, corresponding to the location of each split CU, is input to the next stage. Benefiting from the light-weighted structure of MSE-CNN, the input feature maps for all convolution operations can be directly fed into the corresponding layer, with no need to be divided into patches before convolution. The details about conditional convolution and sub-network are presented below.

Conditional convolution. The efficacy of a neural network relies on sufficient features and depth. Therefore, we extract textural features and deepen the MSE-CNN model in this process. Instead of a fixed structure, we select the structure on condition of the CU size. This is because the CU size may be considerably variable at the same stage, and different depths of extracted features tend to be suitable for them. The mechanism of conditional convolution is shown in Figure 3(b), which is inspired by the efficient ResNet model [57]. Assume that the size of a CU is \( w \times h \). Then, the minimal axis length of this CU is \( \min(w, h) \), and is used to measure the granularity of the CU partition. If the minimal axis length of the current CU and that of its parent CU are \( a_c \) and \( a_p \), respectively, the input feature maps are processed with \( n_r \in \{0, 1, 2\} \) residual units, formulated as

\[
N_r = \begin{cases} 
\log_2 \left( \frac{a_c}{a_p} \right) & 4 \leq a_c \leq 64 \\
1 & a_c = 128.
\end{cases}
\]

Here, the convolution operations in residual units are all overlapping with stride of 1 and zero-padding, keeping the size of feature maps unchanged. Afterwards, the feature maps processed by \( n_r \) residual units are used as input to the sub-network. Such unfixed design provides a crucial property for MSE-CNN, meaning that the index of residual unit \( k \in \{1, 2, ..., 6\} \) is determined once the size of current CU is known, satisfying \( k = \log_2 \left( \frac{256}{\min(w, h)} \right) \). A numerical example of conditional convolution is provided in Table III. As shown in this table, the number of residual units \( n_r \) at each stage is decided by the minimal axis length \( \langle a_p \rangle \) and \( \langle a_c \rangle \) of both the parent and current CUs, respectively. As a result, the index \( k \) of residual unit ranges from 1 to 6 when \( a_c \) decreases from 128 to 4. For the cases other than this example, the usage of residual units can be analyzed in a similar manner. For all residual units with the same index \( k \) (though they may be at different stages) throughout MSE-CNN, we need to share the trainable parameters, ensuring that all similar-sized CUs are fed with the same sorts of features in the following sub-network.

In the VTM-7.0 encoder, all 128×128 CTUs are forced to be split into 64×64 CUs by quad-tree. As a fixed stage, it does not need to be learned. Thus, our analysis focuses on 64×64 and smaller CUs.
Sub-network. In each sub-network for the partition of 64×64 or smaller CUs, the input feature maps flow into a series of convolutional and fully connected layers, for predicting the split mode. The configuration of each sub-network is related to its corresponding CU size, as shown in Figure 3(b). In each sub-network, the input feature maps are fed into two or three convolutional layers, to extract low-level features for the CU partition. For all convolutional layers, the width and height of their kernels are integer powers of 2, such as 2×2 and 4×4. Additionally, the kernel strides in two dimensions are set equal to the width and height of the kernels, and thus all kernels are non-overlapping. Such non-overlapping convolution is adaptive to the size and location of non-overlapping CUs in the final partition. It lies in that the receptive field of a convolutional kernel co-locates a possible CU in most cases. As an example, Figure 4 illustrates the convolution operations in the sub-network for partition of a 16×16 CU. This sub-network includes three successive non-overlapping convolutional layers NC4,1, NC4,2 and NC4,3, with the kernel sizes of 4×4, 2×2 and 2×2, respectively. The receptive fields for these layers are calculated as follow:

- Direct receptive field: For the first layer NC4,1, the size of input feature map equals to that of CU, and thus the receptive field size is equal to the kernel size, 4×4. Because of the non-overlapping setting of convolution, these receptive fields are also non-overlapping, and the location of each receptive field is that of a possible 4×4 CU.
- Indirect receptive field: For the next layer NC4,2, considering that the input feature map has been down-sized by 4×4 scale, a 2×2 kernel corresponds to a receptive field of 8×8 in size, with each receptive field co-locating a possible 8×8 CU. Similarly, for layer NC4,3, the input feature map has been down-sized by ×8 scale, and thus a 2×2 kernel corresponds to a 16×16 receptive field, co-locating a possible 16×16 CU.

Moreover, an animation is provided in the Supplementary File to better illustrate the above process. From the above analysis, these convolutional layers are with receptive fields of 4×4, 8×8 and 16×16 in size, which can always be the possible location of CUs within this 16×16 CU. The receptive fields at each layer are all non-overlapping, and thus the CUs are non-overlapping. For other sub-networks with different sizes of input feature maps, there exists similar analysis.

[^1]: Also available online at: https://github.com/tianyili2017/CPIV/blob/master/Non-overlapping
Therefore, the non-overlapping convolution is adaptive to both the size and location of CUs. Then, the output feature maps of convolutional layers flow through two fully connected layers to obtain the split mode. Consequently, each sub-network outputs a one-hot vector, which is the prediction result for the ground-truth one-hot vector. Here, the output vector length ranges from 2 to 6, depending on the CU size. Moreover, QP also has a significant influence on the CU partition. Along with QP decreases, more CUs tend to be split, and vice versa. Therefore, before the first convolutional and the first fully connected layer, QP is supplemented as an external feature. Considering that some certain features in MSE-CNN may be connected layer, QP is supplemented as an external feature.

### TABLE II

| Stage | Size of current CU | Size of parent CU | Minimal axis length of current CU: \(a_c\) | Minimal axis length of parent CU: \(a_p\) | Number of residual units: \(n_r\) | Index of residual unit: \(i_c\) |
|-------|--------------------|------------------|--------------------------------|--------------------------------|------------------|------------------|
| 1     | 128 × 128          | 128              | 128                             | -                              | 1                | 1                |
| 2     | 64 × 64            | 64               | 64                              | 128                            | 1                | 2                |
| 3     | 32 × 32            | 32               | 32                              | 64                             | 1                | 3                |
| 4     | 16 × 16            | 16               | 16                              | 32                             | 1                | 4                |
| 5     | 8 × 8              | 8                | 8                               | 8                              | 1                | 5                |
| 6     | 4 × 4              | 4                | 4                               | 4                              | 1                | 6                |

In (2), the normalized value is calculated by
\[
\tilde{q} = \frac{q}{51} + 0.5.
\]

### Section V-B

#### B. Loss Function for Training MSE-CNN

The proposed MSE-CNN solves a sophisticated problem with three main properties as follows.

I. There exist highly unbalanced proportions for different split modes. See Figure 2 for more details.

II. In VVC, different split modes typically lead to different RD cost, while a simple cross-entropy function cannot address it.

Thus, the loss function for MSE-CNN should be adaptive to the above properties.

For a CU with width \(w\) and height \(h\), the set of all possible split modes is denoted by \(\mathcal{M}(w, h)\). Each element \(m\) in \(\mathcal{M}(w, h)\) is the index of a split mode, where \(m \in \{0, 1, 2, 3, 4, 5\}\). For ease of training, a mini-batch only contains CUs with the same size. Assume that the size of mini-batch is \(N\), and the index of a CU is \(n\). First, we apply the basic cross-entropy as the loss function:

\[
L_{CE,B} = -\frac{1}{N} \sum_{n=1}^{N} \sum_{m \in \mathcal{M}} y_{n,m} \log(\hat{y}_{n,m}),
\]  

where \(y_{n,m}\) and \(\hat{y}_{n,m}\) represent the ground-truth binary label and predicted probability for the \(n\)-th CU at split mode \(m\).

Considering the unbalanced proportions of split modes, different penalty weights can be applied to (3) according to the proportions. Then, the cross-entropy can be modified as

\[
L_{CE} = -\frac{\sum_{n=1}^{N} (\frac{1}{p_m})^\alpha \cdot \sum_{m \in \mathcal{M}} y_{n,m} \log(\hat{y}_{n,m})}{\sum_{n=1}^{N} (\frac{1}{p_m})^\alpha},
\]

where \(p_m\) is the quantitative proportion of CUs with split mode \(m\), satisfying \(\sum_{m \in \mathcal{M}} p_m = 1\). Additionally, \(\alpha \in [0, 1]\) is an adjustable scalar used to determine the importance of penalty weights. Here, \(\alpha = 0\) means that no penalty is applied according to \(\{p_m\}_{m \in \mathcal{M}}\); in this case, the MSE-CNN model may be ill-trained, because the model tends to predict only the most frequent split mode. In contrast, \(\alpha = 1\) indicates that each penalty weight is proportional to the inverse of \(p_m\), avoiding the ill-trained MSE-CNN model. However, such a setting can hardly learn the prior distribution of different split modes, which may lead to a low prediction accuracy. As a trade-off between prediction accuracy and reliability, \(\alpha \in (0, 1)\) is used in practice. In our experiments, \(\alpha = 0.3\) was chosen by tuning over the validation set of our CPIV database. For more details about the hyper-parameter setting, see the section of experiments.

In (4), properties I and II are both addressed, while property III can be further considered by introducing a loss function of the RD cost, formulated as

\[
L_{RD} = \frac{1}{N} \sum_{n=1}^{N} \sum_{m \in \mathcal{M}} y_{n,m} \left(\frac{r_{n,m}}{r_{n,min}} - 1\right),
\]

where \(r_{n,m}\) is the RD cost for the \(n\)-th CU at split mode \(m\), and \(r_{n,min}\) is the minimum RD cost for this CU among all possible split modes. In the above equation, \((\frac{r_{n,m}}{r_{n,min}} - 1)\) can be seen as the normalized RD cost. The term \(y_{n,m} (\frac{r_{n,m}}{r_{n,min}} - 1)\) punishes more on either larger wrongly predicted probability \(y_{n,m}\) or larger RD cost \(r_{n,m}\), in accord with the target of RD optimization in VVC. Combining (4) and (5), the overall loss function for MSE-CNN is

\[
L = L_{CE} + \beta \cdot L_{RD}.
\]
CNN, considering the unequal prediction accuracy of these
scheme for selecting typically set between 0 and 1 in practice. Next, we provide a MSE-CNN prediction.
are skipped. As such, threshold checked in the RDO process of the encoder, while other modes ˆy
model, as only the mode with split modes of all CUs are determined by the MSE-CNN contrast,
复杂性 but the most degradation on RD performance. In
multi-threshold decision scheme to achieve a trade-off between encoding complexity and RD performance. Therefore, we propose a multi-threshold decision scheme to achieve a trade-off between encoding complexity and RD performance.
In our multi-threshold decision scheme, a combination of decision thresholds \{τs\}_s=2^6, with τs ranging in [0, 1], is applied on all stages of MSE-CNN, where s denotes the index of stage. Recall that ˆyn,m represents the predicted probability for the n-th CU in a mini-batch with split mode m, where m is chosen from the possible mode set \( \mathcal{M} \). In the current VTM encoder, Stage 1 is deterministic and does not need to be predicted by MSE-CNN; thus, the multi-threshold decision starts from Stage 2. Let the highest predicted probability be \( ˆy_{n,\text{max}} = \max_{m \in \mathcal{M}} \{ ˆy_{n,m} \} \). For all possible modes \( m \in \mathcal{M} \) of this CU, only the modes with probability \( ˆy_{n,m} \geq τ_s \cdot ˆy_{n,\text{max}} \) are checked in the RDO process of the encoder, while other modes are skipped. As such, threshold τs controls the confidence of MSE-CNN prediction.
For the most aggressive setting, τs = 1 indicates that the split modes of all CUs are determined by the MSE-CNN model, as only the mode with ˆyn,m = ˆyn,\text{max} is selected for the RDO process. This setting achieves the least encoding complexity but the most degradation on RD performance. In contrast, τs = 0 means that all CUs are checked by the original RDO process, where the encoding complexity is not reduced and there is no RD degradation. As a trade-off, threshold τs is typically set between 0 and 1 in practice. Next, we provide a scheme for selecting \{τs\}_s=2^6 at the different stages of MSE-CNN, considering the unequal prediction accuracy of these stages. Figure 5 shows the prediction accuracy of MSE-CNN with the change of τs, averaged over all 800 images and 22 video sequences in our CPIV database (See Section V for more details about the settings). For different stages and CU sizes, the number of possible split modes may be variable (the MSE-CNN model solves a classification problem with different numbers of classes), and thus the values of Figure 5 are in the top-half accuracy. From this figure, we can see that Stage 2 always achieves the best prediction accuracy. For Stage 6, it has the second-best prediction accuracy when the thresholds \{τs\}_s=2^6 are large, while it shows relatively worse performance when the thresholds \{τs\}_s=2^6 are close to 0. For other stages, the difference in accuracy is insignificant. Accordingly, the multi-threshold values can be chosen in the following strategies, ensuring the overall prediction accuracy of MSE-CNN.
- Case 1 (more time saving): if the average threshold \( \frac{1}{6} \sum_{s=2}^{6} τ_s \geq 0.4 \), then τ2 ≥ τ6 ≥ τ3 ≈ τ4 ≈ τ5.
- Case 2 (better RD performance): if the average threshold \( \frac{1}{6} \sum_{s=2}^{6} τ_s < 0.4 \), then τ2 ≥ τ4 ≈ τ3 ≈ τ5 ≥ τ6.

V. EXPERIMENTAL RESULTS
In this section, we conduct experiments to evaluate the effectiveness of our approach in reducing the complexity.
of intra-mode VVC. Section IV-A presents the experimental settings of our approach. Section IV-B evaluates the complexity and RD performance by comparing our approach with two state-of-the-art approaches [12], [13]. Then, Section IV-C analyzes the complexity overhead time of our approach. Finally, the ablation study is conducted in Section IV-D.

A. Configuration and Settings

Configuration of experiments. In our experiments, all complexity reduction approaches were implemented in the VVC reference software VTM 7.0 [1]. The experiments were evaluated on all 800 test images in the CPIV database and 22 video sequences of Classes A~E in the JVET test set [68]. The images and sequences were encoded at the AI configuration (using the file encoder_intra_vtm.cfg) at four QP values \{22, 27, 32, 37\}. After encoding, \( \Delta T \), which denotes the time-saving rate of encoding compared over the original VTM, was recorded to measure the complexity reduction. In addition, the Bjøntegaard delta bit-rate (BD-BR) and Bjøntegaard delta PSNR (BD-PSNR) [70] were used to assess the RD performance. All experiments were conducted on a computer with an Intel(R) Xeon(R) CPU E5-2650 v3 @ 2.30GHz, 128 GB RAM and the Ubuntu 18.04 64-bit operating system. Note that a GeForce RTX 2080 Ti GPU was used to accelerate the training speed, but it was disabled when testing the encoding performance for fair comparison.

Settings for MSE-CNN. In intra-mode VVC, the CU partition for luminance and chrominance is determined separately by default. Thus, we trained the MSE-CNN models on different color channels separately. In total, 19 MSE-CNN models were trained according to both CU size and color channel. Figure 6 illustrates the sequences of different MSE-CNN models and the trainable components in each model. Here, all rectangular CUs fed into these models were with the width larger than the height. For any CU with height larger than width, it needed to be transposed in advance, in terms of both content and partition patterns. For training MSE-CNN, all hyper-parameters were tuned on the validation set of the CPIV database. Specifically, we set \( \alpha \) and \( \beta \) to be 0.3 and 1.0 in the loss function of MSE-CNN, respectively. When training from scratch, all weight and bias parameters were randomly set with the Xavier initialization [71]. For each model trained from scratch or fine-tuning, 500,000 iterations were conducted, with the batch size of 32. The learning rate was initially set to \( 10^{-4} \) and then decreased by 1\% exponentially every 2,000 iterations. During this process, the parameters in trainable components were optimized with the Adam algorithm [72], while the other parameters remained unchanged. In total, 30 hours were required to train all 19 MSE-CNN models for both luminance and chrominance channels. For different models, the required time did not change much, always 1~2 hours for each model. The Python 3 language and the machine learning framework PyTorch [73] were used to train the MSE-CNN models, and then these models were loaded by the C++ version of PyTorch, embedded into the VTM encoder [11] during the test. In the inference phase of MSE-CNN, the multi-threshold values were chosen according to the analysis in Section IV-C.

| Mode       | Threshold values |
|------------|------------------|
| “faster”   | \( t_2 \) 0.05, \( t_3 \) 0.45, \( t_4 \) 0.55, \( t_5 \) 0.45, \( t_6 \) 0.5, Average 0.3 |
| “fast”     | 0.5, 0.4, 0.35, 0.35, 0.4, 0.4 |
| “medium”   | 0.45, 0.3, 0.25, 0.25, 0.25, 0.3 |

as shown in Table III. Among them, the “faster”, “fast” and “medium” modes are included.

B. Performance Evaluation

In this section, we compare the performance of our MSE-CNN approach with other state-of-the-art approaches [12], [13], in both complexity reduction and coding efficiency. Tables IV and V demonstrate the comparative results on all 22 test video sequences and 800 test images, respectively. We can see from Table IV that the “faster” mode of our approach averagely reduces 59.57\%~66.88\% of encoding time on the video sequences, more effective than the time reduction of 55.65\%~59.14\% in [12] and 51.14\%~56.85\% in [13]. For RD performance, the “medium” mode of our approach is with the least BD-BR increase of 1.322\% and BD-PSNR degradation of 0.055 dB on average, better than all state-of-the-art approaches [12], [13]. Moreover, our approach in either “faster” or “fast” mode performs better than other state-of-the-art approaches [12], [13]. Moreover, our approach in either “faster” or “fast” mode performs better than other state-of-the-art approaches. That is, “faster” outperforms [12] and “fast” outperforms [13] in terms of all three metrics \( \Delta T \), BD-BR and BD-PSNR. This verifies that our approach is with the best overall complexity-RD performance on video sequences. It is because the data-driven MSE-CNN model of our approach can directly predict the CU partition with high accuracy, such that most redundant processes can be skipped in the RDO search. For images, similar results can be found in Table V.

For a more comprehensive analysis, Figure 7 shows the complexity-RD performance of different approaches, averaged over all four QP values. Note that the curve of our approach...
is yielded by varying the multi-threshold values mentioned in Section V-A. As shown in this figure, our approach locates to the bottom-left of all other approaches, for both video sequences and images. It indicates that our approach can always save more encoding time at the same BD-BR value; in other words, our approach has better RD performance with the same encoding time. Therefore, the effectiveness of our approach has been verified, and it also provides various trade-off between encoding time and RD performance.

C. Complexity Overhead Analysis

To efficiently accelerate VVC encoding, it is required that the approach itself consumes little time and space overhead. Thus, we analyze the running time and the space consumption of our deep MSE-CNN model, by comparing it over the original VTM 7.0 encoder. Figure 7 shows the ratio of time for the MSE-CNN model and that for other encoding parts to overall encoding time. The results are averaged over all test sequences/images with the same resolution at four QP values. From this figure, we can find that the time overhead introduced by MSE-CNN is less than 5% for most resolutions, compared over the original VTM. For video sequences and images, the average time overhead is 3.67% and 3.02%, respectively, which accounts for only a small part of the total encoding time. It is because the early-exit mechanism in MSE-CNN can skip most redundant checking processes in the QTMA-based CU partition. As a result, the total encoding time is averaged reduced by 64.53% and 45.96% at the "faster" and "medium" modes of our approach, respectively, outperforming the state-of-the-art approaches as verified in Section V-B.

With regard to space consumption, our approach also introduces little overhead. The total size of all model files is 2.9 MB, less than the 4 MB for the encoder of VTM anchor software. As another comparison, the input YUV-formatted video files for VTM are usually much larger than the above files, e.g., one 600-frame 1080p sequence is 1.9 GB in size. Therefore, the model files introduce almost no overhead of disk space, compared to the necessary space consumption of the VTM encoder. In addition, Table IV tabulates the memory usage of the proposed MSE-CNN approach compared to the

![Fig. 7. Complexity-RD performance for our and state-of-the-art approaches. (a) Video sequences. (b) Images.](image_url)

![TABLE IV Complexity-RD performance on video sequences](table_url)
TABLE V
COMPLEXITY-RD PERFORMANCE ON IMAGES

| Source          | Resolution (MB) | Approach  | BD-BR (dB) | Time over VTM (%) | Ratio of memory overhead from VTM anchor (%) |
|-----------------|-----------------|-----------|------------|-------------------|--------------------------------------------|
| 768 x 512       |                 | Our “faster” | 39.04     | 0.06              | 45.08                                       |
|                 |                 | Our “medium”  | 40.46     | 0.07              | 44.17                                       |
|                 |                 | Our “fast”    | 41.85     | 0.09              | 43.71                                       |
| 1536 x 1024     |                 | Our “faster”  | 38.91     | 0.06              | 44.12                                       |
|                 |                 | Our “medium”  | 40.14     | 0.07              | 44.17                                       |
|                 |                 | Our “fast”     | 41.56     | 0.09              | 43.71                                       |
| 2304 x 1536     |                 | Our “faster”  | 38.80     | 0.06              | 44.12                                       |
|                 |                 | Our “medium”  | 40.03     | 0.07              | 44.17                                       |
|                 |                 | Our “fast”     | 41.45     | 0.09              | 43.71                                       |
| 2880 x 1920     |                 | Our “faster”  | 38.65     | 0.06              | 44.12                                       |
|                 |                 | Our “medium”  | 40.00     | 0.07              | 44.17                                       |
|                 |                 | Our “fast”     | 41.40     | 0.09              | 43.71                                       |
| Average         |                 | Our “faster”  | 38.74     | 0.06              | 44.12                                       |
|                 |                 | Our “medium”  | 40.00     | 0.07              | 44.17                                       |
|                 |                 | Our “fast”     | 41.40     | 0.09              | 43.71                                       |

TABLE VI
M E M O R Y U S A G E O F M S E -C N N C O M P A R E D W I T H T H E V T M A N C H O R

| Resolution | Memory usage (MB) | VTM anchor | Ratio of memory overhead from MSE-CNN (%) |
|------------|------------------|------------|------------------------------------------|
| 3840 x 2160 | 180.5           | 218.45     | 8.4                                       |
| 1920 x 1080 | 172.5           | 270.7      | 22.1                                      |
| 1230 x 720  | 156.6           | 245.1      | 24.2                                      |
| 832 x 480   | 162.2           | 239.6      | 49.5                                      |
| 416 x 240   | 137.3           | 281.9      | 55.8                                      |
| Average     | 167.8           | 804.9      | 34.0                                      |

D. Ablation Study

In this section, an ablation study is conducted to investigate the effectiveness of key components in our MSE-CNN approach. Table VII reports the ablation results averaged over all 22 test video sequences. The ablation experiments start from a simple version of our approach, named Ablation 1, where a single-stage exit CNN (SSE-CNN), instead of MSE-CNN, is tested. In this ablation, the RD cost is not considered in the loss function of SSE-CNN ($\beta = 0$ in Section V.B), and the multi-threshold values are invariant to stage. Then, multi-stage structure, RD cost and variant threshold are sequentially added to Ablation 1, named as Ablations 2, 3 and 4, respectively. Note that Ablation 4 is the “faster” mode of our MSE-CNN approach. The detailed results are presented below.

Single-/multi-stage in the CNN structure: In the SSE-CNN model, the feature maps from the same stage (Stage 2) of conditional convolution are input to all sub-networks, different from the multi-stage design of our MSE-CNN where the feature maps from various stages are used. In SSE-CNN, the number of output channels at the first layer of each residual unit is enlarged from 16 to 48, ensuring that both SSE-CNN and MSE-CNN are with the same number of trainable parameters. Then, the SSE-CNN model is compared with the MSE-CNN model, corresponding to Ablations 1 and 2 in Table VII. As we can see, the multi-stage design achieves significantly better coding efficiency, with 2.968% of BD-BR saving and 0.150 dB of BD-PSNR increase.

Loss function with/without RD cost: In the training phase of the proposed MSE-CNN model, RD cost is introduced in our loss function reflecting the coding efficiency of different split modes. Here, we compare the performance with and without RD cost in the loss function. As shown in Ablations 2 and 3 in Table VII, the existence of RD cost can reduce the BD-BR value by 0.243% and improve the BD-PSNR by 0.008 dB, and meanwhile the encoding time is saved by 0.85%~2.82% at four QP values.

Multi-threshold variant/invariant to stage: For implementation of the proposed MSE-CNN model, the multi-threshold values are various at different stages of CU partition, adaptive to the prediction accuracy across stages. To analyze its efficiency, the MSE-CNN models with both invariant and variant multi-threshold values are compared, shown as Ablations 3 and 4 in Table VII respectively. In both settings, the average threshold values over all stages are 0.5 for a fair comparison. As we can see, Ablation 4 outperforms Ablation 3 by 0.140% of BD-BR saving and 0.007 dB of BD-PSNR increase, with similar encoding time.

From the above analysis, the complexity-RD performance and complexity reduction are improved stepwise from Ablation 1 to Ablation 4. This verifies that all the multi-stage design, the RD cost in our loss function and the adaptive multi-threshold, are beneficial for our MSE-CNN approach.

In addition to the ablation study for MSE-CNN structure, it is also beneficial to analyze the settings when each individual split mode is predicted by MSE-CNN, as another ablation experiment. Figure 9 shows the complexity-RD performance of these ablation settings, named as settings (i)~(vi). For
TABLE VII
ABLATION RESULTS

| Ablation | Multi-stage | RD cost | Variant threshold | BD-BR (%) | BD-PSNR (dB) | ∆T (%) |
|----------|-------------|---------|-------------------|---------|-------------|--------|
| 1        |             |         |                   | 6.539   | -0.299      | -59.11 |
| 2        | ✓           |         |                   | 3.571   | -0.149      | -65.48 |
| 3        | ✓           | ✓       |                   | 3.282   | -0.141      | -66.33 |
| 4 ("faster" mode) | ✓ | ✓ | ✓                   | 3.188   | -0.134      | -66.88 |

Fig. 9. Complexity-RD performance for ablation settings when each individual split mode is predicted by MSE-CNN, compared with the original MSE-CNN approach. The results are averaged over all 22 test video sequences.

V. CONCLUSION

In this paper, we have proposed a deep learning approach to predict the QTMT-based CU partition in order to accelerate VVC encoding at intra-mode. As VVC introduces much more flexible CU partition than HEVC, we first established a large-scale database for the diverse patterns of CU partition, and investigated the available split modes of CUs at multiple stages. Next, we proposed a deep MSE-CNN model to determine the CU partition, combining the conditional convolution and sub-networks with sufficient network capacity. Then, we designed an early-exit mechanism for the MSE-CNN model, which can skip the redundant checking processes on unused CUs.
Moreover, a multi-threshold decision scheme was developed, achieving a desirable trade-off between encoding complexity and RD performance. The experimental results show that on average our approach can reduce the encoding time by 44.65%~66.88%, with a negligible 1.322%~3.188% of BD-BR increase on video sequences, outperforming other state-of-the-art approaches.

For future works, the encoding time of inter-mode VVC can also be saved with deep learning. In addition to accelerating the CU partition, there exists a potential of deep learning. In addition to achieving a desirable trade-off between encoding complexity and RD performance. The experimental results show that
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