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This presentation discusses the opportunity of improvement of technical means of hybrid temporal logic through the introduction of time intervals. In the procedure of constructing intervals the author of the presentation follows ideas and development expressed and carried out by A.A. Markov in his article published in 1932. So the ‘Priorean paradigm’ of understanding of the logic (temporal qualification of judgments and the idea of hybrid logic) is complemented by a building of time metric based on the relation ‘earlier than’. It seems that the described improvement of the machinery of temporal logic allows, in particular, to perfect the approaches to the modelling of planning and strategic management.
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Introduction

In standard (‘Kripkean’) semantics for temporal logic the truth-values of statements are correlated with some points in time. So we can translate from natural language to the formalized one, for example, the proposition “it’s snowing” as \( p \), having in mind that it at different times has got different truth-values. Now, pay attention to the fact that there are judgments expressed in natural language which are true only in one particular time. For example, the judgment “it is five o’clock 4 December 1914”\(^1\) is true (i.e., now “was true”) at five o’clock 4 December 1914.

\(^1\)Recall that this is the date of birth of the founder of temporal logic Arthur Norman Prior, who has made also a substantial contribution to establishment of hybrid logic.
and is false during all other times (before and after the specified time). For a possibility of conversion from natural language to the formal language namely of such statements, i.e. the accounting of a highly specific characteristics of the logical form of thought is designed *hybrid temporal logic*.

In the hybrid logic a special kind of propositional letters is introduced. These letters are called *nominals*. The proposition designated by a given nominal expresses the judgment which is true only in one particular time. Thus the nominal designates some term which is correlated with a certain time. Another technical detail is the so-called *satisfaction operators*. Now the thought that the judgment “it’s snowing” is true at five o’clock, 4 December 1914, or, closer to the natural way of speaking, “at five o’clock, 4 December 1914 it’s snowing”, can be presented on a formalized language of logical analysis well in a certain way; for example: $\langle a \rangle p$. Here the nominal $a$ stands for “it’s five o’clock, 4 December 1914”, and the ‘ordinary’ propositional $p$ stands for “it’s snowing”; the ingredient $\langle a \rangle$ is the satisfaction operator. (Of course, in full the description of the design world point you need to specify the spatial coordinates; for example, for the new Zealand city Masterton the latitude and the longitude, respectively, are: 41°17′20″S, 174°46′38″E; as for the third coordinates, that is, when choosing the centre of the Earth as a starting point, it is approximately equal to the value of the radius of Earth, 6371 km.)

In general, if a is a nominal, and $\varphi$ is any (well-formed) formula, then we will call the formula $\langle a \rangle \varphi$ a *satisfaction judgment*. In addition to nominals and satisfaction operators, in hybrid logic we use the so-called *delimiters* $\Box$ and $\downarrow$ which enable us to construct formulas of form $\Box_w \langle a \rangle \varphi$ and $\downarrow_w \langle a \rangle \varphi$. Delimiters bound an occurrence of nominals: a delimiter of the type $\Box$ carries out quantification of time moments like a universal quantifier and the delimiter of the type $\downarrow$ acts like an existential quantifier. More precisely: $\Box_w \langle a \rangle \varphi$ is true in some possible world $w$ if and only if whenever a nominal $a$ applies to it the formula $\varphi$ the formula is true in relation to this world $w$; $\downarrow_w \langle a \rangle \varphi$ is true in some possible world $w$ if and only if $\varphi$ is true in relation to this world $w$ and the nominal $a$ is applies to the world $w$. 
1. An improvement of technical means of hybrid temporal logic

It is possible, on the basis of the A.A. Markov’s work (1932) [13]², to offer a way of definition for a nominal interval. Let \( x \) and \( y \) be two world (space-time) points, and \( x \) is earlier than \( y \); we denote this asymmetrical and transitive relation by \( x \prec y \). We introduce the notion of chain: if \( x \) and \( y \) are the world points and (1) \( z_0, z_1, z_2, z_3, \ldots, z_n \) is such a finite sequence that (2) \( x = z_0 \prec z_1 \prec z_2 \prec z_3 \prec \ldots \prec z_n = y \), then the sequence (1) is the chain between \( x \) and \( y \).

Each of oriented pairs \((z_{i-1}, z_i)\), \(i = 1, 2, 3, \ldots, n\) which satisfies the condition \( z_{i-1} \prec z_i \) is called a link of the chain. Further, introduce the postulate of finiteness: the chain between any two points may not contain arbitrarily large number of links. Note that the introduction of such the postulate of finiteness is, of course, the recognition of the discreteness of time. Recall, however, that according to the V.A. Kotelnikov’s theorem (1933) [12], a function, the range of changes which is limited to a certain frequency \( F_e \), can be fully represented by the sequence of its readout values that follow each other with the following time interval: \( 1/2F_e \).

Next, introduce an atomic relation. Let (1) \( z_{i-1} = z_{i,0} \prec z_{i,1} \prec z_{i,2} \prec z_{i,3} \prec \ldots \prec z_{i,m(i)} = z_i \) where \( i = 1, 2, 3, \ldots, n \) are \( n \) chains between all successive (1). If in doing so there is at least one element \( m(i) \) which different from 1 among \( n \) integers we say that the chain (4) \( x = z_{0,0} \prec z_{0,1} \prec z_{0,2} \prec z_{0,3} \prec \ldots \prec z_{0,m(0)} \prec z_{1,0} \prec z_{1,1} \prec z_{1,2} \prec z_{1,3} \prec \ldots \prec z_{1,m(1)} \prec z_{2,0} \prec z_{2,1} \prec z_{2,2} \prec z_{2,3} \prec \ldots \prec z_{2,m(2)} \prec z_{i,0} \prec z_{i,1} \prec z_{i,2} \prec z_{i,3} \prec \ldots \prec z_{i,m(i)} \prec \ldots \prec z_{n,0} \prec z_{n,1} \prec z_{n,2} \prec z_{n,3} \prec \ldots \prec z_{n,m(n)} = y \) is obtained from the chain (1) by means of its refinement. Obviously, if the postulate of finiteness has been introduced, the procedure of refinement cannot last forever. So we come to the concept of a saturated chain. A single-link saturated chain is a chronus and an arbitrary saturated chain is a chronusian chain.

Let \( x \prec y \). With the postulate of finiteness, natural numbers, representing the number of chain links between \( x \) and \( y \) form a limited

²The author of this article was acquainted with the translation of the Markov’s work thanks to his teacher and Markov’s pupil, N.A. Shanin (in the late 1980s); the translation was made by R.I. Pimenov.
set. And so among them there is the largest number that represents the maximum number of links in the chains between $x$ and $y$. And you can define a positive integer function: $\sigma(x, y)$ is defined if and only if $x \prec y$; $\sigma(x, y) = 1$ if and only if the pair $(x, y)$ forms the chronus.

Thus, the relation 'earlier than', satisfying the postulate of finiteness, induces a metrics of time intervals. We got a natural measure for time intervals: number $\sigma(x, y)$ is a measure of the interval $(x, y)$. And if the world points $a$ and $b$ are nominals and, together with it, are the end points of the line formed by the other world points, which are also the nominals we obviously get an interval-nominal or a nominal interval. (Note that the delimiter of the type $\Box$ is not a thing like that: it’s not bringing us to the metrics of time.)

Note that to use the discrete time structure is quite realistic, in terms of cognitive processes. For example, research performed by J.M. Stroud [18], and research performed by R. Efron [2] have shown that the minimum perceived quantum of simultaneity of two events is 60–100 msec. Currently the opinion that the perception of time is discrete, reinforced by numerous experienced data, is widespread ([19]). It seems that the mechanism that causes the discreteness of the perception of time can be explained by the ‘theory of the scanning alpha rhythms’, which was proposed by the outstanding American-born British neurophysiologist and robotician W. Grey Walter [3]. Alpha-rhythm is a scanning mechanism of the brain and due to the dissemination of wave excitation on the bark of the big hemispheres. Such a ‘scanning’ is carried out in the rhythm of 80–120 ms. In between waves of the excitation brain cells are not active. So between the two outbreaks of alpha-activity the temporal order does not matter.

2. An improvement of approaches to the modeling of planning and strategy management

Following the ‘Priorean paradigm’ of understanding of logic (see her detailed presentation in: [14]), I first tried to combine various qualifications logical form of thoughts, especially emphasizing the importance of the temporal qualifications, and, secondly, relied on the model of the discrete time (see [5–8]).
It is possible to show how in the framework of the Priorean paradigm we can improve approaches to the modelling of planning and strategic management. We have done it in some articles (see [9–11]). The articles deal with an analytical account of the H. Simon’s conception of ‘bounded rationality’ (see [16–17]) and make a substantial addendum to it. It concerns the famous ‘Condorcet’s paradox’ and the impossibility of building a ‘flawless’ regulatory code. Further, these deal with some considerations of possibilities to apply the means of non-classic logic (temporal, deontic, alethic modal, epistemic, hybrid logic and logic of agency) for improvement of formalized representation of planning procedures. Ways of improvement of afore-mentioned model are employing M. Raynor’s experimental data (and theoretical ideas) connected with the ‘strategy paradox’ are suggested (see [15]).

The structure of plan of our actions related to the achievement of some objective may be presented by means of a tree temporal structure (or ‘branching time’) that is used in the semantic development of temporal logic. A constructed tree structure, of course, will not be ‘perfect’. Every branching and total number of them it is possible to determine only approximately. Limitations of our rationality are conditioned by many factors: (1) the lack of complete information about a set of alternatives; (2) the complexity of the calculation of alternatives and, as a result, the inability to them all; (3) the uncertainty of the effects to be expected from each alternative. We will also always remember the time factor and the principle ceteris paribus, i.e. positing that the factors which, as we suppose, do not change during the time when interesting for us situation takes place may be ignored. In psychology, the provisions of this kind are described with using the concept of ‘the level of claims’. Psychological and epistemological aspects of the named principle successfully set out by D. Kahneman: WYSIATI, i.e. “What you see is all there is” (see [4, pp. 85–88]).

So it is not possible to speak not only about creating optimum, i.e. generally the best strategy: we cannot ensure even satisfactory strategy, i.e., best of the many alternatives that we watch, and we can have only the strategy, which meets certain goals and criteria at a certain level.
In the branching points of the structure, we meet with the ‘Condorcet’s paradox’ (see [1]). It may happen, for example, that three alternative continuations of the plan (‘the branches of the tree’) A, B and C which are valued, for example, again, in respect of three parameters, are such ones that the first of them is better than the two others in respect of the first characteristics, the second — in respect of the second and the third — in respect of the third. The proportion of this kind of possible ‘deadlocks’ is quite considerable — about from 5.6% to 8.8%. This is the so-called ‘Condorcet’s effect’. Obviously, we have to use some additional considerations. For example, considering that since none of the alternatives is worse than the other, to select it. But, notice that we do not know what ‘the road ahead’.

Raynor, with very representative data (obtained in his work in the consulting firm), noticed that the most successful companies often have more in common with companies that failed and no longer in business, than they do with companies that have managed merely to survive. The successful companies, as well as many of the failed ones, aimed to be leaders in their industries and market segments. The former made it. The latter did not. The ‘strategic trees’ of companies-losers are not worse than ones of successful companies; both those and others may be equally ‘great’. Often, the only discernible difference between the two is the element of luck (or bad luck). In other words, it often happens so, that the strategy of the ‘lucky’ is much more similar to the real objective course of events than a strategy of ‘loser’. You can even say so: it happens that the strategy most likely to have success also most likely to be a failure.

Importance of the hybrid logic for the analyzed here theme of formalization, i.e. of introducing clarity into descriptions of procedures of planning activities, is quite obvious. In fact, using these funds, we ‘bind’ our plan to the real calendar (and the real clocks). In addition, the use of intervals can overcome some technical difficulties relating to the construction of function of distribution of random variables related to the points of branching ‘strategic tree’. This question requires special consideration and is linked with the fact that the probability of any particular value of a continuous random variable equal to zero.
We don’t want to end our consideration on the ‘somber note’. Strategies must, by definition, be based on our best assumptions about the future, but that future will change in ways that we did not foresee. In real life events will happen that we never anticipated and to which we must react. For ‘doing nothing’ is also a strategy. Raynor reminds a thought of Louis Pasteur that in science luck favors the prepared mind, which is looking for her. Let us add this idea by the Russian saying: “Ah! Misfortune has no mater”\(^3\). Or by English one: “Hope for the best and prepare for the worst”.
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