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Abstract

Logical Natural Language Generation, i.e., generating textual descriptions that can be logically entailed by a structured table, has been a challenge due to the low fidelity of the generation. Chen et al. (2020b) have addressed this problem by annotating interim logical programs to control the generation contents and semantics, and presented the task of table-aware logical form to text (Logic2text) generation. However, although table instances are abundant in the real world, logical forms paired with textual descriptions require costly human annotation work, which limits the performance of neural models. To mitigate this, we propose topic-conditioned data augmentation (TopicDA), which utilizes GPT-2 to generate unpaired logical forms and textual descriptions directly from tables. We further introduce logical form generation (LG), a dual task of Logic2text that requires generating a valid logical form based on a text description of a table. We also propose a semi-supervised learning approach to jointly train a Logic2text and an LG model with both labeled and augmented data. The two models benefit from each other by providing extra supervision signals through back-translation. Experimental results on the Logic2text dataset and the LG task demonstrate that our approach can effectively utilize the augmented data and outperform supervised baselines by a substantial margin.

1 Introduction

Natural language generation (NLG) from structured data has been a long-standing research problem. Traditional NLG datasets (Novikova, Dušek, and Rieser 2017; Lebret, Grangier, and Auli 2016) focused on surface-level realization of superficial facts in the structured data. Recently, Chen et al. (2020a) released the LogicNLG dataset, which requires the generation of textual descriptions that can be logically entailed by a table. However, deep models built on this dataset exhibited the problems of low fidelity and uncontrollable content selection. Wenqing et al. (2021) proposed variational models to enhance the logical fidelity of the generated sentences, but still presented low fidelity scores on human evaluation.

An effective remedy for this is to annotate high-quality mediators to guide the generation. Chen et al. (2020b) proposed the logical-level NLG task and released another dataset referred to as Logic2text. This task requires generating a sentence based on both a table and a logical form, which promotes faithful and controllable generation compared with LogicNLG (Chen et al. 2020a). They annotated logical forms paired with corresponding textual descriptions, which resulted in an exciting boost in terms of the human-evaluated fidelity score from 20.2% to 80.4%. An example of the logical-level NLG (Logic2text) is depicted in Figure 1 along with a comparison to the surface-level NLG.

Nevertheless, the labor-intensive human work of pairing logical forms and textual descriptions limited the scale of the Logic2text dataset (ca. 10.8k instances), which is much smaller than those of the common benchmarks on the surface-level NLG (Novikova, Dušek, and Rieser 2017; Lebret, Grangier, and Auli 2016). Pre-trained models such as GPT-2 (Radford et al. 2019) could work on the small amount of supervision data, using the rich contextual knowledge learnt from large-scale corpora; however, there is a lot of room for improvement in terms of the generation quality (Chen et al. 2020b). Moreover, we observe that each table in the Logic2text dataset is only associated with at most 3 examples. However, a table can contain abundant logical-level facts derived by various logical operations, while the dataset only covers a limited part of them. Inspired by this, we propose topic-conditioned data augmentation (TopicDA) to bootstrap synthetic examples (i.e., unpaired logical forms (LFs) and texts) from existing supervised data. Specifically, we train auxiliary topic-conditioned table-to-logic and table-to-text models by fine-tuning GPT-2 on the supervised data to generate additional logical forms and texts directly from tables. By providing the models with pre-defined logic types as topics, we generate LFs and texts with diverse logic types even from tables appearing in the original training data. As depicted in Figure 2 when we assign different topics such as superlative and comparative to an input table, the DA models can generate new logical forms or texts consistent with the given topics. Finally, we are able to mine more logical-level facts from existing tables for data augmentation without resorting to any additional resource.

Additionally, we introduce logical form generation (LG), a dual task of Logic2text that requires generating a valid logical form based on a text description and a corresponding table. Inspired by previous works on the joint learning of dual NLP tasks (Chang et al. 2021; Chang, Demberg, and...
We also adopt curriculum learning with the logic type count (2020a). The revised data for both training DA models and joint training, (2) human evaluation demonstrate the effectiveness of the proposed framework in leveraging augmented data. Furthermore, analysis experiments on data augmentation demonstrate that the proposed TopicDA method can generate topic-diversified data with reasonable validity. Additionally, we find that the LG model can produce silver logical form annotations for the LogicNLG benchmark (Chen et al. 2020a), suggesting that the proposed LG task can promote future work on the development of new logical-level NLG benchmarks.

2 Task Formalization

In Logic2text, an input consists of a table $d$ and a logical form $l$ that can be executed on $d$, and an output is a sentence description $t = [w_1, w_2, \ldots, w_n]$. We aim to train a model $P_\theta(t|l, d)$ to generate $t^*$ that can be supported by both the table $d$ and logical from $l$. For Logical Form Generation (LG), we train a model $P_\phi(l|t, d)$ to estimate $l^*$ from the input description $t$, which is also supported by the table $d$. LG is the inverse task of Logic2text. Each $d$ can have multiple associated $(l, t)$ pairs and each pair has a pre-defined logic type $c \in C$ indicating its logical operation, where $C = \{\text{count, comparative, superlative, unique, ordinal, aggregation, majority}\}$. These logic types have different preferences on the patterns of logical forms (LFs) and texts. As shown in Figure 1, count-type LFs tend to contain eq and count functions; superlative-type texts usually have superlative words like most, least, highest, etc. For both tasks, we have the same supervision data $S = \{(c_i, d_i, t_i)\}_{i=1}^k$, where $k$ is the number of instances.

3 Proposed Approach

Our framework is composed of three main stages. (1) Topic-conditioned data augmentation for augmenting logical forms and texts. (2) Round-trip data weighting for weighting the augmented data via round-trip reconstruction scores. (3) Joint training of Logic2text and LG, to utilize the augmented data to jointly train these models. Figure 3 depicts an overview of the framework.

3.1 Base Model

Following Chen et al. (2020b), we use a pre-trained GPT-2 model as the supervised base model. We employ the same data serialization as in Chen et al. (2020a) to represent the tables and logical forms as text sequences, as shown in Figure 3. Thus, each instance has a serialized table $d$ and logical form $l$. We additionally consider the logic type $c$ as an explicit prior knowledge to prompt the generation. Therefore, the objective of a Logic2text model is to generate a sequence $t^* = \{u_1, u_2, \ldots, u_N\}$:

$$t^* = \arg\max_{t} \prod_{i=1}^{N} P(u_i|u_{<i}, [c; d; l]; \theta),$$ (1)

where $[; ;]$ denotes concatenation of multiple sequences. Similarly, for the LG task, the goal is to generate a logical form string $l^* = \{v_1, v_2, \ldots, v_M\}$:

$$l^* = \arg\max_{l} \prod_{j=1}^{M} P(v_j|v_{<j}, [c; d; l]; \phi).$$ (2)
1. Topic-conditioned DA

| 1998 st. louis rams season | Logic types |
|-----------------------------|-------------|
| week | opponent | result | record | attendance |
| 10 | chicago bears | 50263 |  |
| 14 | philadelphia eagles | 66155 |  |

2. Round-trip Data Weighting

3. Joint Training of Logic2text and LG

Figure 2: An overview of the proposed framework, including (1) Topic-conditioned data augmentation (TopicDA), (2) Round-trip data weighting and (3) joint training of Logic2text and LG models. The logical forms and texts augmented in (1) are weighted in (2) and fed to (3) as unpaired data for pseudo-parallel data construction. In (3), the solid arrows indicate that the L2T/LG models generate pseudo-parallel data with the augmented monolingual logical-forms/texts. The dashed arrows indicate that the generated pseudo instances are used to train the models via back-translation and self-training. Note that the table in stage (1) is the generation context for L2T/LG generation in stage (3), but we ignore it here for simplicity of illustration. The illustration of (3) is inspired by (Guo et al. 2021).

3.2 Topic-Conditioned Data Augmentation

Researchers have used pre-trained language models such as GPT-2 to augment text samples for text classification (Panikolaou and Pierleoni 2020; Kumar, Choudhary, and Cho 2020) and generation tasks (Chang et al. 2021) by fine-tuning it on in-domain texts. The prior knowledge integrated in such pre-trained models leads to a considerable quality of the generated text. Different from previous work (Chang, Demberg, and Marin 2021) that bootstraps new text instances from the original texts, we seek to generate logical forms and texts from tables.

To this end, we construct two conditional table-to-logic (P_{d2l}(t|d,c)) and table-to-text (P_{d2t}(t|d,c)) models, which require the generation of a logical form l or text t directly from a table d following a certain logic type c. A logic type serves as a topic to control the generation pattern. The objectives for these tasks are,

\[ \mathcal{L}_{d2l} = \mathop{E}_{(c,d,t) \sim S}[- \log P_{d2l}(l|d,c)], \]
\[ \mathcal{L}_{d2t} = \mathop{E}_{(c,d,t) \sim S}[- \log P_{d2t}(t|d,c)]. \]

The GPT-2 models fine-tuned on these tasks can be utilized for data augmentation through inference. Specifically, we perform inference with the trained table-to-logic and table-to-text models to generate extra LFs and texts based on a table d_u, where d_u can be tables in the original training data or from other resources. We assign each of the seven logic types to d_u to generate outputs with diverse logical patterns. As shown in Figure 2, the augmented data can be consistent with the assigned logic type.

A generated text or LF is filtered out if: (1) its length exceeds 200 tokens in Byte-Pair Encoding (BPE) (Sennrich, Haddow, and Birch 2016); (2) it is identical to an existing instance in the training data. In this work, we only consider the seven pre-defined logic types as topics. However, our method can be easily adapted to other domains and topics if it is provided with topic-dependent supervision data. For instance, we can use more fine-grained logic patterns like specific logical functions and words.

3.3 Round-trip Data Weighting

The augmented logical forms and texts can be noisy because they are generated from imperfect neural models. Therefore, we propose a round-trip data weighting (RT-Weight) strategy to assign per-example weights to the augmented data, which can balance their effects during unsupervised training. Particularly, we use a round-trip BERTScore metric. In round-trip translation, we first translate a logical form l into a text using a Logic2text model and then back-translates it to a reconstructed l with an LG model. We then compute the similarity between the l and l with BERTScore (Zhang et al. 2020) as the weight for this instance. The same method also applies to unlabeled text instances. Finally, we obtain a weight vector W_l = [w_l(1), w_l(2), ..., w_l(k_i)] for U_l and W_t = [w_t(1), w_t(2), ..., w_t(k_i)] for U_t, where k_l and k_t are the sizes of U_l and U_t, respectively.

Our method is inspired by a line of works (Imankulova, Sato, and Komachi 2017; Khatri and Bhattacharyya 2020) on unsupervised machine translation, which use the round-trip BLEU (Papineni et al. 2002) score to filter out low-quality pseudo instances. However, a BLEU score relies on the overlapping n-grams between texts, not considering semantic-level similarity. Instead, we use the BERTScore, a popular evaluation metric for text generation, which leverages the pre-trained contextual embeddings from BERT (Devlin et al. 2019).
After data augmentation, we obtain \( U \) and \( L \) and compute cosine similarity between words in candidate and reference sentences. We adopt the F1-measure of BERTScore in practice.

### 3.4 Joint training of Logic2text and LG

After data augmentation, we obtain \( U_t = \{ (c_u, d_u, t_u) \} \) and \( L_t = \{ (c_u, d_u, t_u) \} \), where \( t_u \) and \( t_u \) are unpaired logical forms and text descriptions, \( d_u \) is a context table, and \( c_u \) indicates the assigned logic type. They are not directly usable as supervised data for Logic2text and LG because \( t_u \) and \( t_u \) are generated independently and unaligned. Therefore, we aim to leverage these data to train models on both tasks.

Let \( P_0(l|t, d) \) denote a Logic2text (L2T) model and \( P_\phi(l|t, d) \) an LG model. Both models are first pre-trained on supervised data \( S \) for several epochs. We then employ unsupervised training as follows.

**Back-translation** Back-translation (BT) is commonly used in machine translation (MT) (Edunov et al. 2018) for generating pseudo-parallel data. Its core idea is to translate a target-side monolingual sentence \( y \) into a pseudo source language sentence \( x \), with a target-to-source translation model \( M_{yx} \), which forms a pseudo parallel sentence \( (x, y) \) that can be used to train the source-to-target model \( M_{xy} \). In our case, \( P_0(l|t, d) \) and \( P_\phi(l|t, d) \) are conditioned inverse to each other, because the table \( d \) acts as a condition of the conversion between the logical form \( l \) and text \( t \). Therefore, we optimize the following back-translation objectives,

\[
\mathcal{L}_{BT}(\theta) = \mathbb{E}_{(d,t) \sim U, w_1 \sim W_t} \left[ -w_l \log P_\theta(l|t, d) \right],
\]

\[
\mathcal{L}_{BT}(\phi) = \mathbb{E}_{(d,t) \sim U, w_1 \sim W_t} \left[ -w_l \log P_\phi(l|t, d) \right],
\]

\[
i \sim \arg \max_{l} P_\theta(l|t, d),
\]

\[
i \sim \arg \max_{l} P_\phi(l|t, d),
\]

(4)

where \( w_l \) and \( w_r \) are the corresponding weights for the augmented data.

**Self-training** A drawback of back-translation is that it can only improve a model with its target-side unpaired data. In our case, the L2T model is trained only on the pseudo instances constructed from \( U_t \) and the LG model only leverages pseudo data from \( U_t \). To fully utilize the augmented data, we incorporate a self-training scheme, where each model predicts pseudo targets for its source-side unpaired data, constructing pseudo-parallel instances to re-train itself. These equations present self-training objectives.

\[
\mathcal{L}_{ST}(\theta) = \mathbb{E}_{(d,t) \sim U, w_1 \sim W_t} \left[ -w_l \log P_\theta(\hat{l}|t, d) \right]
\]

\[
\mathcal{L}_{ST}(\phi) = \mathbb{E}_{(d,t) \sim U, w_1 \sim W_t} \left[ -w_l \log P_\phi(\hat{l}|t, d) \right]
\]

\[
i \sim \arg \max_{l} P_\theta(\hat{l}|t, d),
\]

\[
i \sim \arg \max_{l} P_\phi(\hat{l}|t, d)
\]

(5)

**Curriculum learning** Furthermore, we adopt the curriculum learning [Bengio et al. 2009] strategy by sorting the augmented data in descending order of their corresponding weights. The motivation is that the models can learn from easy augmented data (in which the generated pseudo examples are cleaner) to harder ones. This setting encourages the models to learn from pseudo-parallel data of higher quality in the beginning, and gradually transit to more error-prone ones that have lower weights. We expect that this strategy can better balance the effects of the noisy augmented data.

**Training scheme** We adopt a teacher-student training scheme to optimize the two models. At each epoch, we have both a teacher copy and a student copy of each model. During the unsupervised training, the teacher models are frozen to generate pseudo-parallel data for the student models. At the end of each epoch, the teacher models are updated from the student models. This is similar to the epoch-level Iterative Back-Translation (IBT) scheme presented in [Xu, Niu, and Carpuat 2020; Zhang et al. 2018]. We also perform teacher forcing, to fine-tune the models on the clean supervised data \( S \) at the end of each epoch. A formal description of the entire framework is illustrated in Appendix.

### 4 Experiments

#### 4.1 Datasets

We conduct the main experiments on the Logic2text (L2T) dataset [Chen et al. 2020b], a crowd-sourced logical-level NLG dataset containing 10.8k instances split into 8566/1095/1092 for train/val/test. The input of each instance is a database-like table and a logical form that describes a...
logical-level fact in the table, and the output is a text description. Each table is associated with 1 to 3 instances with different logic types. We reuse the L2T dataset to construct a logical form generation (LG) semantic parsing dataset, in which a logical form is generated from a table and a text description. LG follows the same train/val/test split as L2T. We experiment on (1) the full data setting, where all the supervised data are used for data augmentation and joint training, and (2) the few-shot setting, in which we randomly choose 1k training samples (according to the ratio of logic types in the original dataset) from the original supervision data for training DA models and joint training. However, we use all the tables in the original supervision data for data augmentation, which simulates the scenario where additional tables are incorporated. Table 1 lists the statistics of the augmented data.

### 4.2 Evaluation Metrics

We use BLEU-4\(^1\), ROUGE-1,2,4,\(L^2\) to evaluate the models on the Logic2text task, following (Chen et al. 2020b). For the LG task, we adopt the Logical Form Accuracy (LF Acc.) and Execution Accuracy (Exec. Acc.) metrics in a similar setting to a semantic parsing dataset WikiSQL. LF Acc. is the accuracy of the generated logical forms that have the exact string match with gold references. Exec. Acc. relaxes the criterion of LF Acc.: if the generated logical form can be successfully executed on the table, it counts for a correct prediction. Exec. Acc. has the downside that the generated logical form may not be consistent with the input text, but happens to be supported by the table.

### 4.3 Model Configuration

We implement our model on the Huggingface Transformers library (Wolf et al. 2020) and PyTorch (Paszke et al. 2019). All experiments are conducted on NVIDIA 2080ti GPUs. We use GPT-2-small as our base model and Adam (Kingma and Baj 2014) optimizer for base models without semi-supervised learning. We set the batch size to 4 and the learning rate to $3 \times 10^{-4}$ for semi-supervised experiments. For semi-supervised experiments, we set the batch size to 2 and the learning rate to $2 \times 10^{-5}$ because of the limit of the GPU memory. We employ beam search with the size of 3 for the decoding in both data augmentation and semi-supervised learning. The hyperparameters and best checkpoints of the Logic2text models are chosen based on the BLEU score on the validation set, and for LG, they are chosen based on Logical Form Accuracy on the validation set. Refer to Appendix [A] for more details.

### 4.4 Models for Comparison

We compare the proposed method with the previous supervised baselines (Chen et al. 2020b) on Logic2text. **Template**: Manually crafted generation templates for different logic types based on logical forms. **Seq2seq+att**: This is an adapted seq2seq model with an attention mechanism. **Pointer generator**: A copy mechanism is added to Seq2seq+att to allow the model to copy from the inputs, which is crucial for the fidelity-preserving NLG tasks with abundant entity names and values. **Graph2seq+copy**: Graph2seq (Xu et al. 2018) builds a graph-based encoder to encode the logical forms with the copy mechanism. **Transformer+copy**: This approach is based on the vanilla Transformer (Vaswani et al. 2017) network with extra copy mechanism. **GPT-2**: A pre-trained GPT-2 model is fine-tuned on the Logic2text, where the input tables and logical forms are represented as text sequences. This is the state-of-the-art of Logic2text. Moreover, we re-implement the GPT-2 model with the Huggingface Transformers library, showing higher training speed than theirs. We adapt the GPT-2 model to both Logic2text and LG. As described in Section 3.1, we add logic types as additional inputs in our GPT-2 implementation.

|               | full data | few-shot data |
|---------------|-----------|---------------|
| # of instances for training DA models | 8566 | 1000 |
| # of tables for training DA models | 4554 | 929 |
| # of tables for inference | 4554 | 4554 |
| # of augmented logical forms | 29232 | 29253 |
| # of augmented texts | 31548 | 31589 |

Table 1: Statistics of data augmentation (DA). Note that we used all 4554 tables in the original training set for DA inference even for the few-shot setting.

|               | full data | few-shot data |
|---------------|-----------|---------------|
| # of instances for training DA models | 8566 | 1000 |
| # of tables for training DA models | 4554 | 929 |
| # of tables for inference | 4554 | 4554 |
| # of augmented logical forms | 29232 | 29253 |
| # of augmented texts | 31548 | 31589 |

Table 2: Summary of results on test splits of Logic2text and LG. We can observe that the models based on pre-trained GPT-2 completely outperform previous neural models without pre-training. The GPT-2 model we implemented obtains generally better results than the GPT-2 model implemented by Chen et al. (2020b) on all the metrics of Logic2text. This demonstrates the additional merit of using logic type information. Our full model with augmented data outperforms the base model by almost 1 BLEU score and more than 0.5 points on all ROUGE scores.

However, our full model has relatively trivial improvements over the base model on Logical Form Accuracy (LF Acc.) and Execution Accuracy (Exec. Acc.). This is probably because LG is not as difficult as Logic2text and the full supervised data are already enough for training a powerful LG model. Moreover, we evaluate the models of GPT-2 and Ours on the few-shot subset of 1k training data. The results of Ours (1k) are remarkably better than GPT-2 (1k) on all metrics of Logic2text and LG, indicating the particular effects of our method in low-resource scenarios. It is worth noting that GPT-2 is already a powerful model pre-trained on large-scale corpora and that our approach can offer additional improvements with augmented in-domain data.

### 4.6 Ablation study

To validate the effectiveness of our joint training method, we conduct ablation studies on four ablated variants of the full model with full supervised data: (i) –ST: remove the self-training part in Equation (3); (ii) –BT: remove the back-translation part in Equation (4); (iii) –order: remove the curriculum learning setting; (iv) –weight: remove data weighting.
Table 2: Main results on the test splits of Logic2text and LG.

| Models                  | BLEU-4 | ROUGE-1 | Logic2text | ROUGE-2 | ROUGE-4 | ROUGE-L | LF Acc. | Exec. Acc. |
|-------------------------|--------|---------|------------|---------|---------|---------|---------|------------|
| Template                | 17.57  | 50.56   | 24.20      | 6.61    | 37.81   | –       | –       | –          |
| Seq2seq+att             | 12.46  | 36.22   | 15.91      | 4.49    | 31.03   | –       | –       | –          |
| Pointer generator       | 24.03  | 56.23   | 30.51      | 10.78   | 46.85   | –       | –       | –          |
| Graph2seq+copy          | 25.38  | 58.15   | 32.79      | 12.25   | 49.47   | –       | –       | –          |
| Transformer+copy        | 26.42  | 58.77   | 33.05      | 12.83   | 49.01   | –       | –       | –          |
| GPT-2 [Chen et al. 2020b] | 31.44  | 64.16   | 39.48      | 17.46   | 53.99   | –       | –       | –          |

Our Implementations

| Models | BLEU-4 | ROUGE-1 | Logic2text | ROUGE-2 | ROUGE-4 | ROUGE-L | LF Acc. | Exec. Acc. |
|--------|--------|---------|------------|---------|---------|---------|---------|------------|
| GPT-2 (full) | 31.69  | 64.88   | 40.77      | 18.29   | 54.89   | 67.03   | 89.01   |
| Ours (full) | **32.68** | **65.74** | **41.54** | **19.16** | **55.50** | **67.95** | 89.01   |
| GPT-2 (1k) | 23.38  | 56.65   | 31.19      | 11.03   | 46.39   | 41.30   | 69.60   |
| Ours (1k)  | 26.34  | 59.79   | 34.86      | 14.08   | 49.18   | 45.51   | 71.98   |

Table 3: Ablation results on the test sets of Logic2text and LG.

| Models | BLEU-4 | ROUGE-1 | Logic2text | ROUGE-2 | ROUGE-4 | ROUGE-L | LF Acc. | Exec. Acc. |
|--------|--------|---------|------------|---------|---------|---------|---------|------------|
| Full model | 32.68  | 65.74   | 41.54      | 19.16   | 55.50   | 67.95   | 89.01   |
| – ST    | 32.53  | 65.35   | 41.23      | 18.82   | 55.16   | 67.40   | 89.38   |
| – BT    | 31.74  | 64.67   | 40.60      | 18.45   | 54.78   | 64.56   | 87.09   |
| – order | 32.48  | 65.21   | 41.45      | 19.11   | 55.14   | 66.67   | 87.73   |
| – weight| 31.93  | 65.02   | 40.60      | 18.49   | 54.45   | 66.85   | 89.19   |

4.7 Human Evaluation

We conduct human evaluation to further test the quality of Logic2text generation. We randomly sampled 100 instances from the generations of four models as described in Section 4.5.

| Models                  | Factual Acc. | Semantical Acc. |
|-------------------------|--------------|-----------------|
| Gold                    | 0.99         | 0.95            |
| GPT-2 (full)            | 0.84         | 0.74            |
| Ours (full)             | 0.90         | 0.77            |
| GPT-2 (1k)              | 0.51         | 0.39            |
| Ours (1k)               | 0.67         | 0.53            |

4.5 Human Evaluation

We ask 3 human experts (computer science graduate students who are familiar with the logical form schema) to evaluate each example and take votes of the results as the final decisions, i.e., a sample is judged as correct only if at least two people agree with it. We present the accuracies of both metrics in Table 4. As can be observed, our methods outperform the base model GPT-2 under both full-data and few-shot settings, which is generally consistent with the Automatic Evaluation results. In particular, Ours (1k) outperforms GPT-2 (1k) on both metrics by over 10%.

and curriculum learning, which means treating all augmented data equally.

Logic2text results As shown in Table 5, removing any of the components causes a drop of performance on Logic2text. Particularly, removing BT drastically hurts the performance, making it unable to compete the base model. It is reasonable because removing BT loses interactions between the Logic2text and LG models and they are only trained separately via self-training. This observation implies the importance of the joint training of Logic2text and LG. We also observe that self-training does not contribute to the final result as much as back-translation does. This is reasonable as self-training is based on the prediction of each model itself, making the model apt to learn its own mistakes, while BT enables each model to learn from supervision signals produced by an opposite model. Moreover, the curriculum learning setting also consistently contributes to the performance. The data weighting is also essential for achieving the best performance.

LG results All the components contribute to the LF Acc., whereas BT is the most important component. However, removing ST or weighting enhances Exec. Acc., possibly because Exec. Acc. is an approximated metric as defined in Section 4.2. The observations suggest the need for better evaluation metrics for LG.

Table 4: Human evaluation on 100 sampled instances from the test set of Logic2text.

Table 5: Ablation results on the test sets of Logic2text and LG.

4.5 Human Evaluation

We conduct human evaluation to further test the quality of Logic2text generation. We randomly sampled 100 instances from the generations of four models as described in Section 4.5. As can be observed, our methods outperform the base model GPT-2 under both full-data and few-shot settings, which is generally consistent with the Automatic Evaluation results. In particular, Ours (1k) outperforms GPT-2 (1k) on both metrics by over 10%.
4.8 Quality of Data Augmentation

Here, we analyze whether TopicDA can generate high-quality data, based on two metrics evaluated on the augmented data in the full-data setting.

**Topic Consistency** The main motivation of our TopicDA method is to use logic types as topics to encourage the DA models to generate topic-diversified data. Therefore, we analyze whether the augmented data are consistent with the pre-assigned topic. To realize this evaluation, we train two auxiliary topic classifiers LF-CLR and Text-CLR for classifying the logic type of a logical form and a textual description, respectively. The two classifiers are pre-trained BERT-base (Devlin et al. 2018) models fine-tuned on the training set of Logic2text and then validated on the test set. The validation accuracy of LF-CLR reaches 100% and the Text-CLR achieves 97.7%. These classifier models are then used to evaluate whether the augmented data are consistent with their assigned logic types during augmentation. The evaluation results listed in Table 5 suggest that the augmented data are generally topically-consistent with accuracies of 98.52% and 94.30% for LFs and texts, respectively. This demonstrates the effectiveness of our TopicDA model.

**Factual Correctness** The augmented logical forms and texts can be noisy as described in Section 4.3. Similarly to the factual correctness accuracy defined in Section 4.7, we validate whether the augmented data can be exactly supported by their assigned tables. For logical forms, we directly execute them on the table and compute the execution accuracy. For texts, we back-translate them to logical forms with an LG model and then execute the logical forms on the tables. The accuracy of factual correctness is 11.75% and 21.03% for logical forms and texts, respectively. This result is reasonable because the factual correctness is evaluated with the exact match of the logical form execution, which allows no ambiguity in the natural language arguments.

**Validity of Logical Forms** We also test the validity of the generated logical forms. Out of the 29232 augmented logical forms (string-type) in the full-data setting, 27,648 (94.58%) can be parsed into valid logical forms without explicit structural errors (e.g., incorrect functions, misplaced punctuations, and mismatch between the number of arguments and functions); 15,951 (54.57%) can be successfully executed on the corresponding tables regardless of the correctness of the outputs, i.e., we can obtain a Boolean result for a logical form, but the result may be correct or wrong. This demonstrates the effectiveness of our seq2seq model for logical form generation. Although the logical forms may not be factually supported by the context tables, we still find them beneficial to the logic-text conversion because of their general validity. Some qualitative examples of TopicDA are provided in Appendix D.

4.9 Effects of LG for Annotation

In this experiment, we analyze whether the LG task is beneficial to the annotation work of new logical-level NLG datasets. We choose the LogicNLG (Chen et al. 2020a) dataset, which aims to generate logical descriptions from tables without any intermediate logical forms. Neural models perform poorly on this dataset owing to the low fidelity and uncontrollable content selection, as described in Section 4.1. We use the LG model that we built to generate logical forms (LFs) based on the tables and textual statements in LogicNLG. We adopt the same GPT-TabGen (sm) model in (Chen et al. 2020a), with the generated LFs as additional inputs similarly to the case of the Logic2text. The model with additional LFs shows substantial improvements on LogicNLG, as shown in Table 6. The results are not exactly comparable, because we introduce extra LFs for both training and test sets. However, they still reveal that such intermediate logical forms play an important role for a better logical NLG system. We expect future work on utilizing LG for annotating benchmark data.

5 Related Work

Back-translation is a popular method for semi-supervised natural language generation, which has been proven effective in machine translation (Edunov et al. 2018). Iterative back-translation (IBT) (Hoang et al. 2018; Guo et al. 2021) is an extension of back-translation, in which forward and backward models are trained together to generate pseudo parallel instances with each other. A similar line of studies (Su, Huang, and Chen 2020; Tang et al. 2017) adopts dual learning, which incorporates the inference process of both models into training via reinforcement learning. IBT and dual learning are based on the same idea, to jointly solve tasks with duality used in machine translation. This idea is currently popular in data-to-text generation (Chang et al. 2021; Chang, Demberg, and Marin 2021; Qader, Portet, and Labbé 2019; Guo et al. 2020; Schmitt et al. 2020). Our work adopts a similar idea to model the conditional duality between Logic2text (Chen et al. 2020b) and Logical Form Generation. We adopt an IBT-style joint training scheme without the back propagation through inference models. We also incorporate a self-training strategy to combine the advantage of both sides of unpaired data. Different from previous works (Qader, Portet, and Labbé 2019; Su, Huang, and Chen 2020; Guo et al. 2020) that directly exploited off-the-shelf unpaired data, (Chang et al. 2021) posed

| Logical forms  | Factual forms | Validity of Logical Forms |
|---------------|--------------|---------------------------|
| LFs           | Texts        |                           |
| 98.52%        | 11.75%       |                           |
| 94.30%        | 21.03%       |                           |

Table 5: Evaluation on the quality of the augmented data.

| BLEU-1 | BLEU-2 | BLEU-3 |
|--------|--------|--------|
| GPT-TabGen (sm) |        |        |
| 48.8    | 27.1   | 12.6   |
| GPT-TabGen (sm) + LFs |        |        |
| 55.8    | 35.6   | 20.5   |

Table 6: Results on the test split of LogicNLG.
the problem that it is unrealistic to have so much unpaired texts for data-to-task tasks, and adopt language models (LM), i.e., GPT-2 [Radford et al. 2019] to augment additional texts. The Logic2Text task further toughens the problem because we must augment logical forms and textual statements supported by the tables, suggesting the difficulty to apply dual learning. In this work, we realize the data augmentation from existing tables without the availability of additional resources. Our work is also related to [Dou, Anastasopoulos, and Neubig 2020] that provides useful insights for data selection in IBT. Our work adopts a round-trip BERTScore metric that can measure the quality of both texts and logical forms.

6 Conclusion

We studied the logical-level NLG task with the limited supervision data. We herein proposed a topic-conditioned data augmentation method to generate logical forms and textual descriptions with GPT-2. We also introduced logical form generation as a dual task of logical-level NLG, and propose a joint semi-supervised learning approach to improve these two tasks with augmented data. The experimental results show the effectiveness of the proposed method, especially in low-resource settings. For future work, we seek to apply our method to annotate new logical-level NLG benchmarks.
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| Models | Logic2text BLEU-4 | ROUGE-L | LF Acc. | Exec. Acc. | LG BLEU-4 | ROUGE-L | LF Acc. | Exec. Acc. |
|--------|-------------------|---------|---------|-----------|-----------|---------|---------|-----------|
| GPT-2 (full) | 31.60 ± 0.31 | 54.45 ± 0.40 | 66.70 ± 0.48 | 88.43 ± 0.34 | 34.50 ± 0.31 | 48.30 ± 0.40 | 60.50 ± 0.48 | 82.43 ± 0.34 |
| Ours (full) | 32.70 ± 0.44 | 55.08 ± 0.36 | 67.27 ± 0.72 | 89.34 ± 0.53 | 35.60 ± 0.34 | 49.30 ± 0.40 | 61.50 ± 0.48 | 83.43 ± 0.34 |

Table 7: Results on the test sets of Logic2text and LG, where mean and standard deviation are computed on 5 runs.

---

A Configuration Details of Models

Here we provide detailed configurations of our models: our implementation is based on Huggingface Transformer v3.1.0’s GPT-2-small model. The word embeddings and positional embeddings are frozen during training. The input sequence, i.e., concatenation of a logic type, caption, headers, table content and logical form, has a maximum of 800 BPE tokens, in which the maximum length for table content is 400, and 200 for logical form and 50 for textual descriptions. If the maximum lengths of a batch of data is smaller than the pre-defined ones, they are set to the smaller ones.

We experimented on a set of combinations of batch size (bs) and learning rate (lr) by manually tuning on the validation set results. With trial and error on bs={1,2,4,8,20} and lr=[1e-5 :3e-4] with step size 1e-5, we found bs=2, lr=2e-5, (bs=4,lr=3e-5), (bs=8,lr=5e-5) consistently good. We adopt (bs=2, lr=2e-5) for the full model due to the extra memory cost of pseudo data generation. We use a gradient clipping with L2-norm and threshold 5.0. We fix the random seed to compare Ours(full) and Ours(1k).

For the full data setting, we pre-train our joint models on supervised data for 1 epoch and fine-tune for 1 epoch at the end of each unsupervised training epoch. For the few-shot setting, since supervised data are sparse, we pre-train for 5 epochs and fine-tune for 3 epochs. On an NVIDIA 2080ti GPU, it takes about 8 hours to finish one unsupervised epoch and around 30 min for a pre-training/fine-tuning epoch, including the time of validation.

B Effectiveness of Round-trip Data Weighting

In Section 4.8 we measured the factual accuracy of the augmented data, which showed 11.75% of the logical forms and 21.03% of the texts are logically supported by the tables. However, we adopted a soft data weighting approach instead of hard data filtering based on factual correctness. This is because factual correctness is evaluated based on exact
match based execution of the augmented logical forms and the back-translated logical forms from the augmented texts. Therefore, it may strictly filter out some logically correct examples. Additionally, even if the logical forms and texts are not supported by the tables, they may still help models learn the conversion between LFs and texts. In comparison, our round-trip data weighting method tend to assign lower scores to low-quality augmented data while still considering their potential effects. To analyse whether round-trip data weighting can measure the quality of augmented data, we split the augmented dataset ("All") into "Correct" and "Incorrect" based on their exact factual correctness. In Table 8, we show that "correct" data tend to have higher round-trip weights.

Empirically, we also find it beneficial to use more soft-filtered data instead of less hard-filtered data. We show some qualitative examples in Appendix D to present the potential effects of imperfect augmented data.

### C A Formal Algorithm of Proposed Method

**Algorithm 1: Training procedure**

1. **Input:** Augmented logical form dataset \(\mathcal{U}_t\); augmented text dataset \(\mathcal{U}_t\); Supervised dataset \(\mathcal{S}\).
2. **Output:** A Logic2text model \(P_{\theta}\); an LG model \(P_{\phi}\).

   ▶ Pre-training
3. Initialize \(P_{\theta}\) and \(P_{\phi}\) with pre-trained GPT-2.
4. Train \(P_{\theta}\) and \(P_{\phi}\) on \(\mathcal{S}\).

   ▶ Data weighting
5. Compute data weights \(W_L\) for \(\mathcal{U}_t\) and \(W_l\) for \(\mathcal{U}_t\) via round-trip BERTScore.
6. Sort \(\mathcal{U}_t\) and \(\mathcal{U}_t\) in the decreasing order of \(W_L\) and \(W_l\), respectively.

   ▶ Joint training
7. **repeat**
8. Optimize \(P_{\theta}\) and \(P_{\phi}\) via back-translation on \(\mathcal{U}_t\) and \(\mathcal{U}_t\), according to Equation (4).
9. Optimize \(P_{\theta}\) and \(P_{\phi}\) via self-training on \(\mathcal{U}_t\) and \(\mathcal{U}_t\), according to Equation (5).
10. Fine-tuning \(P_{\theta}\) and \(P_{\phi}\) on \(\mathcal{S}\).
11. **until** CONVERGE

### D Qualitative Examples of TopicDA

We list two examples of our TopicDA method, which show perfect quality in terms of topic consistency and logical fidelity, i.e., factually supported by the tables. In Figure 4 we show the augmented logical form generated by assigning logic type *superlative* to the given table, which describes correct information in the table and matches the given topic. We also list its forward and round-trip translations here, which were used to compute its round-trip data weight. These translations are of considerable quality, indicating a high data weight during semi-supervised training. Similarly, Figure 5 demonstrates a good example of text augmentation and its translations. However, sometimes the DA models can generate factually incorrect outputs. As shown in Figure 6, although the augmented text is consistent with the assigned topic “unique”, the correct date should be “august 12” instead of “august 19”. Nonetheless, its forward translation logical form is syntactically correct and semantically consistent with the text, which suggests that this augmented text may still benefit the models on the translation between logical forms and texts. Our data weighting method will also assign a high score to this example because the round-trip translation perfectly matches the original text.

### E Qualitative Examples of Logic2text

Here, we demonstrate some qualitative examples generated from random samples in the test set of Logic2text. We list the generated descriptions of the five models we compared in human evaluation: Gold, GPT-2(full), Ours(full), GPT-2(1k) and Ours(1k). In Figure 7, we observe exciting fluency and fidelity of most generations, except the generation of GPT-2(1k) that mistakenly replaces “1995” with “1991”, possibly because GPT-2(1k) was confused by the multiple entities named “1991” appearing in the complicated logical form. In Figure 8, the logical form belongs to the *ordinal* logic type, which is more difficult for a model to identify its logical semantics. As a result, GPT-2 (full) failed to generate a factually correct sentence because it mistakenly treated “stephen merritt discography” as an album. In contrast, the generation of Ours(full) is both factually and semantically correct. Ours(1k) failed to detect the key column name “year” and generated hallucinated words “charting single”. However, it still interpreted the meaning of function “nth argmax” in the logical form as “second highest”, while GPT-2 (1k) totally misunderstood the meaning of the logical form and generated a hallucinated sentence. We can observe that although these GPT-2 based models can basically generate highly fluent sentences, they are not robust enough to generate descriptions faithful to both the table and the logical form. However, these examples demonstrate the effectiveness of our data augmentation framework and using more training examples. We can also find that the logical forms make it easier to interpret the errors made by the models than direct table-to-text generation. It is also interesting how the models translate the composi-

|               | All   | Correct | Incorrect |
|---------------|-------|---------|-----------|
| Texts         | 0.65±0.20 | 0.70±0.19 | 0.64±0.20 |
| Logical forms | 0.86±0.16 | 0.92±0.12 | 0.87±0.13 |

Table 8: Mean and standard deviations of the data weights for different subsets of the augmented data.

| Models        | IAA w.r.t. Factual ratings | IAA w.r.t. Semantical ratings |
|---------------|----------------------------|------------------------------|
| Gold          | 0.15                       | 0.28                         |
| GPT-2 (full)  | 0.52                       | 0.47                         |
| Ours (full)   | 0.63                       | 0.58                         |
| GPT-2 (1k)    | 0.64                       | 0.66                         |
| Ours (1k)     | 0.66                       | 0.68                         |
| Avg           | 0.52                       | 0.53                         |

Table 9: IAA w.r.t. the ratings of each entry in Table 4.
| player         | nationality | position          | years for jazz | school / club team |
|---------------|-------------|-------------------|----------------|--------------------|
| rick adelman  | united states | guard             | 1974 - 75     | loyola ( ca )      |
| john amaechi  | england     | center / forward  | 2001 - 03     | penn state         |
| louis amundson| united states | forward            | 2007          | unlv               |
| j j anderson  | united states | forward            | 1982 - 85     | bradley            |
| shandon anderson| united states | guard / forward   | 1996 - 99     | georgia            |
| rafael araño  | brazil      | center             | 2006 - 2007   | byu                |
| carlos arroyo | puerto rico | guard              | 2002 - 05     | florida international|
| isaac austin  | united states | center             | 1991 - 93     | arizona state      |
| anthony avent | united states | forward            | 1998 - 99     | seton hall         |

**Logic type:** superlative  
**Augmented Logical Form:** \( \text{eq} \{ \text{hop \{argmin \{all_rows ; \text{years for jazz}\}\; player\}} ; \text{rick adelman} \} = \text{true} \)  
**Forward translation:** rick adelman was the earliest player to join the utah jazz all - time roster .  
**Round-trip translation:** \( \text{eq} \{ \text{hop \{argmin \{all_rows ; \text{years for jazz}\}\; player\}} ; \text{rick adelman} \} = \text{true} \)

Figure 4: An example of an augmented logical form generated via TopicDA.

---

| school     | location | mascot | county | enrollment 08 - 09 | ihsaa class football | year joined | previous conference |
|------------|----------|--------|--------|---------------------|----------------------|-------------|---------------------|
| chesterton | chesterton | trojans | 64 porter | 1921 | 4a | 6a | 1970 | calumet |
| crown point | crown point | bulldogs | 45 lake | 2426 | 4a | 6a | 1993 | lake suburban |
| lake central | saint john | indians | 45 lake | 3141 | 4a | 6a | 2003 | independents |
| laporte    | laporte | slicers | 46 laporte | 1956 | 4a | 5a | 1976 | northern indiana |
| merrillville | merrillville | pirates | 45 lake | 2241 | 4a | 6a | 1975 | lake suburban |
| michigan city | michigan city | wolves | 46 laporte | 1919 | 4a | 5a | 1995 | none ( new school ) |
| portage    | portage | indians | 64 porter | 2618 | 4a | 6a | 1970 | calumet |
| valparaiso | valparaiso | vikings | 64 porter | 2072 | 4a | 6a | 1970 | independents |

**Logic type:** ordinal  
**Augmented Text:** in the duneland athletic conference , the school with the 2nd highest enrollment is portage .  
**Forward translation:** eq \{ hop \{nth_argmax \{all_rows ; enrollment 08 - 09 ; 2\} ; school\} ; portage \} = true  
**Round-trip translation:** portage has the 2nd highest enrollment in the duneland athletic conference .

Figure 5: An example of an augmented text generated via TopicDA.
Figure 6: An incorrect example of an augmented text generated via TopicDA.

1972 miami dolphins season

| week | date             | opponent           | result  | record |
|------|------------------|--------------------|---------|--------|
| 1    | august 5 , 1972  | detroit lions      | 123 - 31| 0 - 1  |
| 2    | august 12 , 1972 | green bay packers  | 113 - 14| 0 - 2  |
| 3    | august 19 , 1972 | cincinnati bengals | w 35 - 17| 1 - 2  |
| 4    | august 25 , 1972 | atlanta falcons    | w 24 - 10| 2 - 2  |
| 5    | august 31 , 1972 | washington redskins| 124 - 27| 2 - 3  |
| 6    | september 10 , 1972 | minnesota vikings | w 21 - 19| 3 - 3  |

**Logic type**: unique

**Augmented Text**: in the 1972 miami dolphins season, the only time the opponent was green bay packers was on **august 19th**.

**Forward translation**: and { only { filter_eq { all_rows ; opponent ; green bay packers } } ; eq { hop { filter_eq { all_rows ; opponent ; green bay packers } } ; date } ; august 19 , 1972 } = true

**Round-trip translation**: in the 1972 miami dolphins season, the only time the opponent was the green bay packers was on **august 19 , 1972**.

F Details of Human Evaluation

In Table [9], we report the Inter-Annotator Agreement (IAA) scores (Fleiss’ Kappa) among our three annotators w.r.t. their ratings of each entry in Table 4. The averaged IAA scores are 0.52 w.r.t. the rating of factual correctness and 0.53 w.r.t. semantical correctness, showing a reasonable agreement. The IAA scores are much lower for the rating of Gold References, probably because the errors in gold references are rare and subtler to judge.
Figure 7: Example one of Logic2text. The incorrect contents are marked as red.
**stephin merritt discography**

| album title               | format | year | original label    | chart positions |
|---------------------------|--------|------|-------------------|-----------------|
| distant plastic trees    | lp     | 1991 | red flame         | -               |
| the wayward bus           | lp     | 1992 | popup             | -               |
| the house of tomorrow     | ep     | 1992 | feel good all over| -               |
| the charm of the highway strip | lp   | 1994 | merge records     | -               |
| holiday                   | lp     | 1994 | feel good all over| -               |
| get lost                  | lp     | 1995 | merge records     | -               |
| 69 love songs             | lp     | 1999 | merge records     | -               |
| i                         | lp     | 2004 | nonesuch records  | 152 (billboard 200)|
| distortion                | lp     | 2008 | nonesuch records  | 77 (billboard 200)|
| realism                   | lp     | 2010 | nonesuch records  | 110 (billboard 200)|
| love at the bottom of the sea | lp   | 2012 | merge records     | 89 (billboard 200)|

**Logical Form:**

\[
\text{eq}\left(\text{hop}\left(\text{nth_argmax}\left(\text{all_rows} ; \text{year} ; 2\right) ; \text{album title}\right) ; \text{realism}\right) = \text{true}
\]

**Gold:**

realism is the second newest released album by stephin merritt.

**GPT-2 (full):**

the album stephin merritt discography's second to last release was the album realism.

**Ours (full):**

the 2nd to last album to be released by stephin merritt was the album titled "realism."

**GPT-2 (1k):**

the album title was released 2 times in the year 1992.

**Ours (1k):**

the second highest charting single for stephin merritt discography was for the album realism.

Figure 8: Example two of Logic2text. The incorrect contents are marked as red.