GLOBAL SOLVABILITY OF THE NAVIER-STOKES EQUATIONS WITH A FREE SURFACE IN THE MAXIMAL $L_p$-$L_q$ REGULARITY CLASS
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Abstract. We consider the motion of incompressible viscous fluids bounded above by a free surface and below by a solid surface in the N-dimensional Euclidean space for $N \geq 2$. The aim of this paper is to show the global solvability of the Navier-Stokes equations with a free surface, describing the above-mentioned motion, in the maximal $L_p$-$L_q$ regularity class. Our approach is based on the maximal $L_p$-$L_q$ regularity with exponential stability for the linearized equations, and also it is proved that solutions to the original nonlinear problem are exponentially stable.

1. Introduction

This paper is concerned with the global solvability of the Navier-Stokes equations with a free surface, describing the motion of incompressible viscous fluids bounded above by a free surface and below by a solid surface in the $N$-dimensional Euclidean space for $N \geq 2$, in the maximal $L_p$-$L_q$ regularity class (cf. [36] for the class). Such equations were mathematically treated by Beale [6] for the first time. He proved, in an $L_2$-in-time and $L_2$-in-space setting with the gravity, the local solvability for large initial data in [6], whereas we prove in the maximal $L_p$-$L_q$ regularity class the global solvability for small initial data in the case where the gravity is not taken into account in the present paper.

The problem is stated as follows: We are given an initial domain $\Omega \subset \mathbb{R}^N$, occupied by an incompressible viscous fluid, such that

$$\Omega = \{ \xi = (\xi', \xi_N) \mid \xi' = (\xi_1, \ldots, \xi_{N-1}) \in \mathbb{R}^{N-1}, 0 < \xi_N < d \} \quad (d > 0),$$

as well as an initial velocity field $a = a(\xi) = (a_1(\xi), \ldots, a_N(\xi))^T$ of the fluid on $\Omega$. The symbols $\Gamma, S$ denote the boundaries of $\Omega$ such that

$$\Gamma = \{ \xi = (\xi', \xi_N) \mid \xi' = (\xi_1, \ldots, \xi_{N-1}) \in \mathbb{R}^{N-1}, \xi_N = d \},$$

$$S = \{ \xi = (\xi', \xi_N) \mid \xi' = (\xi_1, \ldots, \xi_{N-1}) \in \mathbb{R}^{N-1}, \xi_N = 0 \}.$$

We wish to find for each $t \in (0, \infty)$ a transformation $\Theta = \Theta(\cdot, t) : \Omega \ni \xi \mapsto x = \Theta(\xi, t) \in \mathbb{R}^N$, a velocity field $v = v(x, t) = (v_1(x, t), \ldots, v_N(x, t))^T$ of the fluid, and a pressure field $\pi = \pi(x, t)$ of the fluid so that

$$\partial_t \Theta = v \circ \Theta, \quad \Theta(\xi, 0) = \xi, \quad \xi \in \Omega,$$

$$\Omega(t) = \Theta(\Omega, t), \quad \Gamma(t) = \Theta(\Gamma, t), \quad S = \Theta(S, t).$$
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$^1$M$^T$ denotes the transposed M.
\[ (1.3) \quad \partial_t v + (v \cdot \nabla)v = \text{Div}\, T(v, \pi), \quad x \in \Omega(t), \]
\[ (1.4) \quad \text{div } v = 0, \quad x \in \Omega(t), \]
\[ (1.5) \quad T(v, \pi)n = -\pi_0 n, \quad x \in \Gamma(t), \]
\[ (1.6) \quad v = 0, \quad x \in S, \]
\[ (1.7) \quad v|_{t=0} = a, \quad \xi \in \Omega, \]

where \( v \circ \Theta = (v \circ \Theta)(\xi, t) = v(\Theta(\xi, t), t). \)

Here the density of the fluid have been set to 1; \( n \) is the unit outward normal to \( \Gamma(t); \) the constant \( \pi_0 \) is the atmospheric pressure, and it is assumed in this paper that \( \pi_0 = 0 \) without loss of generality. The stress tensor \( T(v, \pi) \) is given by \( T(v, \pi) = \mu D(v) - \pi I, \) where \( \mu \) is a positive constant and denotes the viscosity coefficient of the fluid; \( I \) is the \( N \times N \) identity matrix; \( D(v) = \nabla v + (\nabla v)^T \) is the doubled strain tensor. Here and subsequently, we use the following notation to \( \Gamma(\xi,t) \): the constant \( \pi_0 = 0 \) without loss of generality. The stress tensor \( T(v, \pi) \) is given by \( T(v, \pi) = \mu D(v) - \pi I, \) where \( \mu \) is a positive constant and denotes the viscosity coefficient of the fluid; \( I \) is the \( N \times N \) identity matrix; \( D(v) = \nabla v + (\nabla v)^T \) is the doubled strain tensor. Here and subsequently, we use the following notation for differentiations: Let \( f = f(x), \) \( g = (g_1(x), ..., g_N(x))^T, \) and \( M = (M_{ij}(x)) \) be a scalar-, a vector-, and an \( N \times N \) matrix-valued function on a domain of \( \mathbb{R}^N, \) respectively, and then for \( \partial_j = \partial/\partial x_j \)

\[ \nabla f = (\partial_1f, \ldots, \partial_Nf)^T, \quad \Delta f = \sum_{j=1}^N \partial_j^2 f, \quad \Delta g = (\Delta g_1, \ldots, \Delta g_N)^T, \]

\[ \text{div } g = \sum_{j=1}^N \partial_j g_j, \quad \nabla^2 g = \{ \partial_i \partial_j g_k \mid i, j, k = 1, \ldots, N \}, \]

\[ \nabla g = \begin{pmatrix} \partial_1 g_1 & \cdots & \partial_N g_1 \\ \vdots & \ddots & \vdots \\ \partial_1 g_N & \cdots & \partial_N g_N \end{pmatrix}, \quad (g \cdot \nabla)g = \begin{pmatrix} \sum_{j=1}^N g_j \partial_j g_1, \ldots, \sum_{j=1}^N g_j \partial_j g_N \end{pmatrix}^T, \]

\[ \text{Div } M = \begin{pmatrix} \sum_{j=1}^N \partial_j M_{1j}, \ldots, \sum_{j=1}^N \partial_j M_{Nj} \end{pmatrix}^T. \]

Let \( u(\xi, t) = (v \circ \Theta)(\xi, t), \) which is the so-called Lagrangian velocity, and then the solution \( \Theta \) to (1.1) is represented as

\[ (1.8) \quad \Theta(\xi, t) = \xi + \int_0^t u(\xi, s) \, ds \quad (\xi \in \Omega, \ t > 0). \]

We now write the equations (1.3)-(1.7) in the Lagrangian formulation. Thus our unknowns will be the Lagrangian velocity \( u(\xi, t) = v(\Theta(\xi, t), t) \) and pressure \( p(\xi, t) = \pi(\Theta(\xi, t), t) \) for \( (\xi, t) \in \Omega \times (0, \infty). \) If we substitute the new unknowns \( u = u(\xi, t) \) and \( p = p(\xi, t) \) in (1.3)-(1.7), then the equations turn into\(^2\)

\[ (1.9) \quad \partial_t u - \text{Div } T(u, p) = F(u) \quad \text{in } \Omega, \ t > 0, \]
\[ (1.10) \quad \text{div } u = G(u) = \text{div } G(u) \quad \text{in } \Omega, \ t > 0, \]
\[ (1.11) \quad T(u, p)e_N = H(u)e_N \quad \text{on } \Gamma, \ t > 0, \]
\[ (1.12) \quad u = 0 \quad \text{on } S, \ t > 0, \]
\[ (1.13) \quad u|_{t=0} = a \quad \text{in } \Omega, \]

\(^2\)The derivation of (1.9)-(1.11) is discussed in the appendix.
where $e_N = (0, \ldots, 0, 1)^T$. Here $F(u)$, $G(u)$, $G(u)$, and $H(u)$ are nonlinear terms, with respect to $u$, of the forms:

\begin{equation}
F(u) = U_1 \left( \int_0^t \nabla u(\xi, s) \, ds \right) \partial_t u + V \left( \int_0^t \nabla u(\xi, s) \, ds \right) \nabla^2 u
+ \left[ W \left( \int_0^t \nabla u(\xi, s) \, ds \right) \int_0^t \nabla^2 u(\xi, s) \, ds \right] \nabla u,
\end{equation}

\begin{equation}
G(u) = U_2 \left( \int_0^t \nabla u(\xi, s) \, ds \right) : \nabla u, \quad G(u) = U_3 \left( \int_0^t \nabla u(\xi, s) \, ds \right) u,
\end{equation}

\begin{equation}
H(u) = D(u) U_4 \left( \int_0^t \nabla u(\xi, s) \, ds \right) + (\nabla u)^T U_5 \left( \int_0^t \nabla u(\xi, s) \, ds \right)
+ U_6 \left( \int_0^t \nabla u(\xi, s) \, ds \right) (\nabla u)^T \left( I + U_7 \left( \int_0^t \nabla u(\xi, s) \, ds \right) \right),
\end{equation}

where $U_i : R^{N \times N} \rightarrow R^{N \times N}$ ($i = 1, \ldots, 7$),

\begin{equation}
V(\cdot) \nabla^2 u = \left( \sum_{i,j,k=1}^N V_{ijk}^1(\cdot) \partial_i \partial_j u_k, \ldots, \sum_{i,j,k=1}^N V_{ijk}^N(\cdot) \partial_i \partial_j u_k \right)^T,
\end{equation}

\begin{equation}
\left[ W(\cdot) \int_0^t \nabla^2 u \, ds \right] \nabla v = \left( \sum_{i,j,k,l,m=1}^N W_{ijklm}^1(\cdot) \int_0^t \partial_i \partial_j u_k \, ds \partial_l v_m, \ldots, \sum_{i,j,k,l,m=1}^N W_{ijklm}^N(\cdot) \int_0^t \partial_i \partial_j u_k \, ds \partial_l v_m \right)^T,
\end{equation}

for some $V_{ijk}^1, \ldots, V_{ijk}^N, W_{ijklm}^1, \ldots, W_{ijklm}^N : R^{N \times N} \rightarrow R$ and for any $N$-vectors $u = (u_1, \ldots, u_N)^T$, $v = (v_1, \ldots, v_N)^T$. Note that, for $N \times N$ matrices $A = (A_{ij})$, $B = (B_{ij})$, we have set

\begin{equation}
A : B = \sum_{i,j=1}^N A_{ij} B_{ij}.
\end{equation}

One has the following information about $U_i$, $V$, $W$: Let $X = (X_{mn})$ be $N \times N$ matrices. Then all the components of $U_i(X)$ ($i = 1, \ldots, 7$), $V(X)$, and $W(X)$ are polynomials with respect to $X_{mn}$ for $m, n = 1, \ldots, N$. Furthermore,

\begin{equation}
U_i(O) = O \quad (i = 1, \ldots, 7), \quad V_{ijk}^l(O) = 0 \quad (i, j, k, l = 1, \ldots, N),
\end{equation}

where $O$ denotes the $N \times N$ zero matrix.

Let us introduce historical remarks and key ideas of the present paper at this point. If we consider free boundary problems, then we first usually transform them to nonlinear problems on given domains, independent of time $t$, by using a suitable transformation. Roughly speaking, such transformations are divided into

- Lagrangian transformation;
- Eulerian approaches (e.g. Beale’s transformation in [7], [8]; Hanzawa’s transformation in [19]).

Lagrangian transformation denotes the transformation $\Theta$ of (1.8). It is quite useful to show the local solvability for a lot of situations. In fact, by using the Lagrangian transformation, Shibata [36] and Enomoto et al. [17] proved, respectively, the local solvability of the Navier-Stokes equations with a free surface for
incompressible viscous fluids and for compressible viscous fluids in the case where
the initial domain $\Omega$ has uniform $W^{2-1/q}_q$ regularity (cf. their papers for the defi-
tion). Here half-spaces, bent half-spaces, layer-like domains, cylinder-like domains,
bounded domains, and exterior domains are typical examples of unif orm $W^{2-1/q}_q$ do-
mains. As for the local solvability with the Lagrangian transformation, we also refer
e.g. to the following papers: Solonnikov [42, 43] and references therein, Mogilevskii
and Solonnikov [28], Mucha and Zajączkowski [29], Shibata and Shimizu [38] for
incompressible viscous fluids in bounded domains; Beale [6], Allain [4], Tani [50],
Abels [1] for incompressible viscous fluids in layer-like domains; Tani [48], Solon-
nikov and Tani [44, 45], Secchi and Valli [35], Secchi [32, 33, 34], Zajączkowski
[55, 56, 57], Zadzieńska and Zajączkowski [52, 53, 54], Strömmer and Zajączkowski
[46], Denisova and Solonnikov [15] for compressible viscous fluids in bounded do-
mains; Tanaka and Tani [47] for compressible viscous fluids in layer-like domains;
Tani [49], Denisova [9, 10, 11, 12, 13], Denisova and Solonnikov [14] for the motion
of two fluids separated by a closed free surface.

The advantage of the Lagrangian transformation for the local solvability is that
\[ \int_0^t \nabla u(\xi,s) \, ds \]
appears in nonlinear terms (cf. (1.14)). By choosing $T > 0$ small
enough, we can see $\int_0^t \nabla u(\xi,s) \, ds$ ($t \in (0,T)$) as a small coefficient, and thus the
nonlinear terms would be small with suitable norms. This enables us to show
the local solvability by using the contraction mapping theorem.

In order to prove the global solvability, we need the integrability of $\nabla u(\xi,t)$
with respect to time $t \in (0,\infty)$ because of $\int_0^t \nabla u(\xi,s) \, ds$. If we are in an $L_p$-in-
time and $L_q$-in-space setting, then a key idea to guarantee the time integrability
is exponential stability of solutions for the linearized equations as was seen e.g. in
Shibata-Shimizu [39], Shibata [36]. These two papers tell us that the exponential
stability can be proved for bounded domains by some abstract approach. However,
for unbounded domains containing $\Omega$ of the present paper, it is not true in general
that the exponential stability holds. This is one of main difficulties to prove the
global solvability in our situation.

Eulerian approaches are useful to show the large-time behavior of solutions to the
Navier-Stokes equations with a free surface, because $\int_0^t u(\xi,s) \, ds$ as above does not
appear. We here introduce e.g. the following papers as references of the Eulerian
approaches: Beale and Nishida [8] (cf. also [20] for the detailed proof), Hataya and
Kawashima [21] proved polynomial decay of solutions for layer-like domains in an
$L_2$-in-time and $L_2$-in-space setting; Köhne, Prüss, and Wilke [22], Solonnikov [41]
proved exponential stability of solutions for bounded domains in an $L_p$-in-time and
$L_p$-in-space setting; Saito and Shibata [31] showed $L_p$-$L_r$ estimates of the Stokes
semigroup with surface tension and gravity on the half-space.

The key idea of this paper is to prove the maximal $L_p$-$L_q$ regularity with expo-
nential stability for the linearized equations of (1.9)-(1.13). As mentioned above,
we can prove such an exponential stability for bounded domains, but the technique
can not be applied to our situation because our domain $\Omega$ is unbounded. To over-
come this difficulty, we make use of Abels [2] and Saito [30] in this paper. We then
apply the maximal $L_p$-$L_q$ regularity with exponential stability and the contraction
mapping theorem to (1.9)-(1.13) in order to prove their global solvability.

This paper is organized as follows: The next section first introduce notation and
function spaces that are used throughout this paper. Secondly, we state main
results of the global solvability for (1.9)-(1.13) and the maximal $L_p$-$L_q$ regularity
with exponential stability for the linearized equations. Section 3 introduces some results concerning a time-shifted problem, a variational problem, and the Helmholtz decomposition on $\Omega$. Section 4 shows the generation of an analytic $C_0$-semigroup associated with the linearized equations. In Section 5, we prove the maximal $L_p$-$L_q$ regularity with exponential stability for the linearized equations by means of results introduced in Sections 3, 4. Section 6 proves the global solvability of (1.9)-(1.13) based on the contraction mapping theorem together with the maximal $L_p$-$L_q$ regularity with exponential stability proved in Section 5. In Section 7, we show the global existence and uniqueness of solutions for the original problem (1.1)-(1.7), and also their exponential stability.

2. Notation and main results

In this section, we first introduce notation and function spaces that are used throughout this paper. Next our main results are stated.

2.1. Notation. The set of all natural numbers, real numbers, and complex numbers are denoted by $\mathbb{N}$, $\mathbb{R}$, and $\mathbb{C}$, respectively, and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

Let $m, n \in \mathbb{N}$ and $G$ be a domain of $\mathbb{R}^n$. We set $a \cdot b = \sum_{j=1}^m a_j b_j$ for $m$-vectors $a = (a_1, \ldots, a_m)^T$ and $b = (b_1, \ldots, b_m)^T$, while we set $(f, g)_G = \int_G f(x) \cdot g(x) \, dx = \sum_{j=1}^m \int_G f_j(x) g_j(x) \, dx$ for $m$-vector functions $f = (f_1(x), \ldots, f_m(x))^T$, $g = (g_1(x), \ldots, g_m(x))^T$ on $G$. In addition, $C_0^\infty(G)$ denotes the set of all $C^\infty$-functions on $\mathbb{R}^n$ whose supports are compact and contained in $G$.

Let $X$ and $Y$ be Banach spaces, and let $1 \leq p \leq \infty$. The Banach space of all bounded linear operators from $X$ to $Y$ is denoted by $\mathcal{L}(X, Y)$, and $\mathcal{L}(X) = \mathcal{L}(X, X)$. $L_p(G, X)$ and $W^m_p(G, X)$ denote, respectively, the standard $X$-valued Lebesgue spaces on $G$ and the standard $X$-valued Sobolev spaces on $G$, and $W^0_p(G, X) = L_p(G, X)$. If $X = \mathbb{R}$ or $X = \mathbb{C}$, then $L_p(G, X)$, $W^m_p(G, X)$, and $W^0_p(G, X)$ are denoted by $L_p(G)$, $W^m_p(G)$, and $W^0_p(G)$, respectively, for short.

The symbol $C(G, X)$ stands for the set of all $X$-valued continuous function on $G$, while $C^m(G, X)$ is the set of all $m$-times continuously differentiable functions on $G$ with values in $X$. Let $BUC(G, X)$ be the Banach space of all $X$-valued uniformly continuous and bounded functions on $G$. In addition,

$$BUC^m(G, X) = \{ f \in C^m(G, X) \mid \partial^\alpha f \in BUC(G, X) \text{ for } |\alpha| = 0, 1, \ldots, m\},$$

where we have set $\partial^\alpha f = \partial^{\alpha_1}_1 \cdots \partial^{\alpha_n}_n f$ and $|\alpha| = \alpha_1 + \cdots + \alpha_n$ for multi-index $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n_0$. Here $C(G)$, $C^m(G)$, $BUC(G)$, and $BUC^m(G)$ are defined similarly as above, and also $G$ can be replaced by the closure $\overline{G}$ of $G$.

Let $\gamma \in \mathbb{R}$. We then define functions spaces with exponential weights as

$$L_{p, \gamma}(\mathbb{R}, X) = \{ f \in L_{p, \text{loc}}(\mathbb{R}, X) \mid e^{-\gamma t} f(t) \in L_p(\mathbb{R}, X) \},$$

$$W^k_{1, \gamma}(\mathbb{R}, X) = \{ f \in W^k_{p, \text{loc}}(\mathbb{R}, X) \mid e^{-\gamma t} \partial_t^k f(t) \in L_p(\mathbb{R}, X) \text{ for } k = 0, 1\}.$$

On the other hand, one sets for $\mathbb{R} = (0, \infty)$

$$W^1_p(\mathbb{R}_+, X) = \{ f \in W^1_p(\mathbb{R}_+, X) \mid f|_{t=0} = 0\}.$$

In order to define Bessel potential spaces of order $1/2$, we introduce the Fourier transform and its inverse transform as follows: Let $f = f(t)$ and $g = g(\tau)$ be
functions defined on \( \mathbb{R} \), and then
\[
\mathcal{F}[f](\tau) = \int_{\mathbb{R}} e^{-it\tau} f(t) \, dt, \quad \mathcal{F}^{-1}_\tau[g](t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{it\tau} g(\tau) \, d\tau.
\]
The Bessel potential spaces are given by
\[
H^{1/2}_p(\mathbb{R}, X) = \{ f \in L_p(\mathbb{R}, X) \mid \|f\|_{H^{1/2}_p(\mathbb{R}, X)} < \infty \},
\]
\[
\|f\|_{H^{1/2}_p(\mathbb{R}, X)} = \|\mathcal{F}^{-1}_\tau[(1 + \tau^2)^{1/4} \mathcal{F}[f]](\tau)\|_{L_p(\mathbb{R}, X)},
\]
\[
H^{1/2}_{p,\gamma}(\mathbb{R}, X) = \{ f \in L_{p,\gamma}(\mathbb{R}, X) \mid \|e^{-\gamma t} f\|_{H^{1/2}_p(\mathbb{R}, X)} < \infty \},
\]
and furthermore,
\[
H^{1/2}_{p,\gamma}(\mathbb{R}_+, X) = [L_p(\mathbb{R}_+, X), W^1_{q,\gamma}(\mathbb{R}_+, X)];_{1/2},
\]
\[
oH^{1/2}_{p,\gamma}(\mathbb{R}_+, X) = [L_p(\mathbb{R}_+, X), 0W^1_{q,\gamma}(\mathbb{R}_+, X)];_{1/2},
\]
where \([\cdot, \cdot]\) is the complex interpolation functor with \(0 < \gamma < 1\). For notational convenience, we set for \(1 < p, q < \infty\) and \(Z \in \{H_{0,H}\}
\]
\[
H^{1,1/2}_{p,q}(\Omega \times \mathbb{R}) = H^{1/2}_{p,q}(\mathbb{R}, L_q(\Omega)) \cap L_{p,\gamma}(\mathbb{R}, W^1_{q,\gamma}(\Omega)),
\]
\[
H^{1,1/2}_{p,q}(\Omega \times \mathbb{R}) = H^{1/2}_{p,q}(\mathbb{R}, L_q(\Omega)) \cap L_{p,\gamma}(\mathbb{R}, W^1_{q,\gamma}(\Omega)),
\]
\[
Z^{1/2}_{q,p}(\Omega \times \mathbb{R}_+) = H^{1/2}_{p,q}(\mathbb{R}_+, L_q(\Omega)) \cap L_p(\mathbb{R}_+, W^1_{q,\gamma}(\Omega)),
\]
\[
W^{2,1}_{q,p}(\Omega \times \mathbb{R}) = W^1_{q,p}(\mathbb{R}, L_q(\Omega)) \cap L_{p,\gamma}(\mathbb{R}, W^2_{q,\gamma}(\Omega)),
\]
\[
W^{2,3}_{q,p}(\Omega \times \mathbb{R}_+) = W^1_{p,\gamma}(\mathbb{R}_+, L_q(\Omega)) \cap L_p(\mathbb{R}_+, W^2_{q,\gamma}(\Omega)).
\]

Let \(1 < q < \infty\) and \(q' = q/(q-1)\). A closed subspace \(W^{1,1}_{q,\gamma}(\Omega)\) of \(W^1_{q,\gamma}(\Omega)\) is defined as \(W^{1,1}_{q,\gamma}(\Omega) = \{ f \in W^1_{q,\gamma}(\Omega) \mid f = 0 \text{ on } \Gamma \}. \) Then the solenoidal space \(J_q(\Omega)\) is given by
\[
J_q(\Omega) = \{ f \in L_q(\Omega)^N \mid (f, \nabla \varphi)_\Omega = 0 \text{ for all } \varphi \in W^1_{q',\gamma}(\Omega) \}.
\]
Here we set \(D_{q,p}(\Omega) = (J_q(\Omega), D(A_q))_{1-1/p, p}^{3)}, \) where \((\cdot, \cdot)_{\theta,p}\) is the real interpolation functor with \(0 < \theta < 1\).

**Remark 2.1.** The interpolation space \(D_{q,p}(\Omega)\) is characterized as follows\(^3\):
\[
D_{q,p}(\Omega) = \begin{cases} 
\{ u \in J_q(\Omega) \cap B^{2-2/p}_{q,p}(\Omega)^N \mid (\mu D(\mathbf{u}) e_N)_\gamma = 0 \text{ on } \Gamma, \mathbf{u} = 0 \text{ on } S \} \\
\text{when } 2 - 2/p > 1 + 1/q, \\
\{ u \in J_q(\Omega) \cap B^{2-2/p}_{q,p}(\Omega)^N \mid u = 0 \text{ on } S \} \\
\text{when } 1/q < 2 - 2/p < 1 + 1/q, \\
J_q(\Omega) \cap B^{2-2/p}_{q,p}(\Omega)^N \text{ when } 2 - 2/p < 1/q,
\end{cases}
\]
where we have set \(B^{2-2/p}_{q,p}(\Omega) = (L_q(\Omega), W^2_{q,\gamma}(\Omega))_{1-1/p, p}\) and \(v_\tau = v - e_N(e_N \cdot v)\) for any \(N\)-vector \(v\).

Throughout this paper, the letter \(C\) denotes generic constants and \(C_{a,b,c,...}\) means that the constant depends on the quantities \(a, b, c, \ldots\). The values of constants \(C\) and \(C_{a,b,c,...}\) may change from line to line.\(^4\)

\(^3\) \(D(A_q)\) is the domain of the Stokes operator \(A_q\) associated with the linearized equations of (1.9)-(1.13). They are discussed in Section 4 below in more detail, especially in (4.5).

\(^4\) We refer e.g. to [36, page 415].
2.2. Main results. This subsection introduces our main results of this paper.

First the global solvability of (1.9)-(1.13) is stated as follows:

Theorem 2.2. Let $p$ and $q$ be exponents satisfying

$$2 < p < \infty, \quad N < q < \infty, \quad \frac{2}{p} + \frac{N}{q} < 1.$$  

Then there exist positive constants $\gamma_0$, $\delta_0$, and $\varepsilon_0$ such that, for any $a \in D_{q,p}(\Omega)$ with $\|a\|_{D_{q,p}(\Omega)} \leq \varepsilon_0$, the equations (1.9)-(1.13) admit a unique solution

$$(u, p) \in W^{2,1}_{q,p}(\Omega \times \mathbb{R}^+) \times L_p(\mathbb{R}^+, W^1_q(\Omega)),$$

with $\lim_{t \to 0^+} \|u(t) - a\|_{B_{q,p}^{2,1}(\Omega)} = 0$, satisfying the estimate:

$$\|e^{\gamma_0 t}(\partial_t u, u, \nabla u, \nabla^2 u)\|_{L_p(\mathbb{R}^+, L_q(\Omega))} + \|e^{\gamma_0 t}g\|_{L_p(\mathbb{R}^+, W^1_q(\Omega))} \leq \delta_0.$$  

Remark 2.3. We discuss the equations (1.1)-(1.7) in Section 7 below.

Next we introduce the maximal $L_p$-$L_q$ regularity with exponential stability for the following linearized system associated with (1.9)-(1.13):

$$\begin{aligned}
\partial_t u - \text{Div } T(u, p) &= f \quad \text{in } \Omega, \ t > 0, \\
\text{div } u &= g \quad \text{in } \Omega, \ t > 0, \\
T(u, p)e_N &= h \quad \text{on } \Gamma, \ t > 0, \\
u &= 0 \quad \text{on } S, \ t > 0, \\
u|_{t=0} &= a \quad \text{in } \Omega.
\end{aligned}$$  

To this end, following [25], we introduce some function spaces related to the solvability of the divergence equation $\text{div } u = g$ in $\Omega$ with boundary condition $u \cdot (-e_N) = 0$ on $S$. Let $1 < q < \infty$ and $q' = q/(q - 1)$. Noting [2, Lemma 2.3], we can regard $W^1_{q', s}(\Omega)$ as a Banach space with norm $\|\nabla \cdot \|_{L_{q'}(\Omega)}$, which is denoted by $W^1_{q', s}(\Omega)$. Assume that $g \in L_q(\Omega)$, and then one has

$$\|(g, \varphi)\| \leq C\|g\|_{L_q(\Omega)}\|\nabla \varphi\|_{L_{q'}(\Omega)}$$

for any $\varphi \in \hat{W}^1_{q', s}(\Omega)$, with some positive constant $C$ independent of $g$ and $\varphi$. This inequality implies that $g$ is an element of $\hat{W}^{-1}_{q', s}(\Omega)$, where $\hat{W}^{-1}_{q', s}(\Omega)$ is the dual space of $\hat{W}^1_{q', s}(\Omega)$. Here we see $g$ as a functional on $\{\nabla \varphi \mid \varphi \in \hat{W}^1_{q', s}(\Omega)\} \subset L_q(\Omega)^N$, which, combined with Hahn-Banach's theorem, furnishes that there is a $G \in L_q(\Omega)^N$ such that

$$\|g\|_{\hat{W}^{-1}_{q', s}(\Omega)} = \|G\|_{L_q(\Omega)}, \quad (g, \varphi) = -(G, \nabla \varphi) \quad \text{for all } \varphi \in \hat{W}^1_{q', s}(\Omega).$$

Let $|G| = \{G + f \mid f \in J_q(\Omega)\} \in L_q(\Omega)^N / J_q(\Omega)$. Then $L_q(\Omega) \ni g \mapsto |G| \in L_q(\Omega)^N / J_q(\Omega)$ is well-defined, so that we denote $|G|$ by $G(g)$. One especially notes that $\|G(g)\|_{L_q(\Omega)^N / J_q(\Omega)} = \|g\|_{\hat{W}^{-1}_{q', s}(\Omega)}$. Thus, for any $g \in L_q(\Omega)$ and any representative $g$ of $G(g)$ regular enough, we have

$$(\text{div } g, \varphi)_{\Omega} - (g \cdot (-e_N), \varphi)_S = (g, \varphi)_{\Omega} \quad \text{for all } \varphi \in \hat{W}^1_{q', s}(\Omega),$$

which implies that $u = g$ solves the divergence equation mentioned above.

Now we state the main result for (2.3) as follows:
Theorem 2.4. Let $1 < p, q < \infty$ with $2/p + 1/q \neq 1$ and $2/p + 1/q \neq 2$. Then there exists a positive constant $\sigma_0$ such that, for every $f$, $g$, $h$, and $a$ satisfying

$$e^{\sigma_0 t}f \in L_p(R_+, L_q(\Omega))^N, \quad e^{\sigma_0 t}g \in 0 H^{1,1/2}_{q,p}(R_+ \times \Omega) \cap \partial W^1_p(R_+, \hat{W}^{−1}_{q,1}(\Omega)), \quad e^{\sigma_0 t}h \in 0 H^{1,1/2}_{q,p}(R_+ \times \Omega)^N, \quad a \in D_{q,p}(\Omega),$$

the system (2.3) admits a unique solution $(u, p) \in W^{2,1}_{q,p}(\Omega) \times L_p(R_+, W^1_q(\Omega))$ with $\lim_{t \to 0+} \|u(t) - a\|_{B^{1/2-p}_{q,p}(\Omega)} = 0$. In addition, the solution $(u, p)$ satisfies

$$\|e^{\sigma_0 t}(\partial_t u, u, \nabla u, \nabla^2 u)\|_{L_p(R_+, L_q(\Omega))} + \|e^{\sigma_0 t}q\|_{L_p(R_+, W^1_q(\Omega))} \leq c_0 \left(\|e^{\sigma_0 t}f\|_{L_p(R_+, L_q(\Omega))} + \|e^{\sigma_0 t}g\|_{W^2_p(R_+, \hat{W}^{−1}_{q,1}(\Omega))} + \|e^{\sigma_0 t}(g, h)\|_{0 H^{1,1/2}_{q,p}(\Omega) \times R_+} + \|a\|_{D_{q,p}(\Omega)}\right),$$

with some positive constant $c_0 \geq 1$ depending only on $N$, $d$, $p$, $q$, $\mu$, and $\sigma_0$.

3. Preliminaries

This section introduces some results concerning a time-shifted problem for (2.3), a variational problem, and the Helmholtz decomposition on $\Omega$.

3.1. A time-shifted problem. We consider in this subsection the following time-shifted linear system:

$$\begin{aligned}
\partial_t u + 2\delta u - \text{Div} T(u, p) &= f \quad \text{in} \: \Omega, \: t \in R, \\
\text{div} u &= g \quad \text{in} \: \Omega, \: t \in R, \\
T(u,p)e_N &= h \quad \text{on} \: \Gamma, \: t \in R, \\
u &= 0 \quad \text{on} \: S, \: t \in R,
\end{aligned}
$$

(3.1)

where $\delta$ is a positive constant. More precisely, we prove

Proposition 3.1. Let $1 < p, q < \infty$ and $\delta > 0$. Then, for every

$$f \in L_{p,-\delta}(R, L_q(\Omega))^N, \quad g \in H^{1,1/2}_{q,p,-\delta}(\Omega \times R) \cap W^1_{p,-\delta}(R, \hat{W}^{−1}_{q,1}(\Omega)),$$

$$h \in H^{1,1/2}_{q,p,-\delta}(\Omega \times R)^N,$$

the system (3.1) admits a unique solution $(u, p)$ with

$$u \in W^{2,1}_{q,p,-\delta}(\Omega \times R)^N, \quad p \in L_{p,-\delta}(R, W^1_q(\Omega)).$$

In addition, the following assertions hold true.

1. The solution $(u, p)$ satisfies the estimate:

$$\|e^{\delta t}(\partial_t u, u, \nabla u, \nabla^2 u)\|_{L_p(R, L_q(\Omega))} + \|e^{\delta t}q\|_{L_p(R, W^1_q(\Omega))} \leq C \left(\|e^{\delta t}f\|_{L_p(R, L_q(\Omega))} + \|e^{\delta t}(\partial_t g, g)\|_{L_p(R, \hat{W}^{−1}_{q,1}(\Omega))} + \|e^{\delta t}(g, h)\|_{H^{1,1/2}_{q,p}(\Omega \times R)}\right),$$

with some positive constant $C = C_{N,d,p,q,\delta,\mu}$.

2. If $f$, $g$, and $h$ vanish for $t < 0$, then $u$ also vanishes for $t < 0$.

Remark 3.2. Proposition 3.1 (2) implies $u|_{t=0} = 0 \in L_q(\Omega)^N$, provided that $f$, $g$, and $h$ vanish for $t < 0$. 

To prove Proposition 3.1, we start with

\[
\begin{align*}
\partial_t U - \text{Div} \mathbf{T}(U, P) &= F \quad \text{in } \Omega, \ t \in \mathbb{R}, \\
\text{div} \mathbf{U} &= G \quad \text{in } \Omega, \ t \in \mathbb{R}, \\
\mathbf{T}(U, P)e_N &= H \quad \text{on } \Gamma, \ t \in \mathbb{R}, \\
\mathbf{U} &= 0 \quad \text{on } S, \ t \in \mathbb{R}.
\end{align*}
\]

(3.2)

Concerning this system, we have

**Lemma 3.3.** Let \(1 < p, q < \infty\) and \(\gamma > 0\). Then, for every

\[
\begin{align*}
\mathbf{F} &\in L_{p,\gamma}(\mathbb{R}, L_q(\Omega))^N, \\
\mathbf{G} &\in H^{1,1/2}_{q,p,\gamma}(\Omega \times \mathbb{R}) \cap W^{1}_{p,\gamma}(\mathbb{R}, \widetilde{W}^{-1}_{q,1}(\Omega)), \\
\mathbf{H} &\in H^{1,1/2}_{q,p,\gamma}(\Omega \times \mathbb{R})^N,
\end{align*}
\]

the system (3.2) admits a unique solution \((\mathbf{U}, P)\) with

\[
\mathbf{U} \in W^{2,1}_{q,p,\gamma}(\Omega \times \mathbb{R})^N, \quad P \in L_{p,\gamma}(\mathbb{R}, W^1_q(\Omega)).
\]

In addition, the following assertions hold true.

1. The solution \((\mathbf{U}, P)\) satisfies the estimate:

\[
\begin{align*}
&\|e^{-\gamma t}(\partial_t \mathbf{U}, \mathbf{U}, \nabla \mathbf{U}, \nabla \mathbf{U}^2)\|_{L_p(\mathbb{R}, L_q(\Omega))} + \|e^{-\gamma t} P\|_{L_p(\mathbb{R}, W^1_q(\Omega))} \\
&\leq C \left( \|e^{-\gamma t} \mathbf{F}\|_{L_p(\mathbb{R}, L_q(\Omega))} + \|e^{-\gamma t}(\partial_t G, G)\|_{L_p(\mathbb{R}, \widetilde{W}^{-1}_{q,1}(\Omega))} \\
&\quad + \|e^{-\gamma t}(G, \mathbf{H})\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \right),
\end{align*}
\]

with some positive constant \(C = C_{N, \delta, \rho, \gamma, \mu} \).

2. If \(\mathbf{F}, \mathbf{G},\) and \(\mathbf{H}\) vanish for \(t < 0\), then \(\mathbf{U}\) also vanishes for \(t < 0\).

**Proof.** This lemma was proved in [30, Theorem 2.1]. \(\square\)

**Proof of Proposition 3.1.** In order to apply Lemma 3.3 with \(\gamma = \delta\) to (3.1), we set

\[
\begin{align*}
\mathbf{F} &= e^{2\delta t} \mathbf{F}, \quad G = e^{2\delta t} \mathbf{G}, \\
\mathbf{H} &= e^{2\delta t} \mathbf{H}.
\end{align*}
\]

It then is clear that

\[
\begin{align*}
\mathbf{F} &\in L_{p,\delta}(\mathbb{R}, L_q(\Omega))^N, \quad G \in H^{1,1/2}_{q,p,\delta}(\Omega \times \mathbb{R}) \cap W^{1}_{p,\delta}(\mathbb{R}, \widetilde{W}^{-1}_{q,1}(\Omega)), \\
\mathbf{H} &\in H^{1,1/2}_{q,p,\delta}(\Omega \times \mathbb{R})^N.
\end{align*}
\]

Thus, by Lemma 3.3, we have a solution \((\mathbf{U}, P) \in W^{2,1}_{q,p,\delta}(\Omega \times \mathbb{R})^N \times L_{p,\delta}(\mathbb{R}, W^1_q(\Omega))\) to (3.2), which satisfies

\[
\begin{align*}
&\|e^{-\delta t}(\partial_t \mathbf{U}, \mathbf{U}, \nabla \mathbf{U}, \nabla \mathbf{U}^2)\|_{L_p(\mathbb{R}, L_q(\Omega))} + \|e^{-\delta t} P\|_{L_p(\mathbb{R}, W^1_q(\Omega))} \\
&\leq C \left( \|e^{\delta t} \mathbf{F}\|_{L_p(\mathbb{R}, L_q(\Omega))} + \|e^{\delta t}(\partial_t \mathbf{G}, \mathbf{G})\|_{L_p(\mathbb{R}, \widetilde{W}^{-1}_{q,1}(\Omega))} + \|e^{\delta t}(\mathbf{G}, \mathbf{H})\|_{L^2(\Omega \times \mathbb{R})} \right)
\]

for some positive constant \(C = C_{N, \delta, \rho, \gamma, \mu}\). Let \((\mathbf{u}, p) = (e^{-2\delta t} \mathbf{U}, e^{-2\delta t} P)\), and then \((\mathbf{u}, p)\) solves the system (3.1) and satisfies the required estimate of Proposition 3.1 (1) by the last inequality. The other assertions immediately follow from Lemma 3.3, which completes the proof of Proposition 3.1. \(\square\)
3.2. A variational problem. Let \( 1 < q < \infty \) and \( q' = q/(q - 1) \). This subsection is concerned with the following variational problem:

\[
(\nabla u, \nabla \varphi)_\Omega = (f, \nabla \varphi)_\Omega \quad \text{for all } \varphi \in W^1_{q',q}(\Omega),
\]

which is the so-called weak Dirichlet-Neumann problem. Our aim in this subsection is to prove

**Proposition 3.4.** Let \( 1 < q < \infty \) and \( q' = q/(q - 1) \). Then, for every \( f \in L_q(\Omega)^N \), the variational problem (3.3) admits a unique solution \( u \in W^1_{q',q}(\Omega) \), and also \( \|u\|_{W^1_{q',q}(\Omega)} \leq C_{N,d,q}\|f\|_{L_q(\Omega)} \) for a positive constant \( C_{N,d,q} \). In this case, we define the solution operator \( Q_q \) from \( L_q(\Omega)^N \) to \( W^1_{q',q}(\Omega) \) by \( Q_q f = u \).

**Proof.** Since \( C^\infty_0(\Omega) \) is dense in \( L_q(\Omega) \), it suffices to consider the case where \( f = (f_1, \ldots, f_N)^T \in C^\infty_0(\Omega)^N \).

We first consider a strong problem associated with (3.3) as follows:

\[
\begin{aligned}
\Delta u &= \text{div } f \quad \text{in } \Omega, \\
0 &= \text{on } \Gamma, \\
\partial_N u &= 0 \quad \text{on } S.
\end{aligned}
\]

For \( g = g(x', x_N) \) defined on \( \mathbb{R}^N_+ \), let \( g^o \) and \( g^e \) be the odd extension of \( g \) and the even extension of \( g \), respectively, i.e.

\[
g^o = \begin{cases} g(x', x_N) & (x_N > 0), \\
-g(x', -x_N) & (x_N < 0),
\end{cases} \quad g^e = \begin{cases} g(x', x_N) & (x_N > 0), \\
-g(x', -x_N) & (x_N < 0).
\end{cases}
\]

Regarding \( f \) as an element of \( C^\infty_0(\mathbb{R}^N_+)^N \), we set

\[
(3.5) \quad F = (F_1, \ldots, F_N)^T = (f_1^e, \ldots, f_N^e, f_N^o)^T.
\]

Let \( \mathcal{F}[g](\xi) \) be the Fourier transform of \( g = g(x) \) and \( \mathcal{F}_\xi^{-1}[h](x) \) the inverse Fourier transform of \( h = h(\xi) \), i.e.

\[
\mathcal{F}[g](\xi) = \int_{\mathbb{R}^N} e^{-ix\cdot\xi} g(x) \, dx, \quad \mathcal{F}_\xi^{-1}[h](x) = \frac{1}{(2\pi)^N} \int_{\mathbb{R}^N} e^{ix\cdot\xi} h(\xi) \, d\xi.
\]

Now we define a function \( v = v(x) \) on \( \mathbb{R}^N \) by

\[
(3.6) \quad v = -\mathcal{F}_\xi^{-1} \left[ \frac{1}{|\xi|^2} \mathcal{F}[\text{div } F](\xi) \right] (x) = -\sum_{j=1}^N \mathcal{F}_\xi^{-1} \left[ \frac{i\xi_j}{|\xi|^2} \mathcal{F}[F_j](\xi) \right] (x).
\]

It then holds that \( \Delta v = \text{div } F \) in \( \mathbb{R}^N \), which implies that \( \Delta v = \text{div } f \) in \( \Omega \). On the other hand, one has for \( k, l = 1, \ldots, N \)

\[
\partial_k v = \sum_{j=1}^N \mathcal{F}_\xi^{-1} \left[ \frac{\xi_j \xi_k}{|\xi|^2} \mathcal{F}[F_j](\xi) \right] (x), \quad \partial_k \partial_l v = \mathcal{F}_\xi^{-1} \left[ \frac{\xi_k \xi_l}{|\xi|^2} \mathcal{F}[\text{div } F](\xi) \right] (x),
\]

which, combined with the Fourier multiplier theorem of Mikhlin (cf. [27, Appendix Theorem 2]), furnishes that

\[
(3.7) \quad \|\nabla v\|_{L_q(\mathbb{R}^N)} \leq C_{N,d}\|f\|_{L_q(\Omega)}, \quad \|\nabla^2 v\|_{L_q(\mathbb{R}^N)} \leq C_{N,d}\|\nabla f\|_{L_q(\Omega)},
\]

for some positive constant \( C_{N,d} \).
Next we estimate \( \|v\|_{L^2(\Omega)} \). Let \( \hat{g}(\xi', x_N) \) be the partial Fourier transform of \( g = g(x', x_N) \) with respect to \( x' \) and \( \mathcal{F}_{\xi'}^{-1}[h(\xi', x_N)](x') \) the inverse partial Fourier transform of \( h = h(\xi', x_N) \) with respect to \( \xi' \), i.e.,

\[
\hat{g}(\xi', x_N) = \int_{\mathbb{R}^{N-1}} e^{-ix' \cdot \xi'} g(x', x_N) dx',
\]

\[
\mathcal{F}_{\xi'}^{-1}[h(\xi', x_N)](x') = \frac{1}{(2\pi)^{N-1}} \int_{\mathbb{R}^{N-1}} e^{ix' \cdot \xi'} h(\xi', x_N) d\xi'.
\]

We then observe that, for \( j = 1, \ldots, N - 1 \),

\[
\mathcal{F}[F_j](\xi) = \int_0^d \left( e^{-iy_N \xi_N} + e^{iy_N \xi_N} \right) \hat{f}_j(\xi', y_N) dy_N,
\]

and that

\[
\mathcal{F}[F_N](\xi) = \int_0^d \left( e^{-iy_N \xi_N} - e^{iy_N \xi_N} \right) \hat{f}_N(\xi', y_N) dy_N.
\]

Inserting these formulas into (3.6) yields

\[
v = v(x', x_N) = -\sum_{j=1}^{N-1} \int_0^d \mathcal{F}_{\xi'}^{-1} \left[ \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{i(x_N-y_N)\xi_N} + e^{i(x_N+y_N)\xi_N}}{\xi^2} d\xi \right) i\xi_j \hat{f}_j(\xi', y_N) \right] (x') dy_N
\]

\[
- \int_0^d \mathcal{F}_{\xi'}^{-1} \left[ \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\xi_N(e^{i(x_N-y_N)\xi_N} + e^{i(x_N+y_N)\xi_N})}{\xi^2} d\xi \right) \hat{f}_N(\xi', y_N) \right] (x') dy_N.
\]

On the other hand, it holds by the residue theorem that for \( a \in \mathbb{R} \setminus \{0\} \)

\[
\int_{-\infty}^{\infty} e^{ia\xi_N} d\xi_N = \frac{\pi}{|\xi'|}, \quad \int_{-\infty}^{\infty} i\xi_N e^{ia\xi_N} d\xi_N = -\pi e^{-a|\xi'|} \text{sign}(a),
\]

where \( \text{sign}(a) = 1 \) when \( a > 0 \) and \( \text{sign}(a) = -1 \) when \( a < 0 \). We combine (3.8) with the above formula in order to obtain

\[
v = -\frac{1}{2} \sum_{j=1}^{N-1} \int_0^d \mathcal{F}_{\xi'}^{-1} \left[ \frac{i\xi_j}{|\xi'|} \left( e^{-|x_N-y_N|\xi'} + e^{-(x_N+y_N)\xi'} \right) \hat{f}_j(\xi', y_N) \right] (x') dy_N
\]

\[
+ \frac{1}{2} \int_0^d \mathcal{F}_{\xi'}^{-1} \left[ \left( \text{sign}(x_N-y_N)e^{-|x_N-y_N|\xi'} + e^{-(x_N+y_N)\xi'} \right) \hat{f}_N(\xi', y_N) \right] (x') dy_N,
\]

which implies that \( \|v\|_{L^2(\Omega)} \leq C_{N,d,q} \|f\|_{L^2(\Omega)} \) in the same manner as in the proof of [30, pages 1897-1898]. Hence, together with (3.7), one has

\[
\|v\|_{W^{1,q}_0(\Omega)} \leq C_{N,d,q} \|f\|_{L^2(\Omega)}, \quad \|v\|_{W^{1,q}_0(\Omega)} \leq C_{N,d,q} \|f\|_{W^{1,q}_0(\Omega)}.
\]

We here prove that \( \partial_N v = 0 \) on \( \mathbb{R}_0^N \). Noting \( \text{div} F = (\text{div} f)^* \) by the definition (3.5) and setting \( z = \text{div} f \), we have

\[
\mathcal{F}[\text{div} F](\xi) = \mathcal{F}[z^*](\xi) = \int_0^d \left( e^{-iy_N \xi_N} + e^{iy_N \xi_N} \right) \bar{z}(\xi', y_N) dy_N.
\]

By this formula and (3.6), one obtains

\[
\partial_N v = (\partial_N v)(x', x_N) =
\]

\[
- \int_0^d \mathcal{F}_{\xi'}^{-1} \left[ \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{i\xi_N(e^{i(x_N-y_N)\xi_N} + e^{i(x_N+y_N)\xi_N})}{\xi^2} d\xi \right) \bar{z}(\xi', y_N) \right] (x') dy_N,
\]
which, combined with (3.8), furnishes \((\partial_N v)(x',0) = 0\). Let \(u = v + w\) in (3.4), and thus (3.4) is reduced to

\[
\begin{aligned}
\Delta w &= 0 \quad \text{in } \Omega, \\
w &= -v \quad \text{on } \Gamma, \\
\partial_N w &= 0 \quad \text{on } S.
\end{aligned}
\]

(3.10)

From now on, we solve the system (3.10). Applying the partial Fourier transform to (3.10) yields

\[
\begin{aligned}
(\partial_N^2 - |\xi'|^2)\hat{w}(\xi',x_N) &= 0 \quad (0 < x_N < d), \\
\hat{w}(\xi',d) &= -\hat{v}(\xi',d), \\
\partial_N \hat{w}(\xi',0) &= 0.
\end{aligned}
\]

One then solves this system as ordinary differential equations with respect to \(x_N\) in order to obtain

\[
w = w(x',x_N) = -\sum_{k=1}^{2} \mathcal{F}^{-1}_{\xi'} \left[ e^{-\frac{|\xi'|d}{1 + e^{-2|\xi'|d}}} \hat{v}(\xi',y_N) \right] (x').
\]

Let \(\varphi = \varphi(s)\) be a function in \(C^\infty(\mathbb{R})\) such that \(0 \leq \varphi \leq 1\) and

\[
\varphi(s) = \begin{cases} 
1 & \text{for } s \geq 2d/3, \\
0 & \text{for } s \leq d/3,
\end{cases}
\]

and note that for functions \(f(x_N), g(x_N)\) and for \(k = 1, 2\)

\[
f(x_N)g(d) = \int_{0}^{d} \frac{d}{dy_N} \left\{ \varphi(y_N) f(x_N + (-1)^k(y_N - d))g(y_N) \right\} dy_N.
\]

Combining these identities with the above formula of \(w\), we obtain

\[
w = -\sum_{k=1}^{2} \int_{0}^{d} \mathcal{F}^{-1}_{\xi'} \left[ \varphi(y_N) e^{-\frac{\xi' d}{1 + e^{-2\xi'|d}}} \hat{v}(\xi',y_N) \right] (x') dy_N
\]

\[
+ \sum_{k=1}^{2} \int_{0}^{d} \mathcal{F}^{-1}_{\xi'} \left[ \varphi(y_N) \xi' e^{-\frac{\xi' (y_N + (-1)^k x_N)}{1 + e^{-2\xi'|d}}} \hat{v}(\xi',y_N) \right] (x') dy_N
\]

\[- \sum_{k=1}^{2} \int_{0}^{d} \mathcal{F}^{-1}_{\xi'} \left[ \varphi(y_N) e^{-\frac{\xi' (y_N + (-1)^k x_N)}{1 + e^{-2\xi'|d}}} \partial_N \hat{v}(\xi',y_N) \right] (x') dy_N
\]

\[=: I_1 + I_2 + I_3,
\]

where \(\varphi(y_N) = (d\varphi/dy_N)(y_N)\). Noting \(|\xi'| = |\xi'|^2/|\xi'| = -\sum_{j=1}^{N-1} (i\xi_j)^2/|\xi'|\), we can write \(I_2\) as

\[
I_2 = -\sum_{j=1}^{N-1} \sum_{k=1}^{2} \int_{0}^{d} \mathcal{F}^{-1}_{\xi'} \left[ \varphi(y_N) i\xi_j e^{-\frac{\xi' (y_N + (-1)^k x_N)}{1 + e^{-2\xi'|d}}} \partial_j \hat{v}(\xi',y_N) \right] (x') dy_N.
\]

The following lemma was essentially proved in Lemma [30, Lemma 5.5].

**Lemma 3.5.** Let \(1 < q < \infty\). Assume that \(m(\xi')\) satisfies

\[
|\partial_{\xi'}^\alpha m(\xi')| \leq C_\alpha |\xi'|^{-|\alpha'|} \quad (\xi' \in \mathbb{R}^{N-1} \setminus \{0\})
\]
for any multi-index \( \alpha' \in \mathbb{N}_0^{N-1} \), and set for \( k = 1, 2 \)
\[
[L_k f](x) = \int_0^d \mathcal{F}_q^{-1} \left[ \hat{f}(y_N) m(\xi') e^{-|\xi'|((y_N + (-1)^k x_N))} \right] (x') dy_N,
\]
\[
[M_k f](x) = \int_0^d \mathcal{F}_q^{-1} \left[ \hat{f}(y_N) m(\xi') e^{-|\xi'|((y_N + (-1)^k x_N))} \right] (x') dy_N.
\]

Then, for any \( f \in L_q(\Omega) \), we have
\[
\| (L_k f, M_k f) \|_{W^2_q(\Omega)} \leq C_{N,d,q} \| f \|_{L_q(\Omega)} \quad (k = 1, 2).
\]

It is known by e.g. [40, Section 5] that for any multi-index \( \alpha' \in \mathbb{N}_0^{N-1} \)
\[
| \partial_{\xi'}^\alpha (i \xi | \xi'|^{-1}) | + | \partial_{\xi'}^\alpha e^{-a|\xi'|} | \leq C_{\alpha'} |\xi'|^{-|\alpha'|} \quad (\xi' \in \mathbb{R}^{N-1} \setminus \{0\}),
\]
where \( j = 1, \ldots, N-1 \) and \( a \geq 0 \), with some positive constant \( C_{\alpha'} \) independent of \( \xi' \) and \( a \). In order to estimate \( (1 + e^{-2|\xi'|^d})^{-1} \), we introduce Bell’s formula for derivatives of the composite function of \( f(t) \) and \( t = g(\xi') \) as follows: For any multi-index \( \alpha' \in \mathbb{N}_0^{N-1} \),
\[
\partial_{\xi'}^\alpha f(g(\xi')) = \sum_{l=1}^{\alpha'} f^{(l)}(g(\xi')) \sum_{\alpha'_1 + \cdots + \alpha'_l = \alpha'} \Gamma_{\alpha'_1, \ldots, \alpha'_l}^\alpha \partial_{\xi'}^{\alpha'_1} g(\xi') \cdots \partial_{\xi'}^{\alpha'_l} g(\xi'),
\]
with suitable coefficients \( \Gamma_{\alpha'_1, \ldots, \alpha'_l}^\alpha \), where \( f^{(l)}(t) \) is the \( l \)th derivative of \( f(t) \). By Bell’s formula with \( f(t) = t^{-1} \) and \( t = g(\xi') = 1 + e^{-2|\xi'|^d} \) and by (3.11),
\[
| \partial_{\xi'}^\alpha \left(1 + e^{-2|\xi'|^d} \right)^{-1} | \leq C_{\alpha'} \sum_{l=1}^{\alpha'} |1 + e^{-2|\xi'|^d} |^{-l+1} |\xi'|^{-|\alpha'|} \leq C_{\alpha'} |\xi'|^{-|\alpha'|}
\]
for any \( \xi' \in \mathbb{R}^{N-1} \setminus \{0\} \) and any multi-index \( \alpha' \in \mathbb{N}_0^{N-1} \). One thus obtains \( \| (I_1, I_2) \|_{W^1_q(\Omega)} \leq C_{N,d,q} \| v \|_{W^1_q(\Omega)} \) by Lemma 3.5 and (3.12). In addition, it holds by Leibniz’s rule, (3.11), and (3.12) that
\[
| \partial_{\xi'}^\alpha \left( i \xi_j | \xi'| \left(1 + e^{-2|\xi'|^d} \right) \right) | \leq C_{\alpha'} |\xi'|^{-|\alpha'|} \quad (\xi' \in \mathbb{R}^{N-1} \setminus \{0\}),
\]
which, combined with Lemma 3.5, furnishes \( \| I_2 \|_{W^1_q(\Omega)} \leq C_{N,d,q} \| v \|_{W^1_q(\Omega)} \). Analogously, we can prove that \( \| \nabla (I_1, I_2, I_3) \|_{W^1_q(\Omega)} \leq C_{N,d,q} \| \nabla v \|_{W^1_q(\Omega)} \). Summing up these inequalities for \( I_1, I_2, \) and \( I_3, \) one has by (3.9)
\[
\| u \|_{W^1_q(\Omega)} \leq C_{N,d,q} \| f \|_{L_q(\Omega)}, \quad \| w \|_{W^2_q(\Omega)} \leq C_{N,d,q} \| f \|_{L_q(\Omega)}.
\]

It now holds that \( u = v + w \) solves (3.4) and satisfies \( \| u \|_{W^1_q(\Omega)} \leq C_{N,d,q} \| f \|_{L_q(\Omega)} \) by (3.9) and (3.13). Clearly, such an \( u \) is a solution to (3.3).

Finally, we prove the uniqueness of solutions to (3.3). Let \( u \in W^1_{q,1}(\Omega) \) be a solution to (3.3) with \( f = 0 \), and let \( \Phi \in C_0^\infty(\Omega)^N \). Since \( \Phi \in L_q(\Omega)^N \), there is a \( v \in W^1_{q,1}(\Omega) \) such that
\[
(\nabla v, \nabla \psi)_{\Omega} = (\Phi, \nabla \psi)_{\Omega} \quad \text{for all} \ \psi \in W^1_{q,1}(\Omega).
\]
In this equation, we set \( \psi = u \) in order to obtain
\[
(\Phi, \nabla u)_{\Omega} = (\nabla v, \nabla u)_{\Omega} = 0,
\]
which implies that $u$ is a constant. Hence, we have $u = 0$, because $u = 0$ on $\Gamma$. This completes the proof of the Proposition 3.4. \hfill \Box

3.3. Helmholtz decomposition on $\Omega$. We here introduce the Helmholtz decomposition on $\Omega$. Let $G_q(\Omega) = \{\nabla \theta \mid \theta \in W_{q,1}^1(\Omega)\}$, and then one has

Proposition 3.6. Let $1 < q < \infty$. Then the following assertions hold true.

1. $L_q(\Omega)^N = J_q(\Omega) \oplus G_q(\Omega)$.
2. Let $P_q$ be the projection from $L_q(\Omega)^N$ to $J_q(\Omega)$, and let $Q_q$ be the solution operator of Proposition 3.4 from $L_q(\Omega)^N$ to $W_{q,1}^1(\Omega)$. Then, for any $f \in L_q(\Omega)^N$, we have $f = P_q f + \nabla Q_q f \in J_q(\Omega) \oplus G_q(\Omega)$, and

\begin{equation}
\|P_q f\|_{L_q(\Omega)} + \|Q_q f\|_{W_{q,1}^1(\Omega)} \leq C_{N,d,q} \|f\|_{L_q(\Omega)}
\end{equation}

for some positive constant $C_{N,d,q}$.

Proof. (1). Let $f \in L_q(\Omega)^N$. By Proposition 3.4, we have a unique solution $u = Q_q f \in W_{q,1}^1(\Omega)$ to the variational problem:

$$(\nabla u, \nabla \varphi)_{\Omega} = (f, \nabla \varphi)_{\Omega} \quad \text{for all } \varphi \in W_{q',1}^1(\Omega),$$

where $q' = q/(q-1)$. Setting $g = f - \nabla Q_q f$, we observe that $g \in J_q(\Omega)$ and $f = g + \nabla Q_q f \in J_q(\Omega) + G_q(\Omega)$.

Next we prove that $L_q(\Omega)^N = J_q(\Omega) \oplus G_q(\Omega)$. To this end, let $f \in J_q(\Omega) \cap G_q(\Omega)$. We then have

$$(\nabla Q_q f, \nabla \varphi)_{\Omega} = (f, \nabla \varphi)_{\Omega} = 0 \quad \text{for all } \varphi \in W_{q',1}^1(\Omega),$$

which, combined with the uniqueness of Proposition 3.4, furnishes $Q_q f = 0$. On the other hand, since there is a $\theta \in W_{q',1}^1(\Omega)$ such that $f = \nabla \theta$, we have

$$(\nabla Q_q f, \nabla \varphi)_{\Omega} = (f, \nabla \varphi)_{\Omega} = (\nabla \theta, \nabla \varphi)_{\Omega} \quad \text{for all } \varphi \in W_{q',1}^1(\Omega).$$

By the uniqueness of Proposition 3.4 again, it holds that $\theta = Q_q f = 0$. Thus $f = 0$, which implies $L_q(\Omega)^N = J_q(\Omega) \oplus G_q(\Omega)$.

(2). For any $f \in L_q(\Omega)^N$, the projection $P_q$ is given by $P_q f = f - \nabla Q_q f \in J_q(\Omega)$ as was seen in the proof of (1). Thus the first assertion clearly holds true, and also the second assertion (3.14) follows from Proposition 3.4 immediately. This completes the proof of Proposition 3.6. \hfill \Box

4. Generation of the Stokes semigroup

Our aim in this section is to construct an analytic $C_0$-semigroup associated with

\begin{equation}
\begin{aligned}
\partial_t u - \text{Div} \, T(u, p) &= 0 \quad \text{in } \Omega, \ t > 0, \\
\text{div} \, u &= 0 \quad \text{in } \Omega, \ t > 0, \\
T(u, p) e_N &= 0 \quad \text{on } \Gamma, \ t > 0, \\
\mathbf{u} &= 0 \quad \text{on } S, \ t > 0, \\
\mathbf{u}|_{t=0} &= \mathbf{a} \quad \text{in } \Omega.
\end{aligned}
\end{equation}

(4.1)

To this end, we start with the following resolvent problem:

\begin{equation}
\begin{aligned}
\lambda v - \text{Div} \, T(v, q) &= f \quad \text{in } \Omega, \\
\text{div} \, v &= 0 \quad \text{in } \Omega, \\
T(v, q) e_N &= 0 \quad \text{on } \Gamma, \\
v &= 0 \quad \text{on } S,
\end{aligned}
\end{equation}

(4.2)
with the resolvent parameter $\lambda \in \Sigma_\varepsilon = \{ \omega \in \mathbb{C} \setminus \{0\} \mid |\arg \omega| < \pi - \varepsilon \}$ for $0 < \varepsilon < \pi/2$. The following lemma was proved in [2, Theorem 1.1].

**Lemma 4.1.** Let $f, \omega \in \mathbb{C}$ such that, for every $\lambda \in \Sigma_\varepsilon \cup \{ \omega \in \mathbb{C} \mid |\omega| < \omega_1 \}$ and $f \in L_q(\Omega)^N$, there is a unique solution $\tilde{q} \in W^1_\eta(\Omega)$ to (4.2). In addition,

$$\|\lambda\|_{L_q(\Omega)} + |\lambda|^{1/2} \|\nabla \tilde{q}\|_{L_q(\Omega)} + \|\tilde{q}\|_{W^1_\eta(\Omega)} \leq C \|f\|_{L_q(\Omega)}$$

for any $\lambda \in \Sigma_\varepsilon \cup \{ \omega \in \mathbb{C} \mid |\omega| < \omega_1 \}$ with a positive constant $C = C_{N,d,q,\varepsilon,\mu,\omega_1}$.

Let $1 < q < \infty$ and $q' = q/(q-1)$. By Proposition 3.4, we see that, for any $f \in L_q(\Omega)^N$ and $q \in W^{1-1/q}(\Gamma)$, there exists a unique solution $\tilde{q} \in W^1_{q',r}(\Omega)$ to the variational problem:

$$(\nabla \tilde{q}, \varphi)_{\Omega} = (f - \nabla \tilde{g}, \nabla \varphi)_{\Omega} \quad \text{for all } \varphi \in W^1_{q',r}(\Omega),$$

where $\tilde{g}$ is an extension of $g$ satisfying $\|\tilde{g}\|_{W^1_\eta(\Omega)} \leq C \|g\|_{W^{1-1/q}(\Gamma)}$ for some positive constant $C$ independent of $g, \tilde{g}$. Furthermore, the solution $\tilde{q}$ satisfies

$$\|\tilde{q}\|_{W^1_\eta(\Omega)} \leq C_{N,d,q}(\|f\|_{L_q(\Omega)} + \|\nabla \tilde{g}\|_{L_q(\Omega)})$$

$$\leq C_{N,d,q}(\|f\|_{L_q(\Omega)} + \|g\|_{W^{1-1/q}(\Gamma)}).$$

Setting $q = \tilde{q} + \tilde{g} \in W^1_{q',r}(\Omega) + W^1_{q'}(\Omega)$ yields

$$(\nabla q, \nabla \varphi)_{\Omega} = (f, \nabla \varphi)_{\Omega} \quad \text{for all } \varphi \in W^1_{q',r}(\Omega), \quad q = g \quad \text{on } \Gamma,$$

and also $\|q\|_{W^1_\eta(\Omega)} \leq C_{N,d,q}(\|f\|_{L_q(\Omega)} + \|g\|_{W^{1-1/q}(\Gamma)})$. From this viewpoint, we define an operator $K : W^1_{q'}(\Omega)^N \ni v \mapsto K(v) \in W^1_{q',r}(\Omega) + W^1_{q'}(\Omega)$ as follows:

$$(\nabla K(v), \nabla \varphi)_{\Omega} = (\text{Div}(\mu D(v)) - \nabla \text{div } v, \nabla \varphi)_{\Omega} \quad \text{for all } \varphi \in W^1_{q',r}(\Omega),$$

$$K(v) = e_N \cdot (\mu D(v)e_N) - \text{div } v \quad \text{on } \Gamma.$$

Then $K(v)$ satisfies $\|K(v)\|_{W^1_\eta(\Omega)} \leq C_{N,d,q,\mu}\|v\|_{W^2_\eta(\Omega)}$ with some positive constant $C_{N,d,q,\mu}$ independent of $v$ and $\varphi$.

At this point, we introduce a result concerning the weak Dirichlet-Neumann problem with resolvent parameter $\lambda$.

**Proposition 4.2.** Let $1 < q < \infty$ and $0 < \varepsilon < \pi/2$. Then there exists a positive number $\omega_2$ such that, for every $\lambda \in \Sigma_\varepsilon \cup \{ \omega \in \mathbb{C} \mid |\omega| < \omega_2 \}$ and $f \in L_q(\Omega)^N$, there is a unique solution $u \in W^1_{q',r}(\Omega)$ to the variational problem:

$$(\lambda u, \varphi)_{\Omega} + (\nabla u, \nabla \varphi)_{\Omega} = (f, \nabla \varphi)_{\Omega} \quad \text{for all } \varphi \in W^1_{q',r}(\Omega),$$

where $q' = q/(q-1)$.

**Proof.** The case $\lambda = 0$ was already proved in Proposition 3.4. Then, by a small perturbation method, we can prove that there exists a positive constant $\omega_2$ such that, for every $\lambda \in \{ \omega \in \mathbb{C} \mid |\omega| < \omega_2 \}$ and $f \in L_q(\Omega)^N$, (4.3) admits a unique solution $u \in W^1_{q',r}(\Omega)$. In the case $\lambda \in \Sigma_\varepsilon$ with $|\lambda| \geq \omega_2/2$, we consider the strong problem with resolvent parameter $\lambda$ for (3.4). One can construct solutions to the strong problem in a similar way to Proposition 3.4 (cf. also [30]). The uniqueness follows from the existence of solutions for a dual problem as was seen in the proof of Proposition 3.4. This completes the proof of the proposition. \qed
We now consider the reduced resolvent problem:

\[
\begin{aligned}
\lambda v - \text{Div} (v, K(v)) &= f & \text{in } \Omega, \\
T(v, K(v))e_N &= 0 & \text{on } \Gamma, \\
v &= 0 & \text{on } S.
\end{aligned}
\]

Then the following proposition holds.

**Proposition 4.3.** Let \(1 < q < \infty\) and \(0 < \varepsilon < \pi/2\). Assume that \(\omega_1\) and \(\omega_2\) are, respectively, the same positive constants as in Lemma 4.1 and Proposition 4.2, and set \(\omega_0 = \min(\omega_1, \omega_2)\). Then (4.2) is equivalent to (4.4) for every \(\lambda \in \Sigma_\varepsilon \cup \{ \omega \in \mathbb{C} \mid |\omega| < \omega_0 \}\) and \(f \in \mathcal{J}_q(\Omega)\), which means that the following assertions hold true:

\[(v, q) = (v, K(v)) \in W^2_q(\Omega)^N \times W^1_q(\Omega)\]

is a unique solution to (4.2) if \(v \in W^2_q(\Omega)^N\)

is a solution to (4.4), and conversely, \(v \in W^2_q(\Omega)^N\) is a unique solution to (4.4) if \((v, q) \in W^2_q(\Omega)^N \times W^1_q(\Omega)\) is a solution to (4.2).

**Proof.** Suppose that \(v \in W^2_q(\Omega)^N\) is a solution to (4.4). Let \(\varphi \in W^1_{q', \Gamma}(\Omega)\) with \(1/q + 1/q' = 1\). We then see, by the definition of \(K\), that \(\text{div } v = 0\) on \(\Gamma\) and

\[
0 = -(f, \nabla \varphi)_\Omega = -(\lambda v - \text{Div} (v, K(v)), \nabla \varphi)_\Omega = -(\lambda v - \nabla \text{div } v, \nabla \varphi)_\Omega
\]

\[
= (\lambda \text{div } v, \varphi)_\Omega + (\nabla \text{div } v, \nabla \varphi)_\Omega.
\]

Hence, \(\text{div } v = 0\) by Proposition 4.2 when \(\lambda \in \Sigma_\varepsilon \cup \{ \omega \in \mathbb{C} \mid |\omega| < \omega_0 \}\), and therefore setting \(q = K(v)\) implies that \((v, q) \in W^2_q(\Omega)^N \times W^1_q(\Omega)\) solves (4.2).

The uniqueness of solutions to (4.2) follows from Lemma 4.1.

Next we show the opposite direction. Suppose that \((v, q) \in W^2_q(\Omega)^N \times W^1_q(\Omega)\) is a solution to (4.2). Let \(\varphi \in W^1_{q', \Gamma}(\Omega)\), and then we see, by the definition of \(K\) and \(\text{div } v = 0\) in \(\Omega\), that

\[
0 = (f, \varphi)_\Omega = (\nabla q - \text{Div}(\mu D(v)), \varphi)_\Omega = (\nabla (q - K(v)), \varphi)_\Omega,
\]

\[
0 = q - K(v) \quad \text{on } \Gamma,
\]

where we have used \((\lambda v, \nabla \varphi)_\Omega = 0\) by \(\text{div } v = 0\) in \(\Omega\) and \(v = 0\) on \(S\). Combining these two equations with the uniqueness of Proposition 3.4 implies \(q = K(v)\). Thus \(v\) is a solution to (4.4). The uniqueness of solutions to (4.4) follows from the first half of this proof, which completes the proof of the proposition. \(\square\)

In view of (4.4), we set the Stokes operator \(A_q\) as \(A_q v = \text{Div} (v, K(v))\) with the domain \(D(A_q)\):

\[
\begin{aligned}
D(A_q) &= W^2_{q,B}(\Omega) \cap J_q(\Omega), \\
W^2_{q,B}(\Omega) &= \{ v \in W^2_q(\Omega)^N \mid (\mu D(v)e_N)_{|\tau} = 0 \text{ on } \Gamma, \ v = 0 \text{ on } S \}.
\end{aligned}
\]

The system (4.4) then can be written as \(\lambda v - A_q v = f\), and one has

**Lemma 4.4.** Let \(1 < q < \infty\) and \(0 < \varepsilon < \pi/2\). Suppose that \(\omega_0\) is the same positive constant as in Proposition 4.3. Then there exists a positive constant \(C = C_{N,d,q,r,\varepsilon,\mu,\omega_1,\omega_2}\) such that, for every \(\lambda \in \Sigma_\varepsilon \cup \{ \omega \in \mathbb{C} \mid |\omega| < \omega_0 \}\),

\[
\| (\lambda - A_q)^{-1} \|_{\mathcal{L}(J_q(\Omega))} \leq \frac{C}{1 + |\lambda|}.
\]

In addition, \(A_q\) is a densely defined closed operator on \(J_q(\Omega)\).
Proof. The required estimate follows from Lemma 4.1 and Proposition 4.3.

Let \( v \in D(A_q) \). Then \((\operatorname{div} v, \varphi)_{\Omega} = -(v, \nabla \varphi)_{\Omega} = 0 \) for any \( \varphi \in C_0^\infty(\Omega) \), because \( v \in J_q(\Omega) \) and \( C_0^\infty(\Omega) \subset W^{1,q}_{0}(\Omega) \) with \( q' = q/(q-1) \). This implies \( \operatorname{div} v = 0 \) in \( \Omega \). It thus holds by the definition of \( K \) that

\[
(A_q v, \nabla \varphi)_{\Omega} = (\nabla \operatorname{div} v, \nabla \varphi)_{\Omega} = 0 \quad \text{for all } \varphi \in W^{1,q}_{0}(\Omega),
\]

which furnishes \( A_q v \in J_q(\Omega) \). Then, following the proof of [39, Lemma 3.7], we can show the last assertion of Lemma 4.4. This completes the proof of the lemma. \( \square \)

The following proposition follows from Lemma 4.4 and the standard theory of analytic \( C_0 \)-semigroups.

**Proposition 4.5.** Let \( 1 < q < \infty \). Then \( A_q \) generates an analytic \( C_0 \)-semigroup \( \{e^{A_qt}\}_{t \geq 0} \) on \( J_q(\Omega) \). Furthermore, there exist positive constants \( \sigma_0 \) and \( C = C_{N,d,p,q,\mu,\sigma_0} \) such that for any \( t > 0 \)

\[
\begin{align*}
\|e^{A_qt}a\|_{J_q(\Omega)} &\leq Ce^{-2\sigma_0 t}\|a\|_{J_q(\Omega)} \quad (a \in J_q(\Omega)), \\
\|\partial_t e^{A_qt}a\|_{J_q(\Omega)} &\leq Ct^{-1}e^{-2\sigma_0 t}\|a\|_{J_q(\Omega)} \quad (a \in J_q(\Omega)), \\
\|\partial_t e^{A_qt}a\|_{J_q(\Omega)} &\leq Ce^{-2\sigma_0 t}\|a\|_{D(A_q)} \quad (a \in D(A_q)),
\end{align*}
\]

where \( \|a\|_{D(A_q)} = \|a\|_{J_q(\Omega)} + \|A_qa\|_{J_q(\Omega)} \).

Recall \( D_{q,p}(\Omega) = (J_{q}(\Omega), D(A_q))_{\frac{1}{p}-1/p, \frac{1}{p}} \) for \( 1 < p, q < \infty \). We have a corollary of Proposition 4.5 that can be proved in the same manner as in [39, Theorem 3.9].

**Corollary 4.6.** Let \( 1 < p, q < \infty \) and \( \sigma_0 \) be the same positive constant as in Proposition 4.5. Then, for every \( a \in D_{q,p}(\Omega) \), \( (u,p) = (e^{A_qt}a, K(e^{A_qt}a)) \) is a unique solution to (4.1), and also

\[
\|e^{\sigma_0 t}(\partial_t u, u, \nabla u, \nabla^2 u)\|_{L_p(\mathbb{R} \times L_q(\Omega))} + \|e^{\sigma_0 t}p\|_{L_p(\mathbb{R} \times W^{1,q}_{0}(\Omega))} \leq C\|a\|_{D_{q,p}(\Omega)}
\]

for a positive constant \( C = C_{N,d,p,q,\mu,\sigma_0} \).

**Remark 4.7.** By [24, Propositions 2.22, 2.28], it holds that \( \lim_{t \to 0+}\|e^{A_qt}a - a\|_{D_{q,p}(\Omega)} = 0 \) for any \( a \in D_{q,p}(\Omega) \). Then, under the conditions \( 2/p + 1/q \neq 1 \) and \( 2/p + 1/q \neq 2 \), we observe by Remark 2.1 that \( \lim_{t \to 0+}\|e^{A_qt}a - a\|_{B^{2-2/q}_q(x^2, \Omega)} = 0 \) for any \( a \in D_{q,p}(\Omega) \).

5. Proof of Theorem 2.4

This section proves Theorem 2.4. Assume that \( \sigma_0 \) is the same positive constant as in Proposition 4.5 in what follows.

**Step 1.** The aim of this step is to decompose \( (u,p) \) of (2.3). Let

\[
u = u_1 + u_2 + \bar{u}, \quad p = p_1 + p_2 + \bar{p},
\]

where each term on the right-hand sides satisfies the following systems:

\[
\begin{align*}
\begin{cases}
\partial_t u_1 - \operatorname{Div} T(u_1, p_1) = 0 \quad \text{in } \Omega, \quad t > 0, \\
\operatorname{div} u_1 = 0 \quad \text{in } \Omega, \quad t > 0,
\end{cases}
\end{align*}
\]

(5.1)

\[
\begin{align*}
T(u_1, p_1)e_N = 0 \quad \text{on } \Gamma, \quad t > 0, \\
u_1 = 0 \quad \text{on } S, \quad t > 0, \\
u_1|_{t=0} = a \quad \text{in } \Omega,
\end{align*}
\]
\[
\begin{align*}
\partial_t u_2 + 2\sigma_0 u_2 - \text{Div} T(u_2, p_2) &= 0 \quad \text{in } \Omega, \ t > 0, \\
\text{div } u_2 &= g \quad \text{in } \Omega, \ t > 0, \\
T(u_2, p_2)e_N &= h \quad \text{on } \Gamma, \ t > 0, \\
u_2 &= 0 \quad \text{on } S, \ t > 0, \\
u_2|_{t=0} &= 0 \quad \text{in } \Omega,
\end{align*}
\]  
(5.2)

Where we have used the fact that \( P_q \) and \( Q_q \) be the operators studied in Subsection 3.3. We then have

\[ f + 2\sigma_0 u_2 = P_q(f + 2\sigma_0 u_2) + \nabla Q_q(f + 2\sigma_0 u_2), \]

which gives further decompositions of \((\tilde{u}, \tilde{p})\) as follows:

\[ \tilde{u} = u_3 + u_4, \quad \tilde{p} = p_3 + p_4, \]

where

\[
\begin{align*}
\partial_t u_3 + 2\sigma_0 u_3 - \text{Div} T(u_3, p_3) &= \nabla Q_q(f + 2\sigma_0 u_2) \quad \text{in } \Omega, \ t > 0, \\
\text{div } u_3 &= 0 \quad \text{in } \Omega, \ t > 0, \\
T(u_3, p_3)e_N &= 0 \quad \text{on } \Gamma, \ t > 0, \\
u_3 &= 0 \quad \text{on } S, \ t > 0, \\
u_3|_{t=0} &= 0 \quad \text{in } \Omega,
\end{align*}
\]  
(5.3)

\[
\begin{align*}
\partial_t u_4 - \text{Div} T(u_4, p_4) &= P_q(f + 2\sigma_0 u_2) + 2\sigma_0 u_3 \quad \text{in } \Omega, \ t > 0, \\
\text{div } u_4 &= 0 \quad \text{in } \Omega, \ t > 0, \\
T(u_4, p_4)e_N &= 0 \quad \text{on } \Gamma, \ t > 0, \\
u_4 &= 0 \quad \text{on } S, \ t > 0, \\
u_4|_{t=0} &= 0 \quad \text{in } \Omega.
\end{align*}
\]  
(5.4)

By Corollary 4.6 and Remark 4.7, there exists a solution \((u_1, p_1)\) of (5.1) such that \( \lim_{t \to +0} \|u_1(t) - a\|_{B^{2-p}_{q,p}((\Omega))} = 0 \) and

\[
\begin{align*}
\|e^{\sigma t}(\partial_t u_1, u_1, \nabla u_1, \nabla^2 u_1)\|_{L_p(\Omega)} + \|e^{\sigma t} p_1\|_{L_p(\Omega)} &\leq C_{N,d,p,q,\sigma,0}\|a\|_{L^{q,p}(\Omega)}. \\
\end{align*}
\]  
(5.5)

**Step 2.** We consider (5.2) in this step. To this end, one extends \( g \) and \( h \) to functions defined on the whole line with respect to time \( t \). Let \( E_0 \) be the zero extension operator and \( X \) be a Banach space. Then,

\[
E_0 \in L(L_p(\mathbb{R}^+, X), L_p(\mathbb{R}, X)) \cap L(0W^1_p(\mathbb{R}^+, X), W^1_p(\mathbb{R}, X)).
\]  
(6.6)

Especially, by (6.6) with \( X = L_q(\Omega) \) and the complex interpolation method,

\[
E_0 \in L(0H^{1/2}_p(\mathbb{R}^+, L_q(\Omega)), H^{1/2}_p(\mathbb{R}, L_q(\Omega))),
\]  
(5.7)

where we have used the fact that

\[ [L_p(\mathbb{R}, L_q(\Omega)), W^1_p(\mathbb{R}, L_q(\Omega))]_{1/2} = H^{1/2}_p(\mathbb{R}, L_q(\Omega)). \]
(cf. e.g. [16, Theorem 1.56]). By (5.6) and (5.7), one has
\[ E_0(e^{\sigma_0 t}g) \in H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}) \cap W^{1,1}_{p,0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega)), \quad E_0(e^{\sigma_0 t}h) \in H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})^N, \]

together with the estimates:
\[
\| E_0(e^{\sigma_0 t}g) \|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \leq C_{p,q} \| e^{\sigma_0 t}g \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)},
\]
\[
\| E_0(e^{\sigma_0 t}g) \|_{W^{1,1}_{p,0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega))} \leq C_{p,q} \| e^{\sigma_0 t}g \|_{W^{1,1}_{p,0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega))},
\]
\[
\| E_0(e^{\sigma_0 t}h) \|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \leq C_{p,q} \| e^{\sigma_0 t}h \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)}.\]

Thus, setting \( G = e^{-\sigma_0 t}E_0(e^{\sigma_0 t}g) \) and \( H = e^{-\sigma_0 t}E_0(e^{\sigma_0 t}h) \) yields
\[
G \in H^{1,1/2}_{q,p,-\sigma_0}(\Omega \times \mathbb{R}) \cap W^{1,1}_{p,-\sigma_0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega)), \quad H \in H^{1,1/2}_{q,p,-\sigma_0}(\Omega \times \mathbb{R})^N,
\]

and also
\[
\| e^{\sigma_0 t}G \|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \leq C_{p,q} \| e^{\sigma_0 t}g \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)},
\]
\[
\| e^{\sigma_0 t}(\partial_t G, G) \|_{L^p(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega))} \leq C_{p,q} \| e^{\sigma_0 t}g \|_{W^{1,1}_{p,0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega))},
\]
\[
\| e^{\sigma_0 t}H \|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \leq C_{p,q} \| e^{\sigma_0 t}h \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)}.\]

Combining these properties with Proposition 3.1 for \( \delta = \sigma_0 \) furnishes that there is a solution \((U, P) \in W^{1,1}_{q,p,-\sigma_0}(\Omega \times \mathbb{R})^N \times L^p_{\sigma_0}(\mathbb{R}, W^1_q(\Omega))\) to
\[
\begin{cases}
\partial_t U + 2\sigma_0 U - \text{Div} T(U, P) = 0 & \text{in } \Omega, \ t \in \mathbb{R}, \\
\text{div } U = G & \text{in } \Omega, \ t \in \mathbb{R}, \\
T(U, P)e_N = H & \text{on } \Gamma, \ t \in \mathbb{R}, \\
U = 0 & \text{on } S, \ t \in \mathbb{R},
\end{cases}
\]

and furthermore, \( U \) vanishes for \( t < 0 \) and
\[
\| e^{\sigma_0 t}(\partial_t U, U, \nabla U, \nabla^2 U) \|_{L^p(\mathbb{R}, L^q(\Omega))} + \| e^{\sigma_0 t}P \|_{L^p(\mathbb{R}, W^1_q(\Omega))} 
\leq C_{N,d,p,q,\mu,\sigma_0} \left( \| e^{\sigma_0 t}g \|_{W^{1,1}_{p,0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega))} + \| e^{\sigma_0 t}(g, h) \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \right).
\]

Therefore, \((u_2, p_2) = (U, P)\) solves (5.2) and satisfies
\[
(5.8) \quad \| e^{\sigma_0 t}(\partial_t u_2, u_2, \nabla u_2, \nabla^2 u_2) \|_{L^p(\mathbb{R}, L^q(\Omega))} + \| e^{\sigma_0 t}p_2 \|_{L^p(\mathbb{R}, L^q(\Omega))} 
\leq C_{N,d,p,q,\mu,\sigma_0} \left( \| e^{\sigma_0 t}f \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} + \| e^{\sigma_0 t}(f, h) \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})} \right).
\]

**Step 3.** We consider (5.3) in this step. By Proposition 3.6 and (5.8),
\[
\| e^{\sigma_0 t}E_0 \nabla Q_0(f + 2\sigma_0 u_2) \|_{L^p(\mathbb{R}, L^q(\Omega))} \leq C \| e^{\sigma_0 t}(f + 2\sigma_0 u_2) \|_{L^p(\mathbb{R}, L^q(\Omega))} 
\leq C_{N,d,p,q,\mu,\sigma_0} \left( \| e^{\sigma_0 t}f \|_{L^p(\mathbb{R}, L^q(\Omega))} + \| e^{\sigma_0 t}g \|_{W^{1,1}_{p,0}(\mathbb{R}, \mathbb{W}^{-1,q}_{1,0}(\Omega))} 
+ \| e^{\sigma_0 t}(g, h) \|_{0,H^{1,1/2}_{q,p}(\Omega \times \mathbb{R})^N} \right),
\]
which implies \( E_0 \nabla Q_0(f + 2\sigma_0 u_2) \in L^p_{\sigma_0}(\mathbb{R}, L^q(\Omega))^N \). One thus observes by Proposition 3.1 with \( \delta = \sigma_0 \) that there is a solution \((V, Q) \in W^{2,1}_{q,p,-\sigma_0}(\Omega \times \mathbb{R})^N \times \mathbb{R} \).
$L_{p,-\sigma_0}(\mathbf{R}, W^1_q(\Omega))$ to

$$
\begin{align*}
\partial_t \mathbf{V} + 2\sigma_0 \mathbf{V} - \text{Div } \mathbf{T}(\mathbf{V}, Q) &= E_0 \nabla Q_q(\mathbf{f} + 2\sigma_0 \mathbf{u}_2) &\text{in } \Omega, \ t \in \mathbf{R}, \\
\text{div } \mathbf{V} &= 0 &\text{in } \Omega, \ t \in \mathbf{R}, \\
\mathbf{T}(\mathbf{V}, Q)\mathbf{e}_N &= 0 &\text{on } \Gamma, \ t \in \mathbf{R}, \\
\mathbf{V} &= 0 &\text{on } S, \ t \in \mathbf{R},
\end{align*}
$$

and furthermore, $\mathbf{V}$ vanishes for $t < 0$ and

$$
\begin{align*}
&\|e^{\sigma t}(\partial_t \mathbf{V}, \nabla \mathbf{V}, \nabla^2 \mathbf{V})\|_{L_p(\mathbf{R}, L_q(\Omega))} + \|e^{\sigma t}Q\|_{L_p(\mathbf{R}, W^1_q(\Omega))} \\
&\leq C_{N,d,p,q,\mu,\sigma_0}\left(\|e^{\sigma t}\mathbf{f}\|_{L_p(\mathbf{R}^+), L_q(\Omega))} + \|e^{\sigma t}g\|_{W^{1}_q(\mathbf{R}^+, \widehat{W}^{-1}_q(\Omega))} + \|e^{\sigma t}(g, h)\|_{H^{1/2}_{q,p}(\mathbf{R}^+)\times \mathbf{R}^+}\right).
\end{align*}
$$

It is then clear that $(\mathbf{u}_3, p_3) = (\mathbf{V}, Q)$ solves (5.3) and satisfies

$$
\begin{align*}
&\|e^{\sigma t}(\partial_t \mathbf{u}_3, \nabla \mathbf{u}_3, \nabla^2 \mathbf{u}_3)\|_{L_p(\mathbf{R}^+, L_q(\Omega))} + \|e^{\sigma t}p_3\|_{L_p(\mathbf{R}^+, W^1_q(\Omega))} \\
&\leq C_{N,d,p,q,\mu,\sigma_0}\left(\|e^{\sigma t}\mathbf{f}\|_{L_p(\mathbf{R}^+, L_q(\Omega))} + \|e^{\sigma t}g\|_{W^{1}_q(\mathbf{R}^+, \widehat{W}^{-1}_q(\Omega))} + \|e^{\sigma t}(g, h)\|_{H^{1/2}_{q,p}(\mathbf{R}^+)\times \mathbf{R}^+)\right).
\end{align*}
$$

**Step 4.** We consider (5.4) in this step. Let $\mathbf{F} = P_q(\mathbf{f} + 2\sigma_0 \mathbf{u}_2 + 2\sigma_0 \mathbf{u}_3)$. Then, by Proposition 3.6, (5.8), and (5.9), one has $e^{\sigma t}\mathbf{F} \in L_p(\mathbf{R}^+, J_q(\Omega))$ with

$$
\begin{align*}
&\|e^{\sigma t}\mathbf{F}\|_{L_p(\mathbf{R}^+, L_q(\Omega))} \\
&\leq C_{N,d,p,q,\mu,\sigma_0}\left(\|e^{\sigma t}\mathbf{f}\|_{L_p(\mathbf{R}^+, L_q(\Omega))} + \|e^{\sigma t}g\|_{W^{1}_q(\mathbf{R}^+, \widehat{W}^{-1}_q(\Omega))} + \|e^{\sigma t}(g, h)\|_{H^{1/2}_{q,p}(\mathbf{R}^+)\times \mathbf{R}^+)\right).
\end{align*}
$$

Such an $\mathbf{F}$ can be approximated by an element of $C_0^\infty(\mathbf{R}^+, J_q(\Omega))$ under the norm $\|e^{\sigma t} . \|_{L_p(\mathbf{R}^+, L_q(\Omega))}$, so that it suffices to consider the case $\mathbf{F} \in C_0^\infty(\mathbf{R}^+, J_q(\Omega))$.

As the first step, we estimate the solution $\mathbf{u}_4$ to (5.4) given by Duhamel’s formula:

$$
\mathbf{u}_4(t) = \int_0^t e^{A_q(0-s)}\mathbf{F}(s) \, ds \quad (t > 0),
$$

which is also written as

$$
e^{\sigma t}\mathbf{u}_4(t) = \int_0^t e^{\sigma(0-s)}e^{A_q(0-s)}(e^{\sigma_0 s}\mathbf{F}(s)) \, ds.
$$

Let $\chi_A$ be the characteristic function of $A \subset \mathbf{R}$, and then by Proposition 4.5

$$
\begin{align*}
\|e^{\sigma t}\mathbf{u}_4(t)\|_{L_q(\Omega)} &\leq C_{N,d,q,\mu,\sigma_0} \int_0^t e^{\sigma_0(0-s)}\|e^{\sigma_0 s}\mathbf{F}(s)\|_{L_q(\Omega)} \, ds \\
&= C_{N,d,q,\mu,\sigma_0} \int_{-\infty}^t e^{\sigma_0(0-s)}\|e^{\sigma_0 s}\mathbf{F}(s)\|_{L_q(\Omega)} \, ds \\
&= C_{N,d,q,\mu,\sigma_0} \int_{-\infty}^\infty \chi((0,(0)) (t-s) e^{\sigma_0(0-s)}\|e^{\sigma_0 s}\mathbf{F}(s)\|_{L_q(\Omega)} \, ds \\
&= C_{N,d,q,\mu,\sigma_0} \chi((0,(0)) (\cdot) e^{\sigma_0 \cdot} + (e^{\sigma_0 \cdot} \mathbf{F}(\cdot)))(t),
\end{align*}
$$

where $(f * g)(t) = \int_\mathbf{R} f(t-s)g(s) \, ds$. Combining this inequality with Young’s inequality $\|f \ast g\|_{L_p(\mathbf{R})} \leq \|f\|_{L_q(\mathbf{R})}\|g\|_{L_p(\mathbf{R})}$ furnishes that

$$
\|e^{\sigma t}\mathbf{u}_4\|_{L_p(\mathbf{R}^+, L_q(\Omega))} \leq C_{N,d,q,\mu,\sigma_0} \chi((0,(0)) (\cdot) e^{\sigma_0 \cdot} \|\mathbf{F}\|_{L_p(\mathbf{R}, L_q(\Omega))}
$$

(5.11)
which implies that
\[ W(5.14) \]
Then, similarly to Step 3, one observes by (5.11) that
\[ a \]
which, combined with (5.10), furnishes
\[ (1) \]
proof of Theorem 2.4.

solutions for a dual problem (cf. e.g. [30, Subsection 7.2]), which completes the
solution to (2.3) and satisfies the required estimate of Theorem 2.4 by (5.5), (5.8),
two Banach spaces \( X \) and \( Y \), i.e. there is a positive constant \( C \) such that
\[ \| u(t) - a \|_{B^{2-2/p}_{q,p}(\Omega)} = 0. \]
The uniqueness of solutions to (2.3) follows from the existence of

Lemma 6.1. Let \( 1 < p, q < \infty \). Then the following assertions hold true.

(1) For any \( f \in W^{1}_{\infty}(R_{+}, L_{\infty}(\Omega)) \) and \( g \in H^{1/2}_{p}(R_{+}, L_{q}(\Omega)) \),
\[ \| fg \|_{H^{1/2}_{p}(R_{+}, L_{q}(\Omega))} \leq \| f \|_{W^{1}_{\infty}(R_{+}, L_{\infty}(\Omega))} \| g \|_{H^{1/2}_{p}(R_{+}, L_{q}(\Omega))}. \]
(2) Let \( q > N \). Then there exists a positive constant \( C_{N,q} \) such that for any \( f, g \in B_q(\Omega \times \mathbb{R}_+) \) and \( h \in H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}_+) \),
\[
\|f g\|_{B_q(\Omega \times \mathbb{R}_+)} \leq C_{N,q} \|f\|_{B_q(\Omega \times \mathbb{R}_+)} \|g\|_{B_q(\Omega \times \mathbb{R}_+)},
\]
\[
\|f h\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}_+)} \leq C_{N,q} \|f\|_{B_q(\Omega \times \mathbb{R}_+)} \|h\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}_+)}.\]
(3) For any \( f \in H^{1/2}_p(\mathbb{R}_+, W^1_q(\Omega)) \),
\[
\|\nabla f\|_{H^{1/2}_p(\mathbb{R}_+, L^q(\Omega))} \leq \|f\|_{H^{1/2}_p(\mathbb{R}_+, W^1_q(\Omega))}.
\]

Proof. (1). It clearly holds that
\[
\|f g\|_{L^p(\mathbb{R}_+, L^q(\Omega))} \leq \|f\|_{W^{1,q}_p(\mathbb{R}_+, L^\infty(\Omega))} \|g\|_{L^p(\mathbb{R}_+, L^q(\Omega))},
\]
\[
\|f g\|_{W^{1,q}_p(\mathbb{R}_+, L^q(\Omega))} \leq \|f\|_{W^{1,q}_p(\mathbb{R}_+, L^\infty(\Omega))} \|g\|_{W^{1,q}_p(\mathbb{R}_+, L^q(\Omega))}.
\]
Let \( T_f g = fg \), and then \( T_f \in \mathcal{L}(L^p(\mathbb{R}_+, L^q(\Omega))) \cap \mathcal{L}(W^{1}_p(\mathbb{R}_+, L^q(\Omega))) \) with
\[
\|T_f\|_{\mathcal{L}(L^p(\mathbb{R}_+, L^q(\Omega)))} \leq \|f\|_{W^{1,q}_p(\mathbb{R}_+, L^\infty(\Omega))},
\]
\[
\|T_f\|_{\mathcal{L}(W^{1}_p(\mathbb{R}_+, L^q(\Omega)))} \leq \|f\|_{W^{1,q}_p(\mathbb{R}_+, L^\infty(\Omega))}.
\]
Combining these properties with the complex interpolation method furnishes that
\[
\|T_f\|_{[L^p(\mathbb{R}_+, L^q(\Omega)), W^{1}_p(\mathbb{R}_+, L^q(\Omega))]}_{1/2} \leq \|f\|_{[W^{1,q}_p(\mathbb{R}_+, L^\infty(\Omega)), W^{1}_p(\mathbb{R}_+, L^q(\Omega))]}_{1/2}.
\]
Noting \([L^p(\mathbb{R}_+, L^q(\Omega)), W^{1}_p(\mathbb{R}_+, L^q(\Omega))]}_{1/2} = H^{1/2}_p(\mathbb{R}_+, L^q(\Omega))\) by the definition, we complete the proof of Lemma 6.1 (1).
(2). Since \( W^1_q(\Omega) \) is a Banach algebra for \( q > N \), we have
\[
\|f g\|_{L^\infty(\mathbb{R}_+, W^1_q(\Omega))} \leq C_{N,q} \|f\|_{L^\infty(\mathbb{R}_+, W^1_q(\Omega))} \|g\|_{L^\infty(\mathbb{R}_+, W^1_q(\Omega))},
\]
\[
\|f h\|_{L^p(\mathbb{R}_+, W^1_q(\Omega))} \leq C_{N,q} \|f\|_{L^\infty(\mathbb{R}_+, W^1_q(\Omega))} \|h\|_{L^p(\mathbb{R}_+, W^1_q(\Omega))}.
\]
It is clear that \( \|f g\|_{W^1_q(\mathbb{R}_+, L^\infty(\Omega))} \leq \|f\|_{W^1_q(\mathbb{R}_+, L^\infty(\Omega))} \|g\|_{W^1_q(\mathbb{R}_+, L^\infty(\Omega))} \), so that one has, together with the first inequality of (6.1),
\[
\|f g\|_{B_q(\Omega \times \mathbb{R}_+)} \leq C_{N,q} \|f\|_{B_q(\Omega \times \mathbb{R}_+)} \|g\|_{B_q(\Omega \times \mathbb{R}_+)}.
\]
The other estimate of Lemma 6.1 (2) follows from Lemma 6.1 (1) and the second inequality of (6.1).

(3). The required inequality follows from the complex interpolation method immediately, which completes the proof of Lemma 6.1 (3).

At this point, we introduce some embedding properties.

Lemma 6.2. Let \( p, q \) satisfy (2.1). Then there exists a positive constant \( M_1 \geq 1 \) such that the following assertions hold true.
(1) \( \|f\|_{BUC^1(\Omega)} \leq M_1 \|f\|_{W^1_q(\Omega)} \) for any \( f \in W^1_q(\Omega) \).
(2) \( \|f\|_{BUC^0([0,\infty), BUC^1(\Omega))} \leq M_1 \|f\|_{W^{2,1}_{q,p}(\Omega \times \mathbb{R}_+)} \) for any \( f \in W^{2,1}_{q,p}(\Omega \times \mathbb{R}_+) \).
(3) \( \|f\|_{H^{1/2}_{q,p}(\mathbb{R}_+, W^1_q(\Omega))} \leq M_1 \|f\|_{W^{2,1}_{q,p}(\Omega \times \mathbb{R}_+)} \) for any \( f \in W^{2,1}_{q,p}(\Omega \times \mathbb{R}_+) \).

Proof. (1). See e.g. [3, Theorem 4.12].
(2). It follows from (5.14) and \( B^{q-2/p}_{q,p}(\Omega) \hookrightarrow BUC^1(\overline{\Omega}) \) under the condition (2.1) (cf. [51, Theorem 4.6.1]).
(3). See e.g. [26, Proposition 3.2, Remark 3.3], [37].
We prove Theorem 2.2 in the remaining part of this section by using Theorem 2.4 and the contraction mapping theorem. Let $\gamma_0 = \sigma_0$, where $\sigma_0$ is the same positive constant as in Theorem 2.4. We here define a closed set $X_{q,p}^{\gamma_0}(R)$ by

$$X_{q,p}^{\gamma_0}(R) = \{(u, p) \in W^{2,1}_q(\Omega \times R_+) \times L_p(R_+, W^{1}_q(\Omega)) \mid \|u\|_{X_{q,p}^{\gamma_0}} \leq R, \quad u = 0 \text{ on } S, \quad \lim_{t \to 0^+} \|u - a\|_{B_{q,p}^{2,2/p}(\Omega)} = 0 \},$$

where $0 < R < 1$ is a positive constant and $\|u\|_{X_{q,p}^{\gamma_0}} = \|u\|_{Y_{q,p}^{\gamma_0}} + \|p\|_{Z_{q,p}^{\gamma_0}}$ with

$$\|u\|_{Y_{q,p}^{\gamma_0}} = \|e^{\gamma_0 t}(\partial_t u, u, \nabla u, \nabla^2 u)\|_{L_p(R_+, L_q(\Omega))}, \quad \|p\|_{Z_{q,p}^{\gamma_0}} = \|e^{\gamma_0 t}p\|_{L_p(R_+, L_q(\Omega))}.$$

In addition, by e.g. [23], we know the following characterization:

$$(6.2) \quad \Omega^{1/2}(\Omega \times R_+) = \{f \in H^{1/2}_q(\Omega \times R_+) \mid f|_{t=0} = 0 \text{ in } L_q(\Omega) \}$$

under the condition (2.1).

Let $(v, q) \in X_{q,p}^{\gamma_0}(R)$, and one considers

$$\begin{align*}
\partial_t u - \text{Div } T(u, p) &= F(v) \quad \text{in } \Omega, \quad t > 0, \\
\text{Div } u &= G(u) = \text{Div } G(v) \quad \text{in } \Omega, \quad t > 0, \\
T(u, p)e_N &= H(v)e_N \quad \text{on } \Gamma, \quad t > 0, \\
u &= 0 \quad \text{on } S, \quad t > 0, \\
u|_{t=0} &= a \quad \text{in } \Omega.
\end{align*}$$

Here we prove

**Lemma 6.3.** Let $p$, $q$ satisfy (2.1), and let $\gamma_0$ be as above. Then there exists positive constants $M_2 \geq 1$ such that the following assertions hold true.

1. For any $v_r$ with $\|v_r\|_{Y_{q,p}^{\gamma_0}} \leq 1$ ($r = 1, 2$), we have

$$\left\| U_1 \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - U_1 \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\|_{L_\infty(R_+, L_\infty(\Omega))} \leq M_2 \|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}},$$

$$\sum_{i,j,k,l=1}^N \left\| V_{ijk} \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - V_{ijk} \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\|_{L_\infty(R_+, L_\infty(\Omega))} \leq M_2 \|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}},$$

$$\sum_{i,j,k,l,m,n=1}^N \left\| W_{ijklm} \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - W_{ijklm} \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\|_{L_\infty(R_+, L_\infty(\Omega))} \leq M_2 \|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}},$$

$$\left\| U_r \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - U_r \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\|_{B_q(\Omega \times R_+)} \leq M_2 \|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}} \quad (r = 2, \ldots, 7).$$

2. For any $v$ with $\|v\|_{Y_{q,p}^{\gamma_0}} \leq 1$, we have

$$\left\| U_1 \left( \int_0^t \nabla v(\xi, s) \, ds \right) \right\|_{L_\infty(R_+, L_\infty(\Omega))} \leq M_2 \|v\|_{Y_{q,p}^{\gamma_0}}.$$
Proof. For any \( p \) where (6.4) and that by Lemma 6.2 (1)

\[
\max \left\{ \sum_{(\alpha, \beta) \in N} \left| \partial_{(\alpha, \beta)} U_{r_1}(X) \right| \left| |X| \leq 2M_1(p')^{-1/p'} \right\} \leq m_2,
\]

\[
\max \left\{ \sum_{(\alpha, \beta) \in N} \sum_{i,j,k,l} \left| \partial_{(\alpha, \beta)} V_{ij}^{l}(X) \right| \left| |X| \leq 2M_1(p')^{-1/p'} \right\} \leq m_2,
\]

\[
\max \left\{ \sum_{(\alpha, \beta) \in N} \sum_{i,j,k,l,m,n=1} \left| \partial_{(\alpha, \beta)} W_{ij klmn}^{n}(X) \right| \left| |X| \leq 2M_1(p')^{-1/p'} \right\} \leq m_2,
\]

where \( p' = p/(p-1) \) and \( M_1 \) is the same positive constant as in Lemma 6.2.

(1) First, we consider \( U_1 \). Let us write \( v_r = (v_{r1}, \ldots, v_{rN})^T \) for \( r = 1, 2 \). It then holds that

\[
(6.4) \quad U_1 \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - U_1 \left( \int_0^t \nabla v_1(\xi, s) \, ds \right)
\]

\[
= \sum_{(\alpha, \beta) \in N} \int_0^1 \left( \theta \int_0^t \nabla v_2(\xi, s) \, ds + (1 - \theta) \int_0^t \nabla v_1(\xi, s) \, ds \right) \, d\theta
\]

\[
\cdot \left( \int_0^t \partial_{\beta} v_{1\alpha}(\xi, s) \, ds - \int_0^t \partial_{\beta} v_{2\alpha}(\xi, s) \, ds \right)
\]

and that by Lemma 6.2 (1)

\[
(6.5) \quad \left\| \theta \int_0^t \nabla v_2(\xi, s) \, ds + (1 - \theta) \int_0^t \nabla v_1(\xi, s) \, ds \right\|_{L_\infty(R_+, L_\infty(\Omega))}
\]

\[
\leq \sum_{r=1}^2 \int_0^\infty \| v_r(\cdot, s) \|_{L_\infty(\Omega)} \, ds \leq M_1 \sum_{r=1}^2 \int_0^\infty \| v_r(\cdot, s) \|_{W_2^2(\Omega)} \, ds
\]

\[
\leq M_1 \sum_{r=1}^2 \left( \int_0^\infty e^{-p'\gamma_0 s} \, ds \right)^{1/p'} \| v_r \|_{Y_{q,p}^\gamma} \leq 2M_1(p')^{-1/p'}.
\]
Thus we choose $M_2$ large enough so that $M_2 \geq m_2 M_1 (p' \gamma_0)^{-1/p'}$ in order to obtain the required estimate for $U_1$. Analogously, one can prove that the required estimates hold true for $V_{i,j,k}$ and $W_{i,j,k,l,m}$. Next, we consider $U_r$ for $r = 2, \ldots, 7$. Following (6.4), we observe that for $\partial \in \{ \partial_t, \partial_1, \ldots, \partial_N \}$

\[
\partial \left\{ U_r \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - U_r \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\} = \sum_{(\alpha', \beta') \in N} \sum_{(\alpha, \beta) \in N} \int_0^1 (\partial_{(\alpha', \beta')} \partial_{(\alpha, \beta)} U_r) \left( \theta \int_0^t \nabla v_2(\xi, s) \, ds + (1 - \theta) \int_0^t \nabla v_1(\xi, s) \, ds \right) \cdot \partial \left( \theta \int_0^t \partial_{\beta'} v_{2\alpha'}(\xi, s) \, ds + (1 - \theta) \int_0^t \partial_{\beta'} v_{1\alpha'}(\xi, s) \, ds \right) \, d\theta \\
- \sum_{(\alpha, \beta) \in N} \int_0^1 (\partial_{(\alpha, \beta)} U_r) \left( \theta \int_0^t \nabla v_2(\xi, s) \, ds + (1 - \theta) \int_0^t \nabla v_1(\xi, s) \, ds \right) \, d\theta \\
+ \int_0^1 (\partial_{(\alpha, \beta)} U_r) \left( \theta \int_0^t \nabla v_2(\xi, s) \, ds + (1 - \theta) \int_0^t \nabla v_1(\xi, s) \, ds \right) \, d\theta.
\]

By (6.5), (6.6), (6.7), and Lemma 6.2 (2), it holds that

\[
\left\| \partial_t \left\{ U_r \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - U_r \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\} \right\|_{L^\infty(R^+, L^\infty(\Omega))} \leq \left( 2m_2 M_2^2 (p' \gamma_0)^{-1/p'} + m_2 M_1 \right) \| v_2 - v_1 \|_{Y^{\gamma_0}_{p', \beta}}, \\
\left\| \partial_j \left\{ U_r \left( \int_0^t \nabla v_2(\xi, s) \, ds \right) - U_r \left( \int_0^t \nabla v_1(\xi, s) \, ds \right) \right\} \right\|_{L^\infty(R^+, L^4(\Omega))} \leq \left( 2m_2 M_1 (p' \gamma_0)^{-2/p'} + m_2 (p' \gamma_0)^{-1/p'} \right) \| v_2 - v_1 \|_{Y^{\gamma_0}_{p', \beta}}.
\]
One thus obtains the required estimates for $U_r$ (for $j = 2, \ldots, 7$) by choosing a larger $M_2 \geq 1$ if necessary. This completes the proof of Lemma 6.3 (1).

(2). The estimates follows from (1.15) and (1) with $(v_2, v_1) = (v, 0)$ immediately. This completes the proof of Lemma 6.3 (2).

(3). One sets $(v_2, v_1) = (v, 0)$ in the inequality proved in (1) in order to obtain

$$\sum_{i,j,k,l,m,n=1}^N W_{ijklm}^n \left( \int_0^t \nabla v(\xi, s) ds \right) - W_{ijklm}^n (O) \leq M_2 \|v\|_{Y_{q,p}^{\gamma_0}} \leq M_2,$$

which implies that

$$\sum_{i,j,k,l,m,n=1}^N \left\| W_{ijklm}^n \left( \int_0^t \nabla v(\xi, s) ds \right) \right\|_{L_\infty(R^+, L_\infty(\Omega))} \leq M_2 + \sum_{i,j,k,l,m,n=1}^N \left\| W_{ijklm}^n (O) \right\|_{L_\infty(R^+, L_\infty(\Omega))}.$$

Noting $W_{ijklm}^n (O) \in L_\infty(R^+, L_\infty(\Omega))$, we complete the proof of Lemma 6.3 (3) with $M_3 = M_2 + \sum_{i,j,k,l,m,n=1}^N \|W_{ijklm}^n (O)\|_{L_\infty(R^+, L_\infty(\Omega))}$. \qed

Let $M_1$, $M_2$, and $M_3$ be the same positive constants as in Lemmas 6.2, Lemma 6.3, and also assume that $(v, q), (v_1, q_1), (v_2, q_2) \in X_{q,p}^{\gamma_0}(1)$ in what follows.

**Estimates of $F(v)$**. One observes that

$$e^{\gamma_0 t}(F(v_2) - F(v_1))$$

$$= \left\{ U_1 \left( \int_0^t \nabla v_2 ds \right) - U_1 \left( \int_0^t \nabla v_1 ds \right) \right\} e^{\gamma_0 t} \partial_t v_2$$

$$+ U_1 \left( \int_0^t \nabla v_1 ds \right) e^{\gamma_0 t} \partial_t (v_2 - v_1)$$

$$+ \left\{ V \left( \int_0^t \nabla v_2 ds \right) - V \left( \int_0^t \nabla v_1 ds \right) \right\} e^{\gamma_0 t} \nabla^2 v_2$$

$$+ V \left( \int_0^t \nabla v_1 ds \right) e^{\gamma_0 t} \nabla^2 (v_2 - v_1)$$

$$+ \left[ \left\{ W \left( \int_0^t \nabla v_2 ds \right) - W \left( \int_0^t \nabla v_1 ds \right) \right\} \int_0^t \nabla^2 v_2 ds \right] e^{\gamma_0 t} \nabla v_2$$

$$+ \left[ W \left( \int_0^t \nabla v_1 ds \right) \int_0^t \nabla^2 (v_2 - v_1) ds \right] e^{\gamma_0 t} \nabla v_2$$
especially, setting \( (v) \).

Summing up the above estimates for \( j = 1, \ldots, 4 \).

On the other hand, by Lemma 6.2 (1)
\[
\|e^{\gamma t} \nabla v_2\|_{L_p(\mathbb{R}^n, L_q(\Omega))} \leq M_1 \|e^{\gamma t} \nabla v_2\|_{L_p(\mathbb{R}^n, W^1_2(\Omega))} \leq M_1 \|v_2\|_{Y_{q,p}^0} \leq M_1,
\]
which, combined with Lemma 6.3 and (6.7), furnishes
\[
\|I_5\|_{L_p(\mathbb{R}^n, L_q(\Omega))} \leq \left\| \mathbf{W} \left( \int_0^t \nabla v_2 \, ds \right) - \mathbf{W} \left( \int_0^t \nabla v_1 \, ds \right) \right\|_{L_{\infty}(\mathbb{R}^n, L_\infty(\Omega))} \cdot \int_0^t \nabla^2 v_2 \, ds \|e^{\gamma t} \nabla v_2\|_{L_p(\mathbb{R}^n, L_q(\Omega))}
\]
\[
\leq (p'\gamma_0)^{-1/p'} M_1 M_2 \left( \|v_2\|_{Y_{q,p}^0} + \|v_1\|_{Y_{q,p}^0} \right) \|v_2 - v_1\|_{Y_{q,p}^0}.
\]

Analogously, it holds that for \( j = 6, 7 \)
\[
\|I_j\|_{L_p(\mathbb{R}^n, L_q(\Omega))} \leq (p'\gamma_0)^{-1/p'} M_1 M_3 \left( \|v_2\|_{Y_{q,p}^0} + \|v_1\|_{Y_{q,p}^0} \right) \|v_2 - v_1\|_{Y_{q,p}^0}.
\]

Summing up the above estimates for \( I_1, \ldots, I_7 \), we have achieved
\[
e^{\gamma t}(F(v_2) - F(v_1))\|_{L_p(\mathbb{R}^n, L_q(\Omega))}\]
\[
\leq \left( 4M_2 + (p'\gamma_0)^{-1/p'} M_1 M_2 + 2(p'\gamma_0)^{-1/p'} M_1 M_3 \right) \left( \|v_2\|_{Y_{q,p}^0} + \|v_1\|_{Y_{q,p}^0} \right) \|v_2 - v_1\|_{Y_{q,p}^0}.
\]

Especially, setting \((v_2, v_1) = (v, 0)\) in (6.8) yields
\[
e^{\gamma t} F(v)\|_{L_p(\mathbb{R}^n, L_q(\Omega))}\]
\[
\leq \left( 4M_2 + (p'\gamma_0)^{-1/p'} M_1 M_2 + 2(p'\gamma_0)^{-1/p'} M_1 M_3 \right) \|v\|_{Y_{q,p}^0}.
\]

Estimates of \( G(v) \), \( G(v) \). One observes that
\[
e^{\gamma t}(G(v_2) - G(v_1)) = \left\{ U_2 \left( \int_0^t \nabla v_2 \, ds \right) - U_2 \left( \int_0^t \nabla v_1 \, ds \right) \right\} \cdot e^{\gamma t} \nabla v_2
\]
\[
+ U_2 \left( \int_0^t \nabla v_1 \, ds \right) : e^{\gamma t} (\nabla v_2 - \nabla v_1) =: I_8 + I_9.
\]

By Lemmas 6.1, 6.3, we have
\[
\|I_8\|_{H^{1/2}_{p}(\Omega \times \mathbb{R}^n)}
\]
\[
\leq \left\| U_2 \left( \int_0^t \nabla v_2 \, ds \right) - U_2 \left( \int_0^t \nabla v_1 \, ds \right) \right\|_{H^{1/2}_{p}(\Omega \times \mathbb{R}^n)} \cdot \left\| e^{\gamma t} \nabla v_2 \right\|_{H^{1/2}_{p}(\Omega \times \mathbb{R}^n)}
\]
\[
\leq M_2 \|v_2 - v_1\|_{Y_{q,p}^0} \left( \|e^{\gamma t} v_2\|_{H^{1/2}_{p}(\mathbb{R}^n, W^1_2(\Omega))} + \|e^{\gamma t} v_2\|_{L_p(\mathbb{R}^n, W^2_2(\Omega))} \right).
\]

Since it holds by Lemma 6.2 (3) that
\[
\|e^{\gamma t} v_2\|_{H^{1/2}_{p}(\mathbb{R}^n, W^1_2(\Omega))} \leq M_1 \|e^{\gamma t} v_2\|_{W^{2,1}_{q,p}(\Omega \times \mathbb{R}^n)}
\]
the above inequality for $I_8$ yields
\[ \|I_8\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)} \leq 2M_1M_2(\gamma_0 + 1)\|v_2\|_{Y_{q,p}^{\gamma_0}}\|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}}. \]

Analogously, we have
\[ \|I_9\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)} \leq 2M_1M_2(\gamma_0 + 1)\|v_1\|_{Y_{q,p}^{\gamma_0}}\|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}}, \]
and therefore
\[ \|e^{\gamma_0 t}(G(v_2) - G(v_1))\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)} \leq 2M_1M_2(\gamma_0 + 1)\|v_2 - v_1\|_{Y_{q,p}^{\gamma_0}}. \]

In addition, it is clear that $e^{\gamma_0 t}(G(v_2) - G(v_1))|_{t=0} = 0$ in $L_q(\Omega)$, which, combined with (6.2) and (6.10), furnishes
\[ e^{\gamma_0 t}(G(v_2) - G(v_1)) \in 0H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+). \]

Especially, setting $(v_2, v_1) = (v, 0)$ in (6.11) and (6.10) yields, respectively,
\[ e^{\gamma_0 t}G(v) \in 0H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+), \]
\[ \|e^{\gamma_0 t}G(v)\|_{H^{1,1/2}_{q,p}(\Omega \times \mathbb{R}^+)} \leq 2M_1M_2(\gamma_0 + 1)\|v\|_{Y_{q,p}^{\gamma_0}}^2. \]

Next we show $e^{\gamma_0 t}G(v) \in 0W^1_{q'(1)}(\Omega)$ and its estimate. For any $\varphi \in W^1_{q'(1)}(\Omega)$ with $q' = q/(q - 1)$, we have for $k = 0, 1$
\[ (\partial^k_t(G(v_2) - G(v_1)), \varphi)_{\Omega} = (\partial^k_t \text{div}(G(v_2) - G(v_1)), \varphi)_{\Omega} = -\langle \partial^k_t(G(v_2) - G(v_1)), \nabla \varphi \rangle_{\Omega}, \]
where we have used $G(v_1) = 0$ on $S$ for $l = 1, 2$. Thus $\partial^k_t(G(v_2) - G(v_1)) \in \mathcal{G}(\partial^k_t(G(v_2) - G(v_1)))$ as was discussed in Subsection 2.2, and also
\[ \|\partial^k_t(G(v_2) - G(v_1))\|_{\mathcal{W}^{-1}_{q,-1}(\Omega)} \leq \|\partial^k_t(G(v_2) - G(v_1))\|_{L_q(\Omega)}. \]

This inequality, together with $e^{\gamma_0 t}(G(v_2) - G(v_1))|_{t=0} = 0$ in $\mathcal{W}^{-1}_{q,-1}(\Omega)$, implies that
\[ e^{\gamma_0 t}(G(v_2) - G(v_1))|_{t=0} = 0 \text{ in } \mathcal{W}^{-1}_{q,-1}(\Omega), \]
\[ \|e^{\gamma_0 t}\partial^k_t(G(v_2) - G(v_1))\|_{L_q(R^+ \times \mathcal{W}^{-1}_{q,-1}(\Omega))} \leq \|e^{\gamma_0 t}\partial^k_t(G(v_2) - G(v_1))\|_{L_{q'}(R^+ \times L_q(\Omega))} (k = 0, 1). \]

From now on, we estimate the right-hand side of the inequality in (6.13). To this end, we set
\[ e^{\gamma_0 t}(G(v_2) - G(v_1)) = \left( U_3 \left( \int_0^t \nabla v_2 ds \right) - U_3 \left( \int_0^t \nabla v_1 ds \right) \right) e^{\gamma_0 t}v_2 \]
\[ + U_3 \left( \int_0^t \nabla v_1 ds \right) e^{\gamma_0 t}(v_2 - v_1) =: I_{10} + I_{11}, \]
\[ e^{\gamma_0 t}\partial_t(G(v_2) - G(v_1)) = \left\{ \partial_t \left( U_3 \left( \int_0^t \nabla v_2 ds \right) - U_3 \left( \int_0^t \nabla v_1 ds \right) \right) \right\} e^{\gamma_0 t}v_2 \]
\[ + \left( U_3 \left( \int_0^t \nabla v_2 ds \right) - U_3 \left( \int_0^t \nabla v_1 ds \right) \right) e^{\gamma_0 t}\partial_t v_2 \]
\[
+ \left\{ \partial_t U_3 \left( \int_0^t \nabla v_1 \, ds \right) \right\} e^{\gamma_0 t} (v_2 - v_1)
+ U_3 \left( \int_0^t \nabla v_1 \, ds \right) e^{\gamma_0 t} \partial_t (v_2 - v_1) =: I_{12} + I_{13} + I_{14} + I_{15}.
\]

By Lemma 6.3, we see that for \( j = 10, \ldots, 15 \)
\[
\| I_j \|_{L_p (\mathbb{R}^+ \setminus \partial \Omega)} \leq M_2 \left( \| v_2 \|_{Y_{q,p}^0} + \| v_1 \|_{Y_{q,p}^0} \right) \| v_2 - v_1 \|_{Y_{q,p}^0}.
\]

It thus holds that
\[
\sum_{k=0}^1 \| e^{\gamma_0 t} \partial_t^k (G(v_2) - G(v_1)) \|_{L_p (\mathbb{R}^+ \setminus \partial \Omega)}
\leq 6M_2 \left( \| v_2 \|_{Y_{q,p}^0} + \| v_1 \|_{Y_{q,p}^0} \right) \| v_2 - v_1 \|_{Y_{q,p}^0},
\]

which, combined with (6.13), furnishes
\[
\| e^{\gamma_0 t} (G(v_2) - G(v_1)) \|_{L_p (\mathbb{R}^+ \setminus \partial \Omega)}
\leq 6M_2 (\gamma_0 + 1) \left( \| v_2 \|_{Y_{q,p}^0} + \| v_1 \|_{Y_{q,p}^0} \right) \| v_2 - v_1 \|_{Y_{q,p}^0}.
\]

Especially, setting \( (v_2, v_1) = (v, 0) \) in (6.14) yields
\[
\| e^{\gamma_0 t} G(v) \|_{L_p (\mathbb{R}^+ \setminus \partial \Omega)}
\leq 6M_2 (\gamma_0 + 1) \| v \|_{Y_{q,p}^0}^2.
\]

**Estimates of \( H(v) \).** In the same manner as in the case \( G(v) \), we have
\[
e^{\gamma_0 t} \left( H(v_2) e_N - H(v_1) e_N, e^{\gamma_0 t} H(v) e_N \right) \in \partial H^{1,1/2}_q (\Omega \times \mathbb{R}_+)^N,
\]
\[
\| e^{\gamma_0 t} \left( H(v_2) e_N - H(v_1) e_N \right) \|_{H^{1,1/2}_q (\Omega \times \mathbb{R}_+)}
\leq (8M_1M_2(\gamma_0 + 1) + 6M_1M_2^2(\gamma_0 + 1)) \cdot \left( \| v_2 \|_{Y_{q,p}^0} + \| v_2 \|_{Y_{q,p}^0} \right) \| v_2 - v_1 \|_{Y_{q,p}^0},
\]
\[
\| e^{\gamma_0 t} H(v) e_N \|_{H^{1,1/2}_q (\Omega \times \mathbb{R}_+)}
\leq (8M_1M_2(\gamma_0 + 1) + 6M_1M_2^2(\gamma_0 + 1)) \| v \|_{Y_{q,p}^0}^2.
\]

Let \( M_4 \geq 1 \) be a positive constant defined as
\[
M_4 = 4M_2 + (p'\gamma_0)^{-1/p'} M_1M_2 + 2(p'\gamma_0)^{-1/p'} M_1M_3 + 2M_1M_2(\gamma_0 + 1)
+ 6M_2(\gamma_0 + 1) + 8M_1M_2(\gamma_0 + 1) + 6M_1M_2^2(\gamma_0 + 1).
\]

Summing up (6.8)-(6.12) and (6.14)-(6.16), we have obtained
\[
e^{\gamma_0 t} (F(v_2) - F(v_1)) e_N \in L_p (\mathbb{R}^+ \setminus \partial \Omega)^N,
\]
\[
e^{\gamma_0 t} (G(v_2) - G(v_1)) e_N \in \partial H^{1,1/2}_q (\Omega \times \mathbb{R}_+)^n \cap \partial W^{1,1}_q (\mathbb{R}^+ \setminus \partial \Omega)^N,
\]
\[
e^{\gamma_0 t} (H(v_2) e_N - H(v_1) e_N) e_N \in H^{1,1/2}_q (\Omega \times \mathbb{R}_+)^N,
\]

\[
\| e^{\gamma_0 t} (F(v_2) - F(v_1)) \|_{L_p (\mathbb{R}^+ \setminus \partial \Omega)}
\]
Next we show the global existence and uniqueness of such solutions, and problem (1.1)-(1.7). We first introduce the definition of proof of Theorem 2.2.

One here chooses $X_t$ and $R_t$ such that enable us to define the operator:

\[ \Phi : X_{q,p}^0(\delta_0) \ni (v, q) \mapsto \Phi(v, q) = (u, p) \in X_{q,p}^0(\delta_0). \]

Let $(v_i, q_i) \in X_{q,p}^0(\delta_0)$ and $(u_i, p_i) = \Phi(v_i, q_i)$ for $i = 1, 2$. Setting $\bar{u} = u_2 - u_1$ and $\bar{p} = p_2 - p_1$, we observe that

\[ \begin{align*}
\partial_t \bar{u} - \text{Div}(\bar{T}(\bar{u}, \bar{p})) &= F(v_2) - F(v_1) \quad \text{in } \Omega, \ t > 0, \\
\text{div } \bar{u} &= G(v_2) - G(v_1) = \text{div}(G(v_2) - G(v_1)) \quad \text{in } \Omega, \ t > 0, \\
\bar{T}(\bar{u}, \bar{p})e_N &= (H(v_2) - H(v_1))e_N \quad \text{on } \Gamma, \ t > 0, \\
\bar{u} &= 0 \quad \text{on } S, \ t > 0, \\
\bar{u}|_{t=0} &= 0 \quad \text{in } \Omega.
\end{align*} \]

Together with (6.18), (6.19), and (6.21), one has by Thorem 2.4

\[ \|\bar{u}, \bar{p}\|_{X_{q,p}^0} \leq 4c_0 M_4 \delta_0^2 \leq \frac{\delta_0}{2}, \]

which enables us to define the operator:

\[ \Phi : X_{q,p}^0(\delta_0) \ni (v, q) \mapsto \Phi(v, q) = (u, p) \in X_{q,p}^0(\delta_0). \]

7. Original nonlinear problem

This section is concerned with the global solvability of the original nonlinear problem (1.1)-(1.7). We first introduce the definition of $L_p-L_q$ solutions to (1.1)-(1.7). Next we show the global existence and uniqueness of such solutions, and also their exponential stability. Let $M_1, M_2, M_3,$ and $M_4$ be the same positive constants as in Section 6, and let $c_0$ be the positive constant given by Theorem 2.4.
7.1. Definition of $L_p$-$L_q$ solutions. Following [18], we introduce the definition of $L_p$-$L_q$ solutions for (1.1)-(1.7) in this subsection.

One first recalls the definition of $L_p$-$L_q$ solutions for the equations (1.9)-(1.13).

**Definition 7.1.** We call a pair $(u, p)$ an $L_p$-$L_q$ solution global in time to (1.9)-(1.13) if $(u, p) \in W^{2,1}_{q,p}(\Omega \times \mathbb{R}^+)^N \times L_q(R^+, W^1_q(\Omega))$ and if $(u, p)$ satisfies (1.9)-(1.13) in the $L_p$-$L_q$ sense for some $1 < p, q < \infty$ and $a \in B^{2-2/p}(\Omega)^N$.

**Remark 7.2.** Due to [36], the maximal $L_p$-$L_q$ regularity class means the function space of $(u, p)$ in Definition 7.1.

Then we can define $L_p$-$L_q$ solutions to (1.1)-(1.7) as follows:

**Definition 7.3.** We call a triplet $(\Theta, v, \pi)$, where for $\Omega(t) = \Theta(\Omega, t)$

$$v : \bigcup_{t \in (0, \infty)} (\Omega(t) \times \{t\}) \to \mathbb{R}^N, \quad \pi : \bigcup_{t \in (0, \infty)} (\Omega(t) \times \{t\}) \to \mathbb{R},$$

an $L_p$-$L_q$ solution global in time to (1.1)-(1.7) if the following assertions hold true for some $1 < p, q < \infty$ and $a \in B^{2-2/p}(\Omega)^N$:

1. $\Theta = \Theta(\xi, t)$ is a solution to (1.1) in the classical sense.
2. $\Theta(\cdot, t)$ is a $C^1$-diffeomorphism from $\Omega$ onto $\Omega(t)$ for each $t > 0$.
3. $(u, p) = (v \circ \Theta, \pi \circ \Theta)$ is an $L_p$-$L_q$ solution global in time to (1.9)-(1.13).

7.2. Global solvability and exponential stability. We here prove

**Theorem 7.4.** Let $p, q$ satisfy (2.1). Suppose that $\varepsilon_0$ is the same positive number as in Theorem 2.2 and that $a \in D_{q,p}(\Omega)$ with $\|a\|_{D_{q,p}(\Omega)} \leq \varepsilon_0$. Then there exists an $L_p$-$L_q$ solution $(\Theta, v, \pi)$ global in time to (1.1)-(1.7), which is unique. In addition, $\|v(t)\|_{L_q(\Omega(t))} = O(e^{-\gamma_0 t})$ as $t \to \infty$, where $\gamma_0$ is the same positive constant as in Theorem 2.2.

**Proof.** By Theorem 2.2, we have an $L_p$-$L_q$ solution $(u, p)$ to (1.9)-(1.13). Let us define for $t > 0$

$$\Theta(\xi, t) = \xi + \int_0^t u(\xi, s) \, ds \quad (\xi \in \Omega), \quad \Omega(t) = \Theta(\Omega, t),$$

where we note that $u \in BUC([0, \infty), BUC^1(\overline{\Omega}))$ by Lemma 6.2 (2).

**Step 1.** In this step, we prove the existence of $L_p$-$L_q$ solutions global in time to the equations (1.1)-(1.7).

Let $x_1, x_2 \in \Omega(t)$ with $x_1 = x_2$ for

$$x_i = \xi_i + \int_0^t u(\xi, s) \, ds \quad (i = 1, 2),$$

where $\xi_1, \xi_2 \in \Omega$. Since it holds that by Lemma 6.2 (1), (6.17), and (6.21)

$$\int_0^t \|\nabla u(\xi, s)\|_{BUC(\overline{\Omega})} \, ds \leq \left(\int_0^\infty e^{-p' \gamma_0 s} \, ds\right)^{1/p'} \|e^{\gamma_0 t} \nabla u\|_{L_p(\mathbb{R}^+, BUC(\overline{\Omega}))}$$

$$\leq (p' \gamma_0)^{-1/p'} M_1 \|e^{\gamma_0 t} \nabla u\|_{L_p(\mathbb{R}^+, W^1_q(\Omega))}$$

$$\leq (p' \gamma_0)^{-1/p'} M_1 \delta_0 \leq (p' \gamma_0)^{-1/p'} M_1 M_2 \delta_0 \leq 4c_0 M_4 \delta_0 \leq \frac{1}{4}.$$
for any \( t > 0 \), one observes that

\[
0 = |x_1 - x_2| \geq |\xi_1 - \xi_2| - \int_{0}^{t} |u(\xi_1, s) - u(\xi_2, s)| \, ds \\
\geq |\xi_1 - \xi_2| - |\xi_1 - \xi_2| \int_{0}^{t} \|\nabla u(\cdot, s)\|_{BUC(\Omega)} \, ds \\
\geq \frac{3}{4}|\xi_1 - \xi_2|.
\]

This inequality implies \( \xi_1 = \xi_2 \), and thus \( \Theta(\cdot, t) \) is bijective from \( \Omega \) onto \( \Omega(t) \) for each \( t > 0 \). We denote inverse mapping of \( \Theta(\cdot, t) \) by \( \Theta^{-1}(\cdot, t) \) in what follows. Here \( \Theta(\cdot, t) : \Omega \to \Omega(t) \) is a \( C^1 \) function, so that we see by the inverse function theorem that \( \Theta^{-1}(\cdot, t) : \Omega(t) \to \Omega \) is also a \( C^1 \) function. Hence, \( \Theta(\cdot, t) \) satisfies Definition 7.3 (3) and \( \Theta \) is a solution to (1.1).

**Step 2.** Let \( J_{\Theta} \) be the Jacobian matrix of \( \Theta \). Since \( J_{\Theta} = I + \int_{0}^{t} \nabla u(\xi, s) \, ds \), one has \( |J_{\Theta}| \leq c_1 \) by (7.1) for some positive constant \( c_1 \). It then holds by (7.2) that

\[
\|v(t)\|_{L_q(\Omega(t))} = \left( \int_{\Omega} |v(\Theta(x, t), t)|^q |J_{\Theta}| \, dx \right)^{1/q} \\
\leq (c_1)^{1/q} e^{-\gamma_0 t} \|\Theta(t)\|_{BUC((0, \infty), L_q(\Omega))} \\
\leq (c_1)^{1/q} e^{-\gamma_0 t} \|\Theta(t)\|_{BUC((0, \infty), \mathcal{B}_{q-p}^{2, \mathbb{R}^2})}.
\]

This inequality, together with (2.2) and (5.14), furnishes the exponential stability of the solution \( v \).

**Step 3.** We prove the uniqueness of solutions in this step. Let \( i = 1, 2 \) and \( (\Theta_i, v_i, \pi_i) \) be solutions to (1.1)-(1.7) with \( a \in D_{q,p}(\Omega) \) satisfying \( \|a\|_{D_{q,p}(\Omega)} \leq \varepsilon_0 \). Then \( (u_1, p_1) = (v_1 \circ \Theta_1, \pi_1 \circ \Theta_1) \) are \( L^p-L^q \) solutions global in time to (1.9)-(1.13). By Theorem 2.2, we see that \( u_1 = u_2 \) and \( p_1 = p_2 \). One integrates (1.1) with respect to time \( t \) in order to obtain

\[
\Theta_1(\xi, t) = \xi + \int_{0}^{t} v_1(\Theta_1(\xi, s), s) \, ds = \xi + \int_{0}^{t} u_1(\xi, s) \, ds \\
\Theta_2(\xi, t) = \xi + \int_{0}^{t} v_2(\Theta_2(\xi, s), s) \, ds = \Theta_2(\xi, t).
\]

Furthermore, for \( t > 0 \) and \( x \in \Theta_1(\Omega, t) = \Theta_2(\Omega, t) \), we observe that

\[
v_1(x, t) = v_1(\Theta_1(\xi, t), t) = u_1(\xi, t) = u_2(\xi, t) = v_2(\Theta_2(\xi, t), t) = v_2(\xi, t)
\]

and that \( \pi_1(x, t) = \pi_2(x, t) \). This completes the proof of Theorem 7.4.

**Remark 7.5.** One can prove similarly further properties of the solution \( (\Theta, v, \pi) \) as follows:

1. Let \( \Gamma(t) = \Theta(\Gamma, t) \) for \( t > 0 \). Then \( \Theta(\cdot, t) \) is a \( C^1 \)-diffeomorphism from \( \Gamma \) onto \( \Gamma(t) \) for each \( t > 0 \). In addition, it holds that \( \Theta(\Omega, t) = \Omega(t) \).
(2) Let \( \widetilde{\Theta}(\xi, t) = (\Theta(\xi, t), t) \) for \( (\xi, t) \in \Omega \times \mathbb{R}_+ \). Then \( \widetilde{\Theta} \) is a \( C^1 \)-diffeomorphism from \( \Omega \times \mathbb{R}_+ \) onto \( \bigcup_{t \in (0, \infty)} (\Omega(t) \times \{t\}) \).

(3) \( \| \nabla v(t) \|_{L_p(\Omega(t))} = O(e^{-\gamma_0 t}) \) as \( t \to \infty \).
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A.

Following [38, Appendix], we derive the equations (1.9)-(1.11) in this appendix. To this end, we assume that the equations (1.1)-(1.7) have a sufficiently regular solution \( (\Theta, v, \pi) \) in the following argumentation. Let \( x = \Theta(\xi, t) \) with (1.8), and recall that \( u(\xi, t) = v(\Theta(\xi, t), t) = v(x, t) \) and \( p(\xi, t) = \pi(\Theta(\xi, t), t) = \pi(x, t) \). If we write \( M = (M_{ij}) \), then \( M \) is an \( N \times N \) matrix whose \( (i, j) \)-component is \( M_{ij} \). In addition, \( \delta_{ij} \) denotes Kronecker’s delta defined by the formula: \( \delta_{ij} = 1 \) when \( i = j \) and \( \delta_{ij} = 0 \) when \( i \neq j \).

Case (1.9). It is clear that

\[
(A.1) \quad \frac{\partial}{\partial t} u(\xi, t) = \frac{\partial}{\partial t} v(x, t) + \sum_{j=1}^{N} \frac{\partial x_j}{\partial t} \frac{\partial}{\partial x_j} v(x, t) = \frac{\partial}{\partial t} v + (v \cdot \nabla)v.
\]

We here set

\[
A = \left( \frac{\partial x_i}{\partial \xi_j} \right) = I + B, \quad B = (B_{ij}), \quad B_{ij} = \int_0^t \frac{\partial u_i(\xi, s)}{\partial \xi_j}(s) \, ds.
\]

Let \( A \) be the cofactor matrix of \( A \), i.e. \( A^{-1} = (\det A)^{-1} A \). Then \( A = A^{-1} \) because \( \det A = 1 \) (cf. e.g. [38, page 271]), and also one observes by \( \delta_{ij} = \partial \xi_i/\partial \xi_j = \sum_{k=1}^{N} \frac{\partial \xi_i}{\partial \xi_k} \frac{\partial x_k}{\partial \xi_j} \), that

\[
A = A^{-1} = \left( \begin{array}{ccc}
\frac{\partial \xi_1}{\partial \xi_1} & \cdots & \frac{\partial \xi_1}{\partial \xi_N} \\
\vdots & \ddots & \vdots \\
\frac{\partial \xi_N}{\partial \xi_1} & \cdots & \frac{\partial \xi_N}{\partial \xi_N}
\end{array} \right)
\]

In addition,

\[
A = I + B \quad \text{for some} \quad N \times N \text{ matrix } B = (B_{ij}) = B \left( \int_0^t \nabla u(\xi, s) \, ds \right),
\]

where \( B : \mathbb{R}^{N \times N} \to \mathbb{R}^{N \times N} \) with \( B(O) = O \) and the \( (i, j) \)-component \( B_{ij}(X) \) of \( B(X) \), \( X = (X_{kl}) \), are polynomials with respect to \( X_{kl} \) for \( k, l = 1, \ldots, N \). Now it holds, by direct calculations and by [14, page 771], that

\[
(A.2) \quad \nabla_x = A^T \nabla_\xi, \quad \text{div}_x = (A^T : \nabla_\xi) = \text{div}_\xi (A \cdot), \quad \nabla_x \text{div}_x = A^T \nabla_\xi \text{div}_\xi + A^T \nabla_\xi (B^T : \nabla_\xi),
\]

where the subscripts \( x \) and \( \xi \) denote their variables, and also

\[
(A.3) \quad \Delta_x = \text{div}_x \nabla_x = (\text{div}_\xi + B^T : \nabla_\xi)(I + B^T) \nabla_\xi = \Delta_\xi + \text{div}_\xi B^T \nabla_\xi + B^T : \nabla_\xi \nabla_\xi + B^T : \nabla_\xi B^T \nabla_\xi
\]
\[ = \Delta \zeta + \sum_{i,j,k=1}^{N} B_{ji} (2\delta_{ik} + B_{ki}) \frac{\partial^2}{\partial \xi_j \partial \xi_k} + \sum_{i,j,k=1}^{N} (\delta_{ij} + B_{ji}) \left( \frac{\partial B_{ki}}{\partial \xi_j} \right) \frac{\partial}{\partial \xi_k}. \]

Then we can write
\[
(A.4) \quad \sum_{i,j,k=1}^{N} B_{ji} (2\delta_{ik} + B_{ki}) \frac{\partial^2}{\partial \xi_j \partial \xi_k} = \sum_{i,j,k=1}^{N} \nu_{ijk} \left( \int_{0}^{t} \nabla u(\xi, s) \, ds \right) \frac{\partial^2}{\partial \xi_j \partial \xi_k},
\]
\[
= \sum_{i,j,k=1}^{N} \left[ \nu_{ijk} \left( \int_{0}^{t} \nabla u(\xi, s) \, ds \right) \int_{0}^{t} \nabla v(\xi, s) \, ds \right] \frac{\partial}{\partial \xi_k}
\]

by \( \nu_{ijk}(\cdot) : \mathbb{R} \to \mathbb{R} \) with \( \nu_{ijk}(0) = 0 \) and by \( \nu_{ijk}(\cdot) : \mathbb{R}^N \to \mathbb{R} \). Note that both \( \nu_{ijk}(\cdot) \) and \( \nu_{ijk}(\cdot) \), \( X = (X_{lm}) \), are polynomials with respect to \( X_{lm} \) for \( l, m = 1, \ldots, N \). Since \( \text{Div} T(v, \pi) = \mu(\Delta v + \nabla \text{div} v) - \nabla \pi \), we insert (1.1) and (A.2)-(A.4) into (1.3) in order to obtain
\[
\partial_t u - \mu (\Delta u + A^T \nabla \text{div} u + A^T \nabla (B^T : \nabla u)) + A^T \nabla p = \mu \left( \sum_{i,j,k=1}^{N} \nu_{ijk} \left( \int_{0}^{t} \nabla u(\xi, s) \, ds \right) \frac{\partial^2}{\partial \xi_j \partial \xi_k} - u \right)
\]
\[
= \mu \left( \sum_{i,j,k=1}^{N} \nu_{ijk} \left( \int_{0}^{t} \nabla u(\xi, s) \, ds \right) \int_{0}^{t} \nabla v(\xi, s) \, ds \right] \frac{\partial}{\partial \xi_k} u.
\]

Let \( A^{-T} = (A^T)^{-1} = (A^{-1})^T \), and multiply the last equation by \( A^{-T} = (I + B)^T \) from the left-hand side. Thus,
\[
\partial_t u - \mu(\Delta u + \nabla \text{div} u) + \nabla p = -B^T \partial_t u + \mu B^T \Delta u + \mu \nabla (B^T : \nabla u)
\]
\[
+ \mu \left( I + B^T \right) \sum_{i,j,k=1}^{N} \nu_{ijk} \left( \int_{0}^{t} \nabla u(\xi, s) \, ds \right) \frac{\partial^2}{\partial \xi_j \partial \xi_k} u
\]
\[
+ \mu \left( I + B^T \right) \sum_{i,j,k=1}^{N} \left[ \nu_{ijk} \left( \int_{0}^{t} \nabla u(\xi, s) \, ds \right) \int_{0}^{t} \nabla v(\xi, s) \, ds \right] \frac{\partial}{\partial \xi_k} u,
\]

which completes Case (1.9).

**Case** (1.10). The equation (1.10) follows from (1.4) and the second relation of (A.2) immediately. This completes Case (1.10).

**Case** (1.11). Let \( F(\xi) = \xi_N - d \), and then \( \Gamma = \{ \xi \in \mathbb{R}^N \mid F(\xi) = 0 \} \). We can regard \( \xi \in \Gamma \) as \( \xi = \Theta^{-1}(x, t) \) for \( x \in \Gamma(t) \), where \( \Theta^{-1}(\cdot, t) \) is the inverse mapping of \( \Theta(\cdot, t) \). Let \( G(x, t) = F(\xi(x, t)) \). Since \( \Gamma(t) \) is defined by \( G(x, t) = 0 \), we see that the unit outward normal \( u \) to \( \Gamma(t) \) is given by
\[
(A.5) \quad n = \frac{\nabla G(x, t)}{|\nabla G(x, t)|}.
\]
Now it holds that
\[ \nabla G(x, t) = \left( \sum_{j=1}^{N} \frac{\partial \xi_j}{\partial x_1} \frac{\partial F}{\partial \xi_j}, \ldots, \sum_{j=1}^{N} \frac{\partial \xi_j}{\partial x_N} \frac{\partial F}{\partial \xi_j} \right)^T = A^T e_N, \]
and thus we have by (A.5) the relation:
\[ (A.6) \quad n = \frac{A^T e_N}{|A^T e_N|}. \]

On the other hand, we see by (A.2) that
\[ T(v, \pi) = -p I + \mu (A^T \nabla u + (\nabla u)^T A), \]
which, combined with (A.6) and inserted into (1.11), furnishes
\[ -p \frac{A^T e_N}{|A^T e_N|} + \mu \frac{(A^T \nabla u + (\nabla u)^T A) A^T e_N}{|A^T e_N|} = 0. \]
The last equation is multiplied by \(|A^T e_N| A^{-T}\) from the left-hand side to give
\[ -p e_N + \mu (\nabla u + A^{-T}(\nabla u)^T A) A^T e_N = 0, \]
which, combined with \(A^{-T} = I + B^T\) and \(A = I + B\), implies
\[ T(u, p)e_N = -\mu (D(u)B^T + \{(\nabla u)^T B + B^T(\nabla u)^T (I + B)\} (I + B^T)) e_N. \]

This completes Case (1.11).
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