From distributional semantics to feature norms: grounding semantic models in human perceptual data
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Abstract

Multimodal semantic models attempt to ground distributional semantics through the integration of visual or perceptual information. Feature norms provide useful insight into human concept acquisition, but cannot be used to ground large-scale semantics because they are expensive to produce. We present an automatic method for predicting feature norms for new concepts by learning a mapping from a text-based distributional semantic space to a space built using feature norms. Our experimental results are promising, and show that we are able to generalise feature-based representations for new concepts. This work opens up the possibility of developing large-scale semantic models grounded in a proxy for human perceptual data.

Classical distributional semantic models [1][2] represent the meanings of words by relying on their statistical distribution in text [3][4][5][6]. Despite performing well in a wide range of semantic tasks, a common criticism is that by only representing meaning through linguistic input these models are not grounded in perception, since the words only exist in relation to each other and are not grounded in the physical world. This concern is motivated by the increasing evidence in the cognitive science literature that the semantics of words is derived not only from our exposure to the language, but also through our interactions with the world. One way to overcome this issue would be to include perceptual information in the semantic models [7]. It has already been shown, for example, that models that learn from both visual and linguistic input improve performance on a variety of tasks such as word association or semantic similarity [8].

However, the visual modality alone cannot capture all perceptual information that humans possess. A more cognitively sound representation of human intuitions in relation to particular concepts is given by semantic property norms, also known as semantic feature norms. A number of property norming studies [9][10][11] have focused on collecting feature norms for various concepts in order to allow for empirical testing of psychological semantic theories. In these studies humans are asked to identify, for a given concept, its most important attributes. For example, given the concept AIRPLANE, one might say that its most important features are to_fly, has_wings and is_used_for_transport. These datasets provide a valuable insight into human concept representation and have been successfully used for tasks such as text simplification for limited vocabulary groups, personality modelling and metaphor processing, as well as a proxy for modelling perceptual information [12][13].

Despite their advantages, semantic feature norms are not widely used in computational linguistics, mainly because they are expensive to produce and have only been collected for small sets of words; moreover the set of features that one can produce for a given concept is not restricted. In [14], the authors construct a three-way multimodal model, integrating textual, feature and visual modalities. However, this method is restricted to the same disadvantages of feature norm datasets. There have been some attempts at automatically generating feature-norm-like semantic representations for
concepts using large text corpora [15, 16, 17] but the generated features are often a production of carefully crafted rules and statistical distribution of words in text rather than a proxy for human conceptual knowledge. Our work focuses on automatic prediction of features for new concepts by learning a mapping from a distributional semantic space based solely on linguistic input to a more cognitively-sound semantic space where feature norms are seen as a proxy for perceptual information.

1 Mapping between semantic spaces

The integration of perceptual and linguistic information is supported by a large body of work in the cognitive science literature [12, 13] that shows that models that include both types of information perform better at fitting human semantic data. The idea of learning a mapping between semantic spaces appears in previous work; for example [18] learn a cross-modal mapping between text and images and [19] show that a linear mapping between vector spaces of different languages can be learned by only relying on a small amount of bilingual information from which missing dictionary entries can be inferred. Following the approach in [19], we learn a linear mapping between the distributional space and the feature-based space.

1.1 Feature norm datasets

One of the largest and most widely used feature-norm datasets is the one compiled by McRae and colleagues [9]. Participants were asked to produce a list of features for a given concept, whilst being encouraged to write down different kinds of properties, e.g. how the concept feels, smells or for what it is used (Table 1). The published dataset contains a total of 2526 features for 541 concrete concepts, with a mean of 13.7 features per concept.

| SHRIMP          | CUCUMBER          |
|-----------------|-------------------|
| is_edible, 19   | a_vegetable, 25   |
| is_small, 17    | eaten_in_salads, 24 |
| lives_in_water, 12 | is_green, 23     |
| is_pink, 11     | is_long, 15       |
| tastes_good, 9  | eaten_as_pickles, 12 |

Table 1: Examples of features and production frequencies for concepts from the McRae norms

More recently, the Cambridge Centre for Speech, Language and the Brain [11] collected semantic properties for 638 concrete concepts in a fashion similar to [9]. This is the largest publicly available feature norm dataset, containing 4359 features for 638 concepts (out of which 415 overlap with the McRae dataset), with an average of 2.15 features per concept more than in the McRae norms. There are also other property norms datasets which contain (besides concrete concepts) verbs and nouns referring to events [10]. Since the semantic property norms in the McRae dataset have been used extensively in the literature as a proxy for perceptual information, we will report our experimental results on this dataset.

1.2 Semantic spaces

A feature-based semantic space (FS) can be built using a similar architecture to the one used in co-occurrence based distributional models. Concepts are treated as target words, features as context words and co-occurrence counts are replaced with production frequencies (the number of participants that produced the feature for a given concept) (Table 2). We build two such feature-based semantic spaces: one using all the 2526 features in the McRae dataset as contexts (FS1) and one obtained by reducing the dimensions of the first space to 300 using SVD (FS2). 

---

1 No word sense disambiguation was performed.
2 All semantic spaces, both feature-based and distributional, were built using the DISSECT toolkit [20].
For the distributional spaces (DS), we experimented with various parameter settings for building co-occurrence based semantic spaces using Wikipedia as a corpus. We built a total of four models using the following parameters:

- **DS1**: contexts are the top 10K most frequent content words in Wikipedia, counts are raw co-occurrence counts between target and context words.
- **DS2**: same contexts as DS1, counts are re-weighted using PPMI and row normalised [21].
- **DS3**: perform SVD to 300 dimensions on DS2.
- **DS4**: same as DS3 but with row normalisation performed after dimensionality reduction.

We also use the context-predicting type vectors available as part of the word2vec project [5] (DS5). These vectors are 300 dimensional and are pre-trained on a Google News dataset (100 billion words).

### 1.3 The mapping function

Our goal is to learn a function \( f: DS \rightarrow FS \) that maps a distributional vector for a concept to its feature-based vector. Following the hypothesis that many similarities amongst words can be represented as linear transformations [22], we learn the mapping as a linear relationship between the distributional representation of a word and its featural representation. We estimate the coefficients of the function using (multivariate) partial least squares regression (PLSR) as implemented in the R pls package [23], with the latent dimension parameter of PLSR set to 50.

### 2 Experimental results

We performed all experiments using a training set of 400 McRae randomly selected concepts and a testset of the remaining 1384. We use the featural representations of the words in the training set in order to learn a mapping between the two spaces, and the featural representations of the concepts in the test set as a gold-standard vector in order to analyse the quality of the learned transformation.

We performed a quantitative analysis as follows: for each item in the testset \( \bar{x} \), we computed the predicted vector for the concept as \( \bar{x}_{pred} = f(\bar{x}) \) followed by a retrieval of the top neighbours of \( \bar{x}_{pred} \) (using cosine similarity) in the feature-based semantic space. We were interested in observing, for a given concept, whether the gold-standard featural vector was retrieved in the topN neighbours of the predicted featural vector for that concept. Results averaged over the entire test set are summarised in Table 3.

A qualitative evaluation of the top neighbours for predicted featural vectors of concepts can be found in Table 4. Overall, the mapping results look promising, even for items that do not list the gold feature vector as one of the top neighbours. The neighborhoods of the predicted feature vectors correspond to those of the holistic vectors. However, overall the mapping looks too coarse. One reason could be the fact that the feature based space is relatively sparse (the maximum number of features for a concept is 26, whereas there are over 2500 dimensions in the space). The reason why, for example, the predicted vector for JAR does not contain its gold standard in the top 20 neighbours might simply be that there are not enough discriminating features for the model to learn that a jar usually has a lid and a bucket does not.

---

3 https://code.google.com/p/word2vec/

4 Out of the 541 McRae concepts, we discarded three (AXE, ARMOUR and DUNEBUGGY) because they were not available in the pre-trained word2vec vectors.

5 vector in FS resulting from the mapping
### Table 3: Retrieval of gold-standard vectors in topN neighbours

| Word | Nearest neighbours | Result       |
|------|-------------------|--------------|
| JAR  | bucket, strainer, spatula, pot, cap_bottle | Not in top 20 |
| JEANS| shawl, blouse, shirt, dress, sweater       | Not in top 20 |
| BUGGY| skateboard, scooter, truck, trolley, cart | In top 20    |
| SEAWEED| shrimp, perch, minnow, trout, squid | In top 20    |
| HORSE| donkey, cow, ox, sheep, goat             | In top 10    |
| PISTOL| gun, rifle, revolver, shotgun, harpoon    | In top 10    |
| SPARROW| starling, nightingale, finch, partridge, sparrow | In top 5 |
| SPATULA| tongs, spatula, strainer, colander, grater | In top 5 |
| HATCHET| hatchet, machete, sword, dagger, chisel | In top 1 |
| RAVEN | raven, chickadee, sparrow, falcon, partridge | In top 1 |

Table 4: Example of nearest neighbours of predicted vectors for 10 concepts in the test set

| Word  | Nearest neighbours                                                                 | Result       |
|-------|------------------------------------------------------------------------------------|--------------|
| DS5   | FS2                                                                               | 1.45 (19.57%)|
| DS5   | FS1                                                                               | 1.45 (14.49%)|
| DS4   | FS2                                                                               | 3.62 (15.22%)|
| DS1   | FS1                                                                               | 0.72 (14.49%)|
| DS2   | FS1                                                                               | 2.90 (12.32%)|
| DS3   | FS2                                                                               | 2.17 (15.22%)|
| DS4   | FS2                                                                               | 3.62 (15.22%)|
| DS1   | FS1                                                                               | 0.72 (14.49%)|
| DS2   | FS1                                                                               | 2.90 (12.32%)|
| DS3   | FS2                                                                               | 2.17 (15.22%)|

### 3 Conclusion

Feature norms have shown to be potentially useful as a proxy for human conceptual knowledge and grounding, an idea that has been the basis of numerous studies psychological despite the limited availability of large-scale data for various semantic tasks. In this paper, we present a methodology to automatically predict feature norms for new concepts by mapping the representation of the concept from a distributional space to its feature-based semantic representation.

Clearly much experimental work is yet to be done, but in this initial study we have demonstrated the promise of such a mapping. We see two major advantages to our approach. First, we are no longer need limited to the sparse datasets and expensive procedures when working with feature norms, and second, we can gain a better understanding of the relationship between the distributional use of a word and our cognitive and experiential representation of the corresponding concept. We envisage a future in which a more sophisticated computational model of semantics, integrating text, vision, audio, perception and experience, will encompass our full intuition of a concept’s meaning.

In future work, we plan to pursue this research in a number of ways. First, we aim to investigate ways to improve the mapping between spaces by exploring different machine learning approaches, such as other types of linear regression or canonical-correlation analysis. We are also interested in comparing the performance of non-linear transformations such as neural network embeddings with that of linear mappings. In addition, we wish to perform a more qualitative investigation of which distributional dimensions influence which feature norms in feature space. Lastly, we plan to evaluate FS representations on datasets that capture lexical similarity, such as the MEN dataset [8].
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