GLOBAL WELL-POSEDNESS FOR HALF-WAVE MAPS WITH $S^2$ AND $\mathbb{H}^2$ TARGETS FOR SMALL SMOOTH INITIAL DATA

YANG LIU

ABSTRACT. We prove global well-posedness for the half-wave map with $S^2$ target for small $\dot{H}^{\frac{1}{2}} \times H^{\frac{1}{2}}$ initial data. We also prove the global well-posedness for the equation with $\mathbb{H}^2$ target for small smooth $B^{\frac{1}{2}}_{2,1} \times B^{\frac{1}{2}}_{2,1}$ initial data.
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1. INTRODUCTION

Let $u : \mathbb{R}^{n+1} \rightarrow M \subseteq \mathbb{R}^3$, where $M = \mathbb{H}^2$ or $S^2$, be smooth and bounded with the property that $\nabla_{t,x} u(t, \cdot) \in L^r(\mathbb{R}^n)$ for some $r \in (1, \infty)$, and furthermore $\lim_{|x| \rightarrow +\infty} u(t, x) = Q$ for some fixed $Q \in M$, for each $t$. We define the operator $(\Delta)^\frac{3}{2} u = -\sum_{j=1}^n (-\Delta)^{-\frac{1}{2}} \partial_j (\partial_j u)$, and we say that $u$ is a half-wave map if it satisfies

$$\partial_t u = u \times_\eta (\Delta)^\frac{3}{2} u.$$  \hspace{1cm} (1.1)

We define $a \times_\eta b := (\eta, 1, 1)(a \times b)$, where $\eta = \pm 1$ for $M = S^2$, $\mathbb{H}^2$ respectively.

The model is formally related to the Schrödinger maps equation

$$u_t = u \times \Delta u,$$

and the classical wave equation

$$\Box u = \partial_\alpha \partial^\alpha u = -u \partial_\alpha u^T \partial^\alpha u.$$
Therefore, one way to consider the problem is to reformulate (1.1) into a nonlinear wave type equation as in Krieger and Sire \[25\]:

\[
\Box u = (\partial_t^2 - \Delta)u = (\nabla u \cdot \nabla u - \partial_t u \cdot \partial_t u)u \\
+ \Pi_{u_\perp} \left[ (u \cdot (-\Delta)^{1/2} u) (-\Delta)^{1/2} u \right] \\
+ \Pi_{u_\perp} \left[ u \times (-\Delta)^{1/2} (u \times (-\Delta)^{1/2} u) - u \times (u \times (-\Delta) u) \right]
\] \hspace{1cm} (1.2)

The advantage of this reformulation is that we can use the well-established wave equation theory to solve the problem (e.g. \[32\], \[30\]). We first prove the global well-posedness of (1.2) with small critical initial data, then we will show that such a solution \(u\) also solves the original half-wave map equation (1.1) in Theorem 5.8.

The global well-posedness of the Cauchy problem (1.1) with target \(S^2\) for small \(B^n_{2,1} \times B^n_{2,1}\) initial data was established by Krieger and Sire \[25\] for \(n \geq 5\). The result was later improved by Kiesenhofer and Krieger \[15\] to \(n = 4\).

In this work, the author establishes the global well-posedness with \(S^2\) target (1.1) for small \(B^n_{2,1} \times B^n_{2,1}\) initial data and the global well-posedness problem for small smooth \(B^n_{2,1} \times B^n_{2,1}\) initial data with target \(\mathbb{H}^2\).

1.1. **General Kähler Manifold.** We propose a general formulation of the half-wave equation with a Kähler manifold target. Consider a Kähler manifold \((M, g, J, \omega)\), where \(M\) is a smooth \(m\)-dimensional complex manifold. It also has a structure of a real \(2m\)-dimensional smooth manifold. \((M, g)\) is a smooth \(2m\)-dimensional Riemannian manifold embeds into \(\mathbb{R}^k, k \geq 2m + 1\), by the Nash embedding theorem. For a Kähler manifold, we have a compatible triple \((g, \omega, J)\), where \(J\) is an integrable almost-complex structure of the complex manifold \(M\) such that \(J^2 = -id\) and \(\omega\) is a closed symplectic two-form defined by

\[
\omega(X, Y) := g(JX, Y), \hspace{0.5cm} \forall X, Y \in TM.
\]

Moreover, a Kähler manifold is also Hermitian, hence we have \(g(JX, JY) = g(X, Y), \hspace{0.5cm} \forall X, Y \in TM\).

The half-wave map \(u\) defined on \(\mathbb{R}^{n+1}\) with a Kähler manifold \(M\) target satisfies

\[
\partial_t u = J(u) \left[ P_T(u) (-\Delta)^{1/2} u \right].
\] \hspace{1cm} (1.3)

Here \(P_T \in C^1(\mathbb{R}^k, M_k(\mathbb{R}))\) is the orthogonal projection onto \(T_z M\) as in the work of Da Lio-Rivièrè \[6\] defined in the following:

1.1. **Definition.** Let \(P_T, P_N \in C^1(\mathbb{R}^k, M_k(\mathbb{R}))\) where \(M_k(\mathbb{R})\) is the set of \(k \times k\) matrices with entries taking values in \(\mathbb{R}\). Let \(P_T\) be the orthogonal projection of \(T_z M\) and \(P_N\) be the orthogonal projection onto \(T_{z} M\) s.t.

\begin{enumerate}
  
  \item (i) \(P_T \circ P_T = P_T\)
  
  \item (ii) \(P_N \circ P_N = P_N\)
  
  \item (iii) \(P_T + P_N = 1_{k \times k}\)
  
  \item (iv) \(\|\partial_z P_T\|_{L^\infty} < \infty\)
\end{enumerate}
\( (v) \langle P_{T}(z)U \rangle : (P_{N}(z)V) = 0 \quad \forall z \in \mathbb{R}^{k}, \forall U, V \in T_{x} \mathbb{R}^{k} \)

We can view \( S^{2} \) and \( \mathbb{H}^{2} \) as Kähler manifolds with the almost complex structure \( J(u) := u \times \eta \). In this paper, we focus on the half-wave map equation with these two targets,

\[
\partial_{t}u = u \times \eta (-\Delta)^{\frac{1}{2}}u.
\]

1.2. Critical \( S^{2} \) Case. We study the global well-posedness problem of the half-wave map with smooth initial data \( u[0] := (u(0, \cdot), \partial_{t}u(0, \cdot)) = (u_{0}, u_{1}) : \mathbb{R}^{n} \to S^{2} \times TS^{2} \) s.t. \( u_{1} = u_{0} \times (-\Delta)^{\frac{1}{2}}u_{0}, \) and

\[
\|u[0]\|_{\dot{H}^{\frac{2}{3}} \times \dot{H}^{\frac{1}{3}}-1} < \varepsilon,
\]

where \( \varepsilon \ll 1 \) is sufficiently small.

We improve the result from \( \dot{B}_{2,1}^{\frac{2}{3}} \subseteq L^{\infty} \) to the slightly larger space \( \dot{H}^{\frac{2}{3}} \) which does not embed into \( L^{\infty} \). It is worth noting that both spaces share the same scaling invariance property. As discussed above, the half-wave map can be reformulated into a nonlinear wave-type equation (1.2). The global well-posedness problem for the wave map with critical initial data has been studied by Tao [32], Klainerman-Rodnianski [19] and Shatah-Struwe [29]. In particular, we adopt the frequency fold localization method and the approximately parallel transport argument from the work of Tao [32]. In Section 5, we will show that all the additional nonlinear terms introduced in the reformulated half-wave equation (1.2) are “well-behaved” to apply such methods.

Our result is as follows.

1.2. Theorem. Let \( n \geq 5, u : \mathbb{R}^{1+n} \to S^{2}, \) such that \( \lim_{|x| \to \infty} u(t, x) = Q \) for a fixed \( Q \in S^{2}, \) for all \( t. \) Let \( u[0] := (u(0, \cdot), \partial_{t}u(0, \cdot)) = (u_{0}, u_{1}) : \mathbb{R}^{n} \to S^{2} \times TS^{2} \) s.t. \( u_{1} = u_{0} \times (-\Delta)^{\frac{1}{2}}u_{0} \) be a smooth pair of data satisfying (1.1) with \( u(0, \cdot) \) is constant outside a compact subset of \( \mathbb{R}^{n} \) (this ensure that \( (-\Delta)^{\frac{1}{2}}u(0, \cdot) \) is well defined) and

\[
\|u[0]\|_{\dot{H}^{\frac{2}{3}} \times \dot{H}^{\frac{1}{3}}-1} < \varepsilon,
\]

where \( \varepsilon \ll 1 \) is sufficiently small.

Then the Cauchy problem for (1.1) with initial data \( u[0] \) admits a smooth global solution.

1.3. Remark. We restrict to \( n \geq 5 \) because we want to take advantage of the Strichartz estimate \( L_{t}^{2}L_{x}^{4} \) for the nonlinearities, which is not available when \( n = 4. \) In that case, we refer readers to techniques used in Kiesenhofer and Krieger [15].

In order to prove this theorem, we first establish the local well-posedness of (1.2) with more regular \( \dot{H}^{s} \times \dot{H}^{s-1}, \) \( s > \frac{3}{2}, \) initial data in Section 4. Then we adopt the ideas from Tao [31] to extend this result to global well-posedness with small critical initial data in Section 5. In the end, we show that the solution of (1.2) solves the original equation (1.1) to close the argument.

1.3. Critical Besov \( \mathbb{H}^{2} \) Case. The non-compactness of \( \mathbb{H}^{2} \subseteq \mathbb{R}^{3} \) presents difficulties when working with \( \dot{H}^{\frac{2}{3}} \times \dot{H}^{\frac{1}{3}}-1 \) initial data as we lose the \( L^{\infty} \) bound. In the context of the wave equation with target \( \mathbb{H}^{2}, \) the global well-posedness problem has been solved by Krieger [23], [24]. Dealing with the non-local terms of the half-wave equation is more delicate. Instead, we extend the global well-posedness result of [25] and [15] for the \( S^{2} \) target to the \( \mathbb{H}^{2} \) target with the help of the intrinsic distance function of the hyperbolic plane.
The intrinsic hyperbolic distance on $\mathbb{H}^2$ is defined by
\[
d_H(p, q) = \arccosh(-p \cdot q) = \ln(-p \cdot q + \sqrt{(p \cdot q)^2 - 1}),
\] (1.5)
for $p, q \in \mathbb{H}^2$. Note here that $p \cdot q \leq -1$, $\forall p, q \in \mathbb{H}^2$. We also have the induced Riemannian metric $ds^2 = -dx_0^2 + dx_1^2 + dx_2^2$ on $\mathbb{H}^2$.

For a given fixed point $Q \in \mathbb{H}^2$, we define the $L^p$ spaces taking values in $\mathbb{H}^2$ by
\[
L^p_Q(\mathbb{R}^{n+1}; \mathbb{H}^2) := \{ f : \mathbb{R}^{1+n} \to \mathbb{H}^2 \mid d_H(f(x), Q) \in L^p \},
\]
as in the work of [21] and [13].

We make similar definitions for the Sobolev spaces, Besov spaces, and others. Adopting the intrinsic distance function, we have a similar theorem for the $\mathbb{H}^2$ targeted half-wave map:

1.4. **Theorem.** Let $n \geq 4$, $u : \mathbb{R}^{1+n} \to \mathbb{H}^2 \subset \mathbb{R}^3$ bounded such that $\lim_{|x| \to \infty} u(t, x) = Q$ for a fixed $Q \in \mathbb{H}^2$, for all $t$. Let $u[0] := (u(0, \cdot), \partial_t u(0, \cdot)) = (u_0, u_1) : \mathbb{R}^n \to \mathbb{H}^2 \times T\mathbb{H}^2$ where $u_1 = u_0 \times_\eta (-\Delta)^{1/2} u_0$ be a smooth pair of data satisfying (1.1) s.t. $u(0, \cdot)$ is constant outside a compact subset of $\mathbb{R}^n$ and
\[
\| u[0] \|_{B^{\frac{n}{2}}_{2,1, \mathbb{H}^2} \times B^{\frac{n}{2}+1}_{2,1, \mathbb{H}^2}} < \epsilon,
\]
where $\epsilon \ll 1$ is sufficiently small.

Then (1.1) admits a global smooth solution.

It is worth noting that if the target is a compact subset of $\mathbb{H}^2$, we can establish the global-well posedness for small $\dot{H}^{\frac{n}{2}} \times \dot{H}^{\frac{n}{2}+1}$ initial data as in the $S^2$ case.

1.4. **Physical Background.** The half-wave map equation (1.1) admits a conserved energy
\[
E(t) := \int_{\mathbb{R}^n} |(-\Delta)^{\frac{1}{2}} u|^2 dx.
\]

This gives the a priori condition that $u(t) \in \dot{H}^1(\mathbb{R}^n)$ which implies that the half-wave map is energy-critical in dimension $n = 1$. In the work of Lenzmann and Schikorra [27], the authors give a full classification of the travelling solitary waves for the energy-critical problem with target $S^2$ for $n = 1$. However, there has not been much progress for more general global well-posedness of (1.1) in low dimensions $n \leq 3$. This is partly due to the lack of the Strichartz estimates used in the higher dimensional case for the null structure. We also point out that the conserved energy is closely related to the study of fractional harmonic maps by Da Lio and Rivière (see [6], [9], [5]).

The one-dimensional energy-critical half-wave maps are of notable physics interest. It’s intensively studied in the works of [2], [36], [10], [26], and [8]. The one-dimensional half-wave maps arise as a continuum limit of the discrete Calogero-Moser (CM) spin system. For the CM systems, we refer the reader to [11] and [3] in which the authors study the theory of completely integrable systems. In addition, the classical CM spin systems can be obtained by taking a suitable semiclassical limit of the quantum spin chains related to the well-known Haldane-Shastry (HS) spin chains, see e.g. [12] [28], which are exactly solvable quantum models.

**Acknowledgements:** The author greatly thanks his supervisor Joachim Krieger for his guidance and fruitful discussion throughout the project. He also thanks Tobias Schmid for his generous help with hyperbolic geometry.
2. Transform to Wave Equation Form

We first reformulate the half-wave equation
\[ u_t = u \times_\eta (-\Delta)^{\frac{1}{2}} u \]
as a nonlinear wave equation involving additional non-local terms. We focus on the target \( \mathbb{H}^2 \) variant here. The \( S^2 \) case is in the work [25].

By using the cross product rule of \( \mathbb{H}^2 \):
\[ a \times_\eta b := \eta (a \times b), \]
\[ a \cdot_\eta b := (\eta a) \cdot b, \]
and
\[ (a \times_\eta b) \times_\eta c = (c \cdot_\eta b) a - (a \cdot_\eta b) b. \]

We compute
\[ \Box u = (\partial_t^2 - \Delta) u = (-\Delta)^{\frac{1}{2}} u \cdot_\eta (-\Delta)^{\frac{1}{2}} u - (u \cdot_\eta (-\Delta)^{\frac{1}{2}} u) (-\Delta)^{\frac{1}{2}} u \]
\[ + u \times_\eta (-\Delta)^{\frac{1}{2}} (u \times_\eta (-\Delta)^{\frac{1}{2}} u) - u \times_\eta (u \times_\eta (-\Delta) u) \]
\[ - (\nabla u \cdot_\eta \nabla u) u. \]

Additionally, we have the relation
\[ ((-\Delta)^{\frac{1}{2}} u \cdot_\eta (-\Delta)^{\frac{1}{2}} u) u - (u \cdot_\eta (-\Delta)^{\frac{1}{2}} u) (-\Delta)^{\frac{1}{2}} u \cdot_\eta u \]
\[ = -(u \cdot_\eta (-\Delta)^{\frac{1}{2}} u - (u \cdot_\eta (-\Delta)^{\frac{1}{2}} u)^2 \]
\[ = 1 - \|(-\Delta)^{\frac{1}{2}} u \cdot_\eta u\|^2 \]
\[ = -(\partial_t u \cdot_\eta \partial_t u). \]

Hence, we can deduce
\[ \Box u = (\partial_t^2 - \Delta) u = (-\Delta)^{\frac{1}{2}} u \cdot_\eta (-\Delta)^{\frac{1}{2}} u - (u \cdot_\eta (-\Delta)^{\frac{1}{2}} u) (-\Delta)^{\frac{1}{2}} u \]
\[ + u \times_\eta (-\Delta)^{\frac{1}{2}} (u \times_\eta (-\Delta)^{\frac{1}{2}} u) - u \times_\eta (u \times_\eta (-\Delta) u) \]
\[ - (\nabla u \cdot_\eta \nabla u) u \]
\[ = (\partial_t u \cdot_\eta \partial_t u - \nabla u \cdot_\eta \nabla u) u \]
\[ + \Pi_{u_\perp} \left[ (u \cdot_\eta (-\Delta)^{\frac{1}{2}} u) (-\Delta)^{\frac{1}{2}} u \right] \]
\[ + \Pi_{u_\perp} \left[ u \times_\eta (-\Delta)^{\frac{1}{2}} (u \times_\eta (-\Delta)^{\frac{1}{2}} u) - u \times_\eta (u \times_\eta (-\Delta) u) \right] \]

where \( \Pi_{u_\perp} \) is the projection onto the orthonormal complement of \( u \). Note here that \( \nabla \) only represents the spatial derivatives. So we reformulate the half-wave map as a wave-type equation with two additional non-local terms. In the following sections, readers will see that these two additional non-local terms formally behave like \( u \nabla u \cdot \nabla u \).

\[ ^1 \text{We write } \|x\|^2_\eta := x \cdot_\eta x. \]
3. Technical Preliminaries

In this section, we introduce the function spaces and technical tools we are going to use. Let \( P_k, k \in \mathbb{Z} \), be standard Littlewood-Paley multipliers on \( \mathbb{R}^n \), and \( Q_j, j \in \mathbb{Z} \) be the multipliers which localize a space-time function \( f(t, x) \) to dyadic distance \( \sim 2^j \) from the light cone \( |\tau| = |\xi| \) on the frequency domain.

For a smooth cutoff function \( \chi \in C_0^\infty(\mathbb{R}_+) \) s.t.
\[
\sum_{k \in \mathbb{Z}} \chi\left(\frac{x}{2^k}\right) = 1 \forall x \in \mathbb{R}_+,
\]
we set
\[
\hat{P}_k f(\xi) = \chi\left(\frac{|\xi|}{2^k}\right) \hat{f}(\xi),
\]
\[
\hat{Q}_j f(\tau, \xi) = \chi\left(\frac{|\tau| - |\xi|}{2^j}\right) \hat{f}(\tau, \xi),
\]
where \( \hat{f}(\tau, \xi) := \int_{\mathbb{R}^n} e^{-i(t\tau + x \cdot \xi)} f(t, x) \, dt \, dx \) is the space-time Fourier transform of \( f \).

With these definitions, we define the homogenous hyperbolic sobolev space \( \dot{X}^{s, \theta} \) (see [16], [33], [7]) as
\[
\dot{X}^{s, \theta}(\mathbb{R}^{n+1}) := \{ u \in S'(\mathbb{R}^{n+1}); \| u \|_{\dot{X}^{s, \theta}(\mathbb{R}^{n+1})} := \sum_{j \in \mathbb{Z}} 2^{j\theta} \| \nabla_x Q_j u \|_{L^2_t L^p_x(\mathbb{R}^{n+1})} < \infty \},
\]
where we choose \( \theta \) such that
\[
s - \frac{n}{2} = \theta - \frac{1}{2}.
\]

Furthermore, for the critical space, when \( s = \frac{n}{2} \), we introduce the additional Besov type structure to the hyperbolic Sobolev space. We set
\[
\| u \|_{\dot{X}^{s, \theta}(\mathbb{R}^{n+1})} := \sup_{j \in \mathbb{Z}} 2^{j\theta} \| \nabla_x Q_j u \|_{L^2_t L^p_x(\mathbb{R}^{n+1})},
\]
\[
\| F \|_{\dot{X}^{s - \frac{1}{2}, \frac{1}{2}}(\mathbb{R}^{n+1})} := \sum_{j \in \mathbb{Z}} 2^{-j} \| \nabla_x^{\frac{n}{2} - 1} Q_j F \|_{L^2_t L^2_x(\mathbb{R}^{n+1})}.
\]

We also have the following bound for the localization in time operation on \( X^{s, \theta} \) spaces (see [7], [33], [4]).

3.1. Lemma. For \( s \in \mathbb{R}, \theta \geq \frac{1}{2} \). Let \( \varphi: \mathbb{R} \to \mathbb{R}_+ \in C_0^\infty(\mathbb{R}) \) such that
\[
\varphi(t) = \begin{cases} 1 & \text{for } |t| \leq 1, \\ 0 & \text{for } |t| \geq 2. \end{cases}
\]

For a given \( T > 0 \), we define a scaling function
\[
\varphi_T := \varphi\left(\frac{t}{T}\right),
\]
then we have
\[
\| \varphi_T u \|_{\dot{X}^{s, \theta}(\mathbb{R}^{n+1})} \lesssim \max\{1, T^{\frac{1}{2} - \theta}\} \| u \|_{\dot{X}^{s, \theta}(\mathbb{R}^{n+1})}. \tag{3.1}
\]

Given the wave admissible condition
\[
\frac{1}{p} + \frac{n - 1}{2q} \leq \frac{n - 1}{4}, \quad 2 \leq p, q \leq \infty, \quad \text{for } n \geq 4,
\]
we define our solution spaces with the classical Strichartz norms. For the global critical case, we set
\[
\|u\|_S := \sum_{k \in \mathbb{Z} (p,q) \text{ admissible}} \sup_{\|P_k u\|_{L_t^p L_x^q}} \|\nabla_{t,x} P_k u\|_{L_t^p L_x^q} + \|\nabla_{t,x} P_k u\|_{\dot{X}^{s-1, \frac{1}{2}} (\mathbb{R}^{n+1})}
\]
(3.2)

For the local sub-critical case, when \( s > \frac{n}{2} \), we set
\[
\|u\|_{S_{\text{loc}}} := \sum_{k \in \mathbb{Z} (p,q) \text{ admissible}} \sup_{\|P_k u\|_{L_t^p L_x^q}} \|\nabla_{t,x} P_k u\|_{L_t^p L_x^q ([0,T] \times \mathbb{R}^n)} + \|\nabla_{t,x} \dot{P} T P_k u\|_{\dot{X}^{s-1, \theta} (\mathbb{R}^{n+1})}
\]
(3.3)

Further, we define the spaces to control the nonlinearity respectably as
\[
\|F\|_N := \sum_{k \in \mathbb{Z}} \|P_k F\|_{L_t^1 \dot{H}_x^{s-1, \frac{n}{2}} + \dot{X}^{s-1, \frac{n}{2}} (\mathbb{R}^{n+1})}
\]
(3.4)
\[
\|F\|_{N_{\text{loc}}} := \sum_{k \in \mathbb{Z}} \|\dot{P} T P_k F\|_{L_t^1 \dot{H}_x^{s-1, \frac{n}{2}} + \dot{X}^{s-1, \theta} (\mathbb{R}^{n+1})}
\]
(3.5)

From the works of wave maps \([22],[32],[34]\), we have the Strichartz estimate,

3.2. Proposition. For \( s \geq \frac{n}{2} \), we have
\[
\|u\|_S \lesssim \|u[0]\|_{\dot{H}^s \times \dot{H}^{s+1}} + \|\Box u\|_N.
\]
(3.6)

Additionally, we introduce the following useful multilinear lemma to estimate the difference between non-local terms.

3.3. Lemma (Lemma 3.1 in [25]). For the following bilinear expression (where \( \chi_{k_j}(\cdot) \) is the smooth cutoff to the annulus \(|\xi| \sim 2^{k_j}\))
\[
F(u,v)(x) := \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} m(\xi, \eta)e^{ix \cdot (\xi + \eta)} \chi_{k_1}(\xi) \tilde{u}(\xi) \chi_{k_2}(\eta) \tilde{v}(\eta) d\xi d\eta
\]
where the multiplier \( m(\xi, \eta) \) is \( C^\infty \) with respect to the coordinates on the support of \( \chi_{k_1}(\xi) \cdot \chi_{k_2}(\eta) \), and satisfies point-wise bounds
\[
|\hat{m}(\xi, \eta)| \leq \gamma \lesssim 1, \quad |(2^{k_1} \nabla_{\xi})^i (2^{k_2} \nabla_{\eta})^j m(\xi, \eta)| \lesssim_i, j 1, \quad \forall i, j.
\]
Then if \( \|\cdot\|_Z, \|\cdot\|_Y, \|\cdot\|_X \) are translation invariant norms with the property that
\[
\|u \cdot v\|_Z \lesssim \|u\|_X \cdot \|v\|_Y,
\]
it follows that
\[
\|F(u,v)\|_Z \lesssim \gamma^{(1-i)} \|P_{k_1} u\|_X \cdot \|P_{k_2} v\|_Y,
\]
where the implied constant only depends on the size of finitely many derivatives of \( m \).
In particular, for $k_1, k_2 \leq 1$, we have
\[
\|P_0 \left( (-\Delta)^{\frac{1}{2}} (u_{k_1} \cdot u_{k_2}) - u_{k_1} \cdot (-\Delta^\frac{1}{2} u_{k_2}) \right) \|_Z \lesssim 2^{k_1} \|u_{k_1}\|_X \|u_{k_2}\|_Y, \tag{3.7}
\]
and
\[
\|P_0 \left( (-\Delta)^{\frac{1}{2}} (u_{k_1} \cdot (\Delta^\frac{1}{2} u_{k_2})) - u_{k_1} \cdot (\Delta u_{k_2}) \right) \|_Z \lesssim 2^{k_1+k_2} \|u_{k_1}\|_X \|u_{k_2}\|_Y, \tag{3.8}
\]
by using the multipliers $m(\xi, \eta) = \chi_0(\xi + \eta)(|\xi + \eta| - |\eta|)$ and $m(\xi, \eta) = \chi_0(\xi + \eta)|\eta|(|\xi + \eta| - |\eta|)$ respectively.

We will also take advantage of the geometric property of $S^2$. Since $u \cdot u = 1$, by the Littlewood-Paley decomposition, we deduce
\[
0 = u \cdot u - Q \cdot Q = \sum_{|k_1-k_2| \leq 10} u_{k_1}u_{k_2} + 2 \sum_{k_1} u_{k_1} \cdot u_{<k_1-10} \quad \tag{3.9}
\]
This implies that
\[
\sum_{|k_1-k_2|<10} (-\Delta)^{\frac{1}{2}} (u_{k_1}u_{k_2}) = -2 \sum_{k_1} (-\Delta)^{\frac{1}{2}} (u_{k_1} \cdot u_{<k_1-10}) \quad \tag{3.10}
\]

4. LOCAL WELL-POSEDNESS WITH $S^2$ TARGET

We show that the sub-critical Cauchy problem of (1.2) is locally well-posed for $H^s \times H^{s-1}(\mathbb{R}^n)$, $s > \frac{n}{2}$, initial data on the domain $[0,T] \times \mathbb{R}^n$ for $n \geq 5$. The local and global well-posedness problems of the sub-critical wave maps have been studied by Klainerman-Machedon [17] for $n \geq 4$, Klainerman-Selberg [20] for $n = 2, 3$, and Keel-Tao [14] for $n = 1$.

Accounting on the higher regularity of initial data, we first prove a multilinear estimate proposition for the non-local terms of the (1.2). Then we use an iterative argument and the fixed point theorem to prove the local well-posedness of the sub-critical problem. In particular, we focus on the case when $s$ is close to $\frac{n}{2}$ i.e. $0 < s - \frac{n}{2} \ll 1$. For larger $s$, the result follows by the persistence of higher regularity argument.

We first build the multilinear estimates:

4.1. Proposition. Let $n \geq 5$, $u : [0,T] \times \mathbb{R}^n \to S^2$, such that $\lim_{|x| \to \infty} u(t,x) = Q$ for a fixed $Q \in S^2$, for all $t$. For some $\beta, \sigma > 0$, we have the following estimates.
\[
\|P_k[\partial_t u \cdot \partial_t v - \nabla u \cdot \nabla v]\|_{N_{loc}} \lesssim T^\beta \left( 1 + \|u\|_{S_{loc}} \right) \|u\|_{S_{loc}} \left( \sum_{k_1 \in Z} 2^{-\sigma |k-k_1|} \|P_{k_1} u\|_{S_{loc}} \right). \tag{4.1}
\]

Furthermore, for $\tilde{u}$ maps into a small neighborhood of $S^2$, we also have
\[
\|P_k(\Pi_{\tilde{u}} ((-\Delta)^{\frac{1}{2}} u \cdot (-\Delta)^{\frac{1}{2}} u))\|_{N_{loc}} \lesssim T^\beta \prod_{v=\tilde{u}, u} \left( 1 + \|v\|_{S_{loc}} \right) \|u\|_{S_{loc}} \left( \sum_{k_1 \in Z} 2^{-\sigma |k-k_1|} \|P_{k_1} u\|_{S_{loc}} \right) \tag{4.2}
\]
and
\[ \| P_k (\Pi_\tilde{u} (u \times (-\Delta)^{\frac{1}{2}} (u \times (-\Delta)^{\frac{1}{2}} u) - u \times (u \times (-\Delta) u)) \|_{S_{\text{loc}}} \]
\[ \lesssim T^\beta \prod_{v = u, \tilde{u}} (1 + \| v \|_{S_{\text{loc}}} \| u \|_{S_{\text{loc}}} (\sum_{k_1 \in \mathbb{Z}} 2^{-\sigma |k_1|} \| P_k u \|_{S_{\text{loc}}}), \]  

(4.3)

Using the notation
\[ \Delta_{1,2} F^{(j)} := F^{(1)} - F^{(2)}, \]
we have the difference estimates:
\[ \| \Delta_{1,2} P_k [u^{(j)} (\nabla u^{(j)} \cdot \nabla u^{(j)} - \partial_t u^{(j)} \cdot \partial_t u^{(j)})] \|_{S_{\text{loc}}} \]
\[ \lesssim T^\beta (1 + \max_j \| u^{(j)} \|_{S_{\text{loc}}} (\max_j \| u^{(j)} \|_{S_{\text{loc}}} (\sum_{k_1 \in \mathbb{Z}} 2^{-\sigma |k_1|} \| P_k u^{(1)} - P_k u^{(2)} \|_{S_{\text{loc}}}) \]
\[ + T^\beta (1 + \max_j \| u^{(j)} \|_{S_{\text{loc}}} (\max_j \| u^{(1)} - u^{(2)} \|_{S_{\text{loc}}} (\sum_{k_1 \in \mathbb{Z}} 2^{-\sigma |k_1|} \| P_k u^{(j)} \|_{S_{\text{loc}}}), \]  

and the two similarly estimates
\[ \| P_k \Delta_{1,2} (\Pi_\tilde{u}^{(j)} ((-\Delta)^{\frac{1}{2}} u^{(j)} - (-\Delta)^{\frac{1}{2}} u^{(j)})) \|_{S_{\text{loc}}} \]
\[ \lesssim T^\beta \max_j \prod_{v = u^{(j)}, \tilde{u}^{(j)}} (1 + \| v \|_{S_{\text{loc}}} \| u^{(j)} \|_{S_{\text{loc}}} (\sum_{k_1 \in \mathbb{Z}} 2^{-\sigma |k_1|} \| P_k u^{(1)} - P_k u^{(2)} \|_{S_{\text{loc}}}) \]
\[ + T^\beta \max_j \prod_{v = u^{(j)}, \tilde{u}^{(j)}} (1 + \| v \|_{S_{\text{loc}}} \| u^{(j)} \|_{S_{\text{loc}}} (\| u^{(1)} - u^{(2)} \|_{S_{\text{loc}}} (\sum_{k_1 \in \mathbb{Z}} 2^{-\sigma |k_1|} \| P_k u^{(j)} \|_{S_{\text{loc}}}), \]  

(4.4)

(4.5)

(4.6)

The basic technics of the proof are analogous to the work of Krieger-Sire [25]. The key difference between our proposition and the previous work is that we gain a small \( T \) factor for the estimates. This is due to the higher regularity of the initial data and the local in time settings. The benefit is that we can control the estimates by the \( T \) factor instead of assuming the smallness of the initial data. The proof also shares similar technics to prove the global well-posedness result in Section 5.1, hence we omit the detailed proof here. We refer the reader to Appendix A for detailed proof.

With the multilinear estimates, we then have the local well-posedness result.
4.2. **Theorem.** Assume the smooth initial data \( u[0] \in \dot{H}^s \times \dot{H}^{s-1}(\mathbb{R}^n) \), for \( s > \frac{n}{2} \). There exists \( 0 < T < \infty, \) depends on the \( \dot{H}^s \times \dot{H}^{s-1}(\mathbb{R}^n) \) of the initial data \( u[0]. \) The Cauchy problem of (1.2) admits a smooth solution on \([0, T] \times \mathbb{R}^n \) s.t.
\[
\|u(t), \partial_t u(t)\|_{\dot{H}^s \times \dot{H}^{s-1}(\mathbb{R}^n)} \leq C\|u[0]\|_{\dot{H}^s \times \dot{H}^{s-1}(\mathbb{R}^n)},
\]
for all \( 0 \leq t \leq T. \)

We use the iterative method to build the solution for the half-wave equation (1.2) introduced in Krieger-Sire [25].

**Proof.** First, we set \( Q := \lim_{|x|\to\infty} u_0(x) \) for \( Q \in S^2 \) as defined in Theorem 1.2. Let \( u^{(1)} \) be the solution of the free wave map
\[
\begin{cases}
\Box u^{(1)} = 0 \\
u^{(1)}[0] := (u(0, \cdot), \partial_t u(0, \cdot)) \in \dot{H}^s \times \dot{H}^{s-1}(\mathbb{R}^n).
\end{cases}
\]

(4.7)

From the local well-posedness theorem of wave maps (see [17], [20] and [34]), we have \( u^{(1)} \in C([0, T], H^s \cap C^1([0, T], H^{s-1}(\mathbb{R}^n))). \)

For \( j \geq 2, \) we define \( u^{(j)} \) inductively by
\[
(\partial_t^2 - \Delta)u^{(j)}
\]
\[
= u^{(j-1)}(\nabla u^{(j)} \cdot \nabla u^{(j)} - \partial_t u^{(j)} \cdot \partial_t u^{(j)})
\]
\[
+ \Pi_{u^{(j-1)}}((-\Delta)^\frac{1}{2} u^{(j-1)})(u^{(j-1)} \cdot (-\Delta)^\frac{1}{2} u^{(j-1)}
\]
\[
+ \Pi_{u^{(j-1)}}[u^{(j-1)} \times (-\Delta)^\frac{1}{2} (u^{(j-1)} \times (-\Delta)^\frac{1}{2} u^{(j-1)}) - u^{(j-1)} \times (u^{(j-1)} \times (-\Delta) u^{(j-1)})].
\]

(4.8)

Since \( u^{(j)} \) is also defined with the non-linear terms on the right-hand side of the equation, we need to use a sub-iteration to find it explicitly. For each \( u^{(j)} \), we set a sub-iteration scheme for \( u^{(j,i)}, i \geq 0 \) s.t. \( u^{(j,0)} \) is the solution of the free wave map with initial data \( u[0] \) as above. Then for \( i \geq 1, \) we let \( u^{(j,i)} \) solves
\[
(\partial_t^2 - \Delta)u^{(j,i)}
\]
\[
= u^{(j,i-1)}(\nabla u^{(j,i-1)} \cdot \nabla u^{(j,i-1)} - \partial_t u^{(j,i-1)} \cdot \partial_t u^{(j,i-1)})
\]
\[
+ \Pi_{u^{(j,i-1)}}((-\Delta)^\frac{1}{2} u^{(j-1)})(u^{(j-1)} \cdot (-\Delta)^\frac{1}{2} u^{(j-1)}
\]
\[
+ \Pi_{u^{(j,i-1)}}[u^{(j-1)} \times (-\Delta)^\frac{1}{2} (u^{(j-1)} \times (-\Delta)^\frac{1}{2} u^{(j-1)}) - u^{(j-1)} \times (u^{(j-1)} \times (-\Delta) u^{(j-1)})].
\]

(4.9)

Within the sub-iteration of \( u^{(j,i)}, \) by the multi-linear estimate in Proposition 4.1, we have
\[
u^{(j,i-1)} \in S_{loc} \Rightarrow u^{(j,i)} \in S_{loc}.
\]

Using the fixed point argument, we conclude that the equation (4.9) has a unique solution in \( S_{loc}. \) Next, we show the sequence \( \{u^{(j,i)}\}_{i \geq 0} \) is actually converging to the solution \( u^{(j)} \). For \( T \) sufficiently small enough, we apply Proposition 3.2 inductively to (4.9) to conclude that \( \{u^{(j,i)}\}_{i \geq 0} \) is a bounded sequence for all \( i \in \mathbb{N}. \) By the difference estimates (4.3), (4.4), (4.5) and (4.6) in Proposition 4.1, we know that \( u^{(j,i)} \) is a Cauchy sequence. Thus we have
\[ u^{(j,i)} \to u^{(j)} \text{ in } S_{loc}. \]

We use this argument to the original iteration scheme (4.8) to conclude
\[ u^{(j)} \to u \text{ in } S_{loc}. \]

Hence, we find the local solution of (1.2). Lastly, we need to check all \( u^j \) maps into \( S^2 \). From the above, we only know that \( u^{(j)} \) is closed to \( S^2 \) w.r.t to \( L^\infty \) norm. The result is clear for \( u^{(j)}, j = 0, 1 \). With the iteration scheme, we have
\[
\Box(u^{(j)} \cdot u^{(j)} - 1) = 2(u^{(j)} \cdot u^{(j)} - 1)(\nabla u^{(j)} \cdot \nabla u^{(j)} - \partial_t u^{(j)} \cdot \partial_t u^{(j)}),
\]
for all \( j \geq 2 \). This inductively implies that \( u^{(j)} \) maps into \( S^2 \) for all \( j \).

If our initial data \( u[0] \) is smooth, we can also conclude the solution is smooth, by differentiating the equation (4.8) and (4.9) and bootstrapping.

5. Global Well-Posedness With \( S^2 \) target

For the Cauchy problem of critical half-wave equation with small \( \dot{H}^\frac{n}{2} \times \dot{H}^\frac{n}{2} - 1 (\mathbb{R}^n) \) initial data, we first study the wave type equation (1.2) by adopting the strategies in the work of Tao [32]. Then we show that the solution for the wave type equation (1.2) is actually solve the original equation (1.1) to conclude the Theorem 1.2.

For the wave type half-wave map (1.2), we have

5.1. Proposition. Let \( n \geq 5, u : \mathbb{R}^{1+n} \to S^2 \), such that \( \lim_{|x| \to \infty} u(t,x) = Q \) for a fixed \( Q \in S^2 \), for all \( t \). Let \( u[0] = (u(0,\cdot),u_t(0,\cdot)) = (u_0,u_1) : \mathbb{R}^n \to S^2 \times TS^2 \) be a smooth pair of data as in Theorem 1.2 satisfies the wave type half-wave map (1.2) such that \( u[0] \in H^s \times H^{s-1} (\mathbb{R}^n) \) for \( s > \frac{n}{2} \) and its \( \dot{H}^\frac{n}{2} \times \dot{H}^\frac{n}{2} - 1 (\mathbb{R}^n) \) is sufficiently small s.t.
\[
\|u[0]\|_{\dot{H}^\frac{n}{2} \times \dot{H}^\frac{n}{2} - 1} < \varepsilon, \quad \varepsilon \ll 1. \tag{5.1}
\]

Then the Cauchy problem for (1.2) with initial data \( u[0] \) has a global smooth solution s.t.
\[
\|u[t]\|_{L^\infty_t (\dot{H}^\frac{n}{2} \times \dot{H}^\frac{n}{2} - 1)} \lesssim \|u[0]\|_{\dot{H}^\frac{n}{2} \times \dot{H}^\frac{n}{2} - 1}. \tag{5.2}
\]

Firstly, we introduce the frequency fold localization concept from Tao [32]. We define the notion of frequency fold for small \( \dot{H}^\frac{n}{2} \) norm with respect to its \( \ell^2 \) summation property. For a fixed \( 0 < \sigma < \frac{1}{4} \) only depends on dimension \( n \) and the small constant \( 0 < \varepsilon \ll 1 \), we define

5.2. Definition. A frequency envelope is a sequence \( c = \{c_k\}_{k \in \mathbb{Z}} \subseteq \mathbb{R} \) such that
\[
\|c\|_{\ell^2} \lesssim \varepsilon, \tag{5.3}
\]
and
\[
2^{-\sigma|k-k'|} \lesssim \frac{c_k}{c_{k'}} \lesssim 2^{\sigma|k-k'|} \tag{5.4}
\]
for all \( k, k' \in \mathbb{Z} \). Moreover, we say \( c_k \sim c_{k'} \) if \( k = k' + O(1) \).
For a frequency envelope $c$ and a pair of functions $(f, g)$ on $\mathbb{R}^n$, we say that $(f, g)$ lies underneath the envelope $c$ if
\[
\|P_k f\|_{\dot{H}^{\frac{3}{2}}} + \|P_k g\|_{\dot{H}^{\frac{1}{2}-1}} \leq c_k \quad \forall k \in \mathbb{Z}.
\]

One can easily verify that for a pair of function $(f, g)$ lies underneath an envelope $c$ if and only if
\[
\|(f, g)\|_{\dot{H}^{n/2} \times \dot{H}^{n/2-1}} \lesssim \varepsilon. \tag{5.5}
\]

With the definition of frequency envelope, we now define error terms, essentially, they are the functions with small $L^1_t L^2_x([0, T] \times \mathbb{R}^n)$ norm (without further specify, the Strichartz norms are all defined on $[0, T] \times \mathbb{R}^n$ in the following).

5.3. **Definition.** For a function $u$ defined on $[0, T] \times \mathbb{R}^n$, we call it error if
\[
\|u\|_{L^1_t L^2_x} \lesssim C_0 c_0 \varepsilon.
\]

For the half-wave equation (1.2), we will show that the additional non-local terms of the equation are errors. Specifically, we will have
\[
\square u_0 = -2u_{t,-10} \nabla_{t,x} u_{t,-10} + \text{error}. \tag{5.6}
\]

This process is called linearization in the work of Tao [32].

Instead of proving the global well-posedness Proposition 5.1 directly, we first prove a local well-posedness result of (1.2) on $[0, T] \times \mathbb{R}^n$, $0 < T < \infty$ for critical initial data. Then we show that the local solution can be extended globally.

5.4. **Proposition.** Let $0 < T < \infty$, $c$ be a frequency envelope $\|c\|_{L^2} \lesssim \varepsilon$ for a sufficiently small $0 < \varepsilon \ll 1$. Let $u$ be the map in Proposition 5.1 which solves the equation (1.2) on $[0, T] \times \mathbb{R}^n$ for initial data $u[0]$ lies underneath the envelope $c$. We have
\[
\|P_k u\|_{S_k([0, T] \times \mathbb{R}^n)} \leq C_0 c_k \tag{5.7}
\]
for all $k \in \mathbb{Z}$, and a constant $C_0(n) \gg 1$ depends only on $n$. Hence $u(t)$ lies underneath the frequency fold $c$ for all $t \in [0, T]$.

Since $C_0$, $c_k$ are constants independent of $T$, we can iteratively extend the local solution of Proposition 5.4 to prove the Proposition 5.1.

For initial data $u[0] \in H^s \times H^{s-1}$, $\frac{3}{4} < s < s + \sigma$, for a $0 < \sigma < \frac{1}{4}$, we have a local smooth local solution of (1.2) $u$ on $[0, T] \times \mathbb{R}^n$ by Theorem 4.2. Further assume the smallness of the $H^{\frac{3}{2}} \times \dot{H}^{\frac{1}{2}-1}$ of $u[0]$ as in Proposition 5.4, we have
\[
\|P_k u\|_{L^2_t H^s \times H^{s-1}([0, T] \times \mathbb{R}^n)} \lesssim 2^{\left(\frac{3}{4} - s\right)k}\|P_k u[0]\|_{S([0, T] \times \mathbb{R}^n)} \\
\leq C_0 2^{\left(\frac{3}{4} - s\right)k} c_k.
\]

For the frequency fold $c = (c_k)_{k \in \mathbb{Z}}$ such that
\[
c_k := \sum_{k' \in \mathbb{Z}} 2^{-\sigma|k-k'|} \|P_k u[0]\|_{\dot{H}^{\frac{3}{2}} \times \dot{H}^{\frac{1}{2}-1}}.
\]

We can further deduce that
\[
\|P_k u\|_{L^2_t H^s \times H^{s-1}([0, T] \times \mathbb{R}^n)} \lesssim C_0 \sum_{k_1} 2^{(s - \frac{3}{4} - \sigma)|k-k_1|} \|P_k u[0]\|_{\dot{H}^s \times \dot{H}^{s-1}}.
\]

Thus we conclude that
\[
\|u\|_{L^2_t H^s \times H^{s-1}([0, T] \times \mathbb{R}^n)} \lesssim \|u[0]\|_{L^2_t H^s \times H^{s-1}([0, T] \times \mathbb{R}^n)}.
\]
So we extend the local solution $u$ globally to prove Proposition 5.1. Our task reduces to show Proposition 5.4.

Proof of Proposition 5.4. We use a continuity argument to show that the (5.7) hold on $[0,T]$ $\times \mathbb{R}^n$. We define the solution time interval s.t.

$$I := \{0 \leq t \leq T; \|P_k u\|_{S_k([0,t] \times \mathbb{R}^n)} \leq C_0 c_k\}.$$  \hspace{1cm} (5.8)

If we prove the interval $I = [0,T]$, then we prove the Proposition 5.4. Firstly, $I$ is a non-empty set. We know the initial data lies underneath the frequency fold $c$, i.e.

$$\|P_k u[0]\|_{S_k} \leq C_0 c_k.$$ 

Thus $0 \in I$, and $I \neq \emptyset$.

Next, we show that $I$ is both an open and a closed subset of $[0,T]$. This implies that $I$ is the whole interval $[0,T]$.

Note that the map

$$t \rightarrow \|P_k u\|_{S_k([0,t] \times \mathbb{R}^n)}$$

is continuous on $[0,T]$, so $I$ is a closed set.

The argument for $I$ is open is more complicated. We first introduce a larger set:

$$I' := \{0 \leq t' \leq T; \|P_k u\|_{S_k([0,t] \times \mathbb{R}^n)} \leq 2C_0 c_k\}.$$  \hspace{1cm} (5.9)

The difference between $I$ and $I'$ is just the bound is enlarged by a factor of $2$. Essentially, we want to show that $\|P_k u\|_{S_k([0,T] \times \mathbb{R}^n)}$ can not exceed $C_0 c_k$ on $[0,T] \times \mathbb{R}^n$.

In order to show $I$ is an open set, we first argue that $I \subseteq I'$ (the interior of $I'$). Then we show that $I' \subseteq I$. This guarantees $I$ is an open set.

We have a priori bound

$$\|P_k u\|_{S_k([0,t] \times \mathbb{R}^n)} \lesssim 2^{-|k|},$$

uniformly for $0 \leq t \leq T$ and $\forall k \in \mathbb{Z}$.

For a $t_1 \in I$ s.t. $0 < t_1 < T$, we can find $t_1 < t_2 \leq T$ s.t.

$$\|P_k u\|_{S_k([0,t_2] \times \mathbb{R}^n)} \leq 2C_0 c_k, \forall k \in \mathbb{Z},$$  \hspace{1cm} (5.10)

by the continuity of map $t \rightarrow \|P_k u\|_{S_k([0,t] \times \mathbb{R}^n)}$. So we conclude $I \subseteq I'$.

We only left to show $I' \subseteq I$. This argument translates into the following proposition.

5.5. Proposition. Let $0 < T < \infty$, $c$ be a frequency envelope s.t. $\|c\|_{L^2} \lesssim \varepsilon$ for a sufficiently small $0 < \varepsilon \ll 1$. Let $u$ be the map defined in Theorem 1.2 which solves the wave type half-wave map (1.2) on $[0,T] \times \mathbb{R}^n$ for the initial data $u[0]$ lies underneath the envelope $c$. s.t.

$$\|P_k u\|_{S([0,T] \times \mathbb{R}^n)} \leq 2C_0 c_k \forall k \in \mathbb{Z}.$$  \hspace{1cm} (5.11)

Then, we have

$$\|P_k u\|_{S([0,T] \times \mathbb{R}^n)} \leq C_0 c_k \forall k \in \mathbb{Z}.$$  \hspace{1cm} (5.12)

After we prove the Proposition 5.5, we close the argument that $I = [0,T]$. Hence we proved Proposition 5.4.

$\square$
5.1. Proof of Proposition 5.5. Instead of proving the (5.12) holds for all \( k \in \mathbb{Z} \), it’s enough to show that the result holds for \( k = 0 \) because of the scaling invariance of the \( S \) norm. To see this, we consider a scaling solution

\[
\overline{\pi}(t, x) := u\left(\frac{t}{2^k}, \frac{x}{2^k}\right), \quad \forall (t, x) \in [0, 2^k T] \times \mathbb{R}^n
\]

and the corresponding frequency fold

\[
\overline{\tau} = (\overline{c}_{k^\prime})_{k^\prime \in \mathbb{Z}} := (c_{k+k^\prime})_{k^\prime \in \mathbb{Z}}.
\]

By the definition of \( \ell^2 \) norm, we know that \( \|\overline{\pi}\|_{\ell^2} = \|c\|_{\ell^2} \). The scaled initial data \( \overline{\pi}(0) \) is also in the frequency fold \( \overline{\tau} \). Then we verify that

\[
\|P_k \overline{\pi}\|_{S([0, 2^k T] \times \mathbb{R}^n)} = \|P_{k+k^\prime} u\|_{S([0, T] \times \mathbb{R}^n)} \leq 2C_0 c_{k+k^\prime} = 2C_0 \overline{c}_{k^\prime}, \quad \forall k^\prime \in \mathbb{Z}.
\]

So we have

\[
\|P_k u\|_{S([0, T] \times \mathbb{R}^n)} = \|P_0 \overline{\pi}\|_{S([0, 2^k T] \times \mathbb{R}^n)} \leq C_0 \overline{\tau} = C_0 c_k.
\]

Hence we can just verify (5.12) for \( k = 0 \). For the simplicity of notations, we will just write \( u \) instead of \( \overline{\pi} \) and \( u_k := P_k u \) in the following.

Let’s apply the projection \( P_0 \) to the (1.2), we derive

\[
\square u_0 = (\partial_t^2 - \Delta) u_0
\]

\[
= P_0 \left[ (\nabla u \cdot \nabla u - \partial_t u \cdot \partial_t u) u \right]
\]

\[\quad + P_0 \left[ \Pi_{\overline{\tau}_1} (\Delta \frac{1}{2} u) \left( u \cdot (-\Delta) \frac{1}{2} u \right) \right]
\]

\[\quad + P_0 \left[ \Pi_{\overline{\tau}_1} (u \times (-\Delta) \frac{1}{2} (u \times (-\Delta) \frac{1}{2} u) - u \times (u \times (-\Delta) u) \right].
\]

We change \( \Pi_{\overline{\tau}_1} \) to \( \Pi_{\overline{\tau}_1} \) where \( \overline{u} \) maps into a small neighborhood of \( S^2 \) in the sense that \( \|\overline{u}\|_{L^\infty_{t,x}} \simeq 1 \) with \( \|\overline{u}\|_S \lesssim 1 \) as the projection only concerns about vector direction.

From the Proposition 4.2 in [32] and the multilinear estimate of [25], we can directly write the wave term (5.13) as

\[
P_0 \left[ (\nabla u \cdot \nabla u - \partial_t u \cdot \partial_t u) u \right] = 2 (\nabla u_{\leq -10} \cdot \nabla u_{0} - \partial_t u_{\leq -10} \cdot \partial_t u_{0}) \ u_{\leq -10} + \text{error}
\]

Next, we show both the (5.14) and (5.15) terms are error.

For the (5.14), we write

\[
\Pi_{\overline{\tau}_1} (\Delta \frac{1}{2} u) (u \cdot (-\Delta) \frac{1}{2} u) = \sum_{|k_1 - k_2| \leq 10} \Pi_{\overline{\tau}_1} ((\Delta \frac{1}{2} u) (u_{k_1} \cdot (-\Delta) \frac{1}{2} u_{k_2})
\]

\[\quad + \sum_{k_1} \Pi_{\overline{\tau}_1} ((\Delta \frac{1}{2} u) (u_{k_1} \cdot (-\Delta) \frac{1}{2} u_{< k_1 - 10})
\]

\[\quad + \sum_{k_2} \Pi_{\overline{\tau}_1} ((\Delta \frac{1}{2} u) (u_{< k_2 - 10} \cdot (-\Delta) \frac{1}{2} u_{k_2})
\]

and considers the three terms separately.

First, we introduce a lemma to deal with the projection term,

5.6. Lemma. For \( u, \overline{u} \) as in the Proposition 5.5. Then we have the following estimates for the projector term:

\[
\|P_0 (\Pi_{\overline{\tau}_1} ((\Delta \frac{1}{2} u)) \|_S \lesssim C_0 \varepsilon,
\]

(5.19)
and by re-scaling, we also have

$$
\| P_k(\Pi_{\Delta}^\perp (-(\Delta)^{\frac 12} u)) \|_S \lesssim 2^k C_0 \varepsilon.
$$

(5.20)

Proof. We first write

$$
P_0(\Pi_{\Delta}^\perp ((-(\Delta)^{\frac 12} u)) = P_0(-\Delta)^{\frac 12} u - P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u) \| u \|)).
$$

For the term involve $\tilde{u}$, we split it into

$$
P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u) \| u \|) = P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u_{>k+10}) \| u \|)
$$

$$
+ P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u_{[k-10,k+10])} \| u \|)
$$

$$
+ P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u_{<k-10}) \| u \|)
$$

Since $\tilde{u}$ maps into a small neighborhood of $S^2$, we know that $\| u \|_{L_{\tilde{u}}^1} \sim 1$. For $k_1 > 10$, we have

$$
\| \tilde{u}_{>k_1-10} \|_{L_x^\infty L^2_x} \lesssim 2^{-\frac{k_1}{2}}, \text{ for } a = 5, 10.
$$

Using the Bernstein inequality and Hölder’s inequality, we have

$$
\| P_0(\| u \| \cdot ((-\Delta)^{\frac 12} u_{k_1})) \|_{L_x^2 L_x^\infty} \lesssim \| P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u_{k_1})) \|_{L_x^2 L_x^\infty}
$$

$$
\lesssim 2^{-\frac{k_1}{2}} \| ((-\Delta)^{\frac 12} u_{k_1}) \|_{L_x^2 L_x^\infty}.
$$

Thus we can estimate the first term as

$$
\| P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u_{>10}) \| u \|) \|_{L_x^2 L_x^\infty L_x^2}
$$

$$
\lesssim \sum_{k_1 > 10} \| P_0((\| u \| \cdot ((-\Delta)^{\frac 12} u_{k_1})) \| u \|) \|_{L_x^2 L_x^\infty L_x^2}
$$

$$
\lesssim \sum_{k_1 > 10} \sum_{a=5,10} \| (\| u \| \cdot ((-\Delta)^{\frac 12} u_{a-10}) \| u \|) \|_{L_x^2 L_x^\infty L_x^2}
$$

$$
\lesssim \sum_{k_1 > 10} 2^{(1-\frac{1}{2})k_1} \| u_{k_1} \|_S
$$

$$
\lesssim C_0 \varepsilon.
$$

Note here, we use the Cauchy-Schwartz inequality $\sum_{k_1 > 10} 2^{(1-\frac{1}{2})k_1} c_k \lesssim \| c \|_e^2 \lesssim \varepsilon$ for the last inequality.
Similarly, for the second term on the right, we have
\[ \| P(\frac{u}{\|u\|} \cdot (-\Delta)^{\frac{1}{2}} u_{[-10,10]}) \|_{L^2_t L^\infty_x \cap L^1_t L^2_x} \leq \| (-\Delta)^{\frac{1}{2}} u_{[-10,10]} \|_{L^2_t L^\infty_x \cap L^1_t L^2_x} \]
\[ \lesssim \sum_{k_1 \in [-10,10]} 2^{-\frac{|k_1|}{2}} \| u_{k_1} \|_S \]
\[ \lesssim C_0 \varepsilon. \]

Finally, for the last term, we deduce
\[ \| P(\frac{u}{\|u\|} \cdot (-\Delta)^{\frac{1}{2}} u_{[-10,10]} \frac{u}{\|u\|}) \|_{L^2_t L^\infty_x \cap L^1_t L^2_x} \leq \| (-\Delta)^{\frac{1}{2}} u_{k-10} \|_{L^2_t L^\infty_x \cap L^1_t L^2_x} \]
\[ \lesssim \sum_{k_1 < -10} 2^{-\frac{|k_1|}{2}} 2^{-\frac{|k_1|}{2}} \| u_{k_1} \|_S \]
\[ \lesssim C_0 \varepsilon. \]

Thus we can conclude that
\[ \| P(\frac{u}{\|u\|} \cdot (-\Delta)^{\frac{1}{2}} u) \|_{L^2_t L^\infty_x \cap L^1_t L^2_x} \lesssim C_0 \varepsilon \]
(5.21)

Interpolating between $L^2_t L^\infty_x$ and $L^\infty_t L^2_x$ norms within the wave admissible range, we obtain that
\[ \| P(\frac{u}{\|u\|} \cdot (-\Delta)^{\frac{1}{2}} u) \|_S \lesssim C_0 \varepsilon. \]

Scaling the frequency to $\sim 2^k$, we have (5.20) \hfill \Box

With Lemma 5.6, it’s easy to see that
\[ \| \Pi \tilde{u} \cdot (-\Delta)^{\frac{1}{2}} u \|_{L^\infty_t L^2_x + L^\infty_t L^2_x} \lesssim C_0 \varepsilon, \]
\[ \| P[-20,20] \Pi \tilde{u} \cdot (-\Delta)^{\frac{1}{2}} u \|_{L^\infty_t L^2_x} \lesssim C_0 \varepsilon, \]
\[ \| P_{<10} \Pi \tilde{u} \cdot (-\Delta)^{\frac{1}{2}} u \|_{L^2_t L^\infty_x} \lesssim C_0 \varepsilon. \]

We first estimate (5.16) on the right-hand side. We further split it into
\[ \| P(\sum_{|k_1-k_2| \leq 10} \Pi \tilde{u}(\cdot) \cdot (-\Delta)^{\frac{1}{2}} u_{k_1, k_2}) \|_{L^1_t L^2_x} \]
\[ \lesssim \sum_{|k_1-k_2| \leq 10} \| P[-20,20] \Pi \tilde{u} \cdot (-\Delta)^{\frac{1}{2}} u \|_{L^\infty_t L^2_x} \| u_{k_1} \|_{L^2_t L^2_x} \| (-\Delta)^{\frac{1}{2}} u_{k_2} \|_{L^2_t L^\infty_x} \]
\[ + \sum_{|k_1-k_2| \leq 10} \| \Pi \tilde{u} \cdot (-\Delta)^{\frac{1}{2}} u \|_{L^\infty_t L^2_x + L^\infty_t L^2_x} \| u_{k_1} \|_{L^2_t L^2_x} \| (-\Delta)^{\frac{1}{2}} u_{k_2} \|_{L^2_t L^\infty_x}. \]
For the first part, we have
\[
\sum_{|k_1-k_2|\leq 10 \atop k_1<-20} \| P_{[-20,20]} (\Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u)) \|_{L_2^{\infty} L_2^2} \| u_{k_1} \|_{L_2^1 L_2^\infty} \| (-\Delta)^{\frac{1}{2}} u_{k_2} \|_{L_2^1 L_2^\infty} \lesssim C_0 \varepsilon \sum_{|k_1-k_2|\leq 10 \atop k_1<-20} 2^{\frac{k_2-k_1}{2}} \| u_{k_1} \| S \| u_{k_2} \| S \lesssim C_0^3 \varepsilon^2
\]

Further, we also have
\[
\sum_{|k_1-k_2|\leq 10 \atop k_1\geq -20} \| \Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u) \|_{L_2^{\infty} L_2^2 + L_{2,\infty}^\infty} \| u_{k_1} \|_{L_2^1 L_2^\infty} \| (-\Delta)^{\frac{1}{2}} u_{k_2} \|_{L_2^1 L_2^\infty} \lesssim C_0 \varepsilon \left( \sum_{|k_1-k_2|\leq 10 \atop k_1\geq -20} 2^{\frac{k_2-k_1}{2}} \| u_{k_1} \| S_{k_1} \| u_{k_2} \| S_{k_2} \right) \lesssim C_0^3 \varepsilon^2
\]

Hence we conclude that (5.16) is an error.

Next, for (5.17), we split it into three parts:
\[
\sum_{k_1} \Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10})
= \sum_{k_1\geq 5} \Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10})
+ \sum_{k_1\in [-5,5]} \Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10})
+ \sum_{k_1<-5} \Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10})
\]

For the first sum \(k_1 \geq 5\), we have
\[
\| P_0 \left( \sum_{k_1\geq 5} \Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10}) \right) \|_{L_1^1 L_2^2} \lesssim \sum_{k_1\geq 5} \| P_{[-5,k_1+5]} (\Pi_{\hat{u}_1} ((-\Delta)^{\frac{1}{2}} u)) \|_{L_2^{\infty} L_2^2} \| u_{k_1} \|_{L_2^1 L_2^\infty} \| (-\Delta)^{\frac{1}{2}} u_{<k_1-10} \|_{L_2^1 L_2^\infty} \lesssim C_0 \varepsilon \sum_{k_1\geq 5 \atop k_2<k_1-10} 2^{\frac{k_2-k_1}{2}} \| u_{k_1} \| S \| u_{k_2} \| S \lesssim C_0^3 \varepsilon^2
\]
Similarly, for the second term, we have
\[
\|P_0 \left[ \sum_{k_1 < -5} \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1-10}) \right] \|_{L^1_t L^2_x} \\
\lesssim \sum_{k_1 \in [-5,5]} \|P_{<10} \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) \|_{L^2_t L^\infty_x} \|u_{k_1}\|_{L^\infty_t L^2_x} \|(-\Delta)^{\frac{1}{2}} u_{k_1-10}\|_{L^1_t L^\infty_x} \\
\lesssim C_0 \varepsilon \sum_{k_1 \in [-5,5]} \sum_{k_2 < k_1 - 10} 2^{-\frac{k_1}{5}} 2^{\frac{k_2}{5}} \|u_{k_1}\|_S \|u_{k_2}\|_S \\
\lesssim C_0^3 \varepsilon^2,
\]
Finally, we have
\[
P_0 \left( \sum_{k_1 < -5} \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1-10}) \right) \\
= P_0 \left( \sum_{k_1 < -5} P_{[-2,2]} \left( \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) \right) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1-10}) \right) \\
\lesssim \|P_{[-2,2]} \left( \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) \right) \|_{L^\infty_t L^2_x} \sum_{k_1 < -5} \|u_{k_1}\|_{L^2_t L^\infty_x} \|(-\Delta)^{\frac{1}{2}} u_{k_1-10}\|_{L^1_t L^\infty_x} \\
\lesssim C_0 \varepsilon \sum_{k_1 \leq -55} \sum_{k_2 < k_1 - 10} 2^{\frac{k_2-k_1}{2}} \|u_{k_1}\|_S \|u_{k_2}\|_S \\
\lesssim C_0^3 \varepsilon^2.
\]
Hence, we showed that (5.17) is an error. Lastly, for the third term (5.18). We first use the multilinear estimate Lemma 3.3 to show that the difference
\[
\sum_{k_2} \|\Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (u_{k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2}) - \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (-\Delta)^{\frac{1}{2}} (u_{k_2-10} \cdot u_{k_2})\|_{L^1_t L^2_x} \\
\lesssim C_0 \varepsilon \sum_{k_2} \sum_{k_3 < k_2 - 10} 2^{k_3} \|u_{k_3}\|_{L^2_t L^\infty_x} \|u_{k_2}\|_{L^1_t L^\infty_x} \\
\lesssim C_0 \varepsilon \sum_{k_2} \sum_{k_3 < k_2 - 10} 2^{\frac{k_3-k_2}{2}} \|u_{k_2}\|_S \|u_{k_2}\|_S \\
\lesssim C_0^3 \varepsilon^2,
\]
is an error term. Thus it suffices to bound
\[
\sum_{k_2} \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (-\Delta)^{\frac{1}{2}} (u_{k_2-10} \cdot u_{k_2}) = - \sum_{|k_3-k_4| < 10} \frac{1}{2} \Pi_{\tilde{u}_\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (-\Delta)^{\frac{1}{2}} (u_{k_3} \cdot u_{k_4})
\]
where we used (3.9). Again, we treat the cases for $k_3 < -20$ and $k_3 \geq -20$ separately. For the low-frequency case, we have

$$\left\| P_0 \left[ \sum_{|k_3-k_4|<10 \atop k_3<-20} \frac{1}{2} \Pi_{\tilde{u}_u} ((-\Delta)^{\frac{1}{4}} u) (u \cdot (k_3 \cdot u_{k_4})) \right] \right\|_{L^1_t L^2_x} \lesssim \sum_{|k_3-k_4|<10 \atop k_3<-20} \left\| P_{[-10,10]} \left[ \Pi_{\tilde{u}_u} ((-\Delta)^{\frac{1}{4}} u) \right] \right\|_{L^\infty_t L^2_x} \left\| (-\Delta)^{\frac{1}{4}} (u_{k_3} \cdot u_{k_4}) \right\|_{L^1_t L^\infty_x} \lesssim \| P_{[-10,10]} \left[ \Pi_{\tilde{u}_u} ((-\Delta)^{\frac{1}{4}} u) \right] \|_{L^\infty_t L^2_x} \sum_{|k_3-k_4|<10 \atop k_3<-20} \left\| (-\Delta)^{\frac{1}{4}} (u_{k_3} \cdot u_{k_4}) \right\|_{L^1_t L^\infty_x} \lesssim C_0 \varepsilon \sum_{|k_3-k_4|<10 \atop k_3<-20} 2^{k_3} \| u_{k_3} \|_{L^2_t L^\infty_x} \| u_{k_4} \|_{L^2_t L^\infty_x} \lesssim C_0^3 \varepsilon^2,$$

For $k_3 > -20$, we estimate it as above to conclude

$$\left\| P_0 \left[ \sum_{|k_3-k_4|<10 \atop k_3>-20} \Pi_{\tilde{u}_u} ((-\Delta)^{\frac{1}{4}} u) (u \cdot (k_3 \cdot u_{k_4})) \right] \right\|_{L^1_t L^2_x} \lesssim \sum_{|k_3-k_4|<10 \atop k_3>-20} \left\| \left[ \Pi_{\tilde{u}_u} ((-\Delta)^{\frac{1}{4}} u) \right] \right\|_{L^\infty_t L^2_x} \left\| (-\Delta)^{\frac{1}{4}} (u_{k_3} \cdot u_{k_4}) \right\|_{L^1_t L^\infty_x} \lesssim C_0 \varepsilon \sum_{|k_3-k_4|<10 \atop k_3>-20} \left\| (-\Delta)^{\frac{1}{4}} (u_{k_3} \cdot u_{k_4}) \right\|_{L^1_t L^2_x} \lesssim C_0 \varepsilon \sum_{|k_3-k_4|<10 \atop k_3>-20} 2^{k_3+k_4} \| u_{k_3} \|_{L^2_t L^2_x} \| u_{k_4} \|_{L^2_t L^2_x} \lesssim C_0 \varepsilon \sum_{|k_3-k_4|<10 \atop k_3>-20} 2^{-\frac{3(k_3+k_4)}{4}} \| u_{k_3} \|_S \| u_{k_4} \|_S \lesssim C_0^3 \varepsilon^2.$$

Combining all the estimates above, we conclude that (5.17)

$$P_0[\Pi_{\tilde{u}_u} ((-\Delta)^{\frac{1}{4}} u) (u \cdot (-\Delta)^{\frac{1}{4}} u)] = \text{error}$$

Lastly, we consider the most complicated term (5.15). As in the Lemma 5.6, we know that for a function $F$ s.t.

$$\left\| P_k F \right\|_{L^1_t \dot{H}^{\frac{3}{4}} -1} \lesssim 2^{-\sigma|k|} C_0^3 \varepsilon,$$

for some $\sigma > 1$, we have

$$\left\| P_0[\Pi_{\tilde{u}_u} F] \right\|_{L^1_t L^2_x} \lesssim \sum_k 2^{-|k|} \left\| P_k F \right\|_{L^1_t \dot{H}^{\frac{3}{4}} -1} \lesssim C_0^3 \varepsilon.$$
Therefore, it’s sufficient to show that

\[
\left\| \sum_{k_1, k_2 \in \mathbb{Z}} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^2 H_x^2} \lesssim C_0^3 c_0 \varepsilon. \quad (5.22)
\]

We consider different cases in the following. For \( k_1 > 10 \), we consider

\[
\left\| \sum_{\substack{k_1 > 10 \\ k_2 \in \mathbb{Z}}} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 H_x^2}
\]

\[
= \left\| \sum_{\substack{|k_1 - k_2| < 5 \\ k_1 > 10}} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 H_x^2}
\]

\[
+ \left\| \sum_{\substack{k_1 > 10 \\ k_2 < k_1 - 5}} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 H_x^2}
\]

\[
+ \left\| \sum_{\substack{k_1 > 10 \\ k_2 > k_1 + 5}} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 H_x^2}
\]

For the first term, we use Lemma 3.3, in particular, (3.7) and (3.8). We have

\[
\left\| \sum_{|k_1 - k_2| < 5 \ \ k_1 > 10} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 H_x^2}
\]

\[
\lesssim \left\| u \right\|_{L_t^\infty L_x^2} \sum_{k_1 > 10} 2^{k_1} \left\| P_{k_1} u \right\|_{L_t^2 L_x^4} \left\| u_{k_2} \right\|_{L_t^2 L_x^4}
\]

\[
\lesssim \sum_{k_1 > 10} 2^{-\frac{1}{2} (k_1 + k_2)} \left\| u_{k_1} \right\|_S \left\| u_{k_2} \right\|_S
\]

\[
\lesssim C_0^2 \varepsilon^2.
\]

Then, for the second term, we have

\[
\left\| \sum_{\substack{k_1 > 10 \\ k_2 < k_1 - 5}} P_0 \left[ u \times (-\Delta)^{\frac{1}{4}} (u_{k_1} \times (-\Delta)^{\frac{1}{4}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 H_x^2}
\]

\[
\lesssim \sum_{k_1 > 10} \left\| u_{k_1} \right\|_{L_t^2 L_x^\infty} 2^{k_1} \left\| u_{k_1} \right\|_{L_t^\infty L_x^2} \left\| u_{k_2} \right\|_{L_t^2 L_x^\infty}
\]

\[
\lesssim \sum_{k_1 > 10} 2^{-\frac{3}{2} k_1} \left\| u_{k_1} \right\|_S \sum_{k_2 < k_1 - 5} 2^{-\frac{k_2 - k_1}{2}} \left\| u_{k_2} \right\|_S
\]

\[
\lesssim C_0^3 \varepsilon^3.
\]
The third case, when \( k_1 > 10, k_2 > k_1 + 5 \), can be symmetrically estimated as
\[
\left\| \sum_{k_1 > 10 \atop k_2 > k_1 + 5} P_0[u \times (-\Delta)^{\frac{1}{2}}(u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2}) - u \times (u_{k_1} \times (-\Delta)u_{k_2})] \right\|_{L^1_t L^2_x}
\]

\[
\lesssim \sum_{k_1 > 10 \atop k_2 > k_1 + 5} \|u_{k_2}\|_{L^2_t L^\infty_x} 2^{k_1+k_2} \|u_{k_1}\|_{L^\infty_t L^2_x} \|u_{k_2}\|_{L^2_t L^4_x}
\]

\[
\lesssim \sum_{k_1 > 10 \atop k_2 > k_1 + 5} 2^{k_1-k_2} 2^{-\frac{3}{2}k_2} \|u_{k_2}\|^2
\]

\[
\lesssim C_0^2 \varepsilon^3
\]

Hence, we conclude that when \( k_1 > 10 \), (5.15) is an *error*. Moreover, the above estimates can be used to get the bound for \( k_2 > 10 \) as well. Therefore, we conclude that (5.15) is an *error* whence \( \max\{k_1, k_2\} > 10 \).

Next, we consider the case for \( k_1, k_2 < -10 \). By Lemma 3.3, we have
\[
P_0[u \times (-\Delta)^{\frac{1}{2}}(u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2})] = P_0[u \times ((-\Delta)^{\frac{1}{2}}u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2})] + \text{error}
\]
\[
P_0[u \times (u_{k_1} \times (-\Delta)u_{k_2})] = P_0[u \times ((-\Delta)^{\frac{1}{2}}u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2})] + \text{error}.
\]

Therefore, we can conclude that
\[
\left\| \sum_{k_1, k_2 < -10} P_0[P_{[-5,5]}u \times (-\Delta)^{\frac{1}{2}}u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2}] \right\|_{L^1_t L^2_x}
\]

\[
\lesssim \sum_{k_1, k_2 < -10} \|P_{[-5,5]}u\|_{L^\infty_t L^2_x} \|(-\Delta)^{\frac{1}{2}}u_{k_1}\|_{L^2_t L^\infty_x} \|(-\Delta)^{\frac{1}{2}}u_{k_2}\|_{L^2_t L^\infty_x}
\]

\[
\lesssim C_0 c_0 \sum_{k_1, k_2 < -10} 2^{\frac{k_1+k_2}{2}} \|u_{k_1}\|_{S} \|u_{k_2}\|_{S}
\]

\[
\lesssim C_0^2 c_0 \varepsilon^2
\]

Thus, we know in this case (5.15) is an *error* as well.

Finally, we consider the scenario when one frequency is intermediate in \([-10, 10]\) and the other one is small. This is the most delicate case.

(i): \( k_1 \in [-10, 10], k_2 < 10 \). Firstly, we have
\[
\left\| \sum_{k_1 \in [-10,10] \atop k_2 < 10} P_0[u \times (u_{k_1} \times (-\Delta)u_{k_2})] \right\|_{L^1_t L^2_x} \lesssim \sum_{k_1 \in [-10,10] \atop k_2 < 10} \|u_{k_1}\|_{L^2_t L^4_x} \|(-\Delta)u_{k_2}\|_{L^2_t L^4_x}
\]

\[
\lesssim \sum_{k_1 \in [-10,10] \atop k_2 < 10} 2^{k_2} \|u_{k_2}\|_{S} \|u_{k_1}\|_{S}
\]

\[
\lesssim C_0^2 c_0 \varepsilon.
\]

As before, Lemma 3.3 gives us
\[
P_0[u \times (-\Delta)^{\frac{1}{2}}(u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2})] = P_0[u \times ((-\Delta)^{\frac{1}{2}}u_{k_1} \times (-\Delta)^{\frac{1}{2}}u_{k_2})] + \text{error}.
\]
Then we do a further decomposition:
\[
\| P_0 \left[ u \times \left( (-\Delta)^{\frac{1}{2}} u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] \|_{L_t^1 L_x^2} = \| P_0 \left[ u_{\geq k_2-10} \times \left( (-\Delta)^{\frac{1}{2}} u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] \|_{L_t^1 L_x^2} + \| P_0 \left[ u_{\leq k_2-10} \times \left( (-\Delta)^{\frac{1}{2}} u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] \|_{L_t^1 L_x^2}.
\]

When the first factor \( u \)'s frequency is larger than \( 2^{k_2-10} \), we have
\[
\| \sum_{\substack{k_1 \in [-10,10] \\kappa_2 < 10}} P_0 \left[ u_{\geq k_2-10} \times \left( (-\Delta)^{\frac{1}{2}} u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] \|_{L_t^1 L_x^2} \lesssim \sum_{\substack{k_1 \in [-10,10] \\kappa_2 < 10}} \| u_{\geq k_2-10} \|_{L_t^1 L_x^2} \| (-\Delta)^{\frac{1}{2}} u_{k_1} \|_{L_t^\infty L_x^2} \| (-\Delta)^{\frac{1}{2}} u_{k_2} \|_{L_t^1 L_x^\infty} \lesssim \sum_{\substack{k_1 \in [-10,10] \\kappa_2 < 10}} 2^{-\frac{k_1}{2}} \| u_{k_1} \|_{S} \sum_{k_3 > k_2-10} 2^{\frac{k_3-k_2}{2}} \| u_{k_3} \|_{S} \| u_{k_2} \|_{S} \lesssim C_0^3 \epsilon^2.
\]

Move the second part, by the cross product rule
\[
a \times (b \times c) = b(a \cdot c) - c(a \cdot b),
\]
we have
\[
P_0 \left[ u_{\leq k_2-10} \times \left( (-\Delta)^{\frac{1}{2}} u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] = P_0 \left[ (-\Delta)^{\frac{1}{2}} u_{k_1} (u_{\leq k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2}) \right] - P_0 \left[ (-\Delta)^{\frac{1}{2}} u_{k_2} (u_{\leq k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1}) \right].
\]

Again, by the Lemma 3.3, we have
\[
u_{\leq k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2} = (-\Delta)^{\frac{1}{2}} (u_{\leq k_2-10} \cdot P_{k_2} u_{[k_2-10,k_2+10]}) + \text{error}
\]
\[
= (-\Delta)^{\frac{1}{2}} P_{k_2} (u_{\leq k_2-10} \cdot u_{[k_2-10,k_2+10]}) + \text{error}
\]
Using the geometric property property (3.9) of the \( S^2 \), we have
\[
0 = P_k (u \cdot u) = 2P_k (u_{[k-10,k+10]} \cdot u_{<k-10}) + P_k (u_{>k+10} \cdot u_{>k+10}).
\]
Therefore we can replace
\[
P_{k_2} (u_{\leq k_2-10} \cdot u_{[k_2-10,k_2+10]}) = -\frac{1}{2} P_{k_2} (u_{>k+10} \cdot u_{>k+10}).
\]
Hence, we estimate (5.23) as
\[
\| \sum_{k_1 \in [-10,10]} P_0 \left[ (-\Delta)^\frac{1}{2} u_{k_1} \sum_{k_2 < 10} (u_{<k_2-10} \cdot (-\Delta)^\frac{1}{2} u_{k_2}) \right] \|_{L_t^1 L_x^2} \\
\cong \sum_{k_1 \in [-10,10]} \| P_0 \left[ (-\Delta)^\frac{1}{2} u_{k_1} \sum_{k_2 < 10} (-\Delta)^\frac{1}{2} P_{k_2} (u_{>k_2+10} \cdot u_{>k_2+10}) \right] \|_{L_t^1 L_x^2} \\
\cong \sum_{k_1 \in [-10,10]} \|(-\Delta)^\frac{1}{2} u_{k_1} \|_{L_t^\infty L_x^2} \sum_{k_2 < 10} 2^{k_2} \| u_{>k_2+10} \|_{L_t^2 L_x^\infty}^2 \\
\lesssim \sum_{k_1 \in [-10,10]} 2^{-\frac{k_1}{2}} \| u_{k_1} \|_S \sum_{k_2 < 10} \| u_{>k_2+10} \|_S^2 \\
\lesssim C_0^3 c_0 \varepsilon^2.
\]

We estimate the term (5.24) similarly. So we conclude in the case (i), (5.15) is an error term.

(ii): \( k_2 \in [-10,10], k_1 < 10 \). As shown in the case (i), we further split the cases with respect to the frequency of the first term. For \( u_{\geq k_1-10} \), we treat it as above. Thus, we are only left to show the case for \( u_{<k_1-10} \).

Using Lemma 3.3 again, we have

\[
\| \sum_{k_1, k_2 \in [-10,10]} P_0 \left[ u_{<k_1-10} \times (-\Delta)^\frac{1}{2} (u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2}) - u_{<k_1-10} \times (u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2}) \right] \|_{L_t^1 L_x^2} \\
\lesssim \sum_{k_1 \in [-10,10]} \|(-\Delta)^\frac{1}{2} u_{<k_1-10} \|_{L_t^{2\infty} L_x^2} \| u_{k_1} \|_{L_t^2 L_x^{\infty}} \|(-\Delta)^\frac{1}{2} u_{k_2} \|_{L_t^{\infty} L_x^2} \\
\lesssim C_0 c_0 \sum_{k_1 < 10} 2^\frac{a}{2} \| u_{a+k_1} \|_S \| u_{k_1} \|_S \\
\lesssim C_0^3 c_0 \varepsilon^2.
\]

So we can consider \( P_0 \left[ (-\Delta)^\frac{1}{2} (u_{<k_1-10} \times (u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2})) \right] \) instead. We reformulate (5.15) as

\[
P_0 \left[ (-\Delta)^\frac{1}{2} (u_{<k_1-10} \times (u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2})) - u_{<k_1-10} \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \\
= P_0 \left[ (-\Delta)^\frac{1}{2} (u_{k_1} (u_{<k_1-10} \cdot (-\Delta)^\frac{1}{2} u_{k_2}) - (-\Delta)^\frac{1}{2} u_{k_2} (u_{<k_1-10} \cdot u_{k_1})) \right] \\
- P_0 \left[ (u_{k_1} (u_{<k_1-10} \cdot (-\Delta) u_{k_2}) - (-\Delta) u_{k_2} (u_{<k_1-10} \cdot u_{k_1})) \right] \\
= P_0 \left[ (-\Delta)^\frac{1}{2} (u_{k_1} (u_{<k_1-10} \cdot (-\Delta)^\frac{1}{2} u_{k_2}) - (u_{k_1} (u_{<k_1-10} \cdot (-\Delta) u_{k_2})) \right] \\
+ P_0 \left[ (-\Delta) u_{k_2} (u_{<k_1-10} \cdot u_{k_1}) \right] - (-\Delta)^\frac{1}{2} (u_{<k_1-10} \cdot u_{k_2}) \right] \right).
\]

Using the multi-linear estimates again, we know the differences

\[
u_{<k_1-10} \cdot (-\Delta)^\frac{1}{2} u_{k_2} - (-\Delta)^\frac{1}{2} (u_{<k_1-10} \cdot u_{k_2}) \sim \text{error},
\]

and
Additionally, by putting $u_{k_1}$ into $L^2_t L^\infty_x$, we also know that
\[ P_0\left[\left(-\Delta\right)^{\frac{1}{2}}(u_{k_1}(t) \cdot (-\Delta)^{\frac{1}{2}} u_{k_2})\right] - P_0\left[ u_{k_1}(t) \cdot (-\Delta) u_{k_2}\right] = P_0\left[\left(-\Delta\right)^{\frac{1}{2}}(u_{k_1}(t) \cdot (-\Delta) u_{k_2})\right] - P_0\left[ u_{k_1}(t) (-\Delta)(u_{k_2} \cdot u_{k_2})\right] + \text{error}. \]

Then we use the geometric property of $S^2$ to replace the product $u_{k_2-10} \cdot u_{k_2}$. We conclude that
\[
\sum_{k_1 < 10} \sum_{k_2 \in [-10,10]} \left\| P_0\left[\left(-\Delta\right)^{\frac{1}{2}}(u_{k_1}(t) \cdot (-\Delta)^{\frac{1}{2}} u_{k_2})\right] - P_0\left[ u_{k_1}(t) \cdot (-\Delta)(u_{k_2} \cdot u_{k_2})\right]\right\|_{L^1_t L^2_x}
\lesssim \sum_{k_1 < 10} 2^{\frac{1}{2}k_1} \| u_{k_1} \|_S \sum_{k_2 \in [-10,10]} \sum_{k_3 > k_2 + 10} 2^{-2k_3} \| u_{k_3} \|_S^2
\lesssim C_0^3 \varepsilon^3.
\]

Then it only remains to bound the difference
\[ P_0\left[\left(-\Delta\right) u_{k_2}(t) \cdot u_{k_2}\right] - \left(-\Delta\right)^{\frac{1}{2}}\left(-\Delta\right)^{\frac{1}{2}} u_{k_2}(t) \cdot u_{k_1}\right]. \]

As before, we replace
\[ P_{k_1}\left( u_{k_1-10} \cdot u_{k_1}\right) = \frac{1}{2} P_{k_1}\left( u_{k_1+10} \cdot u_{k_1+10}\right). \]

Then we deduce
\[
\sum_{k_1 < 10} \sum_{k_2 \in [-10,10]} \left\| P_0\left[\left(-\Delta\right) u_{k_2} P_{k_1}(u_{k_1+10} \cdot u_{k_1+10}) - \left(-\Delta\right)^{\frac{1}{2}}\left(-\Delta\right)^{\frac{1}{2}} u_{k_2} P_{k_1}(u_{k_1+10} \cdot u_{k_1+10})\right]\right\|_{L^1_t L^2_x}
\lesssim \sum_{k_1 < 10} 2^{k_1+k_2} \left\| P_{k_1}(u_{k_1+10} \cdot u_{k_1+10})\right\|_{L^1_t L^\infty_x} \left\| u_{k_2}\right\|_{L^\infty_t L^2_x}
\lesssim \sum_{k_1 < 10} 2^{-\frac{3}{2}k_2} \| u_{k_2} \|_S \| u_{k_3} \|_S^2
\lesssim C_0^3 \varepsilon^3.
\]

Hence we proved that (5.15) is an \textit{error} term.

Overall, we showed that all the additional nonlinearity terms introduced by the half-wave equation are \textit{error} terms. Thus, we obtain the linearized equation:
\[ \Box u_0 = -2u_{-10}(\nabla_{tx} u_{-10} \cdot \nabla_{tx} u_0) + \text{error} \]

With the linearized equation (5.28), we are able to directly apply the result from Tao’s approximately parallel transport method to renormalize the equation. We construct an
approximately orthogonal $3 \times 3$ invertible matrix $U$ to transform $u_0 = Uw$. Then we can recast (5.28) as

$$\Box w = \text{error}$$

(5.29)

By the construction of $U$, we will have

$$\|u_0\| \lesssim \|w\|.$$ 

Thus it suffices to show that

$$\|w\| \lesssim C_0 c_0$$

to conclude the Proposition 5.5.

We further extract an antisymmetric structure from (5.28) to have a more canceling structure. From now on, we view $u$ as a column vector of $\mathbb{R}^3$. We rewrite (5.28) as

$$\Box u_0 = -2u_{\leq -10} \partial_\alpha u^T_{\leq -10} \partial^\alpha u_0 + \text{error}.$$ 

We know that

$$\|\partial_\alpha u_{\leq -10}\|_{L^2_t L^\infty_x} \lesssim C_0 \varepsilon,$$

and

$$\|u^T_{\leq -10} \partial_\alpha u_0\|_{L^2_t L^2_x} \lesssim C_0^2 c_0 \varepsilon.$$ 

Apply Hölder inequality, we have

$$\partial_\alpha u_{\leq -10} u^T_{\leq -10} \partial^\alpha u_0 = \text{error}.$$ 

Thus we can write our equation as

$$\Box u_0 = -2 \left(u_{\leq -10} \partial_\alpha u^T_{\leq -10} \partial_\alpha u_0 - \partial^\alpha u_{\leq -10} u^T_{\leq -10} \partial^\alpha u_0\right) + \text{error}.$$ 

We define an anti-symmetric $3 \times 3$ matrix

$$A_\alpha := \partial_\alpha u_{\leq -10} u^T_{\leq -10} - u_{\leq -10} \partial_\alpha u^T_{\leq -10}.$$

Therefore, our equation formally become

$$\Box u_0 = 2 A_\alpha \partial^\alpha u_0 + \text{error},$$

(5.30)

In the following, we briefly state the approximate parallel transport of Tao [32]. We construct the real $3 \times 3$-valued matrix field $U$ by induction. Let $U_0 := I$ be the identity matrix. For $k \geq 1$, we set

$$U_k := (u_k u^T_{\leq k}) - u_{\leq k} u^T_k$$

and

$$U_{\leq k} := I + \sum_{-M < k' < k} U_{k'},$$

where $M$ is a large integer depending on $T$ to be chosen later. Then we define

$$U := I + \sum_{-M < k \leq -10} U_k.$$ 

With this inductive construction, we have the following proposition:

5.7. Proposition (Proposition 6.1 in [32]). With the same assumption of Proposition 5.5, in which $\varepsilon$ is sufficiently small depending on $C_0$. We have the following properties of the invertible matrix $U$:

(i) $\|U^T U - I\|_{L^\infty_t L^\infty_x}, \|\partial_t (U^T U - I)\|_{L^\infty_t L^\infty_x} \lesssim C_0^2 \varepsilon.$
Proposition 5.7. For the first term, we write \( \text{equation (5.30)} \) becomes

\[ \partial_\alpha U \]

Since \( \text{equation (5.30)} \) becomes

\[ \partial_\alpha U \]

Then we have

\[ \partial_\alpha U \]

Now we show that all the terms on the right of \( \text{equation (5.32)} \) are error terms by using the Proposition 5.7. For the first term, we write

\[ \partial_\alpha w = U^{-1} \partial_\alpha u_0 + U^{-1} (\partial_\alpha U) U^{-1} u_0. \]

Then we have

\[ \| U^{-1} (\partial_\alpha U - A_\alpha U) \partial_\alpha w \|_{L^1_t L^2_x} \]

\[ \lesssim \| U^{-1} \partial_\alpha U \|_{L^1_t L^\infty_x} \| A_\alpha \|_{L^2_t L^\infty_x} \| u_0 \|_{L^1_t L^2_x} \]

\[ \lesssim C_0^2 \varepsilon \left( \| U^{-1} \partial_\alpha u_0 \|_{L^1_t L^\infty_x} + \| U^{-1} \partial_\alpha U U^{-1} u_0 \|_{L^1_t L^2_x} \right) \]

\[ \lesssim C_0^2 \varepsilon (C_0 c_0 + C_0^2 c_0 \varepsilon) \]

\[ \lesssim C_0^3 c_0 \varepsilon \]

For the second term on the right,

\[ \| U^{-1} A_\alpha \partial_\alpha U U^{-1} u_0 \|_{L^1_t L^2_x} \]

\[ \lesssim \| U^{-1} \|_{L^1_t L^\infty_x} \| \partial_\alpha U \|_{L^2_t L^\infty_x} \| A_\alpha \|_{L^1_t L^\infty_x} \| u_0 \|_{L^1_t L^2_x} \]

\[ \lesssim C_0^2 c_0^2 \varepsilon \]

Notice here, we use the estimate

\[ \| A_\alpha \|_{L^1_t L^\infty_x} \lesssim C_0 \varepsilon \]

Lastly, we deduce that

\[ \| U^{-1}(\Box U) U^{-1} u_0 \|_{L^1_t L^2_x} \lesssim \| \Box U \|_{L^1_t L^2_x} \| u_0 \|_{L^2_t L^4_x} \lesssim C_0^2 c_0 \varepsilon. \]

Therefore, we showed that the right-hand side of \( \text{equation (5.32)} \) is error. Hence we conclude

\[ \Box w = \text{error}. \]  \( (5.33) \)

By the estimates \( (ii), (iv) \), we have

\[ \| u_0 \|_S \lesssim \| w \|_S. \]

So it suffices to show that

\[ \| w \|_S \leq C_0 c_0. \]

\( (5.34) \)

Although \( u_0 \) is supported on the frequency annulus \( |\xi| \sim 1 \), \( w \) is not supported on the frequency annulus \( |\xi| \sim 1 \) because of the multiplication of \( U \). By the construction of \( U \),
we can see that $U$ is supported on the ball $|\xi| \leq 2^{-7}$. So it suffices to consider $w$ on the frequency annulus $2^{-10} \leq |\xi| \leq 2^{10}$.

We use the localized version of the standard Strichartz estimate Proposition 3.2 to estimate $\|w\|_{S}$. We have

$$\|P_{k}w\|_{S} \leq \|P_{k}w(0)\|_{\dot{H}^{\frac{n}{2}}} + \|P_{k}\partial_{t}w(0)\|_{\dot{H}^{\frac{n}{2}-1}} + 2\left(\frac{n}{2}-1\right)k\|\Box P_{k}w\|_{L_{t}^{1}L_{x}^{2}},\quad (5.35)$$

The initial condition

$$\begin{align*}
\begin{cases}
  w(0) = U^{-1}(0), \\
  \partial_{t}w(0) = U^{-1}(0)\partial_{t}u(0) - U^{-1}(0)\partial_{t}U(0)U^{-1}(0)u(0)
\end{cases}
\end{align*}$$

can be easily bounded by

$$\|w(0)\|_{L_{x}^{2}} + \|\partial_{t}w(0)\|_{L_{x}^{2}} \lesssim \|u[0]\|_{L_{x}^{2}} \lesssim C_{0}c_{0}.$$ 

By choosing $\varepsilon$ small enough s.t. $C_{0}^{2}\varepsilon \ll 1$, we have

$$\|P_{-10 \leq k \leq 10}w\|_{S} \lesssim \sum_{-10 < k < 10} \left(2^{\frac{n}{2}k} + 2^{\left(\frac{n}{2}-1\right)k}\right)c_{0}c_{0} + 2^{\left(\frac{n}{2}-1\right)k}C_{0}^{2}\varepsilon c_{0} \lesssim C_{0}c_{0}.$$ 

Therefore, we conclude the Proposition 5.5.

5.2. Solution Of The Half-Wave Map Equation. From Proposition 5.1, we obtain the global solution for (1.2). We show such a solution also solves the original (1.1).

5.8. Theorem. For a smooth initial data $u[0] : \mathbb{R}^{1+n} \rightarrow S^{2} \times TS^{2}$ as in the Theorem 1.2. For the global smooth solution $u : \mathbb{R}^{1+n} \rightarrow S^{2}$ of (1.2) obtained from Proposition 5.1. We know that $u$ also solves (1.1).

Proof. In order to show the solution obtains by Proposition 5.1 also solves (1.1), we introduce

$$X := u_{t} - u \times (-\Delta)^{\frac{1}{2}}u,$$

and the energy-type functional

$$\tilde{E}(t) := \frac{1}{2} \int_{\mathbb{R}^{n}} \left|(-\Delta)^{\frac{n-3}{4}}X(t, \cdot)\right|^{2} dx$$

as in [25] and [15].

Firstly, since the initial data $u[0] \in C_{0}^{\infty}$, by a standard energy estimate of the wave equation for (1.2), we know that $\nabla_{t,x}u(t, \cdot) \in H^{\frac{n+3}{2}}, \forall t \in \mathbb{R}$. Therefore $\tilde{E}(t)$ is well defined. Because the solution $u$ is smooth, thus the energy-type functional is differentiable with respect to $t$. We obtain

$$\partial_{t}X = -X \times (-\Delta)^{\frac{1}{2}}u - u \times (-\Delta)^{\frac{1}{2}}X - u(X \cdot (u \times (-\Delta)^{\frac{1}{2}}u + u_{t})),$$

and

$$\frac{d}{dt} \tilde{E}(t) = -\int_{\mathbb{R}^{n}} (-\Delta)^{\frac{n-3}{4}}(X \times (-\Delta)^{\frac{1}{2}}u + u \times (-\Delta)^{\frac{1}{2}}X) \cdot (-\Delta)^{\frac{n-3}{4}}X dx$$

$$- \int_{\mathbb{R}^{n}} (-\Delta)^{\frac{n+3}{4}}(u(X \cdot (u \times (-\Delta)^{\frac{1}{2}}u + u_{t})) \cdot (-\Delta)^{\frac{n-3}{4}}X dx.\quad (5.36)$$
By the multilinear estimate of Lemma 3.3 and Sobolev inequality $\dot{H}^{\frac{n-4}{2}} \hookrightarrow L^{\frac{2n}{n+4}}$, we have
\[
\|(-\Delta)^{\frac{n-3}{4}}(X \times (-\Delta)^{\frac{1}{2}}u + u \times (-\Delta)^{\frac{1}{2}}X) - u \times (-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x} \\
\lesssim \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x} \|(-\Delta)^{\frac{1}{4}}u\|_{L^\infty_x} + \|X\|_{L^{\frac{2n}{n+4}}_x} \|(-\Delta)^{\frac{n-1}{4}}u\|_{L^{\frac{2n}{n+4}}_x} \\
+ \|(-\Delta)^{\frac{n-3}{4}}u\|_{L^{\frac{2n}{n+4}}_x} \|(-\Delta)^{\frac{1}{2}}X\|_{L^{\frac{2n}{n+4}}_x} \\
\lesssim C(\|u\|) \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x}^2.
\]
where $C(\|u\|)$ is a constant depending on the various Strichartz norms of $u$.
Similarly, we also have
\[
\|u \times (-\Delta)^{\frac{n-1}{4}}X - (-\Delta)^{\frac{1}{4}}(u \times (-\Delta)^{\frac{n-2}{4}}X)\|_{L^2_x} \lesssim \|\nabla_x u\|_{L^\infty_x} \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x}.
\]
On account of the half-wave equation (1.1), we have
\[
\int_{\mathbb{R}^n} (-\Delta)^{\frac{1}{4}}(u \times (-\Delta)^{\frac{n-2}{4}}X) \cdot (-\Delta)^{\frac{n-3}{4}}X \, dx = 0.
\]
Hence, for the first term of (5.36), we have
\[
\int_{\mathbb{R}^n} (-\Delta)^{\frac{n-3}{4}}(X \times (-\Delta)^{\frac{1}{2}}u + u \times (-\Delta)^{\frac{1}{2}}X) \cdot (-\Delta)^{\frac{n-3}{4}}X \, dx \\
\lesssim \int_{\mathbb{R}^n} \Big( (-\Delta)^{\frac{n-3}{4}}(X \times (-\Delta)^{\frac{1}{2}}u + u \times (-\Delta)^{\frac{1}{2}}X) - u \times (-\Delta)^{\frac{n-1}{4}}X \Big) \cdot (-\Delta)^{\frac{n-3}{4}}X \, dx \\
+ \|\nabla_x u\|_{L^\infty_x} \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x}^2 \\
\lesssim C(\|u\|) \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x}^2.
\]
For the second term of (5.36), we estimate it similarly. We deduce that
\[
\|(\Delta)^{\frac{n-3}{4}}(u(X \times (u \times (-\Delta)^{\frac{1}{2}}u + u_i)))\|_{L^2_x} \\
\lesssim \|(\Delta)^{\frac{n-3}{4}}X\|_{L^2_x} \|\nabla_x u\|_{L^\infty_x} + \|(\Delta)^{\frac{n-1}{4}}X\|_{L^2_x} \|\partial_t u\|_{L^\infty_x} \\
\lesssim C(\|u\|) \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x}^2.
\]
We conclude the second term of (5.36) by
\[
\bigg| \int_{\mathbb{R}^n} (-\Delta)^{\frac{n-3}{4}}(u(X \times (u \times (-\Delta)^{\frac{1}{2}}u + u_i))) \cdot (-\Delta)^{\frac{n-3}{4}}X \, dx \bigg| \\
\lesssim C(\|u\|) \|(-\Delta)^{\frac{n-3}{4}}X\|_{L^2_x}^2.
\]
Combining these two estimates, we know (5.36) satisfies
\[
\frac{d}{dt} \tilde{E}(t) \leq C(u) \tilde{E}(t).
\]
Since $\tilde{E}(0) = 0$, we have $\tilde{E}(t) = 0$ for all $t$. It further implies that $X \equiv 0$. So $u$ solves the original half-wave equation (1.1). Hence we proved the Theorem 1.2.

$\square$
6. Global Well-Posedness With $\mathbb{H}^2$ Target

We now extend our result to the $\mathbb{H}^2$ target. Comparing the $S^2$ target discussed above, the obstacles here are that $\mathbb{H}^2$ is a non-compact manifold in $\mathbb{R}^3$ and its Lorentzian geometry structure. Instead of consider $\dot{H}_{2,1}^{\frac{n}{2}}$ initial data, we consider the critical $\dot{B}_{2,1}^{\frac{n}{2}}$ initial data which embeds into $L^\infty$. Thus the solution stays in a compact subset of $\mathbb{H}^2$. We introduce the following theorem for the hyperbolic Lorentzian geometry to reduce the geometric constraint of $\mathbb{H}^2$.

6.1. Theorem (Theorem 2.61 in [1]). Let $f$ be a smooth function on $\mathbb{R}$, which vanishes at 0. For a Besov space $\dot{B}_{p,q}^s$ where $s > 0$ and $p, q \in [1, \infty]$ satisfies

$$s < \frac{n}{p}, \text{ or } s = \frac{n}{p} \text{ and } q = 1.$$  

For any real-valued function $u \in \dot{B}_{p,q}^s \cap L^\infty$, the function $f \circ u$ belongs to the same space i.e.

$$\|f \circ u\|_{\dot{B}_{p,q}^s} \leq C(f', \|u\|_{L^\infty}) \|u\|_{\dot{B}_{p,q}^s} \quad (6.1)$$

For the distance function of $\mathbb{H}^2$

$$d_H(p, q) = \arccosh(-p \cdot q) = \ln(-p \cdot q + \sqrt{(p \cdot q)^2 - 1}),$$

we can smoothly extend $\arccosh(x) := \ln(x + \sqrt{x^2 - 1})$ defined on $x \in [1, \infty)$ to a function vanish at 0 in order to meet the criteria of Theorem 6.1. Therefore, we know that for $-u \cdot Q \in \dot{B}_{2,1}^{\frac{n}{2}}$, we have $d_H(u, Q) \in \dot{B}_{2,1}^{\frac{n}{2}}$. As $Q$ is a priori fixed point, by the triangle inequality, it suffices to show

$$u^i \in \dot{B}_{2,1}^{\frac{n}{2}} \text{ for } i = 0, 1, 2$$

Note here, we view $u = (u^1, u^2, u^3)$ as a $\mathbb{R}^3$ vector without the hyperbolic plane constraint.

With this relaxation from the hyperbolic constraint, the proof Theorem 1.4 is similar to the works of [25] and [15] and also the $S^2$ case above.

Firstly, we reformulate (1.1) into

$$\Box u = (\partial_t^2 - \Delta)u = u \times_\eta (-\Delta)^{\frac{1}{2}} (u \times_\eta (-\Delta)^{\frac{1}{2}}u) - u \times_\eta (u \times_\eta (-\Delta)u) - (\nabla u \cdot_\eta \nabla u) u$$

$$= (\partial_t u \cdot_\eta \partial_t u - \nabla u \cdot_\eta \nabla u) u$$

$$+ \Pi_{u \perp} \left[ (u \cdot_\eta (-\Delta)^{\frac{1}{2}}u) (-\Delta)^{\frac{1}{2}} u \right]$$

$$+ \Pi_{u \perp} \left[ u \times_\eta (-\Delta)^{\frac{1}{2}} (u \times_\eta (-\Delta)^{\frac{1}{2}} u) - u \times_\eta (u \times_\eta (-\Delta) u) \right] \quad (6.2)$$

as in Section 2. Then we have a multilinear estimate analogous to [15].

6.2. Proposition. For $u$ as in Theorem 1.4, and some $\sigma > 0$, we have the bounds

$$\|P_k[u(\partial_t u \cdot_\eta \partial_t u - \nabla u \cdot_\eta \nabla u)]\|_{L^\infty} \lesssim (1 + \|u\|_S) \|u\|_S \left( \sum_{k_1 \in \mathbb{Z}} 2^{-\sigma|k-k_1|} \|P_{k_1} u\|_{S_{k_1}} \right) \quad (6.3)$$
Furthermore, for \( \tilde{u} \) maps into a small neighborhood of \( \mathbb{H}^2 \), we also have
\[
\left\| P_k(\Pi_{\tilde{u}}((-\Delta)^{1/2}u)(u \cdot \eta (-\Delta)^{1/2}u)) \right\|_N \lesssim \prod_{v=u, \tilde{u}} (1 + \|v\|_S) \left\| u \right\|_S \left( \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u\|_{S_{k_1}} \right)
\]
and
\[
\left\| P_k(\Pi_{\tilde{u}}[u \times \eta (-\Delta)^{1/2}(u \times \eta (-\Delta)^{1/2}u) - u \times \eta (u \times \eta (-\Delta)u)]) \right\|_N \lesssim \prod_{v=u, \tilde{u}} (1 + \|v\|_S) \left\| u \right\|_S \left( \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u\|_{S_{k_1}} \right).
\]
Using the notation
\[
\Delta_{1,2} F^{(j)} := F^{(1)} - F^{(2)},
\]
we have the difference estimates:
\[
\left\| \Delta_{1,2} P_k[u^{(j)}(\nabla u^{(j)} \cdot \eta \nabla u^{(j)} - \partial_t u^{(j)} \cdot \eta \partial_t u^{(j)})] \right\|_N \lesssim (1 + \max_j \left\| u^{(j)} \right\|_S) (\max_j \left\| u^{(j)} \right\|_S) \left( \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(1)} - P_{k_1}u^{(2)}\|_{S_{k_1}} \right)
\]
\[
+ (1 + \max_j \left\| u^{(j)} \right\|_S) (\left\| u^{(1)} - u^{(2)} \right\|_S) \left( \max_j \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(j)}\|_{S_{k_1}} \right),
\]
and the two similarly estimates
\[
\left\| P_k \Delta_{1,2} (\Pi_{\tilde{u}}(u^{(j)} \cdot \eta (-\Delta)^{1/2}(u^{(j)} \cdot \eta (-\Delta)^{1/2}u^{(j)})) \right\|_N \lesssim \max_j \prod_{v=u, \tilde{u}} (1 + \|v\|_S) \left\| u^{(j)} \right\|_S \left( \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(1)} - P_{k_1}u^{(2)}\|_{S_{k_1}} \right)
\]
\[
+ \max_j \sum_{v=u, \tilde{u}} (1 + \|v\|_S) \left\| u^{(1)} - u^{(2)} \right\|_S \left( \max_j \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(j)}\|_{S_{k_1}} \right),
\]
\[
\left\| P_k \Delta_{1,2} (\Pi_{\tilde{u}}[u^{(j)} \times \eta (-\Delta)^{1/2}(u^{(j)} \times \eta (-\Delta)^{1/2}u^{(j)})) - u^{(j)} \times \eta (u^{(j)} \times \eta (-\Delta)u^{(j)})] \right\|_N \lesssim \max_j \prod_{v=u, \tilde{u}} (1 + \|v\|_S) \left\| u^{(j)} \right\|_S \left( \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(1)} - P_{k_1}u^{(2)}\|_{S_{k_1}} \right)
\]
\[
+ \max_j \sum_{v=u, \tilde{u}} (1 + \|v\|_S) \left\| u^{(1)} - u^{(2)} \right\|_S \left( \max_j \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(j)}\|_{S_{k_1}} \right),
\]
\[
+ \max_j \left\| u^{(j)} \right\|_S \left\| \tilde{u}^{(1)} - \tilde{u}^{(2)} \right\|_S \left( \max_j \sum_{k_1 \in Z} 2^{-\sigma|k-k_1|} \|P_{k_1}u^{(j)}\|_{S_{k_1}} \right).
\]

The proof of this Proposition is analogous to the \( S^2 \) case in Kiesenhofer-Krieger [15] and the proof in Section 5.1 above, so we omit the proof here.

With the multilinear estimate, we can then simply follow the iteration arguments to show there is a smooth solution to the (6.2) and then prove the solution solve the original (1.1) as in Section 5.2 to conclude Theorem 1.4.
Appendix A. Proof of Proposition 4.1

In this section, without further specification, all the Strichartz norms are defined on $[0, T] \times \mathbb{R}^n$.

Proof of (4.1):

The first term is the standard wave equation term. We refer the reader to the works by Klainerman-Machedon [18], [17], Klainerman-Selberg [20] and Tataru [34] [35] for more details. For the completeness of this work, we also include the estimate here. We use the Littlewood-Paley theory to localize the derivative terms to frequency $2^{k_1}$ and $2^{k_2}$, and consider the different cases separately.

(1): high high interactions $\max\{k_1, k_2\} > k + 10$. We further split this case relative to the difference between $k_1, k_2$.

$$P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] = \sum_{|k_1-k_2| \leq 10} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] + \sum_{k_1 > k + 10} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] + \sum_{k_2 > k + 10} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}].$$

For $\gamma > 0$, by the Hölder inequality, we have

$$\|u\|_{L_t^\infty([0,T])} \leq T^{\frac{1}{2} - \frac{\delta}{4}} \|u\|_{L_t^{2+\gamma}([0,T])}.$$

For a wave admissible pair $(p, q)$, $(p + \gamma, q)$ is wave admissible as well. We can further assume that $s - \frac{n}{2} \leq \frac{\gamma^2}{4(2 + \gamma)}$ which will insure the sum over the frequencies of $k_1, k_2$ converge to a constant. Hence we get

$$2^{k(s-1)} \sum_{k_1 = k_2 + O(1)} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \|L_t^1 L_x^2\| \leq 2^{k(s-1)} T^{\frac{\gamma}{2(2 + \gamma)}} \|\nabla_{t,x} u_{k_1}\|_{L_t^{2+\gamma} L_x^4} \|\nabla_{t,x} u_{k_2}\|_{L_t^2 L_x^8} \leq T^{\frac{\gamma}{2(2 + \gamma)}} \sum_{k_1 = k_2} 2^{(\frac{n}{2} - s - \frac{n}{4}(2 + \gamma)) k_1} \|u_{k_1}\|^2_{S_{loc}} \leq T^{\frac{\gamma}{2(2 + \gamma)}} \|u\|^2_{S_{loc}}.$$
\[ 2^{k(s-1)} \left\| \sum_{k_2 > k_1 + 10} \sum_{k_2 > k + 10} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \right\|_{L_t^1 L_x^2} \]

\[ \lesssim 2^{k(s-1)} \left\| \sum_{k_2 > k_1 + 10} \sum_{k_2 > k + 10} P_k[u_{k_2} \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \right\|_{L_t^1 L_x^2} \]

\[ \lesssim 2^{k(s-1)} \sum_{k_2 > k_1 + 10} \sum_{k_2 > k + 10} \left\| u_{k_2} \right\|_{L_t^{2+\gamma} L_x^2} \left\| \nabla_{t,x} u_{k_2} \right\|_{L_t^1 L_x^2} \left\| \nabla_{t,x} u_{k_1} \right\|_{L_t^{2+\gamma} L_x^\infty} \]

\[ \lesssim T^{2(2+\gamma)} \| u \|_{S_{loc}} \sum_{k_2 > k + 10} 2^{(k-k_2)(s-1)2(2+\gamma)} \| u_{k_2} \|_{S_{loc}}^{2} \]

The rest cases follow similarly.

(2): high low interactions max\{k_1, k_2\} < k - 10. This is similar to the estimate we showed above. Firstly, we localize the frequency of the first factor \( u \) to \( \sim 2^k \), and estimate it by the \( L_t^\infty L_x^2 \) norm. Then we put the rest two terms \( \nabla_{t,x} u_{k_j}, j = 1, 2 \) into \( L_t^1 L_x^\infty \) and \( L_t^{2+\gamma} L_x^\infty \) respectively to conclude the result. For instance,

\[ 2^{k(s-1)} \left\| \sum_{k_1 < k-10} \sum_{|k_1 - k_2| < 10} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \right\|_{L_t^1 L_x^2} \]

\[ \lesssim 2^{k(s-1)} \| u \|_{L_t^\infty L_x^2} \sum_{k_1 < k-10} \sum_{|k_1 - k_2| < 10} \| \nabla u_{k_1} \|_{L_t^2 L_x^\infty} \| \nabla u_{k_2} \|_{L_t^{2+\gamma} L_x^\infty} \]

\[ \lesssim T^{2(2+\gamma)} \| u \|_{S_{loc}} \sum_{k_1 < k-10} 2^{k_1 - k_2(2(2+\gamma) + n - 2s)k_1} \| u_{k_1} \|_{S_{loc}}^{2} \]

The rest cases follow similarly.

(3): low high interactions max\{k_1, k_2\} \in [k - 10, k + 10]. We only need to consider the case when \( k_1 < k_2 - 10 \), other cases will be similar to (1). We separate it into

\[ 2^{k(s-1)} \left\| \sum_{k_2 \in [k-10,k+10]} \sum_{k_1 < k_2 - 10} P_k[u \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \right\|_{L_t^1 L_x^2} \]

\[ = 2^{k(s-1)} \left\| \sum_{k_2 \in [k-10,k+10]} \sum_{k_1 < k_2 - 10} P_k[u \geq k_1 - 10 \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \right\|_{L_t^1 L_x^2} \]

(A.1)

\[ + 2^{k(s-1)} \left\| \sum_{k_2 \in [k-10,k+10]} \sum_{k_1 < k_2 - 10} P_k[u < k_1 - 10 \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2}] \right\|_{L_t^1 L_x^2} \]

(A.2)
For (A.1), we can easily derive
\[
2^{k(s-1)} \left\| \sum_{j \geq k_1-10} P_k \left[ u_{j-10} \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2} \right] \right\|_{L_t^1 L_x^2}
\]
\[
\lesssim 2^{k(s-1)} T^{(\gamma/2+\gamma)} \sum_{j \geq k_1-10} \left\| u_{j-10} \right\|_{L_t^2 L_x^\infty} \left\| \nabla_{t,x} u_{k_1} \right\|_{L_t^1 L_x^\infty} \left\| \nabla_{t,x} u_{k_2} \right\|_{L_t^1 L_x^\infty}
\]
\[
\lesssim T^{(\gamma/2+\gamma)} \left\| u \right\|_{S_{loc}} \sum_{j > k_1-10} 2^{j-(k-k_1)} 2^{j(\frac{s}{2}-1)(k_1+k_2)} \left\| \nabla_{t,x} u_{k_1} \right\|_{S_{loc}} \left\| u_{k_2} \right\|_{S_{loc}}
\]
\[
\lesssim T^{(\gamma/2+\gamma)} \left\| u \right\|_{S_{loc}}^3.
\]

For the second term (A.2), we need to consider the hyperbolic Sobolev space norm. We divide the case by the time-space projector \( Q_j \) as
\[
P_k \left[ u_{j-10} \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2} \right] = P_k \left[ Q_{j-10} u_{j-10} \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2} \right] + P_k \left[ Q_{j+10} u_{j+10} \nabla_{t,x} u_{k_1} \nabla_{t,x} u_{k_2} \right].
\]

We estimate the first term (A.3) as above. Then we left the most delicate term (A.4), which we need to utilize the wave equation's null structure. Here we further split into
\[
P_k \left[ Q_{\leq j-10} u_{\leq j-10} \partial_\alpha u_{k_1} \partial^\alpha u_{k_2} \right] = P_k \left[ Q_{\leq j-10} u_{\leq j-10} \partial_\alpha u_{k_1} \partial^\alpha Q_{j-10} u_{k_2} \right] + P_k \left[ Q_{j+10} u_{j+10} \partial_\alpha Q_{\leq j+10} u_{k_1} \partial^\alpha Q_{j-10} u_{k_2} \right] + P_k \left[ Q_{j+10} u_{j+10} \partial_\alpha Q_{j+10} u_{k_1} \partial^\alpha Q_{j-10} u_{k_2} \right].
\]

The first term (A.5) can be treated as usual,
\[
2^{k(s-1)} \left\| \sum_{j > k_1-10} P_k \left[ Q_{j-10} u_{j-10} \partial_\alpha u_{k_1} \partial^\alpha Q_{j-10} u_{k_2} \right] \right\|_{L_t^1 L_x^2}
\]
\[
\lesssim 2^{k(s-1)} \sum_{j > k_1-10} \left\| \partial_\alpha u_{k_1} \right\|_{L_t^{2+\gamma} L_x^\infty} \left\| \partial^\alpha Q_{j-10} u_{k_2} \right\|_{L_t^2 L_x^\infty}
\]
\[
\lesssim T^{(\gamma/2+\gamma)} \sum_{j > k_1-10} 2^{j(\frac{s}{2}-1)(k_1+k_2)} \left\| \partial_\alpha u_{k_1} \right\|_{S_{loc}} \left\| u_{k_2} \right\|_{S_{loc}}
\]
\[
\lesssim T^{(\gamma/2+\gamma)} \left\| u \right\|_{S_{loc}}^2.
\]

For the second term (A.6), we use the \( \dot{X}^{s-1,\beta-1} \) norm to estimate it. In particular, we rely on (3.1) to deal with the localization factor \( \varphi_T \). Thus for some \( \beta > 0 \), we have
Then we consider each one of them individually. For the (A.8), we have

\[ P_k [Q_{<k_1-10u<k_1-10} \partial_\alpha Q_{\geq k_1+10u_{k_1}} \partial^\alpha Q_{<k_1-10u_{k_2}}] \]

Finally, for (A.7), we need to use the null structure to isolate difficult parts further. We write

\[
2 P_k [Q_{<k_1-10u<k_1-10} \partial_\alpha Q_{<k_1+10u_{k_1}} \partial^\alpha Q_{<k_1-10u_{k_2}}] \\
= P_k [Q_{<k_1-10u<k_1-10} \square (Q_{<k_1+10u_{k_1}} Q_{<k_1-10u_{k_2}})] \quad \text{(A.8)} \\
- P_k [Q_{<k_1-10u<k_1-10} \square Q_{<k_1+10u_{k_1}} Q_{<k_1-10u_{k_2}}] \quad \text{(A.9)} \\
- P_k [Q_{<k_1-10u<k_1-10} \partial_\alpha Q_{<k_1-10u_{k_2}}] \quad \text{(A.10)}
\]

Then we consider each one of them individually. For the (A.8), we have

\[
P_k [Q_{<k_1-10u<k_1-10} \square (Q_{<k_1+10u_{k_1}} Q_{<k_1-10u_{k_2}})] \\
= \square P_k [Q_{<k_1-10u<k_1-10} (Q_{<k_1+10u_{k_1}} Q_{<k_1-10u_{k_2}})] \quad \text{(A.11)} \\
- P_k [\nabla_{t,x} Q_{<k_1-10u<k_1-10} \nabla_{t,x} (Q_{<k_1+10u_{k_1}} Q_{<k_1-10u_{k_2}})] \quad \text{(A.12)} \\
- P_k [\nabla^2_{t,x} Q_{<k_1-10u<k_1-10} (Q_{<k_1+10u_{k_1}} Q_{<k_1-10u_{k_2}})] \quad \text{(A.13)}
\]

We treat the most difficult (A.11) as following
\[
\sum_{k_2 \in [k-10, k+10]} \left\| \varphi_T \square P_k \left[ Q < k_1 - 10 \right] \right\|_{X^{s,\theta}} \leq T^{\frac{s}{2} - \delta} \sum_{k_2 \in [k-10, k+10]} || P_k \left[ Q < k_1 - 10 \right] \right\|_{X^{s,\theta}}
\]

Lastly, for (A.10), we get
\[
\sum_{k_2 \in [k-10, k+10]} \left\| P_k \left[ Q < k_1 - 10 \right] \right\|_{X^{s,\theta}} \leq T^{\frac{s}{2} - \delta} \sum_{k_2 \in [k-10, k+10]} \left\| P_k \left[ Q < k_1 - 10 \right] \right\|_{X^{s,\theta}}
\]

The rest two terms (A.12) and (A.13) can be estimated by the standard Strichartz norm as before.

Next, we move to (A.9). We have
\[
2^{k(s-1)} \sum_{k_2 \in [k-10, k+10]} \left\| P_k \left[ Q < k_1 - 10 \right] \right\|_{L^1_t L^2_x}
\]

Lastly, for (A.10), we get
\[
2^{k(s-1)} \sum_{k_2 \in [k-10, k+10]} \left\| P_k \left[ Q < k_1 - 10 \right] \right\|_{L^1_t L^2_x}
\]

Hence we conclude the standard wave term.
Proof of (4.2):

In the following, we will only use the Strichartz norm of the $N_{loc}$ space to estimate the nonlinearity terms.

First, we introduce a lemma to deal with the projector $\Pi_{\tilde{u}}$.

A.1. Lemma. For $u, \tilde{u}$ as in the Proposition 4.1. We have the following:

$$\|P_0(\Pi_{\tilde{u}}(((-\Delta)^{\frac{1}{2}}u))\|_{S_{loc}} \lesssim (1 + \|\tilde{u}\|_{S_{loc}}) \sum_{k_1 \in \mathbb{Z}} 2^{\sigma|k_1|}\|u_{k_1}\|_{S_{loc}},$$

(A.14)

and by re-scaling, we also have

$$\|P_k(\Pi_{\tilde{u}}(((-\Delta)^{\frac{1}{2}}u))\|_{S_{loc}} \lesssim 2^k 2^{\frac{n}{2} - s}k (1 + \|\tilde{u}\|_{S_{loc}}) \sum_{k_1 \in \mathbb{Z}} 2^{\sigma|k_1 - k|}\|u_{k_1}\|_{S_{loc}}.$$  

(A.15)

for a suitable $\sigma > 0$.

Proof. We first write

$$P_k(\Pi_{\tilde{u}}((((-\Delta)^{\frac{1}{2}}u)) = P_k((-\Delta)^{\frac{1}{2}}u - P_k((\frac{|\tilde{u}|}{\|\tilde{u}\|} \cdot ((-\Delta)^{\frac{1}{2}}u) \frac{\tilde{u}}{|\tilde{u}|}))

For the term involve $\tilde{u}$, we split it into

$$P_k((\frac{|\tilde{u}|}{\|\tilde{u}\|} \cdot ((-\Delta)^{\frac{1}{2}}u) \frac{\tilde{u}}{|\tilde{u}|})) = P_k((\frac{|\tilde{u}|}{\|\tilde{u}\|} \cdot ((-\Delta)^{\frac{1}{2}}u_{>k_1 - 10}) \frac{\tilde{u}}{|\tilde{u}|})

+ P_k((\frac{|\tilde{u}|}{\|\tilde{u}\|} \cdot ((-\Delta)^{\frac{1}{2}}u_{[k_1 - 10,k+10]}) \frac{\tilde{u}}{|\tilde{u}|})

+ P_k((\frac{|\tilde{u}|}{\|\tilde{u}\|} \cdot ((-\Delta)^{\frac{1}{2}}u_{<k_1 - 10}) \frac{\tilde{u}}{|\tilde{u}|})

Since $\tilde{u}$ maps into a small neighborhood of $S^2$, we have $\|\tilde{u}\|_{L_{t,x}^\infty} \sim 1$. For $k_1 > 10$, we know that for $a = 5, 10$,

$$\|\tilde{u}_{>k_1 - a}\|_{L_{t,x}^\infty} \lesssim 2^{-\frac{n}{2}k_1}.

Using the Bernstein inequality and Hölder’s inequality, we have

$$\|P_0\left[\frac{|\tilde{u}|}{\|\tilde{u}\|}\right]_{>k_1 - 10} \cdot ((-\Delta)^{\frac{1}{2}}u_{k_1})\|_{L_t^2 L_x^\infty} \lesssim \|P_0\left[\tilde{u}_{>k_1 - 10} \cdot ((-\Delta)^{\frac{1}{2}}u_{k_1})\right]\|_{L_t^2 L_x^\infty}

\lesssim \|\tilde{u}_{>k_1 - 10}\|_{L_{t,x}^\infty} \cdot \|((-\Delta)^{\frac{1}{2}}u_{k_1})\|_{L_t^2 L_x^\infty}

\lesssim 2^{-\frac{n}{2}k_1} \cdot \|((-\Delta)^{\frac{1}{2}}u_{k_1})\|_{L_t^2 L_x^\infty}.$$
Thus we can estimate the first term as
\[
\begin{align*}
\| P_0 (\frac{\bar{u}}{|u|} \cdot (-\Delta)^{\frac{1}{2}} u_{\geq 10}) \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} & \leq \sum_{k_1>10} \| P_0 ((\frac{\bar{u}}{|u|})_{>k_1-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1}) \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \\
& + \sum_{k_1>10} \| P_0 ((\frac{\bar{u}}{|u|})_{\leq k_1-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1}) \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} > k_1-5 \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \notag \\
& \lesssim \sum_{k_1>10} \sum_{a=5,10} \| (\frac{\bar{u}}{|u|})_{>k_1-a} \|_{L^\infty_t L^2_x} \| (-\Delta)^{\frac{1}{2}} u_{k_1} \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \\
& \lesssim \sum_{k_1>10} 2^{-\frac{|k_1|}{2}} \| u_{k_1} \|_{S_{\text{loc}}} \notag
\end{align*}
\]

Similarly, for the second term on the right, we have
\[
\begin{align*}
\| P_0 (\frac{\bar{u}}{|u|} \cdot (-\Delta)^{\frac{1}{2}} u_{[-10,10]}) \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \lesssim \| (-\Delta)^{\frac{1}{2}} u_{[-10,10]} \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \\
& \lesssim \sum_{k_1 \in [-10,10]} 2^{-\frac{|k_1|}{2}} \| u_{k_1} \|_{S_{\text{loc}}}
\end{align*}
\]

Finally, for the last term, we deduce
\[
\begin{align*}
\| P_0 (\frac{\bar{u}}{|u|} \cdot (-\Delta)^{\frac{1}{2}} u_{<(-10)}) \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} & \lesssim \| (-\Delta)^{\frac{1}{2}} u_{k-10} \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \| \frac{\bar{u}}{|u|} \|_{L^\infty_t L^2_x} \notag \\
& \lesssim \sum_{k_1 < -10} 2^{-\frac{|k_1|}{2}} \| u_{k_1} \|_{S_{\text{loc}}}
\end{align*}
\]

Thus we can conclude that
\[
\| P_0 (\frac{\bar{u}}{|u|} \cdot (-\Delta)^{\frac{1}{2}} u) \|_{L^2_t L^\infty_x \cap L^\infty_t L^2_x} \lesssim C_0 \varepsilon \tag{A.16}
\]

Interpolating between $L^2_t L^\infty_x$ and $L^\infty_t L^2_x$ norms within the wave admissible range, we obtain that
\[
\| P_0 (\frac{\bar{u}}{|u|} \cdot (-\Delta)^{\frac{1}{2}} u) \|_{S_{\text{loc}}} \lesssim (1 + \| \bar{u} \|_{S}) \sum_{k_1 \in \mathbb{Z}} 2^{z_1 |k_1|} \| u_{k_1} \|_{S}
\]

Scaling the frequency to $P_k$, we will have (A.15) \hfill \Box

\footnote{We use the Cauchy-Schwartz inequality s.t. $\sum_{k_1>10} 2^{(1-n)k_1} c_k \lesssim \| c \|_{C^2} \lesssim \varepsilon$}
With Lemma A.1, it's easy to see that
\[
\| \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) \|_{L_t^\infty L_x^{\frac{3}{2}} + L_t^{\infty} L_x^3} \lesssim \sum_{k_3 \in \mathbb{Z}} 2^{-\sigma |k-k_3|} \| P_{k_3} u \|_{S_{\text{loc}}} (1 + \| \tilde{u} \|_{S_{\text{loc}}}),
\]
\[
\| P_{[k-20, k+20]} (\Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u)) \|_{L_t^\infty L_x^3} \lesssim 2^{k(1-s)} \sum_{k_3 \in \mathbb{Z}} 2^{-\sigma |k-k_3|} \| P_{k_3} u \|_{S_{\text{loc}}} (1 + \| \tilde{u} \|_{S_{\text{loc}}}),
\]
\[
\| P_{< k+10} \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) \|_{L_t^2 L_x^\infty} \lesssim \sum_{k_3 \in \mathbb{Z}} 2^{-\sigma |k-k_3|} \| P_{k_3} u \|_{S_{\text{loc}}} (1 + \| \tilde{u} \|_{S_{\text{loc}}}).
\]

Now we start to estimate the second non-local term (4.2). Write
\[
\Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) (u \cdot (-\Delta)^{\frac{3}{2}} u) = \sum_{|k_1-k_2| \leq 10} \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{3}{2}} u_{k_2}) \quad (A.17)
\]
\[
+ \sum_{k_1} \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{3}{2}} u_{< k_1-10}) \quad (A.18)
\]
\[
+ \sum_{k_2} \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) (u_{< k_2-10} \cdot (-\Delta)^{\frac{3}{2}} u_{k_2}) \quad (A.19)
\]

For the first term of (A.17), we have
\[
2^{k(s-1)} \| P_k \left[ \sum_{|k_1-k_2| \leq 10} \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) (u_{k_1} \cdot (-\Delta)^{\frac{3}{2}} u_{k_2}) \right] \|_{L_t^1 L_x^2}
\]
\[
\lesssim 2^{k(s-1)} \sum_{|k_1-k_2| \leq 10} \| P_{[k-20, k+20]} (\Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u)) \|_{L_t^\infty L_x^3} \| u_{k_1} \|_{L_t^2 L_x^{\infty}} \| (-\Delta)^{\frac{3}{2}} u_{k_2} \|_{L_t^2 L_x^{\infty}}
\]
\[
+ 2^{k(s-1)} \sum_{|k_1-k_2| \leq 10} \| \Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u) \|_{L_t^{\infty} L_x^{\frac{3}{2}} + L_t^\infty L_x^3} \| u_{k_1} \|_{L_t^2 L_x^1} \| (-\Delta)^{\frac{3}{2}} u_{k_2} \|_{L_t^2 L_x^4}.
\]

For the first part, we deduce that
\[
2^{k(s-1)} \sum_{|k_1-k_2| \leq 10} \| P_{[k-20, k+20]} (\Pi_{\tilde{u}}^{\perp} ((-\Delta)^{\frac{3}{2}} u)) \|_{L_t^{\infty} L_x^{\frac{3}{2}} + L_t^\infty L_x^3} \| u_{k_1} \|_{L_t^2 L_x^{\infty}} \| (-\Delta)^{\frac{3}{2}} u_{k_2} \|_{L_t^2 L_x^{\infty}}
\]
\[
\lesssim T^{\frac{7}{2(2+s)}} \sum_{|k_1-k_2| \leq 10} \| u_{k_1} \|_{L_t^2 L_x^{\infty}} \| (-\Delta)^{\frac{3}{2}} u_{k_2} \|_{L_t^2 L_x^{\infty}}
\]
\[
( \sum_{k_3 \in \mathbb{Z}} 2^{-|k-k_3|} \| P_{k_3} u \|_{S_{\text{loc}}} (1 + \| \tilde{u} \|_{S_{\text{loc}}})
\]
\[
\lesssim T^{\frac{7}{2(2+s)}} \sum_{|k_1-k_2| \leq 10} 2^{(\frac{3}{2}+s)(k_1+k_2)} \frac{k_1}{2^{\frac{3}{2}+s}} \| u_{k_1} \|_{S_{\text{loc}}} \| u_{k_2} \|_{S_{\text{loc}}}
\]
\[
( \sum_{k_3 \in \mathbb{Z}} 2^{-|k-k_3|} \| P_{k_3} u \|_{S_{\text{loc}}} (1 + \| \tilde{u} \|_{S_{\text{loc}}})
\]
\[
\lesssim T^{\frac{7}{2(2+s)}} \| u \|_{S_{\text{loc}}}^2 ( \sum_{k_3 \in \mathbb{Z}} 2^{-|k-k_3|} \| P_{k_3} u \|_{S_{\text{loc}}} (1 + \| \tilde{u} \|_{S_{\text{loc}}}))
\]
The second part is easier to treat. We have
\[ 2^{k(s-1)} \sum_{|k_1 - k_2| \leq 10, k_1 \geq k-20} \| \Pi_{\tilde{u}} (-\triangle)^{\frac{1}{2}} u \|_{L_t^\infty L_x^2 + L_t^\infty L_x^{2+\gamma}} \| u_{k_1} \|_{L_t^2 L_x^4} \| (-\triangle)^{\frac{1}{2}} u_{k_2} \|_{L_t^2 L_x^4} \]
\[ \lesssim 2^{k(s-1)} T^{\frac{7}{2(2+\gamma)}} \sum_{|k_1 - k_2| \leq 10, k_1 \geq k-20} \| u_{k_1} \|_{L_t^{2+\gamma} L_x^4} \| (-\triangle)^{\frac{1}{2}} u_{k_2} \|_{L_t^2 L_x^4} \]
\[ (\sum_{k_3 \in \mathbb{Z}} 2^{-\sigma|k_3|} \| P_{k_3} u \|_{S_{loc}} (1 + \| \tilde{u} \|_{S_{loc}})) \]
\[ \lesssim 2^{k(s-1)} T^{\frac{7}{2(2+\gamma)}} (\sum_{|k_1 - k_2| \leq 10, k_1 \geq k-20} 2^{(n-2s)k_1} 2^{-\frac{7}{2(2+\gamma)}} k_1 \| u_{k_1} \|_{S_{loc}} \| u_{k_2} \|_{S_{loc}}) \]
\[ (\sum_{k_3 \in \mathbb{Z}} 2^{-\sigma|k_3|} \| P_{k_3} u \|_{S_{loc}} (1 + \| \tilde{u} \|_{S_{loc}})) \]
\[ \lesssim T^{\frac{7}{2(2+\gamma)}} (\sum_{k_3 \in \mathbb{Z}} 2^{-\sigma|k_3|} \| P_{k_3} u \|_{S_{loc}}) \| u \|_{S_{loc}}^2 (1 + \| \tilde{u} \|_{S_{loc}}). \]

This concludes the required bound for the first term (A.17) on the right-hand side.

Now we move to estimate the second term (A.18). For a given \( k \in \mathbb{Z} \), we split it as a sum of three terms:
\[ \sum_{k_1} \Pi_{\tilde{u}} (-\triangle)^{\frac{1}{2}} u (u_{k_1} \cdot (-\triangle)^{\frac{1}{2}} u_{<k_1-10}) \]
\[ = \sum_{k_1 \geq k+5} \Pi_{\tilde{u}} (-\triangle)^{\frac{1}{2}} u (u_{k_1} \cdot (-\triangle)^{\frac{1}{2}} u_{<k_1-10}) \quad (A.20) \]
\[ + \sum_{k_1 \in [k-5,k+5]} \Pi_{\tilde{u}} (-\triangle)^{\frac{1}{2}} u (u_{k_1} \cdot (-\triangle)^{\frac{1}{2}} u_{<k_1-10}) \quad (A.21) \]
\[ + \sum_{k_1 < k-5} \Pi_{\tilde{u}} (-\triangle)^{\frac{1}{2}} u (u_{k_1} \cdot (-\triangle)^{\frac{1}{2}} u_{<k_1-10}) \quad (A.22) \]
For (A.20), we have
\[ 2^{k(s-1)}\|P_k\left( \sum_{k_1 \geq k+5} \Pi_{u,\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10}) \right) \|_{L_t^1 L_x^2} \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} 2^{k(s-1)} \sum_{k_1 \geq k+5} \left( \|u_{k_1}\|_{L_t^2 L_x^\infty} \|(-\Delta)^{\frac{1}{2}} u_{<k_1-10}\|_{L_t^{2+\gamma} L_x^\infty} \right) \]
\[ \|P_{[k_1-5,k_1+5]}\left( \Pi_{u,\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) \right)\|_{L_t^\infty L_x^2} \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} 2^{k(s-1)} \sum_{k_1 \geq k+5 \atop k_2 < k_1-10} \left( \sum_{k_3 \in Z} 2^{-\sigma[k_1-k_3]} \|P_{k_3} u\|_{S_{loc}} \right) \left( 1+\|\tilde{u}\|_{S_{loc}} \right) \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} \|u\|_{S_{loc}}^2 \left( \sum_{k_3 \in Z} 2^{-\sigma[k_1-k_3]} \|P_{k_3} u\|_{S_{loc}} \right) \left( 1+\|\tilde{u}\|_{S_{loc}} \right). \]

Similarly, for (A.21) involves intermediate \( k_1 \), we have
\[ 2^{k(s-1)}\|P_k\left( \sum_{k_1 \in [k-5,k+5]} \Pi_{u,\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10}) \right) \|_{L_t^1 L_x^2} \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} 2^{k(s-1)} \sum_{k_1 \in [k-5,k+5]} \|u_{k_1}\|_{L_t^2 L_x^\infty} \|(-\Delta)^{\frac{1}{2}} u_{<k_1-10}\|_{L_t^{2+\gamma} L_x^\infty} \]
\[ \|P_{<k+10} \Pi_{u,\perp} \left( (-\Delta)^{\frac{1}{2}} u \right)\|_{L_t^\infty L_x^\infty} \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} \|u\|_{S_{loc}}^2 \left( \sum_{k_3 \in Z} 2^{-\sigma[k_1-k_3]} \|P_{k_3} u\|_{S_{loc}} \right) \left( 1+\|\tilde{u}\|_{S_{loc}} \right) \]

Lastly, for (A.22) when \( k_1 \) small, we get
\[ 2^{k(s-1)}\|P_k\left( \sum_{k_1 \leq k-5} \Pi_{u,\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) (u_{k_1} \cdot (-\Delta)^{\frac{1}{2}} u_{<k_1-10}) \right) \|_{L_t^1 L_x^2} \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} 2^{k(s-1)} \sum_{k_1 \leq k-5} \|u_{k_1}\|_{L_t^2 L_x^\infty} \|(-\Delta)^{\frac{1}{2}} u_{<k_1-10}\|_{L_t^{2+\gamma} L_x^\infty} \]
\[ \|P_{[k-20,k+20]}\left( \Pi_{u,\perp} \left( (-\Delta)^{\frac{1}{2}} u \right) \right)\|_{L_t^\infty L_x^2} \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} \sum_{k_1 \leq k-5 \atop k_2 < k_1-10} \left( \sum_{k_3 \in Z} 2^{-\sigma[k_1-k_3]} \|P_{k_3} u\|_{S_{loc}} \right) \left( 1+\|\tilde{u}\|_{S_{loc}} \right) \]
\[ \lesssim T^{\frac{\gamma}{2+\gamma}} \|u\|_{S_{loc}}^2 \left( \sum_{k_3 \in Z} 2^{-\sigma[k_1-k_3]} \|P_{k_3} u\|_{S_{loc}} \right) \left( 1+\|\tilde{u}\|_{S_{loc}} \right). \]

Finally, the third term (A.19) is the most delicate one. The derivative \((-\Delta)^{\frac{1}{2}}\) falls on the higher-frequency term \( u_{k_2} \). We need to use the Lemma 3.3 to deal with it.
Firstly, we know the difference
\[ \Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} u (u_{\ll M} - (\Delta)^{\frac{1}{2}} u_{k_3}) - \Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} (u_{\ll M} - (\Delta)^{\frac{1}{2}} u_{k_3}) \]
can be estimated like (A.18) above. Thus it is enough to consider \( \Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} \left( u_{\ll M} - (\Delta)^{\frac{1}{2}} u_{k_3} \right) \) instead.

Using the geometric condition the condition \( u \cdot u = 1 \), we have
\[ 0 = u \cdot u - Q \cdot Q = \sum_{|k_1 - k_2| < 10} u_{k_1} u_{k_2} + 2 \sum_{k_1} u_{k_1} \cdot u_{k_1 - 10} \quad \text{(A.23)} \]
This implies that
\[ 0 = \sum_{|k_1 - k_2| < 10} (-\Delta)^{\frac{1}{2}} (u_{k_1} u_{k_2}) + 2 \sum_{k_1} (-\Delta)^{\frac{1}{2}} (u_{k_1} \cdot u_{k_1 - 10}) \quad \text{(A.24)} \]
Hence we have
\[ \sum_{k_2} \Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} u (u_{\ll M} - (\Delta)^{\frac{1}{2}} u_{k_3}) = - \sum_{|k_3 - k_4| < 10} \frac{1}{2} \Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} (u_{k_3} \cdot u_{k_4}). \]
Thereafter, we can deduce
\[ 2^{k(s-1)} \left\| P_k \left[ \sum_{|k_3 - k_4| < 10} \frac{1}{2} \Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} u \left( u_{k_3} \cdot u_{k_4} \right) \right] \right\|_{L^1_t L^2_x} \]
\[ \lesssim 2^{k(s-1)} \sum_{|k_3 - k_4| < 10} \left\| P_{k-10, k+10} (\Pi_{A^\perp} \left( -\Delta \right)^{\frac{1}{2}} u) \right\|_{L^\infty_t L^2_x} \left\| (\Delta)^{\frac{1}{2}} (u_{k_3} \cdot u_{k_4}) \right\|_{L^1_t L^\infty_x} \]
\[ \lesssim T^{\frac{7}{4}} \left\| u_{k_3} \right\|_{L^{2+\gamma} x} \left\| u_{k_4} \right\|_{L^2_t L^2_x} \left( 1 + \left\| u \right\|_{S_{local}} \right) \sum_{k_3} 2^{-\sigma|k-k_3|} \left\| P_{k_3} u \right\|_{S_{local}} \]
\[ \lesssim T^{\frac{7}{4}} \left\| u \right\|_{S_{local}} \left( 1 + \left\| u \right\|_{S_{local}} \right) \sum_{k_3} 2^{-\sigma|k-k_3|} \left\| P_{k_3} u \right\|_{S_{local}} \]

When \( k_3 > k - 20 \), we put both \( u_{k_3} \) into \( L^2_t L^4_x \), and \( u_{k_4} \) into \( L^{2+\gamma} L^4_x \) to get desired result.
So we conclude the estimate of (4.2).

**Proof of (4.3).**

We first get rid of the projection operator \( \Pi_{A^\perp} \). As in the Lemma A.1, we have
\[ \left\| P_k \left[ \Pi_{A^\perp} F \right] \right\|_{L^1_t H^{s-1}_x} \lesssim (1 + \left\| u \right\|_{S_{local}}) \sum_{k_3 \in \mathbb{Z}} 2^{-\sigma|k-k_3|} \left\| P_{k_3} F \right\|_{L^1_t H^{s-1}_x}. \]
Therefore, it suffices to show that
\[
\| \sum_{k_1, k_2 \in \mathbb{Z}} P_k \left[ u \times (-\Delta)^\frac{1}{2} \left( u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2} \right) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \|_{L_t^4 H_x^{s-1}}
\]
(A.25)
\[
\lesssim T^{\frac{2}{3(2+\gamma)}} \| u \|_{S_{loc}}^3
\]
We consider different cases in the following. For \( k_1 > k + 10 \), we first split it into
\[
2^{k(s-1)} \| \sum_{k_1, k_2 \in \mathbb{Z}} P_k \left[ u \times (-\Delta)^\frac{1}{2} \left( u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2} \right) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \|_{L_t^1 L_x^2}
\]
\[
= 2^{k(s-1)} \sum_{|k_1-k_2|<5 \atop k_1 > k+10} P_k \left[ u \times (-\Delta)^\frac{1}{2} \left( u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2} \right) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \|_{L_t^1 L_x^2}
\]
\[
+ 2^{k(s-1)} \sum_{|k_1-k_2|<5 \atop k_2 < k_1 < k+10} P_k \left[ u \times (-\Delta)^\frac{1}{2} \left( u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2} \right) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \|_{L_t^1 L_x^2}
\]
\[
+ 2^{k(s-1)} \sum_{|k_1-k_2|<5 \atop k_2 > k_1 < k+10} P_k \left[ u \times (-\Delta)^\frac{1}{2} \left( u_{k_1} \times (-\Delta)^\frac{1}{2} u_{k_2} \right) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \|_{L_t^1 L_x^2}
\]
For the first term, we need to use Lemma 3.3 again, in particular, (3.7) and (3.8). We have
\[
2^{k(s-1)} \sum_{|k_1-k_2|<5 \atop k_1 > k+10} 2^{k_1+k_2} \| P_k u \|_{L_t^1 L_x^2} \| u_{k_1} \|_{L_t^2 L_x^4} \| u_{k_2} \|_{L_t^2 L_x^4}
\]
\[
\lesssim T^{\frac{2}{3(2+\gamma)}} \| u \|_{S_{loc}} \sum_{|k_1-k_2|<5 \atop k_1 > k+10} 2^{k(s-1)2(\frac{s}{4} - s - \frac{1}{2+\gamma})k_1 2(\frac{s}{4} - s - \frac{1}{2+\gamma})k_2} \| u_{k_1} \|_{S_{loc}} \| u_{k_2} \|_{S_{loc}}
\]
\[
\lesssim T^{\frac{2}{3(2+\gamma)}} \| u \|_{S_{loc}}^3
\]
Then, for the high-low intersection second term, we derive
\[
2^{k(s-1)} \sum_{k_1 > k+10 \atop k_2 < k_1 - 5} \| u_{k_1} \|_{L_t^2 L_x^\infty} 2^{k_1+k_2} \| u_{k_1} \|_{L_t^\infty L_x^2} \| u_{k_2} \|_{L_t^{2+\gamma} L_x^\infty}
\]
\[
\lesssim 2^{k(s-1)} \sum_{k_1 > k+10 \atop k_2 < k_1 - 5} 2^{(\frac{s}{2} - 2s + 1)k_1} \| u_{k_1} \|_{S_{loc}}^2 \sum_{k_2 < k_1 - 5} 2^{(\frac{s}{2} - s + \frac{1}{2+\gamma})k_2 2 - \frac{k_1}{2}} \| u_{k_2} \|_{S_{loc}}
\]
\[
\lesssim T^{\frac{2}{3(2+\gamma)}} \| u \|_{S_{loc}}^3
\]
The leftover case, when \( k_1 > k + 10, k_2 > k_1 + 5 \), can be estimated symmetrically as

\[
2^{k(s-1)} \left\| \sum_{k_1 > k + 10, k_2 > k_1 + 5} P_k \left[ u \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 L_x^2}
\]

\[
\lesssim 2^{k(s-1)} \sum_{k_1 > k + 10, k_2 > k_1 + 5} \left\| u_{k_2} \right\|_{L_t^1 L_x^\infty} 2^{k_1 + k_2} \left\| u_{k_1} \right\|_{L_t^{2+\gamma} L_x^\infty} \left\| u_{k_2} \right\|_{L_t^\infty L_x^2}
\]

\[
\lesssim 2^{k(s-1)} \sum_{k_2 > k + 10} 2^{(\frac{\gamma}{2} - 2s + 1)k_2} \left\| u_{k_2} \right\|_{S_{loc}}^2 \sum_{k_1 < k_2 - 5} 2^{(\frac{\gamma}{2} - s + \frac{\gamma}{4} + S_1)k_1} 2^{-k_2} \left\| u_{k_1} \right\|_{S_{loc}}
\]

\[
\lesssim T^{\frac{\gamma}{1(2 + \gamma)}} \left\| u \right\|_{S_{loc}}^3.
\]

Hence, we conclude that the case when \( k_1 > k + 10 \). Moreover, the above estimates can also be used to get the estimate for \( k_2 > k + 10 \). Therefore, we conclude the case when both frequencies are larger.

Next, we consider the case for \( k_1, k_2 < k - 10 \). By Lemma 3.3, with respect to the \( N_{loc} \) norm, we have

\[
P_k \left[ u \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) \right] \approx P_k \left[ u \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) \right] + T^{\frac{\gamma}{1(2 + \gamma)}} \left\| u \right\|_{S_{loc}}^3,
\]

\[
P_k \left[ u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \approx P_k \left[ u \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) \right] + T^{\frac{\gamma}{1(2 + \gamma)}} \left\| u \right\|_{S_{loc}}^3.
\]

Therefore, we consider the following instead.

\[
2^{k(s-1)} \left\| \sum_{k_1, k_2 < k - 10} P_k \left[ P_{[k-5,k+5]} u \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) \right] \right\|_{L_t^1 L_x^2}
\]

\[
\lesssim 2^{k(s-1)} T^{\frac{\gamma}{(2 + \gamma)}} \sum_{k_1, k_2 < k - 10} \left\| P_{[k-5,k+5]} u \right\|_{L_t^\infty L_x^3} \left\| \left( -\Delta \right)^{\frac{\gamma}{2}} u_{k_1} \right\|_{L_t^{2+\gamma} L_x^\infty} \left\| \left( -\Delta \right)^{\frac{\gamma}{2}} u_{k_2} \right\|_{L_t^2 L_x^\infty}
\]

\[
\lesssim T^{\frac{\gamma}{(2 + \gamma)}} \sum_{k_1, k_2 < k - 10} 2^{-k} \left\| u \right\|_{S_{loc}} \times 2^{(1 - \frac{\gamma}{2(2 + \gamma)} + S_1)k_1} \left\| u_{k_1} \right\|_{S_{loc}} \times 2^{(\frac{\gamma}{2} - s + \frac{\gamma}{4} + S_1)k_1} \left\| u_{k_2} \right\|_{S_{loc}}
\]

\[
\lesssim T^{\frac{\gamma}{(2 + \gamma)}} \left\| u \right\|_{S_{loc}}^3.
\]

Finally, we consider the scenario when one frequency is intermediate in \([k - 10, k + 10]\) and the other is small.

\((i)\): \( k_1 \in [k - 10, k + 10], k_2 < k + 10 \). We split it into two cases:

\[
2^{k(s-1)} \left\| \sum_{k_1 \in [k-10,k+10], k_2 < k + 10} P_k \left[ u \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) - u \times (u_{k_1} \times (-\Delta) u_{k_2}) \right] \right\|_{L_t^1 L_x^2}
\]

\[
= 2^{k(s-1)} \left\| \sum_{k_1 \in [k-10,k+10], k_2 < k + 10} P_k \left[ u_{k_2-10} \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) \right] \right\|_{L_t^1 L_x^2}
\]

\[
+ 2^{k(s-1)} \left\| \sum_{k_1 \in [k-10,k+10], k_2 < k + 10} P_k \left[ u_{k_1-10} \times \left( -\Delta \right)^{\frac{\gamma}{2}} (u_{k_1} \times (-\Delta)^{\frac{\gamma}{2}} u_{k_2}) \right] \right\|_{L_t^1 L_x^2}
\]

Firstly, we have
By the cross product rule

\[ \langle a \times (b \cdot c) \rangle = b(a \cdot c) - c(a \cdot b), \]

we have

\[
P_k \left[ u_{<k_2-10} \times (-\Delta)^{\frac{1}{2}} \left( u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right) - u_{k_2-10} \times (u_{k_1} \times (-\Delta) u_{k_2}) \right]
\approx P_k \left[ (-\Delta)^{\frac{1}{2}} u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2} \right]
= P_k \left[ (-\Delta)^{\frac{1}{2}} u_{k_1} \left( u_{k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] - P_k \left[ (-\Delta)^{\frac{1}{2}} u_{k_2} \left( u_{k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_1} \right) \right]
\]

For the first term, we have

\[ 2^k \sum_{k_1 \in [k-10, k+10]} \sum_{k_2 < k+10} P_k \left[ (-\Delta)^{\frac{1}{2}} u_{k_1} \left( u_{k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2} \right) \right] \|
\]

\[ \lesssim 2^k \sum_{k_1 \in [k-10, k+10]} \sum_{k_2 < k+10} \|(-\Delta)^{\frac{1}{2}} u_{k_1} \| L^\infty \| u_{k_2} \| L^2 \sum_{k_2 < k+10} \| P_k (u_{k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2}) \| L^1 \|
\]

\[ \lesssim \| u \| s_{\text{loc}} \sum_{k_2 < k+10} \| P_k (u_{k_2-10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2}) \| L^1 \|
\]

By the geometric property (A.23), we know that

\[ 0 = P_k (u \cdot u) = 2P_k (u_{[k-10, k+10]} \cdot u_{<k-10}) + P_k (u_{k+10} \cdot u_{>k+10}). \quad \text{(A.26)} \]

After that, we can replace

\[ P_k (u_{k_2-10} \cdot u_{[k_2-10, k_2+10]}) = -\frac{1}{2} P_k (u_{k_2+10} \cdot u_{k_2+10}). \quad \text{(A.27)} \]
Hence, we finish this term by
\[
\sum_{k_2 < k + 10} \| (-\Delta)^{\frac{1}{2}} P_{k_2} (u_{< k_2 - 10} \cdot u_{k_2}) \|_{L^1_t L^\infty_x}
\]
\[
\simeq \sum_{k_2 < k + 10} \| (-\Delta)^{\frac{1}{2}} P_{k_2} (u_{\geq k_2 + 10} \cdot u_{\geq k_2 + 10}) \|_{L^1_t L^\infty_x}
\]
\[
\lesssim T^{\frac{7}{2(n+7)}} \sum_{k_2 < k + 10 \atop k_1 \geq k_2 + 10} 2^{k_2 - (\frac{1}{2} + \frac{n}{2(n+7)})k_3} 2^{(n-2s)k_2} \| u_{k_3} \|_{S\text{loc}}^2
\]
\[
\lesssim T^{\frac{7}{2(n+7)}} \| u \|_{S\text{loc}}^3.
\]

Thus we conclude this case.

(ii): $k_2 \in [k - 10, k + 10], k_1 < k + 10$. As shown in the case (i), we further split the case with respect to the frequency of the first term involving $u$. When $u_{\geq k_1 - 10}$, it can be estimate as above. Thus, we focus on the case for $u_{< k_1 - 10}$.

By the Lemma 3.3, we have
\[
2^k (s-1) \sum_{k_1 < k + 10 \atop k_2 \in [k-10, k+10]} P_k [u_{< k_1 - 10} \times (-\Delta)^{\frac{1}{2}} (u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2})]
\]
\[
- (-\Delta)^{\frac{1}{2}} (u_{< k_1 - 10} \times (u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2})) \|_{L^1_t L^2_x}
\]
\[
\lesssim 2^k (s - 1) T^{\frac{7}{2(n+7)}} \sum_{k_1 < k + 10 \atop k_2 \in [k-10, k+10]} \| (-\Delta)^{\frac{1}{2}} u_{< k_1 - 10} \|_{L^2_t L^2_x} \| u_{k_1} \|_{L^{2+\gamma}_t L^\infty_x} \| (-\Delta)^{\frac{1}{2}} u_{k_2} \|_{L^\infty_t L^2_x}
\]
\[
\lesssim T^{\frac{7}{2(n+7)}} \| u \|_{S\text{loc}} \sum_{k_1 < k + 10 \atop k_3 < k_1 - 10} 2^k \left( \frac{n}{2(n+7)} - s \right) k_1 \| u_{k_3} \|_{S\text{loc}} 2^{(-\frac{n}{2(n+7)} + \frac{n}{2} - s)k_1} \| u_{k_1} \|_{S\text{loc}}
\]
\[
\lesssim T^{\frac{7}{2(n+7)}} \| u \|_{S\text{loc}}^3.
\]

Therefore, we can consider $P_k [(-\Delta)^{\frac{1}{2}} (u_{< k_1 - 10} \times (u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2}))]$ instead. Using the cross product rule, we reformulate the expression as

\[
P_k [(-\Delta)^{\frac{1}{2}} (u_{< k_1 - 10} \times (u_{k_1} \times (-\Delta)^{\frac{1}{2}} u_{k_2})) - u_{< k_1 - 10} \times (u_{k_1} \times (-\Delta) u_{k_2})]
\]
\[
= P_k [(-\Delta)^{\frac{1}{2}} (u_{k_1} (u_{< k_1 - 10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2}) - (-\Delta)^{\frac{1}{2}} u_{k_2} (u_{< k_1 - 10} \cdot u_{k_1}))]
\]
\[
- P_k ((u_{k_1} (u_{< k_1 - 10} \cdot (-\Delta) u_{k_2}) - (-\Delta) u_{k_2} (u_{< k_1 - 10} \cdot u_{k_1})))
\]
\[
= P_k [(-\Delta)^{\frac{1}{2}} (u_{k_1} (u_{< k_1 - 10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2}) - (u_{k_1} (u_{< k_1 - 10} \cdot (-\Delta) u_{k_2}))]
\]
\[
+ P_k [(-\Delta) u_{k_2} (u_{< k_1 - 10} \cdot u_{k_1})] - (-\Delta)^{\frac{1}{2}} ((-\Delta)^{\frac{1}{2}} u_{k_2} (u_{< k_1 - 10} \cdot u_{k_1})).
\]

Furthermore, we also know the differences
\[
\| u_{< k_1 - 10} \cdot (-\Delta)^{\frac{1}{2}} u_{k_2} - (-\Delta)^{\frac{1}{2}} (u_{< k_1 - 10} \cdot u_{k_2}) \|_{L^2_t L^\infty_x}
\]
and
are all desirable bounds so that we can replace them respectably.

Additionally, by putting $u_k$ into $L^2_t L^\infty_x$, we also know that

$$P_k \left[ (-\Delta)^{\frac{3}{2}} \left( u_{k1} (u_{<k1-10} \cdot (-\Delta)^{\frac{3}{2}} u_{k2}) \right) \right] - P_k \left[ u_{k1} (u_{<k1-10} \cdot (-\Delta) u_{k2}) \right]$$

$$\approx P_k \left[ (-\Delta)^{\frac{3}{2}} \left( u_{k1} (-\Delta)^{\frac{3}{2}} (u_{<k2-10} \cdot u_{k2}) \right) \right] - P_k \left[ u_{k1} (-\Delta) (u_{<k2-10} \cdot u_{k2}) \right]$$

Then we can use the geometric property (A.23) to replace

$$P_{k2} (u_{<k2-10} \cdot u_{k2}) = -\frac{1}{2} P_{k2} (u_{k2+10} \cdot u_{k2+10}).$$

We conclude that

$$2^{k(s-1)} \left\| \sum_{k_1 < k+10} \sum_{k_2 \in [k-10,k+10]} P_k \left[ (-\Delta)^{\frac{3}{2}} \left( u_{k1} (-\Delta)^{\frac{3}{2}} (u_{<k2-10} \cdot u_{k2}) \right) \right] \right\|_{L^1_t L^2_x}$$

$$- P_k \left[ u_{k1} (-\Delta) (u_{<k2-10} \cdot u_{k2}) \right] \|_{L^1_t L^2_x} \lesssim 2^{k(s-1)} T^{\frac{2}{3(1+\gamma)}} \sum_{k_1 < k+10} \sum_{k_2 \in [k-10,k+10]} (-\Delta)^{\frac{3}{2}} u_{k1} \|_{L^1_t L^2_x} 2^{k_2} \| u_{>k2+10} \|_{L^{2+\gamma}_t L^\infty_x} \| u_{>k2+10} \|_{L^\infty_t L^2_x}$$

$$\lesssim 2^{k(s-1)} T^{\frac{2}{3(1+\gamma)}} \sum_{k_1 < k+10} \sum_{k_2 \in [k-10,k+10]} 2^{\left( \frac{3}{2} + \frac{1}{s} - \frac{s}{2} \right) k_1} \| u_{k1} \|_{S_{loc}} 2^{\left( \frac{3}{2} - 2s + \frac{s}{2} \right) k_5} \left\| u_{k5} \right\|_{S_{loc}}$$

$$\lesssim T^{\frac{2}{3(1+\gamma)}} \| u \|_{S_{loc}}^3.$$
Hence, we conclude the multilinear estimates.
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