Using Light-Switching Molecules to Modulate Charge Mobility in a Quantum Dot Array
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We have studied the electron hopping in a two-CdSe quantum dot system linked by an azobenzene-derived light-switching molecule. This system can be considered as a prototype of a QD supercrystal. Following the computational strategies given in our recent work [Chu et al. J. Phys. Chem. C 115, 21409 (2011)], we have investigated the effects of molecular attachment, molecular isomer (trans and cis) and QD size on electron hopping rate using Marcus theory. Our results indicate that molecular attachment has a large impact on the system for both isomers. In the most energetically favorable attachment, the cis isomer provides significantly greater coupling between the two QDs and hence the electron hopping rate is greater compared to the trans isomer. As a result, the carrier mobility of the QD array in the low carrier density, weak external electric field regime is several orders of magnitude higher in the cis compared to the trans configuration. This is the first demonstration of mobility modulation using QDs and azobenzene that could lead to a new type of switching device.

I. INTRODUCTION

Colloidal quantum dots (QDs) have garnered great interest in recent years as potential materials for optoelectronic devices due to the tunability of their electronic, optical, and magnetic properties. Applications for QD nanostructures include solar cells, light-emitting diodes (LED), and thermoelectric. Although early synthesis of these structures yielded disorganized combinations of QDs and organic molecules, more recent advances in ordered self-assembly have allowed for fine control of structural and electronic properties to make functionalized nanostructures. In any of the above applications, efficient charge transport is essential for device performance, which depends on using semiconducting materials with high mobility. In QD arrays, mobility mainly depends on electronic coupling between QDs through the embedded matrix or interparticle environment. Traditional methods of synthesis have used long chains of hydrocarbons as surface ligands that are crucial to control growth and colloidal stability. However, these ligands also act as insulating barriers that limit electron mobility. Recent research has shown that replacing long hydrocarbons with shorter capping molecules such as pyridine, n-butylamine, and metal chalcogenide complexes (e.g., Sn2S5), can improve mobility by several orders of magnitude to 1 - 10 cm2V−1s−1 due to reduced interdot spacing.

This recent evidence that mobility is strongly dependent on QD ligands and interdot spacing suggests that conductivity could be modulated by reversible switching of the connectivity between QDs in an array. One method of achieving this is through the use of photoswitchable ligands that link the QDs. The photoswitching molecule azobenzene (AB) is an ideal candidate that has been widely researched in applications such as as light-sensitive molecular switches and reversible data storage. Consisting of two benzene rings connected by a double nitrogen linker, the ground state trans configuration isomerizes to the cis configuration upon exposure to 365 nm wavelength light. The cis configuration can then isomerize back to trans due to thermal relaxation or upon 420 nm wavelength light irradiation. Previous computational studies using azobenzene in metal-AB-metal and CNT-AB-CNT junctions have demonstrated distinct conductance patterns when switching between the trans and cis configurations.

Since mobility in QDs is dependent upon tunneling barriers and interdot spacing, a similar mechanism as described in metal-molecule junctions could be applied to QD arrays to reversibly switch tunneling barrier lengths. Azobenzene has already been synthesized with QDs, either as capping ligands on CdS QDs or as a way to reversibly assemble and disassemble a superstructure of gold nanoparticles. However, no experimental or theoretical research has investigated the questions of mobility and conductance in QDs linked by reversible molecules such as azobenzene.

To investigate charge transport in such a system, the charge hopping process between AB-linked QDs is of fundamental importance. In our recent work, we have studied different possible mechanisms for the charge hopping in a two-CdSe QD system. We have found that the multi-phonon mechanism, which can be described by Marcus theory, dominates the hopping process. In this case, excited electrons carrying higher kinetic energy first rapidly lose energy to phonons and relax to the conduction band edge state. This relaxation process completes prior to hopping between QDs. Thus, by studying hopping between these band edge states, one can gain physical insight into the relevant transport processes.

In this work, we have studied the electron hopping rate in a simplified system that contains two CdSe QDs linked by an AB derivative. This process serves as the primary step for electron transport in an actual QD array and...
FIG. 1: (color online) Our model system contains two CdSe QDs covalently linked by an (A) trans and (B) cis azobenzene derivatives. The subsystem is cast out from the two QDs, as indicated by the red dashed line. The space between the dashed and solid red lines indicates the region in which the mask function $M(r)$ is applied for the charge patching method (see text for details). This figure is created using XCrysden.²⁵

is therefore of fundamental significance. We have used CdSe QDs in the present study because they are widely used in experiment and demonstrate relatively high conductivities.¹²⁴ From the electron hopping rate, we have estimated the carrier mobility in the array that can be compared to future experimental results. The article is organized as follows: we give a brief description of our model system and the computational methods in Section II, present results in Section III, and end with brief conclusions in Section IV.

II. MODEL AND COMPUTATIONAL METHODS

Our model system contains two CdSe QDs covalently linked by the AB derivative with either the trans or cis isomer, as shown in Figure 1. This molecule contains an AB fragment in the center, with a CS₂ unit linked to each side. This linker has been chosen because previous experimental studies have already used sulfur-containing molecules such as Sn₂S₆ to bind to CdSe QD.²⁴ The surface of the QDs is passivated by artificial hydrogen atoms to remove gap states due to dangling bonds. Within density functional theory (DFT), the electronic structure can be studied provided that the total charge density is computed. However, such a system usually contains thousands of atoms, which makes a conventional DFT calculation impractical. Here, we have calculated the total charge density of the systems by applying computational methods used in our previous work and briefly described below.

A. Molecular attachment calculations

To determine the most energetically favorable molecular attachments of the AB derivative connecting the two CdSe QDs, we have investigated the molecular attachment between two flat CdSe (10-10) surfaces, which are approximated as the QD surfaces. Such an approximation is justified by the fact that the actual molecular attachment involves only a very small region and that the (10-10) surface is the most stable surface in a CdSe crystal. Each QD surface is then modeled by a three-layer slab covalently linked to the AB derivative. On each CdSe surface, a standout Cd atom is added near the AB derivative to satisfy the local electron counting rule. The surfaces are periodic in the $x$ and $y$ directions and we have set the intermolecular distance to be about 10 Å to minimize the interactions between periodic images of the molecules. A 10 Å vacuum layer is added above each slab along the $z$-direction to avoid nonphysical interactions between the slabs and their images.

The structural optimizations have been performed using the plane-wave DFT code VASP. The LDA exchange-correlation functionals, together with a kinetic energy cutoff of 440 eV have been used within the projected augmented wave method. Several initial attachments have been used and then the corresponding atomic structures have been optimized. Since the total number of atoms of the system may differ among the initial attachments and the two isomers, the bonding energy calculations have been carried out to determine the most stable molecular attachments.

B. Construction of the total charge density with ab initio accuracy

To construct the total charge density of the model system, we have adopted the divide-and-conquer method. This procedure allows for the electronic structure calculation of our large model system (two QDs plus AB derivative) by combining separate calculations of the charge density in the molecule-QD attachment region and the single-QD regions. We have first constructed a subsystem that includes the AB derivative and nearby QD regions bounded by the dashed red lines in Figure 1. We have again used artificial hydrogen atoms to passivate the QD surfaces. Across all sizes of QD used in this study, this subsystem contains only a few hundred atoms and thus its charge density can be obtained by a standard DFT calculation. In the present work, such calculations have been performed using the plane-wave DFT code PEtot along with LDA exchange correlation functionals and norm-conserving pseudopotentials. The ki-
netic energy cutoff has been chosen to be 62 Ry (about 840 eV) to ensure total energy convergence.

Next, the charge densities in each QD region have been calculated separately using the well-tested charge patching method (CPM)\(^{33}\), in which the total charge density of a large system can be determined by assuming that the charge density at a given point in real space only depends on the neighboring atoms. This allows for the calculation of charge density in a small region that can be extended to describe large systems such as the QDs used here. This method has been shown to give a charge density differing from a self-consistent DFT counterpart by only 0.1%. Finally, to connect the charge densities calculated for the subsystem \((\rho_{sub}(r)}\) and the two QDs \((\rho_{QD}(r)}\), we have introduced a mask function \(M(r)\) that smoothly varies from 0 to 1 when \(r\) crosses from the QD side (red dashed lines) to the central molecular side (red solid lines), as illustrated in Figure 1. The total charge density \((\rho_{tot}(r)}\) can then be expressed as

\[
\rho_{tot}(r) = M(r)\rho_{sub}(r) + [1 - M(r)]\rho_{QD}(r)
\]

(1)

It is important to note that to obtain the correct total charge, one might need to rescale \(\rho_{sub}(r}\) in the subsystem slightly.

Once the total charge density has been calculated, the total DFT potential \(V_{tot}(r)\) can be solved directly from the Poisson equation. Then one arrives at the single-particle Kohn-Sham (KS) equation\(^{31}\) given as:

\[
H(r)\psi_i(r) = -\frac{\hbar^2}{2m} \nabla^2 + V_{eff}(r) = \epsilon_i\psi_i(r), \quad (2)
\]

\[
V_{eff}(r) = V_{tot}(r) + \tilde{V}_{NL}
\]

(3)

where \(\tilde{V}_{NL}\) is the nonlocal part of the atomic pseudopotentials; \(\psi_i(r)\) is the \(i^{th}\) eigen-state with the state energy \(\epsilon_i\). Instead of directly solving the above equation, we have applied the folded spectrum method (FSM)\(^{33}\) to obtain the conduction band edge states. These are the primary states of interest when calculating electron mobility because it is assumed that excited electrons lose energy to phonons and relax to the band edge on a timescale much smaller compared to the hopping rate. In particular, we have solved the equation \([H(r) - \epsilon_{ref}]^2\psi_i(r) = (\epsilon_i - \epsilon_{ref})^2\psi_i(r)\) where \(\epsilon_{ref}\) is some energy reference inside the band gap and is close to the conduction band minimum. Consequently, the first few states solved from this equation correspond to those closest to the conduction band edge. Here, the energy reference is estimated using the generalized moments method\(^{33}\). In this work, since we have only studied the electron hopping between conduction band states, we do not expect the well-known DFT band gap problem to significantly affect our results.

### C. Electron hopping theory

The electron hopping from QD a to QD b is dominated by the multi-phonon process, which can be described by the Marcus hopping rate \((k_{ab})\) equation\(^{21}\)

\[
k_{ab} = |V_{ab}|^2 \sqrt{\frac{\pi}{\hbar k_B T}} \exp\left[\frac{-\left(\lambda + \epsilon_a - \epsilon_b\right)^2}{4\lambda k_B T}\right]. \quad (4)
\]

Here, state \(\psi_{a(b)}(r)\) is localized on the QD a(b). \(V_{ab}\) is the electronic coupling between states \(\psi_a(r)\) and \(\psi_b(r)\) which can be calculated by their energy anticrossing (AC)\(^{23}\) when one state is under perturbation by an external potential. \(\lambda\) is the reorganization energy, which corresponds to the atomic relaxation energy after the electron hops from QD a to QD b. \(\epsilon_{a(b)}\) is the state energy when an electron occupies QD a(b). When the two QDs are the same size, \(\epsilon_a = \epsilon_b\), \(k_B\) and \(T\) are Boltzmann’s constant and temperature, respectively. This theory has been proven to be in very good agreement with a more advanced treatment in which the atomic motions are considered quantum mechanically within the harmonic approximation\(^{23,22}\). Both \(V_{ab}\) and \(\lambda\) are the central quantities that must be calculated to determine the hopping rate using Marcus theory.

We have first calculated the electronic coupling \(V_{ab}\) between the two lowest conduction band states that are involved in electron hopping between the QDs. Without the presence of the AB linker molecule, the conduction band edge states from each QD would be nearly degenerate. The inclusion of the linker molecule splits the energy of these two states. The electronic coupling \(V_{ab}\) between two QD states can then be computed by adding an artificially small, Gaussian-like potential to one QD to cause an AC curve between the energies of these two QD states. The minimal energy splitting between these two states is the AC energy, equal to \(2V_{ac}\)\(^{22}\).

When an electron at one QD hops to another QD, there is an atomic relaxation due to the induced forces. The resulting relaxation energy is known as the reorganization energy \((\lambda)\). To calculate this quantity, we have computed the electron-phonon coupling matrix, defined as \(C_{ij}(R) = \langle \psi_i | \partial H/\partial R | \psi_j \rangle\). The diagonal elements \(C_{ii}(R) = \langle \psi_i | \partial H/\partial R | \psi_i \rangle\) correspond to additional forces acting on the atoms at coordinates \(\{R\}\) due to the occupation change (addition/removal of an electron) at state \(\psi_i\). Since the QD states \(\psi_a\) and \(\psi_b\) are mostly localized on the two QDs instead of the AB molecule, we have approximated this energy as the sum of the relaxation energies in each single QD. The calculation of the coupling matrix elements \(C_{a0(b0)}\) is non-trivial as it usually involves thousands of atoms. To make such a calculation feasible, we have used CPM to calculate the coupling matrix elements. Then the valence force field (VFF)\(^{10}\) has been applied to the single QD and the relaxation energy due to the induced forces acting on each atom has been obtained.
D. Calculating the carrier mobility

After the electron hopping rate is obtained for the QD-AB-QD system, one can calculate the electron mobility in the low carrier density regime with a weak external electric field. To do this, we have constructed a cubic QD network containing $N_x \times N_y \times N_z$ QDs with $N_x = N_y = N_z = N$ (e.g. $N = 50$). In this network, all the QDs are the same size (characterized by the QD diameter $D$), and any two adjacent QDs (labeled as $a$ and $b$) are connected by the AB derivative, with the hopping rate from $a$ ($b$) to $b$ ($a$) being $k_{ab(ba)}$. Then the conductance between them is given by $G_{ab} = G_{ba} = e^2 n_a k_{ab}/k_B T = e^2 n_b k_{ba}/k_B T$. Here, $n_{a(b)}$ is the occupation number of state $\psi_{a(b)}$ in the QD $a(b)$; $e$ and $k_B$ are the elementary charge and Boltzmann constant, respectively. By applying an external electric field along certain direction, e.g. the z-direction, we have then solved a set of linear equations $\sum_i (V_i - V_j) G_{ij} = 0$ to obtain the potential at each QD site in the network. Then we have calculated the total current $I_z$ and hence the total conductance $G_z$. In the low carrier density regime, the electron mobility can be written as

$$\mu_z = G_z / neL_z$$

(5)

with $L_z = N_z D$ being the network size along the z-direction, and $n$ the average concentration of electron carriers. When there is no fluctuations (size or attachment) in the QD array, we have $n = n_a/D^3$. Now the electron mobility reads:

$$\mu_z = \frac{e k_{ab}}{k_B T} D^2$$

(6)

III. RESULTS

We have first investigated the optimal attachment of the AB derivative connecting two flat CdSe (10-10) surfaces, in which we have tested different initial attachments (see Sec. II.A). The two most stable attachments for both the trans and cis isomers are shown in Figure 2. For the type I attachment (Figure 2A,B) for trans and (E,F) for cis, one of the S atoms is covalently bonded to both the standout Cd atom and the other Cd atom on the surface, whereas the other S atom is only bonded to one Cd atom on the surface. In type II attachment, both S atoms are bonded to both the standout Cd atom and one Cd atom on the surface (Figure 2C,D) for trans and (G,H) for cis). Furthermore, bonding energy calculations show that the type II attachment is more stable as its bonding energy is 0.8 eV higher than the type I attachment. This is due to more S-Cd chemical bonds between the linker molecule and the CdSe surface. For each AB isomer, these two types of attachment give very similar surface-surface distances, and hence similar QD-QD distance. In particular, the surface-surface distance is around 17 Å for the trans isomer while it is about 14 Å for the cis isomer. The following results discuss electron hopping rates and carrier mobility for both attachment types to investigate the effect of bonding type on transport.

We have then constructed the QD-AB-QD systems for both molecular isomers using four different sizes of the CdSe QD. The diameter ($D$) and number of atoms ($N_a$) in each single QD are given in Table I. Such large systems are usually formidable for a direct DFT calculation. Therefore, we have followed the strategy given in Sec. II.B to construct the total charge density of each system.

Once the total charge densities for the subsystems using both trans and cis molecular isomers have been found, we have obtained the total potentials $V(r)$ by solving the Poisson equation. We have then computed the conduction band (CB) edge states utilizing the FSM. Based on our results, there are always two states at the CB edge, each of which are localized on one of the two QDs (We call them CBM and CBM+1). For all systems studied, the overlap between these two states is small but depends on the interdot distance and plays a crucial role in determining electron hopping rates. In QD systems, when an excited electron initially occupies one of these
CB states (e.g., CBM+1) localized on one QD and hops to the other state (CBM), an electron transfer between the QDs can occur. This is the first step for electron transport through a QD array in the experiment. As described in Sec. II.C, we determine the hopping rate using Marcus theory, which requires the calculation of two system quantities: (i) electronic coupling $V_{ab}$ between CBM and CBM+1 within the band AC picture and (ii) the reorganization energy $\lambda$ due to the electron-phonon interaction.

First, we have computed the coupling constant $V_{ab}$ for trans and cis isomers comparing attachment types I and II. The coupling constants across all QD sizes and for each attachment type are given in Table I. All the calculated coupling constants are less than 2 meV, which is consistent with our findings that the overlap between the two QD states is very small. In the cases of the 1051- and 1916-atom QDs with the trans isomer, we have used 0.01 meV as the upper bound for the coupling due to extremely small calculated values. The subsequent hopping rates and carrier mobility calculated using this coupling value can be considered as upper bounds (see Table II and III). The molecular attachment type has a large effect on the couplings in both isomers. In type II attachment, which is more energetically stable, the coupling values are much higher in the cis isomer than in the trans isomer. This large coupling difference is likely due to the fact that the QD-QD distance when using the trans linker molecule is about 3 Å longer than when using the cis linker molecule. The electronic coupling typically decays exponentially as a function of interdot distance, which relates to the overlap of the two QD states. Therefore, the trans electronic couplings are very small compared to those in the cis isomer. In the case of the cis isomer, the electronic coupling is always larger for the type II compared to the type I attachment. This is because the type II attachment is more stable, since more bonds exist between the QD and the linker molecule that enhance the coupling.

The coupling constant also depends on the size of the QD for both trans and cis isomers. In general, the electronic coupling decreases as the QD diameter increases. This relates to the fact that smaller QDs have stronger quantum confinement effects. This results in the QD conduction band energies moving upward, which reduces the potential barrier between the QDs. Another reason is that the state has higher amplitude at the QD surface for smaller QDs, which increases the coupling. This size dependence is strongest when using the cis linker molecule with the type II attachment, in which the coupling is increased by a factor of 7 when the diameter is reduced from 4.3 nm to 3.4 nm; further reductions in the QD size have a subsequent increase in the electronic coupling. It is important to note that this difference in coupling due to QD size diminishes for the smallest QDs. Specifically, when the QD diameter reduces from 2.4 nm to 1.9 nm, the resulting electronic coupling change is less than 20%.

To calculate the reorganization energy of the system, as discussed before, we have computed the induced forces acting on the atoms at coordinates $\{R\}$, as defined in Sec. II.C. We have calculated this quantity for the 272-atom and 460-atom QDs, whereas we have adopted the values for the 1051-atom and 1916-atom QDs from our previous work given in Table I. The reorganization energy is much larger than the electronic coupling, and it linearly scales with the inverse of QD size, which has been proven in our previous work.

Using $V_{ab}$ and $\lambda$, we have then calculated the electron hopping rate $k_{ab}$ between the two QDs using Marcus theory, as given in Eq. (4). When the two QDs in the model system are of exactly the same, their QD state energies are the same, i.e. $\epsilon_a - \epsilon_b = 0$. In reality, neighboring QDs in a supercrystal may vary in size. This size fluctuation leads to small differences in their state energies that influence $k_{ab}$. The hopping rate as a function of the state energy difference is plotted in Figure 3 for the type II attachment. The corresponding curves for the type I attachment only differ by an overall scaling factor $|V_{ab}|^2$ from the type II attachment results. Except for the 1916-atom QD case, the hopping rates at $\epsilon_a - \epsilon_b = 0$ for the cis isomer using the type II attachment, as shown in Table III, are consistently at least an order of magnitude larger than those using the type I attachment, given in Table II. This is due to the much stronger coupling between the two QD states when using the type II attachment. On the other hand, the trans isomer leads to similar hopping rates using both attachment types. Across all QD sizes, $k_{ab}$ in the type II attachment is at least an order of magnitude larger for the cis compared to trans isomer. It is worth pointing out that in the type II attachment, the computed hopping rate in the 272-atom QD case is smaller than that in the 460-atom QD case, regardless of

### Table I: The electronic coupling $V_{ab}$ for molecular attachment types I and II in the trans and cis isomers. $N_a$, $D$ and $\lambda$ are the number of atoms in a single QD, the QD diameter and the reorganization energy, respectively.

| $N_a$ | $D$ (nm) | $\lambda$ (meV) | $V_{ab}^{cis,I}$ (meV) | $V_{ab}^{cis,II}$ (meV) | $V_{ab}^{trans,I}$ (meV) | $V_{ab}^{trans,II}$ (meV) |
|-------|---------|----------------|------------------------|------------------------|-------------------------|-------------------------|
| 272   | 1.9     | 215            | 0.31                   | 1.95                   | 0.12                    | 0.09                    |
| 460   | 2.4     | 136            | 0.02                   | 1.68                   | 0.05                    | 0.08                    |
| 1051  | 3.4     | 62             | 0.03                   | 0.31                   | $\leq 0.01$             | $\leq 0.01$             |
| 1916  | 4.3     | 32             | 0.02                   | 0.04                   | $\leq 0.01$             | $\leq 0.01$             |
FIG. 3: (color online) Marcus electron hopping rate $k_{ab}$ vs. state energy difference $\epsilon_a - \epsilon_b$ for the two-QD system with type II attachment using (A) trans and (B) cis isomer. In the 1051- and 1916-atom QD cases with the trans isomer, the upper bound of the electronic coupling (0.01 meV) is used.

### TABLE II: The Marcus electron hopping rate $k$ at $\epsilon_a - \epsilon_b = 0$ and the carrier mobility $\mu$ in the linear regime using different sizes of the QD and molecular trans and cis isomers, in type I molecular attachment. In the cases of $D = 3.4$ nm and 4.3 nm with the trans isomer, the upper bound of the electronic coupling, 0.01 meV, is used. The corresponding $k$ and $\mu$ can be considered as their upper bounds.

| $D$ (nm) | $k_{cis}$ (1/ps) | $k_{trans}$ (1/ps) | $\mu_{cis}$ (cm$^2$/V/s) | $\mu_{trans}$ (cm$^2$/V/s) |
|----------|------------------|---------------------|---------------------------|-----------------------------|
| 1.9      | $4.3 \times 10^{-4}$ | $6.5 \times 10^{-5}$ | $6.1 \times 10^{-4}$ | $9.1 \times 10^{-5}$ |
| 2.4      | $4.9 \times 10^{-6}$ | $3.0 \times 10^{-5}$ | $1.1 \times 10^{-5}$ | $6.8 \times 10^{-5}$ |
| 3.4      | $3.3 \times 10^{-5}$ | $\leq 3.7 \times 10^{-6}$ | $1.5 \times 10^{-4}$ | $\leq 1.7 \times 10^{-5}$ |
| 4.3      | $2.7 \times 10^{-5}$ | $\leq 6.9 \times 10^{-6}$ | $2.0 \times 10^{-4}$ | $\leq 4.9 \times 10^{-5}$ |

### TABLE III: The Marcus electron hopping rate $k$ at $\epsilon_a - \epsilon_b = 0$ and the carrier mobility $\mu$ in the linear regime using different sizes of the QD and molecular trans and cis isomers, in type II molecular attachment. In the cases of $D = 3.4$ nm and 4.3 nm with the trans isomer, the upper bound of the electronic coupling, 0.01 meV, is used. The corresponding $k$ and $\mu$ can be considered as their upper bounds.

| $D$ (nm) | $k_{cis}$ (1/ps) | $k_{trans}$ (1/ps) | $\mu_{cis}$ (cm$^2$/V/s) | $\mu_{trans}$ (cm$^2$/V/s) |
|----------|------------------|---------------------|---------------------------|-----------------------------|
| 1.9      | $1.7 \times 10^{-2}$ | $3.7 \times 10^{-5}$ | $2.4 \times 10^{-2}$ | $5.1 \times 10^{-5}$ |
| 2.4      | $3.4 \times 10^{-2}$ | $7.8 \times 10^{-5}$ | $7.7 \times 10^{-2}$ | $1.7 \times 10^{-4}$ |
| 3.4      | $3.5 \times 10^{-3}$ | $\leq 3.7 \times 10^{-6}$ | $1.6 \times 10^{-2}$ | $\leq 1.7 \times 10^{-5}$ |
| 4.3      | $1.1 \times 10^{-4}$ | $\leq 6.9 \times 10^{-6}$ | $7.9 \times 10^{-4}$ | $\leq 4.9 \times 10^{-5}$ |

isomer type. This is likely due to the stronger electron-phonon interaction, and hence larger reorganization energy for the 272-atom QD case than for the 460-atom QD case, while the electronic couplings are similar in these two cases for both isomers. Overall, such a significant difference in the hopping rate between the AB trans and cis isomers indicates that the AB molecule can serve as a molecular switch in an actual QD array.

Using the calculated electron hopping rates, we have then constructed a cubic QD array and calculate its carrier mobility in the low carrier density regime under a weak electric field as discussed in Sec. II.D. In this work, we assume that the QD arrays are simple cubic and we do not consider the QD size fluctuation, i.e. the QD used in each array is the same size. The mobility values are given in Tables II and III. We have found that, when using the type II attachment, the mobility for each QD size in the cis isomer are at least one order of magnitude larger than its counterpart in the trans isomer. Except for the 4.3 nm QD case, the cis isomer mobility is always at least 500 times larger than the trans isomer mobility. Since the size of these QDs are comparable to those synthesized experimentally, our results can be directly compared to future experiment. For type I attachment, on the other hand, the mobility values in both molecular isomers are similar and are on the order of $10^{-4}$ or smaller.

Note that when QD size fluctuation (usually about 5\%) is introduced to the QD array, the difference in size between adjacent dots changes the state energy difference $\epsilon_a - \epsilon_b$ of the QDs and hence the electron hopping rate $k_{ab}$. In our systems, such a state energy fluctuation cor-
responds to about 50 meV. For each QD size, as shown in Figure 3, the electron hopping rates within this given energy range do not have any qualitative changes between the two isomer cases. Also, the carrier mobility with the QD size fluctuation should be of the same order of magnitude as the one computed before, thus our conclusions drawn above should not change when considering a QD array with a distribution of dot sizes.

IV. CONCLUSIONS

To summarize, we have studied electron hopping in a model system that contains two CdSe QDs linked by an AB derivative. We have investigated the effects of molecular attachment, molecular isomer (\textit{trans} and \textit{cis}) and the QD size on the hopping rate. We have found that the molecular attachment has a strong impact on the system with both the isomers. In particular, the more energetically favorable attachment type II in the \textit{cis} isomer gives much higher QD-QD couplings than in the \textit{trans} isomer. This is due to the shorter QD-QD distance in the \textit{cis} isomer. Note, in isolation, the \textit{trans} isomer is more stable than the \textit{cis} isomer. We have also calculated the carrier mobility in the low carrier density regime in the corresponding QD supercrystal. When the more stable attachment type II is used, the calculated mobility values from the molecular \textit{trans} and \textit{cis} isomer differ by 500 times, which indicates that a molecular switch in such a QD supercrystal is feasible.

Our results have demonstrated the first conductance switching device of its kind using QDs. Since the \textit{cis} configuration is more stable, one can also apply mechanical tension (in addition to light) to control the transition from the \textit{cis} configuration to the \textit{trans}. Results regarding the effect of attachment type on mobility are important to guide synthesis of such arrays to maximize differences between the \textit{trans} and \textit{cis} configurations. Our promising results suggest future experimental studies to confirm the theoretical findings presented here.
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