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Abstract

Machine learning systems based on minimizing average error have been shown to perform inconsistently across important subsets of the data, and this defect is not exposed by a low average error for the entire dataset. In some social and economic applications, where data represent people, this can lead to discrimination of underrepresented gender, ethnic and other groups. Distributionally Robust Optimization (DRO) attempts to address this problem by minimizing the worst expected risk across subpopulations. We establish theoretical results that clarify the relation between DRO and the optimization of the same loss averaged on a weighted training dataset. A practical implication of our results is that neither DRO nor curation of the training set represent a complete solution for bias mitigation.

Introduction

Machine learning algorithms are increasingly used to support real-world decision-making. Optimizing for the loss averaged on the overall population can yield models that perform poorly on specific subpopulations, amplifying injustices in our society (Chouldechova 2017).

Distributionally Robust Optimization (DRO) (Ben-Tal, Ghaoui, and Nemirovski 2009) bridges two perspectives on this problem. DRO seems to offer a promising solution because it minimizes the worst loss observed on multiple distributions (which e.g. represent each subpopulation). However, it can be shown that, under weak conditions, DRO is closely related to minimizing average loss on some mixture of those distributions – that is, a training set in which the subpopulations have been weighted. Our contributions are:

1. We establish results that clarify the relation between DRO and the optimization of the same loss averaged on a correctly weighted training set.
2. We also show that neither DRO nor curation of the training set are a complete solution of our initial problem due to the implicit assumptions DRO makes on the data.
3. We use this mathematical understanding to provide a minimal set of practical recommendations with which to approach real-life bias mitigation. This is guided by our results which show DRO is not applicable if we are unable to obtain an acceptable result with systems optimized for each subpopulation alone.

Proofs and an extended discussion of the results and their implications are included in the supplemental file.

DRO and Data Curation

Traditionally, training a machine learning model seeks parameters that minimize a risk $C_P(w)$ that is the expectation of a loss function with respect to a single distribution of training examples. Alas, even when the training distribution is representative of the actual testing conditions, the trained system might perform very poorly on selected subsets of examples (Chouldechova 2017). In real life, this can be a source of major injustice. DRO seemingly addresses this problem by considering instead a collection $Q$ of ‘training distributions’ and minimizing the expected risk observed on the most adverse distribution:

$$\min_w \max_{P \in Q} C_P(w) \, .$$

We can introduce calibration coefficients $r_P$ that control how we compare costs for different distributions:

$$\min_w \max_{P \in Q} (C_P(w) - r_P) \, .$$

For convex cost functions we already know that finding a local minimum of the DRO problem (1) is equivalent to minimizing the usual expected risk with respect to a single, well-crafted, training distribution, because one can reformulate the DRO problem as a constrained optimization problem and rely on standard convex duality results (Bertsekas 2009). We show that similar results hold for the local minima of the nonconvex costs typical of modern deep learning systems, and also hold when the family $Q$ is infinite.

Let $\ell(z, w)$ be the loss of a machine learning model where $w \in \mathbb{R}^d$ represent the parameters of the model and $z \in \mathbb{R}^n$ are examples. The following theorem generalizes the result by Arjovsky et al. (Arjovsky et al. 2019) by eliminating the Karush-Kuhn-Tucker (KKT) conditions.

**Theorem 1** (Finite case). Let $Q = \{P_1, \ldots, P_K\}$ be a finite set of probability distributions on $\mathbb{R}^n$ and let $w^*$ be a local minimum of the DRO problem (1) or the calibrated DRO problem (2). Let the costs $C_P(w) = \mathbb{E}_{z \sim P}[\ell(z, w)]$ be differentiable in $w^*$ for all $P \in Q$. Then there exists a mixture distribution $P_{\text{mix}} = \sum_k \lambda_k P_k$ such that $\nabla C_{P_{\text{mix}}}(w^*) = 0$.
Fighting bias with DRO: recommendations

1. Identify subpopulations \( P_k \) at risk (based on the available data).
2. For each subpopulation, and in isolation, determine the best performance \( r_{P_k}^* \) that can be achieved with the machine learning model of choice.
3. Decide whether the \( r_{P_k}^* \) represent an acceptable set of performances. There is no point using DRO if this is not the case. Instead, investigate why the model performs so poorly on the adverse distributions (insufficient data, inadequate model, etc) until obtaining an acceptable set of \( r_{P_k}^* \).
4. Use DRO with calibration coefficients \( r_{P_k}^* \) to construct a single machine learning system (these are the calibration coefficients).
5. Deploy the system on an experimental basis in order to collect more data. Sample the examples with the lowest accuracy in order to determine whether we missed a subpopulation at risk. If one is found, add the vulnerable subpopulation to the initial data and repeat all the steps.

Inset 1: Summary of practical recommendations.

is not universal but depends on often implicit details of the DRO problem setup such as calibration constants.

Using DRO for fairness without a clear understanding of its algorithmic limitations can have a negative societal impact. Our recommendations aim to prevent misuses of DRO, such as lowering performances on the remaining subpopulations to match the error on the most difficult distribution. It follows from our results that it is also necessary to address the underlying problems in the most challenging distribution. We hope that our results and discussion will give more context to the debate on the sources of bias in machine learning and help with bias mitigation in real-life scenarios.
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