Bringing Background into the Foreground: Making All Classes Equal in Weakly-supervised Video Semantic Segmentation
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Abstract

Pixel-level annotations are expensive and time-consuming to obtain. Hence, weak supervision using only image tags could have a significant impact in semantic segmentation. Recent years have seen great progress in weakly-supervised semantic segmentation, whether from a single image or from videos. However, most existing methods are designed to handle a single background class. In practical applications, such as autonomous navigation, it is often crucial to reason about multiple background classes. In this paper, we introduce an approach to doing so by making use of classifier heatmaps. We then develop a two-stream deep architecture that jointly leverages appearance and motion, and design a loss based on our heatmaps to train it. Our experiments demonstrate the benefits of our classifier heatmaps and of our two-stream architecture on challenging urban scene datasets and on the YouTube-Objects benchmark, where we obtain state-of-the-art results.

1. Introduction

Video semantic segmentation, i.e., the task of assigning a semantic label to every pixel in video frames, is crucial for the success of many computer vision applications, such as video summarization and autonomous navigation. In this context, fully-supervised methods [25, 52, 47, 53, 22] have made great progress, particularly with the advent of deep learning. These methods, however, inherently rely on having access to large amounts of training videos with pixel-level ground-truth annotations in every frame. Unfortunately, such annotations are highly time-consuming and expensive to obtain, and generating realistic synthetic data to obtain annotations [43, 42] is a challenging task in itself. While semi-supervised techniques [19, 54, 46] mitigate this issue by leveraging partial annotations, they still require some pixel-level ground-truth.

By contrast, weakly-supervised semantic segmentation methods [16, 27, 63, 50, 58, 13, 15, 35, 45, 23, 36, 60, 2, 34] rely only on tags. When working with still images [45, 23, 36, 60, 2, 34], tags are typically assumed to be available in each image, whereas for video-based segmentation [16, 27, 63, 50, 58, 13, 15, 35], tags correspond to entire videos or video snippets. While recent years have seen great progress in weakly-supervised semantic segmentation, most existing methods, whether image- or video-based, have a major drawback: They focus on foreground object classes and treat the background as one single entity. However, having detailed information about the different background classes is crucial in many practical scenarios, such as autonomous driving, where one needs to differentiate the road from a grass field.

In this paper, we introduce an approach to weakly-supervised video semantic segmentation that treats all classes, foreground and background ones, equally (see Fig 1). To this end, we propose to rely on class-dependent heatmaps obtained from classifiers trained for image-level...
recognition, i.e., requiring no pixel-level annotations. These classifier heatmaps provide us with valuable information about the location of instances/regions of each class. We therefore introduce a weakly-supervised loss function that let us exploit them in a deep architecture.

In particular, we develop a two-stream deep network that jointly leverages appearance and motion. Our network fuses these two complementary sources of information in two different ways: A trainable early fusion, which puts correspondence the spatial and temporal information and learns to combine it into a spatio-temporal stream, and a late fusion further leveraging the valuable semantic information of the spatial stream to merge it with the spatio-temporal one for final prediction. Altogether, our approach constitutes the first end-to-end framework for weakly-supervised semantic segmentation to handle both multiple foreground and background classes.

To the best of our knowledge, only two weakly-supervised video semantic segmentation approaches [27, 64] can potentially handle multiple background classes. However, [27] relies on a simple similarity measure between handcrafted features, and thus does not translate well to complex scenes where multiple instances of the same class have significantly different appearances. While [64] relies on more robust, pre-trained deep learning features, it exploits additional, pixel-wise annotations to train a fully-convolutional network for scene/object classification. Furthermore, none of these two methods offer an end-to-end learning approach, which has proven key to the success of many other computer vision tasks.

Our experiments demonstrate the benefits of our approach in several scenarios. First, it yields accurate segmentations on challenging outdoor scenes, such as those depicted by the CamVid [4] and CityScapes [10] datasets, for which methods modeling foreground classes only do not apply. Furthermore, it outperforms the state-of-the-art methods that, as us, rely only on video-level tags on the standard YouTube Object [40] dataset.

2. Related Work

Over the years, many approaches have tackled the problem of video semantic segmentation. In particular, much research has been done in the context of fully-supervised semantic segmentation, including methods based on CNNs [47, 52, 22] and on graphical models [25, 26, 53]. Here, however, we focus the discussion on the methods that do not require fully-annotated training data, which is typically expensive to obtain.

In this context, semi-supervised approaches have been investigated. In particular, [54, 19] proposed to propagate pixel-level annotations provided in the first frame of the sequence throughout the entire video. While this still requires complete annotations in one frame per video, [46] relied on user scribbles to define foreground and background regions. None of these methods, however, consider background classes. Furthermore, they still all make use of some pixel-level annotations.

By contrast, weakly-supervised semantic segmentation methods tackle the challenging scenario where only weak annotations, e.g., tags, are given as labels. Much research in this context has been done for still images [62, 61, 39, 56, 37, 57, 34, 45, 36, 23, 60, 59, 48, 38, 31]. In particular, most recent methods build on deep networks by making use of objectness criteria [2], object proposals [38, 59, 41], saliency maps [48, 60, 18, 31], localization cues [29, 23], convolutional activations [45], motion cues [51] and constraints related to the objects [36, 34]. Since the basic networks have been pre-trained for object recognition, and thus focus on foreground classes, these methods are inherently unable to differentiate multiple background classes.

Similarly, most weakly-supervised video semantic segmentation techniques also focus on modeling a single background class. In this context [16, 50] work in the even more constrained scenario, where only two classes are considered: foreground vs. background. By contrast, to differentiate multiple foreground classes, but still assuming a single background, [35] relied on motion cues and [17] made use of a huge amount of web-crawled data (4606 videos with 960,517 frames).

In the same setting of multiple foreground vs. single background, several methods have proposed to rely on additional supervision. For instance, [63] relied on the CPMC [8] region detector, which has been trained from pixel-level annotations, to segment foreground from background. In [58] and [15], object proposal methods trained from pixel-level and bounding box annotations, respectively, were employed. Similarly, [13] relied on an object detector trained from bounding boxes. The method of [55] utilized the FCN trained on PASCAL VOC in a fully-supervised manner to generate initial object segments.

All the weakly-supervised approaches discussed above assume to observe a single background class. In many cases, such as autonomous navigation, however, it is crucial
to differentiate the multiple background classes. To the best of our knowledge, only two methods are able to handle this scenario. In [27], a nearest-neighbor-based label transfer technique was introduced, which relies on a simple distance between handcrafted features. While this strategy would work well for classes such as grass or sky in which appearance variations are limited, it translates poorly to more challenging and complex scenes, such as urban ones, where individual classes can depict a large range of appearances. As a consequence, this method was only demonstrated on simple scenes containing at most one or two instances of a few classes. In [64], more advanced, deep learning features were exploited. However, this method makes use of pixel-level supervision to train an FCN to label pixels as either scene vs. object, or multiple scene classes vs. object.

By contrast, we introduce a method that handles multiple foreground and background classes, but only relies on video-level tags. To this end, we introduce a loss function based on classifier heatmaps, and exploit it to train a two-stream network jointly leveraging complementary spatial and temporal information in an end-to-end manner.

3. Our Approach

In this section, we introduce our approach to weakly-supervised video semantic segmentation. First, we introduce the classifier heatmaps that allow us to model both multiple foreground and background classes. We then introduce our two-stream architecture, which jointly leverages motion and appearance, and discuss our learning scheme, including our loss based on the classifier heatmaps.

3.1. Classifier Heatmaps

One of the main challenges when working with tags only for weakly-supervised semantic segmentation is that the annotations do not provide any information about the location of the different classes. While mitigated in the presence of only few foreground classes and a single background one, this problem becomes highly prominent when dealing with complex urban scenes containing many instances of each foreground class and several background classes, such as road, grass, buildings. Existing weakly-supervised methods are dedicated to handle multiple foreground objects, but cannot handle multiple background ones, typically because they inherently rely on object recognition networks, which only tackle foreground classes. To address this, we propose to extract class-specific heatmaps that localize the different classes. Our goal here is to achieve this for both foreground and background classes, and without requiring any pixel-level or bounding box annotations.

Prior work has shown that ConvNets trained with a classification loss can yield remarkable localization results [32, 65]. Hence, similarly, for foreground classes, we make use of the VGG-16 network [49] trained on the standard 1000 ImageNet classes. Specifically, we transform the VGG-16 model into a fully-convolutional network by converting its fully-connected layers into convolutional ones, while keeping the trained weights. In other words, the output of the last layer of the transformed model becomes a $W \times H \times 1000$ tensor, and passing an image through the network yields a map showing the activation of each class at each pixel in a low-resolution version of the input image. In practice, we can then access the activations of the foreground classes of interest by only considering a subset of the 1000 ImageNet classes.

The standard 1000 ImageNet classes, however, do not include background. To this end, we collected iconic background images by crawling the background classes on the ImageNet website [12]. We then trained one-vs-all VGG-16 models (pre-trained on the standard 1000 ImageNet classes) for these background classes and followed the same strategy as for the foreground ones to obtain heatmaps. More details are provided in section 4.1.

In Fig. 2, we show the heatmaps for some of the foreground and background classes of the CityScapes [10] dataset. Note that, while sometimes a bit coarse, the heatmaps still provide valuable information about the location of these classes. In the next section, we introduce our
two-stream network that jointly leverages appearance and motion, and show how our heatmaps can be used to train it.

3.2. Weakly-supervised Two-stream Network

Videos have two intrinsic features: Appearance and Motion. To leverage these two sources of information, inspired by the approach of [14] for action recognition, we develop the two-stream network depicted in Fig. 3. One stream takes an RGB image as input, and the other optical flow. Compared to taking a series of images as input, explicitly using optical flow to represent motion has the advantage of relieving the network from having to estimate motion implicitly. Below, we discuss how we encode optical flow and describe our fusion strategy. We then introduce our weakly-supervised learning framework.

Encoding Optical Flow. Dense optical flow [6] can be represented as a displacement vector field between a pair of frames at time \( t \) and \( t+1 \). The horizontal and vertical components of the displacement vector field can be thought of as image channels, which makes them well suited to act as input to a convolutional network, such as the one shown in the upper stream of the model in Fig. 3. To represent the motion across a video clip, we stack the flow channels corresponding to both directions (vertical and horizontal) of \( L \) consecutive frames, in range \((t-\lfloor \frac{L}{2} \rfloor, t + \lfloor \frac{L}{2} \rfloor]\), to form a total of \(2L\) input channels.

Fusing Appearance and Motion. As can be seen in Fig. 3, the appearance and motion streams both consist of a series of convolutional layers, following the VGG-16 architecture [49]. The outputs of these streams are then fused at two different levels. In particular, fusion occurs after the fifth convolutional layer (Conv5-3) of each stream, which has been shown to contain a rich semantic representation of the input [45, 3]. The first, early fusion puts in correspondence the activations of both streams corresponding to the same pixel location. As [14], instead of performing sum- or max-fusion, we rely on a convolutional fusion strategy. This gives more flexibility to the network and allows it to learn which channels from the motion and appearance streams should be combined together. The second, late fusion of our network merges the spatio-temporal stream resulting from early fusion with the appearance stream. This fusion is achieved at the point where each stream predicts class scores. The rationale behind this is that the appearance stream provides valuable semantic information on its own, and should thus be propagated to the end of the network. The resulting scores are then passed through a deconvolution layer to obtain the final, full-resolution, semantic map.

3.2.1 Weakly-Supervised Learning

We now introduce our learning algorithm for weakly-supervised semantic segmentation. We first introduce a simple loss based on image tags only, and then show how we can incorporate the localization information of our classifier heatmaps to the loss function.

Intuitively, given image tags, one would like to encourage the image pixels to be labeled as one of the classes that are observed in the image, while preventing them to be assigned to unobserved classes. Note that this assumes that the full set of tags available cover all the classes depicted in the image, which is a common assumption in weakly-supervised semantic segmentation [36, 34, 37, 2, 23, 45].

Formally, given an input video \( V \), let \( \mathcal{L} \) be the set of tags associated to \( V \) and \( \mathcal{L} \) the class labels that are not among the tags. Furthermore, let us denote by \( s_{i,j}^k(\theta) \) the score produced by our network with parameters \( \theta \) for the pixel at location \((i,j)\) and for class \( k \), \( 0 \leq k < N \), in the current input video frame \( I \). Note that, in general, we will omit the explicit dependency of the variables on the network parameters. Finally, let \( s_{i,j}^k \) be the probability of class \( k \) obtained after a softmax layer, i.e.,

\[
s_{i,j}^k = \frac{\exp(s_{i,j}^k)}{\sum_{c=1}^N \exp(s_{i,j}^c)}. \tag{1}
\]

Encoding the above-mentioned intuition can then simply be achieved by designing a loss of the form

\[
L_{tag} = -\frac{1}{|\mathcal{L}|} \sum_{k \in \mathcal{L}} \log S_k^k - \frac{1}{|\mathcal{L}|} \sum_{k \in \mathcal{L}} \log(1 - S_k^k), \tag{2}
\]

where \( S_k^k \) represents a candidate score for each class in the input frame. In short, the first term in Eq. 2 expresses the fact that the present classes should be in the input frame, while the second term penalizes the pixels that have high probabilities for the absent classes. In practice, instead of computing \( S_k^k \) as the maximum probability (as previously used in [37, 2]) for class \( k \) over all pixels in the input frame, we make use of the convex Log-Sum-Exp (LSE) approximation of the maximum (as previously used in [38, 45]), which can be written as

\[
\hat{S}_k = \frac{1}{r} \log \left[ \frac{1}{|I|} \sum_{i,j \in I} \exp(r S_{i,j}^k) \right], \tag{3}
\]

where \(|I|\) denotes the total number of pixels in the input frame and \( r \) is a parameter allowing this function to behave in a range between the maximum and the average. In practice, following [38, 45], we set \( r \) to 5.

The loss of Eq. 2 does not rely on any localization cues. As a consequence, minimizing it will typically yield poor object localization accuracy. To overcome this issue, we propose to make use of the classifier heatmaps introduced in Section 3.1. To this end, we first generate binary masks \( B_k \) for each class \( k \). These binary masks are obtained by
setting to 1 the values that are above 20% of the maximum value in the heatmap of class \( k \), and to 0 the other ones.

Our goal then is to encourage the model to have, for each class, high probability at pixels inside the corresponding binary mask. To this end, we introduce the loss function

\[
L_{\text{heatmap}} = -\frac{1}{|\mathcal{L}|} \sum_{k \in \mathcal{L}} \left| \frac{1}{|B_k|} \sum_{i,j \in B_k} \log S_{i,j}^k \right.,
\]

which we use in conjunction with the loss of Eq. 2.

While this heatmap-based loss significantly helps localizing the different classes, the heatmaps typically only roughly match the class boundaries. To overcome this, we follow the CRF-based strategy of [23]. Specifically, we construct a fully-connected CRF, with unary potentials corresponding to the probability scores predicted by our segmentation network, and image-dependent Gaussian pairwise potentials [24]. We then add another term to the loss function, corresponding to the mean KL-divergence between the outputs of the network and the outputs of the fully connected CRF. This term encourages the network prediction to coincide with the CRF output, which produces segmentations that better respect the image boundaries.

Altogether, our network can handle multiple foreground and background classes, and, as discussed in more detail in Section 4.2, can be trained in an end-to-end fashion.

4. Experiments

In this section, we first describe the datasets used in our experiments and provide details about our learning and inference procedures. We then present the results of our model and compare it to state-of-the-art weakly-supervised semantic segmentation methods.

4.1. Datasets

To demonstrate the effectiveness of our approach, and evaluate the different components of our model, we use the challenging CityScapes [10] and CamVid [4] road scene datasets. Furthermore, to compare to the state-of-the-art, we make use of YouTube-Objects [40], which most weakly-supervised video semantic segmentation methods report on. Note that, although different annotation types are provided in each of these datasets, we only make use of tags, indicating which classes are present in each video clip.

**CityScapes:** Cityscapes [10] is a recently released large-scale dataset, containing high quality pixel-level annotations for 5000 images collected in street scenes from 50 different cities. The images of Cityscapes have resolution 2048×1024, making it a challenge to train very deep networks with limited GPU memory. We therefore downsampled the images by a factor of 2. The annotations correspond to the 20th frame of 30-frame video snippets. We then extracted optical flow from 10 consecutive frames, from the 16th to the 25th, and used the RGB frames and image-level tags in conjunction with these optical flows to train our model. We made use of the standard training/validation/test partitions, containing 2975,500, and 1525 images, respectively. Following the standard evaluation protocol [10], we used 19 semantic labels (belonging to 7 super categories: ground, construction, object, nature, sky, human, and vehicle) for evaluation (the void label is not considered for evaluation).

**CamVid:** CamVid dataset consists of over 10 minutes of high quality 30 Hz footage. The videos are captured at 960×720 resolution with a camera mounted inside a car. Three of the four sequences were shot in daylight, and the fourth one was captured at dusk. This dataset contains 32 categories. In our experiments, following [5, 25, 1], we used a subset of 11 classes. The dataset is split into 367 training, 101 validation and 233 test images. As for CityScapes, ground-truth labels are provided every 30 frames. We extracted optical flow in 10 frames around the labeled ones, and used them with the RGB frames for training.

**Iconic Data:** The background classes and number of samples per class, extracted from the background images of the ImageNet website, as mentioned in Section 3.1, and used to train our background classifiers for CityScapes and CamVid are given in Table 1. Note that, in the standard 1000 classes of ImageNet, there is no general person class, which appears in both datasets. To handle this class, we therefore proceeded in a similar manner as for the background classes, but making use of a small subset of the samples (1300 samples) from [11, 33].

**YouTube-Objects:** The YouTube-Objects dataset is composed of videos collected from YouTube by querying for the names of 10 object classes of the PASCAL VOC Challenge. It contains between 9 and 24 videos per class. The duration of each video ranges from 30 seconds to 3 minutes. The videos are weakly annotated, with each video containing at least one object of the corresponding queried class. In the dataset, the videos are separated into shots. For our experiments, we randomly extracted 6–8 frames from each shot to obtain a total of 13800 frames out of 700,000 ones available in the dataset. We again made use of snippets of 10 frames to encode optical flow.

For evaluation, we used the subset of images with pixel-level annotations provided by [20]. Note that there is no overlap between this subset and the shots from which we extracted the training data.


4.2. Implementation Details

To train our two-stream network, introduced in Section 3.2, we relied on stochastic gradient descent with a learning rate starting at $10^{-5}$ with a decrease factor of 10 every 10k iterations, a momentum of 0.9, a weight decay of 0.0005, and mini-batches of size 1. Similarly to recent weakly-supervised segmentation methods [45, 2, 37, 34, 23], the weights of our two-stream network were initialized with those of the 16-layer VGG classifier [49] pre-trained for 1000-way classification on the ILSVRC 2012 [44]. Hence, for the last convolutional layer, we used the weights corresponding to the classes shared by the datasets used here and in ILSVRC. For the background classes, we initialized the weights with zero-mean Gaussian noise with a standard deviation of 0.1. At inference time, given only the test image and optical flow, the network generates a dense prediction as a complete semantic segmentation map.

For both CamVID and CityScapes, we used the GPU implementation of [6] to generate the stack of optical flow for each snippet of length 10. For YouTube-Objects, we used the optical flow information pre-computed by [7]. Note that neither of these methods relies on any learning strategy, and thus they can be directly applied to our input images. We used C++ and Python (the Caffe framework [21]) for our implementation. As other methods [23, 34, 45, 36, 60], we further applied a dense CRF [24] to refine this initial segmentation. To this end, we used the default CRF parameter values as in the original paper [24].

4.3. Experimental Results

Below, we first evaluate the different components of our method on the validation set of the two challenging road scene datasets. We then provide results of our complete framework on their respective test sets. Finally, we compare our approach to state-of-the-art weakly-supervised segmentation methods on YouTube-Objects.

4.3.1 Ablation Study

To evaluate the influence of the different components of our approach, we designed the following baselines. No-Heatmap corresponds to a single-stream model exploiting the RGB image only, without exploiting our heatmap-based loss of Eq. 4, i.e., using the loss of Eq. 2 and the CRF loss. Foreground-Heatmap consists of a similar single stream network, additionally using the loss of Eq. 4, but only for the foreground classes extracted from the VGG-16 network pre-trained on ILSVRC. Our-Heatmap corresponds to using all our heatmaps, i.e., for foreground and background classes, with a single-stream network. Finally, Ours corresponds to our two-stream network with all the loss terms.

We report the results of these different models in Table 2 for Cityscapes and in Table 3 for CamVID. In particular, we report the mean Intersection over Union (mIoU), the average per-class accuracy and global accuracy. The general behavior is the same for both datasets: Exploiting heatmaps for foreground class improves over not using heatmaps at all. However, also relying on heatmaps for background classes gives a significant boost in performance. Finally, jointly leveraging appearance and motion in our two-stream network further improves segmentation accuracy. As can be observed in Table 4, which provides the per-class intersection over union for CamVID, our heatmaps and our two-stream network add significant improvement to the baselines for most of the classes, especially in background classes, e.g., sky and road.

Furthermore, we evaluated the influence of the CRF on our results. On CityScapes, our two-stream network without the CRF loss achieves 20.3% mIoU vs 23.6% with the CRF, thus showing that the CRF helps, but is not the key to our results.

Regarding runtimes, the average inference time of our method per image on CityScapes given optical flow is 0.56s without CRF inference as post-processing and 3.6s with CRF inference. This matches the runtimes reported in other papers that worked on CityScapes, although in the fully-supervised setting, such as [28] (0.5s without CRF) and [9] (4s with CRF).

4.3.2 Results on Test Sets

We then evaluated our complete approach on the test sets of CamVID and CityScapes. In Table 5 and Table 6, we compare the results of our weakly-supervised approach to those of fully-supervised methods. Note that, while these methods make use of much stronger supervision during training, thus making the comparison unfair to us, the gap in accuracy with our method, especially for background classes (sky, building, road and tree) is remarkably low. This further illustrates the strength of our approach, which, despite using only tags, yields good segmentation accuracy.

Qualitative results of our two-stream network on samples
Table 4. Influence of our heatmaps and of optical flow. Per-class IoU for the CamVid validation set.

| Setup                  | building | vegetation | sky | car | sign | road | person | fence | pole | sidewalk | cyclist |
|------------------------|----------|-------------|-----|-----|------|------|--------|-------|------|----------|---------|
| No-HeatMap             | 37.0     | 33.0        | 0.0 | 28.6| 7.8  | 4.6  | 0.0    | 0.1   | 0.7  | 0.4      | 0.0     |
| ImageNet-HeatMap       | 29.8     | 0.0         | 0.1 | 14.1| 7.5  | 53.4 | 4.9    | 4.9   | 0.2  | 0.0      | 6.2     |
| Our-HeatMap            | 54.1     | 76.1        | 86.3| 19.4| 6.6  | 56.3 | 9.0    | 0.9   | 0.5  | 6.0      | 9.0     |
| Our Two-Stream         | 63.4     | 72.2        | 84.2| 19.3| 8.9  | 60.6 | 14.3   | 0.0   | 0.0  | 4.1      | 15.2    |

Table 5. Comparison to fully-supervised semantic segmentation methods on the CamVid test set. While we use the weakest level of supervision, the difference to fully supervised methods, especially in background classes (sky, building, road and tree) is remarkably low.

| Method                  | Supervision           | building | vegetation | sky | car | sign | road | person | fence | pole | sidewalk | cyclist |
|-------------------------|------------------------|----------|-------------|-----|-----|------|------|--------|-------|------|----------|---------|
| SegNet [1]              | pixel level annotation | 68.7     | 52.0        | 87.0| 58.5| 13.4 | 86.2 | 25.3   | 17.9  | 16.0 | 60.5     | 24.8    |
| Liu and He [26]         | pixel level annotation | 66.8     | 66.6        | 90.1| 62.9| 21.4 | 85.8 | 28.0   | 17.8  | 8.3  | 63.5     | 8.5     |
| Ours                    | image-level tags       | 58.9     | 46.4        | 83.8| 26.5| 12.0 | 64.4 | 8.0    | 11.3  | 3.1  | 11.0     | 29.7    |

Table 6. Comparison to fully-supervised semantic segmentation methods on the CityScapes test set. As on CamVid, while we use the weakest level of supervision, the gap with fully supervised methods is quite low, particularly on background classes.

| Method                  | Supervision           | road     | sidewalk   | building | wall | fence | pole | traffic-light | traffic-sign | vegetation | sky | person | car | truck | bus | train | van | motorcycle | bicycle | mIOU |
|-------------------------|------------------------|----------|------------|----------|------|-------|------|--------------|-------------|------------|-----|--------|-----|-------|-----|-------|-----|------------|---------|------|
| FCN-8s [28]             | pixel-level annotation | 97.4     | 78.4       | 89.2     | 34.9 | 44.2  | 47.4 | 60.1         | 91.4        | 69.3       | 93.9| 77.1   | 51.4| 92.6  | 35.3| 48.6      | 46.5  | 51.6| 65.1| 85.7       |
| Deeplab [9]             | pixel-level annotation | 97.3     | 77.6       | 87.7     | 43.6 | 40.4  | 29.2 | 44.5         | 55.4        | 89.4       | 92.7| 71.2   | 49.4| 91.4  | 48.7| 56.7      | 49.1  | 47.9| 58.6| 63.1| 81.2       |
| SegNet [1]              | pixel-level annotation | 96.4     | 73.2       | 84.0     | 28.4 | 29.0  | 35.7 | 39.8         | 45.1        | 87.0       | 63.8| 62.8   | 42.8| 89.3  | 38.1| 44.1      | 43.1  | 35.8| 51.9| 56.9| 79.1       |
| Ours                    | image-level tags       | 78.5     | 2.7        | 45.0     | 6.6  | 9.8   | 5.4  | 0.7          | 2.1         | 63.3       | 22.0| 17.5   | 8.0 | 43.6  | 16.0| 15.5      | 17.9  | 13.6| 24.9| 47.2       |

Table 7. Comparison to the state-of-the-art on the YouTube-Objects dataset. We report the per-class and mean IOU. Note that our two-stream network significantly outperforms the state-of-the-art baselines.

| Method                  | Supervision           | aeroplane | bird | boat | car | cat | cow | dog | horse | motorbike | train | mIOU |
|-------------------------|------------------------|-----------|------|------|-----|-----|-----|-----|-------|-----------|-------|------|
| Papazoglou et al. [35]  |                        | 67.4      | 62.5 | 37.8 | 67.0| 43.5| 32.7| 48.9| 31.3  | 33.1      | 43.4  | 46.8 |
| Tang et al. [50]        |                        | 17.8      | 19.8 | 22.5 | 38.3| 23.6| 26.8| 23.7| 14.0  | 12.5      | 40.4  | 23.9 |
| Ochs et al. [30]        |                        | 13.7      | 12.2 | 10.8 | 23.7| 18.6| 16.3| 18.0| 11.5  | 10.6      | 19.6  | 15.5 |
| Ours                    |                        | 67.6      | 72.3 | 58.1 | 60.1| 59.8| 42.6| 60.1| 46.3  | 53.6      | 12.4  | 53.3 |

Note that other approaches that make use of additional supervision, such as object detectors trained from pixel-level [63] or bounding box [13] annotations, have also reported results on this dataset. While we only exploit tags, our approach yields results comparable to those of these methods (53.3% for our method versus 54.1% for [63] and 55.8% for [13]).

5. Conclusion

In this paper, we have proposed the first weakly-supervised video semantic segmentation approach that considers both multiple foreground and background classes. To this end, we have introduced a two-stream network that leverages optical-flow and RGB image, trained using a loss based on classifier heatmaps. Our experiments have demonstrated the benefits of using such heatmaps and of exploiting optical flow on challenging urban datasets. Furthermore, our two-stream network has also outperformed the state-of-the-art weakly-supervised video semantic segmentation methods on the standard YouTube-Object benchmark. In the future, we plan to investigate other fusion strategies within our two-stream formalism. Moreover, we will aim to leverage depth information from stereo images, which does not require any additional annotations.
Figure 4. Qualitative results on CityScapes, CamVid, and YouTube-Objects. Note that for each dataset, from top to bottom, there is the RGB frame, Ground-truth and the prediction of our two-stream network.
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