Analysis of a time-delayed free boundary problem for solid tumor growth with angiogenesis and direct influence of inhibitors
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Abstract
In this paper we consider a free boundary problem for tumor growth under direct effect of inhibitors with angiogenesis and time delays in proliferation. The existence and uniqueness of the steady state solution is studied. The asymptotic behavior of steady state solution is proved, and the condition under which the tumor will tend to disappear is given. Finally, we also discuss the effects of the concentration of external inhibitors, the concentration of external nutrients, and the consumption rate of nutrients and inhibitors on the growth of tumors. The results show that under certain conditions the tumor will eventually disappear or will tend to a steady state. The increase of inhibitor concentration (or consumption rate) will lead to the reduction of the radius of the tumor, and the increase of nutrient concentration (or consumption rate) will lead to the increase of the radius of the tumor.
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1 Introduction
In the last forty years, many papers devoted to studying mathematical models to describe the process of tumor growth have appeared (see, e.g., [1, 2, 4–6, 12, 14–19]). The process of tumor growth has several different stages, generally speaking, from the early stage without angiogenesis or (and) necrotic core inside (see, e.g., [6, 8–10, 13, 20]) to the process of necrotic core or (and) angiogenesis formation (see, e.g., [4, 7, 12, 19, 23]). Experiments suggest that changes in the proliferation rate can trigger changes in apoptotic cell loss. But these changes do not occur instantaneously: they are mediated by growth factors expressed by the tumor cells (see [5]). Following this idea, the study of mathematical models with time delays for tumor growth has drawn some attention (see, e.g., [10, 11, 21] and the references cited therein). In this paper we consider a free boundary problem for tumor growth under direct effect of inhibitors with angiogenesis and time delays in the proliferation process.
Firstly, we introduce the mathematical model which has three unknown functions:

- $\sigma(r, t)$—the nutrient concentration at radius $r$ and time $t$,
- $\beta(r, t)$—the inhibitor concentration at radius $r$ and time $t$,
- $R(t)$—the outer tumor radius at time $t$.

Nutrient concentration $\sigma$ and inhibitor concentration $\beta$ satisfy the following two reaction-diffusion equations respectively:

\[
\begin{align*}
    c_1 \frac{\partial \sigma}{\partial t} &= \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \sigma}{\partial r} \right) - \lambda \sigma, & 0 < r < R(t), t > 0, \\
    c_2 \frac{\partial \beta}{\partial t} &= \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \beta}{\partial r} \right) - \gamma \beta, & 0 < r < R(t), t > 0,
\end{align*}
\]  

(1.1)  

(1.2)

where $c_i = T_i^{\text{diffusion}} / T_i^{\text{growth}}$ ($i = 1, 2$) are positive constants which represent the ratio of the nutrient/inhibitors diffusion time scale to the tumor growth (e.g., tumor doubling) time scale (for details, please see [6, 11, 13]), $T_i^{\text{diffusion}}$ represents the ratio of the nutrient diffusion time scale, and $T_i^{\text{diffusion}}$ represents the ratio of the inhibitors diffusion time scale. $\lambda$ is the consumption rate of nutrient and $\gamma$ is the consumption rate of inhibitors.

By the mass conservation law, the rate of tumor volume change is equal to the rate of tumor volume growth caused by tumor cell proliferation minus the rate of tumor volume reduction caused by tumor cell natural apoptosis and tumor cell apoptosis caused by inhibitors. Thus, the changes of $R$ satisfy

\[
\frac{d}{dt} \left( \frac{4\pi R^3}{3} \right) = S - Q - I,
\]

(1.3)

where $S$ and $Q$ denote the rates of proliferation and natural apoptosis respectively and $I$ represents the apoptosis rate caused by inhibitors.

Assume that the proliferation rate is proportional to the local nutrient concentration. The coefficient of proportionality is denoted by $\mu$, then

\[
S = 4\pi \int_0^{R(t-\tau)} \mu \sigma(r, t-\tau) r^2 \, dr,
\]

(1.4)

where $\tau$ ($\approx 24$ hours) is the time delay in cell proliferation process. We assume that the natural apoptosis rate is a constant denoted by $a$. For the convenience of mathematical discussion, let $a = \mu \sigma$, so the apoptosis rate and proliferation rate of cells have the common factor $\mu$, and

\[
Q = 4\pi \int_0^{R(t)} \mu \sigma \, r^2 \, dr.
\]

(1.5)

Assume the apoptotic cell loss rate caused by inhibitors is proportional to the local inhibitors concentration. The coefficient of proportionality is denoted by $\nu$, thus

\[
I = 4\pi \int_0^{R(t)} \nu \beta(r, t) r^2 \, dr.
\]

(1.6)
Since nutrients enter the tumors by their vascular system, following the ideas of [12, 19, 23], we will consider the problem with the following boundary conditions:

\[
\frac{\partial \sigma}{\partial r} + \alpha_1 (\sigma - \bar{\sigma}) = 0, \quad r = R(t), \quad (1.7)
\]
\[
\frac{\partial \beta}{\partial r} + \alpha_2 (\beta - \bar{\beta}) = 0, \quad r = R(t), \quad (1.8)
\]

where \( \alpha_i (i = 1, 2) \) are positive constants which depend on the density of the blood vessels; \( \bar{\sigma} \) denotes the external concentration of nutrients, and \( \bar{\beta} \) denotes the external concentration of inhibitors. In [12], the authors consider a more general boundary condition where \( \alpha \) is assumed to be a positive function of \( t \), but they do not consider the effects of inhibitors and the time delay. In [19], a mathematical model with effect of inhibitor is studied where the natural apoptosis rate is assumed to be 0, and there is no discussion of the effect of the inhibitor on tumor growth. In [23], the authors consider a problem without the effect of inhibitors and the time delay, but with surface tension. The authors prove that the free boundary problem has a unique radial stationary solution which is asymptotically stable for large surface tension coefficients, whereas unstable for small surface tension coefficients.

Consider the problem together with the following initial value function:

\[
R(t) = \phi(t), \quad -\tau \leq t \leq 0. \quad (1.9)
\]

From [6, 9] we know that \( T_{\text{diffusion}}^i \approx 1 \text{ min} (i = 1, 2) \) and \( T_{\text{growth}} \approx 1 \text{ day} \), so that \( c_i \ll 1 \) \((i = 1, 2)\). For this reason and simplicity, we only consider the limiting case where \( c_i = 0 \) \((i = 1, 2)\) in this paper. Since the tumor has only one vascular system, it is reasonable to assume that \( \alpha_1 = \alpha_2 := \alpha \). Thus, in this paper we study a delayed mathematical model for tumor growth with angiogenesis as follows:

\[
\frac{\partial \sigma}{\partial r} + \alpha (\sigma - \bar{\sigma}) = 0, \quad 0 < r < R(t), \quad t > 0, \quad (1.10)
\]
\[
\frac{\partial \beta}{\partial r} + \alpha (\beta - \bar{\beta}) = 0, \quad 0 < r < R(t), \quad t > 0, \quad (1.11)
\]
\[
\Delta_r \sigma - \lambda \sigma = 0, \quad 0 < r < R(t), \quad t > 0, \quad (1.12)
\]
\[
\Delta_r \beta - \gamma \beta = 0, \quad 0 < r < R(t), \quad t > 0, \quad (1.13)
\]
\[
\frac{d}{dt} \left( \frac{4\pi R^3(t)}{3} \right) = 4\pi \left( \int_0^{R(t)} \mu \sigma r^2 \, dr - \int_0^{R(t)} \nu \beta (r, t) r^2 \, dr - \int_0^{R(t)} \mu \bar{\sigma} r^2 \, dr \right), \quad t > 0, \quad (1.14)
\]
\[
R(t) = \phi(t), \quad -\tau \leq t \leq 0, \quad (1.15)
\]

where \( \sigma_r = \sigma (r, t - \tau), R_r = R(t - \tau) \), and

\[
\Delta_r = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} \right).
\]
The paper is arranged as follows. In Sect. 2, we prove the existence and uniqueness of the solution to Eqs. (1.10)–(1.15). Section 3 is devoted to the steady state solutions and their stability. In Sect. 4, we discuss the effects of inhibitor and nutrient parameters on tumor growth.

2 Existence and uniqueness of the nonnegative solution to problem (1.10)–(1.15)

We introduce the following functions which will be used in our following analysis:

\[ p(x) = \frac{x \coth x - 1}{x^2}, \quad g(x) = xp(x) = \coth x - \frac{1}{x}, \quad h(x) = x^3 p(x) \]

and

\[ D(x) = \frac{h(x)}{\alpha + g(x)}, \quad L(x) = \frac{l(\vartheta x)}{l(x)}, \quad l(x) = \frac{\alpha p(x)}{\alpha + g(x)}. \]

Lemma 2.1

(1) \( p'(x) < 0 \) for all \( x > 0 \), and \( \lim_{x \to 0^+} p(x) = \frac{1}{3}, \lim_{x \to \infty} p(x) = 0 \).

(2) \( h(x) \) and \( g(x) \) are strictly monotone increasing for \( x > 0 \), and

\[ g(0) = 0, \quad \lim_{x \to \infty} g(x) = 1, \quad g'(0) = 1/3. \]

(3) For any \( \alpha > 0 \), \( D(x) \) is strictly monotone increasing for \( x > 0 \).

(4) When \( 0 < \vartheta < 1 \), \( L(x) \) is strictly monotone increasing for \( x > 0 \); when \( \vartheta > 1 \), \( L(x) \) is strictly monotone decreasing for \( x > 0 \).

Proof

(1) Please see the last eight lines in the proof of Theorem 2.1 on page 266 in [13].

(2) The proof of monotonicity of \( h \) can be found on page 533, lines 5–10 in [10]. For the proof of the properties and monotonicity of \( g \), please see Lemma 2.1 in [12].

(3) Direct computation yields

\[
D'(x) = \frac{h'(x)(\alpha + g(x)) - g'(x)h(x)}{(\alpha + g(x))^2} = \frac{\alpha h'(x)}{(\alpha + g(x))^2} + \frac{h(x)}{g'(x)} \frac{g'(x)}{(\alpha + g(x))^2} \frac{g^2(x)}{(\alpha + g(x))} \]
\[
= \frac{\alpha h'(x)}{(\alpha + g(x))^2} + 2x \frac{g^2(x)}{(\alpha + g(x))^2} > 0,
\]

where we have used the facts that \( h'(x) > 0 \) and \( g(x) > 0 \). Thus, \( D(x) \) is strictly monotone increasing for \( x > 0 \).

(4) First, we prove \( \frac{x l'(x)}{l(x)} \) is strictly monotone decreasing in \( x \). Since

\[
\frac{x l'(x)}{l(x)} = \frac{x(\alpha p(x) - p^2(x))}{p(x)(\alpha + x p(x))},
\]

by a direct computation, we have

\[
\left( \frac{x l'(x)}{l(x)} \right) = \frac{J(x)}{p^2(\alpha + xp)^2},
\]
where
\[ f(x) = \alpha^2 \left[ (p' + xp^p)p - x(p')^2 \right] + \alpha \left[ p(x^2 p'' p - 2xp' p - 2x^2 (p')^2 - p^3) + xp^2 p' \right]. \] (2.1)

Noticing that
\[ (p' + xp^p)p - x(p')^2 = p^2 \left( \frac{xp'}{p} \right)' < 0 \]
and
\[ p(x^2 p'' p - 2xp' p - 2x^2 (p')^2 - p^3) + xp^2 p' = xp^3 \left( \frac{xp'}{p} \right)' - 2p[(xp')^2] < 0, \]
where we have used the facts that \((\frac{xp'}{p})' < 0\) (see Lemma 2.2 [21]), \(p > 0\), and \((xp')' > 0\) (see Lemma 2.1(2)) for \(x > 0\), we can get \(f(x) < 0\) for \(\alpha > 0, x > 0\). Therefore \((\frac{\tilde{f}(\alpha)}{l(x)})' < 0\) for \(x > 0\), which implies that \(\frac{\tilde{f}(\alpha)}{l(x)}\) is strictly monotone decreasing in \(x\).

Next, by a direct computation, one can get
\[
L'(x) = \left( \frac{L(\alpha x)}{l(x)} \right)' = \frac{\partial L'(\alpha x)(\alpha x) - L'(\alpha x)l(\alpha x)}{l'(x)} 
= \frac{l(\alpha x) (\partial xl'\alpha x) - x l'(\alpha x)}{l'(x)}.
\]

Then, it follows that
\[
L'(x) \begin{cases} 
> 0, & 0 < \vartheta < 1, \\
= 0, & \vartheta = 1, \\
< 0, & \vartheta > 1.
\end{cases}
\]

This completes the proof. \(\square\)

**Theorem 2.2** For any nonnegative initial value function \(\varphi(t), t \in [\tau, T]\), there exists a unique nonnegative solution to problem (1.10)–(1.13).

**Proof** The solution to (1.10)–(1.13) is
\[
\sigma(t, \tau) = \frac{\alpha \tilde{\sigma}}{\alpha + g(\sqrt{\lambda}) f(\sqrt{\lambda} R(t))} f(\sqrt{\lambda} r), \quad \beta(t, \tau) = \frac{\alpha \tilde{\sigma}}{\alpha + g(\sqrt{\lambda}) f(\sqrt{\lambda} R(t))} f(\sqrt{\lambda} r), \] (2.2)

where \(f(x) = \sinh x/x\). Substituting (2.2) into (1.14) and setting \(x = \sqrt{\lambda} R\), one can get
\[
\frac{dx}{dt} = \mu \tilde{\sigma} x \left[ \frac{\alpha}{\alpha + g(x)} \frac{x^2 p(x)}{x^3} - \frac{\nu \tilde{\beta}}{\mu \tilde{\sigma}} \frac{\alpha p(x)}{\alpha + g(x)} - \frac{\tilde{\sigma}}{3\tilde{\sigma}} \right], \] (2.3)

where \(\vartheta = \sqrt{\lambda} R\), \(x = x(t - \tau)\) and \(p, g\) are as before. Let \(y = x^3\). Then Eq. (2.3) takes the following form:
\[
\frac{dy}{dt} = 3\mu \tilde{\sigma} y(t - \tau) l\left( \frac{\nu \tilde{\beta} l(\sqrt{\lambda} y(t - \tau)) + \tilde{\sigma}}{l(\sqrt{\lambda} y(t - \tau))} \right) y(t) =: -F(y(t) + H(y(t - \tau))), \] (2.4)
where
\[ F(y) = \left[ 3 \sqrt[3]{\nu \beta} l(\sqrt[3]{y(t)}) + \tilde{\sigma} \right] y(t) = \left[ 3 \sqrt[3]{\nu \alpha \beta} D(\sqrt[3]{y(t)}) + \tilde{\sigma} \right] y(t) \]
and
\[ H(\gamma(t - \tau)) = 3 \mu \tilde{\sigma} \gamma(t - \tau) l(\sqrt[3]{\gamma(t - \tau)}) = 3 \mu \alpha \tilde{\sigma} D(\sqrt[3]{\gamma(t - \tau)}). \]

Accordingly, the initial condition is as follows:
\[ y_0(t) = \sqrt[3]{\lambda \varphi\beta}(t), \quad -\tau \leq t \leq 0. \tag{2.5} \]

Thus we only need to prove the existence and uniqueness of the solution to (2.4) and (2.5).
By Lemma 2.1(3), we easily get
\[ F'(y) = \frac{\nu \beta}{\vartheta} D'(\sqrt[3]{\vartheta y(t)}) \frac{\sqrt[3]{y(t)}}{\nu y(t)} + \left[ \frac{3 \nu \alpha \beta}{\vartheta^3} D(\vartheta \sqrt[3]{y(t)}) + \tilde{\sigma} \right] > 0 \]
for \( y > 0 \). If \( y_0(t) \) is continuous for \( t \in [-\tau, 0] \), by Lemma 2.3 in [22], one can get that there exists a unique solution to Eq. (2.4) on \( R^+ \). From Lemma 2.1(3) we know that \( H(y) \geq 0 \) for all \( y \geq 0 \), by Theorem 1.1 in [3], it is easy to get the solution of problem (2.4), (2.5) is nonnegative on \( R^+ \). This completes the proof. \( \square \)

### 3 The steady state solutions and their stability

**Lemma 3.1** Assume that \( \mu \tilde{\sigma} > \nu \beta + \mu \tilde{\sigma} \). The problem has at least one unique positive steady state solution \( x = x^* \) for any \( \alpha > 0 \). Assume further that \( 0 < \vartheta < 1 \), the problem has a unique positive steady state solution \( x = x^* \) for each \( \alpha > 0 \). Moreover, \( x^* \) is related to \( \alpha \) and \( \eta \). If we take \( x^* \) as a function of \( \alpha \) and \( \eta \), we write it as \( x^* = x^*(\alpha, \eta) \). Then \( x^*(\alpha, \eta) \) is strictly monotone increasing in \( \alpha \) and strictly monotone decreasing in \( \eta \), where \( \eta = \tilde{\sigma} \vartheta \). Furthermore, for each \( \eta \in (0, 1) \), \( x^* \to x^*_{D} \), as \( \alpha \to \infty \), where \( x^*_{D} \) is the unique positive solution to
\[ p(x) - \frac{\nu \beta}{\mu \tilde{\sigma}} p(\vartheta x) = \frac{\eta}{3}. \tag{3.1} \]

**Proof** The steady state solutions satisfy the following equation:
\[ \frac{\alpha}{\alpha + g(x)} p(x) - \frac{\nu \beta}{\mu \sigma} \frac{\alpha}{\alpha + g(\vartheta x)} p(\vartheta x) = \frac{\eta}{3}, \tag{3.2} \]
where \( \eta = \tilde{\sigma} \vartheta \). Rewrite (3.2) in the following form:
\[ \Theta(x) := l(x) \Lambda(x) = l(x) \left( 1 - \frac{\nu \beta}{\mu \tilde{\sigma}} L(x) - \frac{\eta}{3 l(x)} \right) = 0, \]
where \( \Lambda(x) = 1 - \frac{\nu \beta}{\mu \tilde{\sigma}} L(x) - \frac{\eta}{3 l(x)} \), \( L(x) \) and \( l(x) \) are as before. Since
\[ \lim_{x \to 0} \Lambda(x) = 1 - \frac{\nu \beta}{\mu \tilde{\sigma}} - \eta, \quad \lim_{x \to \infty} \Lambda(x) = -\infty, \tag{3.3} \]
by the mean value theorem, one can get that there exists at least one positive solution $x = x_s$ to (3.2) if

$$1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} - \eta > 0 \iff \mu \tilde{\sigma} > v \tilde{\beta} + \mu \tilde{\sigma}. \tag{3.4}$$

Since

$$l'(x) = \frac{\alpha [\alpha p' - p^2]}{(\alpha + xp)^2} < 0, \tag{3.5}$$

then, if $0 < \vartheta < 1$, by Lemma 2.1(4), we have

$$\Lambda'(x) = -\frac{v \tilde{\beta}}{\mu \tilde{\sigma}} L'(x) + \frac{\eta l'(x)}{(3l(x))^2} < 0.$$

Therefore, there exists a unique positive solution $x = x_s$ to (3.2) if condition (3.4) holds.

Next we prove that Eq. (3.1) has a unique solution $x^D_x$. Since $p(x) > 0$, it suffices to prove that

$$1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} \frac{p(\partial x)}{p(x)} - \frac{\eta}{3p(x)} = 0 \tag{3.6}$$

has a unique solution $x^D_x$. By a simple computation, for $0 < \vartheta < 1$, one can get

$$\left( \frac{p(\partial x)}{p(x)} \right)' = \frac{p(\partial x)}{xp(x)} \left( \frac{\partial x p'(\partial x)}{p(\partial x)} - \frac{xp'(x)}{p(x)} \right) > 0,$$

since $(\frac{p'}{p})' < 0$ (see Lemma 2.2 [21]). Therefore, noting the facts $p(x) > 0$ and $p'(x) < 0$ for $x > 0$, the function $1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} \frac{p(\partial x)}{p(x)} - \frac{\eta}{3p(x)}$ on the left-hand side of (3.6) is monotone decreasing in $x$. Then Eq. (3.6) has a unique solution $x^D_x$ follows from the facts that

$$\lim_{x \to 0} \left( 1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} \frac{p(\partial x)}{p(x)} - \frac{\eta}{3p(x)} \right) = 1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} - \eta > 0$$

and

$$\lim_{x \to \infty} \left( 1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} \frac{p(\partial x)}{p(x)} - \frac{\eta}{3p(x)} \right) = -\infty < 0.$$

If we take $x_s$ as a function of $\alpha$ and $\eta$, we write it as $x_s = x_s(\alpha, \eta)$. Using the derivative rule of implicit function, by taking the derivative of $\alpha$ on both sides of the equation $A(x_s(\alpha, \eta)) = 0$, one can get

$$-\frac{v \tilde{\beta}}{\mu \tilde{\sigma}} L'_s x'_s - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} + \frac{\eta L'_s}{3l^2} (l'_s x'_s + l''_s) = 0, \tag{3.7}$$

where $x'_s := \frac{\partial x_s}{\partial \alpha}(\alpha, \eta)$, and

$$l'_\alpha = \frac{\partial l}{\partial \alpha}(x_s, \alpha, \eta) = \frac{g}{(\alpha + g)^2} > 0,$$
\[ L'_\alpha = \frac{\partial L}{\partial \alpha}(x_s, \alpha, \eta) = \frac{x p'(xp - p)}{p^3(\alpha + xp)} < 0, \]
\[ l'_{x_s} = \frac{\partial l}{\partial x_s}(x_s, \alpha, \eta) = -\frac{g'(a + g)}{(a + g)^2} < 0. \]

From Lemma 2.1(4), we know that \( L'_x > 0 \). It follows that
\[ \frac{\partial x_s}{\partial \alpha} = \frac{\eta}{\frac{\nu}{\mu} \bar{\beta} \bar{\sigma} L'_\alpha + \eta l'_{x_s}} > 0. \]

Similarly, by the derivative rule of implicit function, we take the derivative of \( \eta \) on both sides of the equation \( \Lambda(x_s(\alpha, \eta)) = 0 \) and find the derivative of \( \eta \), which is given by
\[ \frac{\partial x_s}{\partial \eta} = \frac{l}{-3AP^2L'_s + \eta l'_{x_s}} < 0, \]
where \( A = \frac{\nu}{\mu} \bar{\beta} \bar{\sigma} \) and \( l'_{x_s} \) is as before, where we used the facts that \( L'_x > 0 \) and \( l'_{x_s} < 0 \) for \( \vartheta \in (0, 1) \). Therefore \( x_s(\alpha, \eta) \) is strictly monotone increasing in \( \alpha \) and strictly monotone decreasing in \( \eta \), where \( \eta = \frac{\bar{\sigma}}{\bar{\sigma}} \). Then it follows that, for each \( \eta \in (0, 1) \), \( x_s \to x^D_\vartheta \) as \( \alpha \to \infty \), where \( x^D_\vartheta \) is the unique positive solution to
\[ p(x) - \frac{\nu}{\mu} \bar{\beta} p(\vartheta x) = \eta/3. \]

This completes the proof. \( \square \)

**Lemma 3.2** ([10]) Consider the initial value problem of a delay differential equation
\[
\dot{x}(t) = G(x(t), x(t - \tau)), \quad t > 0, \\
x(t) = x^0(t), \quad -\tau \leq t \leq 0.
\]

Assuming that the function \( G \) is defined and continuously differentiable in \( R_+ \times R_+ \) and strictly monotone increasing in the second variable, we have following results:

1. If \( x_s \) is a positive solution of the equation \( G(x, x) = 0 \) such that \( G(x, x) > 0 \) for \( x < x_s \) but near \( x_s \), \( G(x, x) < 0 \) for \( x > x_s \). Let \( (c, d) \) be the (maximal) interval containing only the root \( x_s \) of the equation \( G(x, x) = 0 \). If \( x(t) \) is the solution of the problem of (3.8), (3.9) and \( x^0(t) \in C[-\tau, 0], c < x^0(t) < d \) for \( -\tau \leq t \leq 0 \), then
\[ \lim_{t \to \infty} x(t) = x_s. \]

2. If \( G(x, x) < 0 \) for all \( x > 0 \), then
\[ \lim_{t \to \infty} x(t) = 0. \]

**Theorem 3.3** Assume \( \vartheta \in (0, 1) \). For any nonnegative initial value \( \psi(t), -\tau \leq t \leq 0 \),

1. If \( \mu \bar{\sigma} > \nu \bar{\beta} + \mu \bar{\sigma} \), the solution of (2.3) converges to \( x_s \) as \( t \to \infty \);
2. If \( \mu \bar{\sigma} < \nu \bar{\beta} + \mu \bar{\sigma} \), the solution of (2.3) converges to 0 as \( t \to \infty \).
Proof Let
\[ G(x, y) = \frac{\alpha}{\alpha + g(y)} \frac{y^3 p(y)}{x^3} - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} \frac{\alpha p(\tilde{x})}{\alpha + g(\tilde{x})} - \eta / 3, \]
where \( \eta = \tilde{\sigma} / \tilde{\sigma} \). Then
\[ G(x, x) = \Theta(x) = l(x) \Lambda(x) = l(x) \left( 1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} L(x) - \frac{\eta}{3l(x)} \right). \]
Direct computation yields
\[ \frac{\partial G}{\partial y} = \frac{\alpha}{x^3} \frac{\partial F}{\partial y} > 0, \]
thus \( G \) is strictly monotone increasing in the second variable \( y \).

By Lemma 2.1(4) and (3.5), we know that \( \Lambda(x) \) is strictly monotone decreasing, and by Lemma 2.1(1) (2), one can easily get
\[ \lim_{x \to 0} \Lambda(x) = 1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} - \eta, \quad \lim_{x \to \infty} \Lambda(x) = -\infty. \]
If \( \mu \tilde{\sigma} > v \tilde{\beta} + \mu \tilde{\sigma} \), we can get that there exists a unique positive constant \( x_s \) such that \( x_s \) is the unique positive solution of the equation \( G(x, x) = 0 \). Moreover, \( G(x, x) > 0 \) for \( x < x_s \); \( G(x, x) < 0 \) for \( x > x_s \). By Lemma 3.2(1), we get that
\[ \lim_{t \to \infty} R(t) = x_s \]
holds for any nonnegative initial value \( \phi(t) \), \(-\tau \leq t \leq 0\).

(2) By the facts that \( \Lambda(x) \) is strictly monotone decreasing and
\[ \lim_{x \to 0} \Lambda(x) = 1 - \frac{v \tilde{\beta}}{\mu \tilde{\sigma}} - \eta, \quad \lim_{x \to \infty} \Lambda(x) = -\infty, \]
if \( \mu \tilde{\sigma} < v \tilde{\beta} + \mu \tilde{\sigma} \), one can get that
\[ G(x, x) = l(x) \Lambda(x) < 0 \]
since \( \Lambda(x) < 0 \). By Lemma 3.2(2), we get that
\[ \lim_{t \to \infty} R(t) = 0 \]
holds for any nonnegative initial value \( \phi(t) \), \(-\tau \leq t \leq 0\). This completes the proof. \( \Box \)

4 Effects of inhibitor and nutrient parameters on tumor growth

We consider the relevant parameters of inhibitors and nutrients as independent variables and write (2.3) as follows:
\[ \frac{dx}{dt} = \Phi(x, x, \tilde{\sigma}, \tilde{\beta}, \tilde{\theta}), \quad (4.1) \]
where

$$
\Phi(x, y, \tilde{\sigma}, \bar{\beta}, \vartheta) = \mu \tilde{\sigma} x \left[ \frac{\alpha}{\alpha + g(y)} y^3 p(y) - \frac{v \tilde{\beta}}{\mu \tilde{\sigma} \alpha + g(\vartheta x)} - \frac{\tilde{\sigma}}{3 \tilde{\sigma}} \right].
$$

By a simple computation, we have

$$
\frac{\partial \Phi}{\partial \bar{\alpha}} = \frac{v \tilde{\beta}}{\tilde{\sigma}} \frac{\alpha x p(\vartheta x)}{\alpha + g(\vartheta x)} + \frac{\mu \tilde{\sigma}}{3 \tilde{\sigma}} x > 0,
$$

$$
\frac{\partial \Phi}{\partial \bar{\beta}} = -v \frac{\alpha x p(\vartheta x)}{\alpha + g(\vartheta x)} < 0,
$$

and

$$
\frac{\partial \Phi}{\partial \vartheta} = -v \tilde{\beta} x \frac{\vartheta \left[ \alpha p'(\vartheta x) - p^2(\vartheta x) \right]}{[\alpha + g(\vartheta x)]^2} > 0.
$$

Assume $\bar{\sigma}_1 > \bar{\sigma}_2$ and the other parameters $\tilde{\beta}, \mu, v, \vartheta, \tilde{\sigma},$ and $\alpha$ being fixed. Under the conditions of the above parameters, where $\bar{\sigma}_1 > \bar{\sigma}_2$ and $\tilde{\beta}_1 = \tilde{\beta}_2, \vartheta_1 = \vartheta_2, \mu_1 = \mu_2, v_1 = v_2, \tilde{\sigma}_1 = \tilde{\sigma}_2,$ and $\alpha_1 = \alpha_2$, let $x_1(t)$ and $x_2(t)$ be the solutions to problem (4.1) with the same initial value function $\varphi$ respectively. Since

$$
\frac{\partial \Phi}{\partial y} = \frac{\mu \tilde{\sigma} \alpha}{x^3} \frac{\partial F}{\partial y} > 0,
$$

by the comparison principle (see, e.g., Lemma 3.1 [10]), one can get that $x_1(t) \geq x_2(t)$ for all $t > 0$. Biologically speaking, if other conditions remain unchanged, increasing the concentration of external nutrients will increase the radius of tumors.

Similarly, by the comparison principle, (4.2), and (4.3), we can get:

- If other conditions remain unchanged, increasing the concentration of external inhibitors will reduce the radius of tumors.
- If other conditions remain unchanged, increasing $\vartheta$ will increase the radius of tumors.
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