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ABSTRACT
In this paper, we consider the structural change in a class of discrete valued time series, where the true conditional distribution of the observations is assumed to be unknown. The conditional mean of the process depends on a parameter $\theta^*$ which may change over time. We provide sufficient conditions for the consistency and the asymptotic normality of the Poisson quasi-maximum likelihood estimator (QMLE) of the model. We consider an epidemic change-point detection and propose a test statistic based on the QMLE of the parameter. Under the null hypothesis of a constant parameter (no change), the test statistic converges to a distribution obtained from increments of a Browninan bridge. The test statistic diverges to infinity under the epidemic alternative, which establishes that the proposed procedure is consistent in power. The effectiveness of the proposed procedure is illustrated by simulated and real data examples.

1. Introduction
Change-point detection is a vast and active field of research, since its applications can be found in several areas, such as, epidemiology, finance, ecology, biology, etc. This paper focuses on the epidemic change-point problem (see, for instance, [18,26]) in a large class of integer-valued time series. The epidemic change-point problem involves testing the null hypothesis of no change versus the alternative that two changes occur during the data generating, with the structure of the first and the third segment is the same, and different from the second segment.

Assume that $\{Y_t, t \in \mathbb{Z}\}$ is a time series of counts and denote by $\mathcal{F}_{t-1} = \sigma\{Y_{t-1}, \ldots; X_{t-1}, \ldots\}$ the $\sigma$-field generated by the whole past at time $t-1$. Let $\Theta$ be a fixed compact subset of $\mathbb{R}^d$ ($d \in \mathbb{N}$) and $\mathcal{T} \subseteq \mathbb{Z}$. For any $\theta \in \Theta$, define the class of integer-valued time series given by

**Class $\mathcal{OD}_\mathcal{T}(f_\theta)$**: The process $Y = \{Y_t, t \in \mathbb{Z}\}$ belongs to $\mathcal{OD}_\mathcal{T}(f_\theta)$ if it satisfies:

$$\mathbb{E}(Y_t|\mathcal{F}_{t-1}) = f_\theta(Y_{t-1}, Y_{t-2}, \ldots) \quad \forall \ t \in \mathcal{T},$$

where $f_\theta(\cdot)$ is a measurable non-negative function, assumed to be known up to the parameter $\theta$. Ahmad and Francq [1] carried out the inference question in the semiparametric
setting in the class $\mathcal{OD}_\mathbb{Z}(f_0)$, whereas [8,9] focused on the model selection and multiple change-points problems in this class. Note that, numerous classical integer-valued time series models belong to the class $\mathcal{OD}_\mathbb{Z}(f_0)$: for instance, the Poisson INGARCH models (see for instance [12]), the negative binomial INGARCH models (proposed by [27]), the binomial INGARCH (see [25]), the Poisson exponential autoregressive models (see [13]), the INAR models (see [23,24]).

Firstly, we consider the class $\mathcal{OD}_\mathbb{Z}(f_{\theta^*})$ for some $\theta^* \in \Theta$ and carry out the inference on the parameter $\theta^*$. The consistency and the asymptotic normality of the Poisson quasi-maximum likelihood estimator (QMLE) are addressed. These results are the same as the ones obtained by [1]. But the conditions set here seem to be more straightforward than those needed by these authors (see Section 2 below).

Secondly, we focus on the test with an epidemic alternative, for detecting changes in the parameter of the class $\mathcal{OD}_\mathbb{Z}(f_{\theta^*})$. The principle is that, the parameter has changed at time $t^*_1$, and then restored its original value after a time $t^*_2$; that is, an ‘epidemic’ occurred between $t^*_1$ and $t^*_2$. This question has been addressed in several works; see, among others papers, [2,3,5,6,14–16,18–21,26]. Most of these procedures are developed for epidemic change-point detection in the mean of random variables. Also, the case time series of count has not received great attention in the literature, while these models are very useful in many fields (see Section 5 for an example of application to the number of hospital admissions). For the general class $\mathcal{OD}_\mathbb{Z}(f_{\theta^*})$, we propose a test procedure based on the Poisson QMLE, for detecting epidemic change in the parameter $\theta^*$. Under the null hypothesis (no change) the test statistic converges to a distribution obtained from a difference between two Brownian bridges; this test statistic diverges to infinity under the epidemic alternative.

The paper is organized as follows. In Section 2, we set some assumptions, define the Poisson QMLE and establish its asymptotic properties. Section 3 is devoted to the construction of the test statistic and the asymptotic studies under the null and the epidemic alternative. Some simulation results are displayed in Section 4. Section 5 focuses on a real data example and Section 6 provides the proofs of the main results.

### 2. Assumptions and Poisson QMLE

Throughout the sequel, the following notations will be used:

- $\|x\| := \sqrt{\sum_{i=1}^{p} |x_i|^2}$, for any $x \in \mathbb{R}^p$;
- $\|x\| := \sqrt{\sum_{i=1}^{p} \sum_{j=1}^{q} |x_{i,j}|^2}$, for any matrix $x = (x_{i,j}) \in M_{p,q}(\mathbb{R})$; where $M_{p,q}(\mathbb{R})$ denotes the set of matrices of dimension $p \times q$ with coefficients in $\mathbb{R}$;
- $\|f\|_\Theta := \sup_{\theta \in \Theta} (\|f(\theta)\|)$ for any function $f : \Theta \longrightarrow M_{p,q}(\mathbb{R})$;
- $\|Y\|_r := \mathbb{E}(\|Y\|_r^r)^{1/r}$, where $Y$ is a random vector with finite $r$-order moments;
- $T_{\ell,\ell'} = \{\ell, \ell + 1, \ldots, \ell'\}$ for any $(\ell, \ell') \in \mathbb{N}^2$ such as $\ell \leq \ell'$;
- $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

In the sequel, we will denote by 0 the null vector of any vector space. Consider the following classical contraction condition on the function $f_0$. 

Assumption 1: \( A_i(\Theta) \) (\( i = 0, 1, 2 \)): For any \( y \in \mathbb{N}_0^n \), the function \( \theta \mapsto f_\theta(y) \) is \( i \) times continuously differentiable on \( \Theta \) with \( \| \frac{\partial^i f_\theta(y)}{\partial \theta^i} \|_\Theta < \infty \); and there exists a sequence of non-negative real numbers \( (\alpha_{k}^{(i)})_{k \geq 1} \) satisfying \( \sum_{k=1}^{\infty} \alpha_{k}^{(0)} < 1 \) (or \( \sum_{k=1}^{\infty} \alpha_{k}^{(i)} < \infty \) for \( i = 1, 2 \)); such that for any \( y, y' \in \mathbb{N}_0^n \),

\[
\sup_{\theta \in \Theta} \left\| \frac{\partial^i f_\theta(y)}{\partial \theta^i} - \frac{\partial^i f_\theta(y')}{\partial \theta^i} \right\| \leq \sum_{k=1}^{\infty} \alpha_{k}^{(i)} |y_k - y'_k|.
\]

In the whole paper, it is assumed that any \( \{Y_t, t \in \mathbb{Z} \} \) belonging to \( \mathcal{OD}_T(f_\theta) \) is a stationary and ergodic process satisfying:

\[
\exists \mathcal{C} > 0, \mathcal{E} > 0, \text{ such that } \forall t \in \mathbb{Z}, \mathbb{E} Y_t^{1+\epsilon} < \mathcal{C}.
\] (2)

Let \( (Y_1, \ldots, Y_k) \in \mathcal{OD}_{[1, \ldots, k]}(f_{\theta^*}) \) be a trajectory with \( k \geq 1 \) and \( \theta^* \in \Theta \). Then, for any subset \( T \subseteq \{1, \ldots, k\} \), the conditional Poisson (quasi)log-likelihood computed on \( T \) is given (up to a constant) by

\[
L(T, \theta) := \sum_{t \in T} \ell_t(\theta) \quad \text{with } \ell_t(\theta) = Y_t \log \lambda_t(\theta) - \lambda_t(\theta),
\]

where \( \lambda_t(\theta) = f_\theta(Y_{t-1}, Y_{t-2}, \ldots) \). This conditional (quasi)log-likelihood is approximated (see also [1]) by

\[
\hat{L}(T, \theta) := \sum_{t \in T} \hat{\ell}_t(\theta) \quad \text{with } \hat{\ell}_t(\theta) = Y_t \log \hat{\lambda}_t(\theta) - \hat{\lambda}_t(\theta),
\] (3)

where \( \hat{\lambda}_t(\theta) = f_\theta(Y_{t-1}, \ldots, Y_1, 0, \ldots) \). According to (3), the Poisson QMLE of \( \theta^* \) computed on \( T \) is defined by

\[
\hat{\theta}(T) := \arg \max_{\theta \in \Theta} \left( \hat{L}(T, \theta) \right).
\] (4)

When \( (Y_1, \ldots, Y_n) \) is a trajectory of a process \( \{Y_t, t \in \mathbb{Z} \} \) belonging to \( \mathcal{OD}_{\mathcal{Z}}(f_{\theta^*}) \), we impose the following assumptions to study the asymptotic behavior of the Poisson QMLE.

(A0): for all \( (\theta, \theta') \in \Theta^2 \), \( f_{\theta}(Y_{t-1}, Y_{t-2}, \ldots) \overset{a.s.}{=} f_{\theta'}(Y_{t-1}, Y_{t-2}, \ldots) \) for some \( t \in \mathbb{N} \) \( \Rightarrow \theta = \theta' \); moreover, \( \exists \mathcal{C} > 0 \) such that \( \inf_{\theta \in \Theta} f_{\theta}(y) \geq \mathcal{C} \) for all \( y \in \mathbb{N}_0^n \);

(A1): \( \theta^* \) is an interior point of \( \Theta \subset \mathbb{R}^d \);

(A2): for all \( c \in \mathbb{R}^d \), \( c' \frac{\partial \lambda_t(\theta^*)}{\partial \theta} \overset{a.s.}{=} 0 \Rightarrow c = 0 \).

The above assumptions allow to establish the consistency and the asymptotic normality of the QMLE. Such results have already been obtained by [1]. However, the conditions needed in the following proposition seem to be more straightforward. See also Remark 2 in [10], which points out that, many of the assumptions in [1] (for instance, (4), (11), (12), (14), (15)) can be obtained from the Lipschitz-type conditions above.

Proposition 2.1: Assume that \( (Y_1, \ldots, Y_n) \) is a trajectory of a process \( \{Y_t, t \in \mathbb{Z} \} \) belonging to \( \mathcal{OD}_{\mathcal{Z}}(f_{\theta^*}) \). Let \( (j_n)_{n \geq 1} \) and \( (k_n)_{n \geq 1} \) be two integer valued sequences such that \( j_n < k_n \), \( k_n \rightarrow \infty \) and \( k_n - j_n \rightarrow \infty \) as \( n \rightarrow \infty \).
(i) If (A0), A0(θ) and (2) (with $\epsilon \geq 1$) hold with

$$\alpha_k^{(0)} = O(k^{-\gamma}) \text{ for some } \gamma > 3/2,$$

then

$$\sqrt{k_n} - j_n(\hat{\theta}(T_{j_n,k_n}) - \theta^*) \overset{D}{\to}_{n \to \infty} \mathcal{N}(0, \Sigma^{-1}) \text{ with } \Sigma := J_{\theta^*} I_{\theta^*}^{-1} J_{\theta^*},$$

where $J_{\theta^*} = \mathbb{E}[\frac{1}{\lambda_0(\theta^*)} \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta}]$ and $I_{\theta^*} = \mathbb{E}[\frac{Y_0}{\lambda_0(\theta^*)} - 1]^2 \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta}$.

This proposition will be proved by relying on some results which have already been established in [11] without using the assumption of ‘conditional Poisson distribution’.

For any $\ell, \ell' \in \mathbb{N}$ with $\ell \leq \ell'$, define the following matrices:

$$\tilde{T}(T_{\ell,\ell'}) = \frac{1}{\ell' - \ell + 1} \sum_{t \in T_{\ell,\ell'}} \frac{1}{\lambda_t(\hat{\theta}(T_{\ell,\ell'}))} \frac{\partial \hat{\lambda}_t(\hat{\theta}(T_{\ell,\ell'}))}{\partial \theta} \frac{\partial \hat{\lambda}_t(\hat{\theta}(T_{\ell,\ell'}))}{\partial \theta'},$$

$$\tilde{T}(T_{\ell,\ell'}) = \frac{1}{\ell' - \ell + 1} \sum_{t \in T_{\ell,\ell'}} \left( \frac{Y_t}{\lambda_t(\hat{\theta}(T_{\ell,\ell'}))) - 1 \right)^2 \frac{\partial \hat{\lambda}_t(\hat{\theta}(T_{\ell,\ell'}))}{\partial \theta} \frac{\partial \hat{\lambda}_t(\hat{\theta}(T_{\ell,\ell'}))}{\partial \theta'}.$$

According to (A2), one can easily show that the matrices $I$ and $J$ are symmetric and positive definite. Further, the part (i.) of Proposition 2.1 implies the almost sure convergence of $\tilde{T}(T_{1,n})$ and $\tilde{T}(T_{1,n})$ to $J_{\theta^*}$ and $I_{\theta^*}$, respectively. Therefore, $\tilde{\Sigma}_n = \tilde{T}(T_{1,n})\tilde{T}(T_{1,n})^{-1}\tilde{T}(T_{1,n})$ is a consistent estimator of the covariance matrix $\Sigma$.

3. Change-point test and asymptotic results

Assume that $(Y_1, \ldots, Y_n)$ is an observed trajectory of the process $\{Y_t, t \in \mathbb{Z}\}$ and we would like to test the null hypothesis of constant parameter

$H_0$: $(Y_1, \ldots, Y_n)$ is a trajectory of the process stationary $\{Y_t, t \in \mathbb{Z}\} \in \mathcal{O}D_{\mathbb{Z}}(f_{\theta^*_1})$ with $\theta^*_1 \in \Theta$.

against the epidemic alternative

$H_1$: there exists $(\theta^*_1, \theta^*_2, t^*_1, t^*_2) \in \Theta^2 \times \{2, 3, \ldots, n - 1\}^2$ (with $\theta^*_1 \neq \theta^*_2$ and $t^*_1 < t^*_2$) such that $(Y_1, \ldots, Y_{t^*_1})$ and $(Y_{t^*_2+1}, \ldots, Y_n)$ are trajectories of a process $\{Y_t^{(1)}, t \in \mathbb{Z}\} \in \mathcal{O}D_{\mathbb{Z}}(f_{\theta^*_1})$, and $(Y_{t^*_1+1}, \ldots, Y_{t^*_2})$ is a trajectory of a process $\{Y_t^{(2)}, t \in \mathbb{Z}\} \in \mathcal{O}D_{\mathbb{Z}}(f_{\theta^*_2})$.

We derive a retrospective test procedure in a semi-parametric setting, with a statistic based on the Poisson QMLE. Suppose that $(u_n)_{n \geq 1}$ and $(v_n)_{n \geq 1}$ are two integer valued
sequences such that: \( u_n = o(n) \), \( v_n = o(n) \) and \( u_n, v_n \rightarrow \infty \) for all \( n \geq 1 \), define the matrix

\[
\hat{\Sigma}(u_n) = \frac{1}{3} \left[ \hat{I}(T_{1,u_n}) \hat{I}(T_{1,u_n})^{-1} \hat{I}(T_{1,u_n}) + \hat{I}(T_{u_n+1,n-u_n}) \hat{I}(T_{u_n+1,n-u_n})^{-1} \hat{I}(T_{u_n+1,n-u_n}) \\
+ \hat{I}(T_{n-u_n+1,n}) \hat{I}(T_{n-u_n+1,n})^{-1} \hat{I}(T_{n-u_n+1,n}) \right] \tag{7}
\]

and the subset

\[
T_n = \{(k_1, k_2) \in [(v_n, n - v_n) \cap \mathbb{N}]^2 \text{ with } k_2 - k_1 \geq v_n \} \tag{8}
\]

For all \((k_1, k_2) \in T_n\), we introduce

\[
C_{n,k_1,k_2} = \frac{(k_2 - k_1)}{n^{3/2}} \left[ (n - (k_2 - k_1)) \hat{\theta}(T_{k_1+1,k_2}) - k_1 \hat{\theta}(T_{k_1,k_1}) - (n - k_2) \hat{\theta}(T_{k_2+1,n}) \right] \tag{9}
\]

Consider thus the test statistic given by

\[
\hat{Q}_n = \max_{(k_1,k_2) \in T_n} \hat{Q}_{n,k_1,k_2} = C'_{n,k_1,k_2} \hat{\Sigma}(u_n) C_{n,k_1,k_2} \tag{10}
\]

Let us note that, the sequences \( \{u_n\} \) and \( \{v_n\} \) play a very important role in the construction of the proposed test statistic \( \hat{Q}_n \). In the theoretical study, they allow to apply the convergence results of Proposition 2.1 when establishing the consistency of the proposed procedure. For example, \( \{v_n\} \) assures that the lengths of \( T_{k_1+1,k_2}, T_{k_2+1,n} \) and \( T_{1,k_1} \) are sufficiently large (see (8)), whereas \( \{u_n\} \) assures that the length of \( T_{1,u_n} \) (see (7)) is large enough as \( n \rightarrow \infty \). In practical applications, they are used to assure that the length of \( T_{k_1+1,k_2}, T_{k_2+1,n}, T_{1,k_1} \) and \( T_{1,u_n} \) are not too small, which allows to obtain the convergence of the numerical algorithm used to compute the estimators on those segments. See also [11,17] for further comments on such sequences. The matrix \( \hat{\Sigma}(u_n) \) is also essentially useful to prove the asymptotic properties of \( \hat{Q}_n \), because: (i) under \( H_0 \), each of the three matrices in the formula of \( \hat{\Sigma}(u_n) \) converges almost surely to the covariance matrix \( \Sigma \) and (ii) under the epidemic alternative, the first and third matrices converge to the covariance matrix of the stationary model of the first regime (or to the third regime) which is positive definite. The consistency of second matrix is not ensured under the alternative; but it is positive semi-definite.

Note that, a weight function can be used to increase the power of the test procedure based on the statistic \( \hat{Q}_n \). See, for instance, [7,10,11] for some examples. The statistic \( \hat{Q}_n \) can be seen as an extension to any parameter of the test statistic proposed by [19] (statistic \( \text{UI}(n, \rho) \)), [16] (statistic \( T_n^2 \)), [5] (statistic \( T_n(\alpha, \beta) \)) or [2] (statistic \( T_n^{B_2} \)) in the context of mean change analysis. Indeed, in the particular case of the change-point detection in the mean with \( \hat{\theta}(T) \) the empirical mean computed on the segment \( T \), the statistic \( \hat{Q}_n \) is equivalent to those proposed by these authors.

The statistic test evaluates the distance between \( \hat{\theta}(T_{1,k_1}) - \hat{\theta}(T_{k_1+1,k_2}) \) and \( \hat{\theta}(T_{k_2+1,n}) - \hat{\theta}(T_{k_1+1,k_2}) \), for all \((k_1, k_2) \in T_n\). These distances are not too large in the absence of change-point (i.e. under \( H_0 \)). Thus, the procedure rejects the null hypothesis if there exist two instants \( k_1 \) and \( k_2 \) such that the distances exceed a suitably chosen constant.

The following theorem establishes the asymptotic behavior of the test statistic under the null hypothesis.
Table 1. Some empirical \((1 - \alpha)\)-quantiles of the distribution of \(\sup_{0 \leq \tau_1 < \tau_2 \leq 1} \|W_d(\tau_1) - W_d(\tau_2)\|^2\).

| \(d\) | 1   | 2   | 3   | 4   | 5   |
|------|-----|-----|-----|-----|-----|
| \(\alpha\) | 0.01 | 3.907 | 7.320 | 12.384 | 16.004 | 19.039 |
|     | 0.05 | 2.973 | 5.690 | 8.948 | 11.708 | 14.471 |
|     | 0.10 | 2.503 | 4.988 | 7.650 | 9.954 | 12.410 |

**Theorem 3.1:** Under \(H_0\) with \(\theta_1^* \in \Theta\), assume that (A0)-(A2), \(A_i(\Theta) (i = 0, 1, 2)\) and (2) (with \(\epsilon > 3\)) and (6) hold. Then,

\[
\hat{Q}_n \xrightarrow{D} \sup_{0 \leq \tau_1 < \tau_2 \leq 1} \|W_d(\tau_1) - W_d(\tau_2)\|^2, \tag{11}
\]

where \(W_d\) is a \(d\)-dimensional Brownian bridge.

For a significance level \(\alpha \in (0, 1)\), the critical region of the test is then \((\hat{Q}_n > c_{d,\alpha})\), where \(c_{d,\alpha}\) is the \((1 - \alpha)\)-quantile of the distribution of \(\sup_{0 \leq \tau_1 < \tau_2 \leq 1} \|W_d(\tau_1) - W_d(\tau_2)\|^2\). This assures that the test procedure has correct size asymptotically. Table 1 below shows the values of \(c_{d,\alpha}\) for \(\alpha = 0.01, 0.05, 0.10\) and \(d = 1, \ldots, 5\), which are obtained by computing the empirical quantiles through Monte-Carlo simulations based on 5000 replications. The distribution was evaluated on a grid of size 1000.

Under the epidemic alternative, we set the following additional condition.

**Assumption 2:** There exists \((\tau_1^*, \tau_2^*) \in (0, 1)^2\) such that \((t_1^*, t_2^*) = ([n\tau_1^*], [n\tau_2^*])\) (with \([\cdot]\) is the integer part).

Combining all the regularity assumptions given above, we obtain the following result.

**Theorem 3.2:** Under \(H_1\) with \(\theta_1^* \in \Theta\), assume that \(B\), (A0)-(A2), \(A_i(\Theta) (i = 0, 1, 2)\) (with \(\epsilon \geq 3\)) and (6) hold. Then,

\[
\hat{Q}_n \xrightarrow{P} + \infty. \tag{12}
\]

This theorem establishes the consistency in power of the proposed procedure. Under \(H_1\), an estimator of the vector of breakpoints \(t^* = (t_1^*, t_2^*)\) is given by

\[
\hat{t}_n = \arg\max_{(k_1, k_2) \in T_n} C_n(k_1, k_2) \sum_{u \in \tilde{U}_n} C_n(k_1, k_2).
\]

The property of this estimator, for example, the study of the asymptotic behavior of \(\|\hat{t}_n - t^*\|\) is a topic of another research subject.
4. Simulation study

We present some simulation results in order to assess the empirical size and power of the proposed test procedure. To do so, we consider the following processes:

- **Poisson-INGARCH processes:**
  \[ Y_t | \mathcal{F}_{t-1} \sim \text{Poisson}(\lambda_t) \quad \text{with} \quad \lambda_t = \omega^* + \alpha^* Y_{t-1} + \beta^* \lambda_{t-1}, \quad \text{for all} \ t \in \mathbb{Z}; \quad (13) \]

- **NB-INGARCH processes:**
  \[ Y_t | \mathcal{F}_{t-1} \sim \text{NB}(r, p_t) \quad \text{with} \quad \frac{r(1-p_t)}{p_t} = \lambda_t = \omega^* + \alpha^* Y_{t-1} + \beta^* \lambda_{t-1}, \quad \text{for all} \ t \in \mathbb{Z}, \quad (14) \]

where \( \text{NB}(r, p) \) denotes the negative binomial distribution with parameters \( r \) (assumed to be known) and \( p \), and the parameter vector associated to the models is denoted by \( \theta^* = (\omega^*, \alpha^*, \beta^*) \) which becomes \( \theta^* = (\omega^*, \alpha^*) \) when \( \beta^* = 0 \) (i.e. for an INARCH(1) representation). The NB-INGARCH processes are generated with \( r = 1 \) and \( r = 5 \). Here, we use the probability mass function of \( \text{NB}(r, p) \) given by

\[ P(Y = y) = \binom{y + r - 1}{r - 1} p^r (1 - p)^y, \quad \text{for all} \ y = 0, 1, 2, \ldots \]

Firstly, we generate two trajectories \( (Y_1, \ldots, Y_{500}) \) from (14): a trajectory under \( H_0 \) with \( \theta^* = (0.5, 0.2, 0.35) \) and a trajectory under \( H_1 \) with breaks at \( t_1 = 150 \) when \( \theta^* \) changes to \( (1, 0.2, 0.35) \) and \( t_2 = 350 \) when \( \theta^* \) reverts back to \( (0.5, 0.2, 0.35) \). We have implemented the procedure in the R software (developed by the CRAN project). Figure 1 shows the realizations of the statistic \( \hat{Q}_{n,k_1,k_2} \) computed with \( u_n = v_n = \lfloor (\log(n))^{5/2} \rfloor \). As can be seen from this figure, in the scenario without change, the statistic \( \hat{Q}_{n,k_1,k_2} \) is less than the limit of the critical region that is represented by the horizontal triangle (see Figure 1(c)). Under the alternative (of epidemic change), \( \hat{Q}_{n,k_1,k_2} \) is greater than the critical value of the test and it reaches its maximum around the point where the changes occur (see the dotted lines in Figure 1(d)).

Now, for each of the two models (13) and (14), we are going to generate independent replications with sample size \( n = 500, 1000 \) in the following situations: a scenario where the parameter \( \theta^* = \theta_0 \) is constant (no change) and a scenario where the parameter \( \theta^* \) changes from \( \theta_0 \) to \( \theta_1 \) at time \( t_1^* = 0.3n \) and reverts back to \( \theta_0 \) at time \( t_2^* = 0.7n \). Table 2 contains the empirical sizes and powers computed (under \( H_0 \) and \( H_1 \), respectively) as the proportion of the number of rejections of the null hypothesis based on 500 replications. These results are obtained with a significance level \( \alpha = 5\% \). The scenario \( \{\theta_0 = (22.75, 0.18); \theta_1 = (14.5, 0.05)\} \) considered here is related and close to the fitted representation obtained from the real data example (see below). As expected, the performance is better for the Poisson-INGARCH processes than in the NB-INGARCH processes, but the test procedure works well in both cases (see Table 2). It produces reasonable empirical levels which are close to the nominal one when \( n = 1000 \). Also, the empirical powers increase with the sample size and are close to 1 when \( n = 1000 \), even in situations where the difference between \( \theta_0 \) and \( \theta_1 \) is relatively small (see, for example, the last scenario of the Poisson-INGARCH in Table 2). This is consistent with the results of Theorem 3.2.
Figure 1. Typical realization of 500 observations of two NB-INGARCH(1,1) processes with \( r = 5 \) and the corresponding statistics \( \hat{Q}_{n,k_1,k_2} \) for the epidemic change-point detection. (a) is a trajectory without change, where the true parameter \( \theta^* = (0.5, 0.2, 0.35) \) is constant. (b) is a trajectory generated under the epidemic alternative, where the parameter \( \theta^* \) changes to \((1, 0.2, 0.35)\) at \( t_1 = 150 \) and reverts back to \((0.5, 0.2, 0.35)\) at \( t_2 = 350 \). The horizontal triangles in (c) and (d) represent the limit of the critical region of the test, whereas the dotted lines show the point where the maximum of \( \hat{Q}_{n,k_1,k_2} \) is reached.

5. Real data example

We investigate the number of daily hospital admissions for respiratory diseases in children under 6 years old in the Vitória metropolitan area, Brazil. The data are obtained from the Hospital Infantil Nossa Senhora da Glória. The time series is plotted in Figure 2(a). There are 413 available observations that represent the admission from 13 June 2008 through 30 July 2009. This time series is a part of a large dataset (available at https://rss.onlinelibrary.wiley.com/pb-assets/hub-assets/rss/Datasets/RSSC%2067.2/C1239deSouza-1531120585220.zip) which has been studied by [22]. In their works, they used a hybrid generalized additive with Poisson marginal distribution to analyze the effects of some atmospheric pollutants on the number of hospital admissions due to cause-specific respiratory diseases.

The time series plot appears to show an epidemic change in the sequence. To test this, we apply our detection procedure with an INARCH(1) representation given by \( \mathbb{E}(Y_t|F_{t-1}) = \lambda_t = \omega^* + \alpha^*Y_{t-1} \). In each segment, to compute the QPMLE, the initial values \( \lambda_1 \) and \( \partial \lambda_1 / \partial \theta \) are set to be the empirical mean of the data and the null vector, respectively. For \( u_n = [(\log(n))^2/2] \) and \( v_n = [(\log(n))^2] \), Figure 2(b) shows the values of the statistic \( \hat{Q}_{n,k_1,k_2} \) corresponding to all the possible combinations \((k_1, k_2) \in T_n\). The critical value of the nominal level \( \alpha = 5\% \) is \( c_{d,\alpha} = 5.69 \) and the resulting test statistic is \( \hat{Q}_n = 14.72 \); which implies the rejection of the null hypothesis (i.e. changes-points are detected). The peak in the graph is reached at the point \((k_1, k_2) = (198, 285)\) which is the vector of the
Table 2. Empirical sizes and powers at the nominal level 0.05 for the epidemic change-point detection in the Poisson-INGARCH (13) and NB-INGARCH (14) processes.

|            | $n = 500$ | $n = 1000$ |
|------------|-----------|------------|
| Poisson-INGARCH |          |            |
| Empirical levels: |          |            |
| $\theta_0 = (22.75, 0.18)$ | 0.036 | 0.044 |
| $\theta_0 = (0.15, 0.3, 0.2)$ | 0.064 | 0.058 |
| $\theta_0 = (1, 0.4, 0.2)$ | 0.040 | 0.048 |
| Empirical powers: |          |            |
| $\theta_0 = (22.75, 0.18)$; $\theta_1 = (14.5, 0.05)$; | 0.996 | 1.000 |
| $\theta_0 = (0.15, 0.3, 0.2)$; $\theta_1 = (0.15, 0.3, 0.6)$; | 0.990 | 0.998 |
| $\theta_0 = (1, 0.4, 0.2)$; $\theta_1 = (1, 0.15, 0.2)$; | 0.826 | 0.964 |
| NB-INGARCH | $r = 1$ |          |
| Empirical levels: |          |            |
| $\theta_0 = (22.75, 0.18)$ | 0.032 | 0.042 |
| $\theta_0 = (0.5, 0.2, 0.35)$ | 0.076 | 0.060 |
| Empirical powers: |          |            |
| $\theta_0 = (22.75, 0.18)$; $\theta_1 = (14.5, 0.05)$; | 0.880 | 0.992 |
| $\theta_0 = (0.5, 0.2, 0.35)$; $\theta_1 = (1, 0.2, 0.35)$; | 0.896 | 0.948 |
| $r = 5$ |          |            |
| Empirical levels: |          |            |
| $\theta_0 = (22.75, 0.18)$ | 0.030 | 0.046 |
| $\theta_0 = (0.5, 0.2, 0.35)$ | 0.074 | 0.056 |
| Empirical powers: |          |            |
| $\theta_0 = (22.75, 0.18)$; $\theta_1 = (14.5, 0.05)$; | 0.984 | 1.000 |
| $\theta_0 = (0.5, 0.2, 0.35)$; $\theta_1 = (1, 0.2, 0.35)$; | 0.966 | 0.992 |

Figure 2. Plot of $\hat{Q}_{n,k_1,k_2}$ for the epidemic change-point detection applied to the number of treatments for respiratory diseases in the Vitória metropolitan area, Brazil, between 13 June 2008 and 30 July 2009 with an INARCH(1) representation. The vertical lines in (a) are the estimated breakpoints. The horizontal triangle in (b) represents the limit of the critical region of the test, whereas the dotted lines show the point where the maximum of $\hat{Q}_{n,k_1,k_2}$ is reached.

Locations of the break-points estimated. In the simulation with the scenario close to this real data example, we have found that the estimator $\hat{t}_n$ of the change-point is on average very close to the true change-point $t^n$. More precisely, among the 500 trajectories simulated for $n = 500$, we considered those for which a change-point was detected (498 for Poisson INGARCH and 492 for NB-INGARCH process), and we found that on average, $\|\hat{t}_n - t^n\| < 2$ in both of these cases. The locations of the changes detected here correspond to the dates 27 December 2008 and 24 March 2009. The second regime detected coincides with a large part of the austral summer which is from December to March; which partly explains the slight decrease of the number of hospital admissions observed in this period.
The estimated model on each regime yields:

\[ \hat{\lambda}_t = \begin{cases} 
21.757 + 0.188Y_{t-1} & \text{for } t < 198, \\
13.210 + 0.154Y_{t-1} & \text{for } 198 \leq t < 285, \\
23.445 + 0.187Y_{t-1} & \text{for } t \geq 285,
\end{cases} \]  

(15)

where in parentheses are the standard errors of the estimators. In (15), one can see that the parameter of the first regime is very close to that of the third regime. This is in accordance with the alternative \( H_1 \) and lends a substantial support to the existence of an epidemic change-point in this series.

6. Proofs of the main results

Let \((\psi_n)_{n \in \mathbb{N}}\) and \((r_n)_{n \in \mathbb{N}}\) be sequences of random variables or vectors. Throughout this section, we use the notation \( \psi_n = o_P(r_n) \) to mean: for all \( \varepsilon > 0, \) \( P(\|\psi_n\| \geq \varepsilon \|r_n\|) \rightarrow 0. \) Write \( \psi_n = O_P(r_n) \) to mean: for all \( \varepsilon > 0, \) there exists \( C > 0 \) such that \( P(\|\psi_n\| \geq C\|r_n\|) \leq \varepsilon \) for \( n \) large enough. In the sequel, \( C \) denotes a positive constant whose value may differ from one inequality to another.

6.1. Proof of Proposition 2.1

Without loss of generality, we show the results for \( j_n = 1 \) and \( k_n = n \) (i.e. the consistency and the asymptotic normality of \( \hat{\theta}_n(T_{1,n}) \)).

To simplify the expressions in this paragraph, we set: \( \hat{\theta}_n := \hat{\theta}(T_{1,n}) \) and \( L_n(\theta) := L_n(T_{1,n}, \theta) \) for any \( \theta \in \Theta. \)

(i) To prove the first part of the proposition (i.e. the consistency), it suffices to show that the condition (4) of [1] is satisfied. This condition is established by [10] in their Remark 2.1 by using \( A_0(\Theta) \) and (5).

(ii) Applying the mean value theorem to the function \( \theta \mapsto \frac{\partial}{\partial \theta_i} L_n(\theta) \) for all \( i \in \{1, \ldots, d\}, \) there exists \( \bar{\theta}_{n,i} \) between \( \hat{\theta}_n \) and \( \theta^* \) such that

\[ \frac{\partial}{\partial \theta_i} L_n(\hat{\theta}_n) = \frac{\partial}{\partial \theta_i} L_n(\theta^*) + \frac{\partial^2}{\partial \theta \partial \theta_i} L_n(\hat{\theta}_{n,i})(\hat{\theta}_n - \theta^*), \]

which is equivalent to

\[ \sqrt{n}J_{\hat{\theta}_n}(\hat{\theta}_n - \theta^*) = \left( \frac{1}{n} \frac{\partial}{\partial \theta_i} L_n(\theta^*) - \frac{\partial}{\partial \theta_i} \hat{L}_n(\hat{\theta}_n) \right) + \left( \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} \hat{L}_n(\hat{\theta}_n) - \frac{\partial}{\partial \theta} L_n(\hat{\theta}_n) \right) \]

(16)

with

\[ J_{\hat{\theta}_n} = \left( -\frac{1}{n} \frac{\partial^2}{\partial \theta \partial \theta_i} L_n(\hat{\theta}_{n,i}) \right)_{1 \leq i \leq d}. \]  

(17)
Moreover, by proceeding as in Lemma 7.1 of [11], we can show that
\[
\mathbb{E} \left[ \frac{1}{\sqrt{n}} \left\| \frac{\partial}{\partial \theta} \hat{L}_n(\theta) - \frac{\partial}{\partial \theta} L_n(\theta) \right\|_\Theta \right] \longrightarrow 0, \quad n \to \infty.
\]

In addition, \( \frac{\partial}{\partial \theta} \hat{L}_n(\hat{\theta}_n) = 0 \) for \( n \) large enough since \( \hat{\theta}_n \) is a local maximum of the function \( \theta \mapsto \hat{L}_n(\theta) \) (from the assumption (A1) and the consistency of \( \hat{\theta}_n \)). Thus, (16) gives
\[
\sqrt{n}J_{\hat{\theta}_n}(\hat{\theta}_n - \theta^*) = \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} L_n(\theta^*) + o_p(1). \quad (18)
\]

The following lemma will be useful in the sequel.

**Lemma 6.1:** Assume that all the assumptions of Proposition 2.1 hold. Then,

(a) \( J_{\theta^*} = \mathbb{E}\left[ \frac{1}{\lambda_0(\theta^*)} \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta'} \right] < \infty \) and \( I_{\theta^*} = \mathbb{E}\left[ \left( \frac{Y_0}{\lambda_0(\theta^*)} - 1 \right)^2 \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta'} \right] < \infty. \)

(b) \((\frac{\partial}{\partial \theta} \ell_t(\theta^*), F_t)_{t \in \mathbb{Z}}\) is a stationary ergodic, square integrable martingale difference sequence with covariance matrix \( I_{\theta^*} \);

(c) \( J_{\hat{\theta}_n} \xrightarrow{a.s.} n \to \infty J_{\theta^*} \) and that the matrix \( J_{\theta^*} \) is invertible.

**Proof:** (a) It suffices to show that
\[
(a_1) : \quad \mathbb{E} \left[ \left\| \frac{1}{\lambda_0(\theta^*)} \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta'} \right\|_\Theta \right] < \infty \quad \text{and} \quad (a_2) : \quad \mathbb{E} \left[ \left\| \left( \frac{Y_0}{\lambda_0(\theta^*)} - 1 \right)^2 \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta'} \right\|_\Theta \right] < \infty.
\]

\((a_1) : \) From (A0), we have
\[
\mathbb{E} \left[ \left\| \frac{1}{\lambda_0(\theta^*)} \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \frac{\partial \lambda_0(\theta^*)}{\partial \theta'} \right\|_\Theta \right] \leq \mathbb{E} \left[ \left\| \frac{1}{\lambda_0(\theta^*)} \right\|_\Theta \left\| \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \right\|_\Theta^2 \right]
\leq \frac{1}{\epsilon} \mathbb{E} \left[ \left\| \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \right\|_\Theta^2 \right]. \quad (19)
\]

Moreover, from Assumption A_1(\Theta), for all \( t \in \mathbb{Z} \), we have
\[
\left\| \frac{\partial \ell_t(\theta)}{\partial \theta} \right\|_\Theta \leq \left\| \frac{\partial}{\partial \theta} f_\theta(Y_{t-1}, \ldots) - \frac{\partial}{\partial \theta} f_\theta(0, \ldots) \right\|_\Theta + \left\| \frac{\partial}{\partial \theta} f_\theta(0, \ldots) \right\|_\Theta \leq C + \sum_{\ell \geq 1} \alpha^{(1)}_{\ell} Y_{t-\ell}. \quad (20)
\]
Then, applying the Hölder’s inequality, we obtain
\[
E \left[ \left\| \frac{\partial \lambda_t(\theta^*)}{\partial \theta} \right\|_\Theta^2 \right] \leq \left( \left\| \frac{\partial \lambda_t(\theta^*)}{\partial \theta} \right\|_\Theta \right)^2
\]
\[
\leq \left( \left\| C + \sum_{\ell \geq 1} \alpha_{\ell}^{(1)} Y_{t-\ell} \right\|_4 \right)^2
\]
\[
\leq \left( C + \| Y_0 \|_4 \sum_{\ell \geq 1} \alpha_{\ell}^{(1)} \right)^2 < \infty \quad \text{(from (2) with } \epsilon \geq 3).}
\]

We conclude the proof of (a1) from (19).

(a2) : Again, using (A0), the Hölder’s inequality and (20), we get
\[
E \left[ \left\| \frac{\partial}{\partial \theta} \left( \frac{Y_0}{\lambda_0(\theta^*)} - 1 \right)^2 \right\|_{\Theta} \right]
\]
\[
\leq \frac{1}{\ell} \left( \| Y_0 \|_4 + 1 \right)^2 \left( \left\| \frac{\partial \lambda_0(\theta^*)}{\partial \theta} \right\|_\Theta \right)^2
\]
\[
\leq C \left( \| Y_0 \|_4 + 1 \right)^2 \left( C + \| Y_0 \|_4 \sum_{\ell \geq 1} \alpha_{\ell}^{(1)} \right)^2 < \infty,
\]
which achieves the proof of (a).

(b) See the proof of Theorem 2.2 of [1] or Lemma 7.2 of [10].
(c) This part is established in the proof of Theorem 3.2 of [11] by using \( A_i(\Theta) \) \((i = 0, 1, 2), (2) \) (with \( \epsilon \geq 3 \)) and (6).

Let us use the Lemma 6.1 to complete the proof of the part (ii.) of Proposition 2.1. From Lemma 6.1(c), for \( n \) large enough such that \( J_{\theta_n} \) (defined in (17)) is an invertible matrix. Then, the relation (18) is equivalent to
\[
\sqrt{n}(\hat{\theta}_n - \theta^*) = J^{-1}_{\theta_n} \left[ \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} L_n(\theta^*) \right] + o_P(1).
\]
Furthermore, applying the central limit theorem to the stationary ergodic martingale difference sequence \( \left( \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} \ell_i(\theta^*), F_i \right)_{i \in \mathbb{Z}} \) (see Lemma 6.1(b)), we have
\[
\frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} L_n(\theta^*) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ell_i(\theta^*) \overset{\mathcal{D}}{\longrightarrow}_{n \to \infty} \mathcal{N}_d(0, I_{\theta^*}).
\]
Therefore, for \( n \) large enough, it holds that
\[
\sqrt{n}(\hat{\theta}_n - \theta^*) = J^{-1}_{\theta^*} \left[ \frac{1}{\sqrt{n}} \frac{\partial}{\partial \theta} L_n(\theta^*) \right] + o_P(1) \overset{\mathcal{D}}{\longrightarrow}_{n \to \infty} \mathcal{N}_d(0, I_{\theta^*}^{-1} I_{\theta^*} J_{\theta^*}^{-1}).
6.2. Proof of Theorem 3.1

The following lemma is obtained from the Lemma A.1 and A.4 of [9]; the proof is then omitted.

**Lemma 6.2:** Assume that the assumptions of Theorem 3.1 hold. Then,

\[
(i.) \quad \frac{1}{n} \left\| \hat{L}(T_{1,n}, \theta) - L(T_{1,n}, \theta) \right\|_{\Theta} \overset{a.s.}{\underset{n \to \infty}{\longrightarrow}} 0 \quad \text{and} \\
(ii.) \quad \frac{1}{\sqrt{n}} \left\| \frac{\partial \hat{L}(T_{1,n}, \theta)}{\partial \theta} - \frac{\partial L(T_{1,n}, \theta)}{\partial \theta} \right\|_{\Theta} \overset{p}{\underset{n \to \infty}{\longrightarrow}} 0.
\]

Define the statistic

\[
Q_n = \max_{(k_1, k_2) \in T_n} Q_{n,k_1,k_2} \quad \text{with} \quad Q_{n,k_1,k_2} = C_{n,k_1,k_2}' \Sigma C_{n,k_1,k_2},
\]

where \(\Sigma\) is defined in Proposition 2.1 and computed at \(\theta_1^*\), under \(H_0\). Consider the following lemma.

**Lemma 6.3:** Assume that the assumptions of Theorem 3.1 hold. Then,

\[
\max_{(k_1, k_2) \in T_n} |\hat{Q}_{n,k_1,k_2} - Q_{n,k_1,k_2}| = o_P(1).
\]

**Proof:** Let \((k_1, k_2) \in T_n\). According to the asymptotic normality of the QMLE from Proposition 2.1 and the consistency of \(\hat{\Sigma}(u_n)\), when \(n \to \infty\), we have

\[
\left\{ \begin{array}{l}
\left\| \hat{\Sigma}(u_n) - \Sigma \right\| = o(1), \\
\sqrt{k_1} \left( \hat{\theta}(T_{1,k_1}) - \theta_1^* \right) = O_P(1), \\
\sqrt{k_2 - k_1} \left( \hat{\theta}(T_{k_1+1,k_2}) - \theta_1^* \right) = O_P(1), \\
\sqrt{n - k_2} \left( \hat{\theta}(T_{k_2+1,n}) - \theta_1^* \right) = O_P(1).
\end{array} \right.
\]

Then, in addition to the consistency of the QMLE from Proposition 2.1, we obtain

\[
|\hat{Q}_{n,k_1,k_2} - Q_{n,k_1,k_2}| \\
= \frac{(k_2 - k_1)^2}{n^3} \left[ \left( (n - (k_2 - k_1)) \hat{\theta}(T_{k_1+1,k_2}) - (k_1 \hat{\theta}(T_{1,k_1}) + (n - k_2) \hat{\theta}(T_{k_2+1,n})) \right)^2 \\
\times \left( \hat{\Sigma}(u_n) - \Sigma \right) \left( (n - (k_2 - k_1)) \hat{\theta}(T_{k_1+1,k_2}) - (k_1 \hat{\theta}(T_{1,k_1}) + (n - k_2) \hat{\theta}(T_{k_2+1,n})) \right)^2 \\
\leq C \left\| \hat{\Sigma}(u_n) - \Sigma \right\| \left[ \frac{(k_2 - k_1)^2}{n^3} \left( \hat{\theta}(T_{k_1+1,k_2}) - \theta_1^* \right)^2 + \frac{k_1(k_2 - k_1)^2}{n^3} \left( \hat{\theta}(T_{1,k_1}) - \theta_1^* \right)^2 \right] \\
\leq o(1)O_P(1) = o_P(1).
\]

This allows to conclude the proof of the lemma. \(\blacksquare\)
Let \( k, k' \in [1, n] \), \( \widetilde{\theta} \in \Theta \) and \( i \in \{1, 2, \ldots, d\} \). The mean value theorem to the function to \( \theta \mapsto \frac{\partial}{\partial \theta_i} L(T_{k,k'}, \theta) \) implies that there exists \( \theta_{n,i} \) between \( \tilde{\theta} \) and \( \theta_{1}^{*} \) such that

\[
\frac{\partial}{\partial \theta_i} L(T_{k,k'}, \tilde{\theta}) = \frac{\partial}{\partial \theta_i} L(T_{k,k'}, \theta_{1}^{*}) + \frac{\partial^2}{\partial \theta \partial \theta_i} L(T_{k,k'}, \theta_{n,i})(\tilde{\theta} - \theta_{1}^{*}) \cdot (\tilde{\theta} - \theta_{1}^{*}).
\]

This is equivalent to

\[
(k' - k + 1) J_n(T_{k,k'}, \tilde{\theta})(\tilde{\theta} - \theta_{1}^{*}) = \frac{\partial}{\partial \theta} L(T_{k,k'}, \theta_{1}^{*}) - \frac{\partial}{\partial \theta} L(T_{k,k'}, \tilde{\theta})
\]

with

\[
J_n(T_{k,k'}, \tilde{\theta}) = -\frac{1}{(k' - k + 1)} \frac{\partial^2}{\partial \theta \partial \theta_i} L(T_{k,k'}, \theta_{n,i})_{1 \leq i \leq d}.
\]

We first use Lemma 6.1 to show that

\[
Q_n \xrightarrow{D} \sup_{0 \leq \tau_1 < \tau_2 \leq 1} \| W_d(\tau_1) - W_d(\tau_2) \|^2.
\]

Remark that

\[
C_{n,k_1,k_2} = \frac{k_2 - k_1}{n^{3/2}} \left[ (n - k_2) (\tilde{\theta}(T_{k_1+1,k_2}) - \tilde{\theta}(T_{k_2+1,n})) - k_1 (\tilde{\theta}(T_{1,k_1}) - \tilde{\theta}(T_{k_1+1,k_2})) \right]
\]

and

\[
Q_{n,k_1,k_2} = \left\| I_{\theta_1}^{-1/2} J_{\theta_1}^{*} C_{n,k_1,k_2} \right\|^2.
\]

Let \( (k_1, k_2) \in \mathcal{T}_n \). Applying (22) with \( \tilde{\theta} = \tilde{\theta}(T_{k_1+1,k_2}) \) and \( T_{k,k'} = T_{k_1+1,k_2} \), we have

\[
J_n(T_{k_1+1,k_2}, \tilde{\theta}(T_{k_1+1,k_2})) \cdot (\tilde{\theta}(T_{k_1+1,k_2}) - \theta_{1}^{*})
= \frac{1}{k_2 - k_1} \left( \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_{1}^{*}) - \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \tilde{\theta}(T_{k_1+1,k_2})) \right).
\]

With \( \tilde{\theta} = \tilde{\theta}(T_{k_2+1,n}) \) and \( T_{k,k'} = T_{k_2+1,n}, \) (22) gives

\[
J_n(T_{k_2+1,n}, \tilde{\theta}(T_{k_2+1,n})) \cdot (\tilde{\theta}(T_{k_2+1,n}) - \theta_{1}^{*})
= \frac{1}{n - k_2} \left( \frac{\partial}{\partial \theta} L(T_{k_2+1,n}, \theta_{1}^{*}) - \frac{\partial}{\partial \theta} L(T_{k_2+1,n}, \tilde{\theta}(T_{k_2+1,n})) \right).
\]

Moreover, as \( n \to +\infty \), Proposition 2.1 and Lemma 6.1(c) (applied to \( \theta_{1}^{*} \)) imply

\[
\left\| J_n(T_{k_1+1,k_2}, \tilde{\theta}(T_{k_1+1,k_2})) - J_{\theta_1}^{*} \right\| = o(1) \quad \text{and} \quad \left\| J_n(T_{k_2+1,n}, \tilde{\theta}(T_{k_2+1,n})) - J_{\theta_1}^{*} \right\| = o(1).
\]
Then, according to (21), for \( n \) large enough, it holds from (24) that
\[
\sqrt{k_2 - k_1} J_{\theta_1}^* (\hat{\theta}(T_{k_1+1,k_2}) - \theta_1^*) \\
= \frac{1}{\sqrt{k_2 - k_1}} \left( \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) \right) \\
- \sqrt{k_2 - k_1} \left( (J_n(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) - J_{\theta_1}^*) (\hat{\theta}(T_{k_1+1,k_2}) - \theta_0) \right) \\
= \frac{1}{\sqrt{k_2 - k_1}} \left( \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) \right) + o_P(1) \\
= \frac{1}{\sqrt{k_2 - k_1}} \left( \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - \frac{\partial}{\partial \theta} \hat{L}(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) \right) + o_P(1) \\
+ \frac{1}{\sqrt{k_2 - k_1}} \left( \frac{\partial}{\partial \theta} \hat{L}(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) - \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) \right) + o_P(1),
\]
where the last equality is obtained from Lemma 6.2 (ii). It is equivalent to
\[
J_{\theta_1}^* (\hat{\theta}(T_{k_1+1,k_2}) - \theta_1^*) = \frac{1}{k_2 - k_1} \left( \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - \frac{\partial}{\partial \theta} \hat{L}(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) \right) \\
+ o_P \left( \frac{1}{\sqrt{k_2 - k_1}} \right). \tag{26}
\]
For \( n \) large enough, \( \hat{\theta}(T_{k_1+1,k_2}) \) is an interior point of \( \Theta \) and we have \( \frac{\partial}{\partial \theta} \hat{L}(T_{k_1+1,k_2}, \hat{\theta}(T_{k_1+1,k_2})) = 0 \). Thus, from (26), we obtain
\[
J_{\theta_1}^* (\hat{\theta}(T_{k_1+1,k_2}) - \theta_1^*) = \frac{1}{k_2 - k_1} \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) + o_P \left( \frac{1}{\sqrt{k_2 - k_1}} \right). \tag{27}
\]
Similarly, using (25), we also obtain
\[
J_{\theta_1}^* (\hat{\theta}(T_{k_2+1,n}) - \theta_1^*) = \frac{1}{n - k_2} \frac{\partial}{\partial \theta} L(T_{k_2+1,n}, \theta_1^*) + o_P \left( \frac{1}{\sqrt{n - k_2}} \right). \tag{28}
\]
The subtraction of (27) and (28) gives
\[
J_{\theta_1}^* (\hat{\theta}(T_{k_1+1,k_2}) - \hat{\theta}(T_{k_2+1,n})) = \frac{1}{k_2 - k_1} \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - \frac{1}{n - k_2} \frac{\partial}{\partial \theta} L(T_{k_2+1,n}, \theta_1^*) \\
+ o_P \left( \frac{1}{\sqrt{k_2 - k_1}} + \frac{1}{\sqrt{n - k_2}} \right); \\
i.e.
\[
\frac{(k_2 - k_1)(n - k_2)}{n^{3/2}} J_{\theta_1}^* (\hat{\theta}(T_{k_1+1,k_2}) - \hat{\theta}(T_{k_2+1,n})) \\
= \frac{1}{n^{3/2}} \left[ (n - k_2) \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - (k_2 - k_1) \frac{\partial}{\partial \theta} L(T_{k_2+1,n}, \theta_1^*) \right] + o_P(1). \tag{29}
\]
By going along similar lines, we have

\[
\frac{k_1(k_2 - k_1)}{n^{3/2}} J_{\theta_1^*} \left( \hat{\theta}(T_{1,k_1}) - \hat{\theta}(T_{k_1+1,k_2}) \right) \\
= \frac{1}{n^{3/2}} \left[ (k_2 - k_1) \frac{\partial}{\partial \theta} L(T_{1,k_1}, \theta_1^*) - k_1 \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) \right] + o_p(1). \tag{30}
\]

Combining (29) and (30), we get

\[
J_{\theta_1^*} C_{n,k_1,k_2} = \frac{1}{n^{3/2}} \left[ (n - (k_2 - k_1)) \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) \\
- (k_2 - k_1) \left( \frac{\partial}{\partial \theta} L(T_{k_1+1,n}, \theta_1^*) + \frac{\partial}{\partial \theta} L(T_{1,k_1}, \theta_1^*) \right) \right] + o_p(1).
\]

\[
= \frac{1}{\sqrt{n}} \left[ \frac{\partial}{\partial \theta} L(T_{k_1+1,k_2}, \theta_1^*) - \frac{(k_2 - k_1)}{n} L(T_{1,n}) \right] + o_p(1)
\]

\[
= \frac{1}{\sqrt{n}} \left[ \frac{\partial}{\partial \theta} L(T_{1,k_2}, \theta_1^*) - \frac{k_2}{n} L(T_{1,n}) \right] + o_p(1)
\]

\[
= \frac{1}{\sqrt{n}} \left[ \left( \frac{\partial}{\partial \theta} L(T_{1,k_2}, \theta_1^*) - \frac{k_2}{n} L(T_{1,n}) \right) - \left( \frac{\partial}{\partial \theta} L(T_{1,k_1}, \theta_1^*) - \frac{k_1}{n} L(T_{1,n}) \right) \right]
\]

\[
+ o_p(1);
\]

i.e.

\[
I_{\theta_1^*}^{-1/2} J_{\theta_1^*} C_{n,k_1,k_2}
= \frac{I_{\theta_1^*}^{-1/2}}{\sqrt{n}} \left[ \left( \frac{\partial}{\partial \theta} L(T_{1,k_2}, \theta_1^*) - \frac{k_2}{n} L(T_{1,n}) \right) - \left( \frac{\partial}{\partial \theta} L(T_{1,k_1}, \theta_1^*) - \frac{k_1}{n} L(T_{1,n}) \right) \right] + o_p(1). \tag{31}
\]

Recall that, for any \( \tau \in ]0,1] \),

\[
\frac{\partial}{\partial \theta} L(T_{1,[n\tau]}, \theta_1^*) = \sum_{t=1}^{[n\tau]} \frac{\partial}{\partial \theta} \ell_t(\theta_1^*), \quad \text{where } [n\tau] \text{ is the integer part of } n\tau.
\]

From Lemma 6.1(b) (applied to \( \theta_1^* \)), applying the central limit theorem for the martingale difference sequence \( \left( \frac{\partial}{\partial \theta} \ell_t(\theta_1^*), \mathcal{F}_t \right)_{t \in \mathbb{Z}} \) (see [4]), we have

\[
\frac{1}{\sqrt{n}} \left( \frac{\partial}{\partial \theta} L(T_{1,[n\tau_1]}, \theta_1^*) - \frac{[n\tau_1]}{n} \frac{\partial}{\partial \theta} L(T_{1,n}, \theta_1^*) \right)
\]

\[
= \frac{1}{\sqrt{n}} \left( \sum_{t=1}^{[n\tau_1]} \frac{\partial}{\partial \theta} \ell_t(\theta_1^*) - \frac{[n\tau_1]}{n} \sum_{t=1}^{n} \frac{\partial}{\partial \theta} \ell_t(\theta_1^*) \right)
\]

\[
\xrightarrow{D_{n \to \infty}} B_{\theta_1^*}(\tau_1) - \tau_1 B_{\theta_1^*}(1),
\]
where $B_{t_1^*}$ is a Gaussian process with covariance matrix $\min(s, t)I_{t_1^*}$. Hence,

$$
\frac{I_{\tilde{I}_1^*}^{-1/2}}{\sqrt{n}} \left( \frac{\partial}{\partial \theta} L(T_{1,[n \tau_1]}, \theta_1^*) - \frac{[n \tau_1]}{n} \frac{\partial}{\partial \theta} L(T_{1,n}, \theta_1^*) \right) \xrightarrow{D_{n \to \infty}} B_d(\tau_1) - \tau_1 B_d(1) = W_d(\tau_1)
$$

in $D([0,1])$, where $B_d$ is a $d$-dimensional standard motion, and $W_d$ is a $d$-dimensional Brownian bridge.

Similarly, we get

$$
\frac{I_{\tilde{I}_2^*}^{-1/2}}{\sqrt{n}} \left( \frac{\partial}{\partial \theta} L(T_{1,[n \tau_2]}, \theta_1^*) - \frac{[n \tau_2]}{n} \frac{\partial}{\partial \theta} L(T_{1,n}, \theta_1^*) \right) \xrightarrow{D_{n \to \infty}} B_d(\tau_2) - \tau_2 B_d(1) = W_d(\tau_2).
$$

Thus, as $n \to \infty$, it comes from (31) that

$$
Q_{n,[n \tau_1],[n \tau_2]} = \left\| \frac{I_{\tilde{I}_1^*}^{-1/2}}{\sqrt{n}} J_{\tilde{I}_1^*} C_{n,[n \tau_1],[n \tau_2]} \right\|^2 \xrightarrow{D_{n \to \infty}} \| W_d(\tau_1) - W_d(\tau_2) \|^2 \quad \text{in } D([0,1]).
$$

Hence, for $n$ large enough, we have

$$
Q_n = \max_{\nu_n \leq \bar{k}_1 < \bar{k}_2 \leq \nu_n - \nu_n} Q_{n,\bar{k}_1,\bar{k}_2} = \sup_{\nu_n \pi \leq \bar{\tau}_1 < \bar{\tau}_2 \leq 1 - \nu_n \pi} \sup_{0 \leq \tau_1 < \tau_2 \leq 1} \left\| W_d(\tau_1) - W_d(\tau_2) \right\|^2
$$

in $D([0,1])$. We conclude the proof of the theorem from Lemma 6.3. □

### 6.2.1. Proof of Theorem 3.2

Recall that, under the alternative, $(Y_1, \ldots, Y_n)$ is a trajectory of a process $Y = \{Y_t, \ t \in \mathbb{Z}\}$ satisfying

$$
Y_t = \begin{cases} 
Y_t^{(1)} & \text{for } t \in \{-\bar{n}, -\bar{n} + 1, \ldots, n + 1\} \cup \{t_1^* + 1, t_2^* + 2, \ldots, 2\}, \\
Y_t^{(2)} & \text{for } t \in \{t_1^* + 1, t_2^* + 2, \ldots, 2\},
\end{cases}
$$

(32)

where $(t_1^*, t_2^*) = ([\tau_1^* n], [\tau_2^* n])$ (with $0 < \tau_1^* < \tau_2^* < 1$) and $\{Y_t^{(j)}, t \in \mathbb{Z}\}$ $(j = 1, 2)$ is a stationary and ergodic solution of the model (1) depending on $\theta_1^*$ with $\theta_1^* \neq \theta_2^*$.

We have

$$
\hat{Q}_n = \max_{(k_1,k_2) \in \mathcal{T}_n} \hat{Q}_{n,k_1,k_2} \geq \hat{Q}_{n,t_1^*,t_2^*}. \text{ Then, it suffices to show that } \hat{Q}_{n,t_1^*,t_2^*} \xrightarrow{P_{n \to \infty}} + \infty \text{ to establish the theorem. For any } n \in \mathbb{N},
$$

$$
\hat{Q}_{n,t_1^*,t_2^*} = C_{n,t_1^*,t_2^*} \hat{\Sigma}(u_n) C_{n,t_1^*,t_2^*}
$$

with

$$
C_{n,t_1^*,t_2^*} = \frac{t_2^* - t_1^*}{n^3/2} \left[ (n - (t_2^* - t_1^*)) \hat{\theta}(T_{1,t_1^*+1,t_2^*}) - (t_1^* \hat{\theta}(T_{1,t_1^*}) + (n - t_2^*) \hat{\theta}(T_{1,t_2^*+1,n})) \right]
$$

and

$$
\hat{\Sigma}(u_n) = \frac{1}{3} \left[ \hat{J}(T_{1,u_\theta} \hat{T}(T_{1,u_\theta})^{-1}\hat{T}(T_{1,u_\theta})) + \hat{J}(T_{u_\theta+1,n-u_\theta}) \hat{T}(T_{u_\theta+1,n-u_\theta})^{-1}\hat{T}(T_{u_\theta+1,n-u_\theta}) + \hat{J}(T_{n-u_n+1,n}) \hat{T}(T_{n-u_n+1,n})^{-1}\hat{T}(T_{n-u_n+1,n}) \right].
$$
Moreover, for \( n \) large enough, \( \hat{\theta}(T_{1,t_1}) \overset{a.s.}{\rightarrow} \hat{\theta}(T_{1,t_1}^{*,+1,n}) \) (from the consistency of the Poisson QMLE). Consequently, \( C_{n,t_1^{*,+1,n}} \) becomes

\[
C_{n,t_1^{*,+1,n}} = \frac{(t_2^* - t_1^*)^2(n - (t_2^* - t_1^*))}{n^{3/2}} \left( \hat{\theta}(T_{1,t_1}) - \hat{\theta}(T_{1,t_1}^{*,+1,n}) \right).
\] (33)

Furthermore, by definition, the three matrices in the formula of \( \Sigma_n(u_n) \) are positive semi-definite, and the first and the last one converge a.s. to same matrix which is positive definite.

Then, for \( n \) large enough, we can write

\[
\hat{Q}_{n,t_1^{*,+1,n}} \geq \frac{(t_2^* - t_1^*)^2(n - (t_2^* - t_1^*))^2}{n^3} \left( \hat{\theta}(T_{1,t_1}) - \hat{\theta}(T_{1,t_1}^{*,+1,n}) \right)'
\]

\[
\times \left[ \hat{J}(T_{1,u_n}) \hat{I}(T_{1,u_n}^{-1}) \hat{J}(T_{1,u_n}) + \hat{J}(T_{n-u_n+1,n}) \hat{I}(T_{n-u_n+1,n}^{-1}) \hat{J}(T_{n-u_n+1,n}) \right]
\]

\[
\times \left( \hat{\theta}(T_{1,t_1}) - \hat{\theta}(T_{1,t_1}^{*,+1,n}) \right)
\]

with

\[
R_n(\tau_1^*, \tau_2^*) = \frac{1}{n^2} \left[ (n(\tau_2^* - \tau_1^*) - 1) (n(1 - (\tau_2^* - \tau_1^*)) - 1) \right]^2.
\]

From the asymptotic properties of the Poisson QMLE, we have

\[ \hat{\theta}(T_{1,t_1}) - \hat{\theta}(T_{1,t_1}^{*,+1,n}) \overset{a.s.}{\rightarrow} \theta_1^* - \theta_2^* \neq 0, \quad \hat{\theta}(T_{1,u_n}) \overset{a.s.}{\rightarrow} \theta_1^*, \quad \hat{\theta}(T_{n-u_n+1,n}) \overset{a.s.}{\rightarrow} \theta_2^*; \]

\[ \hat{J}(T_{1,u_n}) \hat{I}(T_{1,u_n}^{-1}) \hat{J}(T_{1,u_n}) \overset{a.s.}{\rightarrow} \Sigma^{(1)}, \quad \hat{J}(T_{n-u_n+1,n}) \hat{I}(T_{n-u_n+1,n}^{-1}) \hat{J}(T_{n-u_n+1,n}) \overset{a.s.}{\rightarrow} \Sigma^{(1)}, \]

where

\[ \Sigma^{(1)} = J_1 I_1^{-1} J_1 \quad \text{with} \quad J_1 = E\left[ \frac{1}{\lambda_0(\theta_1^*)} \frac{\partial \lambda_0(\theta_1^*)}{\partial \theta} \frac{\partial \lambda_0(\theta_1^*)}{\partial \theta'} \right] \quad \text{and} \quad I_1 = E\left[ \left( \frac{Y_0}{\lambda_0(\theta_1^*)} - 1 \right)^2 \frac{\partial \lambda_0(\theta_1^*)}{\partial \theta} \frac{\partial \lambda_0(\theta_1^*)}{\partial \theta'} \right]. \]

Therefore, since \( \Sigma^{(1)} \) is positive definite and \( R_n(\tau_1^*, \tau_2^*) \overset{n \rightarrow \infty}{\rightarrow} + \infty \), we deduce that \( \hat{Q}_{n,t_1^{*,+1,n}} \overset{a.s.}{\rightarrow} + \infty \). This completes the proof of the theorem. \( \square \)
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