Multi-objective evolutionary algorithms for quantum circuit discovery
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Quantum hardware continues to advance, yet finding new quantum algorithms — quantum software — remains a challenge, with classically trained computer programmers having little intuition of how computational tasks may be performed in the quantum realm. As such, the idea of developing automated tools for algorithm development is even more appealing for quantum computing than for classical. Here we develop a robust, multi-objective evolutionary search strategy to design quantum circuits ‘from scratch’, by combining and parameterizing a task-generic library of quantum circuit elements. When applied to ‘ab initio’ design of quantum circuits for the input/output mapping requirements of the quantum Fourier transform and Grover’s search algorithm, it finds textbook circuit designs, along with alternative structures that achieve the same functionality. Exploiting its multi-objective nature, the discovery algorithm can trade off performance measures such as accuracy, circuit width or depth, gate count, or implementability — a crucial requirement for first-generation quantum processors and applications.
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INTRODUCTION

While quantum hardware has progressed rapidly, with access to small-scale quantum processors of upwards of a dozen quantum bits now becoming publicly available, a lack of useful quantum software for these first-generation processors is becoming a barrier to the practical application of quantum computing. Few quantum algorithms with significant speedups over the best classical solution are known to date, and the best known amongst them, such as Shor’s factoring algorithm, require thousands of qubits and gate operations to outperform classical approaches. Finding new algorithms has proven to be a very challenging task, due to the lack of a systematic approach to attaining quantum speedup.

In this work we propose using classical, multi-objective stochastic optimization methods to help automate quantum circuit discovery. We demonstrate that, knowing only inputs and desired outputs on a fixed number of qubits, a multi-objective genetic algorithm, wrapped around an open-source quantum circuit simulator, not only finds known textbook solutions for Grover’s search1 or the quantum Fourier transform2 from scratch, but also variants that display trade-offs between accuracy and circuit simplicity.

In contrast to other approaches to circuit synthesis3–7, where unitary transformations are expressed as quantum circuits via deterministic decomposition into a fixed set of basic building blocks, stochastic optimization methods such as genetic algorithms work by testing candidate solutions against a prescribed ‘fitness’ criterion and randomly modifying the better solutions in the hope of further improvements. One advantage of this approach is greater freedom in specifying the means of circuit construction, i.e. the permitted quantum gate types and their practical restrictions. Another advantage is complete freedom in the specification of the goal. We need not fix a specific unitary transformation to be performed, if some other way of measuring circuit quality can be found. We may choose to prefer a shorter circuit at the cost of a small increase in error. Moreover, it may not even be necessary to provide a single objective to optimize; a multi-objective approach could be taken using multiple, possibly conflicting, measures of circuit quality.

Genetic algorithms are a set of optimization methods inspired by natural selection. A population of (initially random) solutions is evolved through a sequence of selection, reproduction and survival steps. The selection step chooses solutions to become ‘parents’. The reproduction step applies randomly chosen operators (see fig. 1) to the parents to create ‘child’ solutions. Finally, the survival step chooses which solutions should survive to the next generation. Each solution created is assessed for its fitness according to one or more target objectives and, by promoting the best specimens in the selection and survival steps, the algorithm simulates natural selection, allowing the population to evolve towards better solutions. Genetic algorithms are particularly well suited for complex and rugged parameter landscapes and have been successfully demonstrated for problems in a wide range of research areas, including scheduling8, building design9, power-distribution networks10 and fault diagnosis11, among many others. In classical electronics, genetic algorithms have been shown to be applicable to automated circuit design12,13. It is therefore only natural to apply them to quantum algorithm discovery.
Genetic algorithms have been applied to quantum circuit discovery before, on a limited scale, and to the related problem of learning a unitary transformation without decomposing it into a circuit. Also related to our work is research performed on using genetic algorithms to improve digital quantum simulations and on using differential evolution in quantum control. Our approach improves upon existing applications of genetic algorithms to circuit discovery, partly thanks to now readily available quantum circuit simulators around which an evolutionary algorithm can be wrapped, but more importantly through the use of a multi-objective approach. While search algorithms usually optimize a single objective, many strategies exist for adapting them to multi-objective scenarios. These are used whenever the quality of a solution cannot be simply distilled into a single objective function and when it is advantageous to present the user with a range of solutions, representing different trade-offs between multiple objectives. This is the case with quantum circuit discovery: while an indisputable objective is to produce 'correct' solutions with negligible theoretical error, it is also important to minimize the number of quantum gates used. There are a number of reasons for this. First, we wish to discover solutions to computational tasks that have lower time complexity (at least asymptotically) than classical approaches. Second, long sequences of quantum operations increase the cumulative error and therefore overheads required for error correction. Also, the physical platform used may imply additional cost criteria, e.g. the number of uses of a particular, hard to implement, gate type. Other possible objectives, not considered by the experiments described here, include the number of auxiliary qubits required by the circuit. A multi-objective algorithm attempts to find a set of ‘Pareto-optimal’ solutions for such problems, each of which cannot be improved in one objective without reducing the solution quality according to another. Thus, in a single run, such an algorithm can provide a variety of solutions with differing strengths and weaknesses.

Multi-objective approaches may provide additional benefits to stochastic search algorithms. Their use encourages genetic diversity in population based methods and can help to control bloat — the tendency, in genetic programming, for solutions to increase in complexity with little improvement in fitness — by rewarding simpler solutions. However, multi-objective optimization undeniably places a greater demand on the optimization algorithm and its designers. Discovering, for example, a zero error circuit with the fewest — let’s say 20 — gates, becomes more challenging when the optimization algorithm is also required to simultaneously discover the most accurate circuits that use no more than 19, or 15, or 10. Increasing the number of objectives further can greatly increase the number of ‘optimal’ circuits to find. Hence, in addition to the usual challenges of finding the best solution representation and the best genetic operators, there is the added task of determining the most suitable set of objectives to use. Following a period of experimentation with all aspects of the algorithm, the code available at https://github.com/vasekp/quantum-ga represents a robust evolutionary framework that seems effective across a range of disparate tasks.

RESULTS

We tested the evolutionary framework against two problems with known solutions: finding a decomposition of a unitary discrete Fourier transform, which is at the core of Shor’s quantum factoring algorithm, and finding Grover’s algorithm for quantum search. Details of the evolutionary strategy and the genetic operators applied to candidate circuits are provided in the Methods section of this paper.

Each problem presented to the underlying algorithm is specified by the number of qubits, a prescription of the measures of merit that form the fitness vector of each circuit (with functions for their evaluation) and a set of permitted gate types. The latter is included to provide the option to use a set of gates that is feasible for the hypothetical laboratory realization of the resulting circuits, not to simplify the algorithm’s work.

In the former problem (FOURIER), the goal was for the computer to discover, with minimal assumptions, a quantum analogue of the Fast Fourier Transform algorithm.
Thus the algorithm was asked to evolve a circuit that would transform any input quantum superposition to a superposition whose amplitudes are related to those of the input by the discrete Fourier transform, up to a global phase factor. Thanks to the linearity of quantum mechanics it is enough to check this condition for $2^n$ basis states for each candidate circuit, where $n$ is the number of qubits.

The gate set consisted of single-qubit Pauli rotations and arbitrarily controlled phase gates (of arbitrary phase). To simplify comparison of the result with Shor’s original algorithm, Pauli $Y$ rotations were chosen. For the same reason the gate set was augmented by a swap gate. Without this addition, the evolution could always find decompositions of the swap operation into rotations and two-qubit gates, but the resulting circuits were difficult to interpret and obtained at the cost of additional running time.

The fitness criteria used were a measure of the overall error with respect to the ideal unitary transform, the worst-case error over the $2^n$ basis states, and the number of instances of each gate type.

Initial experiments attempted to solve the 3-qubit problem, for which the standard circuit achieves zero error with 10 gates. 100 runs of the algorithm were performed, of 3000 generations each. (On a standard 4-core 3 GHz Intel i5-based personal computer, one generation took $21.1 \pm 2.3$ ms to compute in this sample, so 3000 generations correspond to a running time of roughly one minute.) 98 runs found solutions with both worst case and overall errors below $10^{-3}$; on average this was achieved in generation 1053. 92 runs produced circuits that met these error bounds using only 10 gates. On average, runs that met this goal did so in 1358 generations. Inspection of the non-dominated solutions at termination suggest that the two unsuccessful runs only needed more time — both had found the 10-gate circuit with errors well below $10^{-2}$. Fig. 2 shows the fitness values of solutions in the non-dominated set found in a typical run, and some example circuits.

Note that it is possible to obtain low error values using only 9 gates — one fewer than that required by the correct circuit. As might be expected, this circuit is the same as the optimal circuit, but with the phase shift gate between qubits 1 and 3 dropped, i.e. the phase gate with the lowest phase change (of $\pi/4$ in this case). Note that merely omitting this gate from the perfect circuit results in an overall error of 0.0565 and a worst case error of 0.0761. Some adjustment of the angle parameters for the remaining gates is required to get these error values down to 0.0193 and 0.0211.

Similar results were obtained for the 4 qubit case. Out of 30 runs of 10000 generations each, a solution with both errors below $10^{-3}$ was obtained in 22, while a solution that met this error bound using the minimal set of 16 gates was found 8 times. Again, low error values (e.g. 0.0049, 0.0051) could be found using 15 gates, by omitting the phase shift gate between qubits 1 and 4 ($\pi/8$ from the perfect solution and adjusting the remaining angle parameters. (Omitting the gate without adjusting the angle parameters produces errors of 0.0144 and 0.0192).

For the GROVER problem, we are supplied with an oracle gate that ‘marks’ a single basis state $|x\rangle$ by transforming it to $-|x\rangle$ while leaving all other basis states unchanged. We are not told the identity of $x$. We must embed use of the oracle gate within a quantum circuit so that, initialized by a fixed state, the probability of measuring the output as $x$ (in the standard basis) is maximized, regardless of what $x$ is marked by the oracle. The gate set was similarly restricted to single-qubit (here Pauli $X$) rotations, arbitrarily controlled phase gates (of arbitrary phase) and the oracle. To evaluate the circuit, it must be simulated using oracle gates for each of the $2^n$ values of $x$ — in this sense, the circuit no longer describes a fixed sequence of quantum gates that result in a global unitary operation, but rather a template for constructing one.

Objectives were similar to those used for FOURIER: a measure of overall error, the worst-case error, the number of oracle gates used, and the numbers of other gates by type. In the original work an application of the oracle gate is equated to an expensive query to a database and the number of oracle gates is taken as a measure of complexity of the algorithm. Here, however, we also endeavour to keep the counts of the other gate types as low as possible, while simultaneously striving for near-zero
error.

At first, GROVER seems more challenging for the discovery algorithm than FOURIER: for the 3-qubit problem, only 46 out of 100 runs (using the same parameters as for FOURIER — see Methods) beat $10^{-2}$ in both error measures within 3000 generations (each of $20.8 \pm 5.3$ ms), taking, on average, 1036 generations, to do so. (Compare with FOURIER beating the tenfold tighter bound around generation 1053). However, when this target is achieved, it is typically exceeded, with 40 runs giving errors smaller than $10^{-3}$ (typically after 1567 generations). 27 runs (using 1685 generations on average) also met these more stringent error bounds using no more than 2 oracle calls and 19 gates overall — the size of the known optimal circuit. Non-dominated solutions from a run producing an optimal circuit are shown in figs. 3 and 4.

While the results for GROVER might initially seem disappointing, note that Grover’s original circuit is not perfect either, producing an overall and worst case error of 0.0547, i.e. worse than the targeted error bounds. While modifications to Grover’s algorithm have been suggested that produce zero error,\textsuperscript{27–29} our approach finds these improved solutions without requiring any extra gates: Grover’s original circuit suffices provided the angle parameters of some of the gates, in particular those for the controlled phase shift gates, are adjusted.

The difficulty that the algorithm had in discovering the most accurate circuits may also be partly explained by examining fig. 4 — solution A may only be reached from the other non-dominated solutions through the addition of seven or more gates, making it challenging to find.

Interestingly, our approach appears to find the 4-qubit problem easier to solve. In 30 runs of 10000 generations, errors of less than $10^{-2}$ were obtained in 29 (requiring fewer than 3000 generations in 27 cases and 1385 generations on average), while errors below $10^{-3}$ were obtained in 26 runs. 10 runs produced circuits with just three oracle calls that satisfied the first error bound, while 5 resulted in three-oracle circuits satisfying the more stringent bound on error. 5 of these 10 runs also used 34 gates — the number required by the canonical 4-qubit Grover circuit. The discovered three-oracle circuits included some interesting trade-offs, with a number of solutions trading two Pauli X rotations for phase rotations, with no increase in error, and another simply dropping two X rotations from the optimal circuit for errors of 0.0050 and 0.0055.

Excitingly, for four (or more) qubits the evolution also frequently discovers one of a class of novel error-free circuits for Grover’s search problem. An example of such a circuit is shown in fig. 5. At the expense of more oracle calls, but with a significant reduction in the overall number of gates, the circuit applies a ‘divide and conquer’ strategy, applying Grover’s algorithm to just the bottom two qubits and then to just the top two. Of course, the two-bit Grover’s algorithm requires a two-bit oracle, created here in two different ways. First, noting that $X_{\pi}$ acts (up to overall phase) as a NOT gate, the section from the first to the fourth oracle acts as an oracle on just the bottom two bits. This two-bit oracle is used to apply Grover’s algorithm to the bottom two bits, the output of which is fed into the fifth oracle gate, creating a two-bit oracle for the top two bits. The circuit for the top two bits simplifies to the canonical two-bit Grover’s algorithm.

FIG. 3. Non-dominated solutions, plotted according to accuracy and number of oracle calls, from one of the better runs for the GROVER search problem. These include the known optimal solution (circuit A) and a truncated version (circuit B).

FIG. 4. The solutions of figure 3, but plotted according to overall accuracy, number of gates and number of oracle calls.
DISCUSSION

Our results show that multi-objective genetic algorithms are capable of discovering quantum circuits starting with minimal assumptions. The target functionality is not limited to approximating a given unitary transformation. This is illustrated by the Grover problem, where an evolved circuit defines a set of unitary transformations, one for each type of oracle, while we are only interested in how each of these transformations affects a single basis state. The algorithm can use different gates sets while the Grover example illustrates how it can straightforwardly use a non-standard gate type (in this case, the oracle gate) when supplied. Being a multi-objective algorithm, it also succeeds in producing a selection of circuits with different trade-offs between objectives such as circuit accuracy, number of gates (either of a particular type, or in total), and potentially other measures of circuit quality such as the number of auxiliary qubits used. Results presented to the user allow for simple exploration of potentially interesting, alternative solutions.

Thus far, we benchmarked our framework against two paradigmatic and dissimilar problems with known solutions. However, even in this setting the genetic algorithm discovered more than we asked for: In the Fourier problem, we found solutions when the swap gate was removed, showing that the genetic algorithm can find equivalent circuits for complex operations with a restricted gate set. For Grover’s search, the algorithm discovered novel 4-qubit solutions, and multiple solutions for both problems were found that traded circuit accuracy for simplicity.

Of course, well-established methods exist for the decomposition of target unitary transformations into circuits using a limited gate set1–7, although in the presence of various experimental restrictions, often only algorithms approaching the known optimal bounds are found. The genetic framework does not aspire to be a direct competitor to these methods, but offers new possibilities, in particular the ability to produce not one but a selection of circuits that trade fidelity for simplicity. An imperfect replacement may deliberately be preferred due to a reduced gate count, reducing the likelihood of an irrecov-

erable error caused by noise and the need for extremely complicated error correction schemes.

Future improvements to our discovery algorithm will focus on both performance and, more importantly, generalization. With regard to performance, caching the results of full or partial solutions has significant potential for improving efficiency, in particular if combined with methods for testing for circuit equivalence. Aborting circuit evaluation as soon as it becomes apparent that the solution is of low quality may reduce the time required per generation, while improved management of the objectives may reduce the number of generations required. The algorithm could also be hybridized with other methods, e.g. numerical optimization of gate parameters for a fixed circuit design.

More important, however, is the potential for generalizing the approach. In the present state of the evolutionary framework, the number of qubits for the quantum circuit is fixed as a part of specification of the problem. In contrast, descriptions of Grover’s and Shor’s algorithms provide a recipe for building circuits, for arbitrary sized input. We cannot expect our algorithm to produce Grover’s algorithm; the best we can hope for from a single run is a circuit that implements Grover’s algorithm for some fixed input size. To extend our current approach to find scalable quantum algorithms, one would need first to perform optimization runs for different input sizes, then detect a rule connecting the circuits found, and finally provide a proof of the validity of extrapolating this rule to an arbitrary number of qubits.

An alternative to attempting to generalize from discovered small-scale circuits is to search, instead, in the space of rules, or algorithms, for constructing circuits. While it is possible that a genetic algorithm could successfully optimize a recipe for circuit construction, determining how to represent such a recipe to the algorithm and how genetic operators should modify the representation is clearly more challenging, though some initial steps30,31 in this direction have been taken using genetic programming5,26.

Finally, given a problem to solve, it is typically not obvious what the input and output of the successful quantum circuit will be. For example, for factorization, it is not immediately clear that a quantum circuit that...
performs Fourier transforms is required. Quantum algorithm design is about more than matching the outputs of a circuit with some desired output — typically, a certain amount of mathematical manipulation is required to show (and prove) how the output results in a solution to the problem. Integrating these manual steps into automatic discovery is a formidable but worthwhile challenge.

**METHODS**

The optimization strategy used is inspired by the NSGA multi-objective evolutionary algorithm\cite{32}, yet incorporates elitist aspects of SPEA2\cite{33}. The decision to incorporate this elitism, along with others in the algorithm design, is influenced by the need of any effective genetic algorithm to balance exploration, by maintaining the diversity of the gene pool, against exploitation of good solutions via a more focused search. Maintaining a diverse population means that elements of different solutions can be combined via crossover, while keeping the search focused means that these parent solutions are likely to be of high quality.

**Encoding**

The nature of the problem requires variable-length encoding, in order to effectively describe circuits of different size. While a solution is represented simply as a string of gates, different types of gate require the storage and manipulation of different information: a controlled-NOT gate requires the specification of the control and target qubit indices, while a single bit rotation gate is described by a single qubit index and a rotation angle. Hence the genome is encoded using a shallow data structure, consisting of a sequence of genes, one for each gate, each of which contains information specific to the gate type. Each gene is therefore a pointer to a polymorphic object, encoding both gate type and additional information.

As a result, the genetic algorithm code, when applying an operator to a single gate, sends a message to a gate object indicating the intent of the modification, e.g. gate inversion, which is then implemented by the gate object in an appropriate way. For example, the ‘alterContinuous’ message is translated by a rotation gate as a request to adjust the angle parameter, while the swap gate interprets this message as a request to change the target bits.

**Genetic operators**

The following genetic operators are used in the experiments of this paper. Some are standard operators for variable length genotypes, such as gate insertions, moving a gate within the sequence or mutating a single gate, while others have designed specifically for quantum circuit search. For example, the ‘sequence and inverse insertion’ effects a change of basis over a section of circuit. Using such domain-specific genetic operators has been widely established as advantageous. In addition, a balance has been struck between operators that make minor changes, to facilitate the exploitation of good solutions through a sequence of minor improvements, and more disruptive operators that facilitate exploration of the search space.

The genetic operator used to create a new solution is chosen uniformly at random from the following list.

1. **Discrete, uniform mutation:** Mutate selected gates, keeping the existing gate types, but changing target and/or control bits.

2. **Continuous, uniform mutation:** Mutate selected gates, adjusting a continuous parameter such as rotation angle, where possible. (If not possible, e.g. for swap gates, a discrete mutation is performed instead.)

3. **Sequence insertion:** Insert a contiguous sequence of randomly generated gates into the genome.

4. **Sequence and inverse insertion:** Insert a contiguous sequence of randomly generated gates into the genome at one point, and the inverse of this sequence at a later point.

5. **Insert, mutate, invert:** Perform a discrete mutation on a single gate in the genome, then place a randomly selected gate immediately before it within the genome and the inverse of that gate immediately after.

6. **Swap qubits:** For a contiguous stretch of the genome, swap the roles of two randomly selected qubits.

7. **Sequence deletion:** Delete a contiguous sequence from the genome.

8. **Sequence replacement:** Replace a contiguous sequence of gates with a randomly generated sequence. The new sequence need not be the same length as the original.

9. **Sequence swap:** Select two (non-overlapping) contiguous sequences of gates within the genome and swap.

10. **Sequence scramble:** Randomly permute the gates from a contiguous sequence in the genome.

11. **Move gate:** Move a single gate to a different point in the genome.
12. Crossover: Select two parent solutions and create an empty child. Starting at the beginning of each parent solution, randomly pick the number of gates to be selected. Add the gates selected from the first parent to the child, while discarding those from the second. Repeat, alternating which parent donates gates to the child. (Multi-point crossover.)

Operations 1, 2 and 12 take a common parameter called the expected mutation count (EMC), while operations 3, 4, 6, 7, 8 and 10 take a similar parameter called the expected sequence length (ESL). In each of our experiments, these parameters are both set to 2.0. For operations 1 and 2, the EMC is simply divided by the genome length, ℓ, to give the probability of mutation of any gate. Operations 3 and 4 select the sequence insertion point (or points) uniformly at random, while the length of the sequence added is drawn from the geometric distribution with mean given by ESL. Operations 6, 7, 8 and 10 select the start point of the stretch of genome to be modified uniformly at random, then draw the sequence length from the geometric distribution with mean given by ESL, but in these cases there is the potential for reaching the end of the genome, at which point the operation is halted. Operation 9 selects four points in the genome uniformly at random, ensuring that the two sequences so defined include at least one gate each. Finally operation 12 uses a geometric distribution with mean ℓ/EMC to determine the length of each chunk of solution to be copied to the child (or discarded). This results in an expected number of crossover points approximately equal to EMC.

Mutation of gate rotation parameters is performed by adding a value drawn from the normal distribution with zero mean and a standard deviation of 0.2. In the mutation of control and target qubits, each qubit is given a 50% chance of being a control, then the target is selected uniformly at random.

Other genetic operators have been considered and implemented, but did not provide any appreciable advantage.

Dominance and ranking

As usual in multi-objective algorithms, pairs of circuits are compared using the notion of dominance: circuit A dominates circuit B if the fitness of A is better or equal than that of B in each objective, and strictly better in at least one. This notion of dominance is then used to assign a rank to each candidate in the population, using the non-dominated sorting method of NSGA.\[\text{NSGA}\] Circuits that are not dominated by any other in the population are assigned a rank of zero. Those that are dominated only by circuits of rank zero are assigned a rank of one, and so on.

We use the adjective ‘non-dominated’ to describe those solutions that are not dominated by any others in the set of solutions under consideration, for example the population. We use ‘Pareto-optimal’ to describe solutions that are not dominated by any other solutions.

Selection and replacement

The evolution starts with an initial population of 1000 candidates, with gate types and gate parameters all selected uniformly at random. Control and target bits are selected in the same way as when these properties are mutated, as described above. The length of each genome is selected from the geometric distribution, with the mean currently set to 30 gates.

After the evaluation of the fitness vector for each solution, the population is processed in a number of selection and replacement steps, combining features of the NSGA and SPEA algorithms. After ranking solutions according via nondominated sorting, each circuit is assigned a selection probability proportional to $e^{-ar}$, where $r$ is the rank. The parameter $a$ controls the selection pressure and is set to 1 for the experiments. These selection probabilities remain fixed for the duration of a single generation and give the probability that a solution will be chosen whenever a parent solution is required for mutation or crossover.

Control of the survival of solutions in the NSGA algorithm is straightforward: child solutions are created until they equal the original population in number, after which the old solutions are discarded. However, given the disruptive nature of some of the genetic operators, the concern is that high quality solutions — the result, perhaps, of fortunate mutation — will be lost to the algorithm soon after their creation. Hence we incorporate some of the elitism of SPEA. Prior to the creation of child solutions, up to 100 of the best solutions are copied directly into the new generation. The set of solutions to be preserved in this way is obtained by first selecting the non-dominated solutions from the old population. If pairs of solutions are found to differ in fitness values by less than 0.1, using the Manhattan metric to measure distance, then one of the pair is removed. Finally, if there are more than 100 solutions remaining, the best 100 according to the most important objective — the overall error in our experiments — are kept. (Note that this is the only part of the algorithm that does not treat the objectives equally.) The remaining 900 (or more) spaces in the new population are then filled with child solutions obtained by applying mutation or crossover operators to parents selected from the old population.

Once the population has been filled, some additional pruning takes place. If two circuits have identical fitness vectors, one is removed. Furthermore, if two circuits are structurally the same, differing only in angle parameters, one is removed. (If, in this situation, one of the circuits
dominates the other, then the better solution is kept.) This completes a generation.

Some limited circuit simplification is performed within the algorithm. If two consecutive gates in the genome are of the same type, then they are merged when possible. Note, though, that much more thorough simplification is, of course, possible.

Error functions

There are some subtleties in the calculation of the error functions, which differs somewhat for the two test problems. In both cases, the calculation involves the overlap between the output of the circuit, $|\psi\rangle$ and the desired output, $|\chi\rangle$, i.e. $\langle\psi|\chi\rangle$.

In what follows, we assume that we are working with four qubits and we label the basis states from $|0\rangle = |0000\rangle$ to $|15\rangle = |1111\rangle$. The Grover case is the most straightforward. We are told that one of the basis states is special and we are provided access to an oracle gate that 'marks' this special state. Input into the circuit is always $|0\rangle = |0000\rangle$, but a simulation must be performed using each of the 16 possible versions of the oracle gate. Upon measurement of the output (in the standard basis), there should be a high probability that the measurement correctly identifies which of the basis states is special. The error function for one of these 16 runs is simply the complement of the probability that the special state is correctly identified, i.e.

$$E = 1 - |\langle\psi|\chi\rangle|^2.$$

The worst case error is then simply the largest of these errors, while the overall error is given by the average of these 16 error values.

For the Fourier problem, the aim is to produce a circuit that performs a quantum Fourier transform on any input. Of course, one need only perform simulations for each of the basis states, requiring 16 runs. The complication is that the circuit should also be considered successful if the output differs from the desired output only by an overall (unphysical) phase. Hence, for a single input, the error is considered to be

$$E = 1 - |\langle\psi|\chi\rangle|.$$

The worst case error is then given by the largest of these values. However, when considering the overall error, one must consider that, to be a correct circuit, the outputs must not only match the desired output up to a phase, but this phase must also be the same for each of the 16 inputs. As a result, a suitable expression for the overall error is given by

$$E_{\text{overall}} = 1 - \frac{1}{16} \sum_{i=0}^{15} |\langle\psi_i|\chi_i\rangle|/16.$$

Unlike in the Grover problem, the overall error for the Fourier problem is not an average — indeed it may be greater than the worst case error.

Simulation

The optimization code has been designed to be integrated with different quantum circuit simulators. Thus far, it works with Quantum++ \cite{quantum++} and QIClib \cite{qiclib}. Experiments were performed using QIClib.

DATA AVAILABILITY

Source code (tested on linux, using g++ 8) is available from https://github.com/vasekp/quantum-ga, or from the corresponding author on reasonable request.
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