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Abstract—Laplacian kernels, which are widely used as sharpening filters in image processing, are isotropic and tend to over-highlight fine details with a sharp discontinuity in images. To address this issue, this paper introduces a method that integrates anisotropic averaging with the Laplacian kernels. The proposed method can also be useful as a new type of image convolution for designing convolutional neural networks.

Index Terms—Image sharpening, convolution, Laplacian operators, geostatistics, ordinary kriging.

I. INTRODUCTION

Image convolution, which is the process of adding values of a pixel and its neighbors weighted by a filter kernel to every pixel, is not only a general well-adopted procedure in image processing but also plays a critical role in the design of convolutional neural networks [1], [2] and most widely used in deep learning [3], [4]. The purpose of convolution is to modify the spatial characteristics of an image, resulting in, such as smoothing, sharpening, enhancing, or edge highlighting. In general, the convolution of a kernel \( k \) and an image \( f(x, y) \) can be expressed as

\[
g(x, y) = k \ast f(x, y) = \sum_{m=-a}^{a} \sum_{n=-b}^{b} k(m, n) f(x-m, y-n),
\]

where \( g(x, y) \) is the output image, and \( \ast \) denotes the convolution operator.

Laplacian kernels are widely applied for image sharpening. The Laplacian operator, which takes partial derivatives along the two spatial axes of an image \( f(x, y) \), is defined as [5]

\[
\nabla^2 f = \frac{\partial^2 f(x,y)}{\partial x^2} + \frac{\partial^2 f(x,y)}{\partial y^2} = f(x+1,y) + f(x-1,y) + f(x,y+1) + f(x,y-1) - 4f(x,y),
\]

which highlights sharp intensity transitions and reduces the effect of regions having slowly varying gray levels, resulting in the following \( 3 \times 3 \) Laplacian filters

\[
L_1 = \begin{bmatrix}
0 & 1 & 0 \\
1 & -4 & 1 \\
0 & 1 & 0
\end{bmatrix}, \quad L_2 = \begin{bmatrix}
1 & 1 & 1 \\
1 & -8 & 1 \\
1 & 1 & 1
\end{bmatrix},
\]

where the left matrix is based on Eq. 2, and the right is an extension of Eq. 2 to include the diagonal elements.

To rectify the effect of featureless image background while sharpness is still reserved can be obtained by subtracting the Laplacian image from the original, giving [5]

\[
f^*(x, y) = f(x, y) - \nabla^2 f = (x, y) - \nabla^2 f.
\]

Because \( L_1 \) and \( L_2 \) are derived from the second derivative of an image, which highlights regions of rapid intensity change, both kernels are sensitive to noise. To address this issue, it is suggested to Gaussian-smooth the image before applying the Laplacian. This procedure is known as the Laplacian of Gaussian (LoG), whose function is expressed as [6]

\[
\Delta^2 G(x,y) = \frac{1}{\pi \sigma^4} \left( 1 - \frac{x^2 + y^2}{2\sigma^2} \right) \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right),
\]

where \( \sigma \) is the standard deviation.

All \( L_1, L_2 \), and LoG kernels yield isotropic results. Because an isotropic operator applies the rate of change equally in all directions of an image, it carries no particular sensitivity or bias toward different spatial orientations. An anisotropic topography has directional attributes that may be different at all points or directions of an image. Effort was spent on addressing this issue by minimizing the overall anisotropy produced by Laplacian kernels [7], or using local Laplacian kernels [8], [9].

As an attempt to consider anisotropic properties of an image convolved with Laplacian kernels, this paper introduces the use of kriging weights as a secondary kernel whose derivation is based on the statistical properties of an anisotropic semivariogram. Unlike having fixed values of coefficients for a kernel, the kriging weights vary according to changes in image semivariograms, giving different effects of convolution in images of different spatial statistics.

II. KRIGING-WEIGHTED LAPLACIAN OPERATORS

Let \( z(a) \) be a random function of spatial location \( a \), the ordinary kriging of geostatistics holds the following intrinsic hypothesis [10):

\[
E[z(a)] = \mu, \quad \text{Var}[z(a)-z(a+h)] = E[(z(a)-z(a+h))^2], \quad 2\gamma(h),
\]

where \( E[\cdot] \), \( \mu \), and \( \gamma(\cdot) \) denote expected value, mean, and semivariogram of the random function, respectively; and \( a \) and \( a + h \) are any two spatial locations separated by distance \( h \).
Let $z(a_i)$ and $z(a_j)$ be the values of two data points at two spatial locations $a_i$ and $a_j$, respectively. It was shown that [11]

$$\gamma(a_i - a_j) = \gamma(a_i - a) - \gamma(a_j - a) - \text{Cov}[z(a_i) - z(a), z(a_j) - z(a)].$$

To derive kriging weights in the setting of the Laplacian operators, let $a_0$ be the location of $f(x, y)$, $a_1$ of $f(x-1, y-1)$, $a_2$ of $f(x-1, y)$, $a_3$ of $f(x-1, y+1)$, $a_4$ of $f(x, y+1)$, $a_5$ of $f(x+1, y)$, $a_6$ of $f(x-1, y-1)$, $a_7$ of $f(x, y)$, and $a_8$ of $f(x+1, y+1)$, which are shown in Fig. 1.

|   | $a_1$ | $a_2$ | $a_3$ |
|---|---|---|---|
| $a_4$ | $a_0$ | $a_5$ |
| $a_6$ | $a_7$ | $a_8$ |

Fig. 1: A $3 \times 3$ window and spatial locations of pixels for computing kriging estimate of pixel at center.

The value of $f(a_0)$ can be predicted using the best linear unbiased estimator of ordinary kriging as [11]

$$\hat{f}(a_0) = \sum_{i=1}^{8} w_i f(a_i),$$

where $w_i$, $i = 1, \ldots, 8$ are kriging weights that can be optimally determined by minimizing the estimation variance $\sigma^2(a_0)$:

$$\sigma^2(a_0) = \text{Var}[\hat{f}(a_0) - f(a_0)].$$

Using Eq. 7, the estimate is done via the following constrained optimization

$$\sigma^2(a_0) = \text{Var} \left[ \sum_{i=1}^{8} w_i (f(a_i) - f(a_0)) \right],$$

which is subject to $\sum_{i=1}^{8} w_i = 1$. Based on the following proof [11]

$$\text{Var} \left[ \sum_{i} w_i z(a_i) \right] = \sum_{i} \sum_{j} w_i w_j \text{Cov}[z(a_i), z(a_j)],$$

Eq. 9 can be rewritten as

$$\sigma^2(a_0) = \sum_{i=1}^{8} \sum_{j=1}^{8} w_i w_j \text{Cov}[f(a_i) - f(a_0), f(a_j) - f(a_0)].$$

Using Eq. 6,

$$\sigma^2(a_0) = \sum_{i=1}^{8} \sum_{j=1}^{8} w_i w_j [\gamma(a_i - a_0) + \gamma(a_j - a_0) - \gamma(a_i - a_j)].$$

The Lagrangian function for ordinary kriging estimate of $f(a_0)$ can be constructed as

$$L(w_1, \ldots, w_8; \lambda) = \sigma^2(a_0) + 2\lambda \left( \sum_{i=1}^{8} w_i - 1 \right),$$

where $\lambda$ is a Lagrange multiplier.

Let $\gamma(a_i - a_j)$ now be denoted as $\gamma_{i,j}$. To minimize the variance of estimation, all first derivatives of the Lagrangian function with respect to $w_i$, $i = 1, \ldots, 8$, and $\lambda$ must be set to zero, which are

$$\frac{\partial L(w_1, \ldots, w_8; \lambda)}{\partial w_i} = 2\gamma_{i,0} - 2\gamma_{i,j} + 2\lambda = 0, \quad (14a)$$

$$\frac{\partial L(w_1, \ldots, w_8; \lambda)}{\partial \lambda} = \sum_{i=1}^{8} w_i - 1 = 0. \quad (14b)$$

The above Lagrangian method results in the determination of unique kriging weights by solving the following set of simultaneous equations:

$$\begin{cases}
\sum_{i=1}^{8} w_i \gamma_{1,i} - \lambda = \gamma_{1,0} \\
\sum_{i=1}^{8} w_i \gamma_{2,i} - \lambda = \gamma_{2,0} \\
\cdots \\
\sum_{i=1}^{8} w_i \gamma_{8,i} - \lambda = \gamma_{8,0} \\
\sum_{i=1}^{8} w_i = 1
\end{cases} \quad (15)$$

To consider anisotropy in the semivariogram model, the experimental semivariogram measured in the horizontal direction of an image can be expressed as

$$\gamma(\Delta x) = \frac{1}{2N(\Delta x)} \sum_{\Delta x} [f(x, y) - f(x + \Delta x, y)]^2,$$

where $N(\Delta x)$ is the number of pixel pairs separated by $\Delta x$.

Likewise, for the vertical direction, the experimental semivariogram can be defined as

$$\gamma(\Delta y) = \frac{1}{2N(\Delta y)} \sum_{\Delta y} [f(x, y) - f(x, y + \Delta y)]^2,$$

where $N(\Delta y)$ is the number of pixel pairs separated by $\Delta y$.

For a matrix, the main diagonal is the line of elements running from the top-left to bottom-right corners; whereas the antidiagonal is the line of elements running from the top-right to bottom-left corners. Let $\Delta D^+$ and $\Delta D^-$ indicate $(\Delta x, \Delta y)$ measured in the directions of the main diagonal and antidiagonal of an image, respectively. The experimental semivariograms measured in the main diagonal and antidiagonal directions can be obtained, respectively, as

$$\gamma(\Delta D^+) = \frac{1}{2N(\Delta D^+)} \sum_{\Delta D^+} [f(x, y) - f(x + \Delta x, y + \Delta y)]^2,$$

where $N(\Delta D^+)$ is the number of pixel pairs separated by $(\Delta x, \Delta y)$ in the main-diagonal direction, and
TABLE I: Derivation of a 3 × 3 anisotropic kriging-weighted kernel

\[
A = \begin{bmatrix}
0 & \gamma_{1,2}(\Delta x) & \gamma_{1,3}(\Delta x) & \gamma_{1,4}(\Delta y) & \gamma_{1,5}(\Delta D^+) & \gamma_{1,6}(\Delta y) & \gamma_{1,7}(\Delta D^+) & \gamma_{1,8}(\Delta D^+) & 1 \\
0 & \gamma_{2,3}(\Delta x) & \gamma_{2,4}(\Delta D^-) & \gamma_{2,5}(\Delta D^+) & \gamma_{2,6}(\Delta y) & \gamma_{2,7}(\Delta y) & \gamma_{2,8}(\Delta D^+) & 1 \\
0 & \gamma_{3,4}(\Delta D^-) & \gamma_{3,5}(\Delta y) & \gamma_{3,6}(\Delta D^+) & \gamma_{3,7}(\Delta D^-) & \gamma_{3,8}(\Delta D^+) & 1 \\
0 & \gamma_{4,5}(\Delta y) & \gamma_{4,6}(\Delta D^-) & \gamma_{4,7}(\Delta D^+) & \gamma_{4,8}(\Delta D^-) & 1 \\
0 & \gamma_{5,6}(\Delta D^-) & \gamma_{5,7}(\Delta D^+) & \gamma_{5,8}(\Delta y) & 1 \\
0 & \gamma_{6,7}(\Delta x) & \gamma_{6,8}(\Delta x) & \gamma_{7,8}(\Delta x) & 1 \\
0 & \gamma_{7,8}(\Delta x) & \gamma_{8,7}(\Delta y) & \gamma_{8,8}(\Delta y) & 1 \\
0 & \gamma_{8,7}(\Delta y) & \gamma_{8,8}(\Delta y) & \gamma_{8,8}(\Delta D^-) & 1 \\
\end{bmatrix}
\]

\[
w = [w_1 \ w_2 \ w_3 \ w_4 \ w_5 \ w_6 \ w_7 \ w_8 \ -\lambda]^T
\]

\[
b = [\gamma_{1,0}(\Delta D^+) \ \gamma_{2,0}(\Delta y) \ \gamma_{3,0}(\Delta D^-) \ \gamma_{4,0}(\Delta x) \ \gamma_{5,0}(\Delta x) \ \gamma_{6,0}(\Delta D^-) \ \gamma_{7,0}(\Delta y) \ \gamma_{8,0}(\Delta D^+)]^T
\]

Fig. 2: Original and filtered images using Laplacian \(L_2\), LoG, and kriging-weighted Laplacian \(\omega_2\) kernels, where first, second, and third rows are “Lena”, “Bridge”, and “Nature” images, respectively.

\[
\gamma(\Delta D^-) = \frac{1}{2N(\Delta D^-)} \sum_{\Delta D^-} [f(x, y) - f(x - \Delta x, y + \Delta y)]^2,
\]

where \(N(\Delta D^-)\) is the number of pixel pairs separated by \((\Delta x, \Delta y)\) in the antidiagonal direction.

Using the form of Eq. 15, the kriging weights can be determined by solving for \(w\) in the following ordinary kriging system represented in matrix form as

\[
Aw = b,
\]

where \(A\), \(w\), and \(b\) are given in Table I. It can be seen that \(A\) and \(b\) contain terms of statistical distances that incorporate anisotropy, spatial correlation, and clustering information; and therefore provide the set of weights for estimation according to particular pattern of spatial continuity [12].

As a result, the 3 × 3 kriging-weighted kernel for Laplacian filter \(L_2\) is of variable coefficients, depending on the
TABLE II: Measures of image sharpness and relative visual quality.

| Attributes | Original | $L_1$ | $\omega_1$ | $L_2$ | $\omega_2$ | LoG |
|------------|----------|-------|-------------|-------|-------------|-----|
| **Lena** image | 15.8020 | 15.9595 | 20.4523 | 22.4898 | 20.1075 | 17.1046 |
| $|\Delta_r|$ | 0 | 0.0742 | 0.0409 | 0.1031 | 0.0129 | 0.0554 |
| **Bridge** image | 7.5394 | 7.6270 | 8.6489 | 13.7154 | 9.7726 | 9.1889 |
| $|\Delta_r|$ | 0 | 0.2205 | 0.0643 | 0.1763 | 0.0142 | 0.1265 |
| **Nature** image | 10.8730 | 12.4206 | 15.5980 | 25.6434 | 11.1216 | 15.5762 |
| $|\Delta_r|$ | 0 | 0.0693 | 0.0030 | 0.4656 | 0.0082 | 0.1801 |

A geostatistical approach for incorporating anisotropic information into the isotropic Laplacian filters has been presented. Results obtained from the examples illustrate the effective performance of the kriging-weighted Laplacian kernels. Kriging-weighted kernels of difference sizes can be derived for convolving with other types of filters, and used as an adaptive method by considering local directional semivariograms in an image. Furthermore, kriging-weighted kernels can be applied as a stand-alone filters for image smoothing and enhancement.

**Code availability:** MATLAB codes implemented in this study are available at: https://sites.google.com/view/tuan-d-pham/codes, under the name “Kriging-weighted Laplacian kernels”.

IV. CONCLUDING REMARKS

A measure of sharpness in grayscale images using gradients [13], and the perception-based image quality evaluator (PIQE) [14], which is a no-reference image-quality metric, were used to evaluate both sharpness and quality of the images filtered by the Laplacian ($L_1$ and $L_2$), LoG, and kriging-weighted Laplacian ($\omega_1$ and $\omega_2$) filters. The PIQE score is inversely correlated to the perceptual quality of an image in the range [0, 100]. A lower score indicates higher perceptual image quality. Here, the absolute relative difference in quality between the original and a filtered image is defined as $|\Delta_r| = |\text{PIQE}(f) − \text{PIQE}(f^*)|/\text{PIQE}(f)$, where $f$ and $f^*$ are original and filtered images, respectively.

Table II shows the measure of sharpness and $|\Delta_r|$ of the three original and corresponding images filtered by the Laplacian ($L_1$ and $L_2$), LoG, and kriging-weighted Laplacian ($\omega_1$ and $\omega_2$) kernels. All filtered images increased the sharpness of the three original images. While being able to increase sharpness in images, both $\omega_1$ and $\omega_2$ provided results that have the most similar naturally visual appearance to the original images by avoiding over-highlighting fine details with a sharp discontinuity. Particularly, as seen in Fig. 2 (b) and (j) and corresponding results shown in Table II, $L_2$ yielded highest measures of image sharpness but resulted in most unnatural visual expression. The LoG filter highlights the fine details to a lesser degree than the Laplacian filters.
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