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ABSTRACT A theoretical analysis is presented of the change in membrane potential produced by current supplied by a microelectrode inserted just under the membrane of a spherical cell. The results of the analysis are presented in tabular and graphic form for three wave forms of current: steady, step function, and sinusoidal. As expected from physical reasoning, we find that the membrane potential is nonuniform, that there is a steep rise in membrane potential near the current microelectrode, and that this rise is of particular importance when the membrane resistance is low, or the membrane potential is changing rapidly. The effect of this steep rise in potential on the interpretation of voltage measurements from spherical cells is discussed and practical suggestions for minimizing these effects are made: in particular, it is pointed out that if the current and voltage electrodes are separated by 60°, the change in membrane potential produced by application of current is close to that which would occur if there were no spatial variation of potential. We thus suggest that investigations of the electrical properties of spherical cells using two microelectrodes can best be made when the electrodes are separated by 60°.

The electrical properties of spherical cells are often investigated by inserting two microelectrodes just under the cell membrane. One electrode, the current or source electrode, is used for passing current; the other, the voltage or recording electrode, for recording potential (Fig. 1). It is usual to assume that the change in membrane potential produced by passing current is quite independent of the angular separation of the electrodes (Eccles, 1957; Rall, 1959, has further references; Hellerstein, 1968) since the radii of spherical cells are in general much smaller than the length constant of cylindrical cells. That is to say, if a cylindrical cell had the same diameter and were made of the same material as a spherical cell, the potential along the cylindrical cell would not change appreciably in distances comparable to the radius of the spherical cell. However, recent analyses of the three-dimensional spread of current near a
point source (in practice, a source very small compared to the dimensions of the cell) in a cylindrical cell (Falk and Fatt, 1964; Eisenberg, 1967; Adrian, Costantin, and Peachey, 1969; Eisenberg and Johnson, 1970) as well as in a thin plane cell and a thick plane cell (Eisenberg and Johnson, 1970) have shown that, sufficiently near a point source, there is a steep rise in true transmembrane potential not predicted by the usual one-dimensional theory. The physical origin of this steep rise in potential is that in the neighborhood of a point source, the current density is very high. Since the resistance of this region is not zero (indeed the resistance of this region is very high because of its small dimensions) the potential near the source must be very high. This phenomenon is analogous to the familiar “convergence resistance” (that is, the resistance associated with the flow of current from a small source imbedded in an infinite resistive solid) although the presence of a high resistance membrane greatly complicates the analysis of the biological case. Since the physical cause of this steep rise in potential lies in the size and shape of the source, not the over-all shape of the membrane (provided the membrane is reasonably smooth near the source), a similar phenomenon would be expected to occur in a spherical cell. Indeed, in an early publication Rall (1953) mentioned that such a steep rise (or more precisely, a “singularity”) in membrane potential occurs in one of the solutions of an equation for the membrane potential of a spherical cell.

It thus seemed of interest to reinvestigate quantitatively the assumption of the uniformity of membrane potential in a spherical cell, particularly looking for deviations in the region of the point source. Our investigation was made for three types of source; a steady source, a step function source, and a sinusoidal source. The results of these computations are presented in both tabular and graphic form. The details of the analysis for each case can be found in the appropriate Appendix.

Several conclusions from our analysis may be of interest to the general reader: (a) There is a striking nonuniformity of membrane potential near the point source, and this nonuniformity becomes of particular importance when the membrane potential is changing rapidly or when the membrane resistance is low. (b) A simple equivalent circuit describes, to a first approximation, the effects of the nonuniformity of membrane potential. (c) There is a region of the cell (a ring situated at about 60° from the source) in which the membrane potential is close to the membrane potential of a cell of uniform potential. Measurements made with this angular separation between the current source and voltage electrode can be interpreted, at least to a first approximation, using the usual equations for an isopotential cell. Thus, it seems reasonable to recommend that experimental measurements of the electrical properties of spherical cells be made with an electrode separation of about 60°.
RESULTS

The precise problem we wish to solve is the following. What is the change in membrane potential of a spherical cell when a current is applied to the cell from a point source just under the membrane, assuming the external medium remains isopotential (Fig. 1)? A solution to the problem can be found from Hellerstein (1968) or Carslaw and Jaeger (1959) and can be considerably simplified as shown in Appendix 1. We will first present the steady-state solution and then show how this can be generalized easily to the transient solution for a step of current, or the solution for a steady sinusoidal excitation.

![Figure 1](image)

**Steady-State Solution**

The steady-state solution can be written as

\[ V_m = \frac{i_s R_m}{4\pi a^2} \left[ 1 - 2a/\Lambda \right] \left[ 1 + (a/\Lambda)D - (a/\Lambda)^2 E_n + (a/\Lambda) \csc \theta/2 \right] \]  

(1)

where

\[ D = \ln \frac{\csc^2 \theta/2}{1 + \csc \theta/2} \]  

\[ E_n = \sum_{n=1}^{\infty} \frac{P_n (\cos \theta)}{n^2} \quad n = 1, 2, 3, \ldots \]  

(2)

1 The approximation inherent in describing the microelectrode source as a point is of little significance. An analysis of the solution for a disc source (E. Engel and R. S. Eisenberg, unpublished data) shows that, as might be expected on physical grounds, when the diameter of the current source is a small fraction of the cell circumference, the spatial variation of potential is substantially the same as that described here. Even when such is not the case, the qualitative features of the spatial variation of potential are similar to those described here.
and where $V_m$ is the membrane potential; $i_s$ is the current applied; $a$ is the radius of the spherical cell (units: cm), $R_m$ is the resistance of 1 cm$^2$ of membrane (units: ohm-cm$^2$), $R_i$ is the volume resistivity (units: ohm-cm$^2$) of the cytoplasm, the ratio of these quantities is called the generalized space constant\(^2\) that is, $R_m/R_i = \Lambda$; units: cm), $\theta$ is the angular separation between the electrodes (an angular separation of $\theta$ degrees corresponds to a curvilinear separation of $S = a\theta\pi/180 \approx 0.175 a\theta$) and $P_\theta$ is a Legendre polynomial (Abramowitz and Stegun, 1964). It is shown in Appendix 1 that this solution, while not exact, is sufficiently accurate under physiological conditions. Even under worst case conditions when the space constant is twice the radius, the total error in equation (1) is less than 2.2% for all angles. It is interesting to note that, except for a scale factor, equation (1) depends on only two parameters, the angular separation $\theta$, and the ratio of radius to generalized space constant $a/\Lambda$.

Table I and Fig. 2 give the values of the functions $D$, $E_\theta$, and $\csc \theta/2$. It can be seen that for small angular separations and small values of $a/\Lambda$ the dominant term of equation (1) is $(a/\Lambda) \csc \theta/2$ and thus an approximate form of the solution is

$$V_m \approx \frac{R_m}{4\pi a^2} [1 + (a/\Lambda) \csc \theta/2] = \frac{R_m}{4\pi a^2} + \frac{R_i}{4\pi a} \csc \theta/2$$

in which the second term has the units of resistance and will later be called $R_\phi$ (Fig. 6). With Table I it is a simple matter to compute the effect on membrane potential of the three-dimensional spread of current. One determines the value of the generalized space constant $\Lambda$ appropriate to the problem; the angular separation $\theta$ of the source and recording electrode; and the radius $a$ of the cell. Then using equation (1) and the values of $D$, $E_\theta$, and $\csc \theta/2$ given in Table I, one can calculate the potential expected at the tip of the voltage electrode.

It is useful to analyze equation (1) in another way. If one remembers that the expression for the membrane potential in an isopotential cell (that is, a cell in which the voltage gradient produced by the three-dimensional spread of current is of no significance) is $V_m = i_s R_m/4\pi a^2$, then we see that the full three-dimensional solution consists of the isopotential expression multiplied by a correction factor. In other words this correction factor is the ratio of the potential predicted by three-dimensional theory to that predicted by isopotential theory.

---

\(^2\) It should be pointed out that in this paper the symbol $\Lambda$ refers only to the DC generalized space constant. That is to say, $\Lambda$ is identical to $R_m/R_i$ and is entirely independent of capacity current and thus time. In the qualitative analysis of time-dependent phenomena it is useful to introduce a generalized frequency-dependent space constant (see Eisenberg and Johnson, 1970, p. 59) but this is possible here only to the limited extent that equation (3) is an adequate approximation. The reader should be warned that the generalized space constant $\Lambda$ is not analogous to the length constant $\lambda = [aR_m/2R_i]^{1/2}$ defined for long cylindrical cells.
tential theory and thus measures the fractional error in the isopotential expression. The correction factor depends only on the angular separation and the ratio of the radius to space constant. Table II presents values of this correction factor for a wide variety of “space” constants and angular separations. The column headed 60° is set in boldface type since for this electrode separation

\[
V_m = \frac{\Delta R_m}{4\pi d^2} \left[ \frac{1}{1 + (a/\Delta)D - (a/\Delta)\epsilon_0} + (a/\Delta)c\theta/2 \right]
\]

| \(\theta\) | \(D\) | \(E_0\) | \(c\theta/2\) |
|---|---|---|---|
| 0  | 5  | 0.990 | 1.55 | 22.926 |
| 10 | 2.356 | 1.45 | 11.474 |
| 20 | 1.591 | 1.24 | 5.759 |
| 30 | 1.121 | 1.03 | 3.864 |
| 40 | 0.779 | 0.82 | 2.924 |
| 50 | 0.509 | 0.61 | 2.356 |
| 60 | 0.288 | 0.41 | 2.000 |
| 70 | 0.103 | 0.23 | 1.743 |
| 80 | -0.054 | 0.05 | 1.534 |
| 90 | -0.188 | -0.11 | 1.414 |
| 100 | -0.302 | -0.25 | 1.305 |
| 110 | -0.399 | -0.38 | 1.221 |
| 120 | -0.480 | -0.50 | 1.155 |
| 130 | -0.547 | -0.60 | 1.103 |
| 140 | -0.600 | -0.68 | 1.064 |
| 150 | -0.641 | -0.74 | 1.035 |
| 160 | -0.670 | -0.79 | 1.015 |
| 170 | -0.687 | -0.81 | 1.004 |
| 180 | -0.693 | -0.82 | 1.000 |

\(A\) is defined as the ratio of the membrane resistance (ohm-cm²) to the internal resistivity (ohm-cm); i.e., \(A = R_m/R_i\).

\(a\) is the cell radius.

\(\theta\) is the angular separation of electrodes.

The computation was carried to enough figures to ensure that the last significant figure is correct.

the correction term is negligible for all values of \(a/\Delta\) considered. Figs. 3 and 4 are graphical representations of the same data. It is clear from these plots that the correction factor becomes significant when \(a/\Delta\) is large and/or the electrode separation is small. For resting values of the membrane resistance (that is for \(R_m\) of the order of a few thousand ohm-cm²) and for cell radii in the usual range (from say 0.05 to 0.005 cm) the radius is small compared to the space
Figure 2. Graphs of the size of the various terms in the equation for the membrane potential at different values of electrode separation. The upper graph (A) is a linear plot showing the general shape of the curves over the whole range of angular separation $\theta$. The lower graph (B) is a plot of the same results with a logarithmic ordinate and over a smaller range of angles.

constant ($a/\Lambda$ is around $10^{-2}$) and the effect of the three-dimensional spread of current is small even at electrode separations of $5^\circ$. By extrapolation (and indeed by analysis) it can be seen, however, that at sufficiently small separations the correction term is important. Thus, when a single electrode bridge or double-barreled electrodes are used (Eisenberg and Johnson, 1969), the

---

*Note Added in Proof* We have recently derived a precise and surprisingly simple expression for the voltage recorded by a single electrode bridge.
TABLE II
THREE-DIMENSIONAL CORRECTION FACTOR FOR
DIFFERENT ANGLES AND "SPACE" CONSTANTS

The factor tabulated is the ratio of the potential predicted by three-dimensional theory to that predicted by one-dimensional theory.

| s/A | θ 0° | 5° | 10° | 20° | 30° | 40° | 50° | 60° | 70° | 80° | 90° | 100° | 110° | 120° | 130° | 140° | 150° | 160° | 170° | 180° |
|-----|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.001 | 1.024 | 1.012 | 1.005 | | | | | | | | | | | | | | | | | |
| 0.002 | 1.048 | 1.024 | 1.011 | 1.006 | | | | | | | | | | | | | | | | | |
| 0.003 | 1.072 | 1.035 | 1.016 | 1.009 | 1.005 | | | | | | | | | | | | | | | | | |
| 0.004 | 1.096 | 1.047 | 1.021 | 1.012 | 1.007 | | | | | | | | | | | | | | | | | |
| 0.005 | 1.120 | 1.059 | 1.027 | 1.015 | 1.008 | | | | | | | | | | | | | | | | | |
| 0.006 | 1.144 | 1.071 | 1.032 | 1.018 | 1.010 | 1.005 | | | | | | | | | | | | | | | | | |
| 0.007 | 1.168 | 1.083 | 1.037 | 1.021 | 1.012 | 1.006 | | | | | | | | | | | | | | | | | |
| 0.008 | 1.192 | 1.094 | 1.043 | 1.024 | 1.013 | 1.007 | | | | | | | | | | | | | | | | | |
| 0.009 | 1.216 | 1.106 | 1.048 | 1.027 | 1.015 | 1.008 | | | | | | | | | | | | | | | | | |
| 0.010 | 1.239 | 1.118 | 1.053 | 1.030 | 1.017 | 1.009 | | | | | | | | | | | | | | | | | |
| 0.02 | 1.447 | 1.234 | 1.103 | 1.058 | 1.033 | 1.017 | 1.005 | 0.990 | 0.985 | 0.980 | 0.976 | 0.972 | 0.968 | 0.964 | 0.960 | 0.957 | 0.954 | 0.952 | 0.950 | 0.948 | 0.946 | 0.944 | |
| 0.03 | 1.714 | 1.349 | 1.157 | 1.067 | 1.049 | 1.025 | 1.008 | | | | | | | | | | | | | | | | | |
| 0.04 | 1.948 | 1.464 | 1.207 | 1.114 | 1.064 | 1.032 | 1.010 | | | | | | | | | | | | | | | | | |
| 0.05 | 2.182 | 1.576 | 1.257 | 1.141 | 1.079 | 1.040 | 1.012 | | | | | | | | | | | | | | | | | |
| 0.06 | 2.414 | 1.688 | 1.306 | 1.168 | 1.094 | 1.047 | 1.014 | | | | | | | | | | | | | | | | | |
| 0.07 | 2.644 | 1.799 | 1.354 | 1.194 | 1.108 | 1.054 | 1.016 | | | | | | | | | | | | | | | | | |
| 0.08 | 2.873 | 1.908 | 1.401 | 1.219 | 1.122 | 1.060 | 1.017 | | | | | | | | | | | | | | | | | |
| 0.09 | 3.101 | 2.017 | 1.447 | 1.244 | 1.135 | 1.066 | 1.018 | | | | | | | | | | | | | | | | | |
| 0.1 | 3.327 | 2.124 | 1.493 | 1.268 | 1.148 | 1.072 | 1.020 | | | | | | | | | | | | | | | | | |
| 0.2 | 5.519 | 3.143 | 3.193 | 3.193 | 3.129 | 2.120 | 2.125 | 2.956 | 2.903 | 2.853 | 2.803 | 2.753 | 2.704 | 2.653 | 2.601 | 2.550 | 2.500 | 2.450 | 2.400 | 2.350 | 2.300 | 2.250 | |
| 0.3 | 7.593 | 4.073 | 2.274 | 1.657 | 1.341 | 1.149 | 1.200 | 2.927 | 2.836 | 2.746 | 2.655 | 2.584 | 2.512 | 2.440 | 2.368 | 2.296 | 2.224 | 2.152 | 2.080 | 2.008 | 1.936 | 1.864 | |
| 0.4 | 9.568 | 4.932 | 2.591 | 1.802 | 1.406 | 1.168 | 1.010 | | | | | | | | | | | | | | | | | |
| 0.5 | 11.463 | 5.737 | 2.880 | 1.932 | 1.462 | 1.163 | 1.000 | | | | | | | | | | | | | | | | | |

* s is the cell radius, A, the space constant, is the ratio of the membrane resistance to the internal resistivity, i.e. A = R_m/R_i.
† The correction factor for θ = 0° is infinite for all values of s/A considered. The 60° column is set in boldface type since at this electrode separation the correction factor is negligible for all values of the space constant.
correction would be expected to be particularly important. Furthermore, we see that whenever the space constant is comparable to the cell radius the correction factor is significant over a wide range of angles. This latter condition occurs, in effect, when rapidly changing currents are considered, whether
they be sinusoidal or of other shape (see below). Finally, under many conditions of physiological interest the membrane resistance itself drops to quite low values, sometimes low enough so that the space constant is comparable to the cell radius. It is under these conditions of very small electrode separation, rapidly changing voltages, or low membrane resistance that the correction for the three-dimensional spread of current becomes important.

**Transient Solution**

In Appendix 2 the transient solution of the three-dimensional problem for a step function of current applied at time $t = 0$ is given. It is shown there that the terms in the solution which express the dependence of the potential on angular position (the three-dimensional correction terms) are established very quickly compared to the terms which describe the change in potential with time for an isopotential cell: indeed, the time constant which roughly describes the time dependence of the three-dimensional fields is quicker (i.e. smaller) than the membrane time constant $R_m C_m$ by a factor of $(A/a) + 1$.

Thus, at times of physiological interest the response to a step function of current is described by (see equation (41) in Appendix 2)

$$V_m = \frac{i_0 R_m}{4\pi a^2} \left\{ (1 - e^{-t/R_m C_m}) + \frac{2a}{\Lambda} \sum_{n=1}^{\infty} \frac{n + \frac{1}{2}}{n + a/\Lambda} P_n (\cos \theta) \right\}$$

(4)

which can be simplified, as shown in Appendix 1, to

$$V_m = \frac{i_0 R_m}{4\pi a^2} \{L(t) + \psi(a/\Lambda, \theta)\}$$

(5)

where $\psi(a/\Lambda, \theta)$ determines the spatial variation of potential

$$\psi = \{1 - 2a/\Lambda\}\{1 + (a/\Lambda)D - (a/\Lambda)^2 E \}_{0} + [(a/\Lambda)\csc \theta/2] - 1$$

(6)

and $L(t)$ determines the time response of the cell

$$L(t) = 1 - e^{-t/R_m C_m}$$

(7)

Note that this term is precisely the same as that which describes the response of an isopotential cell to a step function of current. The numerical value of the term, $\psi(a/\Lambda, \theta)$ the three-dimensional correction term, can be determined by subtracting one from the correction factors previously given (see Table II and Fig. 3). While at the times of interest the absolute value of the three-dimensional term $\psi$ is independent of time, the relative importance of this term varies greatly with time depending on the size of the isopotential term $L(t)$. Thus, the relative importance is greatest at short times when the isopotential term is small. A plot of the relative importance of the three-dimensional term (that
is a plot of $\psi/L$ is given in Fig. 5, where an inset shows the wave form of the time response and a schematic definition of $\psi$ and $L$. It can be seen that the three-dimensional effect is of significance primarily for small times and small angles. Note that for angular separations of around 60° the three-dimensional term is very small at almost all times, and thus cannot be conveniently shown in this log-log plot.

The curves presented in Fig. 5 B would be directly applicable to a cell of membrane resistance 2000 ohm-cm², internal resistance 200 ohm-cm (thus $\Lambda = 10$ cm), and radius 50 µ. If the membrane capacitance were 2 µF/cm², $R_mC_m = 4$ msec. Thus, at 40 µsec after the application of a pulse of current, and at an electrode separation of 5°, the spatial variation of potential produces a (roughly) 100% effect, at 400 µsec a (roughly) 10% effect.

**DISCUSSION**

**General Conclusions and Relation to Previous Results**

The general conclusion from our analysis is that the change in membrane potential in a spherical cell produced by current applied from a microelectrode...
lying just under the membrane is quite uniform around most of the cell, with striking deviations in the vicinity of the microelectrode source. These deviations are particularly important under conditions where there is a high current density crossing the membrane, that is when the membrane resistance is low or during rapid changes in membrane potential.

It is now necessary to discuss why this nonuniformity of potential has been overlooked by previous investigators (however, see Rall, 1953). The solution to a similar but somewhat more general problem has been previously found by Hellerstein (1968) and Eisenberg and Johnson (1970), and as shown in Appendix 1 these solutions coincide at least for the particular case which we consider here, namely with the current electrode just under the membrane. Essentially, the reason that our interpretation of the solutions differs is that we have quantitatively evaluated the solution in the region near the point source, and investigated the convergence properties of the solution in that region. Thus, while the second term in the infinite series (our equation (10) or equation (98), p. 376 of Hellerstein, 1968) is very much smaller than the first term, (even at zero electrode separation), the third (and higher) terms are approximately equal to the second term and thus when sufficient terms are included the first term is no longer dominant. The above statement is simply a qualitative way of stating that at zero angular separation the infinite series defining the potential does not converge. It is easy to prove this point directly remembering that $P_1(1) = 1$ and that the sum $\sum_{n=1}^{\infty} (1/n)$ does not converge; it is more difficult to show that the other form of the solution (namely, our equation [8]) does not converge, but this can be done. The reason for this failure in convergence and thus, in physical language, the steep rise in potential near the point source, lies in the nature of a three-dimensional point source: a point source forces a finite current to flow through an infinite resistance and thus requires an infinite potential (see, for example, Table 1-1, p. 12 of Panofsky and Phillips, 1955).

**Effect of Electrode Depth**

We have not been able to evaluate the change in membrane potential produced by a current injected from a microelectrode at an arbitrary depth within the cell. The solution derived by Eisenberg and Johnson (1970) is impractical in this case since it converges exceedingly slowly, and we have not been able to simplify the solution with a theorem analogous to that developed in Appendix 1. Nonetheless it seems quite clear that the essential result of our analysis, namely the existence of a steep rise in membrane potential near a point source, is true even if the source is not immediately under the membrane but is somewhat deeper in the cell. The reason for this conclusion is as follows. Except perhaps right at a source the functions which describe any electric
field are continuous functions of distance and have continuous derivatives up to and including at least the second order (this statement is implied by the fact that away from a source an electric field can be described by Laplace's equation [equation 34]). Thus, as a source is moved from just under the membrane deeper into a cell the membrane potential does not change abruptly.

The above abstract reasoning is consistent with the results computed for a cylindrical cell by Eisenberg and Johnson (1970, Pt. A, sect. IV.4) for a problem analogous to ours. They showed that the qualitative features of the spread of potential were the same whether the source was located at \( r = a \) or at \( r = 0.75 a \). Thus, even when the source is quite deep within the cell there is a steep rise in true transmembrane potential in the vicinity of the electrode.

**Physiological Implications**

The discussion of Eisenberg and Johnson (1970, Pt. B, sect. 1, pp. 46–56) concerning the physiological implications of the steep rise in membrane potential near a point source of current is applicable to the spherical cell. In particular, the three-dimensional effect is important in understanding (a) the nature of the artifacts produced when potential is recorded with the same microelectrode that is used for passing current, (b) the artifacts associated with the use of double-barreled microelectrodes, (c) the difficulties involved whenever one seeks to control the membrane potential of a cell with current supplied from a microelectrode.

It is clear that in routine measurements of the electrical properties of spherical cells the electrodes should be placed at an angular separation of around 60°; this corresponds to a curvilinear separation of 1.05 \( a \) where \( a \) is the cell radius. With this separation under conditions of physiological interest, there is almost no deviation of potential from that predicted for an isopotential cell.

When the electrode separation is small enough so that the three-dimensional correction is significant, the full equation (1) can be approximated to some extent by equation (3). Thus, the major effect of the three-dimensional spread of current is to produce an additional potential the absolute size of which is independent of the membrane resistance or impedance but whose relative importance does depend on the membrane properties. It should be emphasized that this extra potential represents a component of the true transmembrane potential and does not represent an internal potential drop in the resistive medium filling the cell. We have seen that the variation in membrane potential drop associated with the three-dimensional spread of current is established very quickly (with a time constant of roughly \( R_i C_m a = R_m C_m [a/\Delta] \), see equation [40]) compared to other changes of membrane potential with time. Thus, as a first approximation the main effect of the three-dimensional

---

4 Note Added in Proof Two papers (Rall, W. 1969. *Biophys. J.* 9:1483, 1509) have recently appeared which discuss this topic.
spread of current is to produce an additional potential drop across the membrane, this potential drop being proportional to current and independent of time. In other words the main effect of the three-dimensional spread of current can be represented by modifying the equivalent circuit of the spherical cell to include a resistance $R_p$ (equivalent to the second term in equation [3]) in series with the usual parallel arrangement of $R_m$ and $C_m$ (Fig. 6). The size of this equivalent resistance is given by the various tables and figures in the Results section. It should be pointed out that the resistance $R_p$ has limited physical significance, in that it is a useful description only to the extent that the approximate equation (3) is valid, that is only when the angular separation between electrodes is small and when the generalized space constant $\Lambda$ is large.

**APPENDIX I**

**Part 1. Derivation of the Solution**

The full solution to the problem of the membrane potential in a spherical cell, the source of current being a point lying just under the membrane, has been given by Hellerstein (1968) and determined by Eisenberg and Johnson (1970, Pt. A, sect. V) by an integration of a solution presented in Carslaw and Jaeger (1959, p. 382). The solution derived by Eisenberg and Johnson is written here in terms of cylindrical Bessel functions $J_{n+1/2}$ and Legendre polynomials $P_n$ (see Abramowitz and Stegun, 1964).

\[
V_m = \frac{i_0 R_i}{2\pi a} \sum_{n=0}^{\infty} \left( 2n + 1 \right) P_n \left( \cos \theta \right) \sum_{m=1}^{\infty} \frac{1}{(a/\Lambda - \beta_m)^3 + \beta_m^2 - (n + \beta_m)^3} \quad (8)
\]

where $\beta_m$ are the positive roots, numbered in order of increasing magnitude, of

\[
(a/\Lambda - \beta_m)J_{n+1}(\beta_m) + \beta J'_{n+1}(\beta_m) = 0 \quad (9)
\]

A prime denotes the derivative.

---

5 The corresponding differential equation and boundary condition are given here in Appendix 2, equations (32) and (33).
The solution given by Hellerstein (1968) includes the effects of external resistance and different radial locations of electrodes, but can be specialized to our case by setting \( r = a \), \( t = \infty \), and using our names of variables

\[
V_n = \frac{i_z R_i}{2\pi a} \sum_{n=0}^{\infty} \frac{n + \frac{1}{2}}{n + a/\Lambda} P_n (\cos \theta)
\]  

(10)

The first part of this Appendix is devoted to showing that these two solutions coincide, the second part of the Appendix then shows how to write the solution in much simpler form.6

It is easy to see that equations (8) and (10) are identical if and only if

\[
\frac{1}{\sum_{n=0}^{\infty} \beta_n^2 + h^2 - \nu^2} = \frac{1}{2(h + \nu)}
\]

(11)

where \( h \) is defined as \( a/\Lambda - \frac{1}{2} \) and \( \nu \) (any real number) is written to denote the order of Bessel function (which in equation (8) was written as \( n + \frac{1}{2} \)). It was gratifying to find a statement of this relation in Lamb (1884, footnote, p. 273) but the tantalizing absence of a proof made the following derivation necessary. Full details of the proof are given but we refer the reader to works on complex analysis (for example, Whittaker and Watson, 1927; Markuhevich, 1965) for the necessary background material.

Our plan of attack will be to consider a function \( F(z) \) of Bessel functions closely related to equation (9), namely

\[
F(z) = \frac{z J'_n(z) + h J_n(z)}{z^2}
\]

(12)

Note that \( F(z) \) has a simple power series expansion which can be derived from the expansions of \( J_n(z) \) and \( J'_n(z) \) (Whittaker and Watson, 1927, sect. 17.2):

\[
F(z) = \frac{1}{2\Gamma(\nu + 1)} \left[ (\nu + h) - z^2 \frac{2 + \nu + h}{2(2\nu + 2)} 
\right.
\]

\[
+ z^4 \frac{4 + \nu + h}{(2\nu + 2)(2\nu + 4)} + \cdots
\]

(13)

Definitions, properties, and tables of the gamma function \( \Gamma(z) \) can be found in Abramowitz and Stegun (1964).

We now expand this function \( F(z) \) into an infinite product in order to determine the roots \( \beta \) and to derive the desired sum. Since the function \( F(z) \) is well-behaved (that is, it can be differentiated at every point in the complex plane) and has simple (that is, not repeated) roots at the points \( \beta \), it can be written as a Weierstrass infinite

---

6 The following proof is presented in detail because we were originally skeptical of the equality of the two solutions and felt that a proof was necessary. Moreover, the following proof uses a powerful method which is not found in standard texts and may be useful.
product (Whittaker and Watson, 1927, sect. 7.5) of the form

\[ F(z) = F(0)[\exp\{zF'(0)/F(0)\}] \prod_{\alpha} (1 - z/\alpha)e^{\varepsilon z/\beta} \]  

(14)

and we have used the standard notation for infinite products (Markushevitch, 1965, p. 334).

\[ \prod_{\alpha} f_{\alpha}(z) = f_{\alpha}(z)f_{\beta}(z)f_{\gamma}(z) \cdots \]  

(15)

Fortunately, in our case this expression can be considerably simplified. We note that in the series expansion of \( F(z) \) (equation [13]) all the powers of \( z \) are even. Thus, if \( \beta \) is a root of equation (12) so is \(-\beta\) also a root. Then, every factor \( e^{\varepsilon z/\beta} \) in the infinite product (14) is multiplied by a factor \( e^{-\varepsilon z/\beta} \) and thus becomes unity. Similarly, the factors \((1 - z/\beta)\) and \((1 + z/\beta)\) multiply to give a perfect square and the infinite product expansion takes the form

\[ F(z) = F(0)[\exp\{zF'(0)/F(0)\}] \prod_{\alpha} (1 - z^2/\beta^2) \]  

(16)

where the product is taken over all the positive roots \( \beta \), numbered according to size \( \beta_1 < \beta_2 < \cdots \). We can evaluate the first two factors in this equation from the power series expansion (13). Thus

\[ \lim_{z \to 0} F(z) = \frac{\nu + h}{2T(\nu + 1)} \quad \text{and} \quad \lim_{z \to 0} \frac{zF'(z)}{F(z)} = 0 \]  

(17)

So we have as the final simplified form of the product expansion

\[ F(z) = \frac{\varepsilon \nu' + \frac{h}{\nu+1}}{z^2} = \frac{\nu + h}{2T(\nu + 1)} \prod_{\alpha} (1 - z^2/\beta^2) \]  

(18)

In order to convert the infinite product into a sum we take the logarithm of both sides and then differentiate,

\[ \frac{\nu' + (1/z)(1 + h)J}{\varepsilon J + h J} = \frac{\nu}{z^2} - \sum_{\alpha} \frac{2}{\beta^2 - z^2} \]  

(19)

This relation is beginning to look promising since it gives a closed form expression for an infinite sum involving the roots \( \beta \). However, a few more manipulations are necessary to put the series in the form we seek. We notice that for a special value of \( z \) namely

\[ z = z_0 = (\nu^2 - h^2)^{\frac{1}{2}} \]  

(20)

the infinite series in equation (19) takes on the form desired (see equation [11]).
Thus, if we let $z = z_0$ in both sides of equation (19), we have

\[ 2 \sum_{n=1}^{\infty} \frac{1}{\beta_n^2 - n^2 + h^2} = \frac{\nu}{z_0^2} \left[ J''(z_0) + \frac{1}{z_0} J'(z_0) + \left( \frac{h}{z_0} \right) J(z_0) \right] \]  

(21)

Note that this equation gives a closed form expression for the infinite sum. But the right-hand side of this equation can be considerably simplified by using the differential equation which defines Bessel functions

\[ J''(z) + \frac{1}{z} J'(z) + \left( 1 - \frac{\nu^2}{z^2} \right) J(z) = 0 \]  

(22)

If this equation is evaluated at $z = z_0$ we have

\[ J''(z_0) + \frac{1}{z_0} J'(z_0) = \left( \frac{h}{z_0} \right) J(z_0) \]  

(23)

Then, we substitute equation (23) into equation (21)

\[ 2 \sum_{n=1}^{\infty} \frac{1}{\beta_n^2 - n^2 + h^2} = \frac{\nu}{z_0^2} \left[ \left( \frac{h}{z_0} \right) J'(z_0) + h J(z_0) \right] \]  

(24)

cancelling and using equation (20),

\[ 2 \sum_{n=1}^{\infty} \frac{1}{\beta_n^2 - n^2 + h^2} = \frac{\nu - h}{\nu^2 - h^2} = \frac{1}{\nu + h} \]  

(25)

This completes our proof of equation (11) and establishes the identity of the two solutions (8) and (10).

**Part 2. Simplification of the Solution and Computational Methods**

The solution presented above, while correct, is quite impractical. Since it is an infinite series which converges slowly (that is to say, which requires the consideration of many terms), it requires a great deal of computation and yields little physical insight. We will now put this solution into more useful form. The plan of attack is to manipulate the series into a form where much of the infinite series can be summed (i.e. written in closed form).

We consider the infinite series alone and perform long division:

\[ \sum_{n=1}^{\infty} \frac{n + \frac{1}{2}}{n + a/\Delta} P_n(\cos \theta) = \sum_{n=1}^{\infty} P_n(\cos \theta) - \sum_{n=1}^{\infty} \frac{a/\Delta - \frac{1}{2}}{n + a/\Delta} P_n(\cos \theta) \]  

(26)

\[ = \sum_{n=1}^{\infty} P_n(\cos \theta) - \left( a/\Delta - \frac{1}{2} \right) \sum_{n=1}^{\infty} \frac{P_n(\cos \theta)}{n} \]  

\[ + (a/\Delta) \left( a/\Delta - \frac{1}{2} \right) \sum_{n=1}^{\infty} \frac{P_n(\cos \theta)}{n(n + a/\Delta)} \]  

(27)
which can be rewritten

\[
\frac{\sum_{n=1}^{\infty} P_n(\cos \theta)}{n} + \frac{\sum_{n=1}^{\infty} P_n(\cos \theta)}{n^2} = \sum_{n=1}^{\infty} P_n(\cos \theta) + \frac{1}{n} \sum_{n=1}^{\infty} P_n(\cos \theta) \quad (28)
\]

The first two of these infinite series can be summed in closed form by simple manipulation of the infinite series which generates Legendre polynomials (see Wheelon, 1968, p. 53):

\[
\frac{\sum_{n=1}^{\infty} \frac{n + 1}{n + a/\Lambda} P_n(\cos \theta)}{\csc \theta/2} = -1 + \left(\frac{1}{2}\right) \csc \theta/2 + \left(\frac{1}{2} - a/\Lambda\right) \ln \frac{\csc \theta/2}{1 + \csc \theta/2}
\]

\[
- \left(\frac{1}{2} - a/\Lambda\right) \sum_{n=1}^{\infty} \frac{P_n(\cos \theta)}{n^2} + \left(\frac{1}{2} - a/\Lambda\right) \sum_{n=1}^{\infty} \frac{P_n(\cos \theta)}{n^2(n + a/\Lambda)} \quad (29)
\]

Thus, it is only necessary to compute the last two infinite series in equation (29). The first of these infinite series has the useful property that it depends only on the electrode separation \(\theta\) and is independent of the properties of the cell, namely the radius and the generalized space constant. Thus, this series need be evaluated only once for each angle \(\theta\) and yet is still applicable to all cells. This series was summed for those angles shown in Table I on a Hewlett-Packard 9100A desk calculator (which has an accuracy of 10 significant figures) using the tables of \(P_n(\cos \theta)\) of Clark and Churchill (1957). Sufficient numbers of terms were used so as to ensure the significance of the least significant digit in all cases. In no case should the figures be in error by more than \(\pm 0.005\). The sums for \(\theta = 0^\circ\) and \(180^\circ\) are known in closed form, and thus for those cases our summation procedure could be checked.

Since we are concerned only with cases in which the generalized space constant is larger than the cell radius (that is, \(a/\Lambda < 1\)), the final infinite series in equation (29) would be expected to be relatively insignificant and we will now examine the error involved in ignoring this term. We will consider the sum

\[
\frac{(a/\Lambda)^2(1 - a/\Lambda) \sum_{n=1}^{\infty} P_n(\cos \theta)}{n^2} \quad (30)
\]

which is clearly always larger than the sum of interest for \(a/\Lambda < 1\). Thus, the error we compute is an upper bound. This sum is largest in magnitude for \(\theta = 0^\circ\), in which case the value of the sum is (since \(P_n(1) = 1\)) (Wheelon, 1968, p. 7)

\[
\frac{(a/\Lambda)^2(1 - a/\Lambda) \sum_{n=1}^{\infty} \frac{1}{n^2}}{1.202(a/\Lambda)^2(1 - a/\Lambda)} = 1.202(a/\Lambda)^2 \left(\frac{1}{2} - a/\Lambda\right) \quad (31)
\]

The relative error in equation (29) produced by dropping the last infinite series term is thus always less than this figure. In particular, for \(a/\Lambda \leq \frac{1}{2}\) the largest error is 2.2% (when \(a/\Lambda = 1/3\)).
APPENDIX 2

Time-Dependent Cases

In this Appendix we will develop the methods by which the solution to the steady-state problem described in Appendix 1 and in the text can be easily generalized to time-dependent problems. The methods involved lean heavily on the method of Laplace transforms which we do not have space to develop or justify. (We have found the treatment of Laplace transforms in Clark (1962) to be particularly useful.) The first part of the Appendix describes the method of computing the time response to a step function of current and the second part describes the response to a steady sinusoidal excitation.

Part 1. Step Function Current

In physiological problems the only property of the system which causes the time dependence of the voltage response is the capacitance of the surface membrane, since the cytoplasm has no time-dependent properties. Thus, the partial differential equation which describes the electric field within the cytoplasm is the same whether time-dependent or steady-state fields are considered. The boundary condition is different in the two cases, however. (See Eisenberg and Johnson, 1970, sect. III, for an extensive discussion of this point.) The boundary condition used in deriving the steady-state solution was

\[ \frac{1}{R_i} \frac{\partial V}{\partial n} + \frac{V}{R_m} = 0 \quad (32) \]

where the partial derivative signifies the partial derivative in the direction at right angles to the membrane.\textsuperscript{7} The first term of this equation represents the current flowing in the interior of the cell up to the membrane whereas the second term is the steady-state expression for the current crossing the membrane. If we consider the membrane to be a thin sheet of dielectric material, the appropriate expression for the time-dependent boundary condition includes the capacitive current which crosses the membrane

\[ \frac{1}{R_i} \frac{\partial V}{\partial n} + \frac{V}{R_m} + C_m \frac{\partial V}{\partial t} = 0 \quad (33) \]

If the equivalent circuit of the membrane is more complicated than that implicit in equation (33) (usually because of infoldings of the membrane: see Falk and Fatt, 1964; Eisenberg, 1967), a more complicated expression is necessary to describe the current flowing through the membrane, but a development analogous to ours is always possible.

The partial differential equation which describes the potential inside the cyto-

\textsuperscript{7} We should point out that if this equation is written in more general terms, using \( r/a \) as the spatial variable, the ratio \( a/A \) appears immediately as the coefficient of the \( V \) term. Fundamentally, that is why the ratio \( a/A \) occurs in virtually all our solutions, and in solutions to similar problems in other geometries.
plasm is Laplace's equation

\[ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial V}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial V}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 V}{\partial \phi^2} = 0 \]  

(34)

here written in spherical coordinates; two angles \( \theta, \phi \) and a radius \( r \) (see for example Morse and Feshbach, 1953, p. 1264). We shall solve the time-dependent problem by taking the Laplace transform of both the boundary conditions and the above partial differential equation. That is to say, we multiply both equations by \( e^{-st} \) and integrate from zero to infinity. We use the notation \( L\{v(t)\} = \tilde{V}(s) \) to denote the Laplace transform of the function \( v(t) \) and define the transform as

\[ L\{v(t)\} = \tilde{V}(s) = \int_0^\infty v(t)e^{-st} dt \]  

(35)

Our procedure will then be to find the transform of the equation and boundary conditions, solve these transformed equations for \( \tilde{V}(s) \), and then determine from a table of Laplace transforms (for example, Roberts and Kaufman, 1966) that function of time \( v(t) \) which corresponds to the transform of the voltage \( \tilde{V}(s) \).

The Laplace transform of our boundary condition (32) is (assuming no initial charge on the capacitor)

\[ \frac{1}{R_i} \frac{\partial \tilde{V}}{\partial n} + \tilde{V}(sC_m + 1/R_m) = 0 \]  

(36)

and the transform of the differential equation is

\[ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \tilde{V}}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \tilde{V}}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 \tilde{V}}{\partial \phi^2} = 0 \]  

(37)

We notice immediately that the resulting equation and boundary condition are identical with the steady-state equations if we replace \( v(t) \) and \( i(t) \) with their Laplace transforms \( \tilde{V} \) and \( \tilde{i} \) and if we write \( 1/R_m + sC_m = C_m(s + 1/R_mC_m) \) whenever \( 1/R_m \) appeared in the steady-state case.

Thus, the solution of the transformed differential equation is identical with the solution of the steady-state equation if we perform these same replacements. The Laplace transform of the voltage is thus given by

\[ \tilde{V} = \frac{iR_i}{4\pi \sigma C_m(s + 1/R_mC_m)} + \frac{\infty}{2\pi i} \sum_{n=1}^{\infty} \frac{(n + \frac{1}{2})P_n(\cos \theta)}{aR_i C_m (s + 1/R_mC_m)} \]

(38)

(which we have derived by making the above mentioned substitution in equation [10]). In order to proceed further we must specify the particular wave form of the current. If we are considering only a step function of current of magnitude \( io \) starting
at time $t = 0$, the transform of the current is

$$L\{i(t)\} = i(s) = \frac{i_0}{s}$$

(39)

Then the Laplace transform of the voltage is $1/s$ times the right-hand side of equation (39) and we can determine $v(t)$ from tables (Roberts and Kaufman, 1966, equation 1-2, p. 181).

$$v(t) = \frac{i_o R_m}{4\pi a^3} \left(1 - e^{-4\pi a n c m} + R_i \sum_{n=1}^{\infty} \frac{n + \frac{1}{2}}{n + a/\Lambda} \right)$$

$$\cdot P_n (\cos \theta) \left[1 - \exp \left\{ (-t/R_m C_m)(1 + n\Lambda/a) \right\} \right]$$

(40)

This is the exact expression for the voltage as a function of time following a step function of current. A useful and accurate approximation can be made if we remember that in the physiological case $\Lambda/a$ is typically large, of the order of tens of thousands. Then, it is easy to see that at times of physiological interest the three-dimensional term (that is to say, the infinite series in equation [40]) has reached its steady-state value. Thus, to a good approximation (about 1% for times greater than $5R_m C_m / (1 + \Lambda/a)$) the time-dependent solution is

$$v(t) = \frac{i_o R_m}{4\pi a^3} \left(1 - e^{-4\pi a n c m} + 2(a/\Lambda) \sum_{n=1}^{\infty} \frac{n + \frac{1}{2}}{n + a/\Lambda} P_n (\cos \theta) \right)$$

(41)

The infinite series can be considerably simplified as shown in Appendix 1. Thus,

$$v(t) = \frac{i_o R_m}{4\pi a^3} \left(\psi(a/\Lambda, \theta) + L(t) \right)$$

(42)

where

$$\psi(a/\Lambda, \theta) = (1 - 2a/\Lambda)(1 + (a/\Lambda)D - (a/\Lambda)^3E) + (a/\Lambda) \csc \theta/2 - 1$$

$$L(t) = 1 - e^{-4\pi a n c m}$$

(43)

and the symbols are defined in equation (2).

It is interesting to note that the longest time constant involved in the establishment of the three-dimensional field is approximately

$$R_m C_m (1 + a/\Lambda) \approx R_m C_m a = R_m a$$

(44)

which physically is the time constant of a circuit consisting of the membrane capacitance $4\pi a^2 C_m$ in series with a resistance $R_i/4\pi a$.

Part 2. The Solution for Steady Sinusoidal Currents

The equation given above for the solution of our problem for time-dependent currents (equation [38]) is applicable to a wide variety of excitations, including most functions of physical interest. A particular type of excitation which is very useful in determining
the form of the equivalent circuit is steady sinusoidal current of the form \( i_p \sin \omega t \), where \( \omega \) is \( 2\pi \) times the frequency. The Laplace transform of this current is \( i_p \omega / (\omega^2 + \omega^2) \) and thus the Laplace transform of the voltage can be found by substituting in equation (38):

\[
\tilde{V} = \frac{\omega R_m i_p}{4\pi a^2} \left\{ \frac{1}{R_m C_m (s + 1/R_m C_m)} \left[ (s + j\omega)(s - j\omega) \right] + \left( \frac{2a}{A} \right) \sum_{n=1}^{\infty} \frac{\left( n + \frac{1}{2} \right) P_n (\cos \theta)}{n + aR_i C_m (s + 1/R_m C_m)} \left( s + j\omega)(s - j\omega) \right] \right\}.
\]

(45)

It may seem that in order to determine the voltage response to sinusoidal excitation it is sufficient to take the inverse transform of this expression. However, this procedure would be cumbersome since the Laplace transform implicitly assumes all excitations to start at time zero and thus the solution determined by taking the inverse transform would contain several terms which die away with time and are not necessary to describe the steady response to sinusoidal excitation. It is conventional and most convenient to eliminate these brief lived transient terms before we determine the inverse transform. The method for eliminating these terms consists of making a partial fraction expansion of equation (45) and dropping the terms (details are described in Clark [p. 309]) corresponding to the transients. We thus obtain the steady-state equation

\[
V = \frac{i_p z_m}{4\pi a^2} \left\{ 1 + \left( \frac{2aR_i}{z_m} \right) \right\} \sum_{n=1}^{\infty} \frac{\left( n + \frac{1}{2} \right) P_n (\cos \theta)}{n + aR_i z_m} \left\{ \frac{1}{j\omega C_m + 1/R_m} \right\}
\]

(46)

which is simply the equation for the transform of the voltage (equation (38) above with \( s \) set equal to \( j\omega \) (\( j \) is the symbol used for the \( \sqrt{-1} \)). From here on it is necessary to treat \( \tilde{V} \) explicitly as a function with complex values. The complex variable \( \tilde{V}(j\omega) \) contains all the information necessary to specify the steady-state response of the network to sinusoidal excitation and thus it is never necessary to determine the inverse transform of \( \tilde{V}(j\omega) \). In particular, the phase angle between the current and voltage is the phase angle of the complex number \( \tilde{V}(j\omega) \) (the phase of the excitation is taken as zero) and the magnitude of the voltage response (the peak value of the sinusoidal voltage) is given by the magnitude of the complex number \( \tilde{V}(j\omega) \). Finally, the frequency of the voltage and the wave form of the voltage is the same as that of the sinusoidal applied current (Zadeh and Desoer, 1963, p. 418).

This equation (46) describing the sinusoidal response is of precisely the same form as the equation which specifies the steady-state response to a step function of current (see equation [10]). Thus, our analysis of the dc case is applicable to the discussion of the magnitude of the voltage changes produced by sinusoidal currents, provided we use the rules of complex algebra for manipulating the expression.
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