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Abstract. The main result of this paper is the conformal flatness of real-analytic compact Lorentz manifolds of dimension at least 3 admitting a conformal essential (i.e., conformal, but not isometric) action of a Lie group locally isomorphic to PSL(2, R). It is established by using a general result of M. Gromov on local isometries of real-analytic A-rigid geometric structures. As corollary, we deduce the same conclusion for conformal essential actions of connected semi-simple Lie groups on real-analytic compact Lorentz manifolds. This work is a contribution to the understanding of the Lorentzian version of a question asked by A. Lichnerowicz.
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1. Introduction

In this paper, we discuss some geometric aspects of conformal actions of semi-simple Lie groups on compact Lorentz manifolds. The general problem we are interested in is the following: To what extent does the conformal group of a Lorentz manifold \((M, g)\) determine the conformal geometry of \((M, g)\)? A beautiful answer to this question was found in Riemannian signature.
Motivated by a conjecture of Lichnerowicz, Ferrand and Obata proved that if the conformal group of a Riemannian manifold is strictly larger than its isometry group (even if we change conformally the metric), then this manifold is conformally equivalent to the Möbius sphere or to the Euclidian space of same dimension ([Oba72], [Fer71], [Fer96]).

When we leave the positive definite signature, the situation is more complicated. Since the work of Frances ([Fra05]), we know that it is not reasonable to expect a global result as striking as Ferrand-Obata’s theorem, even in Lorentzian signature. However, a question remains open about the local conformal geometry of Lorentz manifolds:

If the conformal group of a compact Lorentz manifold is not reduced to its isometry group (even after a conformal change of metric), can we conclude that the manifold is conformally flat?

In [Alekseevsky], Alekseevsky gave counter-examples to this question in the non-compact case (see also the work of Kühnher and Rademacher in any signature, [KR95], [KR97]). Thus, the compactness assumption cannot be removed. Let us also mention that in [Frances], Frances answered negatively to this question in \((p,q)\)-signature, with \(\min(p,q) \geq 2\), and his counterexample has moreover real-analytic regularity (one could have expect that with stronger regularity assumption, conformal flatness would have been more plausible). Thus, when we pass from the Riemannian setting to the signature \((p,q)\), with \(\min(p,q) \geq 2\), the same problem has drastically different answers, and we would like to know what happens for the intermediate case of Lorentzian metrics.

Let \(M^n\) be a differentiable manifold of dimension \(n \geq 3\). Recall that two pseudo-Riemannian metrics \(g\) and \(g'\) on \(M\) are said to be conformal if there exists a positive smooth function \(\varphi\) on \(M\) such that \(g' = \varphi g\). We note \(\{g\} = \{g', g'\text{ conformal to } g\}\) the conformal class of \(g\). We say that \((M,g)\) is conformally flat if every \(x \in M\) admits a neighbourhood \(U\) such that the restriction \(g|_U\) is conformal to a flat metric on \(U\). A local diffeomorphism \(f : (M,g) \to (N,h)\) between two pseudo-Riemannian manifolds is said to be conformal if \(f^*[h] = [g]\). The conformal group \(\text{Conf}(M,g)\) consists of the conformal diffeomorphisms of \((M,g)\). From the rigidity of conformal structures in dimension greater than or equal to 3, it follows that \(\text{Conf}(M,g)\) is a Lie transformation group.

**Definition 1.1.** Let \(H < \text{Conf}(M,g)\) be a Lie subgroup. We say that \(H\) acts inessentially on \(M\), or simply \(H\) is inessential, if there exists \(g'\) conformal to \(g\) such that \(H\) acts on \(M\) by isometries of \(g'\). If not, we say that \(H\) acts essentially, or simply that \(H\) is essential.

The present work investigates the situation where a compact Lorentz manifold \((M^n, g), n \geq 3\), admits a conformal essential action of a semi-simple Lie group. This hypothesis is of course stronger than what is assumed in the initial question where for instance \(\text{Conf}(M,g)\) could only contain an essential one-parameter group or an essential discrete subgroup.

In [Pec15], following a previous investigation of Bader and Nevo, we gave a classification of semi-simple Lie groups without compact factor that can act conformally on a compact Lorentz manifolds of dimension \(n \geq 3\). The question we are asking now lies in the continuation of this classification result: once we know what group \(\text{can act}\), we want to know on which geometry and with which dynamic it actually acts.

This geometric problem is well described, in any signature, where the group that acts is semi-simple without compact factor and has high real-rank. In fact, the work of Zimmer in [Zim87] shows that the real-rank of a semi-simple Lie group without compact factor acting by conformal transformations on a compact pseudo-Riemannian manifold of signature \((p,q)\) is bounded by \(\min(p,q) + 1\). In [BN02] and [FZ05] (and [BFM09] in a more general geometric context), the authors investigated the extremal case where the bound is achieved. It turned out that not only such a manifold must be conformally flat, but also that it is a compact quotient of the
universal cover of the model space of conformal geometry (the Einstein universe, see Section 3.1). Thus, our contribution is mainly the description of conformal actions of non-compact simple Lie groups of real-rank 1 on compact Lorentz manifolds. Before stating our results, let us describe the situation for inessential actions, i.e. actions that are isometric after a conformal change of metric.

First of all, Zimmer proved the following

**Theorem** ([Zim86]). Let \((M, g)\) be a Lorentz manifold of finite volume and \(H\) be a semi-simple simple Lie group without compact factor. If \(H\) acts faithfully and isometrically on \((M, g)\), then it is locally isomorphic to \(\text{PSL}(2, \mathbb{R})\).

A compact Lorentz manifold admitting an isometric and faithful action of \(H \approx_{\text{loc}} \text{PSL}(2, \mathbb{R})\) can be easily built. Let \(g_K\) be the Killing metric of \(H\). It has Lorentz signature and is invariant under left and right translations of \(H\) on itself. Choose \(\Gamma < H\) any uniform lattice, and set \(M = H/\Gamma\). The action of \(\Gamma\) on \((H, g_K)\) by right translations being isometric, \(g_K\) induces a Lorentz metric \(g\) on \(M\). Moreover, the action of \(H\) on itself by left translations is also isometric for \(g_K\) and centralizes the right translations. Therefore, \(H\) acts on \(M = H/\Gamma\) by isometries of \(g\).

Moreover, the geometry of a manifold admitting an inessential action of such Lie groups \(H\) was described by Gromov ([Gro88], 5.4.A). He proved that if \((M, g)\) has finite volume and if \(H < \text{Isom}(M, g)\), then \(H\) acts locally freely everywhere, with Lorentzian orbits. Then, considering the (Riemannian) orthogonal of these orbits, he concluded that some isometric cover of \(M\) is a warped product \(H \times N\), where \(H\) is endowed with its Killing metric, \(N\) is a Riemannian manifold and \(\omega : N \to \mathbb{R}_{\geq 0}\). Moreover, the \(H\)-action on \(M\) can be lifted to the isometric action of \(H\) on \(H \times N\) given by left translations on the first factor and trivial on \(N\).

Thus, the situation is well described for inessential action. We now come to our main result.

**Theorem 1.** Let \((M^n, g)\), \(n \geq 3\), be a real-analytic compact connected Lorentz manifold admitting a faithful conformal action of a connected Lie group locally isomorphic to \(\text{PSL}(2, \mathbb{R})\). Then,

- either this action is inessential, i.e. \(\exists g_0 \in [g]\) such that \(H\) acts by isometries of \(g_0\);
- or \((M, g)\) is conformally flat.

At first sight, this result could appear restrictive since it is formulated for a precise Lie group action. However, (local) copies of \(\text{PSL}(2, \mathbb{R})\) sit in every non-compact simple Lie group. So, a conformal essential action of a semi-simple Lie group without compact factor always yields conformal actions of Lie groups locally isomorphic to \(\text{PSL}(2, \mathbb{R})\). The question will only be to determine if these Lie subgroups are essential, what will not be a difficult problem.

**Corollary 1.2.** Let \((M^n, g)\), \(n \geq 3\), be a real-analytic compact connected Lorentz manifold. If a connected semi-simple Lie group acts faithfully, conformally and essentially on \(M\), then \((M, g)\) is conformally flat.

Remark that any conformal action of a compact Lie group \(H\) on a pseudo-Riemannian manifold \((M, g)\) is inessential. Indeed, \(H\) admits a finite Haar measure \(\mu\) and the metric \(g' := \int_H h^* g \, d\mu(h)\) is \(H\)-invariant. Thus, Corollary 1.2 has an interest for non-compact semi-simple Lie groups. In this case, essentiality is characterized by the following property, valid in smooth regularity.

**Proposition 1.3.** Let \(H\) be a non-compact, connected, semi-simple Lie group acting faithfully and conformally on a compact connected Lorentz manifold \((M^n, g)\), \(n \geq 3\). Let \(\mathfrak{h}_1 \subset \mathfrak{h}\) be the sum of the non-compact simple ideals of \(\mathfrak{h}\) and let \(H_1 < H\) be the corresponding connected Lie subgroup. Then, \(H\) is inessential if and only if \(\mathfrak{h}_1 \approx \mathfrak{sl}(2, \mathbb{R})\) and \(H_1\) acts locally freely on \(M\).
Remark that Proposition 1.3 implies that a conformal action of a Lie group locally isomorphic to \( \text{PSL}(2, \mathbb{R}) \) is inessential if and only if it is everywhere locally free.

The question of conformal flatness for smooth compact Lorentz manifolds admitting an essential action of a Lie group locally isomorphic to \( \text{PSL}(2, \mathbb{R}) \) is still open. Here, we take advantage of the analytic regularity to present a relatively short and efficient proof. Using a general theory of Gromov on real-analytic \( A \)-rigid geometric structures, we exhibit a local conformal flow, which does not come from the action of the Lie group, and we deduce the conformal flatness from its dynamic. The existence of this flow can be compared to the statement of Gromov’s celebrated centralizer theorem ([Gro88], see also [Fer02] Cor. 7.5, [MZ08] 5.A).

If we suspect that Theorem 1 is in fact a smooth result, the proof that is given here seems to be a “real-analytic proof”, in the sense that one encounters fundamental obstacles, which are inherent to Gromov’s theory, when trying to generalize it to smooth Lorentz manifolds.

**Organization of the proof.** The proof of Theorem 1 is the main thread of this article, and is structured as follows. We start by proving that inessential actions of Lie groups locally isomorphic to \( \text{PSL}(2, \mathbb{R}) \) are characterized by the fact that they are everywhere locally free, and at the same time we prove Proposition 1.3 and reduce the proof of Corollary 1.2 to the one of Theorem 1. Once we know that essential actions are characterized by the existence of orbits with small dimension, we prove in Section 3 that, moreover, there always exists a closed invariant subset in which every orbit has dimension 1 or 2. Until that time, no analyticity assumption is necessary.

When the manifold contains a 1-dimensional orbit, anterior results will quickly give the conformal flatness (it is done in Section 4.2). Thus, we will assume that there exists a closed invariant subset that exclusively contains orbits of dimension 2.

It is at this moment that the analyticity hypothesis becomes crucial. Conformal structures in dimension at least 3 are rigid in Gromov’s sense ([Gro88]), so that its strong theory on the behaviour of local isometries applies in our context. The main step in its theory is an integrability result he called “Frobenius theorem”. Without going into details, the question is to see when an “isometric \( r \)-jet” between two points \( x \) and \( y \), which can be thought as an infinitesimal map only defined at \( x \), can be extended into a local isometry between neighbourhoods of \( x \) and \( y \). For compact real-analytic rigid structures, Gromov proved that isometric \( r \)-jets always give rise to local isometries, but for smooth structures, the result is true only in an open and dense subset of the manifold ([Gro88] 3.3, 3.4, [Beb97] p.14).

In our situation, we will use this integrability result at a precise point \( x_0 \) in the invariant closed subset we have exhibited. We will not use its original version but a more recent formulation due to Melnick in the setting of Cartan geometries ([Mel11], [Pec14]). It will provide a local conformal vector field \( A^* \) defined near \( x_0 \), thanks to the analyticity of the Lorentz manifold. If the manifold was only assumed to be smooth, the point \( x_0 \) we are interested in could unfortunately be outside the above mentioned open dense subset and we could not apply this Frobenius theorem. The existence and the description of this conformal vector field are postponed to Section 5.

Admitting temporarily the existence of \( A^* \), we will perform the proof of Theorem 1 in Section 4. We will establish that the Weyl-Cotton tensor vanishes on a neighbourhood of \( x_0 \) by considering the dynamic of the flow \( \phi^t_{A^*} \). The conformal flatness of the whole manifold will directly follow from its connectedness and analyticity.

**Conventions and notations.** In this paper, “manifold” means a differentiable manifold. By default, the regularity is assumed to be smooth and we will precise when the analyticity is required. As usual, we will use the fraktur font to denote the Lie algebra of a Lie group. If \( M \) is a manifold, we note \( \mathfrak{X}(M) \) the Lie algebra of vector fields defined on \( M \). We note \( \text{Kill}(M,[g]) \) the Lie algebra of conformal (Killing) vector fields of \( M \), i.e. infinitesimal generators of conformal
diffeomorphisms. If \( \dim M \geq 3 \), then \( \text{Kill}(M, [g]) \) is finite dimensional. We call \( \mathfrak{sl}(2) \)-triple of a Lie algebra any non-zero triple \((X, Y, Z)\) in this Lie algebra satisfying the relations \([X, Y] = Y, [X, Z] = -Z \) and \([Y, Z] = X\).

**Fixed global notations.** In all this paper, \( M^n \) is a compact connected manifold of dimension \( n \geq 3 \), endowed with a Lorentz metric \( g \), and \( H \) is a connected Lie group that acts faithfully conformally on \((M, g)\). The \( H \)-action gives rise to an infinitesimal action of \( \mathfrak{h} \), i.e., an embedding \( \mathfrak{h} \hookrightarrow \text{Kill}(M, [g]) \) into the Lie algebra of conformal vector fields given by \( X \mapsto (\frac{d}{dt} |_{t=0} e^{tX})_{x \in M} \). We will identify \( \mathfrak{h} \) with its image. For all \( x \in M \), the notation \( \mathfrak{h}_x \) refers to the Lie algebra of the stabilizer of \( x \), \( \mathfrak{h}_x = \{ X \in \mathfrak{h}, X_x = 0 \} \).

**Acknowledgement.** This work has been done during my PhD and I would like to deeply thank my advisor, Charles Frances, for his constant support.

2. **Inessential actions of \( \text{PSL}(2, \mathbb{R}) \)**

The theorem of Zimmer cited in the introduction shows that if a semi-simple Lie group without compact factor acts conformally inessentially on a compact Lorentz manifold, then it is locally isomorphic to \( \text{PSL}(2, \mathbb{R}) \). We also recalled a result of Gromov that moreover shows that its action is everywhere locally free. The main purpose of this section is to establish that conversely, locally free conformal actions of such groups on compact Lorentz manifolds are inessential.

**Proposition 2.1.** Let \((M^n, g), n \geq 3\), be a compact connected Lorentz manifold that admits a faithful conformal action of a connected Lie group \( H \) locally isomorphic to \( \text{PSL}(2, \mathbb{R}) \). If this action is everywhere locally free, then it is inessential, i.e. there exists \( g' \) conformal to \( g \) such that \( H \triangleleft \text{Isom}(M, g') \).

The proof is based on a geometric property, derived from a generalization of Zimmer’s embedding theorem, due to Bader, Frances and Mehlisch ([BFM09]). This property is valid for non-locally free actions, and will be reused later. We have isolated it in the following section.

2.1. **A geometric property of general conformal actions.** Let \( H \) be a connected Lie group locally isomorphic to \( \text{PSL}(2, \mathbb{R}) \), acting conformally on the compact Lorentz manifold \((M, g)\). Let \( \mathcal{O}_x = H \cdot x \) be the \( H \)-orbit of a point \( x \in M \). Identifying \( \mathfrak{h}/\mathfrak{h}_x \simeq T_x \mathcal{O}_x \), let \( q_x \) be the quadratic form on \( \mathfrak{h}/\mathfrak{h}_x \) obtained by restricting the ambient metric \( g_x \) to \( T_x \mathcal{O}_x \).

**Proposition 2.2.** Let \( S < H \) be a proper, closed, connected subgroup such that \( \text{Ad}_\mathfrak{h}(S) \subset \text{Ad}_\mathfrak{h}(H) \simeq \text{PSL}(2, \mathbb{R}) \) is not an elliptic one-parameter subgroup. Then, every \( S \)-invariant closed subset of \( M \) contains a point \( x \) such that \( \text{Ad}_\mathfrak{h}(S) \mathfrak{h}_x \subset \mathfrak{h}_x \) and such that the induced action of \( \text{Ad}_\mathfrak{h}(S) \) on \( \mathfrak{h}/\mathfrak{h}_x \) is conformal with respect to \( q_x \).

To the Lorentzian conformal structure \((M, [g])\) corresponds what we call a normalized Cartan geometry modeled on the Lorentzian Einstein universe. It is a geometric structure on \( M \) such that any conformal object on \( M \) translates into its framework, and in which problems of conformal geometry can be simpler. Although there is an intrinsic general theory of Cartan geometries, we have chosen to give a minimal presentation and we refer the reader to [Kob72], [Sha96] and [ČS09] for a more complete approach. The proof of Proposition 2.2 starts after this presentation.

2.1.1. **The associated Cartan geometry.** The definition of the Einstein universe of Lorentzian signature is recalled in Section 3.1. It is a compact, conformally homogeneous, Lorentz manifold \( \text{Ein}^{1, n-1} \), with conformal group \( G := \text{PO}(2, n) \). Thus, \( G \) acts transitively on it so that, if \( P \) denotes the isotropy at a given point, \( \text{Ein}^{1, n-1} \simeq G/P \) as \( G \)-homogeneous spaces. The idea is
now to transpose the infinitesimal properties of this homogeneous space on an arbitrary manifold. In what follows, $G$ still denote $\text{PO}(2, n)$ and $P < G$ the stabilizer of a (fixed) given point.

The data of a conformal class $[g]$ of Lorentz metrics on $M$ canonically defines a geometric structure on $M$, called the associated normalized Cartan geometry modeled on the Lorentzian Einstein’s universe, which is the data of a $P$-principal fiber bundle $\pi : \hat{M} \to M$ and of a $g$-valued 1-form $\omega \in \Omega^1(\hat{M}, g)$ satisfying the following properties:

1. For all $\pi \in \hat{M}$, $\omega_\pi : T_{\pi}\hat{M} \to g$ is a linear isomorphism;
2. For all $X \in \mathfrak{p}$, $\omega(\pi^*X) = X$, where $\pi^*$ denotes the fundamental vector field associated to the right action of $\exp(tX)$;
3. For all $p \in P$, $(R_p)^*\omega = \text{Ad}(p^{-1})\omega$,

with an additional normalization assumption on $\omega$ which we do not need to detail here. The fiber bundle is called the Cartan bundle and the 1-form is called the Cartan connection. This correspondence is such that if $(M, [g])$ and $(N, [h])$ are two conformal Lorentzian structures, then a diffeomorphism $f : M \to N$ is conformal if and only if there exists a bundle morphism $\hat{f} : \hat{M} \to \hat{N}$, with base map $f$ and such that $\hat{f}^*\omega_\pi = \omega_M$. Moreover, $\hat{f}$ is completely determined by $f$ (see [CS09], Prop. 1.5.3), so that considering a conformal map $f$ is the same as considering a bundle morphism $F : \hat{M} \to \hat{N}$ such that $F^*\omega_\pi = \omega_M$.

For any $x \in M$ and $\hat{\pi}$ over $x$, we have a linear isomorphism $\varphi_\hat{x} : T_{\pi}M \to g/p$ defined by $\varphi_\hat{x}(v) = \omega_\pi(\hat{x}) \mod p$, for all $v \in T_{\pi}M$ and $\hat{x} \in T_{\hat{x}}\hat{M}$ such that $\pi, \hat{x} = v$ (it is well defined by property (2)). There exists a conformally $\text{Ad}_g(P)$-invariant Lorentzian quadratic form $Q$ on $g/p$ such that, by construction of the Cartan geometry $(M, \hat{M}, \omega)$, $\varphi_\hat{x}$ sends any $g_x$ in the conformal class on a positive multiple of $Q$.

If $f \in \text{Conf}(M, [g])$, then the condition $\hat{f}^*\omega = \omega$ together with property (1) stated above says that $\hat{f}$ preserves a global framing on $\hat{M}$. This observation implies that the action of $\text{Conf}(M, [g])$ on $\hat{M}$ is free and proper. In particular, if $M$ is connected and if $\hat{\pi} \in \hat{M}$ is given, then $\hat{f}$ is completely determined by the data of $\hat{f}(\hat{x})$. At the infinitesimal level, the fact that a vector field $X \in \mathfrak{X}(M)$ is conformal translates into the existence of a vector field $\hat{X} \in \mathfrak{X}(\hat{M})$ called the lift of $X$ such that $\hat{X}$ commutes to the right $P$-action on $\hat{M}$, $\pi^*\hat{X} = X$ and $L_{\hat{X}}\omega = 0$. A conformal vector field $X$ is determined by the evaluation of its lift $\hat{X}$ at any given point $\hat{\pi}$.

Proof of Proposition 2.2. As we mentioned earlier, this Proposition is based on a Theorem which is the main result of [BFM09]. It is formulated in the setting of general Cartan geometries and general Lie group actions. We have adapted the proof to our context.

Let $\pi : \hat{M} \to M$ and $\omega$ be the Cartan bundle and the Cartan connection defined by $(M, [g])$. Let $\iota : \hat{x} \in \hat{M} \mapsto \iota_{\hat{x}} \in \text{Mon}(\mathfrak{h}, g)$ be the map defined by setting $\forall X \in \mathfrak{h}$, $\iota_{\hat{x}}(X) = \omega_{\hat{x}}(\hat{X}_{\hat{x}})$, where $\text{Mon}(\mathfrak{h}, g)$ denotes the variety of injective linear maps $\mathfrak{h} \to g$. Let $H \times P$ act on $\hat{M}$ via $h, \hat{x} : p^{-1}$ and on $\text{Mon}(\mathfrak{h}, g)$ via $\text{Ad}_g(p) \circ \iota$. We verify that $\iota$ is $(H \times P)$-equivariant. Define $W := \hat{\mathfrak{p}}\setminus\text{Mon}(\mathfrak{h}, g)$, where $\hat{\mathfrak{p}}$ denotes the Zariski closure of $\text{Ad}_g(P)$ in $\text{GL}(g)$. This quotient $W$ is a stratified variety endowed with a stratified algebraic action of $\text{GL}(\mathfrak{h})$ (by a result of Rosenlicht, see [Gro88], 2.2). Moreover, $\iota$ induces an $H$-equivariant map $\psi : M \to W$.

By hypothesis, $S$ is either a one-parameter subgroup of $H$, or is conjugated to the identity component of the affine group $\text{Aff}^+(\mathbb{R})$. Thus, it is amenable, so that for every non-empty closed $S$-invariant subset $F \subset M$, there exists a finite $S$-invariant measure $\mu$ on $M$ which is supported on $F$. Since $\psi$ is equivariant, $S$ acts on $W$ by preserving $\psi_*\mu$. In fact, we have more: the Zariski closure $\overline{S}$ of $\text{Ad}_g(S)$ in $\text{GL}(\mathfrak{h})$ acts on $W$ and preserves $\psi_*\mu$ ([Zim84], 3.2.4). By hypothesis, $\overline{S}$
is either an hyperbolic or unipotent one-parameter subgroup of $GL(h)$ or is isomorphic to the affine group $R \rtimes R$. In particular, $S$ does not admit non-trivial algebraic cocompact subgroups. Using a generalization of Borel's density theorem ([Fur76], Lemma 3), we conclude that $\psi_\mu$ almost every point in $W$ is fixed by $S$.

In particular, there exists $x \in F$ such that $S.\psi(x) = \{\psi(x)\}$. This means that for any $x \in x^{-1}(x)$, we have $S.\pi \subset P.\pi$, or equivalently that for any $s \in S$, there is $p \in P$ such that $\iota_p$ conjugates the adjoint action of $s$ on $h$ to the adjoint action of $p$ on $\iota_p(h)$. Now, any $X \in h$ vanishes at $x$ if and only if for some (equ. for all) $x \in x^{-1}(x)$, the lift $\tilde{X} \in \pi$ is vertical, or equivalently $\iota_p(X) \in p$. Therefore, $X \in h \Rightarrow \iota_p(X) \in p \Rightarrow \Ad_p(p)\psi(X) = \iota_p(\Ad_p(s)X) \in p \Rightarrow \Ad_p(s)X \in h_x$.

This proves that $\Ad_p(S)$ preserves the stabilizer $h_x$ and induces a linear action of $S$ on the quotient $h/h_x$, that we note $\Ad$. Since $\iota_p(h_x) \subset p$, the map $\iota_p$ induces a linear map $\psi_\pi : h/h_x \to g/p$ and it comes from the definitions that $\psi_\pi$ coincides with the restriction of $\psi_\pi$ to $T_xO_x \cong h/h_x$ (this map is defined in Section 2.1.1). Thus, $\psi_\pi : (h/h_x, q_x) \to (g/p, Q)$ is a conformal linear injective map. The property $S.\pi \subset P.\pi$ implies $\psi_\pi(\Ad(s)(X)) = \Ad(d(p))\psi_\pi(X)$, where the bars mean that we are in the quotient $h/h_x$ or $g/p$. Finally, we compute

\[
\forall X \in h/h_x, \quad q_x(\Ad(s)(X)) = \lambda Q(\psi_\pi(\Ad(s)(X)) \text{ for some } \lambda > 0 \text{ since } \psi_\pi \text{ is conformal} = \lambda Q(\Ad(p)(\psi_\pi(X))) = \lambda' Q(\psi_\pi(X)) \text{ for some } \lambda' > 0 \text{ since } \Ad(p) \in \Conf(g/p, Q) = \lambda' q_x(X),
\]

proving that $\Ad(s) \in \Conf(h/h_x, q_x)$.

\[\square\]

2.2. Locally free conformal actions are inessential: Proof of Proposition 2.1. We assume now that $H = \{e^tX\}_{t \in R} \subset H$. Since $h_x = 0$ for all $x \in M$, the Lie algebra $h$ being isomorphic to $\mathfrak{sl}(2, R)$, we have an $\mathfrak{sl}(2)$-triple $(X, Y, Z)$ of conformal vector fields of $(M, g)$, and our assumption is that they are everywhere linearly independent. Let $S := \{e^tX\}_{t \in R} \subset H$.

**Lemma 2.3.** Every closed, $S$-invariant subset of $M$ contains a point $x$ such that the orbit $H.x$ has Lorentz signature. Precisely, $X_x$ is space-like, $Y_x$ and $Z_x$ are light-like and orthogonal to $X_x$.

Before proving this lemma, we give the following definition.

**Definition 2.4.** Let $V$ be a finite-dimensional vector space, endowed with a Lorentz quadratic form $q$. If $V' \subset V$ is a subspace, then the restriction $q|_{V'}$ is said to be sub-Lorentzian.

A sub-Lorentzian quadratic form is either non-degenerate, with Riemannian or Lorentzian signature, or degenerate and non-negative, with a 1-dimensional kernel. In any event, a subspace that is totally isotropic with respect to a sub-Lorentzian quadratic form has dimension at most 1.

**Proof (Lemma 2.3).** By Proposition 2.2 and since $h_x = 0$ for all $x \in M$, any closed $S$-invariant subset contains a point $x$ such that $\Ad_p(S) \subset \Conf(h, q_x)$. We note $a_x := \Ad_p(e^{tX})$. Since $a_x$ is linear and conformal with respect to $q_x$, there exists $\lambda \in R$ such that $a_x^*q_x = e^{\lambda t}q_x$.

We claim that at $x$, the vector fields $Y$ and $Z$ are light-like and that $\lambda = 0$. To see it, assume for instance that $q_x(Y) > 0$. Since $q_x(a_xY) = e^{2t}q_x(Y) = e^{\lambda t}q_x(Y)$, we would have $\lambda = 2$. But on the other hand, $q_x(a_xX) = q_x(X), q_x(a_xZ) = e^{-2t}q_x(Z)$ and if we note $b_x$ the bilinear form on $h$ associated to $q_x$, we also have $b_x(a_xX, a_xZ) = e^{-\lambda t}b_x(X, Z)$. Thus, from $a_x^*q_x = e^{\lambda t}q_x$ we would deduce that the plane $\text{Span}(X_x, Z_x)$ is totally isotropic with respect to $q_x$, contradicting that $q_x$ is sub-Lorentzian. Therefore, $Y_x$ is light-like and a similar reasoning also gives $q_x(Z) = 0$. Furthermore, $Y_x$ and $Z_x$ cannot be orthogonal, and since $b_x(a_xY, a_xZ) = b_x(Y, Z) = e^{\lambda t}b_x(Y, Z)$,
we obtain $\lambda = 0$, meaning that $\{a_t\}_{t \in \mathbb{R}}$ is in fact a flow of linear isometries of $(H, g_x)$. Because $b_x(a_1X, a_1Y) = e^t b_0(X, Y)$ and $b_x(a_1X, a_1Z) = e^{2t} b_0(X, Z)$, both $Y_x$ and $Z_x$ are orthogonal to $X_x$. The plane $\text{Span}(Y_x, Z_x)$ being Lorentzian, $X_x$ must be space-like. □

Now, consider the closed subset $F = \{ x \in M \mid g_x(X, X) \leq 0 \}$. It is $S$-invariant since $\phi_X^t$ is conformal with respect to $g$. By Lemma 2.3, it must be empty, i.e. $X$ is every space-like. This fact is very useful as the following lemma shows (remark that it is valid in any signature).

**Lemma 2.5** ([Oba70], Theorem 2.4). Let $X' \in \text{Kill}(M, [g])$ be a conformal vector field. If $X'$ is nowhere light-like, then $\forall f \in \text{Conf}(M, g)$ such that $f^* X' = X'$, we have $f \in \text{Isom}(M, [g(X', X')])$.

**Proof.** Let $\varphi \in C^\infty(M)$ such that $f^* g = \varphi g$. If $\psi := g(X', X')$, we have $\psi(f(x)) = [f^* g]_x(X', X') = \varphi(x) \psi(x)$ since $f_* X' = X'_{f(x)}$. Therefore, if we note $g_0 := g|_{(X', X')}$, we obtain $[f^* g_0]_x = \frac{[f^* g]_x}{\psi(f(x))} = \frac{\varphi(x) g_x}{\varphi(x) \psi(x)} = [g_0]_x$, proving that $f \in \text{Isom}(M, g_0)$. □

In our case, if we rescale conformally the metric $g$ by $g(X, X) > 0$, the flow $\phi_X^t$ becomes isometric. We still note $g$ this new metric. We now prove that $\{\phi^t_X\}$ and $\{\phi^t_Y\}$ are also isometric with respect to $g$. Since $[X, Y] = Y$, we have $(\phi^t_X)_* Y_x = e^{2t} \phi^t_X(0) Y_x$, and because $\{\phi^t_X\} \subset \text{Isom}(M, g)$, we obtain $g_{\phi^t_X(0)}(Y_x, Y_x) = e^{2t} g_x(Y_x, Y_x)$ and $g_{\phi^t_X(0)}(X_x, Y_x) = e^{2t} g_x(X_x, Y_x)$. By compactness of $M$, the maps $\{x \mapsto g_x(Y_x, Y_x)\}$ and $\{x \mapsto g_x(X_x, Y_x)\}$ are bounded. Thus, the previous relations imply that $\phi$ is everywhere isotropic and orthogonal to $X$. Now, the relation $[Y, X] = -Y$ gives $(\phi^t_Y)_* X_x = X_{\phi^t_Y(0)} + t Y_{\phi^t_Y(0)}$. Let $\lambda(x, t) > 0$ be such that $[(\phi^t_Y)_* g]_x = \lambda(x, t) g_x$. Using the previous relations, we get $\lambda(x, t) g_x(X, X) = g_{\phi^t_X(0)}(X, X)$.

By construction, the map $\{x \mapsto g_x(X, X)\}$ is constant (equal to 1). This gives us $\lambda(x, t) \equiv 1$, i.e. $\phi^t_Y$ is an isometry of $g$. A strictly similar reasoning shows that the flow of $Z$ is also isometric with respect to $g$, and finally we get $H < \text{Isom}(M, g)$ by connectedness.

### 2.3. General essential actions of semi-simple Lie groups.

Let $H$ be a connected semi-simple Lie group acting conformally on the compact Lorentz manifold $(M, g)$. We regroup the simple ideals of $h$ so that $h = h_1 \oplus h_2$ with $h_1$ semi-simple without compact factor, or trivial, and $h_2$ compact and semi-simple, or trivial. Let $H_1 < H$ be the connected Lie subgroup corresponding to $h_1$. We distinguish four cases:

1. $H_1$ is not locally isomorphic to $\text{PSL}(2, \mathbb{R})$ and $H_1 \neq \{\text{id}\}$;
2. $H_1$ is locally isomorphic to $\text{PSL}(2, \mathbb{R})$ and essential;
3. $H_1$ is locally isomorphic to $\text{PSL}(2, \mathbb{R})$ and inessential;
4. $H_1 = \{\text{id}\}$.

We claim that $H$ is essential if and only if we are in case (1) or (2). Indeed, if we are in case (1) or (2), then $H_1$ is essential, implying that $H$ is also essential. If we are in case (3), let $(X, Y, Z)$ be an $\mathfrak{sl}(2)$-triple in $h_1$. We know that $X$ is everywhere space-like and that if we rescale $g$ by $g(X, X)$, then $H_1$ acts by isometries of $g$ and any conformal diffeomorphism that commutes with $X$ is isometric with respect to $g$ (proof of Proposition 2.1 and Lemma 2.5). Since $h_1$ and $h_2$ commute, the flow of any conformal vector field of $h_2$ centralizes $X$, so it preserves the metric.
Thus, $H < \text{Isom}(M, g)$ by connectedness, proving that $H$ is inessential. If we are in case (4), then $H$ is a compact Lie group and must be inessential.

This proves Proposition 1.3. We finish this section by proving Theorem 1 $\Rightarrow$ Corollary 1.2.

Assume that Theorem 1 is true and that $H$ is essential and $(M, g)$ real-analytic. If we are in case (2), then Theorem 1 directly gives the conformal flatness of $(M, g)$. If we are in case (1), then the following lemma yields connected Lie subgroups of $H_1$ locally isomorphic to $\text{PSL}(2, \mathbb{R})$ that act essentially, and we are done.

**Lemma 2.6.** Let $H_1$ be a connected semi-simple Lie group without compact factor. Assume that $h_1 \neq \mathfrak{sl}(2, \mathbb{R})$ and that $H_1$ acts conformally on a compact Lorentz manifold $(M, g)$. Then, every Lie subgroup of $H_1$ locally isomorphic to $\text{PSL}(2, \mathbb{R})$ acts essentially on $(M, g)$.

**Proof.** We note $\text{Kill}(M, g)$ the Lie algebra of Killing vector fields of $g$, i.e., the infinitesimal generators of isometries of $g$. Let $(X, Y, Z) \subset h_1$ be an $\mathfrak{sl}(2, \mathbb{R})$-triple, to which corresponds a connected Lie subgroup $H' < H_1$ locally isomorphic to $\text{PSL}(2, \mathbb{R})$. Assume that $H'$ is inessential. We know that it is the same than assuming that $X, Y, Z$ are everywhere linearly independent, and the proof of Proposition 2.1 shows that $X$ is everywhere space-like. Since $(X, Y, Z)$ is an $\mathfrak{sl}(2, \mathbb{R})$-triple in $h_1$, $X$ must be in some Cartan subspace $a \subset h_1$. The end of the proof is now similar to the one of Proposition 2.1.

Let $\Delta \subset a^*$ be the restricted root system associated to $a$ and $h_1 = h_0 \oplus \bigoplus_{h \in \Delta} h_\alpha$ be the corresponding restricted root-space decomposition of $h_1$. Rescale the metric by $g(X, X)$. By Lemma 2.5, we have $h_0 \subset \text{Kill}(M, g)$. Let $\alpha \in \Delta$. If $\alpha(X) = 0$, then $X$ is centralized by $h_\alpha$ and we also have $h_\alpha \subset \text{Kill}(M, g)$. If $\alpha(X) = 0$, then let $Y_\alpha$ be a non-zero element of $h_\alpha$. If we replace $X$ by $X/\alpha(X)$, then $X \in \text{Kill}(M, g)$, $g(X, X) \equiv$ constant and $\{X, Y_\alpha\} = Y_\alpha$. The end of the proof of Proposition 2.1 can be applied to the couple $(X, Y_\alpha)$ and we obtain $Y_\alpha \in \text{Kill}(M, g)$. Finally, all of $H_1$ acts by isometries of $g$ and $H_1$ must be locally isomorphic to $\text{PSL}(2, \mathbb{R})$. \qed

### 3. Orbits near fixed points

Our question on essential conformal actions of semi-simple Lie groups is henceforth reduced to the case where the group is locally isomorphic to $\text{PSL}(2, \mathbb{R})$. Thus, until the end of the article, $H$ is assumed to be locally isomorphic to $\text{PSL}(2, \mathbb{R})$ and we assume that its action on $(M, g)$ is essential. By Proposition 2.1, we know that the closed $H$-invariant subset $F_{c_2} = \{x \in M \mid \dim(H \cdot x) \leq 2\}$ is non-empty. The proof of Theorem 1 will take place in this subset: using dynamical methods, we will prove that an $H$-orbit in $F_{c_2}$ admits a conformally flat neighbourhood. Prior to this, we establish in this section the following dynamical property.

**Proposition 3.1.** There exists a closed $H$-invariant subset $F \subset F_{c_2}$ which does not contain global fixed points of the $H$-action.

Of course, this proposition has an interest when there exists a global fixed point of the action, i.e., a point $x \in M$ such that $H \cdot x = \{x\}$, what we will assume in this section. Before starting the proof of this proposition, we introduce two examples of essential conformal actions.

#### 3.1. Examples of essential actions

If $k \geq 2$, let $\mathbf{R}^{1,k}$ be the $(k+1)$-dimensional Minkowski space and $\Gamma = \langle 2 \mathrm{id} \rangle$ be the (conformal) group generated by a non-trivial homothety. Naturally, $\Gamma$ acts properly discontinuously on $\mathbf{R}^{1,k} \setminus \{0\}$ and is centralized by the linear action of $\text{SO}(1,k)$. Therefore, $\text{SO}(1,k)$ acts conformally on the quotient $\langle \mathbf{R}^{1,k} \setminus \{0\} \rangle/\Gamma$, usually called a *Hopf manifold*. It is a conformally flat Lorentz manifold, diffeomorphic to $S^1 \times S^{k-1}$. If we decompose orthogonally $\mathbf{R}^{1,k} = \mathbf{R}^{1,2} \oplus \mathbf{R}^{h,k-2}$ and let $\text{PSL}(2, \mathbb{R}) \simeq \text{SO}_0(1, 2)$ act on $\mathbf{R}^{1,k}$ via $(g, (x,y)) \mapsto (gx, y)$, we obtain a conformal action of $\text{PSL}(2, \mathbb{R})$ on this compact Lorentz manifold. All its orbits are 2-dimensional or reduced to a fixed point. In particular, this action is
nowhere locally free: it is a first example of essential action of $\text{PSL}(2, \mathbb{R})$. We can observe the conclusion of Proposition 3.1: Let $F$ be the projection of $\mathbb{R}^{1,2} \setminus \{0\}$ in the Hopf manifold. Then, $F$ is closed, $\text{PSL}(2, \mathbb{R})$-invariant and every orbit in $F$ is 2-dimensional.

Let $n \geq 3$. We define (as a manifold) the Einstein universe of Lorentzian signature as being the projection of $\mathcal{L}^{2,n} \setminus \{0\}$ in $\mathbb{R}P^{n+1}$, where $\mathcal{L}^{2,n}$ denotes the light-cone of $\mathbb{R}^{2,n}$. Thus, $\text{Ein}^{1,n-1}$ is an $n$-dimensional smooth compact projective variety, on which the group $\text{PO}(2, n)$ acts transitively. It naturally inherits a conformal class $[g]$ of Lorentz metrics from the ambient quadratic form of $\mathbb{R}^{2,n}$, and $[g]$ is invariant under the action of $\text{PO}(2, n)$. If we decompose orthogonally $\mathbb{R}^{2,n} = \mathbb{R}^{1,2} \oplus \mathbb{R}^{1,n-2}$ and let $O(1, 2)$ act on $\mathbb{R}^{2,n}$ via $(g, (x, y)) \mapsto (gx, y)$, then we obtain a conformal action of $\text{PO}(1, 2)$ on $\text{Ein}^{1,n-1}$ that is also essential (same argument). If $F$ denotes the projection of $(\mathcal{L}^{1,2} \times \{0\}) \setminus \{0\}$ in $\mathbb{R}P^{n+1}$, where $\mathcal{L}^{1,2}$ is the light-cone of $\mathbb{R}^{1,2}$, then $F$ is diffeomorphic to a circle on which $\text{PO}(1, 2)$ acts transitively.

Coming back to the general situation, since $H$ is simple, we can describe locally its orbits near any fixed point thanks to the following local linearization property of conformal actions. We will then see that some 2-dimensional orbits cannot accumulate in the neighbourhood of any fixed point, and it will be enough to consider the closure of such orbits.

**Proposition 3.2 ([FZ05], Theorem 7).** Let $H'$ be a simple Lie group. If $H'$ acts conformally on a pseudo-Riemannian manifold $(M', g')$, with $\dim M' \geq 3$, by fixing a point $x_0 \in M'$, then its action is linearizable near $x_0$, i.e. there exists a local diffeomorphism $\psi : \mathcal{U} \to \mathcal{U}'$, between a neighbourhood $\mathcal{U}$ of $0$ in $T_{x_0}M$ and a neighbourhood $U$ of $x_0$ in $M'$, that conjugates near $x_0$ the $H'$-action to its isotropy representation.

In all this section, we note $x_0 \in M$ a global fixed point of the $H$-action and the isotropy representation of $H$ at $x_0$ is denoted by $\rho_{x_0} : h \in H \mapsto T_{x_0}h \in \text{CO}(T_{x_0}M, g_{x_0})$.

### 3.2. Describing the isotropy representation.

Any morphism from a connected simple Lie group into an abelian Lie group being trivial, $\rho_{x_0}$ takes values in $\text{SO}(T_{x_0}M, g_{x_0}) \subset \text{CO}(T_{x_0}M, g_{x_0}) = \mathbb{R}_{\text{so}} \times \text{SO}(T_{x_0}M, g_{x_0})$. Thus, the derivative of $\rho_{x_0}$ is an embedding of Lie algebras $f_{x_0} : h \mapsto \mathfrak{so}(T_{x_0}M, g_{x_0})$ (if not, the isotropy would be trivial and $H$ would act trivially on a neighbourhood of $x_0$, contradicting the faithfulness of the action). Now, we establish the

**Lemma 3.3.** Let $\rho : \mathfrak{so}(1, 2) \to \mathfrak{so}(1, n-1)$ be a Lie algebra embedding. Then, there exists $g \in \text{SO}(1, n-1)$ such that $\text{Ad}(g) \circ \rho$ is the natural diagonal map

$$A \in \mathfrak{so}(1, 2) \mapsto \begin{pmatrix} A & 0 \\ 0 & g \end{pmatrix} \in \mathfrak{so}(1, n-1).$$

**Proof.** Consider $\rho$ as a real representation of $\mathfrak{so}(1, 2)$ on $\mathbb{R}^{1,n-1}$. By simplicity, $\rho$ is completely reducible and must admit an irreducible faithful subrepresentation $V \subset \mathbb{R}^{1,n-1}$ (with $\dim V \geq 2$). We claim that the induced sub-Lorentzian quadratic form on $V$ is Lorentzian. Indeed, if not, $V$ would be Riemannian or non-negative and degenerate, with a 1-dimensional kernel. In the first case, we would get a non-trivial morphism from $\mathfrak{so}(1, 2)$ into the compact Lie algebra $\mathfrak{so}(\dim(V))$. In the second, $\rho$ would preserve the kernel which would be a proper invariant subspace of $V$, contradicting the irreducibility.

Thus, we have an orthogonal decomposition $\mathbb{R}^{1,n-1} = V \oplus V^\perp$, with $V^\perp$ a Riemannian sub-representation. By the same argument as above, $\rho_{|V^\perp} = 0$. Moreover, $\dim V \geq 3$ since $\mathfrak{so}(1, 1)$ is abelian and $\rho$ is assumed faithful. Now, we claim that the only faithful irreducible representation of $\mathfrak{so}(1, 2)$ on a finite dimensional space that respects a Lorentz scalar product is 3-dimensional.

This comes from the classification of the finite-dimensional irreducible representations of $\mathfrak{sl}(2, \mathbb{R}) \simeq \mathfrak{so}(1, 2)$. Let $(E, F, H)$ be the standard presentation of $\mathfrak{sl}(2, \mathbb{R})$. If $(V, \pi_\rho)$ is the
Let $\psi \in SO(1, m - 1)$, $m \geq 3$ be a linear flow acting diagonally on $\mathbb{R}^{1,m-1}$ with eigenvalues $e^{\lambda_1 t}, \ldots, e^{\lambda_m t}$. Then, up to permutation, $\lambda_1 = -\lambda_2$ and $\lambda_3 = \cdots = \lambda_m = 0$.

**Proof.** Since the morphism $\text{Ad}_{\mathfrak{so}(1, n - 1)} : SO(1, n - 1) \rightarrow \text{GL}(\mathfrak{so}(1, n - 1))$ is algebraic, it sends $\phi^t$ on an $\mathbb{R}$-split flow of $\text{GL}(\mathfrak{so}(1, n - 1))$: this means that $\phi^t$ is in a Cartan subgroup of $SO(1, n - 1)$. The results follows from the form of Cartan subspaces of $\mathfrak{so}(1, n - 1) - \text{given in Section 5.3}. \quad \Box$

Finally, $\rho|_V : \mathfrak{so}(1, 2) \rightarrow \mathfrak{so}(V)$ is an isomorphism for dimensional reasons, proving that we can conjugate in $\mathfrak{so}(1, n - 1)$ so that all the $\rho(A), A \in \mathfrak{so}(1, 2)$, have the announced form.

By connectedness of $H$, we have an isometric identification $(T_{x_0}M, g_{x_0}) \simeq \mathbb{R}^{1,n-1}$ such that

$$\rho_{x_0}(H) = \left\{ \begin{pmatrix} A & 0 \\ 0 & \text{id} \end{pmatrix} \in SO(1, 2) \right\} \subset SO(1, n - 1).$$

**Corollary 3.4.** When there exists a global fixed point, $H$ is (globally) isomorphic to $\text{PSL}(2, \mathbb{R})$.

**Proof.** The representation $\rho_{x_0}$ provides a surjective Lie group morphism $H \rightarrow SO_0(1, 2) \simeq \text{PSL}(2, \mathbb{R})$. This morphism is a local diffeomorphism, and then a covering. Therefore, any element in the center of $H$ is in the kernel of $\rho_{x_0}$. By Proposition 3.2, such an element acts trivially near $x_0$. Since any conformal diffeomorphism of $M$ acting trivially on a non-empty open set must be globally trivial, $H$ has a trivial center (we assumed the $H$-action faithful). \quad \Box

Now we have a good understanding of the isotropy $\rho_{x_0}$, we can describe locally the action of (small elements of) $H$ near $x_0$.

### 3.3. “Local orbits” near a fixed point.

In this section, we fix a basis $(e_1, \ldots, e_n)$ of $T_{x_0}M$ such that $g_{x_0}$ reads $-x_1^2 + x_2^2 + \cdots + x_n^2$ and such that the isotropy representation has the form

$$A \in SO_0(1, 2) \mapsto \begin{pmatrix} A & 0 \\ 0 & \text{id} \end{pmatrix} \in SO_0(1, n - 1).$$

Let $E$ denote $\text{Span}(e_1, e_2, e_3)$. By Proposition 3.2 there exists $U \subset U' \subset E$ and $V \subset E^\perp$ neighbourhoods of the origin, a neighbourhood $W$ of $x_0$ in $M$, a neighbourhood $V_H \subset H$ of the identity and a diffeomorphism $\psi : U' \times V \rightarrow W \subset M$ such that $\psi(0, 0) = x_0$, $\forall h \in V_H$, $\rho_{x_0}(h)(U \times V) \subset U' \times V$ and $\forall (u, v) \in U \times V$, $\psi(\rho_{x_0}(h)(u, v)) = h, \psi(u, v)$. Reducing the open sets if necessary, we assume that $U, U'$ (resp. $V$) are open balls in $E$ (resp. $E^\perp$) with respect to $x_1^2 + x_2^2 + x_3^2$ (resp. $x_1^2 + \cdots + x_n^2$).

For $v \in V$, we note $U'_v := \psi(U' \times \{v\})$ and $U_v := \psi(U \times \{v\})$. The leaves of the foliation $\{U'_v\}_{v \in V}$ of $W$ are individually “locally $H$-invariant”, that is $\forall v \in V$, $V_H U_v \subset U'_v$. Moreover, each $U_v$ is partitioned in the following way. Note $q = -x_1^2 + x_2^2 + x_3^2$ the quadratic form induced by $g_{x_0}$ on $E$.

In $U_v$, we define for $\lambda \leq 0$

$$\mathcal{O}_+(v, \lambda) = \psi((U \cap \{q = \lambda\} \cap \{x_1 > 0\}) \times \{v\})$$

and for $\lambda > 0$

$$\mathcal{O}_-(v, \lambda) = \psi((U \cap \{q = \lambda\} \cap \{x_1 < 0\}) \times \{v\})$$

For all $v \in V$, the leaf $H_v$ splits into the disjoint union

$$U_v = \psi(0, v) \cup \bigcup_{\lambda < 0} \mathcal{O}_+(v, \lambda) \cup \mathcal{O}_+(v, 0) \cup \bigcup_{\lambda > 0} \mathcal{O}_+(v, \lambda) \cup \bigcup_{\lambda < 0} \mathcal{O}_-(v, \lambda).$$

(see Figure 1).
Lemma 3.5. For every \( v \in \mathcal{V} \), \( \lambda < 0 \) and \( \mu > 0 \), the point \( \psi(0,v) \) is a global fixed point of the \( H \)-action and each one of the subsets \( \mathcal{O}_{s-}(v,\lambda) \) and \( \mathcal{O}(v,\mu) \) is contained in a single \( H \)-orbit.

Proof. The point \( \psi(0,v) \) is fixed by \( V_H \), and consequently by all of \( H \) by connectedness.

We only treat the case of \( \mathcal{O}_{s-}(v,\lambda) \), \( \lambda < 0 \), the other ones being similar. The level set \( \{ q = \lambda \} \cap \{ x_1 > 0 \} \) is a 2-dimensional upper hyperboloid of the Lorentzian space \((E,q)\). Since \( \mathcal{U} \) has been chosen to be a Euclidian ball in \( E \), if non-empty, the intersection of this hyperboloid with \( \mathcal{U} \) is connected. Therefore, for any two points \( u, u' \) in this intersection, there exists finitely many \( g_1, \ldots, g_s \in V_H \) such that \( u' = g_s \ldots g_1 u \) and \( g_i \ldots g_1 u \in \mathcal{U} \) for all \( i \leq s \). This shows that \( \psi(u',v) = g_s \ldots g_1 \psi(u,v) \).

Each one of these sets being an open subset of a global \( H \)-orbit, we call them "local \( H \)-orbits.

We distinguish them by calling

- "local \( H \)-orbit of type \( H^2 \)" any \( \mathcal{O}_{s-}(v,\lambda) \) with \( \lambda < 0 \);
- "local \( H \)-orbit of type \( dS^2 \)" any \( \mathcal{O}(v,\mu) \) with \( \lambda > 0 \);
- "local \( H \)-orbit of conical type" any \( \mathcal{O}_{s-}(v,0) \).

For every \( v \in \mathcal{V} \), if \( \varepsilon \) denotes the radius of the ball \( \mathcal{U} \), we define in \( \mathcal{U} \) the rays \( \Delta_T^+(v) = \{ \psi(te_1,v), t \in [0,\varepsilon] \} \), \( \Delta_T^-(v) = \{ \psi(te_1,v), t \in [\varepsilon,0] \} \), \( \Delta_S^+(v) = \{ \psi(te_1+e_3,v), t \in [0,\varepsilon] \} \), \( \Delta_S^-(v) = \{ \psi(te_1+e_3,v), t \in [\varepsilon,0] \} \), and the line \( \Delta_S(v) = \{ \psi(te_3,v), t \in [\varepsilon,\varepsilon] \} \).

In \( \mathcal{U} \), every local \( H \)-orbit of type \( H^2 \) or \( dS^2 \) meets a unique \( \Delta_T^+(v), \Delta_T^-(v) \) or \( \Delta_S^+(v) \) exactly once and \( \Delta_T^+(v) \subset \mathcal{O}^+(v,0) \) and \( \Delta_T^-(v) \subset \mathcal{O}^-(v,0) \) (same picture than in Minkowski space).

Finally, in \( SO_0(1,2) \) acting on \((E,q) = \mathbb{R}^{1,2}\), we note \( S_e \) the stabilizer of \( e_1 \), \( S_h \) the stabilizer of \( e_3 \) and \( S_u \) the stabilizer of \( e_1 + e_3 \). We have \( S_e = SO(2) \), \( S_h = SO_0(1,1) \) and \( S_u \) a unipotent subgroup of \( SO_0(1,2) \). If \( x \in \mathcal{U} \), let \( (H_x)_0 \) denote the identity component of the stabilizer of \( x \).

Lemma 3.6. Let \( v \in \mathcal{V} \). Then,

- for any \( x \in \Delta_T^{+/-}(v) \), we have \((H_x)_0 = S_e \);
- for any \( x \in \Delta_S(v) \), we have \((H_x)_0 = S_h \);
- for any \( x \in \Delta_L^{+/-}(v) \), we have \((H_x)_0 = S_u \).

Proof. In the three cases, \((H_x)_0 \) has dimension 1 and by the linearization property, it contains a neighbourhood of the identity of \( S_e \) (resp. \( S_h, S_u \)) and it is sufficient since \( S_e, S_h \) and \( S_u \) are connected.

Lemma 3.7. Let \( v \in \mathcal{V}, \lambda < 0 \) and \( x \in \mathcal{O}^+(v,\lambda) \). Then we have \((H_x) \cap \mathcal{U} = \mathcal{O}^+(v,\lambda)\). The same is true for \( \mathcal{O}^-(v,\lambda) \).
Proof. The inclusion $\varphi$ has been proved in Lemma 3.5. In particular, we can assume that $x$ belongs to $\mathcal{H}(v)$. Now observe that the normalizer of $S_x$ in $\text{SO}_0(1,2)$ is $S_x$ itself. Since $S_x$ is the identity component of the stabilizer $H_x$ of $x$ in $H$, it is normalized by $H_x$. Thus, $S_x$ is exactly the stabilizer of $x$.

Let $y \in (H.x) \cap U$. Its stabilizer $H_y$ is conjugated to $S_x$ in $H$ and cannot admit a conjugate of $S_h$ nor $S_u$ as subgroup. By Lemma 3.6, this implies that $y$ belongs to a local $H$-orbit of type $H^2$: we have $\lambda' < 0$ and $v' \in V$ such that $y \in \mathcal{O}^+(v', \lambda')$ or $\mathcal{O}^-(v', \lambda')$. In both cases, by Lemma 3.5 there is $h \in H$ such that $z := h.y \in \Delta^+(v')$ or $\Delta^-(v')$ and $z$ belongs to the same local $H$-orbit than $y$. In particular its stabilizer is $H_z = S_z$. Thus, if $h_0 \in H$ is such that $z = h_0.x$, it normalizes $S_z$. So, we have $h_0 \in S_z$, and then $z = x$, proving that $x$ and $y$ belong to the same local $H$-orbit. $\square$

Corollary 3.8. There exists an $H$-orbit $\mathcal{O} \subset F_{x_0}$ such that $\mathcal{O}$ does not contain any fixed point.

Proof. What we have seen before shows that there exists $x \in M$ with stabilizer $S_x$ (we assumed that there exists a fixed point). Let $\mathcal{O}$ be its $H$-orbit. Assume that $\mathcal{O}$ meets the neighbourhood $U$ of $x_0$. By the same argument than in the previous proof, any point of $\mathcal{O} \cap U$ must be on a local $H$-orbit of type $H^2$. Then, Lemma 3.7 says that $\mathcal{O} \cap U$ is a submanifold of $U$ that does not contain $x_0$. This proves that $x_0$ (any fixed point) cannot be in the closure of $\mathcal{O}$. $\square$

Thus, Proposition 3.1 is proved if we take $F := \mathcal{O}$ as in the previous corollary.

4. PROOF OF THE MAIN THEOREM

What we have done so far shows that if $H = \mathfrak{so}_n$, $\text{PSL}(2, \mathbb{R})$ acts conformally and essentially on $(M,g)$, then there exists an $H$-invariant closed subset $F \subset M$ in which all $H$-orbits have dimension 1 or 2. From now on, the Lorentz manifold $(M,g)$ is assumed real-analytic.

We will easily see that if there exists a 1-dimensional orbit in $F$, then $H$ contains a flow admitting a singularity on this orbit and which is non-linearizable near its singularity. A result of Frances and Melnick will directly ensure the conformal flatness of $(M,g)$. We postpone this question to Section 4.2. So, we can assume that every $H$-orbit in $F$ is 2-dimensional (it happens for instance when $\text{SO}_0(1,2)$ acts on a Hopf manifold). This situation is treated in the next section and is the core of the proof.

4.1. Conformal flatness near degenerate 2-dimensional orbits. Let $(X,Y,Z)$ be an $\mathfrak{sl}(2)$-triple in $\mathfrak{h}$ and let $S < H$ be the connected subgroup with Lie algebra $\text{Span}(X,Y) = \mathfrak{aff}(\mathbb{R})$.

Since $F$ is $S$-invariant, Proposition 2.2 applies and gives a point $x_0 \in F$ such that $\text{Ad}(S)h_{x_0} \subset \mathfrak{h}_{x_0}$ and the induced action $\text{Ad}(S) \sim h_{x_0}$ is conformal with respect to the quadratic form $q_{x_0}$ obtained by restricting the metric $g_{x_0}$ to $T_{x_0}(H.x_0) \subset \mathfrak{h}_{x_0}$. Because $x_0 \in F$, $\mathfrak{h}_{x_0}$ is a line in $\mathfrak{h}$ and we must have $\mathfrak{h}_{x_0} = \mathbb{R}.Y$. Since $\text{Ad}(v^Y)X = \bar{X}$ and $\text{Ad}(v^Y)Z = \bar{Z} + t\bar{X}$, we see that $q_{x_0}$ is necessarily degenerate, with $\ker q_{x_0} = \mathbb{R}.X$ (mod. $\mathfrak{h}_{x_0}$). Thus, the orbit $H.x_0$ is degenerate and at $x_0$, the vector field $X$ gives the direction of the kernel. In particular, the integral curve $\{\phi^t_x(x_0)\}$ is an immersed light-like curve.

The following proposition says that moreover, it is possible to choose the point $x_0$ so that there exists a local conformal vector field defined near $x_0$, with a singularity at $x_0$ and whose local flow does not come from the action of $H$. This flow will play a central role in proving the conformal flatness. Its existence is derived from a result of Gromov’s theory of rigid geometric structures ([Gro88]), and relies on the analyticity of $(M,g)$.

Proposition 4.1. There exists a point $x_0 \in F$ such that the conclusions of Proposition 2.2 remain valid and such that there exists a local conformal vector field $A^t$ defined on a neighbourhood $U$ of $x_0$, such that $A^t(x_0) = 0$, $[A^t, X] = 0$ on $U$ and whose local flow $\phi^t_{A^t}$ is defined for $t \geq 0$ on
all of $U$ and is linearizable on $U$. Precisely, there exists a chart $\psi : U \to U$, where $U \subset T_{x_0}M$ is a neighbourhood of the origin, such that $T_0\psi = \operatorname{id}|_{T_{x_0}M}$ and there are coordinates $(u_1, \ldots, u_n)$ on $T_{x_0}M$ in which the metric $g_{x_0}$ reads $2u_1u_n + u_2^2 + \cdots + u_{n-1}^2$, with $X_{x_0} = \frac{\partial}{\partial u_1}(x_0)$ and such that

$$\psi^{-1} \phi^t_A \psi = \begin{pmatrix} 1 & e^{-t} & \cdots & e^{-t} \\ e^{-t} & e^{-t} & \cdots & e^{-t} \\ \vdots & \vdots & \ddots & \vdots \\ e^{-2t} & e^{-2t} & \cdots & e^{-2t} \end{pmatrix}$$

for all $t \geq 0$.

The proof of this proposition is based on the same kind of arguments as the one of Proposition 2.2. It is however longer and we will need an additional algebraic work in the Lie algebra $\mathfrak{s}(2, n)$. We postpone it to Section 5 and enter directly in the core of the proof of Theorem 1.

4.1.1. Vanishing of the Weyl tensor near $x_0$. In fact, the open set $U \subset T_{x_0}M$ in Proposition 4.1 is a cylinder $]-\varepsilon, \varepsilon[ \times B$, where $B$ is some Euclidian ball in the hyperplane $\{u_1 = 0\}$. The curve $\Delta = \{\psi(u_1, 0, \ldots, 0), |u_1| < \varepsilon\}$ is exactly the set of fixed points of $\{\phi^t_A\}_{t \in \mathbb{R}}$ on $U$. If we note $F_{u_1} = \psi(\{u_1\} \times B)$, so that $U$ is foliated by these hypersurfaces, $\phi^t_A$ preserves every $F_{u_1}$ and for all $x \in U$, we have $\phi^t_A(x) = \Delta(x)$, where $\Delta(x)$ is the point at the intersection of $\Delta$ and the leaf containing $x$. Moreover, since $A^*$ commutes with $X$ and vanishes at $x_0$, its flow must fix each point of the curve $\{\phi^t_A(x_0)\}$, showing that $\Delta$ is a piece of the orbit $\{\phi^t_A(x_0)\}$ (see Figure 2).

In what follows, we note $\partial_i$ the vector field $\frac{\partial}{\partial u_i}$ on $U$ given by the coordinates $(u_1, \ldots, u_n)$. Let $\mathcal{H}$ be the field of hyperplanes on $U$ given by $\mathcal{H}_x = \operatorname{Span}(\partial_x, \ldots, \partial_n(x))$. We also note $\phi^t = \phi^t_A$.

**Lemma 4.2.** Reducing $U$ and $U$ if necessary, the field $\mathcal{H}$ is degenerate, with kernel $\mathbb{R}\partial_n$.

**Proof.** Since the field of $(n - 2)$-planes $\operatorname{Span}(\partial_2, \ldots, \partial_{n-1})$ is Euclidian at $x_0$, shrinking $U$ if necessary, it is also Euclidian on all of $U$. Let $\lambda(x, t) > 0$ be such that $[(\phi^t)^*g]_x = \lambda(x, t)g_x$ for all $x \in U$ and $t \geq 0$. Let $x^i$ denote $\phi^t(x)$ for $t \geq 0$ and $x \in U$. Since $g(\partial_2, \partial_2) > 0$ on $U$, from $\lambda(x, t)g_x(\partial_2, \partial_2) = e^{-2t}g_x(\partial_2, \partial_2)$ we deduce that for all $x$, $e^{2t}\lambda(x, t)$ has a positive limit when $t \to \infty$. For $2 \leq i \leq n - 1$, we also have $\lambda(x, t)g_x(\partial_n, \partial_i) = e^{-3t}g_x(\partial_n, \partial_i)$ and $\lambda(x, t)g_x(\partial_i, \partial_n) = e^{-3t}g_x(\partial_i, \partial_n)$. Therefore, $\partial_n(x)$ is isotropic and orthogonal to $\mathcal{H}_x$. \[\square\]

We treat the case $\dim M \geq 4$, and postpone the 3-dimensional situation at the end of this section. Let $W$ denote the $(3, 1)$-Weyl tensor of $(M, g)$ ([Bes87], 1.117). It is conformally invariant and it detects the conformal flatness: for any open subset $U \subset M$, $W|_U \equiv 0$ if and only if $U$ is conformally flat ([Bes87], 1.159, 1.165). For all $x \in U$ and subspace $E \subset T_xM$, we adopt...
the notations $W_{x}(E,E,E) = \{W_{x}(u,v,w), \; u,v,w \in E\}$ and $\text{Im} W_{x} = W_{x}(T_{x}M, T_{x}M, T_{x}M)$. We fix $\|\cdot\|_{x}$ an auxiliary Riemannian metric on $U$ and note $x' := \phi(x)$ for all $x \in U$ and $t \geq 0$.

**Lemma 4.3.** Let $x \in U, \; v \in T_{x}M$ and $f(t)$ denote $\|\phi(t)x\|_{x}$. If $f(t) \to 0$, then $v \in \mathcal{H}_{x}$, if $f(t) = o(e^{-t})$, then $v$ is a multiple of $\partial_{x}(x)$ and if $f(t) = o(e^{-2t})$, then $v = 0$.

**Proof.** We have a framing $(\partial_{1}, \ldots, \partial_{n})$ of $TU$. If we decompose $v = \lambda_{1}\partial_{1}(x) + \cdots + \lambda_{n}\partial_{n}(x)$, then we have $(\phi(t))x = \lambda_{1}\partial_{1}(x') + e^{-t}(\lambda_{2}\partial_{2}(x') + \cdots + \lambda_{n-1}\partial_{n-1}(x')) + e^{-2t}\lambda_{n}\partial_{n}(x')$. Thus, $|\lambda_{1}||\partial_{1}(x')|_{x'} \leq f(t) + Ce^{-t}, \; C \geq 0$, and $f(t) \to 0 \Rightarrow \lambda_{1} = 0$. The other cases follow from the same reasoning. \hfill \Box

**Lemma 4.4.** For all $x \in U$, $W_{x}(\mathcal{H}_{x}, \mathcal{H}_{x}, \mathcal{H}_{x}) = 0$ and $\text{Im} W_{x} \subset \mathcal{H}_{x}$.

**Proof.** If $i, j, k \geq 2$, then $(\phi(t)), W_{x}(\partial_{i}, \partial_{j}, \partial_{k}) = W_{x}t((\phi(t)), \partial_{i}, (\phi(t)), \partial_{j}, (\phi(t)), \partial_{k}) = e^{-kt}W_{x}(\partial_{i}, \partial_{j}, \partial_{k})$ for some integer $k \geq 3$, by conformal invariance of $W$. Thus, $\|((\phi(t)), W_{x}(\partial_{i}, \partial_{j}, \partial_{k})|_{x} = O(e^{-3t})$, and by Lemma 4.3, we obtain $W_{x}(\partial_{i}, \partial_{j}, \partial_{k}) = 0$, proving the first point.

If $u, v, w \in T_{x}M$, then $W_{x}(u, v, w)$ is a linear combination of the $W_{x}(\partial_{i}, \partial_{j}, \partial_{k})$'s, with $1 \leq i, j, k \leq n$ and at least one index greater than 1 since $W_{x}(\partial_{1}, \partial_{1}, \partial_{1}) = 0$. This proves that $\|((\phi(t)), W_{x}(u, v, w))|_{x} = O(e^{-t})$, and applying Lemma 4.3, we obtain $W_{x}(u, v, w) \in \mathcal{H}_{x}$. \hfill \Box

**Lemma 4.5.** Let $x \in U$ and $\mathcal{H}_{x}'$ be a degenerate hyperplane of $T_{x}M$. Assume $W_{x}(\mathcal{H}_{x}', \mathcal{H}_{x}', \mathcal{H}_{x}') = 0$ and $\text{Im} W_{x} \subset \mathcal{H}_{x}'$. Then, $\mathcal{H}_{x} = \mathcal{H}_{x}' \Rightarrow W_{x} = 0$.

**Proof.** Let $e_{1}, e_{n} \in T_{x}M$ be isotropic and such that $\mathcal{H}_{x} = e_{1}$ and $\mathcal{H}_{x}' = e_{n}$. If $e_{1}$ and $e_{n}$ are non-proportional, then the plane $\text{Span}(e_{1}, e_{n})$ is Lorentzian and $F := \text{Span}(e_{1}, e_{n})^{\perp}$ is Riemannian. Thus, $\mathcal{H}_{x} = \mathcal{R}e_{1} \oplus F$ and $\mathcal{H}_{x}' = F \oplus \mathcal{R}e_{n}$. Since $W_{x}$ “vanishes” in restriction to these hyperplanes, by multi-linearity and since $W_{x}$ is skew-symmetric with respect to its first two entries, we are left to prove that for all $u \in F$

$$W_{x}(e_{1}, e_{n}, e_{1}) = W_{x}(e_{n}, e_{1}, e_{n}) = W_{x}(e_{1}, u, e_{n}) = W_{x}(e_{n}, u, e_{1}) = W_{x}(e_{1}, e_{n}, u) = 0.$$  

By hypothesis, $\text{Im} W_{x} \subset \mathcal{H}_{x} \cap \mathcal{H}_{x}' = F$. By construction of the Weyl tensor, the $(0,4)$-tensor $g_{x}(W(\ldots), \ldots)$ is a component of the $(0,4)$-Riemann curvature tensor of $g$ with respect to a standard decomposition of the subspace of $S^{2}(\Lambda^{2}T_{x}^{*}M)$ consisting of tensors satisfying the (first) Bianchi identity (see [Besse], 1.117). In particular, it satisfies the same symmetries than a $(0,4)$-Riemann curvature tensor. This is enough to conclude: for instance, for all $v \in F$ we have $g_{x}(W_{x}(e_{1}, e_{n}, e_{1}), v) = g_{x}(W_{x}(e_{1}, v, e_{1}), e_{n}) = 0$ since $e_{1}, v \in \mathcal{H}_{x}$. Therefore, $W_{x}(e_{1}, e_{n}, e_{1}) \in F \cap F^{\perp} = 0$. Similarly, the four others are also orthogonal to $F$. \hfill \Box

**Corollary 4.6.** The Weyl tensor vanishes in restriction to $\Delta$.

**Proof.** It is enough to prove that $W_{x_{0}} = 0$ since $\Delta$ is a piece of the orbit $\{\phi(x_{0})\}$. Remark that the properties of $\mathcal{H}_{x}$ we have exhibited are conformal: if $f \in \text{Conf}(T_{x}M, g_{x})$, then $\mathcal{H}_{x}' = f(\mathcal{H}_{x})$ is degenerate, and satisfies the hypothesis of the previous lemma by conformal invariance of $W$.

Assume that $W_{x_{0}} = 0$. Then, $\mathcal{H}_{x_{0}}$ is preserved by $\text{Conf}(T_{x_{0}}M, g_{x_{0}})$ by Lemma 4.5. Now, consider the flow of the conformal vector field $Y$. Since $\mathcal{H}_{x_{0}} = \mathcal{R}Y$, we have $T_{x_{0}}(\phi(t))Y \in \text{Conf}(T_{x_{0}}M, g_{x_{0}})$, and $T_{x_{0}}(\phi(t))Y$ must preserve $\mathcal{H}_{x_{0}}$. But it also preserves the tangent space of the orbit $T_{x_{0}}(H(x_{0}))$. Since $\partial_{t}(x_{0}) = X_{x_{0}}$, we have $T_{x_{0}}(H(x_{0})) \not\subset \mathcal{H}_{x_{0}}$. Consequently, $T_{x_{0}}(H(x_{0})) \cap \mathcal{H}_{x_{0}}$ is a Riemannian line in $T_{x_{0}}(H(x_{0}))$ which is preserved by $T_{x_{0}}(\phi(t))$. Here is the contradiction: the action of $T_{x_{0}}(\phi(t))$ on $T_{x_{0}}(H(x_{0}))$ is conjugated to the action $\text{Ad}(e^{\mathcal{V}})$ on $\mathcal{R}X$ and the only line in $\mathcal{R}X$ which is preserved by $\text{Ad}(e^{\mathcal{V}})$ is $\mathcal{R}X$ modulo $\mathcal{H}_{x_{0}}$, and it is isotropic (cf. beginning of Section 4). \hfill \Box

**Corollary 4.7.** The Weyl tensor vanishes in restriction to $U$.

By analyticity, $W$ must then vanish on all of $M$ by connectedness and this corollary finishes the proof of Theorem 1 in the case $\text{dim} M \geq 4$. 

Proof. This result is also based on the dynamical properties of the flow $\phi_t$. For all $1 \leq i, j, k \leq n$, we now have $\|W_\tau(\partial_i, \partial_j, \partial_k)\| \to 0$, since $W_\Delta \equiv 0$. Moreover, $\|((\phi_t^*)_\tau W_\tau(\partial_i, \partial_j, \partial_k)\| = e^{-kt}\|W_\tau(\partial_i, \partial_j, \partial_k)\|_\tau$ with $k \geq 2$ as soon as two indexes among $i, j, k$ are greater than 1. For such $i, j, k$'s, we have $\|((\phi_t^*)_\tau W_\tau(\partial_i, \partial_j, \partial_k)\| = o(e^{-2t})$ and Lemma 4.3 gives $W_\tau(\partial_i, \partial_j, \partial_k) = 0$.

Since $W_\tau$ is skew-symmetric with respect to its first two entries, we are left to consider the $W_\tau(\partial_i, \partial_i, \partial_k)$'s, for $2 \leq i \leq n$. We also have $\|((\phi_t^*)_\tau W_\tau(\partial_i, \partial_i, \partial_k)\| = o(e^{-2t})$, since $(\phi_t^*)_\tau \partial_\alpha(x) = e^{-2t} \partial\alpha(x)$. Thus, $W_\tau(\partial_i, \partial_i, \partial_k) = 0$.

For $2 \leq i \leq n - 1$, we obtain $\|((\phi_t^*)_\tau W_\tau(\partial_i, \partial_i, \partial_1)\| = o(e^{-t})$ and Lemma 4.3 gives that $W_\tau(\partial_i, \partial_i, \partial_1)$ is proportional to $\partial_\alpha(x)$. We conclude by using the symmetries of $W$: if $g$ is a metric in the conformal class, we have

$$g_x(W_\tau(\partial_i, \partial_i, \partial_1), \partial_1) = g_x(W_\tau(\partial_1, \partial_1, \partial_i), \partial_i) = 0.$$ 

Thus, $W_\tau(\partial_1, \partial_1, \partial_i)$ is a multiple of $\partial_\alpha(x)$, so it is also orthogonal to $H_x$. Finally, it is orthogonal to $T_x M = \mathbb{R}.\partial_1(x) \oplus H_x$ and must be zero. \hfill \square

4.1.2. Vanishing of the Cotton tensor in dimension 3. When $M$ is 3-dimensional, the Weyl tensor always vanishes and one has to consider the $(3,0)$-Cotton tensor to detect the conformal flatness of $(M,g)$. It is defined as follows: if $P = \text{Ric} - \frac{4}{3} S g$ denotes the Schouten tensor of $(M,g)$, then define $C_u(v, w, u) = (\nabla_u P)_x(v, w) - (\nabla_v P)_x(u, w)$ for all $x \in M$ and $u, v, w \in T_x M$. Then, $C$ is conformally invariant, i.e., two conformal metrics $g$ and $g'$ give rise to the same Cotton tensor ([Juh09], p.393), and for all $U \subset M$, $C|_U \equiv 0$ if and only if $U$ is conformally flat ([La88], C.6).

We take back the notations of the previous section. For $t \geq 0$, by conformal invariance of $C$, $C_{\phi(t)}(\partial_i, \partial_j, \partial_k) = C_x(\partial_i, \partial_j, \partial_k)$, for all $i, j, k \in \{1, 2, 3\}$ and $x \in U$. Since $C$ is skew-symmetric in its two first entries, we only consider $i \neq j$. Therefore, we have $k \geq 1$ such that $C_x(\partial_i, \partial_j, \partial_k) = e^{-kt} C_{\phi(t)}(\partial_i, \partial_j, \partial_k)$. And because $C_{\phi(t)}(\partial_i, \partial_j, \partial_k)$ is bounded near $\Delta(x) = \lim \phi(t)$, we have $C_x(\partial_i, \partial_j, \partial_k) = 0$, proving that $C$ vanishes on a neighbourhood of $\alpha$, and by analyticity of $(M,g)$ on all of $M$.

4.2. Orbits of dimension 1. We prove here that if there exists a 1-dimensional $H$-orbit, then $(M,g)$ is conformally flat. We reuse the analyticity assumption, but let us mention that with a more elaborated work, it is possible to prove that in smooth regularity, an open set containing the orbit in its closure is conformally flat. Recall the

Theorem 2 ([FM13], Th. 1.2). Let $(M,g)$ be an analytic Lorentz manifold of dimension greater than or equal to 3. Let $X$ be an analytic conformal vector field on $M$, admitting a singularity at $x_0 \in M$. If $X$ is not analytically linearizable near $x_0$, then $(M,g)$ is conformally flat.

Recall that we note $h_x$ the Lie algebra of the stabilizer of a point $x$. Let $x_0 \in M$ be such that $h_{x_0}$ has codimension 1 in $h$. Let $(X, Y, Z)$ be an $\mathfrak{sl}(2)$-triple of $h$. Since any 2-dimensional Lie subalgebra of $\mathfrak{sl}(2, \mathbb{R})$ is conjugated to the affine Lie algebra, replacing $x_0$ by some $h, x_0$ if necessary, we must have $h_{x_0} = \text{Span}(X, Y)$. We claim that $Y$ is not linearizable near $x_0$, what will be sufficient with Theorem 2.

Since $Z$ is non-singular at $x_0$, we can choose coordinates $(u_1, \ldots, u_n)$ near $x_0$ so that $Z = \frac{\partial}{\partial u_1}$ on this neighbourhood. Thus, for small $t$, we have $\phi_t^\tau(x_0) = (t, 0, \ldots, 0) = \alpha(t)$. Since the orbit has dimension 1, there is a neighbourhood of the identity $V \subset H$ such that $V x_0 \subset \{ \alpha(t), \ t \ \text{small}\}$, and $X$ and $Y$ must be tangent to the curve $\alpha$. In restriction to this curve, write $X = f(t) \frac{\partial}{\partial u_1}$ and $Y = g(t) \frac{\partial}{\partial u_1}$. From the relation $[Z, X] = -X$, we get $f(t) = -t$ and from the relation $[Z, Y] = -X$ we get $g(t) = -t^2/2$. It is now elementary to compute the action of the flow of $Y$ on the curve $\alpha$: $\phi_t^\tau(\alpha(u_1)) = \alpha \left( \frac{u_1}{1 - \frac{t^2}{2u_1}} \right)$.
whenever \( \alpha(n_1) \) is in the domain of the chart and the flow is defined at time \( t \). Thus, \( \phi^t_{\alpha} \) has a parabolic action on the curve \( \alpha \). In [Fra12b], Lemma 4.6, Frances had already proved that such a flow cannot be linearizable near its singularity.

5. Existence of a local conformal vector field: Proof of Proposition 4.1

Let \( \pi: \tilde{M} \to M \) and \( \omega \) be the Cartan bundle and the Cartan connection defined by \((M, [g])\). We still note \( G = \text{PO}(2, n) \), and \( P < G \) the stabilizer of a point in \( \text{EIn}^{1,n-1} \), i.e. the stabilizer of an isotropic line in \( \mathbb{R}^{2,n} \).

5.1. Integrability of Killing generators. The key ingredient in the proof of Proposition 4.1 is a formulation for Cartan geometries of a “Frobenius theorem”, as Gromov named it in [BFM09]. More recently, Melnick proposed a formulation and a proof of it for real-analytic Cartan geometries in [Mel11], and we gave another approach in [Pec14] for smooth Cartan geometries. Roughly speaking, the idea is to give necessary and sufficient conditions on a tangent vector so that it can be locally extended into a conformal vector field.

Generalizing the tensor curvature and the covariant derivative of affine geometry, there is a notion of curvature and of covariant derivative for Cartan geometries. In order to avoid non-necessary technicality, we do not give precise definitions and refer the reader to [Mel11], §3 and [Pec14], §2.1, §2.3.1. Let \( r \) be a positive integer. Using the curvature and its \( r \) first covariant derivatives, we build a \( P \)-equivariant map

\[
\mathcal{D}^r K: \tilde{M} \to \mathcal{W}^r,
\]

where \( \mathcal{W}^r \) is a finite-dimensional vector space, endowed with a linear right-action of \( \text{Ad}_g(P) \).

This map is such that if \( f: U \to V \) is a local conformal diffeomorphism, then \( \mathcal{D}^r K \circ f = \mathcal{D}^r K \) on \( \pi^{-1}(U) \). Thus, if \( \tilde{X} \) is the lift of a local conformal Killing vector field defined near \( x \), we have \( (\tilde{X}, \mathcal{D}^r K)(x) = 0 \) for all \( x \) lying over \( \tilde{x} \). For compact real-analytic Cartan geometries, if \( r \) is large enough, the “Frobenius theorem” says that the converse property holds everywhere. Let us state it precisely. If \( A \in \mathfrak{g} \), let \( \tilde{A} \) denote the \( \omega \)-constant vector field \( \omega^{-1}(A) \in \mathfrak{X}(\tilde{M}) \).

**Definition 5.1.** Let \( \tilde{x} \in \tilde{M} \) and \( r > 0 \). A Killing generator of order \( r \) at \( \tilde{x} \) is an element \( A \in \mathfrak{g} \) such that \( (\tilde{A}, \mathcal{D}^{r-1} K)(\tilde{x}) = 0 \). We note \( \text{Kill}^r(\tilde{x}) \) the space of Killing generators of order \( r \) at \( \tilde{x} \).

**Theorem 3** ([Mel11], Theorem 3.11). Let \((M, \tilde{M}, \omega)\) be a real-analytic, compact Cartan geometry. Then, there exists \( r_0 \geq 0 \) such that for all \( \tilde{x} \in \tilde{M} \) and \( A \in \text{Kill}^{r_0+1}(\tilde{x}) \), there exists a local Killing vector field \( A^r \) defined near \( x \in M \) and such that \( \omega_\tilde{X}(A^r) = A \).

**Remark 5.2.** In smooth regularity, this result remains valid but only over an open and dense subset of \( M \), called the integrability domain of the Cartan geometry \((M, \tilde{M}, \omega)\) (cf [Pec14], Theorem 2).

We can start the proof of the existence of the flow \( \phi^t_{\lambda} \). Recall that we have a conformal action of \( H \cong \text{loc} \text{PSL}(2, \mathbb{R}) \) on \((M, g)\) such that there exists a closed \( H \)-invariant subset \( F \subset M \) in which every orbit is 2-dimensional. Let \( r_0 \) be the integer given by Theorem 3.

As in the case of Proposition 2.2, the beginning of this proof is directly inspired by more general results that we have adapted to our context. The idea is to apply Borel’s density in a larger space, in order to get informations on the curvature. This is done in [BFM09], and also [Mel11] where Melnick uses this method to give a proof of Gromov’s centralizer theorem for Cartan geometries.
5.2. Applying Borel’s density theorem. Recall that the action of $H$ defines an $H \times P$-equivariant map $\iota : M \to \mathrm{Mon}(h, g)$, where $\mathrm{Mon}(h, g)$ denotes the variety of linear injective maps $h \to g$ (proof of Proposition 2.2). Let $V = \mathrm{Mon}(h, g) \times W^\infty$, let $\mathrm{Ad}_h(H) \times \mathrm{Ad}_g(P)$ act on it via $(\mathrm{Ad}_h(h), \mathrm{Ad}_g(p)) \cdot (\alpha, w) = (\mathrm{Ad}_h(p) \circ \alpha \circ \mathrm{Ad}_h(h^{-1}), w \cdot \mathrm{Ad}_g(p^{-1}))$ and let $\phi = (\iota, D^\infty K) : M \to V$.

Immediately, we get that $\phi$ is $H \times P$-equivariant when $H \times P$ act on $M$ via $h \cdot x, p^{-1}$, since for all $h \in H$, we have $D^\infty K(h, x, x) = D^\infty K(x)$.

Let $(X, Y, Z)$ be an so(2)-triple of $h$. Let $S < H$ be the connected Lie subgroup with Lie algebra $\mathrm{Span}(X, Y) = \text{aff}(R)$. Since $S$ is amenable, there exists a finite $S$-invariant measure $\mu$ supported on $F$. Using exactly the same methods than in the proof of Proposition 2.2, by Borel’s density theorem we obtain that for $\mu$-almost every $x \in M$, for every $\overline{x}$ over $x$, we have $\overline{S} \cdot \phi(\overline{x}) \subset \overline{P} \cdot \phi(\overline{x})$ where $\overline{S}$ denotes the Zariski closure of $\mathrm{Ad}_h(S)$ in $\text{GL}(h)$ (it is isomorphic to the affine group $R^* \ltimes R$ of the real line) and $\overline{P}$ the Zariski closure of $\mathrm{Ad}_g(P)$ in $\text{GL}(g)$.

We fix once and for all such a point $x_0$. First of all, if $\overline{x}_0 \in \pi^{-1}(x_0)$, we have $S \cdot x_0 \subset P \cdot x_0$, so that the conclusions of Proposition 2.2 are valid at $x_0$ (its proof is based on this inclusion).

We proved at the beginning of Section 4 that this implies that the stabilizer at $x_0$ is $h_{x_0} = R/ Y$. Moreover, the natural algebraic morphism $\overline{P}_{\overline{x}_0} : \overline{S} \to \overline{P}$ is surjective.

Proposition 5.3. There exists an algebraic subgroup $\overline{P}_{\overline{x}_0} \subset \overline{P} \subset \text{GL}(g)$ such that $\overline{P}_{\overline{x}_0}$ fixes $D^\infty K(\overline{x}_0)$, $\overline{P}_{\overline{x}_0} \cdot h_{\overline{x}_0} \subset h_{\overline{x}_0}$ and for all $p \in \overline{P}_{\overline{x}_0}$, the restriction $\overline{\rho}_{\overline{P}_{\overline{x}_0}}$ is conjugated by $\overline{x}_0$ to an element of $\overline{S} \in \text{GL}(h)$. Moreover, the natural algebraic morphism $\overline{P}_{\overline{x}_0} : \overline{S} \to \overline{P}$ is surjective.

Remark 5.4. The linear action on $\mathrm{Ad}_g(P)$ on the target space $W^\infty$ of the map $D^\infty K$ naturally extends to an action of $\overline{P}$ (more generally to the subgroup of $\text{GL}(g)$ that preserves $p$).

Proof. Let $\overline{P} := \{ p \in \overline{P} \mid \overline{p} \cdot h_{\overline{x}_0} \subset h_{\overline{x}_0} \}$ and let $\overline{\rho} : \overline{P} \to \overline{P}_{\overline{x}_0} \circ \iota_{\overline{x}_0} \circ \iota_{\overline{x}_0} \in \text{GL}(h)$. The group $\overline{P}$ is algebraic, and so is the morphism $\overline{\rho}$. The inclusion $\overline{S} \cdot \phi(\overline{x}_0) \subset \overline{P} \cdot \phi(\overline{x}_0)$ implies that $\overline{S}$ is contained in the image of $\overline{\rho}$. Define now $\overline{P}_{\overline{x}_0}$ as being the intersection of the preimage of $\overline{S}$ by $\overline{\rho}$ and the stabilizer of $D^\infty K(\overline{x}_0)$ in $\overline{P}$. It is an algebraic group, and if we note $\overline{\rho}_{\overline{x}_0}$ the restriction of $\overline{\rho}$ to this subgroup, $\overline{\rho}_{\overline{x}_0}$ takes values in $\overline{S}$ and is onto.

The group $\mathrm{Ad}_g(P)$ has finite index in $\overline{P}$. So, $\overline{\rho}_{\overline{x}_0}(P)$ contains the identity component of $\overline{P}$, and necessarily the identity component of $\overline{P}_{\overline{x}_0}$. The latter is sent by $\overline{\rho}_{\overline{x}_0}$ onto $\mathrm{Ad}_g(S)$, by connectedness of $S$. We define now $\overline{P}_{\overline{x}_0} \subset P$ as being the preimage of the identity component of $\overline{P}_{\overline{x}_0}$ by the algebraic morphism $\overline{\rho} : P \to \text{GL}(g)$. Finally, we define the surjective morphism $\overline{\rho}_{\overline{x}_0} := \overline{\rho}_{\overline{x}_0} \circ \overline{\rho} : P_{\overline{x}_0} \to \overline{\rho}_{\overline{x}_0}(S)$.

If $\{e^{tA}\} \subset P_{\overline{x}_0}$ is a one parameter subgroup, then $A \in \text{Kill}^{\infty+1}(\overline{x}_0)$ and Theorem 3 gives a local conformal Killing vector field $A^*$ defined near $x_0$ such that $\omega_{\overline{x}_0}(A^*) = A$. Since $A \in p$, $A^*$ is vertical at $\overline{x}_0$, i.e. $A^*(x_0) = 0$ and we have $\phi_{\overline{x}_0}(\overline{x}_0) = \overline{x}_0, e^{tA}$. This element $A \in p$ is called the holonomy of the conformal vector field $A^*$ at $\overline{x}_0$, in the terminology of [Fra12b], and it determines the behaviour of $A^*$ near $x_0$. However, relating the dynamic of a conformal vector field near a singularity to the algebraic properties of its holonomy is a difficult issue in general (it is the object of [Fra12b] and [FM13]).

Our situation is more comfortable: using the fact that $\overline{\rho}_{\overline{x}_0}$ is algebraic and surjective, we will choose a special element $A \in P_{\overline{x}_0}$ so that it will be almost immediate that the corresponding local vector field $A^*$ has a linear dynamic, directly related to $\overline{\rho}_{\overline{x}_0}(e^{tA})$. 

5.3. Exhibiting an appropriate holonomy. Let \( \{p'\} \subset P^{\mathbb{Z}_0} \) be such that \( \rho_{\mathbb{R}_0}(p') = \text{Ad}_h(e^{tX}) \). The one parameter group \( \{p'\} \) admits a Jordan decomposition\(^1\) in \( P \), i.e. it splits (uniquely) into a commutative product \( p' = p_h'p_u'p_e' \), where \( p_h' \in P \) (resp. \( p_u' \in P \), \( p_e' \in P \)) is hyperbolic (resp. unipotent, elliptic) (see [Mor05], §4.3). Because \( \text{Ad}_g : P \to \text{GL}(\mathfrak{g}) \) is algebraic, it sends \( p_h' \) (resp. \( p_u' \), \( p_e' \)) on an hyperbolic (resp. unipotent, elliptic) one-parameter subgroup of \( \text{GL}(\mathfrak{g}) \), whose product is equal to \( \text{Ad}_g(p') \). Thus, \( \text{Ad}_g(p') = \text{Ad}_g(p_h') \text{Ad}_g(p_u') \text{Ad}_g(p_e') \) is the Jordan decomposition of \( \text{Ad}_g(p') \in P^{\mathbb{Z}_0} \). Therefore, since \( \text{PGL}(\mathfrak{g}) \) is algebraic, \( \text{Ad}_g(p_h') \), \( \text{Ad}_g(p_u') \) and \( \text{Ad}_g(p_e') \) are in \( P^{\mathbb{Z}_0} \) ([Mor05], 4.3.4), proving that \( p_h', p_u', p_e' \in P^{\mathbb{Z}_0} \).

By the same argument, \( \rho_{\mathbb{R}_0}(p_i') = \rho_{\mathbb{R}_0}(p_h') \rho_{\mathbb{R}_0}(p_u') \rho_{\mathbb{R}_0}(p_e') \) is the Jordan decomposition, in \( \text{GL}(\mathfrak{g}) \), of \( \rho_{\mathbb{R}_0}(p_i') = \text{Ad}_h(e^{tX}) \). The latter is of course an hyperbolic one parameter group. Using once more the uniqueness of the Jordan decomposition, we get \( \rho_{\mathbb{R}_0}(p_h') = \rho_{\mathbb{R}_0}(p_u') = \rho_{\mathbb{R}_0}(p_e') = \text{id} \). Thus, we have \( \rho_{\mathbb{R}_0}(p_h') = \text{Ad}_h(e^{tX}) \): it is not restrictive to assume that \( \{p'\}_{t \in \mathbb{R}} \) is hyperbolic. Therefore, its adjoint action on \( \mathfrak{g} \) is \( \mathbb{R} \)-split, meaning that \( \{p'\} \) is in a Cartan subgroup of \( G \).

We now give a brief description of the Lie algebra \( \mathfrak{g} = \mathfrak{so}(2,n) \).

Let \( J = \begin{pmatrix} 0 & 0 & 1 \\ 0 & I_{n-2} & 0 \\ 1 & 0 & 0 \end{pmatrix} \), and for \( u \in \mathbb{R}^n \), let \( u^* \) denote \( J^\dagger u \).

Choose coordinates \( x_1, \ldots, x_{n+2} \) on \( \mathbb{R}^{2,n} \) in such a way that the quadratic form is written:

\[
2x_1x_{n+2} + 2x_2x_{n+1} + x_3^2 + \cdots + x_n^2
\]

and such that the parabolic subgroup \( P < \text{PO}(2,n) \) is the stabilizer of the isotropic line \( [1:0:\cdots:0] \). In such a basis, any matrix of \( \mathfrak{so}(2,n) \) has the form

\[
\begin{pmatrix}
\lambda & 0 & 0 \\
0 & M & 0 \\
0 & 0 & -\lambda
\end{pmatrix}
\]

where \( u, v \in \mathbb{R}^n \) and \( M \in \mathfrak{so}(1,n-1) \), i.e. \( J^\dagger M + MJ = 0 \). Moreover the Lie algebra of \( P \) corresponds to matrices verifying \( v = 0 \). We identify a natural Cartan subspace in this presentation:

\[
\text{define } \mathfrak{a} = \begin{pmatrix}
\lambda & 0 & 0 \\
0 & M_{\mu} & 0 \\
0 & 0 & -\lambda
\end{pmatrix}, \quad \lambda \in \mathbb{R}, \quad \mu \in \mathbb{R}
\]

where \( M_{\mu} = \begin{pmatrix}
\mu & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\mu
\end{pmatrix} \in \mathfrak{so}(1,n-1) \),

(the zero in the center of \( M_{\mu} \) having size \( (n-2) \times (n-2) \)). One can verify that the \( M_{\mu} \)’s form a Cartan subspace of \( \mathfrak{so}(1,n-1) \) and that \( \mathfrak{a} \) is a Cartan subspace of \( \mathfrak{g} \). Thus \( p' \) is conjugated in \( G \) to a one-parameter subgroup of \( \exp(\mathfrak{a}) \). We prove that in fact, the conjugacy can be done in \( P \).

**Lemma 5.5.** Let \( A \in \mathfrak{p} \) be an \( \mathbb{R} \)-split matrix. There exists \( p \in P \) such that \( \text{Ad}(p)A \in \mathfrak{a} \).

**Proof.** We know that \( A \) is an upper-triangular matrix of the form

\[
A = \begin{pmatrix}
\lambda & u & 0 \\
0 & M & -u^* \\
0 & 0 & -\lambda
\end{pmatrix}
\]

with \( \lambda \in \mathbb{R} \) and \( M \in \mathfrak{so}(1,n-1) \). Since \( A \) is diagonalizable over \( \mathbb{R} \), so is \( M \). Since \( \text{Ad}_{\mathfrak{so}(1,n-1)} : \text{SO}(1,n-1) \to \text{GL}(\mathfrak{so}(1,n-1)) \) is algebraic, \( \text{Ad}_{\mathfrak{so}(1,n-1)}(e^{tX}) \) is \( \mathbb{R} \)-split, proving that \( M \) is in a

\(^1\)The Jordan decomposition is valid in algebraic groups. Here, \( P < \text{PO}(2,n) \) is not algebraic. Nevertheless, it is the quotient of an algebraic subgroup of \( O(2,n) \) by \( \{ \pm \text{id} \} \). So, when we speak of algebraic properties of elements or subgroups of \( P \), we deal with the lift of these elements or subgroups to \( O(2,n) \).
Cartan subspace of \( \mathfrak{so}(1, n-1) \). Thus, we have \( g \in \text{SO}(1, n-1) \) and \( \mu \in \mathbb{R} \) such that \( M = \text{Ad}(g)M_\mu \) and

\[
\text{Ad}(p_0)A := A' = \begin{pmatrix} \lambda & u' & 0 \\ M_\mu & -u'^* & -\lambda \\ 0 & 0 & -\mu \end{pmatrix},
\]

where \( p_0 := \begin{pmatrix} 1 \\ g \\ 1 \end{pmatrix} \in P \) and \( u' = u.g^{-1} \).

We note

\[
A_\ell := \begin{pmatrix} \lambda & u' & 0 \\ M_\mu & -u'^* & -\lambda \\ 0 & 0 & -\mu \end{pmatrix},
\]

and for all \( v \in \mathbb{R}^n \), \( T(v) = \begin{pmatrix} 0 & v & 0 \\ 0 & -v^* & 0 \end{pmatrix} \),

so that \( A' = A_\ell + T(u') \). If \( v \in \mathbb{R}^n \), we have \( [A_\ell, T(v)] = ((\lambda - \mu)v_1, \lambda v_2, \ldots, \lambda v_{n-1}, (\lambda + \mu)v_n) \).

We set \( \lambda_1 = \lambda - \mu, \lambda_2 = \ldots = \lambda_{n-1} = \lambda \) and \( \lambda_n = \lambda + \mu \) and define \( v^0 \in \mathbb{R}^n \) by

\[
\forall 1 \leq i \leq n, \quad v_i^0 = \begin{cases} u_i/\lambda_i & \text{if } \lambda_i \neq 0 \\ 0 & \text{else.} \end{cases}
\]

Finally, if \( p = \exp(T(v^0)) \in P \), we have \( A'' := \text{Ad}(p)A' = A' + [T(v^0), A'] = A_\ell + T(u'') \), with \( u'' \in \mathbb{R}^n \) such that \( [A_\ell, T(u'')] = 0 \). Thus, \( A'' \) and \( A_\ell \) commute and are \( \mathbb{R} \)-split. So, \( T(u'') \) is also \( \mathbb{R} \)-split, proving \( T(u'') = 0 \) and \( A = \text{Ad}(p^{-1})A_\ell \).

Thus, we know that our one-parameter subgroup \( \{t^p\} \subset P^{\mathbb{R}_0} \) is conjugated in \( P \) to a one-parameter subgroup of \( \exp(\mathfrak{a}) \). Note that the point \( \bar{x}_0 \) in the fiber of \( x_0 \) has been chosen arbitrarily. We compute that \( P^{\mathbb{R}_0} = P^{\mathbb{R}_0}p^{-1} \) for every \( p \in P \). Finally, there is a choice of \( \bar{x}_0 \in \pi^{-1}(x_0) \) such that there exists \( A \in \mathfrak{a} \) verifying \( e^{tA} \in P^{\mathbb{R}_0} \) and \( \rho_{\mathbb{R}_0}(e^{tA}) = \text{Ad}_h(e^{tX}) \). Until the end of this section, \( \bar{x}_0 \) denotes this particular element in the fiber \( \pi^{-1}(x_0) \).

5.4. Linear dynamic of \( \phi^A_{X_0} \). By definition of \( \rho_{\mathbb{R}_0} \), \( \text{Ad}_p(e^{tA})\iota_{\mathbb{R}_0}(X) = \iota_{\mathbb{R}_0}(\text{Ad}_h(e^{tX})X) = \iota_{\mathbb{R}_0}(X) \). Since \( X_{x_0} \) is an isotropic tangent vector in \( T_{x_0}M \), the projection of \( \iota_{\mathbb{R}_0}(X) \) in \( \mathfrak{g}/\mathfrak{p} \) is isotropic with respect to \( Q \) (cf. Section 2.1.1). If we take back the description of \( \mathfrak{so}(2, n) \) in (1), identifying \( \mathfrak{g}/\mathfrak{p} \approx \mathfrak{n}_- \), where \( \mathfrak{n}_- \subset \mathfrak{g} \) denotes the space of strictly lower triangular matrices

\[
\mathfrak{n}_- = \left\{ \begin{pmatrix} -v^* & \vdots & v_n \\ 0 & \vdots & 0 \end{pmatrix} \mid v = (v_1, \ldots, v_n) \in \mathbb{R}^n \right\},
\]

the quadratic form \( Q \) is a positive multiple of \( 2v_1v_n + v_2^2 + \cdots + v_{n-1}^2 \). Note that \( \text{Ad}_q(e^{tA}) \) preserves the subspace \( \mathfrak{n}_- \), so that its action on \( \mathfrak{g}/\mathfrak{p} \) is conjugated to its restriction to \( \mathfrak{n}_- \). Precisely, there are \( \lambda \) and \( \mu \) such that the action of \( \text{Ad}_q(e^{tA}) \) on \( \mathfrak{n}_- \) is \( (e^{(\mu - \lambda)}v_1, e^{-\lambda}v_2, \ldots, e^{-\lambda}v_{n-1}, e^{(\mu - \lambda)}v_n) \).

Since \( \text{Ad}_q(e^{tA}) \) fixes an isotropic vector in \( \mathfrak{g}/\mathfrak{p} \), we see that up to exchanging \( v_1 \) and \( v_n \) and rescaling \( A \), in the coordinates \( (v_1, \ldots, v_n) \),

\[
\text{Ad}_q(e^{tA})|_{\mathfrak{n}_-} = \begin{pmatrix} 1 & e^{-t} & \cdots & e^{-2t} \\ e^{t} & \ddots & \cdots & e^{-2t} \\ \vdots & \ddots & \ddots & \vdots \\ e^{2t} & \cdots & \cdots & 1 \end{pmatrix}.
\]

The final ingredient is the notion of conformal exponential chart. If \( X_0 \in \mathfrak{g} \), we note \( X_0 := \omega^{-1}(X_0) \) the \( \omega \)-constant vector field on \( \bar{M} \) associated to \( X_0 \). If \( X_0 \in \mathfrak{g} \) is small enough, set \( \exp(\bar{X}, X_0) = \phi_{X_0}^t(\bar{X}) \) (the local flow of \( \bar{X} \) at time 1) for \( \bar{X} \in \bar{M} \). We get a local diffeomorphism
\[ \exp(\mathcal{P}_\omega) : U \subset g \to U \subset \tilde{M} \] where \( U \) is a neighbourhood of the origin and \( \tilde{U} \) is neighbourhood of \( \mathcal{P}_\omega \).

Consider \( A^* \) the local conformal vector field given by Theorem 3. Since \( \omega_{\mathcal{P}_\omega}(A^*) = A \), the lift \( \tilde{A}^* \) is tangent to the fiber \( \pi^{-1}(x_0) \), so that its local flow preserves this fiber and satisfies
\[ \phi^t_{A^*}(x_0) = \pi_0 e^{tA}. \]

Since \( A^* \) is conformal, its lift commutes with \( \omega \)-constant vector fields. Therefore, for small \( X_0 \in g \) and \( t \), we have
\[ \phi^t_{A^*}(\exp(x_0, X_0)) = \exp(\phi^t_{A^*}(x_0), X_0) = \exp(x_0, e^{tA}, X_0) = \exp(x_0, Ad_g(e^{tA})X_0), e^{tA}, \]
the last equality coming from the property \( \forall p \in P, (R_p)_* x_0 = Ad_p(p^{-1})X_0 \) where \( R_p \) denotes the right action of \( p \) on the Cartan bundle \( \tilde{M} \) (third property of the Cartan connection).

Define \( \psi : U \cap \mathfrak{n}_- \to U := \pi(\tilde{U}) \) by \( \psi(x_0) = \pi(\exp(x_0, X_0)) \). If \( U \subset g = \mathfrak{n}_- \oplus \mathfrak{p} \) has been chosen of the form \( U_{\mathfrak{n}_-} \times U_{\mathfrak{p}} \), with \( U_{\mathfrak{n}_-} \) a cylinder of the form \( ]-\varepsilon, \varepsilon[ \times B \) in the coordinates \( (v_1, \ldots, v_n) \), with \( B \) an open Euclidian ball in \( \{v_1 = 0\} \), then \( U_{\mathfrak{n}_-} \) is preserved by \( Ad_g(e^{tA}) \) for all positive times. Moreover, we see that if \( \phi^t_{A^*} \) is defined at time \( t \), then for all \( X_0 \in U_{\mathfrak{n}_-} \)
\[ \phi^t_{A^*}(\psi(X_0)) = \pi(\phi^{tA^*}(\exp(x_0, X_0))) = \pi(\exp(x_0, Ad_g(e^{tA})X_0)) = \psi(Ad_g(e^{tA})X_0). \]

This shows that the local flow of \( A^* \) is conjugated by \( \psi \) to \( Ad_g(e^{tA}) \) in \( \mathfrak{n}_- \). In particular, it is defined for all positive times on \( \psi(U_{\mathfrak{n}_-}) \) and is conjugated by \( \psi \) to the linear flow given in (2).

At last, if we identify \( \mathfrak{n}_- \cong T_{x_0}M \) via \( X_0 \mapsto \pi_*(\tilde{x}_0)_{x_0} \), the restriction \( Ad_g(e^{tA}) \) in \( \mathfrak{n}_- \) is conjugated to the isotropy \( T_{x_0} \phi^{tA^*} \) and \( X_{x_0} \) corresponds to \( \frac{d}{dt}(x_0) \) (the letter \( X \) refers to the \( \mathfrak{sl}(2) \)-triple \( (X, Y, Z) \) we fixed at the beginning of the proof).

We finally prove \( [A^*, X] = 0 \) on \( U \). To see that this vector field vanishes identically on \( U \), it is enough to prove that its lift, which is \( [A^*, \tilde{X}] \), vanishes at some point in \( \tilde{U} \) by connectedness of \( U \). Since \( \rho_{\mathcal{P}_\omega}(e^{tA}) = Ad_g(e^{tX}) \), we have \( [A^*, \tilde{X}](X) = 0 \), i.e. \( [\omega_{\mathcal{P}_\omega}(\tilde{A}^*_0), \omega_{\mathcal{P}_\omega}(\tilde{X}) = 0 \). A standard property of Cartan connections (see [Sha96], p.192) ensures
\[ \omega_{\mathcal{P}_\omega}(\tilde{A}^*_0, \tilde{X}) = [\omega_{\mathcal{P}_\omega}(\tilde{A}^*_0), \omega_{\mathcal{P}_\omega}(\tilde{X})] + \Omega_{\mathcal{P}_\omega}(\tilde{A}^*_0, \tilde{X}). \]
where \( \Omega := d\omega + \frac{1}{2}[\omega, \omega] \) denotes the curvature form. Another general property of this 2-form is its horizontality: it vanishes as soon as one of its arguments is vertical ([Sha96], Ch.5, Cor.3.10). This finishes the proof since \( \tilde{A}^* \) is tangent to the fiber \( \pi^{-1}(x_0) \).
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