Two- and Three-Dimensional Simulations of Rayleigh-Taylor Instabilities Using a Coupled Cahn-Hilliard / Navier-Stokes Model
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We report on two- and three-dimensional numerical simulations of Rayleigh-Taylor instabilities in immiscible fluids. A diffuse-interface model that combines the Cahn-Hilliard equation, governing the evolution of the volume fraction of one fluid, and the Navier-Stokes equations, governing the bulk velocity and pressure, is used. The study is limited to low Atwood numbers owing to the use of the Boussinesq approximation. The code is based on a pseudo-spectral method. A linear analysis is first performed in a two-dimensional case of Rayleigh-Taylor instability to confirm that the model very well captures this phenomenon in the case of inviscid or viscid fluids. One key aspect of this work is that the influence of the thermodynamic parameters related to the Cahn-Hilliard equation (interface thickness and mobility) is quantitively studied. Three-dimensional results of Rayleigh-Taylor instabilities in viscous fluids are then presented to show the possibilities of this modeling. We observe the effect of the viscosity and the wavelength of an initial single-mode perturbation on the mass transport during the nonlinear regime.

I. INTRODUCTION

The Rayleigh-Taylor instability is a hydrodynamic instability that occurs when two fluids are superimposed with the heavier one on top. If the difference of mass density (simply called density in the following) is sufficient to overcome surface tension, an infinitely small perturbation can destabilize the interface and lead to the progressive interpenetration of the fluid layers, until the heavier fluid has totally dived under the lighter one. This instability can be found in many natural phenomena (cosmology, geology, oceanography) or industrial applications (combustion, heat exchangers, mixing, aerosol transport). The problem has been deeply studied in the case of a single-mode perturbation in order to understand the various stages of the instability. As long as the amplitude of the perturbation is small compared to its wavelength, the growth of the perturbation is exponential. The growth rate of the instability depends on the excited mode and the densities of the fluids, but also on the surface tension and the viscosity. This regime, said linear because the nonlinear effects are negligible, is followed by a quasi-steady regime. Experiments revealed that the velocity of the "bubble" of light fluid rising through the heavy fluid reaches a constant value after the exponential growth. Models of terminal velocity taking into account the excited mode and the fluid properties have been theoretically established and confronted to numerical simulations in 2D and 3D. After the two first regimes, a re-acceleration regime and a chaotic regime can develop. However, most of the aforementioned work is focused on the high Reynolds number regime where inertia is dominant and little is known on the low or intermediate Reynolds number regime.

For this purpose, we have used a diffuse-interface model and more precisely a coupled Cahn-Hilliard / Navier-Stokes model (CHNS model). Diffuse-interface models rely on the use of a transport equation for an order parameter that indicates in which phase each point of the system is and that smoothly varies between the phases. As a result, the interface is tracked implicitly as an iso-surface of the order parameter. The boundary conditions at the interface are then imposed through a proper coupling between the transport equation of the order parameter and the flow equations. In the case of the CHNS model, the transport equation is the Cahn-Hilliard equation and it can be coupled in a thermodynamically consistent way with the Navier-Stokes equations so that capillary effects are well described. However, non-hydrodynamic parameters related to the Cahn-Hilliard equation appear in the modeling: the interface thickness at thermodynamic equilibrium and the mobility. The use of a Cahn-Hilliard model in practical situations involves the upscaling of the interface thickness from actual sizes to sizes compatible with numerical simulations (a small but not too small fraction of the characteristic length-scale of the system). The effects of this upscaling and how to perform it by appropriately choosing the interface thickness and the mobility is a delicate problem. A recipe has recently been proposed in Ref. suggesting a scaling between the mobility and the ratio of the interface thickness and the characteristic length of the problem.

The CHNS model has already been used to simulate Rayleigh-Taylor instabilities in various studies. In Ref. the model was used in two dimensions and shown to give fairly accurate results in the linear and weakly nonlinear regimes for viscous and non viscous fluids. However, the convergence of the model with respect to
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the thermodynamic parameters (interface thickness and mobility) was not presented. In Refs. [22] and [23] two- and three-dimensional simulations were performed for physical parameters corresponding to moderate Atwood number and relatively high Reynolds number (but no surface tension). The simulations showed the ability of the model to qualitatively reproduce the expected behavior but the influence of the Péclet number (related to the mobility) was only qualitatively discussed in Ref. [22]. Ref. [24] focused on the chaotic regime at high Reynolds number. However, no discussion of the role of the thermodynamic parameters was provided. In Ref. [25] the Rayleigh-Taylor instability in a torus was used as a qualitative test of a finite element approach. No physical explanation was given regarding the thermodynamic parameters. Ref. [26] addressed the particular case of Rayleigh-Taylor instabilities under the influence of an electric field. The influence of the thermodynamic parameters was nevertheless not studied. The interplay of flow and diffusion during the mixing of miscible fluids assisted by a Rayleigh-Taylor instability was explored in Ref. [27]. In this case, contrary to the case treated in Ref. [20] the diffusive mass transport must not be neglected. Hence, while many studies show that the use of the CHNS model can well reproduce the Rayleigh-Taylor instability both in 2D and 3D, the thermodynamic parameters are usually considered as free parameters of the model. The way they are chosen is not always explained and if so, their influence on the results is not quantitatively assessed. The lack of convergences studies makes it difficult to use the CHNS model in practical applications where some accuracy and a good estimate of the error is needed.

In this paper, we show the ability of the CHNS model to capture the evolution of Rayleigh-Taylor instabilities, highlighting the role of the thermodynamic parameters on the convergence of the model. In the same spirit as a work performed in a different multiphase flow context [25], we compare our convergence results with the scaling of Ref. [21]. The study is limited to immiscible fluids in the low Atwood number limit where the influence of the fluid densities is small compared to their sum (the Boussinesq approximation is used). We first present the governing equations, highlighting the specificity of this diffuse-interface model compared to a sharp interface model. We then describe the pseudo-spectral numerical method that we use. We then show the validation of the model on two-dimensional Rayleigh-Taylor instabilities in the linear regime, based on the theoretical growth rates, and discuss the impact of the thermodynamic parameters on the accuracy of the results. We finally report results on three-dimensional Rayleigh-Taylor instabilities in the nonlinear regime in viscous fluids (low Reynolds number / Stokes regime or intermediate Reynolds number configurations: $Re_s \sim 10^{-2}$ to $10^2$). We observe here the influence of the viscosity and of the wavelength of an initial single-mode perturbation on the mass transport, and discuss briefly the transition toward the high Reynolds number regime.

II. GOVERNING EQUATIONS

In this section, we briefly present the Cahn-Hilliard model considered (in the absence of fluid flow), then detail how it is coupled to the Navier-Stokes equations to obtain the CHNS model and finally discuss the considered physical properties.

A. Cahn-Hilliard model (in the absence of fluid flow)

The Cahn-Hilliard model [18,19] originally aimed at describing the phase separation of two chemical species that separate into two homogeneous phases and was inspired by earlier works of van der Walls on phase separation. For this purpose, a concentration field is introduced. Here, the considered system of two immiscible fluids is seen as a system of two fluids 1 and 2 with miscibility gap and this concentration field, denoted by $c$, represents the molar fraction of fluid 2. In the absence of fluid flow, the concentration field obeys the simple diffusion equation

$$\partial_t c = M \Delta \mu,$$

where $M$ is the mobility and $\mu$ the diffusion potential (the difference between the chemical potentials of fluids 2 and 1: $\mu = \mu_2 - \mu_1$), which derives from a free energy functional:

$$\mu = \frac{\delta F}{\delta c},$$

$$F = \int \left( f_0(c) + \frac{\epsilon}{2} (\nabla c)^2 \right) dV,$$

where $f_0$ is the free energy by unit volume of an homogeneous system and $\epsilon$ a positive constant. Note that a constant molar volume is assumed. In our case, $f_0$ is of the form

$$f_0(c) = Ac^2 (1 - c)^2,$$

where $A$ is a positive constant. $A$ and $\epsilon$ are model parameters that relate to parameters with more physical meaning, as shown next. With this system of equations, one can prove that the thermodynamic equilibrium solution is a system separated into two domains with concentrations 0 and 1 (the two minima of $f_0$). This is appropriate to describe immiscible fluids because it means that the phases are composed of fluid 1 or 2 exclusively. Assuming an infinite domain, the concentration profile at thermodynamic equilibrium is of the form [18]

$$c(X) = \frac{1}{2} \left( 1 + \tanh \left( \frac{X}{w_{int}} \right) \right),$$

where $X$ is the position on an axis perpendicular to the interface and such that the interface is at $X = 0$ and

$$w_{int} = \sqrt{\frac{2\epsilon}{A}}.$$
can be defined as the interface thickness. The interfacial free energy of the system is defined by

$$\gamma = \int_0^1 \sqrt{2c} f_0(c) dc$$  \hspace{1cm} (7)

at thermodynamic equilibrium. This quantity corresponds to the surface tension between the fluids. By replacing $f_0$ with Eq. (4) and integrating, we have

$$\gamma = \sqrt{\frac{Ac}{18}}.$$ \hspace{1cm} (8)

One can note that Eqs. (6) and (8) can be easily reversed to obtain:

$$A = \frac{\gamma \sqrt{g}}{w_{int}},$$ \hspace{1cm} (9)

$$\epsilon = 3w_{int}\gamma.$$ \hspace{1cm} (10)

B. Coupled Cahn-Hilliard / Navier-Stokes model

We now describe the coupled CHNS model that describes the evolution of the concentration, velocity and pressure fields in the presence of fluid flow. This model is similar to the ones used in previous work. The Cahn-Hilliard equation in Eq. (1) is modified to take into account the effect of the fluid flow through the use of a convective term. It writes then

$$\partial_t c + \mathbf{v} \cdot \nabla c = M \Delta \mu,$$ \hspace{1cm} (11)

where $\mathbf{v}$ is the velocity.

The Navier-Stokes equations (under the Boussinesq approximation) are then extended with a source term to take into account the capillary force:

$$\partial_t \mathbf{v} + \nabla (\mathbf{v} \cdot \nabla \mathbf{v}) + \frac{1}{\rho_1} \nabla p - \nabla (2\nu(c) \nabla \mathbf{v}) =$$

$$- \frac{1}{\rho_1} \left( c - \frac{1}{2} \right) \nabla \mu + \frac{\rho(c)}{\rho_1} \mathbf{g},$$ \hspace{1cm} (12)

$$\nabla \mathbf{v} = 0,$$ \hspace{1cm} (13)

where $p$ is the pressure, $\nu$ the kinematic viscosity, $\nabla \mathbf{v}$ the shear rate tensor defined by

$$\nabla^\cdot \mathbf{v} = \frac{1}{2} \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right),$$ \hspace{1cm} (14)

$\rho_i$ the density of fluid $i$ and $\mathbf{g}$ the gravity. The term associated to the diffusion potential in Eq. (12) represents the capillary force and derives from a stress tensor analogous to that of Korteweg. The dynamic viscosity is assumed to depend linearly on $c$ so that

$$\nu(c) = \frac{\eta_1 + (\eta_2 - \eta_1) c}{\rho_1},$$ \hspace{1cm} (15)

where $\eta_i$ is the dynamic viscosity of fluid $i$. The density is also assumed to depend linearly on $c$:

$$\rho(c) = \rho_1 + (\rho_2 - \rho_1)c.$$ \hspace{1cm} (16)

C. Physical properties

In the whole work, the following densities and surface tension are considered: $\rho_1 = 1000 \text{ kg m}^{-3}$, $\rho_2 = 1010 \text{ kg m}^{-3}$ and $\gamma = 0.05 \text{ N m}^{-1}$. These properties are close to those of water. The viscosities are varied and are taken equal to 0 when considering perfect fluids. The standard acceleration of gravity is $g = 9.80665 \text{ m s}^{-2}$.

Regarding the interface thickness and the mobility, we use various values detailed later. We nevertheless find it interesting to briefly discuss here the way these parameters, that are not directly related to quantities usually used to describe fluid flows, should be chosen. Let us first discuss the choice of the interface thickness. In actual systems, the interface thickness is of the order of a nanometer. From a numerical point of view, simultaneously resolving scales ranging from nanometers to meters is clearly out of reach. We can nevertheless expect that the difference between a sharp-interface model and a diffuse-interface model will vanish when $w_{int}/L$, where $L$ is the characteristic length scale of the problem, tends to zero. Therefore, $w_{int}$ should be taken small compared to the characteristic length scale of the problem.

As also explained in Ref. [20], the choice of the value of the mobility, which can also be considered as a kinetic parameter, involves to take into account two effects of the diffusion. At the scale of the interface between the phases, it restores the thermodynamic equilibrium profile that has been deformed by advection. This effect is needed since the capillary force is function of the concentration profile and the actual surface tension is retrieved only if the concentration profile of the interface is the equilibrium profile. Otherwise, the surface tension is overestimated. On the macroscopic scale, the diffusion process tends to smoothen the interface through the diffusive transport of matter from high curvature regions to low curvature regions. This induces a motion of the interface whose velocity is function of the mobility. This velocity in actual systems is negligible compared to the fluid flows and $M$ must therefore be chosen accordingly in the model. As a result, the choice of $M$ is a compromise between a sufficiently fast diffusive process (compared to fluid flow), that ensures that the interface profile stays the equilibrium profile, and a sufficiently slow one, that avoids the appearance of a significant interface motion due to diffusion and not fluid flow. We find it important to mention that to satisfy these two requirements a sufficient scale separation between the interface thickness and the macroscopic length scale is needed.

III. NUMERICAL METHOD

The model equations are solved using a pseudospectral method that has already been used in Refs. [93] and [81]. It relies on the use of the Fourier transform in a periodic domain along directions $x$, $y$ and $z$. The solution fields are assumed periodic of periods $N_x \Delta x = L_x$, $N_y \Delta y = L_y$, and $N_z \Delta z = L_z$. At each time step, Helmholtz decomposition is used and the time integration is performed using a Runge-Kutta scheme. For a given time step, the solution is first convected by performing a Fourier transform of the fields on the periodic domain, then the diffusion is performed by solving the diffusion equation on the same domain, and finally the fields are transformed back to the physical domain.
in the $x$ direction, $N_x \Delta x = L_x$ in the $y$ direction and $N_z \Delta z = L_z$ in the $z$ direction, where $\Delta x > 0$ is the mesh size and $N_x \in \mathbb{N}$ (resp. $N_y/N_z \in \mathbb{N}$) is the number of Fourier modes used in the $x$ (resp. $y/z$) direction. The solving consists in computing the $N_x \times N_y \times N_z$ Fourier coefficients associated to the solution fields at every time $t^n = n\tau$, where $n \geq 0$ and $\tau > 0$ is the time step. The nonlinear terms of the governing equations are treated explicitly while the linear terms are treated implicitly using a simple first order Euler time stepping scheme. The incompressibility condition is imposed through a standard Helmholtz projection method. Owing to the explicit treatment of the nonlinear terms, the time step is limited by the Courant-Friedrichs-Lewy condition.

We use sufficiently high domains so that the interfaces at the top and bottom boundaries are remote from the unstable interface and do not affect the development of the instability, up to the accuracy of our computations.

IV. LINEAR ANALYSIS IN TWO DIMENSIONS

As mentioned above, a better understanding of the quality of the approximation of the sharp-interface multiphase flow equations by the CHNS model is needed. To this purpose, we consider the onset of the Rayleigh-Taylor instability. In this case, the dispersion relation of the instability is known analytically in the case of perfect fluids, or obtained by solving an equation detailed in Appendix A in the case of viscous fluids. We finally present numerical results obtained in the case of viscous fluids.

A. Problem setup

The dispersion relation is established in a system that is a $[0, L_x] \times [0, L_z]$ domain where the gravity field is oriented along the $z$ axis: $g = -g e_z$, $g > 0$. An initial perturbation of the horizontal interface (where the heavy fluid is above the lighter one)

$$\Delta h(t = 0) = \zeta_0 \cos(kx), \quad k > 0,$$

will grow exponentially in the earliest times:

$$\Delta h(t) = \zeta(t) \cos(kx), \quad \zeta(t) = \zeta_0 e^{\alpha t},$$

where $\alpha$ is the growth rate given by

$$\alpha = \sqrt{\frac{\rho_2 - \rho_1}{2\rho_1} k^2 - \frac{\gamma}{2\rho_1} k^3}$$

in the case of perfect fluids, or obtained by solving an equation detailed in Appendix A in the case of viscous fluids, under the condition that the wavenumber $k$ is smaller than a critical wavenumber $k_c$ given by

$$k_c = \sqrt{\frac{(\rho_2 - \rho_1) g}{\gamma}}.$$  \hspace{1cm} (20)

The formula in Eq. (19) is adapted from the classical one (see Ref. 1 p. 435, Eq. (51) for instance), where the denominators $2\rho_1$ are replaced by $\rho_1 + \rho_2$, owing to the use of the Boussinesq approximation. With the considered physical parameters, we have $k_c \approx 44$ m$^{-1}$.

The aim of this study is to compute the growth rates of single-mode perturbations with various wavelengths and to confront them with the theoretical growth rates. We therefore use as an initial condition what we consider a good approximation of a single mode (transposed in the framework of a diffuse-interface model). In this test, we only consider the unstable wavenumbers

$$k_0 = \frac{2I_0 \pi}{L}, \quad 1 \leq I_0 \leq E \left( \frac{k_0 L}{2\pi} \right),$$

where $L = 1$ m is the maximum considered wavelength. The horizontal domain length is set to one wavelength of the perturbation: $L_x = \lambda_0 = 2\pi/k_0 = L/I_0$. The vertical dimension is $L_z = 2L_x$. We initialize the concentration with

$$c_0(x, z) = \begin{cases} \frac{1}{2} \left( 1 - \tanh \left( \frac{z}{w_{int}} \right) \right) & \text{if } 0 \leq z < L_z/4, \\ \frac{1}{2} \left( 1 + \tanh \left( \frac{z - L_z^4}{w_{int}} \right) \right) & \text{if } L_z/4 \leq z < 3L_z/4, \\ \frac{1}{2} \left( 1 - \tanh \left( \frac{z - L_z}{w_{int}} \right) \right) & \text{if } 3L_z/4 \leq z \leq L_z, \end{cases}$$

where $\zeta_0 = 0.5 \times 10^{-4} A_0$ introduces a very small perturbation, and the velocity with

$$v_0(x, z) = \begin{cases} \alpha \zeta_0 e^{k_0 z} (-\sin(k_0 x)) e_x + \cos(k_0 x) e_z & \text{if } 0 \leq z < L_z/2, \\ \alpha \zeta_0 e^{-k_0 z} (\sin(k_0 x)) e_x + \cos(k_0 x) e_z & \text{if } L_z/2 \leq z \leq L_z, \end{cases}$$

following the analytical solution.

We then monitor the rise, with respect to $n \geq 0$, of the kinetic energy per unit volume carried by every mode $I_0$,

$$E_{k, 0}(t^n) \approx \frac{1}{2\rho_1} \sum_{K = -N_z/2}^{N_z/2} \left( |v_x^m, I_0, 0, K|^2 + |v_z^m, I_0, 0, K|^2 \right),$$

where $v_x^m, I_0, 0, K$ and $v_z^m, I_0, 0, K$ are the $(I_0, 0, K)$ Fourier coefficients at $t^n$ of the velocity components $v_x$ and $v_z$, respectively. $E_{k, 0}(t)$ should grow as $e^{2\alpha t}$ owing to the power 2
over the velocity coefficients. In order to compute the growth rate we consider the evolution of this quantity between an initial state where the amplitude of the perturbation is \(2\zeta_0 = \lambda_0/10^4\) and a final state where it is \(2\zeta(t_{1/10}) \approx \lambda_0/10\), i.e., for which the nonlinear effects are still negligible. Assuming that the analytical prediction of the velocity holds, this final state corresponds to a time

\[
t_{1/10} = \frac{1}{\alpha} \ln \left( \frac{\lambda_0}{20\zeta_0} \right).
\]

Hence, we can follow the growth of the perturbation amplitude over three orders of magnitude in the linear regime.

### B. Interface thickness and mobility

We now detail how the thermodynamic parameters that have not been defined earlier (interface thickness and mobility) are determined. The interface thickness should be small compared to the characteristic size of the perturbation in order to approach the sharp interface limit. According to the results of the convergence study on this parameter (see Fig. 4a) and to keep the computational cost reasonable, here we set \(w_{\text{int}} = \lambda_0/128\) (this value is only changed when performing the convergence study). We therefore use a Cahn number (ratio of the interface thickness and the characteristic lengthscale)

\[
C_n = \frac{w_{\text{int}}}{\lambda_0} = \frac{1}{128}.
\]

The convection needs to dominate the diffusion at the macroscopic scale for the convective flow to develop. This requirement is expressed by a strong Péclet number defined as

\[
P_e = \frac{v_t\lambda_0 w_{\text{int}}}{M\gamma},
\]

where \(v_t\) is the characteristic velocity. However, this number must be not too large so that diffusion is dominant at the interface scale and local thermodynamic equilibrium is enforced at any time. Once again based on the analytical velocity, we can estimate that the maximum velocity (at \(t_{1/10}\)) is

\[
v_t = \frac{\lambda_0\alpha}{20}.
\]

We set \(M\) such that \(P_e = 1000\) (this value is only changed when performing a convergence study on this parameter for Fig. 4b).

These choices are justified by the convergence studies presented in Fig. 4. Note that these studies are performed with a finer mesh than the rest due to the use of smaller values of \(w_{\text{int}}\).

### C. Numerical parameters

Since the interface must be resolved, we use a grid spacing such that there are 4 cells in the interface thickness \((\Delta x = w_{\text{int}}/4)\), which leads to \(N_x = 512\) and \(N_y = 1024\) (this is only changed when performing the convergence study for Fig. 4). \(N_y\) has been set to 1 because we consider the two-dimensional case. We then define \(\tau\) to at least satisfy the condition

\[
\frac{v_t\tau}{\Delta x} \leq 0.25.
\]

Much smaller values are used to reach convergence for the largest \(I_0\) cases.

### D. Results in the case of non viscous fluids

First, in order to illustrate quantitatively the development of the instability, we have performed a simulation that goes clearly beyond the linear regime \((t > t_{1/10})\) for \(I_0 = 1\). In the later moments, since the velocity is much greater than \(v_t\), a time step much smaller than that obtained by following Section IV C is needed. We also use a tiny viscosity \(\eta = 10^{-3}\) Pa \(\cdot\) s. The fact that \(\eta\) is set to zero. To this purpose, we determine the growth rate of the instability (in the linear regime) by fitting linearly the curve of \(\log(E_{k,0}(t))\) between

\[
t_{1/1000} = \frac{1}{\alpha} \ln \left( \frac{\lambda_0}{2000\zeta_0} \right)
\]

and

\[
t_{1/100} = \frac{1}{\alpha} \ln \left( \frac{\lambda_0}{200\zeta_0} \right),
\]

the theoretical times needed for the perturbation amplitude to reach one thousandth and one hundredth of the wavelength, respectively. The estimated growth rate is the half of the slope of the fitting curve. A typical evolution of \(E_{k,0}(t)\) and of the fitting curve (that of the case \(I_0 = 1\)) is shown in Fig. 2 which shows that the fit is remarkably good. In this case, the fitting is performed between \(t_{1/1000} \approx 4.2\) s and \(t_{1/100} \approx 8.4\) s. The fact that the linear regime is observed without ambiguity from the
Figure 1: Concentration and vertical velocity fields during the linear regime ($t < t_{1/10} \approx 12.6$ s) and the nonlinear regime of the instability ($t > t_{1/10}$) for $I_0 = 1$.

start is due to our choice of initial condition where the velocity field is not set to zero but to the analytical solution.

From this procedure we are able to extract the growth rate for different values of the wavelength and the obtained values are plotted in Fig. 3 together with the theoretical growth rate. The wavenumber is normalized by the critical wavenumber, while the growth rate is normalized by the maximum growth rate $\alpha_{\text{max}}$, which is obtained for the most unstable wavenumber

$$k_{\text{max}} = \frac{1}{\sqrt{3}}k_c. \quad (32)$$

One can see that the match between the numerical points and the theoretical curve is very good. This indicates that, as already discussed in Refs. [21] and [22] for instance, the CHNS model can quantitatively well reproduce the Rayleigh-Taylor instability in the case of perfect fluids. However, there remains a small model-related error. We will now discuss more thoroughly the origin of this error and to what extent it can be controlled. The thermodynamic model is fully specified by three parameters: the surface tension, the interface thickness and the mobility. The surface tension is determined by the physics of the problem and is therefore not a model parameter. The interface thickness and the mobility are model parameters and can be fixed freely (at least in the case of the description of the Rayleigh-Taylor instability). Let us first discuss the interface thickness effect. Due to the non-zero interface thickness in our model, the numerical solution does not exactly match the analytical one, in particular regarding the growth rate. We plot in Fig. 4a the relative error on the growth rate (case $I_0 = 1$) as

Figure 2: Plot of the kinetic energy (using a log scale) carried by mode $I_0$ as a function of time (using a linear scale). The very good match between the data points and the linear fit indicates that the system is still in the linear regime characterized by an exponential growth.

Figure 3: Theoretical versus computed growth rates in the case of perfect fluids. Here, $\alpha_{\text{max}} \approx 0.91$ s$^{-1}$.
a function of the Cahn number. The mobility is such that the Péclet number is always \( P_e = 1000 \). One can see that the error linearly decreases with this ratio. This therefore confirms that the interface thickness must be as small as possible so that the effects of the diffuse interface are limited. However, one can also see that the linear fit does not reach exactly zero when \( C_n \) goes to 0. From the analysis, this is due to the fact that here the Péclet number is taken constant.

Let us now discuss the mobility effect. On the one hand, for a given interface thickness and in the limit of large mobilities, the growth of the instability is counterbalanced by the diffusion, which results in an underestimation of the growth rate. On the other hand, in the limit of low mobilities, the diffusion cannot restore the proper interface profile, which results in an overestimation of the surface tension and therefore in an underestimation of the growth rate. This is illustrated in Fig. 4b, where the relative error on the growth rate (case \( I_0 = 1 \)) is plotted as a function of the Péclet number. 

The influence of the Péclet number on the accuracy of the result is studied for various values of the interface thickness. Every tested value of \( w_{int} \) presents an optimal value of \( P_e \). We present the inverse of the optimal Péclet number as a function of the Cahn number in Fig. 5. We can see that \( 1/P_{e,\text{optim}} \) is proportional to \( C_n \) when \( C_n \) tends to 0, which is in good agreement with the theoretical work. In Ref. 20, their optimal dimensionless mobility is predicted to be proportional to the square of the Cahn number but the ratio of the Cahn number and the dimensionless mobility is the Péclet number so it is equivalent.

E. Results in the case of viscous fluids

We now take advantage of the versatility of the model to study the effects of varying the viscosities of both fluids and compare the numerical results with the predicted growth rates presented in Ref. 5. First, we consider the case where both fluids share the same viscosity, which is such that there is a significant departure from the perfect fluid case (\( \eta_1 = \eta_2 \geq 0.1 \text{ Pa} \cdot \text{s} \)). We plot in Fig. 6 the
computed growth rate as a function of the normalized wavenumber for different values of the viscosity together with the predictions of Ref. 5 (details of the calculation are recalled in Appendix A). As expected (see Ref. 4, p. 447), the wavenumber domain for which the two fluid system is unstable is independent of the viscosity (for a given surface tension), which translates into the fact that the curves tend toward a zero growth rate for the same value of the wavenumber as in the inviscid case ($k = k_c$). In addition, the agreement between our computations and the theoretical predictions is very good.

We show that the agreement is excellent in Fig. 7, where we plot the relative difference between the growth rate for perfect fluids $\alpha_{\eta=0}$ and the growth rate for viscous fluids (with the same viscosity).

From this study, it is clear that the CHNS model reproduces quantitatively well the Rayleigh-Taylor instability in the viscous case as well.

V. STUDY OF THE NONLINEAR REGIME IN THREE DIMENSIONS

We extend the simulations performed in the previous section with three-dimensional simulations of the Rayleigh-Taylor instability in the nonlinear regime. In particular, we study the effect of the perturbation wavelength and of the viscosity on the mass transport in a low-intermediate Reynolds number regime where viscous effects are significant and for which a steady regime is
observed. We also briefly discuss the departure from the steady state when the Reynolds number is increased. In Ref. [23] three-dimensional simulations in the nonlinear regime were also performed with a similar model (but no surface tension). Here, we take here into account surface tension and perform long-time simulations in high computational domains where the constant bubble velocity and possibly a reacceleration stage can clearly be observed. We believe that these results will supplement existing ones, so that the CHNS model is shown to be able to well reproduce complex multiphase flows. As in the previous section, we first present the problem setup and then the numerical results.

A. Problem setup

The system is a \([0, L_x] \times [0, L_y] \times [0, L_z]\) domain where the gravity field is still oriented along the \(z\) axis: \(g = -g \hat{e}_z, g > 0\). \(L_x\) is chosen to be equal to \(L_y\) and ranges between \(\approx \lambda_c\) and \(7\lambda_c\), where

\[
\lambda_c = \frac{2\pi}{k_c},
\]

(33)

with \(k_c\) defined in Eq. (20), is the critical wavelength. With the considered physical parameters, we have \(\lambda_c \approx 0.14\) m. The vertical dimension is taken sufficiently large compared to the horizontal dimension to observe the nonlinear regime \((L_z \geq 4L_x)\). \(L_z\) is chosen between \(\approx 15\lambda_c\) and \(60\lambda_c\). We initialize the concentration with

\[
c_0(x, y, z) = \begin{cases} 
\frac{1}{2} \left( 1 - \tanh \left( \frac{z}{w_{int}} \right) \right) & \text{if } 0 \leq z < L_z/4 \\
\frac{1}{2} \left( 1 + \tanh \left( \frac{z - L_z}{w_{int}} - \zeta_0 p(x, y) \right) \right) & \text{if } L_z/4 \leq z < 3L_z/4, \\
\frac{1}{2} \left( 1 - \tanh \left( \frac{z - L_z}{w_{int}} \right) \right) & \text{if } 3L_z/4 \leq z \leq L_z,
\end{cases}
\]

(34)

where \(\zeta_0\) is taken small compared to the wavelength and

\[
p(x, y) = \cos(k_0 x) + \cos(k_0 y),
\]

(35)

with \(k_0 = 2\pi/L_x\). Hence, the initial condition is chosen so that a single wavelength of the initial perturbation is present in the simulation box \((L_x = L_y = \lambda_0)\). The velocity is set to zero initially.

B. Interface thickness and mobility

In this case, these parameters are the same for every considered wavelength. We use a small value of the interface thickness \(w_{int} = L/128\), with \(L = 1\) m, compared to the considered wavelengths (\(L\) is the maximum considered wavelength). For \(\lambda_0 \approx 1.32\lambda_c\), the smallest wavelength considered here, we have \(w_{int}/\lambda_0 \approx 0.042\), which would imply an error on the growth rate of \(\approx 10 - 15\%\) (extrapolation based on Fig. [10]).

The mobility is set to a small value \(M \approx 8.43 \times 10^{-6} \text{J}^{-1} \cdot \text{m}^5 \cdot \text{s}^{-1}\) that leads to a Péclet number during the nonlinear regime in the range \([5, 2000]\) according to a posteriori estimates with a reference fluid velocity being the bubble tip velocity \(v_b\) (the velocity of the highest point of the interface).

C. Numerical parameters

We choose here to use 2 cells in the interface thickness \((\Delta x = w_{int}/2)\), which leads to various values of \(N_z\) (and \(N_y\) which takes the same value) between 48 and 256 depending on \(\lambda_0\). \(N_z\) goes from 512 to 2048 depending on \(L_z\). The time step is taken small enough to reach convergence \((10^{-3} \text{s} \leq \tau \leq 0.1 \text{s} \text{depending on the viscosity})\).

D. Results

Before describing the results, we find it necessary to mention that in our simulations the heavy and light fluids are perfectly symmetric in the sense that their motion is symmetric with respect to the mid-plane of the simulation setup (the initial position of the interface). We have chosen to focus on the motion of the light fluid. However, one should keep in mind that the perfectly symmetric motion of the heavy fluid is always present.

With the chosen parameters and the initial condition defined by Eq. (35), the mode of the initial perturbation is always the one dominating during both the linear and the nonlinear regimes of the instability. In the case of small systems, \(L_x < 2\lambda_c\), this is obvious since the harmonics of the initial perturbation correspond to linearly stable modes. In the case of larger systems, either the perturbation was growing faster than its harmonics (most cases) or the initial contribution of the harmonics was sufficiently small to not outgrow the excited mode. As a result, all of what will be presented in the following has been obtained through the growth of a single mode, or more precisely, of two modes oriented along the \(x\) axis and the \(y\) axis that share the same wavelength.

In the whole section, the dynamic viscosities of both fluids are the same and we note it \(\eta\). The patterns that form during the nonlinear stage are similar to the one presented in Fig. [9] obtained for one of the tested cases \((\lambda_0 \approx 1.76\lambda_c, \eta = 2 \text{ Pa} \cdot \text{s})\), that is the growth of a bubble of light fluid followed by a narrower fluid filament rising in the heavy fluid. In this case, the Reynolds number, which can be defined as

\[
R_e = \frac{\rho_1 \max(v_b(t)) \lambda_0}{\eta},
\]

(36)
is approximately 3. From this picture (the snapshot are taken at evenly spaced time), the velocity of the bubble tip seems to be constant.

In order to characterize the mass transport, we use the normalized flow rate $Q/S$ where $Q$ is defined by

$$Q = \max_{z \in [0, L_z]} \left( \int_{x=0}^{L_x} \int_{y=0}^{L_y} (v_z(1-c))(x, y, z) dx dy \right)$$

and $S = L_x \times L_y$ is the horizontal surface of the simulation domain. $Q$ can be seen as the maximum of the flux of the light (resp. heavy) fluid through the horizontal planes of the domain, counted positively oriented toward the top (resp. the bottom). The previous observation is confirmed by the plots in Fig. 10 where both the normalized flow rate and the bubble tip speed are plotted as functions of time. It can be seen that, in this case, both quantities converge toward a steady state value after a short transient.

In Fig. 10 one can also see similar plots that were obtained for the same wavelength $\lambda_0 \approx 1.76 \lambda_c$ and different values of the viscosity. From these plots, the convergence toward a steady state is unclear for low values of the viscosity. Indeed, when $\eta$ is decreased, one can see an alternation of acceleration and deceleration phases on the curve of $Q/S$. This regime is similar to damped oscillations and one may expect it to eventually converge toward a situation where $Q/S$ is constant with time. However, for the lowest value of $\eta$, we observe a re-acceleration stage on the curve of $v_b$, as in Ref. 13 for instance, and a steady regime cannot establish itself. In the following, we will mostly limit ourselves to the configurations where a well defined steady regime is observed. We denote by $v_b^{term}$ the terminal bubble velocity.

To better understand this regime, we first consider the evolution of the terminal bubble velocity as a function of
the fluid viscosity. This evolution is presented in Fig. 11 for different values of the wavelength, and the bubble velocity is plotted as a function of $1/\eta$. For high values of $\eta$, i.e., small values of $1/\eta$, the bubble velocity is vanishing like $1/\eta$ as expected in the Stokes regime. As a matter of fact, it is straightforward from the Stokes equation in the permanent regime that the velocity is inversely proportional to $\eta$ in this case. Let us recall that the Stokes velocity (velocity of a sphere falling in a viscous fluid) is proportional to $1/\eta$. And when $\eta$ is further decreased, the bubble velocity increase is sublinear in $1/\eta$. In addition to the computational results, we present in Fig. 11 the theoretical prediction of Ref. 12 for the terminal velocity of the bubble in the case of a single-mode three-dimensional perturbation. With our notations, the formula translates into

$$v_b^{\text{term}} = -k_0 \rho_2 \frac{\eta}{\rho_2} + \sqrt{\frac{2A_t \gamma}{1 + A_t} k_0 - \frac{3k_0}{16} \rho_2 + k_0^2 \left(\frac{\eta}{\rho_2}\right)^2},$$

where

$$A_t = \frac{\rho_2 - \rho_1}{\rho_1 + \rho_2}$$

is the Atwood number. Even though it is established for the case of an axisymmetric perturbation, one can see that it follows the computational results reasonably well in the considered range of parameters. Geometrical effects can explain the discrepancy between theory and numerics. A Taylor expansion applied to Eq. (38) shows that, when $k_0$ is fixed and $\eta \to \infty$,

$$v_b^{\text{term}} \approx \frac{\rho_2}{2k_0} \left(\frac{2A_t \gamma}{1 + A_t} k_0 - \frac{3k_0}{16} \rho_2 \right),$$

so that $v_b^{\text{term}} \propto 1/\eta$. This is consistent with the scaling of the velocity with $1/\eta$ observed in the simulations.

In the low $\eta$ value cases, the flow is, as expected, reminiscent of what is observed in the case of perfect fluids, as can be seen in Fig. 12. In this figure, one can see that the flow organizes as follows: the heavy fluid is flowing rapidly downward in the central filament until it reaches the tip of the bubble. It then organizes as an almost cylindrical fluid sheet that is separated from the filament by a volume of light fluid. This fluid sheet is moving slowly upward or is almost at rest. This pattern persists over long time scales.

Finally, for the sake of completeness, we present in
A second range of simulations was performed in three dimensions and at long time to study the mass transport in the nonlinear regime. The study focused on low-intermediate Rayleigh number regimes. Single-mode perturbations with various wavelength were enforced initially. Results show that, when the inertial effects are negligible, a steady regime establishes itself. In this steady regime, the bubble tip velocity is constant. Its value depends linearly on the inverse of the viscosity and decreases when the wavelength of the perturbation is reduced. A reasonable agreement was found with a theoretical formula for axisymmetric perturbations.

From this study, we believe that we have provided a clear view of the CHNS model advantages and drawbacks in cases where a single lengthscale is present. It is simple to implement numerically and can handle without any additional cost topological changes of the phases. This comes at the expense of the need of resolving two length scales that must be separated by orders of magnitude in order to reach a good accuracy. It must also be noted that the choice of thermodynamic parameters is far from simple and must be made with care, taking into account the characteristic flow speed and lengthscale. In multiscale problems, the choice should be more involved. However, departures from the optimal Péclet number do not necessarily affect strongly the error (see Fig. 13). In this case, using an intermediate lengthscale of the problem as reference should prove reasonable. Let us finally remark that, in the case of turbulent flows, the model will not be able to describe the smaller length scales at which the energy dissipation occurs and that this may affect the convergence of the model.

VI. SUMMARY AND DISCUSSION

We have used the CHNS model to simulate the development of Rayleigh-Taylor instabilities in immiscible fluids with a low Atwood number and low-intermediate Reynolds numbers. The simulations were performed with a pseudo-spectral code. A first range of simulations was performed in two dimensions and at short time to capture the linear regime of the instability, in the case of inviscid or viscid fluids. Results show that this kind of diffuse-interface model is perfectly fit to capture this phenomenon, from a qualitative but also quantitative point of view. Even though the theory is based on a sharp-interface model, the numerical growth rates were very close to the theoretical ones (error of a few percents).

In addition, a careful convergence study has allowed us to elucidate the influence of the thermodynamic parameters on the convergence of the model. The accuracy of the CHNS model is limited by three main effects that are controlled by two parameters of the thermodynamic model: the interface thickness and the mobility. The interface thickness leads to quantitative errors that vanish linearly with the Cahn number $w_{int}/L$, where $L$ is the characteristic lengthscale of the problem. By using a 1/100 ratio approximately, we obtained errors of less than 5% on the growth rate of the instability. The effects of the mobility are more complex. The mobility is responsible for keeping the interface profile between the two fluids at thermodynamic equilibrium so that the source term in the flow equation correctly models the action of the surface tension with no overestimation. Hence, the mobility must be chosen high enough so that diffusion compensates flow effects at the scale of the interface thickness. Since the interface thickness is usually larger than the actual interface thickness in such models, diffusion is likely to be artificially overestimated. Such an overestimation can lead to inaccuracies if the diffusion fluxes lead to an interface motion that is not negligible. Hence, the mobility must be kept small enough to keep this motion negligible. As a result, the choice of the mobility is constrained by a balance between two opposite requirements: diffusion must be efficient at the scale of the interface thickness while it must be negligible at the macroscopic scale. In the case of the linear stability analysis, the inverse of the optimal Péclet number (determining the optimal mobility) was found to be proportional to the Cahn number, close to zero, which is in good agreement with former work.

![Figure 13: Bubble velocity in the steady regime as a function of the wavelength normalized by the critical wavelength for two viscosity values (0.05 ≤ $R_e$ ≤ 20). The symbols represent computational results. The dashed line is a guide for the eye. The solid line follows Eq. (38).](image)
Appendix A: Growth rate of the Rayleigh-Taylor instability in viscous fluids

Introducing a dimensionless wavenumber, growth rate and surface tension,

\[ k^* = \left( \frac{\nu_m^2}{A_ig} \right)^{\frac{1}{2}} k, \quad \alpha^* = \left( \frac{\nu_m}{A_ig^2} \right)^{\frac{1}{2}} \alpha \]

and \( \gamma^* = \left( \frac{1}{A_ig\nu_m^2(\rho_1 + \rho_2)^3} \right)^{\frac{1}{2}} \gamma \), \hspace{1cm} (A1)

where \( \nu_m \) is a mean kinematic viscosity defined by

\[ \nu_m = \frac{\eta_1 + \eta_2}{\rho_1 + \rho_2} \]

the authors of Ref. 5 claim that the ratio \( s = \alpha^*/(k^*^2) \) is root of the equation

\[ s^2 + 2sH(s) = R, \]

where

\[ H(s) = \frac{2a(s)b(s)}{a(s) + b(s)}, \]

\[ a(s) = C_2 + \sqrt{C_1 + C_1A_1s}, \]

\[ b(s) = C_1 + \sqrt{C_2 + C_2A_2s}, \]

\[ A_i = \frac{\rho_i}{\rho_1 + \rho_2}, \quad C_i = \frac{\eta_i}{\eta_1 + \eta_2}, \quad i = 1, 2, \]

and

\[ R = \frac{1 - \gamma^*(k^*)^2}{(k^*^3)}, \]

We compute an estimate of this root by using Newton’s method.
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