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Abstract

Differential abundance tests in compositional data are essential and fundamental tasks in various biomedical applications, such as single-cell, bulk RNA-seq, and microbiome data analysis. However, because of the compositional constraint and the prevalence of zero counts in the data, differential abundance analysis in compositional data remains a complicated and unsolved statistical problem. This study introduces a new differential abundance test, the robust differential abundance (RDB) test, to address these challenges. Compared with existing methods, the RDB test is simple and computationally efficient, is robust to prevalent zero counts in compositional datasets, can take the data’s compositional nature into account, and has a theoretical guarantee of controlling false discoveries in a general setting. Furthermore, in the presence of observed covariates, the RDB test can work with the covariate balancing techniques to remove the potential confounding effects and draw reliable conclusions. Finally, we apply the new test to several numerical examples using simulated and real datasets to demonstrate its practical merits.
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1 Introduction

Compositional data, where all components are non-negative, and their sum is one, naturally arises in a wide range of modern scientific applications, including human microbiome studies, nutritional science, genomics studies, and geochemistry. An essential and fundamental task in these scientific applications is differential abundance testing, aiming to identify a set of differential components across experimental conditions (Robinson et al., 2010; Law et al., 2014; Kharchenko et al., 2014; Fernandes et al., 2014; Love et al., 2014; Mandal et al., 2015; Risso et al., 2018; Morton et al., 2019). However, differential abundance analysis in compositional data is a complicated and challenging statistical problem because of the constant-sum constraint. Applying standard statistical analysis directly to compositional data ignores data’s compositional nature, and hence can result in an ill-defined statistical hypothesis and false-positive scientific discovery (Vandeputte et al., 2017; Weiss et al., 2017; Morton et al., 2019; Brill et al., 2019; Lin and Peddada, 2020).

To account for the constant-sum constraint and gain reliable scientific insights from compositional data, studies propose many differential abundance testing methods for different types of biomedical compositional datasets, including single-cell, bulk RNA-seq, and microbiome data (Robinson et al., 2010; Paulson et al., 2013; Law et al., 2014; Kharchenko et al., 2014; Fernandes et al., 2014; Love et al., 2014; Mandal et al., 2015; Lê Cao et al., 2016; Butler et al., 2018; Risso et al., 2018; Morton et al., 2019; Lin and Peddada, 2020; Martin et al., 2020). These methods have been very successful in many applications and helped make significant progress in various scientific fields. However, most of these existing methods require taking a ratio (or log-ratio) of two proportions, and thus, implicitly assume that each component’s proportions are strictly larger than zero. Unfortunately, zero counts are prevalent in some biomedical compositional data sets, e.g., microbiome data (Cao et al., 2020), because of insufficient sequence depth (also called technical zero) or biological variation (also called structural zero). Using pseudo-counts, that is replacing zero counts with a small positive number, could alleviate this zero counts problem. However, one usually does not know how to choose a pseudo-count for a given data set, and this strategy could potentially lead to inflated false-positive discoveries, as noted by Brill et al. (2019).
These challenges makes one wonder if a differential abundance test exists for compositional data with the following properties: (i) it is simple, easy to implement, and computationally efficient, (ii) is robust to prevalent zero counts in the compositional data set eliminating the need of an extra step to handle the zero counts problem, (iii) can take the compositional nature of data into account, and (iv) has a theoretical guarantee of controlling false discoveries in a general setting. This study shows this is feasible by developing a new robust differential abundance test: the RDB test.

Specifically, motivated by recent studies of Morton et al. (2019) and Brill et al. (2019), the differential abundance analysis is formulated as a reference-based hypothesis testing problem. That is, the hypothesis is defined with respect to a set of unknown reference components, and its identification conditions are studied. Our investigation shows that under such a reference-based hypothesis, the differential components can be recovered completely by a series of directional comparisons on renormalized proportions in the noiseless case. Inspired by this observation, we introduce a new iterative method to identify the differential components in compositional data. Unlike existing methods, the new method only needs to evaluate standard two-sample \( t \) test statistics (also known as Welch’s \( t \) test) on renormalized proportions in each iteration, so that we do not need to worry about the zero counts problem anymore. Owing to the reference-based hypothesis, the new method follows a two-stage procedure to identify the differential components in each iteration: (i) integrate all components’ \( t \) test statistics to determine the testing direction; (ii) identify the differential components by a component-wise directional two-sample test. The idea of such a two-stage strategy is inspired by the perspective of empirical Bayesian analysis (Robbins, 1951; Efron, 2012) and has been used in other large-scale simultaneous hypothesis testing problems. For example, Efron (2004) proposes empirically estimating the mean and variance of null distribution before conducting large-scale hypothesis testing. Unlike these existing methods, we iteratively apply such a two-stage strategy. To demonstrate the merit of the newly proposed method, we study the new RDB test’s theoretical properties. More concretely, we show that the family-wise error rate (FWER) can be controlled at the \( \alpha \) level asymptotically in a general setting, and the differential components can be identified completely in a large probability
when the signal-to-noise ratio is large enough. Note that the theoretical analysis itself might be of interest, because of the challenges in handling the dependency among test statistics caused by renormalization and iterative procedure.

As more observational studies collect compositional datasets, another difficulty in differential abundance analysis is reducing the bias introduced by the potential confounding covariates. As the RDB test comprises a series of standard two-sample $t$ tests, it can work with most covariate balancing techniques designed for the potential outcome framework (Imbens and Rubin, 2015; Rosenbaum and Rubin, 1983). In particular, we combine the newly proposed RDB test with weighting methods (Rosenbaum, 1987; Robins et al., 2000; Imai and Ratkovic, 2014; Chan et al., 2016) to remove the potential confounding effect of observed covariates in this study. Furthermore, the idea of this iterative method in the RDB test can also be extended to control the false discovery rate and test the linear association with a continuous outcome. An R package of RDB is available at https://github.com/lakerwsl/RDB.

2 Model and Reference-based Hypothesis

2.1 Model and Notation

Suppose we wish to compare the abundance of $d$ different components, such as $d$ different taxa. The absolute abundance of these $d$ different components in a sample can be represented by a non-negative vector $A = (A_1, \ldots, A_d)$, where $A_i \geq 0$ is the absolute abundance of the $i$th component. Instead of directly observing the absolute abundance $A$, we only collect count data $N = (N_1, \ldots, N_d)$ in many real applications, where $N_i$ is the number of the $i$th component we observe. In this study, given the absolute abundance $A$, we assume the count data are drawn from a multinomial model

$$N|P, N^* \sim \text{multinomial}(N^*, P),$$

where $P = (P_1, \ldots, P_d)$ is the relative abundance of these $d$ components and $N^* = \sum_i N_i$ is the total counts we observe in a sample. The relative abundance $P$ is defined as $P_i = A_i/A^*$, where $A^* = \sum_{i=1}^d A_i$. As the total counts $N^*$ is usually not proportional to absolute
abundance, we normalize the count data as a compositional vector, that is, \( \hat{P} = (\hat{P}_1, \ldots, \hat{P}_d) \), where \( \hat{P}_i = \frac{N_i}{N^*} \). Clearly, the compositional data \( \hat{P} \) we observe is an empirical version of relative abundance \( P \), and thus, only reflects the information on relative abundance rather than absolute abundance.

In the differential abundance test, we assume two populations of interest, for example, the treated and control group, which can be written as \( \pi_1(A) \) and \( \pi_2(A) \), respectively. As we want to compare the abundance of the two populations, we draw \( m_1 \) and \( m_2 \) samples from each population

\[
A_{k,1}, A_{k,2}, \ldots, A_{k,m_k} \sim \pi_k(A), \quad k = 1, 2.
\]

For the \( j \)th sample in the \( k \)th population, we observe count data \( N_{k,j} = (N_{k,j,1}, \ldots, N_{k,j,d}) \), drawn from the model in (1) given the absolute abundance \( A_{k,j} \). For a fair comparison, these count data can be normalized as empirical relative abundance \( \hat{P}_{k,j} = (\hat{P}_{k,j,1}, \ldots, \hat{P}_{k,j,d}) \).

Therefore, the goal of the differential abundance test is to compare the two populations \( \pi_1 \) and \( \pi_2 \) based on the observed compositional data \( \hat{P}_{k,1}, \hat{P}_{k,2}, \ldots, \hat{P}_{k,m_k}, k = 1, 2 \). Hereafter, we always use \( i \) as the index of the component, \( j \) as the index of the sample and \( k \) as the index of the population. After introducing the data generating model, we also need to define a hypothesis for the differential abundance test. It seems straightforward to define a rigorous hypothesis in such a two-sample case. However, we will see that the data’s compositional nature makes it difficult to define a statistically identifiable and scientific meaningful hypothesis.

The general goal of the differential abundance test is to identify a set of components with different abundances across two populations. This task can be naturally formulated as a hypothesis testing problem on the absolute abundance

\[
H_{i,0} : \mathbb{E}_{\pi_1}(A_i) = \mathbb{E}_{\pi_2}(A_i) \quad \text{vs.} \quad H_{i,1} : \mathbb{E}_{\pi_1}(A_i) \neq \mathbb{E}_{\pi_2}(A_i),
\]

(2)

where \( \mathbb{E}_{\pi_k}(A_i) \) represents the expected absolute abundance of the \( i \)th component in the \( k \)th population. However, the following example suggests that no methods can consistently test the hypothesis in (2) based on the compositional data, if we do not make further assumptions.

**Example 1.** Consider the distributions \( \pi_1 \) and \( \pi_2 \) in Figure 1. If we examine the absolute abundance of \( \pi_1 \) and \( \pi_2 \), we know that the absolute abundances of all components are doubled
in $\pi_2$, compared with $\pi_1$. However, only observing their relative abundance, we could conclude that there is no difference between $\pi_1$ and $\pi_2$. In other words, we cannot distinguish the two populations by only observing the relative abundance.

Example 1 suggests that the information provided by the compositional data is insufficient to answer the question such as (2). To make the hypothesis identifiable, one possible solution is to ignore the compositional nature of the data and directly test the relative abundance

$$H_{i,0} : Q_{1,i} = Q_{2,i} \quad \text{vs.} \quad H_{i,1} : Q_{1,i} \neq Q_{2,i}, \quad (3)$$

where $Q_{1,i} = \mathbb{E}_{\pi_1}(P_i)$ and $Q_{2,i} = \mathbb{E}_{\pi_2}(P_i)$ are the expected relative abundance of the $i$th component in the two populations. Although such a hypothesis in (3) is testable based on the compositional data, it might lead to a false discovery, as it is difficult to find a meaningful connection to absolute abundance. To illustrate this, consider the following example:

**Example 2.** Consider the distributions $\pi_1$ and $\pi_3$ in Figure 1. In absolute abundance, only the red component’s absolute abundance is larger in $\pi_3$ than $\pi_1$, and the absolute abundances of the rest components stay the same across the populations. However, examining their relative abundance, we observe that the red component’s relative abundance increases and the relative abundances of the rest components decrease due to the compositional constraint. Simply, the changes in relative abundance are not equivalent to the changes in absolute abundance.

In the above example, only the red component is the driver component; however, all the components belong to alternative hypotheses in (3). These two examples indicate that it is important to define an identifiable and interpretable statistical hypothesis carefully for the compositional data.

### 2.2 Reference-based Hypothesis

As every piece of information introduced by compositional data is relative, reference frames are necessary to analyze the compositional data, as noted in [Pawlowsky-Glahn and Buccianti (2011)] and [Morton et al. (2019)]. The idea of reference frames has also been applied
Figure 1: Comparison between absolute abundances and relative abundances.

in standard compositional data analysis. For example, the geometric mean of all components is seen as a reference component in the center log-ratio transformation. A change in compositional data can be interpreted as a change with respect to the reference components through the reference frames.

Specifically, motivated by recent work [Brill et al., 2019], a subset of components $I_0$ is called a reference set if there exists a positive constant $b > 0$ such that the relative abundance in $I_0$ changes in the same amplitude

$$Q_{1,i} = bQ_{2,i}, \quad i \in I_0.$$  \hspace{1cm} (4)

The reference set’s definition suggests that the relative relationship within the reference set $I_0$ does not change across the two populations, that is, $Q_{1,i}/Q_{1,i'} = Q_{2,i}/Q_{2,i'}$ for any $i, i' \in I_0$ so that it can be seen as a benchmark. For example, the orange, green, and blue components in Example 2 can be seen as a reference set, although their relative abundances differ between $\pi_1$ and $\pi_3$. Based on the reference set $I_0$, we compare everything with the components in the reference set, and thus, the problem of testing for differential components can be cast as the following reference-based hypothesis testing problem:

$$H_{i,0} : \frac{Q_{1,i}}{\sum_{i \in I_0} Q_{1,i}} = \frac{Q_{2,i}}{\sum_{i \in I_0} Q_{2,i}} \quad \text{vs.} \quad H_{i,1} : \frac{Q_{1,i}}{\sum_{i \in I_0} Q_{1,i}} \neq \frac{Q_{2,i}}{\sum_{i \in I_0} Q_{2,i}}.$$  \hspace{1cm} (5)

Under the above hypothesis, a change in some components is interpreted as a change with
respect to the reference set \( I_0 \). Unlike the conventional statistical hypothesis testing problem, the reference-based hypothesis at each component is defined by all components. If a component belongs to the reference set, then the null hypothesis is naturally true. The definition in (4) also defines a set of non-differential components. If we further assume that the absolute abundance within the reference set is unchanged across two populations, that is,

\[
E_{\pi_1}(A_i) = E_{\pi_2}(A_i), \quad i \in I_0, \tag{6}
\]

then hypothesis (2) is roughly equivalent to hypothesis (5). In other words, under the assumption (6), the compositional data can be used to infer the differential components defined based on absolute abundance. Note also that assumption (6) cannot be diagnosed and verified based on the compositional data alone.

The definition of hypothesis (5) depends on the choice of the reference set. If domain knowledge or extra information on the reference set is available in advance, (5) is well-defined based on the known \( I_0 \) and ready to be tested by the compositional data. However, a more realistic situation in practice is that the reference set is unknown in advance. In this case, different reference set choices can lead to inconsistent conclusions of the null hypothesis, and thus, cause the problem of model identifiability. The following proposition shows that assumptions are required to make the hypothesis testing problem identifiable.

**Proposition 1.** If we assume the reference set \( I_0 \) in (5) satisfies \( |I_0| > d/2 \), then the null and alternative hypotheses in (5) are well defined. In contrast, there exists an instance of two reference sets \( I_{0,1} \) and \( I_{0,2} \) defined in (4) with \( |I_{0,1}|, |I_{0,2}| \leq d/2 \) and the null hypotheses defined by \( I_{0,1} \) and \( I_{0,2} \) contradict each other.

This proposition suggests that when the reference set is unknown, it is necessary to assume the existence of a large enough reference set to ensure that the hypothesis for the differential abundance test in compositional data is well defined. Hereafter, we always assume the reference set \( I_0 \) in (5) satisfies \( |I_0| > d/2 \).
2.3 Existing Methods for Reference-based Hypothesis

To test hypothesis (5), several different methods have been proposed using standard compositional analysis techniques. Mandal et al. (2015) recently proposed a method called analysis of composition of microbiome (ANCOM). To test if the $i$th component is a differential one, ANCOM compares the $i$th component with all other components by testing

\[ H_{i,i'}^0 : \mathbb{E}_{\pi_1} \{ \log(P_i/P_{i'}) \} = \mathbb{E}_{\pi_2} \{ \log(P_i/P_{i'}) \} \]

\[ H_{i,i'}^1 : \mathbb{E}_{\pi_1} \{ \log(P_i/P_{i'}) \} \neq \mathbb{E}_{\pi_2} \{ \log(P_i/P_{i'}) \} \]

for all $i' \neq i$. After $d(d-1)/2$ hypothesis testing, ANCOM summarizes all the decisions by the number of null hypothesis rejections, that is,

\[ W_i = \sum_{i' \neq i} I[\mathbb{E}_{\pi_1} \{ \log(P_i/P_{i'}) \} \neq \mathbb{E}_{\pi_2} \{ \log(P_i/P_{i'}) \}] , \]

where $I(\cdot)$ is an indicator function. The $i$th component is a differential one if $W_i > d/2$. The main disadvantage of this method is that comparing $O(d^2)$ hypotheses is time-consuming in practice. With a similar idea, Brill et al. (2019) proposes to first identify the reference set by evaluating

\[ S_i = \text{Median} \left[ \left| \mathbb{E}_{\pi_1} \{ \log(P_i/P_{i'}) \} - \mathbb{E}_{\pi_2} \{ \log(P_i/P_{i'}) \} \right| : i' \neq i \right] . \]

The $i$th component belongs to the reference set if $S_i$ is small. After the reference set is estimated, the differential components can be identified by comparing each component with the estimated reference set. However, identifying the reference set effectively and the effect of a misspecified reference set on this method remain unknown. Unlike the above two methods, Morton et al. (2019) proposes to rank the components by the ratio between two populations. Specifically, the ratio of $i$th components is defined as

\[ T_i = \mathbb{E}_{\pi_1} \{ \log(P_i) \} - \mathbb{E}_{\pi_2} \{ \log(P_i) \} . \]

Then, one can find the mode of $T_i$, which is defined as $T^*$ such that $|\{i : T_i = T^*\}|$ is the largest. Then, the differential components are defined as the ones with $T_i \neq T^*$. Nevertheless, it is difficult to estimate the mode of $T_i$ when there is noise.

In all the above methods, the important tool to account for the compositional nature is the ratio or log-ratio of two proportions. This idea is also commonly used in the existing
literature of compositional data analysis (Aitchison, 1983; Pawlowsky-Glahn and Buccianti, 2011). Its main advantage is that it can represent the relative information in a clean form and can be easily incorporated into various classical multivariate analyses when the proportions are strictly larger than 0. However, the ratio between the two proportions can be unstable and even ill-defined in the presence of zero counts and measurement error. Unfortunately, zero counts are prevalent in many compositional data sets, such as microbiome data sets. To overcome this problem, a popular practice is to replace zero counts with a small number (also called pseudo-count). However, choosing this small number for a given data set remains a challenge. In addition, as Brill et al. (2019) show, mishandling zero counts can lead to inflated false discoveries.

3 Robust Differential Abundance Test

3.1 Infinite Sample Size

The analysis in the previous section might raise questions if there is a method to test the differential components in compositional data, which is robust to prevalent zero counts in compositional data. To answer this question, we introduce a new robust framework for differential abundance test in compositional data, which only examines the absolute difference between two proportions. Without loss of generality, we always write the largest reference set as $I_0$, which means $H_{i,1}$ in (5) (based on $I_0$) is true as long as $i \notin I_0$, and the set of differential components as $I_1 = [d] \setminus I_0$, where $[d] = \{1, \ldots, d\}$. Based on this definition, $I_0$ is essentially the set of all non-differential components; therefore we might use these two concepts exchangeably.

Compared with conventional hypothesis testing, the main difficulty in testing a reference-based hypothesis is that the null hypothesis of the $i$th component cannot be identified only based on data at the $i$th component, as (5) is defined based on the relative relationship with respect to components in $I_0$. This section shows that testing such hypotheses can be achieved by a series of directional comparisons on renormalized proportions. To illustrate the idea, we consider the ideal case that the number of observed samples is infinite, that
is, $Q_{1,i}$ and $Q_{2,i}$ are known, and the sum of the components between the two conditions is strictly larger than 0, that is, $Q_{1,i} + Q_{2,i} > 0$ for $i \in [d]$ in this section.

According to (4), a common feature of all non-differential components (in $I_0$) is that

$$R_i := Q_{1,i} - Q_{2,i} \text{ has the same sign for } i \in I_0.$$  

More concretely, for all $i \in I_0$, $R_i > 0$ if $b > 1$; $R_i < 0$ if $b < 1$; and $R_i = 0$ if $b = 1$. This observation motivates us to use all components to infer the sign of $b - 1$ and then identify the differential components by comparing the signs of $R_i$ and $b - 1$. In particular, the assumption $|I_0| > d/2$ suggests that the sign of all $R_i$’s median, denoted by $M\{R_i : 1, \ldots , d\}$, always equals to the sign of $R_i$ for $i \in I_0$. Therefore, $b - 1$ has the same sign as $M\{R_i : 1, \ldots , d\}$. As all components with a different sign of $b - 1$ are differential components, we can identify differential components by comparing the sign of $R_i$ and $M\{R_i : 1, \ldots , d\}$. Briefly, all components with $\text{sign}(R_i) \neq \text{sign}(M\{R_i : 1, \ldots , d\})$ are differential components. The differential components identified by the above strategy are all correct ones, but it might ignore many other differential components. For example, if $b > 1$, the above strategy cannot identify components with $Q_{1,i} > bQ_{2,i}$, although they too are also differential components based on the definition in (5).

To overcome this problem, we generalize the above idea by repeatedly applying this strategy to renormalized proportions. To be specific, let $U_{(t)}$ be the set of identified differential components candidates and $V_{(t)}$ be the rest of the components at each iteration $t$. We set $U_{(0)} = \emptyset$ and $V_{(0)} = [d]$ to initialize the iterative procedure. Instead of assessing $R_i$ directly, we opt to examine the absolute difference after normalization with respect to a set $I \subset [d]$

$$R_i(I) = \frac{Q_{1,i}}{\sum_{i \in I} Q_{1,i}} - \frac{Q_{2,i}}{\sum_{i \in I} Q_{2,i}}, \quad i \in I.$$  

If we define $b(I) = b \times (\frac{\sum_{i \in I} Q_{2,i}}{\sum_{i \in I} Q_{1,i}})$, we can know that $b(I)$ is the ratio of $Q_{1,i}/\sum_{i \in I} Q_{1,i}$ and $Q_{2,i}/\sum_{i \in I} Q_{2,i}$ for all $i \in I_0$, and $R_i(I)$’s median has the same sign with $b(I) - 1$ when $I_0 \subset I$. Here, we define the median of $R_i(I)$ as

$$M(I) = \text{Median} \{R_i(I) : i \in I\}.$$  

After determining $M(I)$’s sign, we can define the set of differential components $W^+(I) = \{i \in I : R_i(I) > 0\}$, $W^-(I) = \{i \in I : R_i(I) < 0\}$ and $W^0(I) = \{i \in I : R_i(I) = 0\}$. 
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Following these notations, we now define the following iterative procedure to identify the differential components. For any $t = 0, 1, \ldots$, we repeat the following procedure:

(a) Find the median $M(V(t))$ based on $R_i(V(t))$, $i \in V(t)$.

(b) Find all components with a different sign from $M(V(t))$

$$W(t) = \begin{cases} W^+(V(t)) \cup W^-(V(t)), & \text{if } M(V(t)) = 0 \\ W^-(V(t)) \cup W^o(V(t)), & \text{if } M(V(t)) > 0 \\ W^+(V(t)) \cup W^o(V(t)), & \text{if } M(V(t)) < 0 \end{cases}$$

(c) Let $U_{(t+1)} = U_{(t)} \cup W_{(t)}$ and $V_{(t+1)} = V_{(t)} \setminus W_{(t)}$. If $W_{(t)} = \emptyset$, stop the loop.

After the loop stop at $t = T$, we set $\hat{I}_0 = V_{(T)}$ and $\hat{I}_1 = U_{(T)}$. $\hat{I}_0$ is an estimation of the largest reference set $I_0$ and $\hat{I}_1$ estimates the set of differential components $I_1$. We now show that $I_0$ and $I_1$ can be recovered by $\hat{I}_0$ and $\hat{I}_1$ completely in at most $|I_1| + 1$ iterations.

**Theorem 1.** Consider estimating $I_0$ and $I_1$ by $\hat{I}_0$ and $\hat{I}_1$ defined above. If $|I_0| > d/2$, we can show that

$$T \leq |I_1| + 1, \quad \hat{I}_0 = I_0 \quad \text{and} \quad \hat{I}_1 = I_1.$$ 

This theorem suggests that one can identify the differential components accurately by a series of directional comparisons on renormalized proportion, when the sample size is infinite. Compared with existing methods, this iterative procedure does not evaluate the ratio between two proportions; therefore we need not worry about the prevalent zero counts problem anymore.

### 3.2 Finite Sample Size

We cannot apply the iterative procedure described in the previous section directly to the compositional data in practice, because we only observe finite samples. Owing to the uncertainty in data, we redefine the testing procedure in the previous section to account for
the randomness in data. Given a subset \( I \subset [d] \), we consider a standard two-sample \( t \) test statistic after normalization with respect to \( I \)
\[
\hat{R}_t(I) = \frac{\bar{P}_{1,i}(I) - \bar{P}_{2,i}(I)}{[\hat{\sigma}^2_{1,i}(I)/m_1 + \hat{\sigma}^2_{2,i}(I)/m_2]^{1/2}},
\]
where \( \bar{P}_{1,i}(I) \) and \( \hat{\sigma}^2_{1,i}(I) \) are defined as \( \bar{P}_{1,i}(I) = \sum_{i \in I} \hat{P}_{1,i} / \sum_{i \in I} \hat{P}_{k,i} \), where \( \hat{P}_{k,i} = \sum_{j=1}^{m_k} \hat{P}_{k,j,i}/m_k \),
and
\[
\hat{\sigma}^2_{k,i}(I) = \frac{1}{m_k - 1} \sum_{j=1}^{m_k} \left( \frac{\hat{P}_{k,j,i}}{\sum_{i \in I} \hat{P}_{k,i}} - \bar{P}_{k,i}(I) \right)^2.
\]
Similar to \( M(I) \), we also define \( \hat{M}(I) \)'s median, that is,
\[
\hat{M}(I) = \text{Median} \left\{ \hat{R}_i(I) : i \in I \right\}.
\]

Suppose \( \hat{M}(I) \) is very close to 0 in a sense that \(-M < \hat{M}(I) < M\), we can expect that \( b(I) \) is close to 1 and all components with \( \hat{R}_i(I) \) far away from 0 are differential components. This task is equivalent to conducting two-sided hypothesis testing, and we define the set \( W^\pm(I, D) = \{ i \in I : |\hat{R}_i(I)| > D \} \), where \( D \) is a critical value corrected for the multiple testing. In contrast, if \( \hat{M}(I) \) is large than \( M \), we can expect \( b(I) \) is larger than 1, and the differential components can be identified by one-sided hypothesis testing, that is, \( W^-(I, D) = \{ i \in I : \hat{R}_i(I) < -D \} \). Similarly, when \( \hat{M}(I) < -M \), we collect the differential components in the set \( W^+(I, D) = \{ i \in I : \hat{R}_i(I) > D \} \).

Similar to the previous section, we define \( U(t) \), as the set of selected differential components and \( V(t) \), as the rest of the components at each iteration \( t \), which are initially chosen as \( U(0) = \emptyset \) and \( V(0) = [d] \). Given a threshold \( M \) and a series of critical values \( (D^\pm(t), D^+(t), D^-(t)) \), \( t = 0, 1, \ldots \), we update \( U(t) \) and \( V(t) \) in the following rule.

(a) Find the median \( \hat{M}(V(t)) \) based on \( \hat{R}_i(V(t)) \), \( i \in V(t) \).

(b) Set
\[
W(t) = \begin{cases} 
W^\pm(V(t), D^\pm(t)), & \text{if } -M < \hat{M}(V(t)) < M \\
W^-(V(t), D^-(t)), & \text{if } \hat{M}(V(t)) \geq M \\
W^+(V(t), D^+(t)), & \text{if } \hat{M}(V(t)) \leq -M 
\end{cases}
\]
(c) Let \( U_{(t+1)} = U_{(t)} \cup W_{(t)} \) and \( V_{(t+1)} = V_{(t)} \setminus W_{(t)} \). If \( W_{(t)} = \emptyset \), stop the loop.

After the loop stop at \( t = T \), we set \( \hat{I}_0 = V_{(T)} \) and \( \hat{I}_1 = U_{(T)} \). To implement this procedure, we still need to choose a threshold \( M \) and a sequence of positive critical values \( (D_{(t)}^+, D_{(t)}^-, D_{(t)}^-) \) for \( t = 0, 1, \ldots \) to control false discovery.

### 3.3 Family-wise Error Rate Control

Unlike the conventional false discovery setting, there are several unique challenges here. First, the test statistics \( \hat{R}_i(I) \) are generally dependent for different \( i \in I \) because of the compositional constraint after renormalization. In addition, there is sometimes some dependency structure between components in some applications, such as microbiome data (Hawinkel et al., 2019). Second, the two-step procedure suggests that we need to consider the potential error in the first step when choosing the second step’s critical values. Third, as an iterative procedure, the possible dependence after renormalization plays an important role in the false discovery control.

To choose the threshold \( M \) for the median, we need to consider the potential dependency structure between \( \hat{R}_i(I) \). In particular, let \( P_i = \{ \hat{P}_{k,j,i} | k = 1, 2, j = 1, \ldots, m_k \} \) and \( S_l \) be a subset of \([0, 1]^{m_1 + m_2}\) for all \( 1 \leq l \leq |I_0| \). For any subset \( S_l \), we assume \( P_i, i \in I_0 \) can be ordered as \( P^{(1)}_i, \ldots, P^{(|I_0|)}_i \) to satisfy

\[
\sum_{l=1}^{|I_0|} \| \mathbb{E}((B_l - \mu_l)^2 | B_{l}^{(1)}]) \|_\infty + 2 \sum_{l=1}^{|I_0|} \sum_{l'=1}^{l-1} \| \mathbb{E}(B_l - \mu_l | B_{l'}^{(1)}) \|_\infty \leq C_p \sum_{l=1}^{|I_0|} \mu_l, \tag{7}
\]

where \( C_p > 0 \) is some constant, \( B_l = I(P_{(l)} \in S_l) \), \( \mu_l = \mathbb{E}(B_l) \), and \( B_{l}^{(1)} = \{ B_1, \ldots, B_l \} \). We can set \( C_p = 1 \) when \( P_i \) are independent of each other. Given condition (7), we choose the median’s threshold \( M \) as \( M = \sqrt{C_p \log d/d} \). In doing so, we can ensure that \( \mathbb{P}(\hat{M}(I) < -M, b(I) \geq 1) \to 0 \) and \( \mathbb{P}(\hat{M}(I) > M, b(I) \leq 1) \to 0 \).

When choosing the critical values \( (D_{(t)}^+, D_{(t)}^+, D_{(t)}^-) \), it is necessary to consider renormalization at each iteration. Specifically, let \( q_{\alpha} \) be the upper \( \alpha \)-quantile of the following random variable \( \max_{i \in I_0} (\sup_r r_i z_{1,i} + \sqrt{1 - r_i^2} z_{2,i}) = \max_{i \in I_0} \sqrt{z_{1,i}^2 + z_{2,i}^2} \), where \( z_{1,i} \) and \( z_{2,i} \) are independent standard Gaussian random variables. For simplicity, we can choose an upper
bound of $q_{\alpha}$ in practice, that is, $\tilde{q}_{\alpha} = \sqrt{2 \log d - 2 \log \alpha}$. In one-sided testing, we choose $D_{(i)}^+ = D_{(i)}^- = q_{\alpha}$. When choosing a critical value in two-sided testing, it is also necessary to consider the effect of potential error in the first step. In particular, we choose critical value $D_{(i)}^\pm$ as

$$D_{(i)}^\pm = q_{\alpha} + r_Q M,$$

where $r_Q = 8C_r U_f/L_{1/4}$ and $U_f$, $L_{1/4}$ and $C_r$ are defined in the Supplementary Material. When $r_Q \sqrt{C_p} \ll \sqrt{d}$, we have $D_{(i)}^\pm = q_{\alpha}(1+o(1))$. Based on the above thresholds and critical values, we show that the proposed procedure can asymptotically control the family-wise error rate (FWER) at the $\alpha$ level.

**Theorem 2.** Consider estimating $I_0$ and $I_1$ by $\hat{I}_0$ and $\hat{I}_1$ defined in Section 3.2. If (7) is satisfied and Assumptions 7-10 in the Supplementary Material hold, we can show that

$$P(\hat{I}_1 \cap I_0 \neq \emptyset) \leq \alpha + o(1).$$

Theorem 2 suggests that FWER can be controlled at the $\alpha$ level asymptotically by our newly proposed method. Section 4.2 shows that the critical values $(D_{(i)}^+, D_{(i)}^+, D_{(i)}^-)$ can also be chosen to control the false discovery rate (FDR).

In the RDB test, we need to specify three parameters: the threshold for median $M$, the critical value for each component $T$, and the effect size of the first step $r_Q$ if we set $D_{(i)}^+ = T + r_Q M$ and $D_{(i)}^- = D_{(i)}^- = T$. $M$ and $r_Q$ mainly control the decision of testing direction in each iteration and its effect. Although larger $M$ and $r_Q$ increases robustness of the test in testing the wrong direction in the correlated case, they lead to smaller power in the second step. The choices of $M = \sqrt{2 \log d/d}$ and $r_Q = 0.2$ are supported by our experience and used in all numerical experiments of this paper. The simulation results suggest that the performance of RDB is not very sensitive to the choices of $M$ and $r_Q$, even in the correlated case. However, we need to carefully choose the critical value $T$, as it plays an important role in our test. The simulation experiments suggest that the theoretical choice $T = \sqrt{2 \log d - 2 \log \alpha}$ works well; however, as we illustrate in Section 4.2, $T$ can also be chosen automatically, when we aim to control FDR.
3.4 Power Analysis

To conduct power analysis, we consider a three-component mixture model. Specifically, we assume the absolute abundances of each component \( A_i \) are independent of each other, and \( \{1, \ldots, d\} \) is split into three sets, \( I_0, I_1^+, \) and \( I_1^- \). If the component is non-differential, that is, \( i \in I_0 \), we assume \( A_i \) has the same distribution under \( \pi_1 \) and \( \pi_2 \). In contrast, if \( i \in I_1^+ \), we assume \( A_i \) under \( \pi_2 \) has the same distribution with \( A_i + \delta_+ \) under \( \pi_1 \). Similarly, \( A_i \) under \( \pi_2 \) has the same distribution with \( A_i - \delta_- \) under \( \pi_1 \) if \( i \in I_1^- \). Here, \( \delta_+ \) and \( \delta_- \) are two constants.

Under this model, \( I_1 = I_1^- \cup I_1^+ \) is the set of differential components. We assume the sample size in the two groups is the same \( m = m_1 = m_2 \). We also assume the variance of \( \hat{P}_{k,j,i} \) to be the same for \( k = 1, 2 \), which is denoted by \( \sigma_i^2 \). We now characterize the sufficient conditions for reliably identifying differential components.

**Theorem 3.** Suppose \( \delta_+ \) and \( \delta_- \) satisfy

\[
\mathbb{E}_{\pi_1} \left( \frac{\delta_+ - A_i |I_1^+| \delta_+ / \sum_{i \in [d]} A_i}{\sum_{i \in [d]} A_i + \delta^*} \right) \geq (2 + \epsilon) \sigma_i \sqrt{\frac{2 \log d}{m}}, \quad i \in I_1^+
\]

and

\[
\mathbb{E}_{\pi_1} \left( \frac{A_i |I_1^-| \delta_- / \sum_{i \in [d]} A_i - \delta_-}{\sum_{i \in [d]} A_i + \delta^*} \right) \geq (2 + \epsilon) \sigma_i \sqrt{\frac{2 \log d}{m}}, \quad i \in I_1^-,
\]

where \( \delta^* = |I_1^+| \delta_+ - |I_1^-| \delta_- \) and \( \epsilon \) is some small constant. If we assume Assumption 5, 6 and \( rQ \sqrt{C_p} \ll \sqrt{d} \) hold, we have

\[
P(I_1 \subset \hat{I}_1) \to 1.
\]

Theorem 3 suggests that if the difference between two groups is sufficiently large (signal-to-noise ratio is at rate \( \sqrt{\log d/m} \)), the proposed methods can identify differential components consistently.

4 Extensions of Robust Differential Abundance Test

4.1 Covariate Balancing

Besides the compositional data from the two populations, we usually observe several covariates for each sample in observational studies. Specifically, our observed data is \((\hat{P}_{k,1}, X_{k,1}), \ldots, (\hat{P}_{k,m_k}, X_{k,m_k})\).
for \( k = 1, 2 \), where \( X_{k,j} \in \mathbb{R}^d \) are the observed covariates. The imbalance between distributions of \( X_{1,j} \) and \( X_{2,j} \) can bring bias when covariates are related to both treatment assignment and outcome of interest (Imbens and Rubin 2015; Rosenbaum and Rubin 1983). To remove the potential confounding effect, we adopt covariate balancing techniques. As the proposed robust differential abundance test is composed of a series of two-sample \( t \)-tests, we adopt one of the most widely used covariate balancing methods, that is, a weighting methods, to reduce the bias introduced by the confounding effects (Rosenbaum, 1987; Robins et al., 2000; Chan et al., 2016; Yu and Wang, 2020). Specifically, we adopt a weighting method to estimate weights \( w_{k,j} \) for each sample by the observed covariates \( X_{k,j} \) for \( k = 1, 2 \) and \( j = 1, \ldots, m_k \). Here, we assume \( \sum_{j=1}^{m_k} w_{k,j} = 1 \) for \( k = 1, 2 \). Instead of a standard two-sample \( t \)-test, we consider a weighted version of the two-sample \( t \)-test for a subset \( I \subset [d] \)

\[
\hat{R}_{i,w}(I) = \frac{\bar{P}_{1,i,w}(I) - \bar{P}_{2,i,w}(I)}{\hat{\sigma}_{k,i}(I)} \frac{1}{2},
\]

where \( \bar{P}_{k,i,w}(I) \) and \( \hat{\sigma}_{k,i}(I) \) are defined as

\[
\bar{P}_{k,i,w}(I) = \frac{\bar{P}_{k,i,w}}{\sum_{i \in I} \bar{P}_{k,i,w}} \quad \text{where} \quad \bar{P}_{k,i,w} = \sum_{j=1}^{m_k} w_{k,j} \hat{P}_{k,j,i},
\]

and \( \hat{V}_{i,w}(I) \) is an estimator for the variance of \( \bar{P}_{1,i,w}(I) - \bar{P}_{2,i,w}(I) \). The statistic \( \hat{R}_{i,w}(I) \) can then replace \( \hat{R}_{i}(I) \) in the proposed method in Section 3.2. Note that we can use any weighting method as long as we can estimate the variance. In the next section’s numerical experiments, we consider the empirical balancing calibration weighting method (CAL) proposed by Chan et al. (2016) (implemented in R package ATE), as it provides an estimator of the variance.

### 4.2 False Discovery Rate Control

The choices of \( D_{(t)}^+ \), \( D_{(t)}^- \) and \( D_{(t)}^\pm \) in Section 3.3 are designed for controlling the family-wise error rate under a correlated case. However, one may also want to control the false discovery rate (FDR) when desiring large power in practice. We now provide a BH-like procedure for our iterative method to control FDR without proof (Benjamini and Hochberg 1995). Specifically, if we choose \( D_{(t)}^+ = D_{(t)}^- = T \) and \( D_{(t)}^\pm = T + r_Q M \) for some constant \( T \), a plug-in
estimator for the upper bound of false discovery proportion is
\[ \hat{\text{FDP}}(T) \leq \frac{|I_0| \mathbb{P}(Z > T)}{\max\{|I_1(T)|, 1\}}, \]
where $|\hat{I}_1(T)|$ is the total number of rejected null hypotheses by the iterative method and $Z = \sqrt{z_1^2 + z_2^2}$, where $z_1$ and $z_2$ are independent standard Gaussian random variables. This estimator naturally leads to the following procedure to choose threshold $\hat{T}$
\[ \hat{T} = \inf \left\{ 0 \leq T \leq q_\alpha : \frac{d\mathbb{P}(Z > T)}{\max\{|I_1(T)|, 1\}} \leq \alpha \right\}. \]
After choosing $\hat{T}$, we can set $D^+_t = D^-_t = \hat{T}$ and $D^\pm_t = \hat{T} + r_Q M$ in our iterative method. Similar to the BH procedure, the guarantee of this procedure may need different components to have independence or some special correlation structure, as a plug-in estimator is used to estimate the false discovery proportion. In practice, when the number of iterations is small, $Z$ can also be chosen as $|z|$, where $z$ is a standard Gaussian random variable.

### 4.3 Continuous Outcome

Although the discussions in Sections 2 and 3 focus on two-sample comparison, the idea of this iterative method can also be applied to testing the association between compositional data and a continuous outcome. More concretely, suppose we observe $(\hat{P}_1, Y_1), \ldots, (\hat{P}_m, Y_m)$ where $\hat{P}$ is the compositional data and $Y$ is a continuous variable of interest. If we are interested in testing the linear association between compositional data and outcome, we can replace the two-sample $t$ test with a correlation test
\[ \hat{R}_i(I) = r_i(I) \sqrt{\frac{m - 2}{1 - r^2_i(I)}}, \]
where $r_i(I)$ is the Pearson correlation coefficient between renormalized compositional data $\hat{P}_{j,i}/\sum_{i \in I} \hat{P}_{j,i}$ and outcome $Y_j$. The theoretical analysis of testing linear association is similar to the two-sample comparison case. However, it remains unclear whether this framework can be extended to testing the nonlinear association between compositional data and continuous outcome.
5 Numerical Experiments

5.1 Simulation Studies

In simulation experiments, we compare the new robust differential abundance (RDB) test with six other common-used differential abundance tests. The tests we consider here are as follows: analysis of composition of microbiomes (ANCOM) by Mandal et al. (2015), analysis of composition of microbiomes with bias correction (ANCOM.BC) by Lin and Peddada (2020), differential abundance testing with compositionality adjustment (DACOMP) by Brill et al. (2019), differential expression analysis for sequence count data 2 (DESeq2) by Love et al. (2014), and Wilcoxon rank sum test without normalization (Wilcoxon) and with total sum scaling normalization (Wilcoxon.TSS). The simulation experiments consider four different ways to simulate observed data: Poisson-Gamma distributions, log-normal distributions, log-normal distributions with covariates, and real data shuffling. The Supplementary Material contains the detailed settings of simulation experiments.

We first simulate the data from Poisson-Gamma distributions and compare these seven different methods when the number of components \( d \), number of differentially components \( s \), and sample size \( m \) vary. The results are summarized in Tables 3, 4, and 5 when we aim to control FWER at the 10% level. These results suggest that both ANCOM, ANCOM.BC, DACOMP and RDB tests can control the family-wise error rate relatively well, while other tests suffer from inflated FWER under our simulation settings. An interesting observation is that FWER in RDB, ANCOM, and ANCOM.BC is slightly inflated when the sample size becomes small; however, the FWER in other methods is inflated when the sample size increases. A similar phenomenon is observed and explained in Lin and Peddada (2020).

To compare performances on correlated data, we next simulate the data from log-normal distributions with a correlated covariance matrix and summarize the results in Table 1. From Table 1, we can observe that the RDB test can control FWER very well, while other tests inflate the FWER. We also compare the computation time of these seven differential abundance tests when drawing data from Poisson-Gamma distributions. The computation time summarized in Table 2 suggests that our new test is very computationally efficient. To
\[ \rho = 0.4 \quad \rho = 0.6 \quad \rho = 0.8 \]

|       | FWER     | Power   | FWER     | Power   | FWER     | Power   |
|-------|----------|---------|----------|---------|----------|---------|
| RDB   | 0.02 (0.01) | 0.57 (0.01) | 0.01 (0.01) | 0.59 (0.02) | 0.01 (0.01) | 0.58 (0.01) |
| ANCOM.BC | 0.63 (0.05) | 0.72 (0.01) | 0.60 (0.05) | 0.73 (0.01) | 0.63 (0.05) | 0.71 (0.01) |
| ANCOM  | 0.17 (0.04) | 0.61 (0.01) | 0.19 (0.04) | 0.63 (0.01) | 0.22 (0.04) | 0.60 (0.01) |
| S1     | DESeq2   | 0.98 (0.01) | 0.73 (0.01) | 0.95 (0.02) | 0.74 (0.01) | 0.92 (0.03) | 0.72 (0.01) |
|        | Wilcoxon | 0.65 (0.05) | 0.61 (0.01) | 0.58 (0.05) | 0.63 (0.01) | 0.61 (0.05) | 0.60 (0.01) |
|        | Wilcoxon.TSS | 0.70 (0.05) | 0.63 (0.01) | 0.70 (0.05) | 0.65 (0.01) | 0.66 (0.05) | 0.63 (0.01) |
|        | DACOMP   | 0.41 (0.05) | 0.67 (0.01) | 0.45 (0.05) | 0.69 (0.01) | 0.38 (0.05) | 0.66 (0.01) |
| S2     | RDB      | 0.01 (0.01) | 0.29 (0.01) | 0.01 (0.01) | 0.30 (0.01) | 0.00 (0.00) | 0.32 (0.01) |
|        | ANCOM.BC | 0.37 (0.05) | 0.43 (0.01) | 0.43 (0.05) | 0.44 (0.01) | 0.46 (0.05) | 0.44 (0.01) |
|        | ANCOM    | 0.07 (0.03) | 0.33 (0.01) | 0.08 (0.03) | 0.32 (0.01) | 0.07 (0.03) | 0.34 (0.01) |
|        | DESeq2   | 0.75 (0.04) | 0.46 (0.01) | 0.73 (0.04) | 0.46 (0.01) | 0.74 (0.04) | 0.46 (0.01) |
|        | Wilcoxon | 0.29 (0.05) | 0.41 (0.01) | 0.39 (0.05) | 0.42 (0.01) | 0.39 (0.05) | 0.44 (0.01) |
|        | Wilcoxon.TSS | 0.43 (0.05) | 0.43 (0.01) | 0.44 (0.05) | 0.44 (0.01) | 0.47 (0.05) | 0.47 (0.01) |
|        | DACOMP   | 0.21 (0.04) | 0.37 (0.01) | 0.29 (0.05) | 0.38 (0.01) | 0.28 (0.05) | 0.39 (0.01) |

Table 1: Comparison of differential abundance tests when components are correlated.

To better understand the RDB test, we also study its performance when the sequencing depth is unbalanced. The results in Table 3 suggest that the FWER in RDB is slightly inflated in the unbalanced sequencing depth.

We now investigate the performance of the RDB test extensions. Similar to previous experiments, we simulate the data from both Poisson-Gamma and log-normal distributions and compare these seven different methods; however, we now aim to control FDR at the 10% level. Tables 7, 8, 9, and 10 summarize the results. Compared with FWER control, FDR control can boost power for all methods. RDB, ANCOM.BC, ANCOM, and DACOMP can control FDR well in the Poisson-Gamma case. In Table 9, only RDB can control the FDR in the correlated case; however we remain cautious, as it does not have a theoretical guarantee of controlling FDR under arbitrary correlated settings. Next, we compare the performance of different methods when observing some confounding variables. We simulate
### Table 2: Comparison of differential abundance tests in computation time (in seconds).

|       | $d = 100$ | $d = 200$ | $d = 500$ |
|-------|-----------|-----------|-----------|
| RDB   | 0.0041    | 0.0081    | 0.0225    |
| ANCOM.BC | 0.7156    | 1.2223    | 2.8303    |
| ANCOM | 15.6485   | 62.5443   | 400.1344  |
| DESeq2 | 1.31384   | 1.3924    | 1.6444    |
| Wilcoxon | 0.0282    | 0.0533    | 0.1258    |
| Wilcoxon.TSS | 0.0280    | 0.0552    | 0.1386    |
| DACOMP | 0.4300    | 1.6985    | 8.3371    |

the data from log-normal distributions with covariates and summarize the results in Table 11. From Table 11, the RDB test can control both FWER and FDR after covariate balancing adjustment. Finally, we study the performance of different methods when the outcome is continuous. We draw the data from a Poisson-Gamma distribution with a continuous outcome. The results in Table 12 suggest that the RDB test can control FWER well in such Poisson-Gamma distribution.

### 5.2 Analysis of Gut Microbiome Data

To further demonstrate the newly proposed method’s practical merits, we apply it to a gut microbiota dataset of 476 samples collected in [Yatsunenko et al. (2012)](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3121479/). These samples are divided into three groups based on their countries: 83 samples from Malawi (MA), 83 samples from Venezuela (VE), and 310 samples from the USA (US). This data set consists of 11905 OTUs, and we aggregate the dataset at the genus level, which leads to 649 different genera. After aggregation, we have 82.5% zero entries in the dataset. Besides the countries, each sample in this dataset has two observed covariates: gender (an indicator for female) and age. The goal here is to compare the microbiome communities between different countries and identify differential genera. Before conducting the differential abundance analysis, we first investigate the degree of covariance balancing in this dataset. The violin plot of age
is shown in Figure 2a, and the proportions of the females in Malawi, USA, and Venezuela are 63.9%, 58.1%, and 56.6%, respectively. They suggest that neither age nor gender is well balanced across counties, and thus, covariate adjustment is needed in differential abundance analysis.

We apply the new RDB test to each pair of countries to compare their microbiome communities. The RDB test identifies 37 differential genera between Malawi and USA, no differential genera between Malawi and Venezuela, and 47 between Venezuela and USA. We report the detailed genera in the Supplementary Material. There are 28 common genera reported between Malawi vs. USA and Venezuela vs. USA. In Figure 2b, we consider all estimated non-differential genera as the reference set in each pairwise comparison, and summarize the standard mean difference with respect to this reference set. Figure 2b shows that differential and non-differential genera are well separated using this reference set as a benchmark. The results suggest that there is no significant difference between Malawi and Venezuela. All differential genera between USA and Venezuela have a larger abundance in the USA than Venezuela. Most of the differential genera between USA and Malawi have a larger abundance in the USA than Malawi. Besides, there is large overlap between differential genera in USA vs Venezuela and USA vs Malawi. Among the 28 common genera reported by these two comparisons, 12 belong to order Clostridiales and phylum Firmicutes, which could be explained by a high-fat diet in the USA (Clarke et al., 2012). Therefore, the
pairwise analysis results are consistent with each other. We also apply the RDB test with FDR control, ANCOM, and ANCOM.BC to the same dataset. The results are summarized in Section 6.6 of the Supplementary Material, suggesting some differences in the reported differential genera. This comparison can also conclude that the RDB test can better identify the differential components from an angle of reference-based hypothesis.

6 Concluding Remarks

This study only focuses on the RDB test with a standard two-sample $t$ test for the sake of clean form and theoretical analysis. However, as a general framework, the RDB test can also work with other popular two-sample location tests, such as the Mann-Whitney $U$ test. Using more complicated tests in the RDB test might improve practical performance; however, it will also involve more theoretical analyses. In addition, we mainly consider weighting methods to adjust the confounding effects of observed covariates. As noted in the previous sections, it is possible to apply other covariate balancing techniques too. For example, the RDB test can work with another popular covariate balancing technique, the matching method (Rosenbaum, 2002; Yu and Rosenbaum, 2019). Application of RDB test to microbiome data usually requires choosing a suitable taxonomic rank for microbes. The RDB test can also be performed with multi-scale adaptive techniques to detect differential abundant microbes at a high resolution (Wang, 2021). Finally, it could also be interesting to explore if the new framework can test other characteristics of abundances, such as the dispersion and skewness (Martin et al., 2020).
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**Appendix A**

In this appendix, we provide some extra results on numerical experiments.

**6.1 Simulation Settings**

The simulation experiments consider four ways to simulate observed data: Poisson-Gamma
distributions, log-normal distributions, log-normal distributions with covariates and real data
shuffling. We draw $m_1$ samples from the first population and $m_2$ samples from the second
population for two-group comparisons. There are total $d$ components and $s$ differential com-
ponents. The effect size of differential ones can be represented as a vector $a = (a_1, a_2, \ldots, a_d)$. $s$
components are randomly drawn, so $a_i = 1$ if $i$ is a non-differential component. There
are two settings for $s$ differential components: (i) we draw the effect size of differential com-
ponents from a uniform distribution between 1 and 5; (ii) we draw half of the differential
components’ effect size from a uniform distribution between 1 and 5, and the other half from
a uniform distribution between 0.2 and 1. If the sequencing depth is balanced between two
groups, we draw the total number of counts $N_{k,j}^*$ randomly between 5000 and 50000 for each
sample. If not, we draw $N_{k,j}^*$ randomly between 5000 and 50000 when $k = 1$ and between
5000/$\beta$ and 50000/$\beta$ when $k = 2$ for some $\beta \geq 1$.

(a) *Poisson-Gamma Distributions.* In Poisson-Gamma distributions, we first randomly
generate a Gamma distribution parameter vector $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_d)$ so that 60% of
them are 50, 30% are 200, and 10% are 10000. Then, given $\gamma$ and effect size $a$, the
absolute abundance $A_{k,j,i} \sim \text{Pois}(\gamma_i)$ if $k = 1$ and $A_{k,j,i} \sim \text{Pois}(a_i \gamma_i)$ if $k = 2$ in a
two-sample comparison case. In the continuous outcome case, we first draw each $Y_j$
from a uniform distribution between 0 and 1 and then draw the absolute abundance
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$A_{j,i} \sim \text{Pois}\{1 + (a_i - 1)Y_j}\gamma_i$. Finally, given the absolute abundance, we draw the count data from the model in Section 2.

(b) \textit{Log-Normal Distributions}. In log-normal distributions, we generate a mean vector $\mu = (\mu_1, \mu_2, \ldots, \mu_d)$ so that 60\% of them are 3, 30\% are 5, and 10\% are 10. Then, we set the covariance matrix $\Sigma$ such that $\Sigma_{l_1,l_2} = \rho^{|l_1-l_2|}$ for some given $\rho < 1$. Given $\mu$, $\Sigma$, and effect size $a$, we draw the absolute abundance in the following way: $\log(A_{k,j}) \sim N(\mu, \Sigma)$ when $k = 1$ and $\log(A_{k,j}) \sim N(\log(a) + \mu, \Sigma)$ when $k = 2$. Here, log is an entry-wise operation for a vector. Finally, given the absolute abundance, we draw the count data from the model in Section 2.

(c) \textit{Log-Normal Distributions with Covariates}. In log-normal distributions with covariates, the latent covariates for each sample are generated in the following way: $W_{k,j} \sim N(\eta, I_{5 \times 5})$ if $k = 1$ and $W_{k,j} \sim N(-\eta, I_{5 \times 5})$ if $k = 2$, where $N$ represents the normal distribution, $\eta = (0.25, \ldots, 0.25) \in \mathbb{R}^5$ and $I_{5 \times 5}$ is the $5 \times 5$ identity matrix. Instead of observing $W_{k,j}$, we observe $X_{k,j}$ such that $X_{k,j} = \exp(W_{k,j}) + W_{k,j}$, where $\exp$ is an entry-wise operation for a vector. Then, we generate an amplitude vector $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_d)$ so that 60\% of them are 1, 30\% are 2, and 10\% are 3. For the $i$th component, we draw the coefficient $b_i \in \mathbb{R}^5$ in the following way: $P(b_i = \lambda_i u_i) = P(b_i = -\lambda_i u_i) = 1/2$ where each component of $u_i$ follows a uniform distribution between 0 and 1. Given $B = (b_1, b_2, \ldots, b_d)$ and $W_{k,j}$, we draw the absolute abundance in the following way: $A_{k,j} = \exp(W_{k,j}^TB) + Z_{k,j}$ when $k = 1$ and $A_{k,j} = 2a \times \{\exp(W_{k,j}^TB) + Z_{k,j}\}$ when $k = 2$. Here, each component of $Z_{k,j}$ is drawn from an exponential distribution. Finally, given the absolute abundance, we draw count data from the model in Section 2.

(d) \textit{Real Data Shuffling}. In real data shuffling, we need a count dataset of $m'$ samples $(N'_1, \ldots, N'_m')$ from some real studies. This paper uses the gut microbiome of 476 samples collected in Yatsunenko et al. (2012). We randomly draw $m_1 + m_2$ samples from this dataset without replacement when $m_1 + m_2 \leq 476$. Then, we randomly split these samples into two groups so that there are $m_1$ samples in the first group and $m_2$ samples in the second group. We can think the data are generated from the same
distribution by doing this.

6.2 Performance Measures

To evaluate different methods’ performance, we consider three different measures:

(a) FWER, which is defined as the probability of having a false discovery, that is, $P(\hat{I}_1 \cap I_0 \neq \emptyset)$.

(b) FDR, which is defined as the expectation of false discovery proportion, that is, $E(|\hat{I}_1 \cap I_0|/\max(|\hat{I}_1|, 1))$.

(c) Power, which is defined as the expected true discovery proportion, that is, $E(|\hat{I}_1 \cap I_1|/|I_1|)$.

In all simulation experiments, we also report standard error in parenthesis when we report the estimated measures.

6.3 Simulation Results

In this section, we carry out simulation experiments.

Number of Components. In this simulation experiment, we aim to compare the performance of different methods when the number of components is different. In particular, we vary $d = 200, 500$ and choose Poisson-Gamma distributions with $m_1 = m_2 = 50$, $s = 20$ and $\beta = 1$. We consider both setting 1 and setting 2 in effect size. This simulation experiment is designed to control FWER at the 10% level. The results based on 100 times simulation experiments are summarized in Table 3. The results in Table 3 show that both ANCOM and RDB tests can control FWER very well and ANCOM.BC and DACOMP lead to a little inflated FWER, while other tests suffer highly inflated FWER under this simulation setting. All tests achieve similar power, and there is a bit of power loss for ANCOM, Wilcoxon, and DACOMP.

Number of Differential Components. In this simulation experiment, we investigate the tests’ performance when the number of differential components $s$ is different. We still choose
Poisson-Gamma distributions with setting 1 and setting 2 in effect size and set $s = 10, 40, d = 200, m_1 = m_2 = 50$, and $\beta = 1$. This simulation experiment is designed to control FWER at the 10% level and repeated 100 times. Table 4 summarizes the results of this simulation experiment. Table 4 can also be compared with the case of $s = 20, d = 200$ in Table 3. All differential abundance test performs similarly when the number of differential components is different.

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
 & $d = 200$ & & $d = 500$ & \\
 & FWER & Power & FWER & Power \\
\hline
Setting 1 & & & & \\
RDB & 0.04 (0.02) & 0.91 (0.01) & 0.09 (0.03) & 0.85 (0.01) \\
ANCOM.BC & 0.19 (0.04) & 0.93 (0.01) & 0.24 (0.04) & 0.88 (0.01) \\
ANCOM & 0.00 (0.00) & 0.86 (0.01) & 0.00 (0.00) & 0.78 (0.01) \\
DESeq2 & 1.00 (0.00) & 0.92 (0.01) & 0.19 (0.04) & 0.87 (0.01) \\
Wilcoxon & 0.27 (0.04) & 0.77 (0.01) & 0.10 (0.03) & 0.77 (0.01) \\
Wilcoxon.TSS & 0.99 (0.01) & 0.87 (0.01) & 0.80 (0.04) & 0.84 (0.01) \\
DACOMP & 0.13 (0.03) & 0.83 (0.01) & 0.12 (0.03) & 0.70 (0.01) \\
\hline
Setting 2 & & & & \\
RDB & 0.08 (0.03) & 0.79 (0.01) & 0.04 (0.02) & 0.67 (0.01) \\
ANCOM.BC & 0.14 (0.03) & 0.81 (0.01) & 0.17 (0.04) & 0.71 (0.01) \\
ANCOM & 0.00 (0.00) & 0.70 (0.01) & 0.00 (0.00) & 0.55 (0.01) \\
DESeq2 & 0.13 (0.03) & 0.83 (0.01) & 0.01 (0.01) & 0.69 (0.01) \\
Wilcoxon & 0.10 (0.03) & 0.71 (0.01) & 0.03 (0.02) & 0.61 (0.01) \\
Wilcoxon.TSS & 0.83 (0.04) & 0.84 (0.01) & 0.65 (0.05) & 0.70 (0.01) \\
DACOMP & 0.09 (0.03) & 0.60 (0.01) & 0.08 (0.03) & 0.46 (0.01) \\
\hline
\end{tabular}
\caption{Comparisons of differential abundance tests for different number of components $d$. Standard error is reported in parenthesis.}
\end{table}

Sample Size. In this simulation experiment, we compare the effect of sample size on different differential abundance tests. In particular, we consider two cases: $m_1 = m_2 = 20$ and $m_1 = 100, m_2 = 50$. The sample size is unbalanced in the second case. Like the last simulation, we also adopt Poisson-Gamma distributions with both setting 1 and setting 2 in
Table 4: Comparisons of different differential abundance tests when the number of differential components \( s \) is different. Standard error is reported in parenthesis.

| Setting | Test          | Effect Size 1 | Effect Size 2 | Effect Size 3 | Effect Size 4 |
|---------|---------------|---------------|---------------|---------------|---------------|
|         | FWER          | Power         | FWER          | Power         |
| Setting 1 | RDB         | 0.05 (0.02)  | 0.92 (0.01)  | 0.02 (0.01)  | 0.91 (0.00)  |
|          | ANCOM.BC     | 0.18 (0.04)  | 0.93 (0.01)  | 0.48 (0.05)  | 0.93 (0.00)  |
|          | ANCOM        | 0.00 (0.00)  | 0.86 (0.01)  | 0.00 (0.00)  | 0.85 (0.01)  |
|          | DESeq2       | 0.61 (0.05)  | 0.91 (0.01)  | 1.00 (0.00)  | 0.90 (0.00)  |
|          | Wilcoxon     | 0.03 (0.02)  | 0.81 (0.01)  | 0.68 (0.05)  | 0.67 (0.01)  |
|          | Wilcoxon.TSS | 0.71 (0.05)  | 0.90 (0.01)  | 1.00 (0.00)  | 0.83 (0.01)  |
|          | DACOMP       | 0.14 (0.03)  | 0.82 (0.01)  | 0.30 (0.05)  | 0.81 (0.01)  |
| Setting 2 | RDB         | 0.06 (0.02)  | 0.78 (0.01)  | 0.10 (0.03)  | 0.79 (0.01)  |
|          | ANCOM.BC     | 0.18 (0.04)  | 0.80 (0.01)  | 0.17 (0.04)  | 0.80 (0.01)  |
|          | ANCOM        | 0.00 (0.00)  | 0.70 (0.01)  | 0.00 (0.00)  | 0.69 (0.01)  |
|          | DESeq2       | 0.09 (0.03)  | 0.81 (0.01)  | 0.55 (0.05)  | 0.82 (0.01)  |
|          | Wilcoxon     | 0.03 (0.02)  | 0.68 (0.01)  | 0.23 (0.04)  | 0.70 (0.01)  |
|          | Wilcoxon.TSS | 0.53 (0.05)  | 0.81 (0.01)  | 0.92 (0.03)  | 0.85 (0.01)  |
|          | DACOMP       | 0.09 (0.03)  | 0.63 (0.01)  | 0.09 (0.03)  | 0.59 (0.01)  |

Effect size and set \( s = 20, d = 200, \) and \( \beta = 1 \). We aim to control FWER at the 10% level in this simulation experiment and repeat each case 100 times. In Table 5, we summarize the results, which show that the FWER is a bit inflated, and the power is reduced when the sample size is small.

Correlation between Components. In this simulation experiment, we study the performance of different tests when the components are correlated with each other. To simulate the correlated data, we adopt log-normal distributions in this simulation experiment. We choose \( \rho = 0.4, 0.6 \) and \( 0.8 \) for different levels of correlation and set \( m_1 = m_2 = 50, s = 20, d = 200, \) and \( \beta = 1 \). We repeat each case 100 times and aim to control FWER at the 10% level. The results are summarized in Table 5. From Table 5, we can observe that the RDB
**Table 5:** Comparisons of different differential abundance tests when sample size is different. Standard error is reported in parenthesis.

The RDB test can control FWER very well while other tests inflate the FWER. In the correlated case, the RDB test is not the most powerful compared with other tests.

**Computation Time.** This simulation experiment compares these differential abundance tests’ computation time in the same setting as Table 3. We record the computation time from 10 replications with $d = 100, 200,$ and $500$, and $m_1 = m_2 = 50$, and all these methods are evaluated on the same desktop (Intel Core i7 @3.8 GHz/16GB). The experiment results are summarized in Table 2. From Table 2, we can conclude that the new robust differential abundance (RDB) test is very computationally efficient and can report the results in less than 1 second.
**Unbalanced Sequence Depth.** In this simulation experiment, we study the effect of unbalanced sequencing depth on the RDB test. We set $\beta = 1, 2,$ and 4 to vary the level of unbalance. Poisson-Gamma distribution is used in this simulation experiment and $s = 20$, $d = 200$, $m_1 = m_2 = 50$. Like previous simulation experiments, FWER targets at the 10% level, and each case repeats 100 times. The results are summarized in Table 6. The results in Table 6 suggest that the FWER is inflated a bit, and power is reduced when the sequencing depth becomes unbalanced. Overall the performance is acceptable. This problem could be alleviated if the rank-based test replaces the $t$ test or we adopt sequence rarefication.

|       | $\beta = 1$ |       |       | $\beta = 2$ |       |       | $\beta = 4$ |       |
|-------|-------------|-------|-------|-------------|-------|-------|-------------|-------|
|       | FWER | Power |       | FWER | Power |       | FWER | Power |       |
| RDB   | 0.04 (0.02) | 0.91 (0.01) |       | 0.06 (0.02) | 0.88 (0.01) |       | 0.14 (0.03) | 0.84 (0.01) |
| ANCOM.BC | 0.19 (0.04) | 0.93 (0.01) |       | 0.99 (0.01) | 0.89 (0.01) |       | 1.00 (0.00) | 0.82 (0.01) |
| ANCOM | 0.00 (0.00) | 0.86 (0.01) |       | 0.03 (0.02) | 0.79 (0.01) |       | 0.97 (0.02) | 0.66 (0.01) |
| S1     | DESeq2 | 1.00 (0.00) | 0.92 (0.01) |       | 1.00 (0.00) | 0.91 (0.01) |       | 1.00 (0.00) | 0.90 (0.01) |
|       | Wilcoxon | 0.27 (0.04) | 0.77 (0.01) |       | 1.00 (0.00) | 0.44 (0.01) |       | 1.00 (0.00) | 0.47 (0.02) |
|       | Wilcoxon.TSS | 0.99 (0.01) | 0.87 (0.01) |       | 0.99 (0.01) | 0.84 (0.01) |       | 0.99 (0.01) | 0.79 (0.01) |
|       | DACOMP | 0.13 (0.03) | 0.83 (0.01) |       | 0.62 (0.05) | 0.73 (0.01) |       | 0.99 (0.01) | 0.56 (0.02) |
| S2     | DESeq2 | 0.13 (0.03) | 0.83 (0.01) |       | 0.99 (0.01) | 0.74 (0.01) |       | 1.00 (0.00) | 0.66 (0.01) |
|       | Wilcoxon | 0.10 (0.03) | 0.71 (0.01) |       | 1.00 (0.00) | 0.74 (0.01) |       | 1.00 (0.00) | 0.71 (0.01) |
|       | Wilcoxon.TSS | 0.83 (0.04) | 0.84 (0.01) |       | 0.83 (0.04) | 0.80 (0.01) |       | 0.89 (0.03) | 0.79 (0.01) |
|       | DACOMP | 0.09 (0.03) | 0.60 (0.01) |       | 0.51 (0.05) | 0.49 (0.01) |       | 0.95 (0.02) | 0.46 (0.01) |

Table 6: Performance of RDB test when sequencing depth is unbalanced. Standard error is reported in parenthesis. S1=Setting 1 and S2=Setting 2.

**False Discovery Rate Control.** In this simulation experiment, we mainly focus on the false discovery rate control. To control the false discovery rate, RDB chooses the critical values based on the method introduced in Section 3 and all other methods adopt the BH
procedure to control FDR. We repeat the same simulation experiments in Tables 5, 6, and 7 but aim to control FDR at the 10% level. The results are summarized in Tables 7, 8, and 9 respectively. These results suggest that power increases in all methods, and RDB, ANCOM.BC, ANCOM, and DACOMP can well control FDR in the Poisson-Gamma case. Only RDB can control the FDR in the correlated case, but we shall be cautious about applying RDB to control FDR in practice as it does not have a theoretical guarantee of controlling FDR under arbitrary correlated settings. In addition, we also design a simulation experiment to compare the performances of differential abundance tests when the number of components \( d \) are relative small. Specifically, we choose \( d = 30 \) and \( 60 \) in Poisson-Gamma distribution with setting 1 and 2 (\( m_1 = m_2 = 50 \) and \( \beta = 1 \)) and summarize the results in Table 10. Since the RDB test is mainly designed for high dimensional problem, the FDR is a bit inflated.

**Covariate Balancing.** In this simulation study, we compare different methods’ performance when some confounding variables are observed. Different from several previous simulation experiments, we adopt log-normal distributions with covariates here. We consider both setting 1 and 2, and set \( s = 20, m_1 = m_2 = 50, d = 200 \) and \( \beta = 1 \). We compare four methods: RDB test without any covariate adjustment, RDB test equipped with empirical balancing calibration weighting (CAL) by Chan et al. (2016) (R package ATE), ANCOM, and ANCOM.BC. We focus on both FWER and FDR control in these simulation experiments. The results based on 100 times simulation experiments are summarized in Table 11. From Table 11, the RDB test controls the FWER and FDR well when it works with weighting methods.

**Continuous Outcome.** In this simulation experiment, we extend the binary outcome case to the continuous outcome. We still adopt Poisson-Gamma distribution but focus on the continuous outcome case. The setting of this simulation experiment is \( m = 40, 80, 160, s = 20, d = 200 \) and \( \beta = 1 \). Here, we compare the RDB test with ANCOM.BC, DESeq2, and DACOMP and aim to control FWER at the 10% level. Table 12 summarizes the simulation results of 100 simulation experiments. Through comparisons, we can conclude RDB test can control FWER very well.
Distribution from Real Data. In this simulation experiment, we investigate the performance of different tests when the data is drawn from some real dataset. In particular, we adopt the real data shuffling introduced in the previous section and set $m_1 = m_2 = 50$. We compare RDB, ANCOM.BC, DESeq2, Wilcoxon, Wilcoxon.TSS, and DACOMP in this simulation experiment. Both FWER and FDR control are studied and compared. We summarize the results based on 100 repeats in Table 13. The results suggest that most differential abundance tests can control false discoveries very well when we shuffle the real data. The idea of shuffling a real dataset can also be used to validate the choice of tuning parameters in the RDB test.
$$\beta = 1 \quad \beta = 2 \quad \beta = 4$$

|     | FDR     | Power | FDR     | Power | FDR     | Power |
|-----|---------|-------|---------|-------|---------|-------|
| RDB | 0.10 (0.01) | 0.95 (0.01) | 0.10 (0.01) | 0.93 (0.01) | 0.12 (0.01) | 0.91 (0.01) |
| ANCOM.BC | 0.16 (0.02) | 0.96 (0.01) | 0.79 (0.01) | 0.94 (0.01) | 0.82 (0.00) | 0.90 (0.01) |
| ANCOM | 0.03 (0.00) | 0.94 (0.01) | 0.44 (0.02) | 0.89 (0.01) | 0.79 (0.00) | 0.86 (0.01) |
| DESeq2 | 0.58 (0.00) | 0.95 (0.01) | 0.63 (0.00) | 0.95 (0.01) | 0.77 (0.00) | 0.96 (0.00) |
| Wilcoxon | 0.30 (0.04) | 0.87 (0.01) | 0.92 (0.00) | 0.73 (0.01) | 0.92 (0.00) | 0.73 (0.01) |
| Wilcoxon.TSS | 0.76 (0.02) | 0.93 (0.01) | 0.77 (0.02) | 0.92 (0.01) | 0.77 (0.02) | 0.90 (0.01) |
| DACOMP | 0.09 (0.01) | 0.89 (0.01) | 0.50 (0.03) | 0.83 (0.01) | 0.76 (0.01) | 0.73 (0.01) |
| RDB | 0.12 (0.01) | 0.86 (0.01) | 0.13 (0.01) | 0.84 (0.01) | 0.14 (0.01) | 0.80 (0.01) |
| ANCOM.BC | 0.13 (0.01) | 0.86 (0.01) | 0.77 (0.01) | 0.86 (0.01) | 0.84 (0.00) | 0.83 (0.01) |
| ANCOM | 0.03 (0.00) | 0.84 (0.01) | 0.27 (0.02) | 0.75 (0.01) | 0.78 (0.01) | 0.68 (0.01) |
| DESeq2 | 0.13 (0.01) | 0.88 (0.01) | 0.60 (0.01) | 0.84 (0.01) | 0.80 (0.01) | 0.76 (0.01) |
| Wilcoxon | 0.15 (0.03) | 0.80 (0.01) | 0.91 (0.00) | 0.88 (0.01) | 0.92 (0.00) | 0.83 (0.01) |
| Wilcoxon.TSS | 0.60 (0.03) | 0.92 (0.01) | 0.54 (0.03) | 0.89 (0.01) | 0.60 (0.02) | 0.88 (0.01) |
| DACOMP | 0.09 (0.01) | 0.71 (0.01) | 0.37 (0.02) | 0.61 (0.01) | 0.74 (0.01) | 0.59 (0.01) |

Table 8: Comparisons of different differential abundance tests when sequencing depth is unbalanced and the target is to control FDR. Standard error is reported in parenthesis. S1=Setting 1 and S2=Setting 2.

### 6.4 Choice of Parameters in Simulation Experiments

In this section, we report the choices of parameters for different methods.

(a) **RDB**: we always choose $M = \sqrt{2 \log(d)/d}$, $q_\alpha = \sqrt{2 \log d - 2 \log \alpha}$ with $\alpha = 0.1$ and $r_Q = 0.2$ for all experiments. When we want to control FDR, the critical value $T$ is chosen as Section 4.2.

(b) **ANCOM.BC**: we keep everything as default but set the level of significance as $\alpha = 0.1$. We choose the Bonferroni method to control FWER and BH method to control FDR. To handle the zero counts problem, we choose pseudo-count as 1.
Table 9: Comparisons of different differential abundance tests when there is correlation and the target is to control FDR. Standard error is reported in parenthesis. S1=Setting 1 and S2=Setting 2.

|       | ρ = 0.4 FDR | ρ = 0.4 Power | ρ = 0.6 FDR | ρ = 0.6 Power | ρ = 0.8 FDR | ρ = 0.8 Power |
|-------|-------------|---------------|-------------|---------------|-------------|---------------|
| RDB   | 0.06 (0.01) | 0.77 (0.01)   | 0.06 (0.01) | 0.74 (0.01)   | 0.06 (0.01) | 0.75 (0.01)   |
| ANCOM.BC | 0.44 (0.03) | 0.81 (0.01)   | 0.53 (0.03) | 0.79 (0.01)   | 0.50 (0.03) | 0.79 (0.01)   |
| ANCOM  | 0.27 (0.02) | 0.77 (0.01)   | 0.35 (0.03) | 0.76 (0.01)   | 0.32 (0.02) | 0.75 (0.01)   |
| S1     | DESeq2      | 0.61 (0.01)   | 0.83 (0.01) | 0.63 (0.02)   | 0.81 (0.01) | 0.63 (0.01)   | 0.81 (0.01)   |
|        | Wilcoxon    | 0.56 (0.04)   | 0.76 (0.01) | 0.64 (0.04)   | 0.74 (0.01) | 0.63 (0.04)   | 0.74 (0.01)   |
|        | Wilcoxon.TSS| 0.57 (0.04)   | 0.77 (0.01) | 0.67 (0.03)   | 0.76 (0.01) | 0.66 (0.03)   | 0.75 (0.01)   |
|        | DACOMP      | 0.34 (0.03)   | 0.78 (0.01) | 0.44 (0.03)   | 0.77 (0.01) | 0.40 (0.03)   | 0.77 (0.01)   |
| S2     | RDB         | 0.04 (0.01)   | 0.38 (0.01) | 0.06 (0.01)   | 0.41 (0.01) | 0.06 (0.01)   | 0.41 (0.01)   |
|        | ANCOM.BC    | 0.35 (0.03)   | 0.52 (0.01) | 0.34 (0.03)   | 0.53 (0.01) | 0.31 (0.03)   | 0.53 (0.01)   |
|        | ANCOM       | 0.22 (0.02)   | 0.46 (0.01) | 0.22 (0.02)   | 0.46 (0.01) | 0.19 (0.02)   | 0.46 (0.01)   |
|        | DESeq2      | 0.54 (0.02)   | 0.55 (0.01) | 0.51 (0.02)   | 0.56 (0.01) | 0.49 (0.02)   | 0.56 (0.01)   |
|        | Wilcoxon    | 0.40 (0.04)   | 0.58 (0.02) | 0.39 (0.04)   | 0.59 (0.02) | 0.37 (0.04)   | 0.57 (0.02)   |
|        | Wilcoxon.TSS| 0.43 (0.04)   | 0.61 (0.02) | 0.41 (0.04)   | 0.61 (0.02) | 0.36 (0.04)   | 0.59 (0.02)   |
|        | DACOMP      | 0.29 (0.03)   | 0.46 (0.01) | 0.26 (0.03)   | 0.47 (0.01) | 0.23 (0.03)   | 0.46 (0.01)   |

(c) ANCOM: we keep everything as default but set the level of significance as $\alpha = 0.1$. The cutoff proportion is chosen as 0.7 (use “detected_0.7”) as recommended by the manual. We choose the Bonferroni method to control FWER and BH method to control FDR. To handle the zero counts problem, we choose pseudo-count as 1.

(d) DESeq2: we keep everything as default but set the significance level as $\alpha = 0.1$ and fitType as “mean”. We choose the Bonferroni method to control FWER and BH method to control FDR. To handle the zero counts problem, we choose pseudo-count as 1.

(e) Wilcoxon: we choose the Bonferroni method to control FWER and BH method to
|                  | Setting 1 | Setting 2 |
|------------------|-----------|-----------|
|                  |           |           |
|                  | $d = 30$  | $d = 60$  |
|                  | FDR      | Power     | FDR      | Power     |
| RDB              | 0.20 (0.03) | 0.96 (0.01) | 0.18 (0.02) | 0.97 (0.01) |
| ANCOM.BC         | 0.13 (0.02) | 0.98 (0.01) | 0.11 (0.01) | 0.97 (0.01) |
| ANCOM            | 0.06 (0.01) | 0.96 (0.01) | 0.04 (0.01) | 0.97 (0.01) |
| DESeq2           | 0.55 (0.02) | 0.97 (0.01) | 0.64 (0.01) | 0.97 (0.01) |
| Wilcoxon         | 0.20 (0.04) | 0.88 (0.02) | 0.24 (0.04) | 0.89 (0.01) |
| Wilcoxon.TSS     | 0.60 (0.03) | 0.97 (0.01) | 0.64 (0.02) | 0.96 (0.01) |
| DACOMP           | 0.08 (0.02) | 0.95 (0.02) | 0.11 (0.01) | 0.94 (0.01) |

Table 10: Comparisons of different differential abundance tests when number of components $d$ is small and the target is to control FDR. Standard error is reported in parenthesis.

(f) Wilcoxon.TSS: we choose the Bonferroni method to control FWER and BH method to control FDR.

(g) DACOMP: we select the reference set with function “dacomp.select_references” in the DACOMP package. All the settings in “dacomp.select_references” are default. We use “dacomp.test” to test for differential abundance. In “dacomp.test”, the test option is chosen as “DACOMP.TEST.NAME.WILCOXON” since it is a preferred option for 2-sample testing according to the manual. We also choose “DACOMP.TEST.NAME.SPEARMAN” for the continuous outcome case. We set the significance level as $\alpha = 0.1$ and keep
### Table 11: Comparisons of different differential abundance tests when covariates are observed.
Standard error is reported in parenthesis.

| Setting 1 | Setting 2 |
|-----------|-----------|
| **FWER Control** | | |
| RDB       | 0.57 (0.05) | 0.10 (0.02) |
| RDB-CAL   | 0.06 (0.02) | 0.63 (0.01) |
| ANCOM.BC  | 0.50 (0.05) | 0.79 (0.01) |
| ANCOM     | 0.96 (0.02) | 0.57 (0.01) |

| Setting 1 | Setting 2 |
|-----------|-----------|
| **FDR Control** | | |
| RDB       | 0.58 (0.03) | 0.57 (0.03) |
| RDB-CAL   | 0.16 (0.02) | 0.79 (0.01) |
| ANCOM.BC  | 0.31 (0.02) | 0.85 (0.01) |
| ANCOM     | 0.73 (0.01) | 0.77 (0.01) |

### Table 12: Comparisons of different differential abundance tests when the outcome of interest is a continuous variable. Standard error is reported in parenthesis. S1=Setting 1 and S2=Setting 2.

| m = 40 | m = 80 | m = 160 |
|--------|--------|--------|
| **FWER** | **Power** | **FWER** | **Power** | **FWER** | **Power** |
| S1 | | | | | | |
| RDB | 0.11 (0.03) | 0.72 (0.01) | 0.03 (0.02) | 0.80 (0.01) | 0.07 (0.03) | 0.87 (0.01) |
| ANCOM.BC | 0.35 (0.05) | 0.77 (0.01) | 0.24 (0.04) | 0.84 (0.01) | 0.22 (0.04) | 0.89 (0.01) |
| DESeq2 | 0.53 (0.05) | 0.76 (0.01) | 0.89 (0.03) | 0.82 (0.01) | 1.00 (0.00) | 0.88 (0.01) |
| DACOMP | 0.13 (0.03) | 0.43 (0.01) | 0.09 (0.03) | 0.61 (0.01) | 0.19 (0.04) | 0.74 (0.01) |
| | | | | | | |
| S2 | | | | | | |
| RDB | 0.12 (0.03) | 0.49 (0.01) | 0.08 (0.03) | 0.61 (0.01) | 0.05 (0.02) | 0.71 (0.01) |
| ANCOM.BC | 0.41 (0.05) | 0.54 (0.01) | 0.29 (0.05) | 0.66 (0.01) | 0.16 (0.04) | 0.74 (0.01) |
| DESeq2 | 0.05 (0.02) | 0.54 (0.01) | 0.15 (0.04) | 0.69 (0.01) | 0.17 (0.04) | 0.77 (0.01) |
| DACOMP | 0.12 (0.03) | 0.28 (0.01) | 0.09 (0.03) | 0.40 (0.01) | 0.13 (0.03) | 0.49 (0.01) |
Table 13: Comparisons of different differential abundance tests when the count data is randomly drawn from gut microbiome data. Standard error is reported in parenthesis.

other arguments in “dacomp.test” as default. We choose the Bonferroni method to control FWER and BH method to control FDR. To handle the zero counts problem in reference selection, we choose pseudo-count as 1.

6.5 Identified Genera by RDB test in Real Data Example

The genera identified by RDB test are reported in this section.

(a) MA vs. US. Acidovorax, Akkermansia, Alistipes, Anaerotruncus, Bacteroides, Bilophila, Bulleidia, Butyrivibrio, Clostridium, Collinsella, Coprobacillus, Dehalobacterium, Dorea, Eggerthella, Eubacterium, Faecalibacterium, Herbaspirillum, Holdemania, Leptothrix, Lysobacter, Methanosphaera, Mobiluncus, Odoribacter, Oriberacterium, Parabacteroides, Paucibacter, Pedobacter, Phascolarctobacterium, Prevotella, Roseburia, Ruminococcus, Sphaerotilus, Sphingobacterium, Sporanaerobacter, Succinivibrio, Tepidibacter and Turicibacter.

(b) MA vs. VE. None

c) US vs. VE. Acetivibrio, Actinomyces, Akkermansia, Alistipes, Anaerococcus, Anaerofustis, Anaerostipes, Anaerotruncus, Anaerovorax, Bacteroides, Bifidobacterium, Bilophila, Blautia, Clostridium, Collinsella, Coprobacillus, Coprococcus, Corynebacterium, Dehalobacterium, Desulfitobacterium, Dialister, Dorea, Eggerthella, Eubacterium, Faecalibacterium, Granulicatella, Herbaspirillum, Holdemania, Lachnobacterium, Lachnospira, Leptothrix, Mobiluncus, Nitrosomonas, Odoribacter, Oriberacterium, Oscillospira, Parabacteroides, Paucibacter, Phascolarctobacterium, Roseburia, Ruminococcus
6.6 Comparison with Other Methods in Analysis of Gut Microbiome Data

![Venn diagrams showing overlap between genera reported by different methods on the real data example.](image)
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Figure 3: Venn diagrams showing overlap between genera reported by different methods on the real data example.

In this section, we compare the RDB test with other methods in the real data example. In particular, we compare four different methods: RDB with FWER control (RDB), RDB with FDR control (RDB.FDR), ANCOM, and ANCOM.BC. The overlap between genera
reported by these four different methods is shown in Figure 3. In Figure 3, RDB is relatively conservative as it aims for FWER control. The genera identified by RDB are usually reported by all other three methods or RDB.FDR alone as well. Besides the genera identified by RDB, there is a substantial difference between genera reported by RDB.FDR, ANCOM and ANCOM.BC.

To further compare the results, we now investigate the differential and non-differential genera from the angle of reference-based hypothesis. The definition in the reference-based hypothesis suggests that we can regard all the non-differential genera identified by different methods as an estimated reference set. Ideally, given a perfect reference set, we can apply a standard two-sample test, such as a t-test, to identify differential genera after normalization on the reference set. So if the estimated reference set is good enough, the standard mean difference with respect to the reference set can separate the differential and non-differential genera very well. Figure 4 shows the standard mean difference with respect to the reference set estimated by four different methods. In order to provide a consistent comparison, the genera are sorted according to the RDB’s standard mean difference. Overall, these four methods’ standard mean differences are highly correlated with each other. In RDB and RDB.FDR, the differential genera’s standard mean differences are consistently different from the non-differential ones. However, some small standard mean differences in differential genera identified by ANCOM and ANCOM.BC suggest some of the non-differential genera might be misidentified. Therefore, the RDB test can better identify the differential genera from an angle of reference-based hypothesis. Compared with RDB, RDB.FDR can identify much more genera as it aims for FDR control. All these results are partly expected and are consistent with our simulation results.

Appendix B

In this appendix, we provide the proof for the main results, all the technical lemmas, and some technical assumptions.
6.7 Technical Assumptions

Assumption 1. If we define \( \epsilon_{k,i} = \sqrt{m_k} (\hat{P}_{k,i} - Q_{k,i}) / \hat{\sigma}_{k,i} \), then we assume the distribution of \( \epsilon_{k,i} \), \( g_{k,i} \), satisfies

\[
\int_{-\infty}^{0} g_{k,i}(x) dx = \frac{1}{2}.
\]

Assumption 2. For any \( \alpha \) and \( i \), we assume the density of \( \hat{R}_i(\alpha) \) is upper bounded by \( U_f \).

Assumption 3. If \( f_{i,\alpha}(x|s_1, s_2) \) is the conditional density function of \( r_i(\alpha) \epsilon_{1,i} - \sqrt{1 - r_i^2(\alpha)} \epsilon_{2,i} \) given \( \hat{\sigma}_{1,i} = s_1 \) and \( \hat{\sigma}_{2,i} = s_2 \), then for any gives \( a \), we assume there is a constant \( L_a > 0 \) such that

\[
f_{i,\alpha}(x|s_1, s_2) \geq L_a, \quad -a < x < a.
\]

Assumption 4. We assume there exist a constant \( C_r \) such that for any given \( \alpha \),

\[
\max_{i \in I_0} \frac{Q_{1,i}}{\sigma_i^2 / \alpha^2 m_1 + \sigma_{2,i}^2 / (1 - \alpha)^2 m_2}^{1/2} \leq C_r \frac{1}{|I_0|} \sum_{i \in I_0} \frac{Q_{1,i}}{\sigma_i^2 / \alpha^2 m_1 + \sigma_{2,i}^2 / (1 - \alpha)^2 m_2}^{1/2}.
\]

In particular, when \( \sigma_{1,i} = \sigma_{2,i} = \sigma_i \), we can just assume

\[
\max_{i \in I_0} \frac{Q_{1,i}}{\sigma_i} \leq C_r \frac{1}{|I_0|} \sum_{i \in I_0} \frac{Q_{1,i}}{\sigma_i}.
\]

Assumption 5. We assume \( \log^3 d = o(m) \), where \( m = \min(m_1, m_2) \).

Assumption 6. We assume \( |I_1| \leq C_d \sqrt{d} \) for some constant \( C_d \).

6.8 Proof of Theorem 1

First, we show we always have \( I_0 \subset V(t) \) and \( U(t) \subset I_1 \) for each iteration \( t \). Clearly, \( I_0 \subset V(0) \) and \( U(0) \subset I_1 \), since \( V(0) = [d] \) and \( U(0) = \emptyset \). Now we assume \( I_0 \subset V(t) \) and \( U(t) \subset I_1 \). At iteration \( t \), the definition of reference set suggests

\[
\sum_{i \in V(t)} \frac{Q_{1,i}}{Q_{1,i}} = b(V(t)) \sum_{i \in V(t)} \frac{Q_{2,i}}{Q_{2,i}}, \quad i \in I_0.
\]

So \( R_i(V(t)) \) for \( i \in I_0 \) have the same sign with \( M(V(t)) \). This implies \( W(t) \cap I_0 = \emptyset \), which immediately suggests that \( I_0 \subset V(t+1) \) and \( U(t+1) \subset I_1 \).
Next, we show that $U(T) = I_1$ and $V(T) = I_0$ when the loop stops. Suppose this is not the case, i.e. $V(T) = I_0 \cup I_1'$, where $I_1' \subset I_1$ and $I_1' \neq \emptyset$. Since $W(T-1)$ is empty, we can know that $V(T-1) = I_0 \cup I_1'$. If $b(V(T-1)) > 1$, there has to be at least one component $i \in I_1'$ such that

$$\sum_{i \in V(T-1)} Q_{1,i} < \sum_{i \in V(T-1)} Q_{2,i},$$

because

$$\sum_{i \in V(T-1)} \frac{Q_{1,i}}{Q_{1,i}} = \sum_{i \in V(T-1)} \frac{Q_{2,i}}{Q_{2,i}} = 1.$$

So $W^{-}(V(T-1))$ is not empty. Since $b(V(T-1)) > 1$ implies $M(V(T-1)) > 0$, we can know $W(T-1) \neq \emptyset$. We can get the same conclusion when $b(V(T-1)) < 1$. If $b(V(T-1)) = 1$, then $W^{+}(V(T-1)) \cup W^{-}(V(T-1)) = I_1'$ and $W(T-1) \neq \emptyset$. No matter what the value of $b(V(T-1))$ is, we can know that $W(T-1) \neq \emptyset$, which is contradicted with the stop condition $W(T-1) = \emptyset$. Therefore, we show that $U(T) = I_1$ and $V(T) = I_0$.

Lastly, as $W(t) \neq \emptyset$ when $t = 0, \ldots, T - 2$, we can know that $T - 1 \leq |I_1|$. The proof is complete.

### 6.9 Proof of Theorem \[2\]

Throughout the proof, we write $m = \min(m_1, m_2)$. To account for the effect of renormalization, we define the following notation

$$\hat{R}_i(\alpha) = \frac{\hat{P}_{1,i}/\alpha - \hat{P}_{2,i}/\sqrt{1 - \alpha^2}}{[\hat{\sigma}^2_{1,i}/\alpha^2m_1 + \hat{\sigma}^2_{2,i}/(1 - \alpha)^2m_2]^{1/2}}$$

For each subset $I$, there always exists an $\delta < \alpha_I < 1 - \delta$ such that $R_i(I) = R_i(\alpha_I)$. Here, $\hat{R}_i(\alpha)$ can also be rewritten as

$$\hat{R}_i(\alpha) = \frac{Q_{1,i}/\alpha - Q_{2,i}/\sqrt{1 - \alpha^2}}{[\hat{\sigma}^2_{1,i}/\alpha^2m_1 + \hat{\sigma}^2_{2,i}/(1 - \alpha)^2m_2]^{1/2}} + \frac{\epsilon_{1,i}\hat{\sigma}_{1,i}/\sqrt{\alpha^2m_1 - \epsilon_{2,i}\hat{\sigma}_{2,i}/\sqrt{(1 - \alpha)^2m_2}}}{[\hat{\sigma}^2_{1,i}/\alpha^2m_1 + \hat{\sigma}^2_{2,i}/(1 - \alpha)^2m_2]^{1/2}}$$

$$= r_i(\alpha) \left( \epsilon_{1,i} + \frac{\sqrt{m_1}Q_{1,i}}{\hat{\sigma}_{1,i}} \right) - \sqrt{1 - r_i^2(\alpha)} \left( \epsilon_{2,i} + \frac{\sqrt{m_2}Q_{2,i}}{\hat{\sigma}_{2,i}} \right)$$

$$= r_i(\alpha) \epsilon_{1,i} - \sqrt{1 - r_i^2(\alpha)} \epsilon_{2,i}.$$
distribution of $\hat{R}_i(\alpha), i \in I_0$ for a given $\alpha$

$$F^o_\alpha(x) = \frac{1}{|I_0|} \sum_{i \in I_0} F_{i,\alpha}(x),$$

where $F_{i,\alpha}(x)$ is the cumulative distribution function of $\hat{R}_i(\alpha)$. The median of $F^o_\alpha(x)$ is denoted by $M^o_\alpha$, i.e. $M^o_\alpha = F^{-1}_\alpha(1/2)$. Clearly, $M^o_\alpha$ is an indicator of $\alpha$. Specifically, $M^o_\alpha$ has the same sign with $b/\sqrt{1 + b^2} - \alpha$, due to Assumption 1. We write the order statistics of $\hat{R}_i(\alpha), i \in I_0$ as $\hat{R}(1)(\alpha) \leq \hat{R}(2)(\alpha) \leq \ldots \leq \hat{R}(|I_0|)(\alpha)$. Based on these order statistics, we define an event

$$A_1 = \left\{ L_R(\alpha, q) \leq \hat{R}(|I_0|)(\alpha) \leq U_R(\alpha, q), \delta < \alpha < 1 - \delta, |q - 1/2| < \epsilon \right\},$$

where $L_R(\alpha, q) = F^{-1}_\alpha(q - A\sqrt{C_p \log d/d})$, $U_R(\alpha, q) = F^{-1}_\alpha(q + A\sqrt{C_p \log d/d})$ and $A$ is specified later. An application of Lemma 3 suggests that $\mathbb{P}(A_1) = 1 - o(1)$ for a fixed $A$.

Next, we can then define two events

$$A_2 = \left\{ \sup_{i \in I_0, 0 < \alpha < 1} \left| r_i(\alpha) \epsilon_{1,i} + \sqrt{1 - r^2_i(\alpha)} \epsilon_{2,i} \right| \leq q_0 \right\}$$

and

$$A_3 = \left\{ \sup_{i \in I_0, k=1,2} \left| \hat{\sigma}_{k,i} - \sigma_{k,i} \right| \leq C_1 \left\lfloor \frac{\log d}{m} \right\rfloor \right\}.$$

Lemma 2 implies that $\mathbb{P}(A_2) \geq 1 - \alpha + o(1)$ and an application of Lemma 3 in Wang et al. (2020) suggest that there exists a constant $C_1$ such that $\mathbb{P}(A_3) = 1 - o(1)$. The rest of analysis will be conducted conditioning on the event $A = A_1 \cap A_2 \cap A_3$.

When $|q - 1/2| = o(\sqrt{\log d/d})$ and $|\alpha - b/\sqrt{1 + b^2}| = o(1)$, then we can find a small $A$ such that

$$|L_R(\alpha, q) - M^o_\alpha| \leq \sqrt{\frac{C_p \log d}{d}}$$

and

$$|U_R(\alpha, q) - M^o_\alpha| \leq \sqrt{\frac{C_p \log d}{d}}.$$

This suggested that conditioned on event $A_1$, $|I_1| \leq \sqrt{d}$ implies

$$\begin{cases} M^o_{\alpha_1} < 0 & \text{if } \hat{M}(I) < -M \\ M^o_{\alpha_1} > 0 & \text{if } \hat{M}(I) > M \\ -2M < M^o_{\alpha_1} < 2M & \text{if } -M \leq \hat{M}(I) \leq M \end{cases}$$
for any $I$. At step $t$, there always exists a $\alpha(t)$ such that $\hat{R}_i(V(t)) = \hat{R}_i(\alpha(t))$. If $\hat{M}(V(t)) \geq M$, then we can know that $M_{\alpha(t)}^o \geq 0$, which leads to $\alpha(t) \leq b/\sqrt{1 + b^2}$. This suggests that for all $i \in I_0$,

$$
\frac{Q_{1,i}}{\alpha(t)} - \frac{Q_{2,i}}{\sqrt{1 - \alpha_i^2}} \geq 0.
$$

As $|r_i(\alpha(t))\varepsilon_{1,i} + \sqrt{1 - r_i^2(\alpha(t))}\varepsilon_{2,i}| \leq q_\alpha$ for all $i \in I_0$, we can conclude that

$$
\hat{R}_i(V(t)) \geq -D_{(t)}, \quad \forall i \in I_0.
$$

In other words, no false discovery is reported if $\hat{M}(V(t)) \geq M$. We can apply the similar argument to show that no false discovery is reported when $\hat{M}(V(t)) \leq -M$.

If $-M < \hat{M}(V(t)) < M$, we have $-2M < M_{\alpha(t)}^o < 2M$. By Lemma 1, we can know

$$
\max_{i \in I_0} \mathbb{E}\left( \frac{Q_{1,i}}{\alpha(t)} - \frac{Q_{2,i}}{\sqrt{1 - \alpha_i^2}} \right) \leq \frac{4C_u f}{L_{1/4}} \sqrt{C_p \log d}.
$$

Since the analysis is conditioned on $A_3$, we can know that

$$
\max_{i \in I_0} \mathbb{E}\left( \frac{Q_{1,i}}{\alpha(t)} - \frac{Q_{2,i}}{\sqrt{1 - \alpha_i^2}} \right) \leq \frac{8C_u f}{L_{1/4}} \sqrt{C_p \log d}.
$$

Because $|r_i(\alpha(t))\varepsilon_{1,i} + \sqrt{1 - r_i^2(\alpha(t))}\varepsilon_{2,i}| \leq q_\alpha$, we have

$$
-D_{(t)} \leq \hat{R}_i(V(t)) \leq D_{(t)}, \quad \forall i \in I_0.
$$

Putting all together, no false discovery is reported at each step $t$ if the analysis is conditioned on event $A$. We can complete the proof by noting that $\mathbb{P}(A) \geq 1 - \alpha + o(1)$.

### 6.10 Proof of Theorem 3

Without loss of generality, we assume $\delta^* > 0$ in this proof. In the first iteration, we can know that

$$
|Q_{1,i} - Q_{2,i}| \geq (2 + \epsilon)\sigma_i \sqrt{\frac{2\log d}{m}}, \quad i \in I_1.
$$

If we define a event

$$
A_1 = \left\{ \sup_{i \in [d], 0 < \alpha < 1} |r_i(\alpha)\varepsilon_{1,i} + \sqrt{1 - r_i^2(\alpha)}\varepsilon_{2,i}| \leq q_\alpha \right\},
$$
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then Lemma 2 suggests $\mathbb{P}(A_1) \to 1$. We can also define

$$A_2 = \left\{ \sup_{i \in I_0, k=1,2} \left| \frac{\hat{\sigma}_{k,i} - \sigma_{k,i}}{\sigma_{k,i}} \right| \leq C_1 \sqrt{\frac{\log d}{m}} \right\}.$$

Lemma 3 in [Wang et al. (2020)] suggest that there exists a constant $C_1$ such that $\mathbb{P}(A_2) = 1 - o(1)$. In the rest of analysis, we conduct the analysis conditioned on $A_1 \cap A_2$.

When $-M < \hat{M}(V_0) < M$, all components in $I_1$ are reported at once because for all $i \in I_1$, we have

$$\left| \hat{R}_i(V_0) \right| \geq (1 + o(1)) \sqrt{m} \frac{|Q_{1,i} - Q_{2,i}|}{\sigma_i} - q_\alpha \geq (1 + \epsilon) \sqrt{2\log d} \geq q_\alpha + rQM.$$

Thus, $I_1 \subset \hat{I}_1$ if $-M < \hat{M}(V_0) < M$. If $\hat{M}(V_0) > M$, then all components in $I_1^-$ are reported at the first iteration as for all $i \in I_1^-$

$$\hat{R}_i(V_0) \leq (1 + o(1)) \sqrt{m} \frac{Q_{1,i} - Q_{2,i}}{\sigma_i} + q_\alpha \leq -q_\alpha.$$

With the similar analysis, we can know that no components in $I_1^+$ are reported. This suggests that $V_{(1)} = I_0^0 \cup I_1^+$, where $I_0^0 \subset I_0$. Because of $V_{(1)}$, we can know that the median of $M^{o}_{\alpha(1)} \leq 0$ and thus $-M < \hat{M}(V_{(1)}) < M$ or $\hat{M}(V_{(1)}) < -M$ happen with a probability approaching 1. With the similar analysis, we can know that

$$\hat{R}_i(V_{(1)}) \geq q_\alpha + rQM, \quad i \in I_1^+.$$

So all components in $I_1^+$ are reported at the second iteration and we prove that $I_1^- \cup I_1^+ \subset \hat{I}_1$. If $\hat{M}(V_0) < -M$, then we can apply the same arguments for the case of $\hat{M}(V_0) > M$.

### 6.11 Proof of Proposition 1

Suppose there are two reference sets $I_{0,1}$ and $I_{0,2}$ such that $|I_{0,1}| > d/2$, $|I_{0,2}| > d/2$,

$$Q_{1,i} = b_1 Q_{2,i}, \quad i \in I_{0,1} \quad \text{and} \quad Q_{1,i} = b_2 Q_{2,i}, \quad i \in I_{0,2}$$

for some positive number $b_1, b_2 > 0$. Since $|I_{0,1}| > d/2$ and $|I_{0,2}| > d/2$, we can know that $I_{0,1} \cap I_{0,2} \neq \emptyset$, which leads to $b_1 = b_2$. Therefore, the null and alternative hypotheses based on $I_{0,1}$ and $I_{0,2}$ are the same.
If we assume $|I_{0,1}| \leq d/2$ and $|I_{0,2}| \leq d/2$, then we can construct a case such that $I_{0,1} \cap I_{0,2} = \emptyset$,

$$Q_{1,i} = b_1 Q_{2,i}, \quad i \in I_{0,1} \quad \text{and} \quad Q_{1,i} = b_2 Q_{2,i}, \quad i \in I_{0,2}$$

for some positive number $b_1 \neq b_2$. If we use $I_{0,1}$ as reference set, then all components in $I_{0,1}$ belong to null hypothesis and all components in $I_{0,2}$ belong to alternative hypothesis. On the other hand, if we use $I_{0,2}$ as reference set, then all components in $I_{0,2}$ belong to null hypothesis and all components in $I_{0,1}$ belong to alternative hypothesis. Clearly, the null hypotheses defined by $I_{0,1}$ and $I_{0,2}$ are different.

### 6.12 Technical Lemmas

**Lemma 1.** Suppose Assumption [2,4] are satisfied. There exists a small enough constant $\delta$ such that

$$\max_{i \in I_0} \left| \mathbb{E} \left( \frac{Q_{1,i}/\alpha - Q_{2,i}/\sqrt{1-\alpha^2}}{[\hat{\sigma}_{1,i}^2/\alpha^2 m_1 + \hat{\sigma}_{2,i}^2/(1-\alpha)^2 m_2]^{1/2}} I_A \right) \right| \leq \frac{2 C U_{\alpha}}{L_{1/4}} |M_{\alpha}|.$$ 

for $|\alpha - b/\sqrt{1+b^2}| < \delta$.

**Proof.** For simplicity, we assume $\alpha < b/\sqrt{1+b^2}$ since the other case can be proved similarly. We write the distribution density function of $\hat{R}_i(\alpha)$ as $f_{i,\alpha}(x)$, which can be decomposed as

$$f_{i,\alpha}(x) = \int f_{i,\alpha}(x - T_{i,\alpha}|s_1, s_2) \pi(s_1, s_2) ds_1 ds_2,$$

where $T_{i,\alpha} = r_i(\alpha) \sqrt{m_1 Q_{1,i}/\sigma_{1,i} - \sqrt{1-r_i^2(\alpha) m_2 Q_{2,i}/\sigma_{2,i}}, \quad f_{i,\alpha}(x|s_1, s_2)$ is the conditional density function of $r_i(\alpha) \epsilon_{1,i} - \sqrt{1-r_i^2(\alpha) \epsilon_{2,i}}$ given $\hat{\sigma}_{1,i} = s_1$ and $\hat{\sigma}_{2,i} = s_2$ and $\pi(s_1, s_2)$ is distribution density function of $\hat{\sigma}_{1,i}$ and $\hat{\sigma}_{2,i}$. The definition of $M_{\alpha}$ suggests that

$$\frac{1}{|I_0|} \sum_{i \in I_0} \int_{-\infty}^{M_{\alpha}} \left( \int f_{i,\alpha}(x - T_{i,\alpha}|s_1, s_2) \pi(s_1, s_2) ds_1 ds_2 \right) dx = \frac{1}{2}$$

As $\int_{-\infty}^{0} g_{k,i}^{\alpha}(x) dx = 1/2$, we can know $\int_{-\infty}^{0} f_{i,\alpha}(x|s_1, s_2) dx = 1/2$. This suggests that

$$\frac{1}{|I_0|} \sum_{i \in I_0} \int_{-\infty}^{0} \left( \int f_{i,\alpha}(x|s_1, s_2) \pi(s_1, s_2) ds_1 ds_2 \right) dx = \frac{1}{2},$$
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which leads to
\[
\frac{1}{|I_0|} \sum_{i \in I_0} \int_0^{M_0^\alpha} \left( \int f_{i,\alpha}(x - T_{i,\alpha}|s_1, s_2)\pi(s_1, s_2)ds_1ds_2 \right) dx
\]
\[
= \frac{1}{|I_0|} \sum_{i \in I_0} \int_0^{0} \left( \int [f_{i,\alpha}(x|s_1, s_2) - f_{i,\alpha}(x - T_{i,\alpha}|s_1, s_2)] \pi(s_1, s_2)ds_1ds_2 \right) dx.
\]

The left hand can be upper bounded by
\[
\frac{1}{|I_0|} \sum_{i \in I_0} \int_0^{M_0^\alpha} \left( \int f_{i,\alpha}(x - T_{i,\alpha}|s_1, s_2)\pi(s_1, s_2)ds_1ds_2 \right) dx \leq U_f M_0^\alpha
\]
because the density of \( \hat{R}_i(\alpha) \) is upper bounded by \( U_f \). The right hand can be lower bounded by
\[
\frac{1}{|I_0|} \sum_{i \in I_0} \int_0^{0} \left( \int [f_{i,\alpha}(x|s_1, s_2) - f_{i,\alpha}(x - T_{i,\alpha}|s_1, s_2)] \pi(s_1, s_2)ds_1ds_2 \right) dx
\]
\[
= \frac{1}{|I_0|} \sum_{i \in I_0} \int [F_{i,\alpha}(0|s_1, s_2) - F_{i,\alpha}(-T_{i,\alpha}|s_1, s_2)] \pi(s_1, s_2)ds_1ds_2
\]
\[
\geq \frac{1}{|I_0|} \sum_{i \in I_0} \int_{A_3} T_{i,\alpha} f_{i,\alpha}(-T_{i,\alpha}|s_1, s_2) \pi(s_1, s_2)ds_1ds_2
\]
\[
\geq L_{1/4} \frac{M_0^\alpha}{|I_0|} \sum_{i \in I_0} \mathbb{E} (T_{i,\alpha} I_{A_3})
\]

Here, we know \( |T_{i,\alpha}| \leq 1/4 \) when \( \delta \) is small enough and it is conditioned on \( A_3 \). The Assumption 4 suggests that
\[
\max_{i \in I_0} \mathbb{E} (T_{i,\alpha} I_{A_3}) \leq 2C_r \frac{1}{|I_0|} \sum_{i \in I_0} \mathbb{E} (T_{i,\alpha} I_{A_3})
\]

Now, we can then conclude
\[
\max_{i \in I_0} \mathbb{E} (T_{i,\alpha} I_{A_3}) \leq \frac{2C_r U_f}{L_{1/4}} M_0^\alpha.
\]

Lemma 2. If \( \log^3 d = o(m) \), then
\[
\mathbb{P} \left( \sup_{i \in I_0, 0 < \alpha < 1} \left| r_i(\alpha)e_{1,i} + \sqrt{1 - r_i^2(\alpha)}e_{2,i} \right| > q_\alpha \right) \leq \alpha + o(1).
\]
Proof. We first define
\[ S_i(\alpha) = \frac{(\bar{P}_{1,i} - Q_{1,i})/\alpha - (\bar{P}_{2,i} - Q_{2,i})/\sqrt{1-\alpha^2}}{\bar{\sigma}_{1,i}/\alpha^2 m_1 + \bar{\sigma}_{2,i}/(1-\alpha)^2 m_2}^{1/2} \]
Clearly,
\[ \left| \sup_{i \in I_0, 0 < \alpha < 1} |r_i(\alpha)\epsilon_{1,i} + \sqrt{1 - r_i^2(\alpha)}\epsilon_{2,i}| - \sup_{i \in I_0, 0 < \alpha < 1} |S_i(\alpha)| \right| \leq \sup_{i \in I_0, 0 < \alpha < 1} |S_i(\alpha)| \sup_{i \in I_0, k=1,2} \left| \frac{\hat{\sigma}_{k,i} - \sigma_{k,i}}{\sigma_{k,i}} \right|. \]
An application of Lemma 3 in [Wang et al., 2020] suggest that
\[ \mathbb{P} \left( \sup_{i \in I_0, 0 < \alpha < 1} \left| r_i(\alpha)\epsilon_{1,i} + \sqrt{1 - r_i^2(\alpha)}\epsilon_{2,i} \right| > q_0 - 2C_1 \frac{\log d}{\sqrt{m}} \right) \leq \sum_{i \in I_0} \mathbb{P} \left( |S_i(\alpha)| > q_0 - 2C_1 \frac{\log d}{\sqrt{m}} \right) \]
By union bound, we have
\[ \mathbb{P} \left( \sup_{i \in I_0, 0 < \alpha < 1} \left| r_i(\alpha)\epsilon_{1,i} + \sqrt{1 - r_i^2(\alpha)}\epsilon_{2,i} \right| > q_0 - 2C_1 \frac{\log d}{\sqrt{m}} \right) \leq \sum_{i \in I_0} \mathbb{P} \left( |S_i(\alpha)| > q_0 - 2C_1 \frac{\log d}{\sqrt{m}} \right) \]
Note that \( P_{k,j,i} \) is naturally sub-Gaussian random variable, as it is bounded. By Theorem 1.1 in [Zaitsev, 1987], we have
\[ \mathbb{P} \left( \sup_{0 < \alpha < 1} |S_i(\alpha)| > q_0 - 2C_1 \frac{\log d}{\sqrt{m}} \right) \leq \mathbb{P} \left( \sup_{i \in I_0, 0 < \alpha < 1} \left| r_i(\alpha)\epsilon_{1,i} + \sqrt{1 - r_i^2(\alpha)}\epsilon_{2,i} \right| > q_0 - (2C_1 + 2/C_3) \frac{\log d}{\sqrt{m}} \right) + C_2 \exp \left( -C_3(2/C_3) \log d \right) \]
Here, \( z_{1,i} \) and \( z_{2,i} \) are standard normal distribution. Observe that
\[ \mathbb{P} \left( \sup_{0 < r_i < 1} \left| r_i z_{1,i} + \sqrt{1 - r_i^2} z_{2,i} \right| > q_0 - (2C_1 + 2/C_3) \frac{\log d}{\sqrt{m}} \right) \leq \mathbb{P} \left( \frac{z_{1,i}^2 + z_{2,i}^2}{(q_0 - (2C_1 + 2/C_3) \frac{\log d}{\sqrt{m}})^2} < \frac{1}{2} \right) \leq \exp \left( - \left( q_0 - (2C_1 + 2/C_3) \frac{\log d}{\sqrt{m}} \right)^2 / 2 \right) \]
\[ = (1 + o(1))\alpha / d \]
Putting everything together yields
\[ \mathbb{P} \left( \sup_{i \in I_0, 0 < \alpha < 1} \left| r_i(\alpha)\epsilon_{1,i} + \sqrt{1 - r_i^2(\alpha)}\epsilon_{2,i} \right| > q_0 \right) \leq \alpha + o(1) \]
Lemma 3. If (7) is satisfied, then there exists constant $c_1$ and $c_2$ such that
\[
P\left(\sup_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left[ \hat{R}_{||I_0||}((\alpha)) - F_\alpha^p \left( q + \sqrt{AC_p \log d/d} \right) \right] > 0 \right) \leq \frac{c_1}{d^{1/c_2}}
\]
and
\[
P\left(\inf_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left[ \hat{R}_{||I_0||}((\alpha)) - F_\alpha^p \left( q - \sqrt{AC_p \log d/d} \right) \right] < 0 \right) \leq \frac{c_1}{d^{1/c_2}}.
\]

Proof. It is sufficient to show the first conclusion here, as the same arguments can also be applied to the second conclusion. We write
\[
P\left(\sup_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left[ \hat{R}_{||I_0||}((\alpha)) - F_\alpha^p \left( q + \sqrt{AC_p \log d/d} \right) \right] > 0 \right)
\]
\[
= P\left(\bigcup_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left\{ \hat{R}_{||I_0||}((\alpha)) - F_\alpha^p \left( q + \sqrt{AC_p \log d/d} \right) > 0 \right\} \right)
\]
\[
= P\left(\bigcup_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left\{ \sum_{i \in I_0} B_i(\alpha, q) \leq ||I_0|| \right\} \right)
\]
\[
= P\left(\inf_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left[ \sum_{i \in I_0} B_i(\alpha, q) - \mu_i(\alpha, q) \right] \leq -\sqrt{AC_p d \log d} \right)
\]
\[
\leq P\left(\sup_{\delta < \alpha < 1 - \delta, |q| - 1/2 < \epsilon} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i(\alpha, q) \right| \geq \frac{\sqrt{AC_p \log d}}{\sqrt{d}} \right),
\]
where $B_i(\alpha, q) = 1(\hat{R}_i(\alpha) < F_\alpha^p(q + AC_p \log d/\sqrt{d}))$, $\mu_i(\alpha, q) = \mathbb{E}(B_i(\alpha, q))$ and $B_i^*(\alpha, q) = B_i(\alpha, q) - \mu_i(\alpha, q)$. It is clear that $|I_0|^{-1} \sum_{i \in I_0} \mu_i(\alpha, q) = q + AC_p \log d/d$. To investigate the supremum of the above stochastic process, we define the set of functions of interest
\[
\mathcal{B} := \left\{ \sum_{i \in I_0} B_i(\alpha, q) : \delta < \alpha < 1 - \delta, |q - 1/2| < \epsilon \right\}.
\]
For any $(\alpha, q)$ and $(\alpha', q')$, we can define a distance between them as
\[
D_\Delta \left( \sum_{i \in I_0} B_i(\alpha, q), \sum_{i \in I_0} B_i(\alpha', q') \right) = \frac{1}{|I_0|} \sum_{i \in I_0} \mathbb{E} \left( |B_i(\alpha, q) - B_i(\alpha', q')| \right).
\]
The Lemma [5] suggests that there exist $\{B_j^L, B_j^U\}_{j=1}^N$ with $N \leq 36\epsilon d^2$ such that $D_\Delta(B_j^L, B_j^U) \leq 1/d$ and such that for all $B \in \mathcal{B}$, there is a $j$ such that $B_j^L \leq B \leq B_j^U$. Thus, there exists
\{\alpha_j, q_j\}_{j=1}^N\) such that

$$\sup_{\delta<\alpha<1-\delta, |q-1/2|<\epsilon} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i'(\alpha, q) \right| \leq \max_{j=1,\ldots,N} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i'(\alpha_j, q_j) \right| + \max_{j=1,\ldots,N} \left| \frac{1}{|I_0|} (B_j^U - B_j^L) \right|.$$ 

An application of union bound and Lemma 4 suggest that the second above term can be bounded well

$$\mathbb{P} \left( \max_{j=1,\ldots,N} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i'(\alpha_j, q_j) \right| > C_1 \log d + \sqrt{2C_p \log d} \right) \leq \frac{1}{d \min(C_1^2, C_1)}.$$ 

We then apply the chaining argument to bound the first term [Talagrand (2014); Wang et al. (2020, 2021)]. Specifically, we apply Theorem 2.2.27 in [Talagrand (2014)] to obtain

$$\mathbb{P} \left( \max_{j=1,\ldots,N} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i'(\alpha, q) \right| > \frac{C_2 + Ct}{\sqrt{d}} \right) \leq C_4 \exp(-t^2/C_p).$$

If we choose $t = \sqrt{0.8AC_p \log d/C_3}$, we can have

$$\mathbb{P} \left( \max_{j=1,\ldots,N} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i'(\alpha, q) \right| > \frac{\sqrt{0.9AC_p \log d}}{\sqrt{d}} \right) \leq \frac{C_4}{d^{0.8A/C_3}}.$$

When $d$ is large enough, putting two term together yields

$$\mathbb{P} \left( \sup_{\delta<\alpha<1-\delta, |q-1/2|<\epsilon} \left| \frac{1}{|I_0|} \sum_{i \in I_0} B_i'(\alpha, q) \right| > \frac{\sqrt{AC_p \log d}}{\sqrt{d}} \right) \leq \frac{C_4 + 1}{d^{0.8A/C_3}}.$$

We complete the proof. \hfill \Box

**Lemma 4.** If (7) is satisfied, then given \((\alpha, q)\), we have

$$\mathbb{P} \left( \left| \sum_{i \in I_0} B_i'(\alpha, q) \right| > t \right) \leq \exp \left( -\frac{t^2}{2C_p \sum_{i \in I_0} \mu_i(\alpha, q) + 2t/3} \right).$$

For any \((\alpha, q)\) and \((\alpha', q')\), we have

$$\mathbb{P} \left( \left| \sum_{i \in I_0} B_i'(\alpha, q) - B_i'(\alpha', q') \right| > t \right) \leq 2 \exp \left( -\frac{t^2}{2C_p |I_0| D_\Delta + 2t/3} \right),$$

where $D_\Delta = D_\Delta \left( \sum_{i \in I_0} B_i(\alpha, q), \sum_{i \in I_0} B_i(\alpha', q') \right)$. 
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Proof. Given any $S_i$, the condition (7) and Theorem 4 in Delyon (2009) suggests that
\[
P\left(\left| \sum_{i \in I_0} B_i - \mu_i \right| > t \right) \leq \exp \left(-\frac{t^2}{2C_p \sum_{i \in I_0} \mu_i + 2t/3} \right).
\] (10)

This immediately leads to the first concentration inequality. To show the second concentration inequality, we define the function
\[
B^+_i = \begin{cases} 
1, & B_i(\alpha, q) = 1 \text{ and } B_i(\alpha', q') = 0 \\
0, & \text{otherwise}
\end{cases}
\]
and
\[
B^-_i = \begin{cases} 
1, & B_i(\alpha, q) = 0 \text{ and } B_i(\alpha', q') = 1 \\
0, & \text{otherwise}
\end{cases}
\]
Clearly, $\sum_{i \in I_0} B^+_i(\alpha, q) - B^-_i(\alpha', q') = \sum_{i \in I_0} B^+_i - B^-_i$. Applying (10) twice yields the second concentration inequality. \hfill \Box

**Lemma 5.** With $\mathcal{B}$ and distance $D_\Delta$ defined in (8) and (9), the covering number with bracketing satisfies
\[
N_B(\mathcal{B}, D_\Delta, t) \leq \frac{36\epsilon}{t^2}.
\]
Here, $N_B(\mathcal{B}, D_\Delta, t)$ is defined as the smallest value of $N$ for which there exist pairs of functions $\{B^L_j, B^U_j\}_{j=1}^N$ such that $D_\Delta(B^L_j, B^U_j) \leq t$ and such that for all $B \in \mathcal{B}$, there is a $j$ such that $B^L_j \leq B \leq B^U_j$.

Proof. We define the event $E_i(\alpha, q) = \{ \tilde{R}_i(\alpha) < F_{\alpha}^{-1}(q + AC_p \log d/\sqrt{d}) \}$. Clearly, $P(E_i(\alpha, q)) = E(B_i(\alpha, q))$. We consider $q_0, \ldots, q_{N_q}$ such that
\[
q_k = 1/2 - \epsilon + kt/3, \quad \text{and} \quad N_q = \lfloor 6\epsilon/t \rfloor.
\]
For each $q_k$, we can consider a sequence of $\alpha$, i.e. $\delta = \alpha_{k,0} < \alpha_{k,1} < \ldots < \alpha_{k,n_k} < 1 - \delta$.

Given $\alpha_{k,j}$, we define a function of $\alpha'$
\[
L(\alpha') := \frac{1}{|I_0|} \sum_{i \in I_0} P\left( \bigcup_{\alpha_{k,j} \leq \alpha < \alpha'} E_i(\alpha, q_k) \setminus \bigcap_{\alpha_{k,j} \leq \alpha < \alpha'} E_i(\alpha, q_k) \right).
\]
Clearly, $L(\alpha')$ is a non-decreasing function of $\alpha'$ when $\alpha' > \alpha_{k,j}$. Then, $\alpha_{k,j+1}$ is chosen as the smallest number such that $L(\alpha') = t/3$. We also choose $\alpha_{k,n_k}$ such that $\alpha_{k,n_k+1} \geq 1 - \delta$.

Given $\alpha_{k,j}$ and $\alpha_{k,j+1}$, we define events

$$E_{i,k,j} = \bigcup_{\alpha_{k,j} \leq \alpha < \alpha_{k,j+1}} E_i(\alpha, q_k) \setminus \bigcap_{\alpha_{k,j} \leq \alpha < \alpha_{k,j+1}} E_i(\alpha, q_k)$$

$$E_{i,k,j}^+ = E_{i,k,j} \cap \left\{ (r_i(\alpha_{k,j}) - r_i(\alpha_{k,j+1}))'_{1,i} \geq \left( \sqrt{1 - r_i^2(\alpha_{k,j+1})} - \sqrt{1 - r_i^2(\alpha_{k,j})} \right) \epsilon_{2,i} \right\}$$

and

$$E_{i,k,j}^- = E_{i,k,j} \cap \left\{ (r_i(\alpha_{k,j}) - r_i(\alpha_{k,j+1}))'_{1,i} < \left( \sqrt{1 - r_i^2(\alpha_{k,j+1})} - \sqrt{1 - r_i^2(\alpha_{k,j})} \right) \epsilon_{2,i} \right\}.$$  

Clearly, $E_{i,k,j}^+$ are disjoint for $0 \leq j \leq n_k$ and $E_{i,k,j}^-$ are disjoint for $0 \leq j \leq n_k$, which leads to

$$\sum_{j=0}^{n_k} \mathbb{P}(E_{i,k,j}^+) \leq 1 \quad \text{and} \quad \sum_{j=0}^{n_k} \mathbb{P}(E_{i,k,j}^-) \leq 1.$$  

This suggests that

$$\sum_{j=0}^{n_k} \frac{1}{|I_0|} \sum_{i \in I_0} \mathbb{P}(E_{i,k,j}) \leq 2$$  

Since the choice of $\alpha_{k,j}$ suggest that $|I_0|^{-1} \sum_{i \in I_0} \mathbb{P}(E_{i,k,j}) = t/3$, we can conclude that $n_k \leq 6/t$.

Then, we consider a partition of $\mathcal{B}$, i.e. $\mathcal{B}_{k,j}$ is

$$\mathcal{B}_{k,j} = \left\{ \sum_{i \in I_0} B_i(\alpha, q) : q_k \leq q < q_{k+1}, \alpha_{k,j} \leq \alpha < \alpha_{k,j+1} \right\}.$$  

After we define the sets

$$E_{i,k,j}^U = \bigcup_{q_k \leq q < q_{k+1}, \alpha_{k,j} \leq \alpha < \alpha_{k,j+1}} E_i(\alpha, q) \quad \text{and} \quad E_{i,k,j}^L = \bigcap_{q_k \leq q < q_{k+1}, \alpha_{k,j} \leq \alpha < \alpha_{k,j+1}} E_i(\alpha, q),$$

we then define functions

$$B_{k,j}^U = \sum_{i \in I_0} I(E_{i,k,j}^U) \quad \text{and} \quad B_{k,j}^L = \sum_{i \in I_0} I(E_{i,k,j}^L).$$

By the definition, we can know that for any $B \in \mathcal{B}_{k,j}$, $B_{k,j}^L \leq B \leq B_{k,j}^U$. Furthermore, as

$$E_{i,k,j}^U \setminus E_{i,k,j}^L \subset E_{i,k,j} \cup (E_i(\alpha_{k,j}, q_{k+1}) \setminus E_i(\alpha_{k,j}, q_k)) \cup (E_i(\alpha_{k,j+1}, q_{k+1}) \setminus E_i(\alpha_{k,j+1}, q_k)),$$
we have

$$D_\Delta (B^L_{k,j}, B^U_{k,j})$$

$$= \frac{1}{|I_0|} \sum_{i \in I_0} \mathbb{P} (E^L_{i,k,j} \setminus E^U_{i,k,j})$$

$$\leq \frac{1}{|I_0|} \sum_{i \in I_0} \mathbb{P} (E_{i,k,j}) + \mathbb{P}(E_i(\alpha_{k,j}, q_{k+1}) \setminus E_i(\alpha_{k,j}, q_k)) + \mathbb{P}(E_i(\alpha_{k,j+1}, q_{k+1}) \setminus E_i(\alpha_{k,j+1}, q_k))$$

$$\leq \frac{t}{3} + \frac{t}{3} + \frac{t}{3}$$

$$\leq t$$

Now, we can conclude that

$$N_B (\mathcal{B}, D_\Delta, t) \leq \frac{6\epsilon}{t} \times \frac{6}{t} = \frac{36\epsilon}{t^2}.$$
Figure 4: The standard mean difference with respect to the reference set estimated by different methods.