MODULAR REPRESENTATION THEORY OF AFFINE AND CYCLOTOMIC YOKONUMA-HECKE ALGEBRAS
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Abstract. We explore the modular representation theory of affine and cyclotomic Yokonuma-Hecke algebras. We provide an equivalence between the category of finite dimensional representations of the affine (resp. cyclotomic) Yokonuma-Hecke algebra and that of an algebra which is a direct sum of tensor products of affine Hecke algebras of type $A$ (resp. Ariki-Koike algebras). As one of the applications, the irreducible representations of affine and cyclotomic Yokonuma-Hecke algebras are classified over an algebraically closed field of characteristic $p$. Secondly, the modular branching rules for these algebras are obtained; moreover, the resulting modular branching graphs for cyclotomic Yokonuma-Hecke algebras are identified with crystal graphs of irreducible integrable representations of affine Lie algebras of type $A$.

1. Introduction

1.1. For the symmetric group $\mathfrak{S}_n$, Kleshchev [Kle1] discovered the $p$-modular branching rules for irreducible representations of $\mathfrak{S}_n$. Later on, Lascoux, Leclerc and Thibon [LLT] established a close connection between global crystal bases of basic $U_q(\hat{\mathfrak{sl}}_n)$-modules and modular representations of $\mathfrak{S}_n$, or more generally representations of Hecke algebras of type $A$ at roots of unity. The observation [LLT] turned out to be a beginning of an exciting development which continues to this day, including a development of deep connections between (affine, cyclotomic or degenerate affine) Hecke algebras of type $A$ at the $\ell$-th roots of unity, or cyclotomic quiver Hecke algebras of type $A$ associated with dominant integral weights of level $\ell$, and canonical bases for integrable $U_q(\hat{\mathfrak{sl}}_\ell)$-modules via categorification; see, e.g., [Ari1, BK1-3, BKW, Br, Gr, GV, Kle2] for related works.

1.2. Yokonuma-Hecke algebras of general types were first introduced in the sixties by Yokonuma [Yo]. In the late 1990s and early 2000s, Juyumaya and Kannan [Ju1, JuK] gave a new presentation of the Yokonuma-Hecke algebra $Y_{r,n}(q)$ of type $A$, and since then it has been commonly used for studying this algebra. By Juyumaya and Kannan’s presentation, the Yokonuma-Hecke algebra $Y_{r,n}(q)$ can be regarded as a deformation of the group algebra of the wreath product $(\mathbb{Z}/r\mathbb{Z}) \wr \mathfrak{S}_n$ of the cyclic group $\mathbb{Z}/r\mathbb{Z}$ and the symmetric group $\mathfrak{S}_n$. It is well known that there exists another deformation of the group algebra of the wreath product $(\mathbb{Z}/r\mathbb{Z}) \wr \mathfrak{S}_n$, namely the Ariki-Koike algebra [AK]. The Yokonuma-Hecke algebra $Y_{r,n}(q)$ differs from the Ariki-Koike algebra in the way that...
$Y_{r,n}(q)$ is isomorphic to the modified Ariki-Koike algebra defined by Shoji \cite{Shoji} according to Espinoza and Ryom-Hansen’s work \cite{ER}.

Recently, by generalizing the approach of Okounkov-Vershik \cite{OV} to the representation theory of $S_n$, Chlouveraki and Poulain d’Andecy \cite{ChPA1} introduced the notion of affine Yokonuma-Hecke algebra $\hat{Y}_{r,n}(q)$ and gave an explicit construction for all irreducible representations of $Y_{r,n}(q)$ over $\mathbb{C}(q)$, and further obtained a semisimplicity criterion for $Y_{r,n}(q)$. In their subsequent paper \cite{ChPA2}, they studied the representation theory of the affine Yokonuma-Hecke algebra $\hat{Y}_{r,n}(q)$ and the cyclotomic Yokonuma-Hecke algebra $Y^\lambda_{r,n}(q)$. In particular, they gave the classification of irreducible representations of $Y^\lambda_{r,n}(q)$ in the generic semisimple case. In the past several years, the study of affine and cyclotomic Yokonuma-Hecke algebras has made substantial progress; see, e.g., \cite{ChJuKL, ChPA1, ChPA2, ChPo, ChS, ER, JPA, Lu3, PA, Ro, RS}.

1.3. The affine Yokonuma-Hecke algebra $\hat{Y}_{r,n}(q)$ introduced in \cite{ChPA1} can actually be defined over an algebraically closed field $K$ of characteristic $p$ such that $p$ does not divide $r$. Throughout the paper we shall denote by $\hat{Y}_{r,n}$ (see Definition 2.1) the affine Yokonuma-Hecke algebra over $\mathbb{K}$, and denote by $Y^\lambda_{r,n}$ (see (5.3) for the definition) the associated cyclotomic Yokonuma-Hecke algebra. It turns out that the affine Yokonuma-Hecke algebra $\hat{Y}_{r,n}$ has a degenerate version which is the so-called wreath Hecke algebra introduced by the second author and Wang in \cite{WW} which also includes an exploration of the modular representation theory and modular branching rules for wreath Hecke algebras. This paper is aimed to study the modular representation theory of the affine Yokonuma-Hecke algebras $\hat{Y}_{r,n}$ by generalizing the approach of \cite{WW}. A classification of simple $\hat{Y}_{r,n}$-modules as well as the classification of simple $Y^\lambda_{r,n}$-modules is provided. Meanwhile, we obtain the modular branching rules for $\hat{Y}_{r,n}$ and $Y^\lambda_{r,n}$ respectively, and establish a connection to the crystal graphs of simple integrable modules of affine Lie algebras of type $A$.

1.4. In this subsection we briefly introduce the framework of this article. In Section 2 we give an explicit description of the center of $\hat{Y}_{r,n}$.

As an analog of the category equivalence established in \cite{WW Section 3}, an equivalence between the category of finite dimensional $\hat{Y}_{r,n}$-modules and the module category of an algebra which is a direct sum of tensor products of various affine Hecke algebras of type $A$ is achieved in Section 3.

In Section 4, we will give three applications of the above module category equivalence. First of all, we provide the classification of simple $\hat{Y}_{r,n}$-modules by using the known classification of simple modules for various affine Hecke algebras of type $A$. As a second application, we establish the modular branching rule for $\hat{Y}_{r,n}$. That is, we describe explicitly the socle of the restriction of a simple $\hat{Y}_{r,n}$-module to a subalgebra $\hat{Y}_{r,(n-1,1)}$ (see (3.1)), and hence to the subalgebra $\hat{Y}_{r,n-1}$. Finally, we give a block decomposition in the category of finite dimensional $\hat{Y}_{r,n}$-modules.

We then extend the equivalence established in Section 3 to the category of finite dimensional $Y^\lambda_{r,n}$-modules in Section 5 and present several applications in Section 6. Firstly, we give the classification of simple $Y^\lambda_{r,n}$-modules by applying the known classification of
Affine and cyclotomic Yokonuma-Hecke algebras

2. Definition and properties of affine Yokonuma-Hecke algebras

In this section we first recall the definition of the affine Yokonuma-Hecke algebra $\hat{Y}_{r,n}$ and introduce some necessary results following [ChPA1-2]. Then we describe the center of $\hat{Y}_{r,n}$.

2.1. The definition of affine Yokonuma-Hecke algebras.

**Definition 2.1.** (See [ChPA1] §3.1.) The affine Yokonuma-Hecke algebra, denoted by $\hat{Y}_{r,n} = \hat{Y}_{r,n}(q)$, is a $\mathbb{K}$-associative algebra generated by the elements $t_1, \ldots, t_n, g_1, \ldots, g_{n-1}$,
$X_1^{\pm 1}$ with relations:

\[
\begin{align*}
g_i^2 &= q + (q - 1)g_i e_i & \text{for } 1 \leq i \leq n - 1, \\
g_i g_j &= g_j g_i & \text{for } 1 \leq i, j \leq n - 1 \text{ such that } |i - j| \geq 2, \\
g_i g_{i+1} g_i &= g_{i+1} g_i g_{i+1} & \text{for } 1 \leq i \leq n - 2, \\
t_i t_j &= t_j t_i & \text{for } 1 \leq i, j \leq n, \\
t_i^2 &= 1 & \text{for } 1 \leq i \leq n, \\
g_i t_j &= t_{s(i)} g_i & \text{for } 1 \leq i \leq n - 1 \text{ and } 1 \leq j \leq n,
\end{align*}
\]

and with the following relations involving $X_1^{\pm 1}$:

\[
\begin{align*}
X_1 X_1^{-1} &= X_1^{-1} X_1 = 1, \\
g_1 X_1 g_1 X_1 &= X_1 g_1 X_1 g_1, \\
g_i X_1 &= X_1 g_i & \text{for } 2 \leq i \leq n - 1, \\
t_j X_1 &= X_1 t_j & \text{for } 1 \leq j \leq n,
\end{align*}
\]

where $s_i$ is the transposition $(i, i + 1)$ in the symmetric group $S_n$ on $n$ letters, and for each $1 \leq i \leq n - 1$,

\[
e_i := \frac{1}{r} \sum_{s=0}^{r-1} t_i^s t_{i+1}^s.
\]

We assume that $\tilde{Y}_{r,0} = K$. Note that the quadratic relations in (2.1) are different from those in [ChPA1] (3.1). The formalization here follows from [ChPo] (3.2).

**Remark 2.2.** We recall that the Yokonuma-Hecke algebra $Y_{r,n} = Y_{r,n}(q)$ of type $A$, first defined by Yokonuma in [Yo], is an associative algebra over $K$ generated by elements $t_1', \ldots, t_n'$ and $g_1', \ldots, g_{n-1}'$ with the defining relations as in (2.1) with each $g_i$ replaced by $g_i'$ and each $t_j$ replaced by $t_j'$ [Ju1, Ju2, JuK]. By [ChPA2] (2.6), the homomorphism $\iota : Y_{r,n} \to \tilde{Y}_{r,n}$, which is defined by

\[
\iota(t_j') = t_j \quad \text{for } 1 \leq j \leq n \quad \text{and} \quad \iota(g_i') = g_i \quad \text{for } 1 \leq i \leq n - 1,
\]

is injective. Meanwhile, by [ChPA1] (3.6), there exists a surjective algebra homomorphism $\pi : \tilde{Y}_{r,n} \to Y_{r,n}$, which is given by

\[
\pi(t_j) = t_j', \quad \pi(g_i) = g_i', \quad \pi(X_1) = 1
\]

for $1 \leq j \leq n$ and $1 \leq i \leq n - 1$.

The elements $g_i$ in $\tilde{Y}_{r,n}$ are invertible with the inverse given by

\[
g_i^{-1} = q^{-1} g_i - (1 - q^{-1}) e_i \quad \text{for } 1 \leq i \leq n - 1.
\]

Let $w \in S_n$ and let $w = s_{i_1} \cdots s_{i_r}$ be a reduced expression of $w$. By Matsumoto’s theorem (see, e.g., [GP] Theorem 1.2.2)), the element $g_w := g_{i_r} g_{i_{r-1}} \cdots g_{i_1}$ does not depend on the choice of the reduced expression of $w$. For each $w \in S_n$, we denote by $\ell(w)$ the length of $w$ with respect to the simple reflections in $S_n$. Then for any $w \in S_n$ and $1 \leq i \leq n - 1$, we have

\[
g_w g_{s_i} = \begin{cases} g_{w s_i} & \text{if } \ell(w s_i) > \ell(w), \\
g q w s_i + (q - 1) g_w e_i & \text{if } \ell(w s_i) < \ell(w). \end{cases}
\]

(2.3)
Note that the elements $e_i$ are idempotents in $\hat{Y}_{r,n}$. For any $1 \leq i, k \leq n$, we set
\[
e_{i,k} := \frac{1}{r} \sum_{s=0}^{r-1} t_i s^k.
\]
It is clear that $e_{i,i} = 1$, $e_{i,k} = e_{k,i}$ and that $e_{i,i+1} = e_i$. It can be easily checked that the following holds:
\[
g_i e_{j,k} = e_{s_i(j), s_i(k)} g_i \quad \text{for } 1 \leq i \leq n - 1 \text{ and } 1 \leq j, k \leq n.
\]
In particular, we have $g_i e_i = e_i g_i$ for all $1 \leq i \leq n - 1$.

We define the elements $X_2, \ldots, X_n$ in $\hat{Y}_{r,n}$ by
\[
X_{i+1} := q^{-1} g_i X_i g_i \quad \text{for } 1 \leq i \leq n - 1.
\]
It is proved in [ChPA1] Lemma 1 that we have, for any $1 \leq i \leq n - 1$,
\[
g_i X_j = X_j g_i \quad \text{for } 1 \leq j \leq n \text{ such that } j \neq i, i + 1. \tag{2.4}
\]
Moreover, by [ChPA1] Proposition 1, we have that the elements $t_1, \ldots, t_n, X_1, \ldots, X_n$ form a commutative set, that is,
\[
xy = yx \quad \text{for any } x, y \in \{t_1, \ldots, t_n, X_1, \ldots, X_n\}. \tag{2.5}
\]
We shall often use the following identities (see [ChPA2] Lemma 2.3): for $1 \leq i \leq n - 1$,
\[
\begin{align*}
g_i X_i &= X_{i+1} g_i - (q-1)e_i X_{i+1}, \\
g_i X_{i+1} &= X_i g_i + (q-1)e_i X_{i+1}, \\
g_i X_i^{-1} &= X_{i+1}^{-1} g_i + (q-1)e_i X_i^{-1}, \\
g_i X_i^{-1} &= X_i^{-1} g_i - (q-1)e_i X_i^{-1}.
\end{align*} \tag{2.6}
\]

### 2.2. The center of affine Yokonuma-Hecke algebras

In the rest of this paper, we always assume that all tensor products of algebras or modules are taken over $\mathbb{K}$ unless otherwise stated.

Let $\mathcal{T}$ be the subalgebra of $\hat{Y}_{r,n}$ generated by $t_1, \ldots, t_n$. Set $\mathbb{Z}_r := \{0, 1, \ldots, r - 1\}$. For each $\beta = (\beta_1, \ldots, \beta_n) \in \mathbb{Z}_r^n$, set $t^\beta := t_1^{\beta_1} \cdots t_n^{\beta_n}$. Observe that the symmetric group $\mathfrak{S}_n$ acts naturally on $\mathcal{T}$ by permutations, which is given by $h \mapsto w h$ for any $w \in \mathfrak{S}_n$ and $h \in \mathcal{T}$. Then for $\beta = (\beta_1, \ldots, \beta_n) \in \mathbb{Z}_r^n$ and each $w \in \mathfrak{S}_n$, we have $w(t^\beta) = t^{w^\beta}$, where $w^\beta = (\beta_{w^{-1}(1)}, \ldots, \beta_{w^{-1}(n)})$.

Let $P_n$ be the subalgebra of $\hat{Y}_{r,n}$ generated by $X_1^{\pm 1}, \ldots, X_n^{\pm 1}$. For each $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}^n$, set $X^\alpha := X_1^{\alpha_1} \cdots X_n^{\alpha_n}$. There exists a natural action of the symmetric group $\mathfrak{S}_n$ on $P_n$ by permutations. Let us denote this action by $f \mapsto w f$ for any $w \in \mathfrak{S}_n$ and $f \in P_n$. Then for $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}^n$ and each $w \in \mathfrak{S}_n$, we have $w(X^\alpha) = X^{w^\alpha}$, where $w^\alpha = (\alpha_{w^{-1}(1)}, \ldots, \alpha_{w^{-1}(n)})$.

By (2.5) and by induction, we can easily get the following lemma.

**Lemma 2.3.** For any $f \in P_n$ and $1 \leq i \leq n - 1$, we have
\[
g_i f - s_i f g_i = (q-1)e_i f - s_i f \frac{f - s_i f}{1 - X_i X_{i+1}^{-1}}, \tag{2.7}
\]
Note that $f - s_if$ is divisible by $1 - X_iX_{i+1}^{-1}$, and hence $\frac{f - s_if}{1 - X_iX_{i+1}^{-1}}$, as an element of the field of fractions of $P_n$, lies in $P_n$.

Let $\preceq$ denote the Bruhat order on $S_n$. By Lemma 2.3 we can easily get the next lemma.

Lemma 2.4. Let $w \in S_n$, $t \in T$ and $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}^n$. Then in $\hat{Y}_{r,n}$, we have

$$g_w t^{n}\alpha = (w^{t})^{n}\alpha g_w + \sum_{u \geq w; u \neq w} t_u f_u g_u, \text{ and } t^n \alpha g_w = g_w (w^{-1})^{n-1} \alpha + \sum_{u \geq w; u \neq w} g_u t_u f_u$$

for some $f_u, f'_u \in P_n$ and $t_u', t_u' \in T$.

The following theorem gives a PBW basis of the affine Yokonuma-Hecke algebra $\hat{Y}_{r,n}$.

Theorem 2.5. (See [ChPA2, Theorem 4.4].) The elements $\{X^\alpha t^\beta g_w | \alpha \in \mathbb{Z}^n, \beta \in \mathbb{Z}^n, w \in S_n\}$ form a $\mathbb{K}$-basis of $\hat{Y}_{r,n}$.

Let $G$ be a cyclic group of order $r$ and set $T := G^n$. By Theorem 2.5, the subalgebra $T$ can be identified with the group algebra $\mathbb{K}G$ of the group $G$ while the subalgebra $P_n$ can be identified with the algebra $\mathbb{K}[X_1^{\pm 1}, \ldots, X_n^{\pm 1}]$ of Laurent polynomials in $X_1, \ldots, X_n$. Let $P_n(T)$ be the subalgebra of $\hat{Y}_{r,n}$ generated by $t_1, \ldots, t_n$ and $X_1^{\pm 1}, \ldots, X_n^{\pm 1}$. Then we have

$$P_n(T) \cong P_n \otimes \mathbb{K}G.$$

Lemma 2.6. The center $Z(\hat{Y}_{r,n})$ of $\hat{Y}_{r,n}$ is contained in the subalgebra $P_n(T)$.

Proof. Assume that $z$ is a central element of $\hat{Y}_{r,n}$. By Theorem 2.5 we can write $z$ as $z = \sum_{w \in S_n} z_w g_w$, where $z_w = \sum d_{\alpha} X^\alpha t^\beta \in P_n(T)$. Take $\tau$ to be maximal under the Bruhat order such that $z_\tau \neq 0$. Assume that $\tau \neq 1$. Then there exists some $i \in \{1, 2, \ldots, n\}$ satisfying $\tau(i) \neq i$.

By Lemma 2.4 we have

$$0 = X_i z - z X_i = z_{\tau}(X_i - X_{\tau(i)}) g_{\tau} + \sum_{u \geq \tau; u \neq \tau} a_{\nu, \beta, u} X^\nu t^\beta g_u.$$

By Theorem 2.5 we see that $z_{\tau} = 0$, which contradicts the choice of $\tau$. Thus, $\tau = 1$ and $z \in P_n(T)$.

We set

$$P_n(T)^{S_n} := \{ \sum d_{\alpha, \beta} X^\alpha t^\beta \in P_n(T) \mid \sum d_{\alpha, \beta} X^\alpha t^\beta = \sum d_{\alpha, \beta} X^w t^w \text{ for any } w \in S_n \}.$$

Theorem 2.7. We have $Z(\hat{Y}_{r,n}) = P_n(T)^{S_n}$.

Proof. Suppose that

$$z = \sum_{\alpha \in \mathbb{Z}^n; \beta \in \mathbb{Z}^n} d_{\alpha, \beta} X^\alpha t^\beta \in Z(\hat{Y}_{r,n}).$$

Then for each $1 \leq k \leq n - 1$, we have $g_k z = z g_k$, that is, $g_k \cdot \sum d_{\alpha, \beta} X^\alpha t^\beta = \sum d_{\alpha, \beta} X^\alpha t^\beta g_k$.

Thus, by Lemma 2.3 we get

$$\sum_{\alpha, \beta} d_{\alpha, \beta} X^{s_k \alpha} t^{s_k \beta} g_k + (q - 1) \sum_{\alpha, \beta} d_{\alpha, \beta} e_k X^\alpha - X^{s_k \alpha} \frac{1}{1 - X_k^{s_k \beta} X_{k+1}^{-1}} t^\beta = \sum_{\alpha, \beta} d_{\alpha, \beta} X^\alpha t^\beta g_k.$$
By Theorem 2.5 we must have
\[
\sum_{\alpha,\beta} d_{\alpha,\beta} X^{s_k \alpha} t^{s_k \beta} = \sum_{\alpha,\beta} d_{\alpha,\beta} X^{\alpha} \beta^{\beta} \quad \text{for any } 1 \leq k \leq n-1, \tag{2.8}
\]
\[
\sum_{\alpha,\beta} d_{\alpha,\beta} e_k X^{\alpha} - X^{s_k \alpha} t^{s_k \beta} = 0 \quad \text{for any } 1 \leq k \leq n-1. \tag{2.9}
\]

We claim that (2.8) implies (2.9). Assume that (2.8) holds. For each \( \beta \in \mathbb{Z}_n \) and \( 1 \leq k \leq n-1 \), by [ChPA1, (2.13)] we can easily get \( e_k t^{\beta} = e_k t^{s_k \beta} \). Then we have
\[
\sum_{\alpha,\beta} d_{\alpha,\beta} e_k X^{\alpha} t^{\beta} = \sum_{\alpha,\beta} d_{\alpha,\beta} e_k X^{s_k \alpha} t^{s_k \beta} \quad \text{(by (2.8))}
\]
\[
= \sum_{\alpha,\beta} d_{\alpha,\beta} X^{s_k \alpha} e_k t^{s_k \beta} \quad \text{(by (2.8))}
\]
\[
= \sum_{\alpha,\beta} d_{\alpha,\beta} X^{s_k \alpha} e_k t^{\beta}
\]
\[
= \sum_{\alpha,\beta} d_{\alpha,\beta} e_k X^{s_k \alpha} t^{\beta}.
\]

Therefore, we see that (2.9) holds.

By using Theorem 2.5 again, we see that (2.8) holds if and only if \( d_{\alpha,\beta} = d_{s_k \alpha, s_k \beta} \) for \( \alpha \in \mathbb{Z}_n, \beta \in \mathbb{Z}_n \), and \( 1 \leq k \leq n-1 \), or equivalently, \( d_{w \alpha, w \beta} = d_{\alpha,\beta} \) for any \( w \in S_n \), \( \alpha \in \mathbb{Z}_n, \beta \in \mathbb{Z}_n \).

By reversing the above arguments, it is easy to see that an element \( z \in \hat{Y}_{r,n} \) of the form
\[
\sum_{\alpha,\beta} d_{\alpha,\beta} X^{\alpha} t^{\beta} \quad \text{with } d_{w \alpha, w \beta} = d_{\alpha,\beta} \text{ for any } w \in S_n, \text{ belongs to } Z(\hat{Y}_{r,n}). \]

\[\square\]

**Corollary 2.8.** If \( M \) is a simple \( \hat{Y}_{r,n} \)-module, then \( M \) is finite dimensional.

**Proof.** It is known that \( P_n \) is a free \( \mathbb{K}[X_1^{\pm 1}, \ldots, X_n^{\pm 1}] S_n \)-module of finite rank \( n! \), and \( KT \) is a free \( (\mathbb{K}T) S_n \)-module of finite rank. By Theorem 2.7 we conclude that \( \hat{Y}_{r,n} \) is a finitely generated module over its center \( Z(\hat{Y}_{r,n}) \). Dixmier’s version of Schur’s lemma (see, e.g., [Wa 0.5.2]) implies that the center of \( \hat{Y}_{r,n} \) acts by scalars on absolutely simple modules, which implies that \( M \) is a simple module for a finite dimensional algebra, and hence \( M \) is finite dimensional. \[\square\]

**Remark 2.9.** Recently, Chlouveraki and Sécherre [ChS, Theorem 4.3] proved that the affine Yokonuma-Hecke algebra is a particular case of the pro-\( p \)-Iwahori-Hecke algebra defined by Vignéras in [Vi1]. In [Vi2, Theorem 1.3] Vignéras described the center of the pro-\( p \)-Iwahori-Hecke algebra over any commutative ring \( R \). Thus, our Theorem 2.7 can be regarded as a particular case of Vignéras’ results.

3. **AN EQUIVALENCE OF TWO CATEGORIES**

In this section, we establish an explicit equivalence between the category \( \hat{Y}_{r,n} \text{-mod} \) of finite dimensional \( \hat{Y}_{r,n} \)-modules and the category \( \hat{H}_{r,n} \text{-mod} \) of finite dimensional \( \hat{H}_{r,n} \)-modules, where \( \hat{H}_{r,n} \) is a direct sum of tensor products of various affine Hecke algebras of type \( A \). The category equivalence plays a key role throughout the rest of this paper.
3.1. A decomposition of \( \hat{Y}_{r,n} \)-modules. Recall that \( G \) is a cyclic group of order \( r \) and \( T = G^n \). Since \( K \) is an algebraically closed field of characteristic \( p \) such that \( p \) does not divide \( r \), there exists a primitive \( r \)-th root of unity \( \zeta \). Fix a generator \( g \) of the cyclic group \( G \). For each \( 1 \leq a \leq r \), there exists a one-dimensional \( KG \)-module \( V_a \) such that \( g \) acts on \( V_a \) as the scalar \( \zeta^a \). Since \( K \) is an algebraically closed field of characteristic \( p \) such that \( p \) does not divide \( r \), the set \( \{V_1, \ldots, V_r\} \) is a complete one of pairwise non-isomorphic finite dimensional simple \( KG \)-modules. Hence, we see that \( \{V_{i_1} \otimes \cdots \otimes V_{i_n} \mid 1 \leq i_1, \ldots, i_n \leq r \} \) is a complete set of pairwise non-isomorphic simple \( KT \)-modules.

By the above arguments, we can easily obtain the following lemma, which can be regarded as a particular case of [WW, Corollary 3.3]. Recall that \( e_i = \frac{1}{r} \sum_{s=0}^{r-1} \zeta^{ks-i} \) for \( 1 \leq i \leq n-1 \).

**Lemma 3.1.** Suppose that \( 1 \leq i_1, \ldots, i_n \leq r \) and \( 1 \leq k \leq n-1 \). If \( i_k = i_{k+1} \), \( e_k \) acts as the identity on the module \( V_{i_1} \otimes \cdots \otimes V_{i_n} \); otherwise, \( e_k \) acts as zero on it.

**Proof.** The lemma easily follows from the fact that \( e_1 \) acts as zero on a simple \( KG^2 \)-module \( V_k \otimes V_l \) where \( 1 \leq k, l \leq r \) and \( k \neq l \), and it acts as the identity on the \( KG^2 \)-module \( V_k^{\otimes 2} \) for \( 1 \leq k \leq r \). \( \square \)

Given an algebra \( S \), we denote by \( S\text{-mod} \) the category of finite dimensional left \( S \)-modules. Since \( K \) is an algebraically closed field of characteristic \( p \) such that \( p \) does not divide \( r \), every module in \( \hat{Y}_{r,n} \)-mod is semisimple when restricted to the subalgebra \( KT \).

Let \( C_r(n) \) be the set of \( r \)-compositions of \( n \), that is, the set of \( r \)-tuples of nonnegative integers \( \mu = (\mu_1, \ldots, \mu_r) \) such that \( \sum_{1 \leq a \leq r} \mu_a = n \). Fix one \( \mu = (\mu_1, \ldots, \mu_r) \in C_r(n) \). Let

\[
V(\mu) := V_1^{\otimes \mu_1} \otimes \cdots \otimes V_r^{\otimes \mu_r}
\]

be the associated simple \( KT \)-module and let \( G_{\mu} := G_{\mu_1} \times \cdots \times G_{\mu_r} \) be the associated Young subgroup of \( G_n \). For each \( 1 \leq i \leq r \), since \( \text{dim} V_i = 1 \), we will assume that \( V_i = K v_i \).

Set \( v_\mu := v_1^{\otimes \mu_1} \otimes \cdots \otimes v_r^{\otimes \mu_r} \in V(\mu) \). Then we have \( V(\mu) = K v_\mu \).

Fix one \( \mu = (\mu_1, \ldots, \mu_r) \in C_r(n) \). We denote by \( O(\mu) \) a complete set of left coset representatives of \( G_{\mu} \) in \( G_n \). We define \( \hat{Y}_{r,\mu} \) to be the subalgebra of \( \hat{Y}_{r,n} \) generated by \( t_1, \ldots, t_n, X_1^{\pm 1}, \ldots, X_n^{\pm 1} \) and \( g_w \) for all \( w \in G_{\mu} \). Then by Definition 2.1 we have

\[
\hat{Y}_{r,\mu} \cong \hat{Y}_{r,\mu_1} \otimes \cdots \otimes \hat{Y}_{r,\mu_r}.
\] (3.1)

Moreover, every module in \( \hat{Y}_{r,\mu} \text{-mod} \) is semisimple when restricted to the subalgebra \( KT \).

For each \( \mu \in C_r(n) \) and \( M \in \hat{Y}_{r,n} \text{-mod} \), we define \( I_\mu M \) to be the isotypical subspace of \( V(\mu) \) in \( M \), that is, the sum of all simple \( KT \)-submodules of \( M \) isomorphic to \( V(\mu) \). We define \( M_\mu \) by

\[
M_\mu := \sum_{w \in G_{\mu}} g_w(I_\mu M).
\] (3.2)

In general, for two algebras \( A \subseteq B \) and an \( A \)-module \( M \), we then define the induced \( B \)-module by \( \text{Ind}_A^B M := B \otimes_A M \).

**Lemma 3.2.** Assume that \( \mu = (\mu_1, \ldots, \mu_r) \in C_r(n) \) and \( M \in \hat{Y}_{r,n} \text{-mod} \). Then, \( I_\mu M \) is a \( \hat{Y}_{r,\mu} \)-submodule and \( M_\mu \) is a \( \hat{Y}_{r,n} \)-submodule of \( M \). Moreover, we have \( M_\mu \cong \text{Ind}_{\hat{Y}_{r,\mu}}^{\hat{Y}_{r,n}} (I_\mu M) \).
Proof. Since $X_i^\pm 1$ commutes with $KT$ for each $1 \leq i \leq n$, we see that each $X_i^\pm 1$ $(1 \leq i \leq n)$ maps a simple $KT$-submodule of $M$ to an isomorphic one. Hence, $I_\mu M$ is invariant under the action of the subalgebra $P_\mu$. Fix one $i \in \{1, 2, \ldots, n-1\}\backslash\{\mu_1, \mu_1+\mu_2, \ldots, \mu_1+\ldots+\mu_{r-1}\}$. For each $1 \leq j \leq n$, we have $t_j(g_i^\pm 1\tau_{\mu_\nu}) = g_i^\pm 1t_{n\mu_\nu}(v_{\mu_\nu}) = g_i^\pm 1t_j(v_{\mu_\nu})$. From the above identities we see that $g_i V(\mu)$ is a $KT$-module, and is isomorphic to $V(\mu)$. Hence, for each $w \in \mathcal{S}_\mu$, $g_w$ maps a simple $KT$-submodule of $M$ isomorphic to $V(\mu)$ to another isomorphic one. Thus, $I_\mu M$ is invariant under the action of $g_w$ for all $w \in \mathcal{S}_\mu$. Since $\hat{\mathcal{Y}}_{r,\mu}$ is generated by $P_\mu$, $KT$ and $g_w$ (with $w \in \mathcal{S}_\mu$), we see that $I_\mu M$ is a $\hat{\mathcal{Y}}_{r,\mu}$-submodule.

By (2.3) and (3.2), it is easy to see that $M_\mu$ is a $\hat{\mathcal{Y}}_{r,n}$-submodule of $M$.

By Frobenius reciprocity, we have a nonzero $\hat{\mathcal{Y}} r,\mu$-homomorphism $\varphi : \text{Ind}_{\hat{\mathcal{Y}} r,\mu}(I_\mu M) \rightarrow M_\mu$. Note that by (2.3), for each $w = \tau w_\mu$ with $\tau \in \mathcal{O}(\mu)$ and $w_\mu \in \mathcal{S}_\mu$, we have $g_w(I_\mu M) = g_\tau(I_\mu M)$. Hence

$$M_\mu = \sum_{\tau \in \mathcal{O}(\mu)} g_\tau(I_\mu M),$$

which implies that $\varphi$ is surjective. Observe that as $KT$-modules, $g_{\tau_1}(I_\mu M)$ and $g_{\tau_2}(I_\mu M)$ are isotypical subspaces of two non-isomorphic simple $KT$-modules in $M$ if $\tau_1 \neq \tau_2 \in \mathcal{O}(\mu)$. Hence the sum in (3.3) is in fact direct, and the dimension of $M_\mu$ is

$$\dim I_\mu M \cdot \frac{n!}{\mu_1!\mu_2!\ldots\mu_r!},$$

where $\dim I_\mu M$ denotes the dimension of $I_\mu M$. Thus, $\varphi$ is an isomorphism by comparing dimensions of both sides of it.

Lemma 3.3. For each $M \in \hat{\mathcal{Y}}_{r,n}$-mod, we have the following decomposition:

$$M = \bigoplus_{\mu \in \mathcal{C}_r(n)} M_\mu.$$  

Proof. By (3.3) and the definition of $I_\mu M$, we see that for each $\mu = (\mu_1, \ldots, \mu_r) \in \mathcal{C}_r(n)$, $M_\mu$ is the sum of all simple $KT$-submodules of $M$ isomorphic to $V_{j_1} \otimes \cdots \otimes V_{j_{\mu_r}}$ for all $j_1, \ldots, j_{\mu_r}$ such that $|\{1 \leq k \leq n \mid j_k = i\}| = \mu_i$ for each $1 \leq i \leq r$. Note that $M$ is semisimple as a $KT$-module. This, together with the fact that $\{V_{i_1} \otimes \cdots \otimes V_{i_{\mu_r}} \mid 1 \leq i_1, \ldots, i_{\mu_r} \leq r\}$ is a complete set of pairwise non-isomorphic simple $KT$-modules, gives rise to the decomposition (3.4).

3.2. An equivalence of two module categories. Recall the description of affine Hecke algebras due to J. Bernstein (see [Lu1-2]). For each $m \in \mathbb{Z}_{\geq 1}$, the extended affine Hecke algebra $\hat{\mathcal{H}}_m$ of type $A$ is a $K$-algebra generated by elements $T_i, Y_{ij}^{\pm 1}$ (with $1 \leq i \leq m - 1$ and $1 \leq j \leq m$) subject to the following relations:

1. $(T_i + 1)(T_i - q) = 0$ for $1 \leq i \leq m - 1$;
2. $T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1}$ for $1 \leq i \leq m - 2$;
3. $T_i T_j = T_j T_i$ for $1 \leq i, j \leq m - 1$ such that $|i - j| \geq 2$;
4. $Y_i Y_i^{-1} = Y_i^{-1} Y_i = 1$, $Y_i Y_j = Y_j Y_i$ for $1 \leq i, j \leq m$;
for the as the identity. Then it is easy to verify that the actions given in (3.5) satisfy the relations of w. It is well known that the element $T_w := T_i T_2 \cdots T_k$ is well-defined.

For each $\mu = (\mu_1, \ldots, \mu_r) \in C_r(n)$, we denote by $\hat{H}_{r, \mu}$ the subalgebra of $\hat{H}_n$ generated by $T_i, Y_j^{\pm 1}$ with $i \in \{1, 2, \ldots, n-1\} \backslash \{\mu_1, \mu_1 + \mu_2, \ldots, \mu_1 + \cdots + \mu_r\}$ and $1 \leq j \leq n$. Note that $\hat{H}_{r, \mu}$ is naturally isomorphic to the tensor product $\hat{H}_{\mu_1} \otimes \cdots \otimes \hat{H}_{\mu_r}$ and we shall identify them. We define the following algebra:

\[
\hat{H}_{r,n} := \bigoplus_{\mu \in C_r(n)} \hat{H}_{r,\mu}.
\]

In the following we will see that the strategy in [WW, Section 3] can also be applied to our setting, even though the quadratic relations for the generators $g_i$ of $\hat{Y}_{r,\mu}$ in (2.1) look quite different from [WW] (2.4-2.5). The key observation is that the elements $e_k$ act as either zero or the identity on a simple $KT$-module due to Lemma 3.1.

**Proposition 3.4.** Assume that $\mu = (\mu_1, \ldots, \mu_r) \in C_r(n)$ and $N \in \hat{Y}_{r,\mu}$-$\text{mod}$. Then $\text{Hom}_{KT}(V(\mu), N)$ is an $\hat{H}_{r,\mu}$-$\text{module}$ with the action given by

\[
(T_w \circ \phi)(v_\mu) = g_w \phi(v_\mu),
\]

\[
(Y_k^{\pm 1} \circ \phi)(v_\mu) = X_k^{\pm 1} \phi(v_\mu)
\]

for $w \in \mathfrak{S}_n$, $1 \leq k \leq n$ and $\phi \in \text{Hom}_{KT}(V(\mu), N)$. Thus, $\text{Hom}_{KT}(V(\mu), -)$ is a functor from $\hat{Y}_{r,\mu}$-$\text{mod}$ to $\hat{H}_{r,\mu}$-$\text{mod}$.

**Proof.** We first show that $T_w \circ \phi$ is a $KT$-module homomorphism. It suffices to consider each $T_i \circ \phi$ for $i \in \{1, 2, \ldots, n-1\} \backslash \{\mu_1, \mu_1 + \mu_2, \ldots, \mu_1 + \cdots + \mu_r\}$. Observe that we have, for each $1 \leq j \leq n$,

\[
(t_i \circ \phi)(t_j(v_\mu)) = (t_i \circ \phi)(t_{s_{i,j}}(v_\mu)) = g_i \phi(t_{s_{i,j}}(v_\mu)) = g_i t_{s_{i,j}} \phi(v_\mu) = t_j(T_i \circ \phi)(v_\mu).
\]

The fact that $Y_k^{\pm 1} \circ \phi$ is a $KT$-module homomorphism can be proved similarly.

By Lemma 3.1 we see that $e_i$, for each $i \neq \mu_1, \mu_1 + \mu_2, \ldots, \mu_1 + \cdots + \mu_r$, acts on $V(\mu)$ as the identity. Then it is easy to verify that the actions given in (3.5) satisfy the relations for the $\hat{H}_{r,\mu}$-$\text{module}$ structure on $\text{Hom}_{KT}(V(\mu), N)$. We skip the details and leave them to the reader. \(\square\)

**Proposition 3.5.** Assume that $\mu = (\mu_1, \ldots, \mu_r) \in C_r(n)$ and $M$ is a finite dimensional $\hat{H}_{r,\mu}$-$\text{module}$. Then $V(\mu) \otimes M$ affords a $\hat{Y}_{r,\mu}$-$\text{module}$ via

\[
t_k \ast (v_\mu \otimes z) = t_k(v_\mu) \otimes z,
\]

\[
g_w \ast (v_\mu \otimes z) = v_\mu \otimes T_w z,
\]

\[
X_k^{\pm 1} \ast (v_\mu \otimes z) = v_\mu \otimes Y_k^{\pm 1} z
\]

(3.6)
for \(1 \leq k \leq n\), \(w \in \mathcal{S}_\mu\) and \(z \in M\). There exists an isomorphism of \(\hat{H}_{r,\mu}\)-modules \(\Phi : M \to \text{Hom}_{K T}(V(\mu), V(\mu) \otimes M)\) given by \(\Phi(z)(v_\mu) = v_\mu \otimes z\). Moreover, \(V(\mu) \otimes M\) is a simple \(\hat{Y}_{r,\mu}\)-module if and only if \(M\) is a simple \(\hat{H}_{r,\mu}\)-module.

**Proof.** In order to verify that \(V(\mu) \otimes M\) is a \(\hat{Y}_{r,\mu}\)-module with the actions of its generators given in (3.16), we need to check that the actions satisfy the relations listed in (2.1) and (2.2). We only check the quadratic relation for each \(g_i\) with \(i \in \{1, 2, \ldots, n-1\}\) \(\mu_1, \mu_1 + \mu_2, \ldots, \mu_1 + \cdots + \mu_{r-1}\} \) and leave the remaining verifications to the reader.

For each \(z \in M\), we have \(g_i^2 \star (v_\mu \otimes z) = v_\mu \otimes T_i^2 z = v_\mu \otimes (q + (q-1)T_i)z\), while \((q + (q-1)e_i g_i) \star (v_\mu \otimes z) = q v_\mu \otimes z + (q-1)e_i v_\mu \otimes T_i z\). Note that \(e_i v_\mu = v_\mu\) by Lemma 3.4 and then the quadratic relation in (2.1) holds for each \(g_i\) with \(i \in \{1, 2, \ldots, n-1\}\).

It is easy to see that \(\Phi\) is a well-defined injective \(\hat{H}_{r,\mu}\)-module homomorphism. Moreover, as a \(K T\)-module, \(V(\mu) \otimes M\) is isomorphic to a direct sum of finite copies of \(V(\mu)\). Thus, \(\Phi\) is an isomorphism by comparing dimensions of these two modules.

Assume that \(V(\mu) \otimes M\) is a simple \(\hat{Y}_{r,\mu}\)-module and \(E\) is a nonzero \(\hat{H}_{r,\mu}\)-submodule of \(M\). Then \(V(\mu) \otimes E\) is a nonzero \(\hat{Y}_{r,\mu}\)-submodule of \(V(\mu) \otimes M\), which implies \(E = M\). Conversely, assume that \(M\) is a simple \(\hat{H}_{r,\mu}\)-module and \(P\) is a nonzero \(\hat{Y}_{r,\mu}\)-submodule of \(V(\mu) \otimes M\). By Proposition 3.4, \(\text{Hom}_{K T}(V(\mu), P)\) is a nonzero \(\hat{H}_{r,\mu}\)-submodule of \(\text{Hom}_{K T}(V(\mu), V(\mu) \otimes M) \cong M\). Since \(M\) is simple, we have \(\text{Hom}_{K T}(V(\mu), P) \cong M\). Note that \(P\), as a \(K T\)-module, is isomorphic to a direct sum of finite copies of \(V(\mu)\). Hence, we must have \(P = V(\mu) \otimes M\) by a dimension comparison. \(\square\)

**Proposition 3.6.** Assume that \(N \in \hat{Y}_{r,n}\)-mod. Then for each \(\mu \in \mathcal{C}_r(n)\),

\[
\Psi : V(\mu) \otimes \text{Hom}_{K T}(V(\mu), I_\mu N) \to I_\mu N,
\]

\[
v_\mu \otimes \psi \mapsto \psi(v_\mu)
\]

defines an isomorphism of \(\hat{Y}_{r,\mu}\)-modules.

**Proof.** By Lemma 3.2, \(I_\mu N\) is a \(\hat{Y}_{r,\mu}\)-module. It follows from Propositions 3.4 and 3.5 that \(V(\mu) \otimes \text{Hom}_{K T}(V(\mu), I_\mu N)\) is a \(\hat{Y}_{r,\mu}\)-module.

It is easy to check that \(\Psi\) is a \(\hat{Y}_{r,\mu}\)-homomorphism. Since \(I_\mu N\), as a \(K T\)-module, is isomorphic to a direct sum of finite copies of \(V(\mu)\), we see that \(\Psi\) is surjective. Hence \(\Psi\) is an isomorphism by a dimension comparison. \(\square\)

Now we can prove one of the main results of this paper.

**Theorem 3.7.** The functor \(\mathcal{F} : \hat{Y}_{r,n}\)-mod \(\to \hat{H}_{r,n}\)-mod defined by

\[
\mathcal{F}(N) = \bigoplus_{\mu \in \mathcal{C}_r(n)} \text{Hom}_{K T}(V(\mu), I_\mu N)
\]

is an equivalence of categories with the inverse \(\mathcal{G} : \hat{H}_{r,n}\)-mod \(\to \hat{Y}_{r,n}\)-mod given by

\[
\mathcal{G}(\bigoplus_{\mu \in \mathcal{C}_r(n)} P_\mu) = \bigoplus_{\mu \in \mathcal{C}_r(n)} \text{Ind}_{\hat{Y}_{r,\mu}}(V(\mu) \otimes P_\mu).
\]
Proof. Observe that the map $\Phi$ in Proposition \ref{prop:equivalence} is natural in $M$ and $\Psi$ in Proposition \ref{prop:equivalence} is natural in $N$. Then one can easily verify that $FG \cong id$ and $GF \cong id$ by using Lemmas \ref{lem:equivalence} and \ref{lem:equivalence} and Propositions \ref{prop:equivalence}.

\section{Simple $\widehat{Y}_{r,n}$-modules and modular branching rules for $\widehat{Y}_{r,n}$}

In this section, we shall present three applications of the equivalence of module categories established in Theorem \ref{thm:equivalence} We shall classify all finite dimensional simple $\widehat{Y}_{r,n}$-modules, and establish the modular branching rule for $\widehat{Y}_{r,n}$ which provides a description of the socle of the restriction to $\widehat{Y}_{r,(n-1,1)}$ of a simple $\widehat{Y}_{r,n}$-module. We also give a block decomposition of $\widehat{Y}_{r,n}$-mod.

\subsection{Simple $\widehat{Y}_{r,n}$-modules}

\begin{theorem}
Each simple $\widehat{Y}_{r,n}$-module is isomorphic to a module of the form
\[ S_\mu(L.) := \operatorname{Ind}_{\widehat{Y}_{r,\mu}}^{\widehat{Y}_{r,n}} (V(\mu) \otimes (L_1 \otimes \cdots \otimes L_r)), \]
where $\mu = (\mu_1, \ldots, \mu_r) \in C_r(n)$ and $L_k$ $(1 \leq k \leq r)$ is a simple $\widehat{H}_{\mu_k}$-module. Moreover, the above modules $S_\mu(L.)$, with $\mu = (\mu_1, \ldots, \mu_r)$ running through $C_r(n)$ and $L_k$ $(1 \leq k \leq r)$ running through all non-isomorphic finite dimensional simple $\widehat{H}_{\mu_k}$-modules, form a complete set of pairwise non-isomorphic simple $\widehat{Y}_{r,n}$-modules.
\end{theorem}

\begin{proof}
It follows from the category equivalence established in Theorem \ref{thm:equivalence}.
\end{proof}

Let $e$ be the smallest positive integer such that $q^e = 1$; set $e = \infty$ if no such integer exists.

\begin{remark}
Ariki and Mathas have given the classification of the simple modules of an extended affine Hecke algebra of type $A$ over an arbitrary field in terms of aperiodic multisegments. In particular, the non-isomorphic simple $\widehat{H}_m$-modules are indexed by the set $M_\mu^e(\mathbb{K})$ (see [AM, Theorem B(i)] for more details). Combining this with Theorem \ref{thm:simple-simple} we see that the simple $\widehat{Y}_{r,n}$-modules are indexed by the following set
\[ \mathcal{A} := \{ (\mu, \psi_1, \ldots, \psi_r) \mid \mu = (\mu_1, \ldots, \mu_r) \in C_r(n) \text{ and } \psi_i \in M_\mu^e(\mathbb{K}) \text{ for } 1 \leq i \leq r \}. \]
\end{remark}

\subsection{Modular branching rules for $\widehat{Y}_{r,n}$}

We refer the modular branching rule to the determination of simple $\widehat{Y}_{r,(n-1,1)}$-modules appearing in the restriction of a simple $\widehat{Y}_{r,n}$-module to the subalgebra $\widehat{Y}_{r,(n-1,1)}$ as well as their multiplicities, as an analog of the case of symmetric groups and affine Hecke algebras of type $A$ (see [Kle1] and [GV]). We remark that due to the appearance of the cyclic group $G$, it is natural to consider the restriction to the subalgebra $\widehat{Y}_{r,(n-1,1)}$ rather than $\widehat{Y}_{r,n-1}$ as we shall see that the multiplicity-free property holds.

For each $a \in \mathbb{K}^*$ and $M \in \widehat{H}_m$-mod, let $\Delta_a(M)$ be the generalized $a$-eigenspace of $Y_m$ in $\text{Res}_{\widehat{H}_{m-1,1}}^{\widehat{H}_m} M$, where $\widehat{H}_{m-1,1}$ is the subalgebra of $\widehat{H}_m$ generated by $T_i$, $Y_j^{\pm 1}$ (with
1 \leq i \leq m - 2 \text{ and } 1 \leq j \leq m). Since \( Y_m - a \) is a central element in \( \hat{H}_{m-1,1} \), \( \Delta_a(M) \) is an \( \hat{H}_{m-1,1} \)-submodule of Res_{\hat{H}_{m-1,1}}^{\hat{H}_{m-1}} M. We set 
\[ e_a M := \text{Res}_{\hat{H}_{m-1}}^{\hat{H}_{m-1,1}} \Delta_a(M). \]
Then we have 
\[ \text{Res}_{\hat{H}_{m-1}}^{\hat{H}_{m-1,1}} M = \bigoplus_{a \in K^*} e_a M. \]
We denote the socle of the \( \hat{H}_{m-1} \)-module \( e_a M \) by 
\[ \hat{e}_a M := \text{Soc}(e_a M). \]

The following modular branching rule for \( \hat{H}_m \) is due to Grojnowski and Vazirani.

**Proposition 4.3.** (See [GV](#) Theorems (A) and (B)). Assume that \( M \) is a simple \( \hat{H}_m \)-module and \( a \in K^* \). Then either \( \hat{e}_a M = 0 \) or \( \hat{e}_a M \) is simple. Moreover, the socle of \( \text{Res}_{\hat{H}_{m-1}}^{\hat{H}_{m-1,1}} M \) is multiplicity free.

We state the following result, which will be used in the proof of Lemma 4.4.

**Lemma 4.4.** Suppose that \( \mu = (\mu_1, \ldots, \mu_r) \in \mathcal{C}_r(n) \) and let \( L_k \ (1 \leq k \leq r) \) be a simple \( \hat{H}_{\mu_k} \)-module. Then for each \( \tau \in \mathcal{S}_r \), we have
\[ \text{Ind}_{\hat{H}_{\mu_k}}^{\hat{H}_{\mu_k,\tau}} (V(\mu) \otimes (L_1 \otimes \cdots \otimes L_r)) \cong \text{Ind}_{\hat{H}_{\mu_\tau}}^{\hat{H}_{\mu_\tau}} (V^{\otimes \mu_\tau(1)} \otimes \cdots \otimes V^{\otimes \mu_\tau(r)} \otimes (L_\tau(1) \otimes \cdots \otimes L_\tau(r))), \]
(4.1)
where \( \tau(\mu) = (\mu_\tau(1), \ldots, \mu_\tau(r)) \).

**Proof.** We denote the left-hand side and the right-hand side of (4.1) by \( L \) and \( R \), respectively. In order to prove that \( L \cong R \), it suffices to show that \( \mathcal{F}(L) \cong \mathcal{F}(R) \) by Theorem 3.7. On the one hand, for any \( \nu \in \mathcal{C}_r(n) \) with \( \nu \neq \mu \), we have \( I_\nu L = I_\nu R = 0 \), and hence \( \text{Hom}_{KT}(V(\nu), I_\nu L) = \text{Hom}_{KT}(V(\nu), I_\nu R) = 0 \). On the other hand, by Lemma 3.2 and Proposition 3.5, we have the following isomorphisms:
\[ \text{Hom}_{KT}(V(\mu), I_\mu L) \cong L_1 \otimes \cdots \otimes L_r \cong \text{Hom}_{KT}(V(\mu), I_\mu R). \]
Thus, we have proved this lemma. \( \square \)

Assume that \( \mu = (\mu_1, \ldots, \mu_r) \in \mathcal{C}_r(n) \). For each \( 1 \leq i \leq r \), we denote by
\[ \mu^-_i = (\mu_1, \ldots, \mu_i - 1, \ldots, \mu_r) \text{ and } \mu^+_i = (\mu_1, \ldots, \mu_i + 1, \ldots, \mu_r) \]
the \( r \)-compositions of \( n \) associated with \( \mu \), respectively. In the following, we shall assume that the terms involving \( \mu^-_i \) are zero if \( \mu_i = 0 \) for some \( i \).

Recall that \( \hat{Y}_{r,(n-1,1)} \) is the subalgebra of \( \hat{Y}_{r,n} \) generated by \( t_1, \ldots, t_n, X^\pm_1, \ldots, X^\pm_n \) and \( g_w \) for all \( w \in \mathcal{S}_{n-1} \). Then we have \( \hat{Y}_{r,(n-1,1)} \cong \hat{Y}_{r,n-1} \otimes \hat{Y}_{r,1} \) and we shall identify the two algebras in the following.
Lemma 4.5. Suppose that \( \mu = (\mu_1, \ldots, \mu_r) \in \mathfrak{S}_r(n) \) and \( L_k \) (\( 1 \leq k \leq r \)) is a simple \( \mathcal{H}_{\mu_k} \)-module. Then we have

\[
\text{Res}_{\hat{V}_{r,n}}^{\hat{V}_{r,(n-1),1}} S_\mu(L) \cong \bigoplus_{a \in \mathbb{K}^*: 1 \leq k \leq r} S_{\mu_k}^{-}(e_a L) \otimes (V_k \otimes L(a)),
\]

where \( L(a) \) is the one-dimensional \( \mathbb{K}[X^{\pm 1}] \)-module with \( X^{\pm 1} \) acting as the scalar \( a^{\pm 1} \) and \( S_{\mu_k}^{-}(e_a L) \) denotes the \( \hat{V}_{r,n-1} \)-module

\[
\text{Ind}_{\hat{V}_{r-1,n}}^{\hat{V}_{r,n}} \left( V(\mu_k) \otimes (L_1 \otimes \cdots \otimes e_a L_k \otimes \cdots \otimes L_r) \right).
\]

Proof. For each \( 1 \leq k \leq r \) such that \( \mu_k \neq 0 \), there exists \( \tau \in \mathfrak{S}_r \) such that \( \tau(i) = i \) for \( 1 \leq i \leq k-1 \), \( \tau(k+j) = k+j+1 \) for \( 0 \leq j \leq r-k-1 \) and \( \tau(r) = k \). Then \( \tau(\mu) = (\mu_1, \ldots, \mu_{k-1}, \mu_{k+1}, \ldots, \mu_r, \mu_k) \). By Lemma 4.4 we have

\[
\begin{align*}
S_{\mu}^r(L) & \cong \text{Ind}_{\hat{V}_{r,n-1}}^{\hat{V}_{r,n}} \left( (V_{\tau(1)}^{\otimes \mu(r)} \otimes \cdots \otimes V_{\tau(r)}^{\otimes \mu(r)}) \otimes (L_{\tau(1)} \otimes \cdots \otimes L_{\tau(r)}) \right) \\
& = \text{Ind}_{\hat{V}_{r,n-1}}^{\hat{V}_{r,n}} \left( (V_{\tau(1)}^{\otimes \mu(r)} \otimes \cdots \otimes V_{\tau(r-1)}^{\otimes \mu(r-1)} \otimes V_k^{\otimes \mu_k}) \otimes (L_{\tau(1)} \otimes \cdots \otimes L_{\tau(r-1)} \otimes L_k) \right)
\end{align*}
\]

By definition, it is easy to see that

\[
\left( \text{Ind}_{\hat{V}_{r,n-1}}^{\hat{V}_{r,n}} \left( V_{\tau(1)}^{\otimes \mu(r)} \otimes \cdots \otimes V_{\tau(r-1)}^{\otimes \mu(r-1)} \otimes V_k^{\otimes \mu_k} \otimes (L_{\tau(1)} \otimes \cdots \otimes L_{\tau(r-1)} \otimes e_a L_k) \right) \right) \otimes (V_k \otimes L(a))
\]

is isomorphic to a \( \hat{V}_{r,(n-1),1} \)-submodule of \( \text{Res}_{\hat{V}_{r,n}}^{\hat{V}_{r,(n-1),1}} S_\mu(L) \) for all \( a \in \mathbb{K}^* \), where \( \tau(\mu)^- = (\mu_1, \ldots, \mu_{k-1}, \mu_{k+1}, \ldots, \mu_r, \mu_k - 1) \). Meanwhile by a proof similar to Lemma 4.4 we can show

\[
\text{Ind}_{\hat{V}_{r,n-1}}^{\hat{V}_{r,n}} \left( V_{\tau(1)}^{\otimes \mu(r)} \otimes \cdots \otimes V_{\tau(r-1)}^{\otimes \mu(r-1)} \otimes V_k^{\otimes \mu_k} \otimes (L_{\tau(1)} \otimes \cdots \otimes L_{\tau(r-1)} \otimes e_a L_k) \right) \cong S_{\mu_k}^{-}(e_a L)
\]

Putting together, we obtain that \( S_{\mu_k}^{-}(e_a L) \otimes (V_k \otimes L(a)) \) is a \( \hat{V}_{r,(n-1),1} \)-submodule of \( \text{Res}_{\hat{V}_{r,n}}^{\hat{V}_{r,(n-1),1}} S_\mu(L) \) for each \( a \in \mathbb{K}^* \) and \( 1 \leq k \leq r \), and hence we have

\[
\sum_{a \in \mathbb{K}^*: 1 \leq k \leq r} S_{\mu_k}^{-}(e_a L) \otimes (V_k \otimes L(a)) \subseteq \text{Res}_{\hat{V}_{r,(n-1),1}}^{\hat{V}_{r,n}} S_\mu(L).
\]

(4.3)

Since \( V_k \otimes L(a) \) are pairwise non-isomorphic simple \( \hat{V}_{r,1} \)-modules for distinct pairs \( (k, a) \), the above sum is in fact a direct sum. This lemma now follows from a dimension comparison. In fact, the dimensions of two sides of (4.3) are both

\[
\text{dim } V(\mu) \cdot \prod_{k=1}^{r} \text{dim } L_k \cdot \frac{n!}{\mu_1! \mu_2! \cdots \mu_r!}.
\]

Now we can establish the modular branching rules for \( \hat{V}_{r,n} \).
Theorem 4.6. Consider the simple $\hat{Y}_{r,n}$-module $S_\mu(L_\gamma)$ defined in Theorem 4.1. Then we have
\[
\text{Soc}(\text{Res}_{\hat{Y}_{r,n}} Y_{\hat{Y}_{r,(n-1)}} S_\mu(L_\gamma)) \cong \bigoplus_{a \in \mathbb{K}^*; 1 \leq k \leq r} S_{\mu_k}(\hat{e}_a L_\gamma) \otimes (V_k \otimes L(a)),
\]
where $S_{\mu_k}(\hat{e}_a L_\gamma)$ denotes the $\hat{Y}_{r,n-1}$-module
\[
\text{Ind}_{\hat{Y}_{r,n-1}}^{\hat{Y}_{r,n}} ((V_\mu \otimes (L_1 \otimes \cdots \otimes L_r)).
\]

Proof. For $1 \leq k \leq r$, recall that $S_{\mu_k}(\hat{e}_a L_\gamma)$ has been defined via (4.2). Suppose that $M$ is a simple $\hat{Y}_{r,n-1}$-submodule of $S_{\mu_k}(\hat{e}_a L_\gamma)$. By Theorem 4.1 we can assume $M = S_\lambda(J) = \text{Ind}_{\hat{Y}_{r,n-1}}^{\hat{Y}_{r,n}} (V(\lambda) \otimes (J_1 \otimes \cdots \otimes J_r))$ with $\lambda = (\lambda_1, \ldots, \lambda_r)$ being a composition of $n-1$ and $J_k$ $(1 \leq k \leq r)$ being a simple $\hat{Y}_{r,n}$-module. Then by Frobenius reciprocity (see [Bo Chapter II, §5.1]), there exists a nonzero $\hat{Y}_{r,\lambda}$-homomorphism from $V(\lambda) \otimes (J_1 \otimes \cdots \otimes J_r)$ to $\text{Res}_{\hat{Y}_{r,\lambda}} S_{\mu_k}(\hat{e}_a L_\gamma)$. By considering the decompositions of them into direct sum of simple modules as $\mathbb{K}T$-modules, we can deduce that $\lambda = \mu_k$ and $V(\lambda) \otimes (J_1 \otimes \cdots \otimes J_r)$ is isomorphic to a $\hat{Y}_{r,\lambda}$-submodule of $V(\lambda) \otimes (L_1 \otimes \cdots \otimes e_a L_k \otimes \cdots \otimes L_r)$. Hence $J_i \cong L_i$ for $i \neq k$ and $J_k$ is isomorphic to an $\hat{H}_{n-1}$-submodule of $e_a L_k$. We must have $J_k \cong \hat{e}_a L_k$ by Proposition 4.3. Therefore, the socle of the $\hat{Y}_{r,n-1}$-module $S_{\mu_k}(\hat{e}_a L_\gamma)$ is $S_{\mu_k}(\hat{e}_a L_\gamma)$. The theorem follows from Lemma 4.5.

4.3. A block decomposition. In this subsection we fix a module $M$ in $\hat{Y}_{r,n}\text{-mod}$. We shall give a decomposition of $M$ following the approach in [Kle2 Sections 4.1 and 4.2].

For any $\underline{s} = (s_1, \ldots, s_n) \in (\mathbb{K}^*)^n$, let $M_\underline{s}$ be the simultaneous generalized eigenspace of the commutative invertible elements $X_1, \ldots, X_n$ acting on $M$ with eigenvalues $s_1, \ldots, s_n$. Then as a $P_n$-module, we have
\[
M = \bigoplus_{\underline{s} \in (\mathbb{K}^*)^n} M_\underline{s}.
\]

Set $\Lambda_n := \mathbb{K}[X_1^{\pm 1}, \ldots, X_n^{\pm 1}]_{\mathfrak{S}_n}$. Associated with each $\underline{s} \in (\mathbb{K}^*)^n$, we define a one-dimensional representation of $\Lambda_n$ by
\[
\omega_\underline{s} : \Lambda_n \to \mathbb{K}, \quad f(X_1^{\pm 1}, \ldots, X_n^{\pm 1}) \mapsto f(s_1^{\pm 1}, \ldots, s_n^{\pm 1}).
\]

If $\underline{s}$ and $\underline{t}$ lie in the same $\mathfrak{S}_n$-orbit, we write $\underline{s} \sim \underline{t}$. Note that $\underline{s} \sim \underline{t}$ if and only if $\omega_{\underline{s}} = \omega_{\underline{t}}$. For each orbit $\gamma \in (\mathbb{K}^*)^n / \sim$, we set $\omega_\gamma := \omega_{\underline{s}}$ for any $\underline{s} \in \gamma$. Then $\omega_\gamma$ is well-defined. Set
\[
M[\gamma] := \{ m \in M \mid (z - \omega_\gamma(z))^N m = 0 \text{ for all } z \in \Lambda_n \text{ and } N \gg 0 \}.
\]

Then we have
\[
M[\gamma] = \bigoplus_{\underline{s} \in \gamma} M_\underline{s}.
\]
Since $\Lambda_n$ lies in the center of $\hat{Y}_{r,n}$ by Theorem 2.7, $M[\gamma]$ is a $\hat{Y}_{r,n}$-module. Moreover, we have the following decomposition in $\hat{Y}_{r,n}$-mod:

$$M = \bigoplus_{\gamma \in (\mathbb{K}^*)^n/\sim} M[\gamma].$$

(4.4)

Recall the decomposition in Lemma 3.3. For each $(\mu, \gamma)$, recall the algebraic closed field; see [Gr, Proposition 4.4] and also [LM, Theorem 2.15].

The decomposition (4.5) provides us a block decomposition of $\hat{Y}_{r,n}$-mod by applying Theorem 3.7 and the block decomposition for the extended affine Hecke algebra $\hat{H}_m$ over an algebraically closed field; see [Gu] Proposition 4.4 and also [LM] Theorem 2.15.

5. Cyclotomic Yokonuma-Hecke algebras and Morita equivalences

In this section, for a cyclotomic Yokonuma-Hecke algebra $Y^\lambda_{r,n}$ (see (5.3)), we establish an explicit equivalence between the category $Y^\lambda_{r,n}$-mod of finite dimensional $Y^\lambda_{r,n}$-modules and the category $\hat{H}^\lambda_{r,n}$-mod of finite dimensional $\hat{H}^\lambda_{r,n}$-modules, where $\hat{H}^\lambda_{r,n}$ is a direct sum of tensor products of various Ariki-Koike algebras (see (5.4)). The category equivalence plays a crucial role in Section 6.

5.1. Cyclotomic Yokonuma-Hecke algebras. Set $I := \{q^i \mid i \in \mathbb{Z}\}$. For a $\hat{Y}_{r,n}$-module $M$, we call $M$ integral if it is finite dimensional and all eigenvalues of $X_1, \ldots, X_n$ acting on it belong to the set $I$. We denote by $\hat{Y}_{r,n}$-mod$_I$ the full subcategory of $\hat{Y}_{r,n}$-mod consisting of all integral $\hat{Y}_{r,n}$-modules. Similarly, we can define integral $\hat{H}_n$-modules and its subcategory $\hat{H}_n$-mod$_I$. It is explained in [Va] Remark 1 that to understand $\hat{H}_n$-mod, it suffices to understand $\hat{H}_n$-mod$_I$, that is, the study of simple modules of $\hat{H}_n$ can be reduced to that of integral simple $\hat{H}_n$-modules. Then by Theorem 3.7 it suffices to study simple objects in $\hat{Y}_{r,n}$-mod$_I$ in order to study simple $\hat{Y}_{r,n}$-modules.

Now we introduce the following intertwining elements in $\hat{Y}_{r,n}$:

$$\Theta_i := g_i (1 - X_i X_{i+1}^{-1}) + (1 - q) e_i \quad \text{for } 1 \leq i \leq n - 1.$$  

Lemma 5.1. For each $1 \leq i \leq n - 1$, we have

$$\Theta_i^2 = (1 - q)^2 (e_i - 1) + (1 - q X_i X_{i+1}^{-1})(1 - q X_{i+1} X_i^{-1});$$

(5.1)

$$\Theta_i X_i = X_{i+1} \Theta_i, \quad \Theta_i X_{i+1} = X_i \Theta_i \quad \text{and} \quad \Theta_i X_j = X_j \Theta_i \quad \text{for } j \neq i, i + 1.$$  

(5.2)
Proof. By (2.6), we can prove these identities by a direct computation.

\[ \Theta_i^2 = (g_i(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i)^2 \]
\[ = g_i(1 - X_iX_{i+1}^{-1})g_i(1 - X_iX_{i+1}^{-1}) + 2(1 - q)g_ie_i(1 - X_iX_{i+1}^{-1}) + (1 - q)^2e_i^2 \]
\[ = (q + (q - 1)e_i g_i)(1 - X_iX_{i+1}^{-1}) - g_iX_i(g_iX_{i+1}^{-1} - (q - 1)e_iX_i^{-1}) \]
\[ \times (1 - X_iX_{i+1}^{-1}) + 2(1 - q)g_ie_i(1 - X_iX_{i+1}^{-1}) + (1 - q)^2e_i \]
\[ = q(1 - X_iX_{i+1}^{-1}) + (q - 1)g_i e_i(1 - X_iX_{i+1}^{-1}) - qX_{i+1}X_i^{-1}(1 - X_iX_{i+1}^{-1}) \]
\[ + (q - 1)g_i e_i(1 - X_iX_{i+1}^{-1}) + 2(1 - q)g_i e_i(1 - X_iX_{i+1}^{-1}) + (1 - q)^2e_i \]
\[ = (1 - q)^2(e_i - 1) + (1 - qX_iX_{i+1}^{-1})(1 - qX_{i+1}X_i^{-1}). \]

\[ \Theta_i X_i = (g_i(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i)X_i \]
\[ = (X_{i+1}g_i - (q - 1)e_i X_{i+1})(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i X_i \]
\[ = X_{i+1}g_i(1 - X_iX_{i+1}^{-1}) - (q - 1)e_i X_{i+1} + (q - 1)e_i X_i + (1 - q)e_i X_i \]
\[ = X_{i+1}(g_i(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i) \]
\[ = X_i \Theta_i. \]

\[ \Theta_i X_{i+1} = (g_i(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i)X_{i+1} \]
\[ = (X_{i+1}g_i + (q - 1)e_i X_{i+1})(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i X_{i+1} \]
\[ = X_{i+1}g_i(1 - X_iX_{i+1}^{-1}) + (q - 1)e_i X_{i+1} - (q - 1)e_i X_i + (1 - q)e_i X_{i+1} \]
\[ = X_i(g_i(1 - X_iX_{i+1}^{-1}) + (1 - q)e_i) \]
\[ = X_i \Theta_i. \]

By (2.4) and (2.5), we see that \( \Theta_i X_j = X_j \Theta_i \) for \( j \neq i, i + 1 \).

Lemma 5.2. Fix \( i \) with \( 1 \leq i \leq n \) and let \( M \in \hat{\mathcal{Y}}_{r,n} \mod. \) Assume that all eigenvalues of \( X_i \) on \( M \) belong to \( \mathbb{I} \). Then \( M \) is integral.

Proof. By assumption, we would like to show that the eigenvalues of \( X_k \) on \( M \) belong to \( \mathbb{I} \) if and only if the eigenvalues of \( X_{k+1} \) on \( M \) belong to \( \mathbb{I} \) for \( 1 \leq k \leq n - 1 \). By Lemmas 3.2 and 3.3, it suffices to consider the subspaces \( I_\mu M \) for all \( \mu \in \mathcal{C}_r(n) \). Suppose that all eigenvalues of \( X_{k+1} \) on \( I_\mu M \) belong to \( \mathbb{I} \). Let \( a \) be an eigenvalue of \( X_k \) acting on \( I_\mu M \). Since \( X_k \) and \( X_{k+1} \) commute, we can choose an element \( u \) from the \( a \)-eigenspace of \( X_k \) so that \( u \) is also an eigenvector of \( X_{k+1} \) with an eigenvalue \( b \). By assumption, we have \( b = q^s \) for some \( s \in \mathbb{Z} \).

If \( \Theta_k u \neq 0 \), then by (5.2) we have \( X_{k+1}\Theta_k u = \Theta_k X_k u = a \Theta_k u \). Thus, we see that \( a \) is an eigenvalue of \( X_{k+1} \), and hence \( a \in \mathbb{I} \) by assumption. If \( \Theta_k u = 0 \), then by (5.1), we have
\[ (1 - q)^2(e_k - 1)u + (1 - q^{1-s} a)(1 - q^{1+s} a^{-1})u = 0. \]
Since \( I_\mu M \) is isomorphic to the direct sum of finite copies of \( V_{r}^{\mu_1} \otimes \cdots \otimes V_{r}^{\mu_r} \), we have either \( e_k u = 0 \) or \( e_k u = u \) by Lemma 3.1. Thus, we must have either \( a = q^s \) or \( a = q^{s \pm 1} \),...
and hence \( a \in \mathbb{I} \) again. It is similar to show that all eigenvalues of \( X_{k+1} \) on \( I_\mu \mathcal{M} \) belong to \( \mathbb{I} \) if we assume all eigenvalues of \( X_k \) on \( I_\mu \mathcal{M} \) belong to \( \mathbb{I} \).

Recall that \( e \) is the order of \( q \) in \( \mathbb{K}^* \). Then \( e \in \mathbb{Z}_{\geq 2} \cup \{ \infty \} \). If \( e \in \mathbb{Z}_{\geq 2} \), we set \( J = \{ 0, 1, \ldots, e - 1 \} \); otherwise, we set \( J = \mathbb{Z} \). Let

\[
\Delta = \{ \lambda = (\lambda_i)_{i \in J} \mid \lambda_i \in \mathbb{Z}_{\geq 0} \text{ and only finitely many } \lambda_i \text{ are nonzero} \}.
\]

For each \( \lambda \in \Delta \), set

\[
f_\lambda \equiv f_\lambda(X_1) := \prod_{i \in J}(X_1 - q^i)^{\lambda_i}.
\]

For each \( \lambda \in \Delta \), we denote by \( \mathfrak{J}_\lambda \) the two-sided ideal of \( \hat{\mathcal{Y}}_{r,n} \) generated by \( f_\lambda \), and define the cyclotomic Yokonuma-Hecke algebra \( \mathcal{Y}_{r,n}^\lambda \) by

\[
\mathcal{Y}_{r,n}^\lambda := \hat{\mathcal{Y}}_{r,n}/\mathfrak{J}_\lambda.
\]

**Lemma 5.3.** Assume that \( M \in \hat{\mathcal{Y}}_{r,n} \text{-mod} \). Then \( M \) is integral if and only if \( \mathfrak{J}_\lambda M = 0 \) for some \( \lambda \in \Delta \).

**Proof.** If \( \mathfrak{J}_\lambda M = 0 \), then all the eigenvalues of \( X_1 \) on \( M \) belong to \( \mathbb{I} \). Hence \( M \) is integral by Lemma 5.2. Conversely, suppose that \( M \) is integral. Then the minimal polynomial of \( X_1 \) on \( M \) should be of the form \( \prod_{i \in J}(t - q^i)^{\lambda_i} \) for some \( \lambda_i \in \mathbb{Z}_{\geq 0} \). Setting \( \mathfrak{J}_\lambda \) to be the two-sided ideal of \( \hat{\mathcal{Y}}_{r,n} \) generated by \( \prod_{i \in J}(X_1 - q^i)^{\lambda_i} \), we have \( \mathfrak{J}_\lambda M = 0 \). \( \square \)

For each \( \lambda \in \Delta \), we have a canonical surjective homomorphism \( \hat{\mathcal{Y}}_{r,n} \to \mathcal{Y}_{r,n}^\lambda \), via which we can identify \( \mathcal{Y}_{r,n}^\lambda \text{-mod} \) with the full subcategory of \( \hat{\mathcal{Y}}_{r,n} \text{-mod} \) consisting of all modules \( M \) with \( \mathfrak{J}_\lambda M = 0 \). In order to study modules in the category \( \hat{\mathcal{Y}}_{r,n} \text{-mod} \), it suffices to study modules in the category \( \mathcal{Y}_{r,n}^\lambda \text{-mod} \) for all \( \lambda \in \Delta \) by Lemma 5.3.

The next proposition follows from [ChPA23 Theorem 4.4]. In fact, we can adjust the statements in [Kle2, Section 7.5] to our setting and give a direct proof of the PBW basis theorem for \( \mathcal{Y}_{r,n}^\lambda \); see [C, Section 2] for more details. For each \( \lambda = (\lambda_i)_{i \in J} \in \Delta \), we set \( |\lambda| := \sum_{i \in J} \lambda_i \).

**Proposition 5.4.** Suppose that \( \lambda \in \Delta \). Then the following elements

\[
\{ X^{\alpha} t^\beta g_w \mid \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}_+^n \text{ with } 0 \leq \alpha_1, \ldots, \alpha_n \leq |\lambda| - 1, \beta \in \mathbb{Z}_r^n \text{ and } w \in \mathfrak{S}_n \}
\]

form a \( \mathbb{K} \)-basis of \( \mathcal{Y}_{r,n}^\lambda \).

5.2. **A Morita equivalence.** Let \( \mathfrak{S}_{n-1}' \) be the subgroup of \( \mathfrak{S}_n \) generated by \( s_2, \ldots, s_{n-1} \).

For each \( \mu = (\mu_1, \ldots, \mu_r) \in \mathfrak{C}_r(n) \) and \( 0 \leq k \leq r \), we set \( \bar{\mu}^k := \mu_1 + \cdots + \mu_k \), where \( \bar{\mu}^0 = 0 \) if \( k = 0 \). The next lemma follows from [Z3 Proposition A.3.2].

**Lemma 5.5.** (See [WW Lemma 5.10].) There exists a complete set \( \mathcal{O}(\mu) \) of left coset representatives of \( \mathfrak{S}_\mu \) in \( \mathfrak{S}_n \) such that any \( w \in \mathcal{O}(\mu) \) can be written as \( \sigma(1, \bar{\mu}^k + 1) \) for some \( \sigma \in \mathfrak{S}_{n-1}' \) and \( 0 \leq k \leq r - 1 \). (Here \( (1, \bar{\mu}^k + 1) = \text{Id} \) if \( \bar{\mu}^k = 0 \).)

Note that \( (1, m + 1) = s_m \cdots s_2 s_1 s_2 \cdots s_n \) for \( 0 \leq m \leq n - 1 \). By (2.7) and the identity \( e_i j g_j = g_j e_{i,j+1} \) for \( 1 \leq i < j \leq n - 1 \), we can easily get the following result.
Lemma 5.6. Assume that $\mu \in \mathcal{C}_r(n)$. Fix $k$ with $0 \leq k \leq r - 1$ and set $w^k_\mu := (1, \tilde{\mu}^k + 1)$. Then we have
\[
X_1 g_{w^k_\mu} = g_{w^k_\mu} X_{\tilde{\mu}^k + 1} - (q - 1) \sum_{l=1}^{\tilde{\mu}^k} g_{\mu^k} \cdots g_{2g_1g_2 \cdots g_l} X_{l,l+1} \cdots g_{\mu^k} e_{l,l+1},
\]
where $\tilde{g}_{l+1}$ means replacing $g_l$ with $X_{l+1}$.

Assume that $\{\alpha_i \mid i \in \mathcal{J}\}$ is the set of simple roots of the affine Lie algebra $\widehat{sl}_e$ and $\{\alpha_i^\vee \mid i \in \mathcal{J}\}$ is the set of the corresponding simple coroots. Let $P_+$ be the set of all dominant integral weights of $\widehat{sl}_e$. For each $\mu \in P_+$, following [AK] the associated Ariki-Koike algebra $\mathcal{H}_m^\mu$ is defined by
\[
\mathcal{H}_m^\mu = \mathcal{H}_m / \left< \prod_{i \in \mathcal{J}} (Y_1 - q^{\langle \alpha_i^\vee, \mu \rangle}) \right>.
\]

For each $\lambda \in \Delta$, we define $\lambda' \in P_+$ by setting $\langle \alpha_i^\vee, \lambda' \rangle = \lambda_i$ for any $i \in \mathcal{J}$. Thus, we have a one-to-one correspondence between $\Delta$ and $P_+$, and we shall identify the two sets. For each $\lambda \in \Delta$, we define the following algebra:
\[
\mathcal{H}_{r,n}^\lambda = \bigoplus_{\mu \in \mathcal{C}_r(n)} \mathcal{H}_{\mu_1}^\lambda \otimes \cdots \otimes \mathcal{H}_{\mu_r}^\lambda. \tag{5.4}
\]

Recall the functor $\mathcal{F}$ defined in Theorem 3.7. Then we have the following result.

Theorem 5.7. Fix one $\lambda \in \Delta$. Then the functor $\mathcal{F}$ induces an equivalence $\mathcal{F}^\lambda$ between the categories $Y_{r,n}^\lambda$-$\text{mod}$ and $\mathcal{H}_{r,n}^\lambda$-$\text{mod}$.

Proof. Recall that the category $Y_{r,n}^\lambda$-$\text{mod}$ can be identified with the full subcategory of $\widehat{Y}_{r,n}$-$\text{mod}$ consisting of all modules which are annihilated by $\mathcal{J}_\lambda$. Assume that $M \in \widehat{Y}_{r,n}$-$\text{mod}$. By Lemma 3.3, we see that $\mathcal{J}_\lambda M = 0$ if and only if $\mathcal{J}_\lambda M = 0$ for each $\mu \in \mathcal{C}_r(n)$.

Fix one $\mu \in \mathcal{C}_r(n)$. By Lemma 3.2, we have $M_\mu \cong \text{Ind}_{\widehat{Y}_{r,n}}^{\widehat{Y}_{r,n}} (I_{\mu} M)$. This together with the fact that $g_w \otimes I_{\mu} M = g_w \otimes I_{\mu} M$ for any $w = \tau w_\mu$ with $\tau \in O(\mu)$ and $w_\mu \in \mathcal{S}_\mu$ and a dimension comparison implies
\[
M_\mu \cong \bigoplus_{w \in O(\mu)} g_w \otimes I_{\mu} M \tag{5.5}
\]
as $\mathbb{K}$-vector spaces.

For each $w \in O(\mu)$, there exists $\sigma \in \mathcal{S}_{n-1}$ such that $w = \sigma (1, \tilde{\mu}^k + 1) = \sigma w^k_\mu$ for some $0 \leq k \leq r - 1$ by Lemma 5.5. Note that $e_{l,\tilde{\mu}^k+1}$ acts as zero on $I_{\mu} M$ for all $1 \leq l \leq \tilde{\mu}^k$. Then by Lemma 5.6 we have $X_1 g_{w^k_\mu} \otimes z = g_{w^k_\mu} \otimes X_{\tilde{\mu}^k+1} z$ for any $z \in I_{\mu} M$, and hence
\[
f z g_w \otimes z = g_w \otimes f_{\lambda,k} z, \tag{5.6}
\]
where $f_{\lambda,k} := \prod_{i \in \mathcal{J}} (X_{\tilde{\mu}^k+1} - q^i)^{\lambda_i}$.

By (5.5) and (5.6), we have $f_{\lambda,k} M_\mu = 0$ if and only if $f_{\lambda,k} I_{\mu} M = 0$ for all $0 \leq k \leq r - 1$. By Proposition 3.6, we have $I_{\mu} M \cong V(\mu) \otimes \text{Hom}_{\mathbb{K}T}(V(\mu), I_{\mu} M)$. Moreover, by Proposition 3.6, we see that for all $0 \leq k \leq r - 1$, $f_{\lambda,k}$ acts as zero on $I_{\mu} M$ if and only if $\prod_{i \in \mathcal{J}} (Y_{\tilde{\mu}^k+1} - q^i)^{\lambda_i}$ acts as zero on $\text{Hom}_{\mathbb{K}T}(V(\mu), I_{\mu} M)$.
By the above arguments, we have $f_{\lambda}M = 0$ if and only if $\text{Hom}_{\mathcal{T}}(V(\mu), L_{\mu}M) \in \mathcal{H}_{r,n}^{\lambda}$ mod for each $\mu \in \mathcal{C}_r(n)$. We are done. \qed

6. Simple $Y_{r,n}^{\lambda}$-modules and modular branching rules for $Y_{r,n}^{\lambda}$

In this section, we shall present several applications of the category equivalence established in Theorem 5.7. We shall classify all finite dimensional simple $Y_{r,n}^{\lambda}$-modules, and establish the modular branching rule for $Y_{r,n}^{\lambda}$ which gives a description of the socle of the restriction to $Y_{r,(n-1,1)}^{\lambda}$ of a simple $Y_{r,n}^{\lambda}$-module, where $Y_{r,(n-1,1)}^{\lambda}$ is a subalgebra of $Y_{r,n}^{\lambda}$. We also provide a crystal graph interpretation for the modular branching rule of $Y_{r,n}^{\lambda}$. In the end, we shall give a block decomposition of $Y_{r,n}^{\lambda}$-mod.

6.1. Simple $Y_{r,n}^{\lambda}$-modules. Fix one $\lambda \in \Delta$ and set $d := |\lambda|$. For each $m$, let $ev_{m,\lambda}$ denote the surjective algebra homomorphism $ev_{m,\lambda} : \hat{\mathcal{H}}_m \to \mathcal{H}_m^{\lambda}$. Then an $\mathcal{H}_m^{\lambda}$-module $L$ can be regarded as an $\hat{\mathcal{H}}_m$-module by inflation, which we shall denote by $ev_{m,\lambda}^{*}L$. From the proof of Theorem 5.7, we see that if $L_k$ $(1 \leq k \leq r)$ is a simple $\hat{\mathcal{H}}_{\mu_k}^{\lambda}$-module, then $S_{\mu}(L)$ is in fact a $Y_{r,n}^{\lambda}$-module. Thus, by Theorem 4.1, we immediately obtain the following result.

Theorem 6.1. Each simple $Y_{r,n}^{\lambda}$-module is isomorphic to a module of the form

$$S_{\mu}(L) := \text{Ind}_{Y_{r,n}^{\mu}}^{\mathcal{C}_r(n)}(V(\mu) \otimes (ev_{\mu_1,\lambda}^{*}L_1 \otimes \cdots \otimes ev_{\mu_r,\lambda}^{*}L_r)),$$

where $\mu = (\mu_1, \ldots, \mu_r) \in \mathcal{C}_r(n)$ and $L_k$ $(1 \leq k \leq r)$ is a simple $\mathcal{H}_{\mu_k}^{\lambda}$-module. Moreover, the above modules $S_{\mu}(L)$, with $\mu = (\mu_1, \ldots, \mu_r)$ running through $\mathcal{C}_r(n)$ and $L_k$ $(1 \leq k \leq r)$ running through all non-isomorphic simple $\mathcal{H}_{\mu_k}^{\lambda}$-modules, form a complete set of pairwise non-isomorphic simple $Y_{r,n}^{\lambda}$-modules.

Recall that the classification of simple modules of Ariki-Koike algebras over an arbitrary field has been given by Ariki in terms of Kleshchev multipartitions. Let $S_{\mu}$ be the set of all $d$-multipartitions of $m$. We denote by $\mathcal{K}_{\mu}$ the set of all Kleshchev multipartitions in $S_{\mu}$; see [Ari2, Definition 2.3] for the precise definition. Then the simple $\mathcal{H}_{\mu}^{\lambda}$-modules are parameterized by $\mathcal{K}_{\mu}$; see [Ari2, Theorem 4.2]. Combining this with Theorem 6.1, we immediately obtain the next result.

Corollary 6.2. The simple $Y_{r,n}^{\lambda}$-modules are parameterized by the following set

$$\mathcal{B} := \{ (\mu, \psi_1, \ldots, \psi_r) \mid \mu = (\mu_1, \ldots, \mu_r) \in \mathcal{C}_r(n) \text{ and } \psi_i \in \mathcal{K}_{\mu_i}^{\lambda} \text{ for } 1 \leq i \leq r \}.$$ 

Remark 6.3. The simple modules of a cyclotomic Yokonuma-Hecke algebra in the generic semisimple case have been classified in [ChPA2, Proposition 3.4].

In the case that $d = 1$, $Y_{r,n}^{\lambda}$ is the Yokonuma-Hecke algebra $Y_{r,n}$ (see Remark 2.2), and $\mathcal{K}_{\mu}$ is exactly the set of $e$-restricted partitions of $m$ (recall that $e$ is the order of $q$ in $\mathbb{K}$). Thus, we recover the following result due to Jacon and Pouliant d’Andecy.

Corollary 6.4. (See [JPA, Section 4.1].) The simple $Y_{r,n}$-modules are parameterized by the set

$$\mathcal{C} := \{ (\mu, \psi_1, \ldots, \psi_r) \mid \mu \in \mathcal{C}_r(n) \text{ and each } \psi_i \text{ is an } e \text{-restricted partition of } \mu_i \}.$$
6.2. The functors $e^\lambda_{j,k}$ and $f^\lambda_{j,k}$. Fix a module $M$ in $\widehat{Y}_{r,n}$-$\text{mod}_1$. From (4.3), we get the following decomposition:
\[ M = \bigoplus_{\mu \in \mathcal{E}_r(n) : \gamma \in \mathbb{I}^n / \sim} M[\mu, \gamma]. \] (6.1)

For each $j \in \mathbb{J}$, let $\varepsilon_j$ be the associated standard basis of $\mathbb{Z}^e$. We denote by $\Gamma_n$ the set of linear combinations $\gamma = \sum_{j \in \mathbb{J}} \gamma_j \varepsilon_j$ of $\varepsilon_j$ such that $\gamma_j \in \mathbb{Z}_{\geq 0}$ for all $j$ and $\sum_{j \in \mathbb{J}} \gamma_j = n$. If $s \in \mathbb{I}^n$, we define its content by
\[ \text{cont}(s) := \sum_{j \in \mathbb{J}} \gamma_j \varepsilon_j \in \Gamma_n, \] where $\gamma_j = \# \{ k = 1, 2, \ldots, n \mid s_k = q^j \}$.

The content map induces a canonical bijection between $\mathbb{I}^n / \sim$ and $\Gamma_n$, and we shall not distinguish between them. Then we rewrite (6.1) as
\[ M = \bigoplus_{\mu \in \mathcal{E}_r(n) : \gamma \in \Gamma_n} M[\mu, \gamma]. \] (6.2)

In fact, such a decomposition also makes sense in the category $Y^\lambda_{r,n}$-$\text{mod}$ for all $\lambda \in \Delta$.

By Proposition 5.4, it is easy to see that $Y^\lambda_{r,n-1} \otimes K$ is isomorphic to the subalgebra of $Y^\lambda_{r,n}$ generated by $X_1, \ldots, X_{n-1}, t_1, \ldots, t_n$ and $g_w$ for all $w \in \mathfrak{S}_{n-1}$. We shall not distinguish between them.

**Definition 6.5.** Suppose that $M \in Y^\lambda_{r,n}$-$\text{mod}$ and that $M = M[\mu, \gamma]$ for some $\mu \in \mathcal{E}_r(n)$ and $\gamma \in \Gamma_n$. For each $j \in \mathbb{J}$ and $1 \leq k \leq r$, we define
\[ e^\lambda_{j,k} M = \text{Hom}_K(V_k, \text{Res}^{Y^\lambda_{r,n-1}}_{Y^\lambda_{r,n}} M)[\mu_k^-, \gamma - \varepsilon_j], \]
\[ f^\lambda_{j,k} M = \left( \text{Ind}^{Y^\lambda_{r,n} \otimes K}_{Y^\lambda_{r,n-1} \otimes K} (M \otimes V_k) \right)[\mu_k^+, \gamma + \varepsilon_j]. \]

By (6.2), we can extend $e^\lambda_{j,k}$ (resp. $f^\lambda_{j,k}$) to functors from $Y^\lambda_{r,n}$-$\text{mod}$ to $Y^\lambda_{r,n-1}$-$\text{mod}$ (resp. from $Y^\lambda_{r,n}$-$\text{mod}$ to $Y^\lambda_{r,n+1}$-$\text{mod}$).

**Remark 6.6.** When $r = 1$, the cyclotomic Yokonuma-Hecke algebra coincides with the Ariki-Koike algebra, and the functors $e^\lambda_{j,k}$ and $f^\lambda_{j,k}$ in fact coincide with the ones $e^\lambda_j$ and $f^\lambda_j$ for Ariki-Koike algebras, which are defined by Ariki and also Grojnowski; see [Ari1] and [Gr].

6.3. Branching rules for $Y^\lambda_{r,n}$ and a crystal graph interpretation. For a module category $\mathcal{A}$, let $K(\mathcal{A})$ be the Grothendieck group of $\mathcal{A}$ and $\text{Irr}(\mathcal{A})$ be the set of pairwise non-isomorphic simple objects in $\mathcal{A}$. For each $\lambda \in P_+$, we set
\[ K(\lambda) := \bigoplus_{m \geq 0} K(\mathfrak{H}^\lambda_{m} \text{-mod}), \quad K(\lambda)_\mathbb{C} := \mathbb{C} \otimes_{\mathbb{Z}} K(\lambda). \]

Fix one $j \in \mathbb{J}$. Associated to the two functors $e^\lambda_j$ and $f^\lambda_j$ for Ariki-Koike algebras in Remark 6.6, there are two additional operators $\tilde{e}^\lambda_j$ and $\tilde{f}^\lambda_j$ on $\bigsqcup_{m \geq 0} \text{Irr}(\mathfrak{H}^\lambda_{m} \text{-mod})$ by setting $\tilde{e}^\lambda_j L := \text{Soc}(e^\lambda_j L)$ and $\tilde{f}^\lambda_j L := \text{Head}(f^\lambda_j L)$, where $L$ is a simple $\mathfrak{H}^\lambda_{m}$-module.

Let $L(\lambda)$ be the simple highest weight $\mathfrak{sl}_e$-module of highest weight $\lambda$. Then we have the following results.
Proposition 6.7. (See [Ari1, Theorem 4.4] and [Gr, Theorems 14.2 and 14.3].) Assume that $\lambda \in P_+$. Then $K(\lambda)_C$ is an $\hat{sl}_e$-module with the Chevalley generators acting as $e^\lambda_j$ and $f^\lambda_j$ (with $j \in \mathbb{J}$), and is isomorphic to $L(\lambda)$ as $\hat{sl}_e$-modules.

Moreover, $\prod_{m \geq 0} \text{Irr} (\mathcal{F}^\lambda_m\text{-mod})$ is isomorphic to the crystal basis $B(\lambda)$ of the simple $\hat{sl}_e$-module $L(\lambda)$ with operators $\hat{e}^\lambda_j$ and $\hat{f}^\lambda_j$ identified with the Kashiwara operators.

For each $\lambda \in \Delta$, we set

$$K_T(\lambda) := \bigoplus_{n \geq 0} K(\lambda^\lambda_{r,n}\text{-mod}), \quad \text{and} \quad K_T(\lambda)_C := \mathbb{C} \otimes_{Z} K_T(\lambda).$$

For each $j \in \mathbb{J}$ and $1 \leq k \leq r$, we have defined two functors $e^\lambda_{i,k}$ and $f^\lambda_{i,k}$ in Definition 6.5. They induce linear operators on $K_T(\lambda)$. By Theorem 5.7 the category equivalence $\mathcal{F}^\lambda$ induces a canonical linear isomorphism

$$\hat{\mathcal{F}}^\lambda : K_T(\lambda) \xrightarrow{\sim} K(\lambda) \otimes \cdots \otimes K(\lambda) = K(\lambda)^{\otimes r}. \quad (6.3)$$

Observe that the functor $e^\lambda_{i,k}$ corresponds via $\hat{\mathcal{F}}^\lambda$ to $e^\lambda_{i,k}$ applied to the $k$-th tensor factor on the right-hand side of (6.3) by Lemma 4.5. By applying Frobenius reciprocity in the context of the pair of algebras $(Y_{r,n-1} \otimes \mathbb{K} G, Y_{r,n})$ (see [Bo, Chapter II, §5.1]) we can deduce that $f_{i,k}$ is left adjoint to $e^\lambda_{i,k}$ and $f_i^\lambda$ is left adjoint to $e_i^\lambda$, hence $f_{i,k}$ corresponds to $f_i^\lambda$ applied to the $k$-th tensor factor on the right-hand side of (6.3). Hence Theorem 4.6 implies the following modular branching rule for $Y_{r,n}^\lambda$ under the identification of $Y_{r,n}^\lambda_{\text{-mod}}$ with a full subcategory of $\hat{Y}_{r,n}^\lambda_{\text{-mod}}$. We denote by $Y_{r,n-1}^\lambda$ the subalgebra of $Y_{r,n}^\lambda$ generated by $X_1, \ldots, X_n, t_1, \ldots, t_n$ and $g_w$ for all $w \in \mathcal{S}_{n-1}$.

Theorem 6.8. Consider the simple $Y_{r,n}^\lambda$-module $S_{\mu}(L_i)$ defined in Theorem 6.1. Then we have

$$\text{Soc} \left( \text{Res}_{Y_{r,n-1}^\lambda}^{Y_{r,n}^\lambda} S_{\mu}(L_i) \right) \cong \bigoplus_{i \in \mathbb{J}; 1 \leq k \leq r} S_{\mu_k} \left( \hat{e}^\lambda_i L_i \right) \otimes (V_k \otimes L(i)),$$

where $L(i)$ is the one-dimensional $\mathbb{K}[X]$-module with $X$ acting as the scalar $q^i$ and $S_{\mu_k} \left( \hat{e}^\lambda_i L_i \right)$ denotes the $Y_{r,n-1}^\lambda$-module

$$\text{Ind}_{Y_{r,n}^\lambda}^\hat{Y}_{r,n-1} \left( V(\mu_k) \otimes (L_1 \otimes \cdots \otimes \hat{e}^\lambda_i L_k \otimes \cdots \otimes L_r) \right).$$

Combining Theorem 5.7 with Proposition 6.7 and Theorem 6.8, we have established the following result.

Theorem 6.9. Assume that $\lambda \in \Delta$. $K_T(\lambda)_C$ affords a simple $\hat{sl}_e^{\otimes r}$-module isomorphic to $L(\lambda)^{\otimes r}$ with the Chevalley generators of the $k$-th summand of $\hat{sl}_e$ acting as $e^\lambda_j$ and $f^\lambda_j$ (with $j \in \mathbb{J}$) for each $1 \leq k \leq r$.

Moreover, $\prod_{n \geq 0} \text{Irr} (Y_{r,n}^\lambda_{\text{-mod}})$ (and respectively, the modular branching graph given by Theorem 6.8) is isomorphic to the crystal basis $B(\lambda)^{\otimes r}$ (and respectively, the corresponding crystal graph) of the simple $\hat{sl}_e^{\otimes r}$-module $L(\lambda)^{\otimes r}$. 
6.4. **A block decomposition of** $Y_{r,n}^{\lambda}-\text{mod.}$. The blocks of the Ariki-Koike algebra $\mathcal{H}_{m}^{\lambda}$ over an arbitrary algebraically closed field have been classified in [LM, Theorem A]. By the Morita equivalence established in Theorem 5.7, the decomposition (6.2) provides us a block decomposition of $Y_{r,n}^{\lambda}-\text{mod.}$.
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