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Abstract—In this paper, we analyze the continuous armed bandit problems for nonconvex cost functions under certain smoothness and sublevel set assumptions. We first derive an upper bound on the expected cumulative regret of a simple bin splitting method. We then propose an adaptive bin splitting method, which can significantly improve the performance. Furthermore, a minimax lower bound is derived, which shows that our new adaptive method achieves locally minimax optimal expected cumulative regret.
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I. INTRODUCTION

Multi armed bandit problem [1] is an important sequential decision problem with many applications in signal processing and other related fields. In each step, an agent selects an action among a set called decision space, and receives a feedback loss, which is a random variable with an unknown distribution depending on the selected action. After that, the agent decides the action in the next step, based on previous actions and feedbacks. The goal is to minimize the total expected loss over certain time horizon. With this objective, the design of the sequential decision strategy and the corresponding theoretical analysis have been extensively investigated [1–10].

Depending on the shape of the decision space and the cost function, which is the expectation of the feedback loss given the action, the decision strategies are crucially different. For the problem with finite action space, the most popular method is Upper Confidence Bound (UCB) [2, 3] and its extensions [4, 11]. It has been proved that the UCB method is minimax rate optimal [3]. In these works, the objectives are to maximize reward, while our objective is to minimize the cost, thus the corresponding method for our purpose should be Lower Confidence Bound (LCB). For the problem with infinite action space, the problem becomes more challenging. In fact, without additional assumptions, there is no solution that works uniformly well for all decision spaces and cost functions [12]. Therefore, many existing works focus on problems whose cost functions exhibit some structural properties, and propose effective schemes that exploit these properties. It is usually assumed that the decision space is a compact set, and that the decision strategies are selected for different types of cost functions. For example, if the cost function is linear in the decision space, i.e. $f(x) = w^T x$, in which $w$ and $x$ are $d$ dimensional vectors, then the common idea is to estimate those linear coefficients $w$ [13, 14], and then the optimizer $x^*$ of the cost function can be found on the boundary of decision space according to the estimated $w$. As another example, if the cost function is convex, then there are usually two types of selection strategies, those based on gradient descent with an estimated gradient [15, 16] and those based on noisy binary search [17, 18]. Another class of examples assume that the cost function is Lipschitz continuous. In this case, the most popular method is to split the decision space into multiple bins, and then view all states in each bin as one state, such that the problem can be converted to a multi armed bandit problem with a finite number of decisions [19, 21]. There are also other previous literatures that discuss the multi armed bandit problems with infinite action space, such as [22, 23].

Despite that the multi armed bandit problem with an infinite number of decisions has been analyzed for several different types of cost functions, to the best of our knowledge, the previous analysis does not include general nonconvex cost functions. In many applications, such as the hyperparameter tuning of machine learning algorithms and the sequential design of experiments, the real cost function is usually unknown, and it may not be appropriate to assume that the cost function is linear or convex. Therefore, a solution to continuous armed bandit problems with general nonconvex functions is needed.

In this paper, we analyze the continuous armed bandit problem for nonconvex loss functions in general. Our analysis is based mainly on two assumptions, including a smoothness assumption, characterized by a parameter $\alpha$, and a sublevel set assumption, characterized by a parameter $\beta$. A higher $\alpha$ indicates a higher smoothness level, while a higher $\beta$ indicates that the shape of the loss function is more regular and thus the optimal decision is easier to be located. Similar assumptions have been used in [24] and [22]. These
papers analyze the derivative free optimization problems, i.e. pure exploration problems, which try to minimize the cost function at the final step instead of trying to minimize the cumulative regret. Since we need to focus on the cumulative regret for bandit problems, our task is inherently harder than the pure exploration problems, and the previous methods in \cite{22,24} can no longer be used here. Therefore, we need to put forward new approaches for the bandit problems. In particular, we make the following contributions.

Firstly, we derive an upper bound of the expected cumulative regret of a simple method based on bin splitting. The basic idea of this simple method is to generate some grid points among the decision space, and then the agent selects decisions among only those grid points using the LCB rule. This method has been discussed in \cite{25}, Chapter 4 and the references therein. We show that the convergence rate of the average regret of this method is not optimal if $\beta > 1$, even if the bin sizes are carefully selected. Intuitively, this is because the optimal bin sizes depend on their locations. In the simple bin splitting method, the sizes are the same for all bins, thus this method will inevitably induce some unnecessary loss. The gap between the convergence rate of the average regret of simple bin splitting method and the optimal convergence rate becomes larger in spaces with higher dimensionality.

Secondly, to improve the performance of the simple bin splitting method, we propose and analyze a new method based on adaptive bin splitting. Our new method is motivated by the following observations. If the cost function value $f(x)$ is far away from the optimal value $f(x^\ast)$, then it is not necessary to accurately estimate $f$. Therefore, we can use a large bin size. On the contrary, in the region where $f(x)$ is close to $f(x^\ast)$, it is necessary to use small bin size to find the optimizer $x^\ast$ more accurately. To achieve such an adaptive splitting without knowing $f(x^\ast)$, we divide the decision space into bins with finite capacity. When the number of queries in a bin reaches its capacity, it will split to smaller bins. In the region where $f(x)$ is low, there will be more queries, which will make the bin split many times, and then the optimizer $x^\ast$ can be found accurately. On the contrary, if $f(x)$ is much higher then the optimal value $f(x^\ast)$, then the bin will subject to less splits, and there will be fewer queries in these bins. Such adaptive selection rule can significantly improve the convergence rate of average regret.

Finally, we derive the locally minimax lower bound of the expected cumulative regret, which holds for all decision strategies. For each cost function $f_0$, we find a set of functions $\Sigma_{f_0}$ that are sufficiently close to $f$, and then find a lower bound of the average regret such that no method can achieve a better bound for all cost functions in $\Sigma_{f_0}$. The definition of the locally minimax lower bound shares similar idea with \cite{24}. The result shows that the proposed adaptive splitting method is locally minimax rate optimal up to a logarithmic factor.

In addition, our method has some additional desirable properties. First, even though our method is designed for nonconvex loss functions, we observe that our method is also minimax optimal for strong convex functions. Second, even though our method is designed to minimize the bandit feedback, it also has optimal optimization error, which means that our new method is also competitive for pure exploration problems.

**II. Problem Formulation**

Suppose there is an unknown function $f(x)$ with $x$ being a $d$-dimensional vector. The function $f$ has optimizer $x^\ast$, such that $f(x) \geq f(x^\ast)$ for all $x$. $x^\ast$ may not be unique. The exact location of $x^\ast$ is unknown, but we know that $x^\ast$ is within a compact set $S \subset \mathbb{R}^d$. Moreover, there exists a constant $A$, such that $f$ is defined on $\cup_x B(x, A)$, in which $B(x, A)$ is the cube centering at $x$ with length $A$. This indicates that we can query $f$ slightly beyond $S$, and such assumption is common in many previous literatures about stochastic optimization \cite{16,25,27}. We need to make $T$ queries $X_t$, $t = 1, \ldots, T$ sequentially. After each query, we receive a cost $Y_t = f(X_t) + W_t$, in which $W_t$ are i.i.d for all positive integer $t$. For simplicity, we assume that $W_t$ follows standard Gaussian distributions $\mathcal{N}(0,1)$. Our results can be easily generalized to the case in which $W_t$ is a subgaussian random variable. Each query $X_t$ depends on previous queries and responses $X_1, Y_1, \ldots, X_{t-1}, Y_{t-1}$, i.e. $X_t = \sigma_t(X_1, Y_1, \ldots, X_{t-1}, Y_{t-1})$. Define the expected cumulative regret $R$ up to time $T$ as

$$R = E \left[ \sum_{t=1}^{T} (f(X_t) - f(x^\ast)) \right].$$  (1)

Given the total number of queries $T$, our goal is to design a query strategy $\sigma_t$, $t = 1, \ldots, T$ to make $R$ as low as possible. Our analysis is based on the following assumptions.

**Assumption 1.** $f$ satisfies the following conditions: there exist constants $A, M, C_0, \alpha, \beta$, such that

(a) $f(x) - f(x^\ast) \leq M$ for all $x \in S$;

(b) For all $a \in (0, A)$ and all $x \in S$,

$$\frac{1}{V(B(x, a))} \int_{B(x, a)} f(u) du - f(x) \leq Ma^\alpha,$$  (2)

in which $B(x, a)$ is the cube centering at $x$ with length $a$, and $V(B(x, a))$ denotes its volume;

(c) For all $a > 0$ and $\epsilon > 0$,

$$\mathcal{P}(\{|x|f(x) - f(x^\ast) < \epsilon, a\} \leq C_0 \left( 1 + e^{\beta/a^d} \right),$$  (3)

in which $\mathcal{P}(S, a)$ is the packing number of $S$ with cubes of length $a$. 

We now comment on these assumptions. In Assumption 1 (a), we assume that \( f(x) - f(x^\star) \) is bounded above. This assumption is made for the convenience of analysis but is not crucial. If this assumption is violated, we can just use a prescreening step to select a region in which \( f(x) - f(x^\star) \) is upper bounded by a constant. There are many methods for prescreening. For example, we can just randomly generate some queries and estimate \( f \) using some regression methods, and then calculate the confidence band \( (l(x), u(x)) \). If \( l(x) \leq f(x) \leq u(x) \) for all \( x \) holds with high probability. Then let \( S' = \{ x | l(x) \leq \sup u(x) \} \). If \( l(x) \leq f(x) \leq u(x) \) for all \( x \), then \( x^\star \in S' \). With enough samples, the confidence band can be sufficiently narrow, so that for all \( x \in S' \), \( f(x) - f(x^\star) \leq M \). Note that this step will only cause \( O(1) \) regret, thus the final bound of cumulative regret will not change. Such a preprocessing step has been discussed for pure exploration problem \([24]\).

Assumption 1 (b) is the smoothness assumption. If \( f \) is Lipschitz continuous, then (b) is satisfied with \( \alpha = 1 \). If \( f \) has bounded Hessian, then (b) holds with \( \alpha = 2 \). Note that \( \alpha \) is usually no more than 2. If Assumption 1 (b) holds with some \( \alpha > 2 \), then it can be shown that \( f \) is linear. Therefore, in our theoretical analysis later, we assume that \( \alpha \leq 2 \). Intuitively, this assumption is important because the complexity of finding the optimal point depends highly on the smoothness. If the function is highly smooth, after we find a point \( x \) such that \( f(x) \) is far away from \( f(x^\star) \), we can make sure that \( x^\star \) is far from \( x \), and hence we can query less points around \( x \), and the total complexity can be lower. On the contrary, if the smoothness level is lower, then the complexity must be higher. Assumption (b) can actually be easily generalized to the case such that \( f \) is only smooth with parameter \( \alpha \) in a neighborhood of the optimal point \( x^\star \). If \( f \) does not satisfy (2) at some \( x \) such that \( f(x) \) is far away from \( x^\star \), then the convergence rate of the average regret is not affected.

Assumption 1 (c) restricts the volume of the sublevel set. For example, if \( f(x) = ||x||^2_2 \), or if \( f \) is any strong convex function, then \( \beta = d/2 \). If \( f(x) = ||x - c|| \) for a fixed vector \( c \), then \( \beta = d \). If \( f \) has a higher \( \beta \) value, then \( f(x) \) is far away to \( f(x^\star) \) at the majority of the decision space, and thus we can focus on querying a subspace such that \( f(x) \) is close to \( f(x^\star) \), and the volume of the subspace is much smaller than that of the whole decision space. As a result, it is easier to find \( x^\star \). On the contrary, if \( \beta \) is lower, then finding \( x^\star \) becomes harder and the regret is higher. Therefore, the convergence rate of the average regret is highly related to the value of \( \beta \). This assumption has also been used in \([22, 24]\). Note that \( \beta \) can not be arbitrarily large. Proposition 1 upper bounds \( \beta \) with \( d/\alpha \):

**Proposition 1.** If \( \alpha \leq 2 \), then \( \beta \leq d/\alpha \).

**Proof.** Please see Appendix A.

Now we provide several examples satisfying our assumptions. If \( y = ||x - x^\star||^2 + O(||x - x^\star||^4) \) in the neighborhood of the optimal point \( x^\star \), Assumption 1 holds with \( \alpha = 2 \) and \( \beta = d/2 \). If \( y = \min(||x - c_1||, ||x - c_2||) \), i.e. there are two optimal points \( c_1 \) and \( c_2 \), then Assumption 1 holds with \( \alpha = 1 \) and \( \beta = d \). If \( y = \sin x, x \in [a, b] \) such that \( b - a \) is sufficiently large, then Assumption 1 holds with \( \alpha = 2 \) and \( \beta = 1/2 \). Actually, our assumptions hold for almost all common functions for different \( \alpha \) and \( \beta \).

### III. Simple Bin Splitting

In this section, we derive the convergence rate of the expected average regret of a simple bin splitting method. In the simple bin splitting method, one divides the support into \( m \) bins with length \( a \), and then convert the problem into a multi armed bandit problem with a finite number of states, which can then be solved using existing methods to design \( \sigma_i \). The detailed algorithm is shown in Algorithm 1. Such simple bin splitting method has been analyzed for the case where the cost functions are Lipschitz functions \([19]\). Our analysis in this section can be viewed as a generalization of \([19]\), since it is based on a general smooth assumption with \( 0 \leq \alpha \leq 2 \), as well as a sublevel set assumption.

**Algorithm 1 Baseline Method**

**input** Function \( f \), supported on a compact set \( S \)

Divide \( S \) into \( m \) bins with length \( a \), called \( B_j \), \( j = 1, \ldots, m \), such that \( S \subseteq \bigcup_{j=1}^m B_j \)

Initialize \( n_j = 0 \), \( g_{tj} = -\infty \) for \( j = 1, \ldots, m \)

for \( t = 1, \ldots, T \) do

\( j^\star = \arg\min_{j} g_{tj} \)

Query \( x_t = c_j^\star \), which is the center of \( B_j^\star \), and receive \( y_t \)

\( n_{j^\star} \leftarrow n_{j^\star} + 1 \)

for \( j = 1, \ldots, m \) do

if \( n_j = 0 \) then

\( g_{t+1,j} = -\infty \)

else

\( g_{t+1,j} = \frac{1}{n_j} \sum_{i=1}^{n_j} 1(x_i = c_j)y_i - \sqrt{\frac{8 \ln t}{n_j}} \)

end if

end for

end for

In this algorithm, the first step is to divide the support \( S \) into \( m \) bins with length \( a \). All queries are made only on the centers of the bins. For each bin, we use \( g_{tj} \) to denote the LCB estimate of the \( j \)-th bin before the \( t \)-th query. The initial value \( g_{1j} = -\infty \) for all \( j \). Each query is selected to be the bin where the LCB estimate \( g_{tj} \) is the lowest, and
break ties randomly if the bins with minimum LCB values are not unique. After the \( t \)-th query, the lower confidence bound is then updated to be the mean of the received cost of all queries in each bin. The above process is repeated \( T \) times, in which \( T \) is the total number of queries.

The expected average regret of Algorithm 1 is bounded by Theorem 1.

**Theorem 1.** If \( \alpha \sim T^{-1/(d+2\alpha-\alpha\beta)} \), then the expectation of the average regret \( R/T \) is bounded by

\[
R/T = O\left(T^{-\frac{3+2\alpha-\alpha}{2}} \ln T \right)^{\frac{1}{2}}. 
\]

**Proof.** Please refer to Appendix B. \( \Box \)

Under the special case of \( \alpha = 1, \beta = 0 \), in which the latter condition means that no sublevel set assumption is made on \( f \), according to [4], the convergence rate of the expected average regret becomes \( O(T^{-\frac{3}{2}\pi^2 \sqrt{\ln T}}) \), which is consistent with results in [19][32][33]. Therefore, our result can be viewed as a generalization of those previous bounds.

We now provide an argument showing that simple bin splitting is not an optimal method. Intuitively, for a larger \( \beta \), it is possible that the average regret \( R/T \) converges faster to zero, since the volume of the region in which the loss function values are sufficiently close to the optimal value \( f(x^*) \) should be small, and thus the localization of the optimizer \( x^* \) becomes easier. However, from [4], we observe that the simple bin splitting method does not make full use of this property. When \( \beta > 1 \), according to [4], the convergence rate of the average regret can not be further improved as \( \beta \) increases. Therefore, the simple bin splitting method is suboptimal for \( \beta > 1 \). A simple explanation is that in the simple bin splitting method, the sizes of all bins are the same, but the most suitable bin size changes with the location. If we use a small bin size, consider that the LCB value is initially set to be negative infinity, as long as \( T > m \), there will be at least one query in each bin. Hence there will be many queries wasted at the locations where \( f(x) \) is far from \( f(x^*) \). If we use a large bin size instead, then even if we have found the correct bin that contains \( x^* \), the regret can still be large since the center of the bin is not sufficiently close to \( x^* \). As long as a uniform bin size is used, the sizes will not be universally optimal. Therefore, an adaptive selection rule is needed to further improve the performance.

**IV. ADAPTIVE BIN SPLITTING**

In this section, we propose and analyze a new adaptive bin splitting method, which tries to find the optimal bin size at every location. In particular, we design an approach such that the bins are larger where \( f(x) \) is larger than \( f(x^*) \), and smaller otherwise. The main challenge is that \( f \) is unknown. In our method, we use the current number of queries in each bin as a measurement of \( f(x) - f(x^*) \). If there are already many queries in a bin, then the cost function values should be close to the optimal value, and thus we need to split the bin to smaller bins in order to better locate the optimizer \( x^* \). The detail of our new method is shown in Algorithm 2.

**Algorithm 2 Adaptive Splitting Method**

**input** Function \( f \), supported on a compact set \( S \)
Divide \( S \) into \( m \) bins with length \( a_0 \), called \( B_j, j = 1, \ldots, m \), such that \( S \subset \cup_{j=1}^{m} B_j \)
Initialize \( I(B_j) = \emptyset, n(B_j) = 0, k(B_j) = 0, g_1(B_j) = -\infty \) for \( j = 1, \ldots, m \)
Initialize \( B = \{B_1, \ldots, B_m\} \)
for \( t = 1, \ldots, T \) do
Pick \( B = \arg \min_{B_j \in B} g_1(B_j) \)
if \( n(B) < \left(\frac{2\alpha k(B)}{\beta} \right) \) then
Query \( x_t \), which is selected uniformly from \( B \), and receive \( y_t \)
Add \( t \) to \( I(B) \)
end if
Add \( t \) to \( I(B) \)
end if
if \( n(B) > 0 \) then
\[
a = a_0 2^{-k(B)}
\]
end if
end for

In Algorithm 2, we begin with dividing \( S \) into \( m \) bins with length \( a_0 \), in which \( a_0 \) is a fixed constant that does not decay with \( T \). For each bin \( B_j \), denote \( I(B_j) \) as the indices of queries in \( B_j, n(B_j) \) as the number of queries, \( k(B_j) \) is the number of splits that \( B_j \) already experienced, and \( g_1(B_j) \) is the LCB value of bin \( B_j \) at time \( t, t = 1, \ldots, T \). Initially, there are no queries, and all bins are initial bins.
that has not subject to any split, thus \( I(B_j) = \emptyset \), \( n(B_j) = 0 \) and \( k(B_j) = 0 \) initially. Besides, at the beginning, the LCB values are all set to be negative infinity. We use \( B \) to denote the set of all bins. \( B \) is dynamic, i.e., when a split happens, the old bin is removed from \( B \), and the new bins generated by splitting the old bin are added to \( B \).

The algorithm then makes \( T \) queries. For each query, the algorithm picks a bin with the lowest LCB value. If there are multiple bins with the same LCB value, the algorithm just break ties randomly. For each bin \( B \), we set its maximum capacity to be \( n_{C}(B) = \lceil 2^{2ak(B)} \rceil \), in which \( k(B) \) is the number of splits such that the bin \( B \) has already experienced. If the number of queries in the bin does not reach the capacity \( n_{C}(B) \), i.e. \( n(B) < n_{C}(B) \), then we just make the query in the bin \( B \) with the lowest LCB value, and then add the time step \( t \) to \( I(B) \). Unlike the simple splitting method, we let the query \( x_t \) to be taken with uniform probability in \( B \), instead of querying the center of \( B \). This setting facilitates our subsequent theoretical analysis. If \( n(B) = n_{C}(B) \), then we split this bin into \( 2^d \) smaller bins, with each bin having half length comparing with the parent bin \( B \). These bins are added into \( B \) and the original bin \( B \) is removed. For all of these new bins \( B^{(i)} \) generated from \( B \), in which \( i = 1, \ldots, 2^d \), we initiate them with \( n(B^{(i)}) = 0, I(B^{(i)}) = \emptyset \) and \( k(B^{(i)}) = k(B) + 1 \), which holds because these new bins have experienced one more split than their parent bin \( B \).

We set the capacity to be \( n(B) = \lceil 2^{2ak(B)} \rceil \) based on the following intuition. The classical analysis of multi armed bandit problem \( 3 \) shows that the number of queries of each arm scales roughly with \( n \sim 1/(f(c(B)) - f(x^*))^2 \), in which \( c(B) \) is the center of the bin. If the number of queries reaches \( 2^{2ak(B)} \), then \( f(x) - f(x^*) \lesssim 2^{-ak(B)} \) roughly holds for all \( x \in B \). Note that in the bin that contains \( x^* \), denoted as \( B^* \), \( f(x) - f(x^*) \lesssim a^\alpha \), in which \( a \) is the bin length. After \( k \) splits, the bin length should be \( a \sim 2^{-k(B)} \), hence \( f(x) - f(x^*) \lesssim 2^{-ak(B^*)} \) roughly holds for \( x \in B^* \). According to the discussions above, it is possible that \( B = B^* \), which means that \( B \) contains the optimal point. Therefore, in our algorithm, this bin is split to smaller bins in order to help us find \( x^* \) with a higher accuracy.

Note that \( \alpha \) may be unknown in practice. In this case, it would be better to use an \( \alpha \) value that is smaller than the true value, which means that we assign each bin with a smaller capacity so that the bins are easier to be split further. In other words, when whether \( B \) contains \( x^* \) is unknown because \( \alpha \) is unknown, we would rather judge that \( B \) contains \( x^* \) and split this bin further. There will inevitably be some drawbacks, since there will be more unnecessary queries in the bin that does not contain \( x^* \). Suppose that we use \( \alpha_0 \) in Algorithm 2 in which \( \alpha_0 < \alpha \), then the convergence rate of the average regret depends on \( \alpha_0 \) instead of \( \alpha \), which is suboptimal. Therefore, Algorithm 2 cannot adapt perfectly to different smoothness parameters. However, we can still claim the optimality of our algorithm, since according to Theorem 3 in \( 1, 2 \), there is no method that has optimal rate universally for all smoothness parameters.

After each query, the algorithm updates the LCB value

\[
g_{t+1}(B) = \frac{1}{n(B)} \sum_{i=1}^{t} 1(i \in I(B))Y_i - \mu a^\alpha - n^{-\frac{d}{2}}(B) \ln t, \tag{5}
\]

in which the first term is the average of the received loss for all queries in \( B \). This average value can be used as an estimate of the cost function values in \( B \). The second term \( -\mu a^\alpha \) is the bias correction. When the optimal \( \mu \) is unknown, we can just use a large \( \mu \). The performance of the algorithm becomes worse if \( \mu \) is too large, but the convergence rate of the average regret over \( T \) remains unchanged. The third term comes from the noise \( W_t \). We construct the lower confidence bound in this way so that with high probability, the LCB value of each bin is lower than the corresponding cost function values. If there is no query now, the LCB value is set to be negative infinity, in order to encourage the exploration in this bin.

The whole process is repeated \( T \) times. Theorem 2 provides an upper bound of the average regret of the adaptive bin splitting method.

**Theorem 2.** If \( \mu > (1 + 2^{d+\alpha})M \), then the expectation of the average regret \( R/T \) is bounded by

\[
\frac{R}{T} = \mathcal{O} \left( T^{-\frac{\alpha}{2 - \alpha}} \ln^{\beta + 1} T \right). \tag{6}
\]

**Proof.** Please refer to Appendix C. \( \square \)

Comparing Theorem 2 with Theorem 1, we can observe that if \( \beta \leq 1 \), (6) and (1) are actually the same, except a logarithmic factor. However, when \( \beta > 1 \), these two bounds are different. Unlike the simple bin splitting method, the convergence rate of the average regret of the adaptive binning method continues to improve with the increase of \( \beta \), as long as \( \beta \) is no more than its maximum value \( d/\alpha \). This comparison indicates that the advantage of our new method is more obvious for larger \( \beta \). Such result is meaningful especially in high dimensional spaces, since \( \beta \) usually increases with \( d \).

Now we discuss the case where \( \beta \) reaches its maximum value \( d/\alpha \). Note that \( \beta = d/\alpha \) is common for practical functions. For example, if \( c_1 \|x\|_p \leq f(x) \leq c_2 \|x\|_p \) for some constant \( c_1, c_2 \) and \( p \in (0, 2] \) in a neighborhood around \( x^* \), then \( f \) satisfies Assumption 1 with \( \alpha = p \) and \( \beta = d/p \). In this case, the average regret converges with
packing number. Then there exists a sequence \( \epsilon \) with 
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\( f(x) - f(x^*) \) is small becomes lower with the increase of dimensionality. As a result, although the complexity of querying the whole spaces increases with dimensionality, the proportion of the whole decision space that needs further query decreases with the dimensionality, and these two effects tend to cancel out, and therefore the convergence rate of the average regret does not depend significantly on the dimensionality.

V. Minimax Lower Bound

In this section, we show the locally minimax lower bound of the nonconvex optimization problem with bandit feedback under Assumption 1 which takes supremum over all functions that is sufficiently close to a reference function \( f_0 \), and takes infimum for all possible estimators \[ \beta \].

Our construction of the locally minimax lower bound shares similar ideas with \[ 24 \]. We assume that the estimator has complete knowledge of a reference function \( f_0 \). Theorem 3 shows that there exists a convergence rate \( \inf \sup R/T \) such that even if the perfect knowledge of \( f_0 \) is available, one can not find a decision rule with average regret converging faster than \( \inf \sup R/T \):

\[
\inf_{\sigma} \sup_{f \in \Sigma_{f_0}} \frac{R}{T}.
\]

Theorem 3. Assume that \( f_0 \) satisfies the following conditions:

\( a \) \( f_0(x) - f_0(x^*_0) \leq M/2; \)

\( b \) For all \( a \in (0, A) \) and all \( x \in S \),

\[
\frac{1}{V(B(x, a))} \int_{B(x, a)} f_0(u) |du| - f_0(x) \leq \frac{1}{2}Ma^\alpha; \tag{7}
\]

\( c \) There exists a constant \( c_0 \), such that for sufficiently small \( r \), \( P(\{x|f_0(x) < \epsilon\}, r) \geq c_0 \epsilon^2 \), in which \( P \) is the packing number. Then there exists a sequence \( \epsilon_T \) that decays with \( T \), such that

\[
\inf_{\sigma} \sup_{f \in \Sigma_{f_0}} \frac{R}{T} = \Omega \left( T^{-(\alpha/2 + \alpha/2)} \right), \tag{8}
\]

in which \( \Sigma_{f_0} \) is the set of all functions \( f \) that satisfy Assumption 1 and \( \| f - f_0 \|_{\infty} < \epsilon_T \).

Proof. Note that minimizing the average regret is always harder than minimizing the optimization error. There is already a proof of the corresponding theorem for optimization error in \[ 24 \], which can be used to prove Theorem 3 with some minor modification. We omit the detailed proof here for brevity.

Theorem 3 provides a locally minimax bound, which means that as long as the reference function \( f_0 \) satisfies some conditions, no method can achieve \( T^{-\alpha/(d + 2\alpha - \alpha \beta)} \) average regret for all \( f \) that is in a close neighborhood of \( f_0 \), even if we have perfect knowledge of \( f_0 \).

In Theorem 3 Assumptions (a), (b) are almost the same as those in Assumption 1 except that the constant \( M \) has been changed to \( M/2 \). We use this trick to ensure that all functions in the neighbor of \( f_0 \), i.e. \( \Sigma_{f_0} \), satisfy Assumption 1.

Note that even though \( f \) is sufficiently close to \( f_0 \), these two functions are not exactly the same. If we use \( M \) instead, then \( f_0 \) can be a function that satisfies \( a \), \( b \) to be violated, and thus it is possible that \( f \) violates \( a \) and \( b \). To avoid this, we use \( M/2 \) instead. (c) can be viewed as a reverse of Assumption 1(c), which roughly means that Assumption 1(c) is tight. This assumption is the same as Assumption \( A(D') \) in \[ 24 \].

Comparing \( 8 \) with \( 4 \) and \( 6 \), it can be observed that the simple bin splitting method is nearly minimax optimal up to a logarithmic factor only when \( \beta \leq 1 \). When \( \beta > 1 \), the simple splitting method fails to improve with the increase of \( \beta \). On the contrary, our new method is nearly minimax optimal for all possible \( \alpha \) and \( \beta \). This result indicates that our adaptive splitting method can not be further improved by more than a logarithmic factor of \( T \).

VI. Comparison with Related Works

A. Comparison with bandit problem with strongly convex cost functions

As discussed in Section 1V if \( \beta \) reaches its maximum \( \beta = d/\alpha \), then the average regret converges with 
\[
\mathcal{O} \left( T^{-1/2} \ln d^{\alpha+1} \right). \tag{6}
\]
A typical example is that if \( f \) is strongly convex and has bounded Hessian, i.e. \( A_{IL} \preceq \nabla^2 f \preceq B_{IL} \), in which \( A, B \) are constants and \( I_d \) is a \( d \times d \) identity matrix, then it is straightforward to show that Assumption 1 holds with \( \alpha = 2 \) and \( \beta = d/2 \). In this case, our adaptive bin splitting method achieves the average regret bound \( \mathcal{O}(T^{-1/2}) \). Previous research \[ 16, 18, 50 \] has shown that the bound \( \mathcal{O}(T^{-1/2}) \) is the best even for methods that are designed specifically for strongly convex cost functions, up to a logarithmic factor. This result indicates that even though our method is designed to solve nonconvex bandit problems, it is also optimal for strongly convex problems.

B. Comparison with pure exploration problems

Another interesting comparison is with the pure exploration problem discussed in \[ 24, 27, 37 \]. Here, we discuss two cases depending on the Hölder smoothness order.

1. If the cost function \( f \) is Hölder continuous with order no more than 2, then Assumption 1 holds with some \( \alpha \leq 2 \). In this case, our bound \( 6 \) is exactly the same as
Proposition 2 in [24], except a logarithmic factor. This result indicates that our method is rate optimal not only for bandit problems, but also for pure exploration problems. Moreover, we can show that our method requires less computation cost than the optimization method in [24]. In [24], a large set of grid points, whose size is much larger than the total number of queries, need to be generated and used for later computation. The total time complexity is high due to this process. On the contrary, our new method has a much lower time complexity. By keeping all bins in a heap with the LCB values as their keys, there will be $O(T)$ heap operations, with each operation requires $O(\log |B|)$ time. According to the capacity formula $n(B) = \lceil 2^{2\alpha k}(B) \rceil$, $|B|$ grows with $\log T$, hence the total complexity is $O(T \log \log T)$. This indicates that our new adaptive method reduces the time cost significantly, and thus this method is competitive also for pure exploration problems.

(2) For highly smooth functions, which are Hölder continuous with order higher than 2, our bound no longer matches the pure exploration error in [24]. Such gap is inevitable since the bandit problem is inherently harder than pure exploration. In fact, even for quadratic functions, which are infinitely differentiable, the minimax analysis shows that the average regret can not converge faster than $O(T^{-1/2})$. For more complex nonconvex functions, $O(T^{-1/2})$ is the best rate one can expect. However, for pure exploration problems, it is possible to achieve faster rates if the function is highly smooth [27, 37]. Combining these two cases, we can see that for functions with low smoothness level, our method is optimal for both bandit and pure exploration problems. For highly smooth functions, no method is optimal for both problems.

Another difference between pure exploration and bandit problems is that for pure exploration problems, it is possible to design a method that is adaptive to smoothness parameters [25, 33], while for bandit problems, according to Theorem 3 in [24], such adaptivity is impossible. If we are not certain about the smoothness parameter, we can only use an $\alpha$ value that is smaller than the real smoothness parameter, and the convergence rate of the average regret becomes slower than the optimal rate.

VII. NUMERICAL EXAMPLES

In this section, we provide numerical examples to validate our theoretical analysis. The numerical simulation includes two parts. In particular, we compare the regret of our adaptive method with the simple splitting method.

In the simulation, we use two functions: $f_1(x) = 10 \|x + c\|^2$, and $f_2(x) = 10 \min\{|x - c|, \|x + c\|\}$, in which $f_1$ as an example of convex function, and $f_2$ is an example of nonconvex function. $d$ is the dimensionality of the support set. We run simulation with $d = 1, 2, 3$ separately. In both $f_1$ and $f_2$, $x \in [-1, 1]^d$.

The construction $f_1$ and $f_2$ can represent many practical cases. For example, in parameter tuning tasks, it is natural to assume that $f$ is strongly convex in a neighborhood of the optimal point $x^*$, then the convergence of the average regret of this case will be similar to that of $f_1$. The other example $f_2$ can be used to represent the case in which there are multiple optimal actions.

For each function, we run simulation 100 times, with each run having $T = 10,000$ queries. For the simple bin splitting method, we run simulation for multiple bin sizes, and generate a plot of the regret versus the bin length, as is shown in the blue curves in Figure 1. Moreover, we use an orange dashed line to show the regret of the adaptive splitting method.

Fig. 1: Comparison between simple splitting method and the proposed adaptive splitting method. The blue curve is the plot of regret vs bin size for simple splitting method, while the orange dashed line is the regret of the adaptive method.

According to Figure 1, for most cases, the adaptive method is significantly better than the simple splitting method, even if the bin size of the latter is optimally selected.
One exception is occurred for \( f_2 \) and \( d = 1 \). Note that \( f_2 \) satisfies Assumption \([1]\) with \( \alpha = 1, \beta = 1 \). According to Theorem \([1]\) and Theorem \([2]\) there is no significant difference between theoretical regret bound of these two methods. However, with higher dimensionality, the advantage of our adaptive splitting method becomes more obvious.

**VIII. Conclusion**

In this paper, we have analyzed the general nonconvex optimization problem with bandit feedback under a smoothness assumption and a sublevel set assumption. We have derived the convergence rate of the average regret of simple bin splitting method. The result shows that the simple splitting method is optimal only for a restricted class of cost functions, and is suboptimal in other cases. To address this, we have proposed an adaptive splitting rule and have derived the convergence rate of the average regret. We have conducted locally minimax analysis to show that our method is optimal. We have compared our results with previous literatures, and showed that despite our method is designed for nonconvex bandit problems, it is also optimal for strongly convex bandit problems and nonconvex pure exploration problems. Finally, we conducted numerical simulations to validate our theoretical analysis.

**APPENDIX A**

**Proof of Proposition 1**

We begin with the following lemma:

**Lemma 1.** There exists a constant \( C_1 \), such that for any \( x \in S, f(x) - f(x^*) \leq C_1 \| x - x^* \|^\alpha \).

**Proof.** Define \( r_x := \| x - x^* \| \), in which \( \| \cdot \| \) is the sup norm. Denote \( B_x \) as the cube centering at \( x \) with half length \( r_x \), and \( B_x' \) as the cube centering at \( x^* \) with half length \( 2r_x \). Then according to Assumption (b),

\[
|f(x) - f(x^*)| \leq \left| f(x) - \frac{1}{V(B_x)} \int_{B_x} f(u) du \right| + \left| \frac{1}{V(B_x)} \int_{B_x} f(u) du - f(x^*) \right|
\]

\[
\leq M r_x^\alpha + \frac{1}{V(B_x)} \int_{B_x} (f(u) - f(x^*)) du
\]

\[
\leq M r_x^\alpha + \frac{1}{V(B_x)} \int_{B_x'} (f(u) - f(x^*)) du
\]

\[
\leq M r_x^\alpha + \frac{V(B_x')}{V(B_x)} M(2r_x)^\alpha = (1 + 2^{d+\alpha}) M r_x^\alpha.
\]

With Lemma \([1]\) for all \( x \) such that \( \| x - x^* \| < \epsilon/C_1 \)^{1/\alpha}, we have \( f(x) - f(x^*) < \epsilon \). Hence

\[
P(|x| f(x) - f(x^*) < \epsilon, a) \geq P \left( B \left( x^*, (\epsilon/C_1)^{1/\alpha} \right), a \right)
\]

\[
\geq \epsilon^{2d}/a^d.
\]

Therefore \( \beta \) can not be larger than \( d/\alpha \).

**APPENDIX B**

**Proof of Theorem \([1]\)**

Recall that \( c_j \) is the center of bin \( B_j \). Define \( c^* = \text{arg min}_{c \in \{c_1, \ldots, c_m\}} f(c) \), then

\[
P = \mathbb{E} \left[ \sum_{i=1}^T \left( f(X_i) - f(x^*) \right) \right]
\]

\[
= \sum_{j=1}^m (f(c_j) - f(x^*)) \mathbb{E}[n_j] + T(f(x^*) - f(x^*)) \tag{10}
\]

in which \( \mathbb{E}[n_j] \) is the expectation of the number of queries in bin \( B_j \).

If the bin size \( a \) is small, then \( f(c^*) \) will be sufficiently close to \( f(x^*) \). To be more precise, we use Lemma \([1]\) Note that the optimizer must belong to one of the bins. Without loss of generality, suppose \( x^* \in B_1 \), then

\[
f(c^*) - f(x^*) \leq f(c(B_1)) - f(x^*) \leq C_1 a^\alpha,
\]

in which \( c(B_1) \) is the center of \( B_1 \).

Define \( \Delta_j := f(c_j) - f(c^*) \), then \( \mathbb{E}[n_j] \) can be bounded in the same way as the finite state space multi armed bandit problem with upper confidence bound approach \([3]\). Denote \( g^*_s \) as the lower confidence bound estimate at \( c^* \). Moreover, define \( t_j(s) \) and \( t^*(s) \) as the time of the \( s \)-th query of \( c_j \) and \( c^* \), respectively. Then for any positive integer \( u \),

\[
\mathbb{E}[n_j] \leq \sum_{t=1}^T \mathbb{P}(X_i = c_j)
\]

\[
= u + \sum_{t=u+1}^T \mathbb{P}(gt_i \leq g^*_t, n_{i-1,j} \geq u)
\]

\[
\leq u + \sum_{t=u+1}^T \sum_{s=u+1}^T \sum_{s'=1}^T \mathbb{P} \left( \frac{t_j(s)}{s} \sum_{i=1}^s 1(X_i = c_j) Y_i - \sqrt{\frac{8 \ln t}{s'}} \right)
\]

Let \( u = \lfloor 32 \ln T / \Delta_j^2 \rfloor \), then

\[
\mathbb{E}[n_j] \leq \frac{32 \ln T}{\Delta_j^2} + \sum_{t=u+1}^T \sum_{s=u+1}^T \sum_{s'=1}^T \mathbb{P} \left( \frac{t_j(s)}{s} \sum_{i=1}^s 1(X_i = c_j) W_i - \sqrt{\frac{8 \ln t}{s'}} \right)
\]
Then
\[
\frac{1}{\Delta_j} \sum_{i=1}^{t} (X_i = c^*) W_i \geq \sqrt{\frac{8 \ln f}{\delta'}}
\]
\[
+ P \left( \frac{1}{\Delta_j} \sum_{i=1}^{t} 1(X_i = c^*) W_i \geq \sqrt{\frac{8 \ln f}{\delta'}} \right)
\]
\[
\leq \frac{32 \ln T}{\Delta_j^2} + \sum_{i=1}^{t} \sum_{j=1}^{t} \sum_{j'=1}^{T} \frac{2}{t^2
\]
\[
\leq \frac{32 \ln T}{\Delta_j^2} + \infty \sum_{i=1}^{t} \frac{2}{t^2} = \frac{32 \ln T}{\Delta_j^2} + \pi^2/3.
\]
If \( \beta \leq 1 \), for any \( \epsilon \) > 0,
\[
\sum_{j=1}^{m} \Delta_j E[n_j]
\]
\[
= \sum_{j=1}^{m} \Delta_j E[n_j] 1(\Delta_j > \epsilon) + \sum_{j=1}^{m} \Delta_j E[n_j] 1(\Delta_j \leq \epsilon)
\]
\[
\leq \left( \sum_{j=1}^{m} \Delta_j^2 \beta E[n_j] 1(\Delta_j > \epsilon) \right)^{\frac{\epsilon}{\beta}} \left( \sum_{j=1}^{m} E[n_j] \right)^{\frac{1-\epsilon}{\beta}} + \epsilon T
\]
\[
\leq \sum_{j=1}^{m} \left( \frac{32 \ln T}{\Delta_j^2} + \frac{\pi^2}{3} \Delta_j^{2-\beta} \right) 1(\Delta_j > \epsilon) \leq \sum_{j=1}^{m} \left( \frac{32 \ln T}{\Delta_j^2} + \frac{\pi^2}{3} \Delta_j^{2-\beta} \right) 1(\Delta_j > \epsilon) + \epsilon T.
\]
\[
(a) \text{ comes from (13). Moreover, for } i = 0, \text{ we just bound } \sum_{j=1}^{m} 1(\Delta_j < \epsilon / \delta') \text{ by } m. \text{ For (b), recall that we have assumed } \beta \leq 1 \text{ in the statement of Theorem 1, hence } (i - \frac{1}{i} + f(c^*) - f(x^*))^\beta \leq (i - \frac{1}{i} + (f(c^*) - f(x^*))^\beta. \text{ (c) uses (11).}
\]
Let \( \epsilon = \alpha^a. \) Then
\[
\sum_{j=1}^{m} \frac{1}{\Delta_j^2} 1(\Delta_j > \epsilon) \leq C_2 \alpha^a \ln \frac{1}{a} + m
\]
for some constant \( C_2. \) Since \( S \) is compact, we have \( m \sim 1/a^d. \) From (12), we have
\[
\sum_{j=1}^{m} \Delta_j E[n_j] \leq \left( \frac{1}{a^d} \ln \frac{1}{a} \right)^{\frac{1}{\beta}} + \epsilon T
\]
\[
\leq \left( \frac{1}{a^d} \ln \frac{1}{a} \right)^{\frac{1}{\beta}} + Ta^\alpha.
\]
From (10),
\[
R = \sum_{j=1}^{m} \Delta_j E[n_j] + T(f(c^*) - f(x^*))
\]
\[
\leq a^{-\frac{d}{\beta}} (-\ln a)^{\frac{1}{\beta}} + Ta^\alpha.
\]
Let \( a \sim T^{-\frac{1}{\beta+2\alpha-\alpha}} \), then \( R/T \lesssim T^{-\frac{1}{\beta+2\alpha-\alpha}} (\ln T)^{\frac{1}{\beta}}. \) The proof is complete.

### Appendix C

**Proof of Theorem 2**

Let \( g_t(x^*) \) be the lower confidence bound value of the bin containing \( x^*. \) Denote such bin as \( B^*. \) Moreover, let \( n_t(B) \) be the number of queries in \( B \) until time \( t, \) and \( c(B) \) be the center of \( B. \) Furthermore, let \( I_t(B) \) be the set of first \( s \) queries in \( B \) according to the time order. Then the following two lemmas hold:

**Lemma 2.** There exist two constants \( C_3 \) and \( C_4, \) such that if \( \mu > C_1, \) in which \( C_1 \) is the constant in Lemma 1 then
\[
P(g_{t+1}(x^*) > f(x^*)) \leq C_4 t \ln t \exp[-C_3 \ln^2 t].
\]

**Lemma 3.** If a bin \( B \) has been split \( k \) times, \( k > k_0, \) for some constant \( k_0, \) and
\[
f(c(B')) - f(x^*) \geq 3 \times 2^{-\alpha(k-1)} \max \{ \ln t, \mu a_0 \},
\]
in which \( B' \) is the parent of \( B, \) then the probability that the \( (t + 1) \)th query falls in \( B \) is bounded by \( P(t + 1 \in I(B)) \leq \phi_1(t_k), \) for some function \( \phi_1 \) that decays faster than any polynomial, in which \( t_k = \left\lfloor \frac{2^\alpha k - 1}{2^\alpha - 1} \right\rfloor. \)

**Lemma 2** validates the construction of lower confidence bound by showing that with high probability, \( g_t(x^*) \) does not exceed \( f(x^*), \) while **Lemma 3** shows that the probability of a query falling in each bin \( B \) will be low for large \( k. \) Based
on Lemma 3 we can then bound the number of queries in each bin. In particular, we show the following lemma.

**Lemma 4.** If \( k > k_c \), and the following two conditions hold:
\[
\begin{align*}
  f(c(B')) - f(x^*) & \geq 3 \times 2^{-\alpha(k-1)} \max\{\ln T, \mu_0^{\alpha}\}, \\
  f(c(B)) - f(x^*) & \geq 3 \mu_0^{\alpha_k},
\end{align*}
\]
then
\[
E[n(B)] \leq \frac{\ln^2 T}{(f(c(B)) - f(x^*))^2} \phi_2(t_k),
\]
for some function \( \phi_2 \) that decays faster than any polynomial.

With these lemmas, we then bound the expected cumulative regret. Here we use the following notation. Let \( B_{kj}, k = 0, 1, \ldots, j = 1, \ldots, m_k \) be the \( j \)-th bin among all bins that have been divided \( k \) times. Then according to the assumption that \( S \) is compact, there exists a constant \( C_s \), such that
\[
m_k \leq C_s a^d = C_s 2^{kd}/a^d.
\]

Define \( R_k := E \left[ \sum_{t=1}^{T} \sum_{j=1}^{m_k} 1(t \in B_{kj}) f(X_t) - f(x^*) \right] \), then \( R = \sum_{k=0}^{\infty} R_k \). To bound \( R \), we bound each \( R_k \) for the following three cases separately.

**Case 1:** \( k \leq k_c \). In this case, Lemmas 3 and 4 do not hold. We provide a simple upper bound to \( R_k \). According to the adaptive partition rule, \( n(B_{kj}) \leq \left[ 2^{\alpha_0 k} \right] \leq \left[ 2^{\alpha_0 k_c} \right] \). Therefore
\[
R_k \leq M \sum_{j=1}^{m_k} \left[ \sum_{t=1}^{T} 1(t \in I(B_{kj})) \right] \leq MM_k \left[ 2^{\alpha_0 k} \right] \leq \frac{MC_s 2^{kd}}{a_0^{\alpha_0}} \left[ 2^{\alpha_0 k} \right].
\]

**Case 2:** \( k_c < k \leq \log_2 T/(d + 2\alpha - \alpha_0) \). In this case, we define
\[
R_{kj} = E \left[ \sum_{t=1}^{T} 1(t \in I(B_{kj})) (f(X_t) - f(x^*)) \right],
\]
for \( j = 1, \ldots, m_k \). Then \( R_k = \sum_{j=1}^{m_k} R_{kj} \).

We define the following two sets:
\[
A_k = \{ j \mid f(c((B_{kj}))) - f(x^*) \geq 3 \times 2^{-\alpha(k-1)} \max\{\ln T, \mu_0^{\alpha}\}, f(c((B_{kj}))) - f(x^*) \geq 3 \mu_0^{\alpha_k} \}, \\
B_k = \{ 1, \ldots, m_k \} \setminus A_k.
\]

Then for all \( j \in A_k \), we have
\[
R_{kj} \leq \sum_{t=1, t \in I(B_{kj})} \mathbb{E}[f(X_t) - f(x^*) | X_t \in I(B_{kj})] \leq \frac{(\ln^2 T)\phi_2(t_k)}{(f(c(B_{kj}))) - f(x^*))^2} (f(c(B_{kj}))) - f(x^*) + M \mu_0^{\alpha_k}
\]
\[
\leq (\ln^2 T)2^{\alpha_k} \phi_2(t_k),
\]
in which \( A \leq B \) means that \( A \leq CB \) for some constant \( C \) that depends only on \( a_0, \alpha, M, \mu, C_0, C_1, x \), and (a) uses Assumption (b), and (b) comes from Lemma 4.

Now we bound \( R_{kj} \) for \( j \in B_k \) via the following lemma.

**Lemma 5.** For all \( j \in B_k \),
\[
E[f(X_t) - f(x^*) | t \in I(B_{kj})] \leq 2^{d+2-\alpha(k-1)}(\ln T + \mu_0^{\alpha_k}).
\]

Based on Lemma 5, we have
\[
R_{kj} = \sum_{t=1}^{T} 1(t \in I(B_{kj})) E[f(X_t) - f(x^*) | t \in I(B_{kj})] \leq 2^{d+2-\alpha(k-1)}(\ln T + \mu_0^{\alpha_k}) E[n(B_{kj})] \leq 2^{d+2-\alpha(k-1)}(\ln T + \mu_0^{\alpha_k})(2^{2\alpha_0 k} + 1) \leq 2^{\alpha_k} T.
\]

Moreover, the size of \( B_k \) is bounded by
\[
|B_k| \leq \sum_{j=1}^{m_k} 1(f(c(B_{kj}))) - f(x^*) < 3 \mu_0^{2-\alpha_0}
\]
\[
f(c(B_{kj}))) - f(x^*) < 3 \times 2^{-\alpha(k-1)} \max\{\ln T, \mu_0^{\alpha_k}\}
\]
\[
\leq \sum_{j=1}^{m_k} 1(f(c(B_{kj}))) - f(x^*) < 3 \mu_0^{2-\alpha_0}
\]
\[
+ 2^{d} \sum_{j=1}^{m_k} 1(f(c(B_{kj}))) - f(x^*) < 3 \times 2^{-\alpha(k-1)} \max\{\ln T, \mu_0^{\alpha_k}\}
\]
\[
\leq C_0 \left[ 1 + \frac{(3 \mu_0^{2-\alpha_0})^2}{a_0^{2-\alpha_0}} \right] \leq 2^{d(2-\alpha_0)} \ln^3 T.
\]

Hence,
\[
R_k = \sum_{j=1}^{m_k} R_{kj} = \sum_{j \in A_k} R_{kj} + \sum_{j \in B_k} R_{kj} \leq (\ln^2 T)2^{\alpha_0} \phi_2(t_k)m_k + 2^{k(d+\alpha)} \mu_0^{\alpha} \ln T + 2^{k(d+\alpha)} \phi_2(t_k) T \leq 2^{k(d+\alpha)} T
\]
\[
\leq 2^{k(d+\alpha)} \ln T.
\]

**Case 3:** \( k > \log_2 T/(d + 2\alpha - \alpha_0) \). In this case, for all \( j \in A_k \), (26) still holds. For \( j \in B_k \), \( R_{kj} \leq 2^{-\alpha_k} E[n(B_{kj})] \ln T \). Hence
\[
R_k = \sum_{j \in A_k} R_{kj} + \sum_{j \in B_k} R_{kj} \leq 2^{\alpha_k} \phi_2(t_k)m_k \ln^2 T + \sum_{j \in B_k} 2^{-\alpha_k} E[n(B_{kj})] \ln T
\]
\[
\leq 2^{k(d+\alpha)} \ln T.
\]
\[
\leq 2^{-\alpha k} T \ln T + 2^{k(\alpha + d)} \phi_2(t_k) \ln^2 T. \tag{28}
\]
Combining these three parts, we have
\[
R = \sum_{k=0}^{\infty} R_k \\
\leq (k_c + 1) \frac{MC_\alpha}{a_0^2} 2^{k_c d} [2^{2k_c}]^{k_c+1} \sum_{k=k_c+1}^{\infty} 2^{k(\alpha + d)} \phi_2(t_k) \ln^2 T \\
\quad + \sum_{k=k_c+1}^{\infty} 2^{k(\alpha + d)} \phi_2(t_k) \ln^2 T \\
\quad + \sum_{k=k_c}^{\infty} 2^{-\alpha k} T \ln T. \tag{29}
\]
Recall that \(t_k = [(2^{2\alpha k} - 1)/(2^{2\alpha} - 1)]\), and \(\phi_2\) decays faster than any polynomial, the first and the second term are both upper bounded by constants. Hence
\[
R \leq \sum_{k=k_c+1}^{\infty} 2^{k(\alpha + d)} \phi_2(t_k) \ln^2 T \\
\quad + T \ln T 2^{-\alpha} \frac{\log T}{1 - 2^{-\alpha}} \leq T 2^{-\alpha} \frac{\log T}{1 - 2^{-\alpha}} \ln^2 T, \quad \text{i.e.} \ \frac{R}{T} \leq T^{-\frac{\alpha}{2} - \frac{\log T}{1 - 2^{-\alpha}} \ln^2 T}. \]
\]
The proof is complete.

\section*{A. Proof of Lemma 2}
Define \(B^*_t\) as the bin that contains \(x^*\) and has been split for \(k\) times, and \(c(B^*_k)\) as its center. Then
\[
P(g_{t+1}(x^*) > f(x^*)) \\
\leq P \left( \exists k, \frac{1}{n_t(B^*_k)} \sum_{i=1}^t 1(i \in I(B^*_k)) Y_i \\
- \mu_{a^*} - n_t^{-\frac{1}{2}} (B^*_k) \ln t > f(x^*) \right) \\
\leq \sum_{k=0}^{k_{\max}} P \left( \frac{1}{n_t(B^*_k)} \sum_{i=1}^t 1(i \in I(B^*_k))(f(X_i) + W_i) \\
- \mu_{a^*} - n_t^{-\frac{1}{2}} (B^*_k) \ln t > f(x^*) \right) \\
\leq \sum_{k=0}^{k_{\max}} P \left( f(c(B^*_k)) + \frac{1}{n_t(B^*_k)} \sum_{i=1}^t 1(i \in I(B^*_k)) f(X_i) \\
- f(c(B^*_k)) + W_i - \mu_{a^*} - n_t^{-\frac{1}{2}} (B^*_k) \ln t > f(x^*) \right) \\
\leq \sum_{k=0}^{k_{\max}} P \left( C_1 a^*_k + \frac{1}{n_t(B^*_k)} \sum_{i=1}^t 1(i \in I(B^*_k)) f(X_i) \\
- f(c(B^*_k)) + W_i - \mu_{a^*} + n_t^{-\frac{1}{2}} (B^*_k) \ln t > 0 \right) \\
\leq \sum_{s=0}^{t} P(g_{s+1}(x^*) < f(x^*)) \\
+ \sum_{s=0}^{t} P \left( \frac{1}{N_{k-1}} \sum_{i=1}^s 1(i \in I(B'))(f(X_i) - f(c(B'))) (d) \right). \]

\section*{B. Proof of Lemma 3}
Since \(B\) is a bin obtained after \(k\) splittings, the total number of queries is at least \(t_{\min} = 1 + [2^{2\alpha}] + \ldots + [2^{2\alpha(k-1)}]\) times. Recall that \(t_k = \left[\frac{2^{2\alpha k} - 1}{2^{2\alpha} - 1}\right]\), thus \(t_{\min} \geq k\). Define \(N_k = [2^{2\alpha k}]\) as the threshold of the number of samples in bins that has been splitted \(k\) times. Then
\[
P(t + 1 \in I(B)) \\
\leq P(\exists s, t_k \leq s \leq t, g_{s+1}(B') < g_{s+1}(x^*)), \quad n_s(B') = N_{k-1} \\
\leq P(\exists s, t_k \leq s \leq t, g_{s+1}(x^*) < f(x^*)) \\
+ P \left( \exists s, t_k \leq s \leq t, \frac{1}{N_{k-1}} \sum_{i=1}^s 1(i \in I(B')) Y_i \\
- \mu_{a^*} - N_{k-1}^{-\frac{1}{2}} \ln t < f(x^*), n_s(B') = N_{k-1} \right) \\
\leq \sum_{s=1}^{t} P(g_{s+1}(x^*) < f(x^*)) \\
+ \sum_{s=1}^{t} P \left( \frac{1}{N_{k-1}} \sum_{i=1}^s 1(i \in I(B'))(f(X_i) - f(c(B'))) (a) \right). \]
\[+W_i < -\frac{1}{3}(f(c(B')) - f(x^*)),
\]
\[n_s(B') = N_{k-1}\]
\[(b) \sum_{s=t_k}^{t} \left[ C_4 s \ln s \exp(-C_3 \ln^2 s) + \exp \left( -\frac{\ln^2 t}{M^2 + 2} \right) \right]
\[= \sum_{s=t_k}^{t} (C_4 s \ln s \exp(-C_3 \ln^2 s) + \exp(-C_2 \ln^2 t)) \leq \phi_1(t_k), \]
for some function \(\phi_1\) that decays faster than any polynomial. In (a), we use (19), which yields
\[\mu a_k^{\alpha-1} < \frac{1}{3}(f(c(B')) - f(x^*)), \quad \text{(31)}\]
\[N_k^{-\frac{1}{2}} \ln t < \frac{1}{3}(f(c(B')) - f(x^*)), \quad \text{(32)}\]
hence (a) holds. (b) uses Lemma 2 and Hoeffding’s inequality. The proof of Lemma 3 is complete.

C. Proof of Lemma 4

Let
\[u = \left[9 \ln^2 T/f(c(B)) - f(x^*)^2 \right], \quad \text{(33)}\]
and define \(t_k(s)\) as the time such that \(B\) contains exactly \(s\) queries, i.e. \(t_k(s) = \inf\{t' \mid n_k(B) = s\}\), then
\[
\mathbb{E}[n(B)] = \mathbb{E} \left[ \sum_{t=1}^{T} 1(t \in I(B)) \right]
\[= \mathbb{E} \left[ \sum_{t=t_k+1}^{T} 1(t \in I(B), n_{t-1}(B) \leq u) \right]
\[+ \mathbb{E} \left[ \sum_{t=t_k+1}^{T} 1(t \in I(B), n_{t-1}(B) \geq u) \right]
\[(b) \leq u \phi_1(t_k)
\[+ \sum_{t=t_k+1}^{T} \mathbb{P}(g_k(B) \leq g_k(B'), n_{t-1}(B) \geq u)
\[= u \phi_1(t_k) + \sum_{t=t_k+1}^{T} \mathbb{P} \left( \frac{1}{n_{t-1}(B)} \sum_{i=1}^{t-1} 1(i \in I(B))Y_i \right)
\[-\mu a_k^{\alpha} + n_k^{-\frac{1}{2}}(B) \ln t < f(x^*), n_{t-1}(B) \geq u \right)\]
\[+ \mathbb{P}(g_k(x^*) > f(x^*)) \right]
\[\leq \phi_2(t_k) + \sum_{t=t_k+1}^{T} \mathbb{P} \left( \frac{1}{s} \sum_{i=1}^{t_{B}(s)} 1(i \in I(B)) \right)
\[(f(X_i) - f(c(B)) + W_i) < -\frac{1}{3}(f(c(B)) - f(x^*)) + \mathbb{P}(g_k(x^*) > f(x^*)) \]
\[\leq u \phi_1(t_k) + \sum_{t=t_k+1}^{T} \mathbb{P} \left( \frac{1}{s} \sum_{i=1}^{t_{B}(s)} 1(i \in I(B)) \right)
\[(f(X_i) - f(c(B)) + W_i) < -\frac{1}{3}(f(c(B)) - f(x^*)) + \mathbb{P}(g_k(x^*) > f(x^*)) \]
\[\leq \phi_2(t_k) + \sum_{t=t_k+1}^{T} \mathbb{P} \left( \frac{1}{s} \sum_{i=1}^{t_{B}(s)} 1(i \in I(B)) \right)
\[(f(X_i) - f(c(B)) + W_i) < -\frac{1}{3}(f(c(B)) - f(x^*)) + \mathbb{P}(g_k(x^*) > f(x^*)) \]
\[\leq \left( \frac{9 \ln^2 T}{(f(c(B)) - f(x^*))^2 + 1} \right) \phi_1(t_k)
\[+ \sum_{t=t_k+1}^{T} (C_3 t \ln t + t) \exp[-C_2 \ln^2 t] \]
\[\leq \frac{\ln^2 T}{(f(c(B)) - f(x^*))^2} \phi_2(t_k), \quad \text{(34)}\]
for some function \(\phi_2\) that decays faster than any polynomial. For (a), note that when \(t \leq t_k\), \(\mathbb{P}(t \in I(B)) = 0\). Since \(B\) has been split for \(k\) times, the ancestors must be full of queries, therefore if a new query lies in \(B\), \(t > t_k\) must hold. (b) uses Lemma 3 in (c), recall the condition (20), we have
\[\mu a_k^{\alpha} \leq \frac{1}{3}(f(c(B)) - f(x^*)), \text{ and from (33),}
\[n_k^{-\frac{1}{2}} \ln t \leq u^{-\frac{1}{2}} \ln t \leq \frac{1}{3}(f(c(B)) - f(x^*)), \quad \text{(35)}\]
hence (c) holds.

D. Proof of Lemma 5

According to the definition of \(B_k\) in (25), for all \(j \in B_k\), at least one of the following two conditions holds:
\[f(c(B_{kj})) - f(x^*) < 3 \times 2^{-\alpha(k-1)} \max\{\ln T, \mu a_k^{\alpha}\} \quad \text{(36)}\]
\[f(c(B_{kj})) - f(x^*) < 3 \mu a_k^{\alpha}. \quad \text{(37)}\]
If (36) holds, then
\[\mathbb{E}[f(X_i) - f(x^*)|t \in I(B_{kj})]
\[= \mathbb{E}[f(X_i) - f(c(B_{kj}))[t \in I(B_{kj})] + f(c(B_{kj})) - f(x^*)]
\[\leq Ma_k^{\alpha} + 3 \mu a_k^{\alpha} \leq \mu a_k^{2-\kappa}. \quad \text{(38)}\]
If (36) holds, then according to Assumption (b),
\[\mathbb{E}[f(X_i) - f(x^*)|t \in I(B_{kj})]
\[= \frac{1}{V(B_{kj})} \int_{B_{kj}} (f(x) - f(x^*))dx
\[\leq \frac{1}{V(B_{kj})} \int_{B_{kj}} (f(x) - f(x^*))dx
\[= \frac{2^d}{V(B_{kj}')} \int_{B_{kj}} (f(x) - f(x^*))dx
\[\leq 2^d(Ma_k^{\alpha}) + f(c(B_{kj}')) - f(x^*)]
\[ \leq 2^d \left( M a_k^{d-1} + 3 \times 2^{-\alpha(k-1)} \max \{ \ln T, \mu a_k^0 \} \right) \]
\[ \leq 4 \times 2^{d-\alpha(k-1)} \max \{ \ln T, \mu a_k^0 \}. \]  
(39)

Combine (38) and (39). Lemma 5 holds.
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