Exploration and Prediction of the Elderly Travel Behavior Based on a Novel GR-GA-BP Hybrid Model
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Abstract: With the aging trend in megacities, the travel behaviors of the elderly have attracted much attention. Accurate prediction of the travel behaviors of the elderly is a key link to meet the traffic demand and public facilities’ optimization. The aim of this paper was to explore the link between the travel characteristics and variables of the daily activities of the elderly. Based on a stratified sampling survey, the internal relationship between the characteristics of the elderly and their travel behavior was studied and discussed in this work. A novel grey correlation degree–genetic algorithm–back propagation (GR-GA-BP) hybrid model was proposed to predict the travel behavior of the elderly. Then, a grey correlation degree module was established and used to analyze the correlation between the individual elderly characteristics and their travel behavior. The results showed the following: (1) Both the times of weekly trips (y1) and average round-trip travel time (y2) were highly sensitive to the external environment, especially buses, subway stations, and recreational facilities. The size of the family was less sensitive to the travel behavior. (2) Referring to prediction of the times of weekly trips, the MRE of the proposed model was 23.12%, which was 15.22% less than the baseline models. (3) In terms of the prediction of round-trip travel time, the MRE of the proposed model was 7.13%, which was 14.00–69.41% lower than the baseline models. (4) The times of trips per week were 3.5. In summary, this paper provides technical support for formulating traffic demand policies and facilitates the configuration of cities for an aging society.

Keywords: the elderly; travel behavior prediction; GR-GA-BP hybrid model; individual characteristics; aging society

1. Introduction

Population aging has become a common, notable, and widely concerned hot spots in many countries. Research has shown that the number of elderly people will be 2.0 billion by 2050. About 80% of them live in developing countries [1]. Since 2020, China’s over-65 population has been up to 191 million, accounting for 13.5% of the total population. There is one Chinese elderly person for every four elderly persons in the world. It is estimated that China’s over-65 population will reach a peak of 425 million in 2057, accounting for 32.9–37.6% of the total population. Since China turned into an aging society in 2001, it has taken 21 years for China to reach a high level of aging. This time span is much shorter than that of major European countries. For example, the time span is 126 years for France, 46 years for Britain, and 40 years in Germany. The problems of an aging society and the empty nesting caused by the rapid aging of the population have become prominent. In 2020, China’s 80-and-over population was 36.6 million, which is expected to be 159 million by 2050. With the improvement in people’s living standards, the significant improvement in the health level of retired elderly people, and the development of the social economy, elderly people continue to pursue the improvement in their own living standards and the demand for travel and participation in recreational activities has increased, resulting in
elderly people’s participation in social activities becoming more frequent; thus, the demand for transportation will also become greater. At the same time, an aging society presents higher requirements for the urban transportation system.

Therefore, the research on the travel characteristics of the elderly has now received extensive attention. The travel characteristics mainly include the travel mode, travel purpose, travel frequency, travel distance, and so on [2–4]. Previous studies on travel characteristics mostly focused on the influence of internal factors such as personal and family attributes on the elderly, but ignored the influence of external environmental factors. Moreover, other studies have been carried out based on the questionnaire survey method, AFC data, and mobile signal data. It has been demonstrated that these models are highly important and more accurate [5,6]. However, considering the difficulty of obtaining samples and the multidimensional characteristics, mining different dimensions of the factors with strong data is a very challenging work, which will directly affect the prediction of the travel behavior.

In this paper, the data of the elderly in different areas of Beijing were collected using a stratified sampling survey. The impact of the external environment on the travel behavior of the elderly was considered in the study. Some typical travel characteristics of the elderly were collected through a questionnaire survey, such as the travel frequency, walking time, personal characteristics, family composition, and external environmental factors. The correlation among all various factors affecting the travel behavior of the elderly was explored by the GR model. Finally, the grey correlation degree–genetic algorithm–back propagation (GR-GA-BP) model was proposed to predict the travel behavior of the elderly based on these significant features.

The rest of this paper is divided into several sections. The travel characteristics of the elderly in recent years are introduced in Section 2. A novel GR-GA-BP model is proposed in Section 3, which was used to predict the travel behavior of elderly people. The result and discussion of the experiments are given in Section 4. The last section is the summary of the research work.

The main contributions of this work are summarized as follows:

(1) A stratified sampling survey was carried out among the elderly population in the Beijing urban area to collect the travel data of the elderly population.

(2) A grey correlation degree (GR) model was established to analyze the correlation between elderly individual characteristics and travel behavior in the context of unidentified problems with poor data.

(3) A novel GR-GA-BP model is proposed to predict the travel behavior of the elderly, including the prediction of the times of weekly trips and the round-trip travel time.

2. Literature Review

Many research works have made considerable efforts in the study of the travel behavior of the elderly. The related research on the elderly mainly focused on the spatial–temporal analysis of the travel behavior and characteristics [1,7,8], the travel mode choice and factors affecting it [2,3,9], the travel data collection methods [10], the prediction of the travel generation [11], and public transport usage [12].

The travel behavior and characteristics of the elderly now are receiving more attention. More in-depth spatial–temporal analysis of the elderly’s activity and travel behaviors has been conducted based on mobile phone data and OD survey data in order to draw conclusions about sustainable transportation for the elderly. Locational-trajectory-based mobile phone data differ from household travel survey data, which can capture movements comprehensively [7]. The residents’ attributes were obtained at the same time as the residents’ travel characteristics’ survey [10]. The purpose of these surveys is to understand the impact of various factors on travel characteristics, and thus to predict the future traffic demand of residents. Shi et al. discussed the temporal dynamic mobility characteristics of the elderly by bus smart card data [13]. Szeto et al. visualized and uncovered the spatiotemporal travel characteristics of the elderly, and gave policy insights on the promotion of age-friendly
public transport systems [1]. Zhang et al. analyzed the characteristics of the elderly’s daily travel behavior using a space–time cube. The results indicated that the elderly mainly had six types of daily travel behaviors [14]. Choo and Kim investigated the travel characteristics of the elderly in urban and rural areas and found that the main regulators were the bus operation area, the number of bus operation lines, the household registration and the average monthly income of the family [15].

The analysis of influencing factors is the basis of the travel prediction. Different attributes of influencing factors play an important role in the mode choice of the elderly travel. The number of schools, hospitals, supermarkets, squares, parks, and scenic spots near metro stations were reported to significantly increase the proportion of the elderly metro usage [10,16]. Smith and Sylvestre proposed multiple regression models for the rapid suburbanization of the elderly in the North American metropolitan area. The results showed that the interpretation level of travel frequency provided by personal attributes and family attributes changed according to the land attributes of the destination [11]. Schmöcker et al. estimated the travel characteristics of the disabled and the elderly in London, and proposed an impact model of factors such as family structure, income, car ownership, driving license and walking difficulties on travel purpose, travel frequency, and travel length [17]. Jeong and Kim proposed a logit model to solve the basic modeling problem. The decision interaction among many selection dimensions of the huge activity plan selection set was regarded as a series of travel and family activity events [18]. Titheridge used GIS tools to simulate the microenvironment that affected the mobility of the elderly [19]. Dargay and Clark analyzed the influencing factors of long-distance travel in the UK based on the travel survey data between 1995 and 2006. The estimated model indicated that the distance of long-distance travel was a function of income, gender, age, employment status, family characteristics, residential area, municipal scale, residential type, and length of time living in the area [20]. Dong proposed a structural equation model to analyze the sensitivity of travel characteristic parameters. The results showed that the difference between personal and family attributes was not significantly sensitive to the travel behavior of the elderly. Moreover, travel for entertainment had a strong correlation with buses, travel distance, and longer activity time, while travel for shopping had a close correlation with short travel distance and travel time. In addition, the departure time of going to the hospital and picking up the children was not sensitive to travel purposes, and the activity duration was highly sensitive to the travel distance, travel time, and travel mode [21].

The choice of travel mode has a great impact on the travel distance and travel preference of the elderly. Du et.al. investigated the travel characteristics and influential factors of travel mode choice for healthcare activity by the elderly in urban areas and suburbs [22]. Chen studied the travel characteristics of the elderly in Taiwan through a questionnaire. The results showed that walking was the main travel mode of the elderly, and thus it was suggested to set up public transport stations near hospitals and clinics [23]. The changes in the total length of walkways and the provision of mobility aid facilities would be efficient in promoting and the mode shift of travel behaviors. More comfortable walkways would stimulate users’ willingness to shift departure time from peak hours [9]. The public transport mode preference of elderly was discussed in some research. These works identified the dependency of trip duration, travel times, geographical areas, and public transport over transport mode preference of the elderly. Different travel purposes lead to different preferences for transportation mode selection. Managers of relevant departments can modify the plan of public transport according to these research works, in order to help the elderly population easily gain access to these public facilities.

The grey correlation degree (GR) module used grey correlation modeling for the correlation analysis of travel modes and their influence factors based on a survey on relevant properties of travel modes, in combination with the calculation of indicators that have influence on travel modes [24]. A genetic algorithm (GA) module was applied in previous study for the optimization of travel paths [25]. The back propagation (BP) neural
network module is easily applicable with their higher capability to identify nonlinear relationships between inputs and designated outputs to predict choice behaviors [26].

The existing models mainly analyze the relationship between the travel characteristics and their influencing factors, so as to predict the travel demand of the elderly. However, insufficient in-depth data mining and the innovation of prediction methods will inevitably lead to model errors and the lack of generalization ability of the model. The next part of this paper mainly elaborates the methods of data processing, analysis and model utilization.

3. Study Sites and Data Collection

To study the relationship between the influencing factors and travel characteristics of the elderly in Beijing, 16 influencing factors were divided into personal, family and external environment attributes as shown in Table 1. The effect of influencing factors on the times of weekly trips and the average round-trip travel time was estimated. Stratified sampling and a questionnaire survey were carried out in the urban area of Beijing.

Table 1. Travel attribute factors of the elderly.

| Attributes            | Variable                  | Value                      |
|-----------------------|---------------------------|----------------------------|
| Individual            | Spouse (x1)               | Yes 2, No 1                |
|                       | Gender (x2)               | Male, 2; Female, 1         |
|                       | Age (x3)                  | Take the Discrete Value    |
|                       | Older Singletons (x4)     | Yes 2, No 1                |
|                       | Driver License (x5)       | Yes 2, No 1                |
|                       | Monthly Pass (x6)         | Yes 2, No 1                |
| Family                | Have Children (x7)        | Yes 2, No 1                |
|                       | Size of Family (x8)       | 1 to 6                     |
|                       | Have Car (x9)             | Yes 2, No 1                |
|                       | Have Bike (x10)           | Yes 2, No 1                |
|                       | Have Electric Bike or Tricycle (x11) | Yes 2, No 1 |
| External Environment  | Bus Station (x12)         | Yes 2, No 1                |
|                       | Subway Station (x13)      | Yes 2, No 1                |
|                       | Mall (x14)                | Yes 2, No 1                |
|                       | Old Town (x15)            | Yes 2, No 1                |
|                       | Recreational Facilities (x16) | Yes 2, No 1 |
| Travel Characteristics | Times of Weekly Trips (y1) | Times/day                  |
|                       | Average Round-Trip Travel Time (y2) | Minute                   |

Considering the differences between residential and commercial areas, four places were selected to be the questionnaire points of Beijing central area. The average distance among those survey sites was 9 km, of which the maximum distance was 12 km and the minimum 6 km. The questionnaire was issued during the peak travel time of the elderly, between 8:00 and 10:00 in the morning and 15:00 and 17:00 in the afternoon [8]. A total of 3250 valid data samples were collected and analyzed.

For the personal attributes regarding the travel characteristics of the elderly, six variables (spouse, gender, age, older singletons, driver licenses or monthly pass) were included. People over 60 were defined as the elderly. The age structure of the elderly from the 3250 samples is shown in Figure 1. The age of the main constituent population in the samples ranged between 65–69 years, accounting for 32% of all. People aged between 60–64 and 70–74 took up 26.5% and 19.7%, respectively. The proportion of people aged between 75–79 and 80–84 was almost the same (ca. 10%). The people over 85 years old only accounted for 2.5%.

The demographic structure and vehicle ownership were treated as the family attributes since they might have an impact on the travel of the elderly. At the level of family demographics, the elderly would pick up and drop off the grandchildren to and from school for their education. When there were many family members, the elderly might visit the
vegetable market frequently. As with vehicle ownership, owning bicycle or tricycle would greatly reduce the travel time of the elderly. Finally, five variables were selected, which were have children, size of family, have cars, have bikes, have electric bike and tricycle.

Figure 1. Age structure of the elderly in the questionnaire.

The impact of the surrounding infrastructure on the travel characteristics for the elderly was considered as the external environmental attributes. Usually, the serving range of bus and subway stations was 800 m. When travel distance was long, most elderly people would choose public transportation. The range of external environmental attributes was considered within 800 m. Five variables were selected, which were bus station, subway station, mall, old town and recreational facilities.

As shown in Figures 2 and 3, the round-trip travel time of the elderly followed a normal distribution, with an average time of 51.76 min. As seen from the Figures 2 and 3, the whole sample fluctuated near the trend line of normal distribution except for some samples of 20 min and some of more than 80 min. Similarly, the number of trips per week followed lognormal distribution or normal distribution as shown in Figures 4 and 5. The average time of the samples was 3.65, indicating the surveyed elderly traveled 3.65 times a week on average.

Figure 2. Histogram plot of the round-trip travel time of the elderly.
Figure 3. Q-Q plot of the round-trip travel time of the elderly.

Figure 4. Histogram plot of the times of weekly trips of the elderly.

Figure 5. Q-Q plot of the times of weekly trips of the elderly.
The travel attribution factors of the elderly are shown in Table 1. These factors were divided into three categories with 16 independent variables. The grey correlation degree model was implemented. The correlations of each factor with the travel characteristics are shown in Table 2.

| Variable                              | Times of Weekly Trips (y1) | Average Round-Trip Travel Time (y2) |
|---------------------------------------|----------------------------|-----------------------------------|
| Spouse (x1)                           | 0.802                      | 0.829                             |
| Gender (x2)                           | 0.942                      | 0.879                             |
| Age (x3)                              | 0.943                      | 0.874                             |
| Older Singletons (x4)                 | 0.920                      | 0.855                             |
| Driver License (x5)                   | 0.930                      | 0.884                             |
| Monthly Ticket (x6)                   | 0.949                      | 0.874                             |
| Have Children (x7)                    | 0.946                      | 0.882                             |
| Size of Family (x8)                   | 0.618                      | 0.623                             |
| Have Car (x9)                         | 0.862                      | 0.844                             |
| Have Bike (x10)                       | 0.948                      | 0.881                             |
| Have Electric Bike or Tricycle (x11)  | 0.896                      | 0.868                             |
| Bus (x12)                             | 0.960                      | 0.885                             |
| Subway Station (x13)                  | 0.954                      | 0.881                             |
| Mall (x14)                            | 0.95                       | 0.876                             |
| Old Town (x15)                        | 0.955                      | 0.882                             |
| Recreational Facilities (x16)         | 0.954                      | 0.884                             |

Based on Tables 1 and 2, the following conclusions were drawn.

(1) Most of the dependent variables were more closely correlated with y1 than y2, which indicated that times of weekly trips were more sensitive to the attributes including individuals, families, and external environment compared with average round trip travel time.

(2) Both y1 and y2 were most correlated with the influencing factor x12, the correlation coefficients of which were 0.960 and 0.885, respectively. This indicated that public transport by bus was the main travel mode for the elderly in mega cities.

(3) The influencing factor x8 had the minimum correlation coefficients with y1 (0.618) and y2 (0.632), indicating that the size of family had little effect on both y1 and y2.

(4) The x6 among the individual attributes (x1–x6) was the main factor affecting y1, followed by gender and age. In contrast, the variable x1 had a much lower effect. The variables x7 and x10 of family attributes both played an important role in regulating y1. The correlation coefficient between y1 and all external environment attributes (x12–x15) was greater than 0.95, indicating that y1 was significantly affected by the external environment.

(5) The variables x5, x2 and x3 had a greater influence on y2 than other variables among individual attributes, while the variables x7 and x10 of family attributes both had a great impact on y2. The average correlation coefficient between external environment attributes (x12–x15) was 0.88, indicating that the average travel time of the elderly was significantly affected by the external environment, such as accessibility of the subway, bus, and mall.

The data collected and analyzed were used as the input data for the prediction model described in the next section. According to the analysis above, the factors with correlation coefficients greater than 0.90 were selected as the influencing factors of times of weekly trips, and the factors with the correlation coefficients lying between 0.90 and 0.85 were selected as the influencing factors of the round-trip travel time. Finally, the major influencing factors of each travel characteristics were determined as listed in Table 3.
Table 3. Factors affecting the travel characteristics of the elderly.

| Abirritate       | Times of Weekly Trips | Average Round-Trip Travel Time |
|------------------|-----------------------|--------------------------------|
| Constant         | x2                    | x2                             |
|                   | x3                    | x3                             |
| Individual       | x4                    | x4                             |
|                   | x5                    | x5                             |
|                   | x6                    | x6                             |
| Family           | x7                    | x7                             |
|                   | x10                   | x10                            |
|                   | x11                   | x11                            |
| External Environment | x12                 | x12                            |
|                   | x13                   | x13                            |
|                   | x14                   | x14                            |
|                   | x15                   | x15                            |
|                   | x16                   | x16                            |

4. Model Framework

4.1. GR-GA-BP Hybrid Model

In general, model fusion more or less improves the final predictive power and is generally no worse than the optimal submodule. The basic theoretical assumption is that different submodules behave differently on different data and that we can combine their strengths to obtain a model that is “accurate” in all respects. Although it is unrealistic to assume that the errors of the submodules are independent of each other, an appropriate combination of methods could still be used to improve the results by exploiting the strengths of each submodule. In this paper, the GR-GA-BP hybrid model was adopted to predict the travel behavior of the elderly. The model consists of three parts, including the grey correlation degree (GR) module for data analysis, the genetic algorithm (GA) module for the optimal selection of the initial and threshold values, and the back propagation (BP) neural network module for travel behavior prediction. Detailed descriptions for each part of the model could be found in the subsequent sections. The overall framework of the model is shown in Figure 6.

4.2. Grey Correlation Degree (GR) Module

The GR is a grey-system-theory-based model aiming to address unascertained problems with poor data. Considering the uncertainty and randomness of the factors affecting the travel decision of the elderly, it would be inaccurate to analyze the travel characteristics of the elderly based on a small sample size. The correlation degree of indexes between different systems could be calculated by selecting the grey correlation model. The advantage of GR is that there is no specific requirement for sample size and data distribution. Therefore, GR was chosen to analyze the main stress factors that affected the travel characteristics of the elderly based on the available data with a small sample size [27].
The whole process included four stages.

(1) Determining the analysis sequence

It was required to find the original sequence of the dependent variable reference sequence and the independent variable comparative sequence. The data sequence reflecting the characteristics of the system behavior was called the dependent variable reference sequence. The data sequence affecting the system behavior was called the independent variable comparison sequence. The specific formula is as shown in Equation (1), where $X_t$ is the vector after the initial value, and $x_i(1)$ is the first element of the vector.

(2) Dimensionless and standardization of reference and comparison sequence

Different types of data need dimensionless processing and fusion to make the indicators comparable. The dimensionless methods mainly include the equalization method and initialization method. In this paper, the initialization method was selected for the dimensionless processing. The reference sequence difference was calculated as the absolute difference of the comparative sequence and reference sequence after standardization, as shown in Equation (2), where $x_0(k)$ is the reference sequence, $x_i(k)$ is the comparison sequence, and $X_t$ denotes the value of $t$ at factor $k$.

(3) Calculating relative coefficient

The specific formula of the relative coefficient is shown in Equation (3), where $m = \min \min_k \Delta_i(k)$ is the minimum difference of two levels, $M = \max \max_k \Delta_i(k)$ is the maximum difference of two levels, $\xi$ is the resolution coefficient value [0, 1], and the general value is 0.5.

(4) Calculating correlation coefficient

Since there were multiple levels of influence factors which existed, the correlation coefficient reflected the degree of correlation between the reference sequence and the comparative sequence. Each layer of the reference sequence was calculated together with
other comparative sequences to form an association matrix as shown in Equation (4), where \( \gamma_0(k) \) is the correlation coefficient. The relevant features obtained in the GR model were used as the input weights of the BP neural network.

\[
X_t = X_t / x_i(1) = (x_t(1) \cdot x_t(2) \cdots x_t(n)) \tag{1}
\]

\[
\Delta_i(k) = |x_0(k) - x_i(1)|, \Delta_i(1), \cdots \Delta_i(n)) \tag{2}
\]

\[
\gamma_0(k) = \frac{m + \xi M}{\Lambda(k) + EM} \tag{3}
\]

\[
\gamma_0i = \frac{1}{n} \sum_{k=1}^{n} \gamma_0i(k) \tag{4}
\]

4.3. Back Propagation (BP) Neural Network Module

The BP neural network is currently one of the most widely used artificial neural network structures. It has the advantages of high classification accuracy, fast self-learning speed, and outstanding parallelism. The BP model consists of two core parts, which are the forward transmission of information and the backpropagation of error. The topological structure of the network is shown in Figure 7. Taking a three-layer neural network for example, it corresponds to a (3,4,1) neural network.

![Network topology](image)

**Figure 7.** Network topology.

(1) Forward information transfer algorithm.

The weight of each layer was relative to the output of the upper layer by a linear function and was passed to the next layer by the transfer function (Equations (5)–(8)).

\[
Z^{(2)} = \sum_{i=1}^{n} \omega_{ij} x_i \tag{5}
\]

\[
a^{(2)} = f(x) = \frac{1}{1 + e^{-Z^{(2)}}} \tag{6}
\]

\[
Z^{(3)} = \sum_{j=1}^{m} \omega_{jk} a_j \tag{7}
\]

\[
a^{(3)} = f(x) = \frac{1}{1 + e^{-Z^{(3)}}} \tag{8}
\]

where \( x_i \) is the input value of the \( i \)-th neuron in the input layer, \( \omega_{ij} \) represents the connection weight of the \( i \)-th neuron in the input layer and the \( j \)-th neuron in the hidden layer, \( n \) is the number of neurons in the input layer, and \( Z^{(2)} \) is the input of the hidden layer. The \( f(x) \)
is the transfer function, and \( a^{(2)} \) is the output of the hidden layer. The \( a_j \) is the output of the \( j \)-th neuron in the hidden layer, \( \omega_{jk} \) is the connection weight of the \( j \)-th neuron in the hidden layer and the \( k \)-th neuron in the output layer, and \( m \) is the number of neurons in the hidden layer. The \( a^{(3)} \) is the output of the output layer, which was the predicted value.

(2) Error backpropagation algorithm

Mean square error (MSE) was used as a cost function in error backpropagation. Through the error signal, the error was transferred from the output layer to the input layer, and the weight was updated by the steepest gradient descent method (Equations (9)–(11)).

\[
E = \frac{1}{2} \sum_{k=1}^{M} (a^{(3)} - O_k)^2
\]  
\[
\omega_{jk} := \omega_{jk} + \mu (O_k - a^{(3)}) a^{(3)} (1 - a^{(3)}) a^{(2)}
\]  
\[
\omega_{ij} := \omega_{ij} + \mu (O_k - a^{(3)}) a^{(3)} (1 - a^{(3)}) a^{(2)} \omega_{jk} (1 - a^{(2)})
\]

where \( O_k \) is the expected output of the corresponding input, \( M \) is the number of samples, \( E \) represents the cost function, \( \mu \) is the learning rate, and \( X \) denotes the input vector of the input layer.

4.4. Genetic Algorithm (GA) Module

In the traditional BP neural network, the initial weights and thresholds were randomly generated. The initial value had a great influence on the calculation result. Thus, the result often fell into a local minimum rather than a global minimum, which would lead to the distortion of the prediction result. In addition, the convergence speed of the BP neural network is usually slow. The GA method was used to find an optimal initial weight and a threshold value for the model, so that the model could converge in the direction of minimum value [28].

The GA is an evolutionary and heuristic search algorithm for solving optimization in computational mathematics with an iterative process of survival and detection. It consists of four operators, including a fitness function, selection operation, crossover operation, and mutation operation. The coding tandem population formed by optimization parameters was introduced in this study. According to the selected fitness function and through selection, crossover, and variation in genetics, the individuals with good fitness values were retained and the individuals with poor fitness were eliminated. The new population not only inherited the information of the previous generation but also exceeded the previous generation. The whole process was repeated until conditions were met. The calculation formulas of the model are shown in the equations below (Equations (12)–(17)).

\[
F = k \sum_{i=1}^{n} \text{abs}(y_i - O_i)^2
\]  
\[
f_i = k/F_i
\]  
\[
p_i = \frac{f_i}{\sum_{j=1}^{N} f_j}
\]  
\[
a_{kj} = a_{kj} (1 - b) + a_{lj} b
\]  
\[
a_{lij} = a_{lij} (1 - b) + a_{kj} b
\]  
\[
a_{ij} = \begin{cases} 
    a_{ij} + (a_{ij} - a_{max}) f(g) & r > 0.5 \\
    a_{ij} + (a_{min} - a_{ij}) f(g) & r \leq 0.5 
\end{cases}
\]  
\[
f(g) = r_2 (1 - g/G_{max})^2
\]
where \( n \) denotes the number of network output nodes, and \( y_i \) is the expected output of the \( i \)-th node. \( O_i \) is the corresponding predicted output; \( K \) is the coefficient. \( F_i \) represents the fitness of the individual; \( N \) is the number of individuals in the population. \( b \) denotes a random number between \([0,1]\), \( a_{max} \) is the upper bound of the gene, and \( a_{min} \) is the lower bound of the gene. \( r_2 \) is a random number, \( g \) is the current iteration number, \( G_{max} \) is the maximum evolution number, and \( r \) denotes a random number between \([0,1]\).

4.5. Cross-Validation

The selection of parameters was involved during the construction of the prediction model. If the simulation was not carried out in a fixed scene when the model was running, it would inevitably lead to the randomness of the results. However, it would be difficult to prove the generalization ability of the prediction model if the simulation was carried out in a fixed scene. Therefore, from the perspective of the accuracy and generalization ability of the prediction model, the cross-validation method was considered in this study. On one hand, the appropriate parameters of the prediction model were determined through multiple groups of experiments to improve the accuracy of the model. On the other hand, the generalization ability of the model was tested by taking the average value of the results from multiple groups of experiments [29].

The samples with \( m \) data sets were divided into a training set, a cross-validation set, and a test set (shown in Figure 8). First, the set of training and cross-validation was discussed and divided into \( n \) groups according to the number of equal data bars. One group of data was taken out from each group of experiments as the cross-validation set for experiments, and the remaining \( n - 1 \) group was the training set. A total of \( n \) groups of experiments were carried out. Each group of experiments took the average value of \( K \) times, which was called \( K \) times and \( n \)-fold cross-validation.

![Figure 8. Cross-validation diagram.](image)

5. Experimental Results and Discussions

5.1. Prediction Experiment of Travel Characteristics

The main influencing factors of travel characteristics were determined by data mining based on the grey correlation degree. In this section, 3250 data samples were divided into a training set, a cross-validation set, and a test set with a ratio of 3:1:1. Cross-validation was carried out by a cross-validation set and training set. The prediction errors of the proposed model were obtained and compared with four other different models including a linear regression model, GR-BP model, GA-BP model and BP model. The indexes of MSE and MRE were used to evaluate the models as shown in Equations (1) and (2). Moreover, the complexity of the training time evaluation model was introduced.

\[
\text{mse} = \frac{1}{n} \sum_{i=1}^{n} (\alpha_i - \beta_i)^2
\]

\[
\text{mre} = \frac{1}{n} \sum_{i=1}^{n} \frac{(\alpha_i - \beta_i)}{\beta_i}
\]

where \( n \) is the amount of data in the cross-validation set, \( \alpha_i \) is the predicted output value, and \( \beta_i \) is the expected output value.
5.1.1. Prediction Analysis of Times of Weekly Trips

The input vector was the influencing factor of the times of weekly trips, and the output value was the corresponding times of weekly trips. Through cross-validation and grid search, the optimal parameters for the GR-GA-BP model were determined as shown in Table 4. By comparing with the corresponding training error results of all five types of models, the generalization ability of the proposed model is shown in Table 5. The predicted and observed values in the test set are shown in Figure 9. The variation in squared error and evolution times in the training set is shown in Figure 10.

| Iteration Times | Population Size | Crossover Probability | Mutation Probability | Learning Rate |
|-----------------|-----------------|-----------------------|----------------------|---------------|
| 100             | 200             | 0.85                  | 0.01                 | 0.001         |

Table 5. Parameters of the prediction model of the times of weekly trips.

| Times of Weekly Trips | LR MRE | BP MRE | GA-BP MRE | GR-BP MRE | GR-GA-BP MRE |
|-----------------------|--------|--------|------------|-----------|---------------|
|                       | 47.81% | 32.5%  | 27.27%     | 38.02%    | 23.12%        |
|                       | 1.1842 | 0.77923| 0.5844     | 0.9055    | 0.5637        |
| time                  | $1 \times 10^{-7}$ | $4 \times 10^{-7}$ | $3 \times 10^{-6}$ | $4 \times 10^{-7}$ | $7 \times 10^{-6}$ |

Figure 9. Predicted and observed times of weekly trips of the elderly.

Figure 10. Sum-squared error of the times of weekly trips of the elderly.
According to Table 3, the goodness of fit of the GR-GA-BP model was 0.98897. The MRE of the proposed model was 23.12%, which was slightly higher than that of the GA-BP model (27.27%), and much higher than those of other models. The genetic algorithm was applied to select the initial weights and thresholds to improve the calculation efficiency. In contrast, the calculation time of the proposed model was significantly longer than the other four models. However, training time is less important than accuracy regarding the data with a small sample size. The predicted times of weekly trips of the elderly are shown in Figure 9. The $R^2$ value of the proposed model was 0.999, and its prediction accuracy was relatively high. The predicted times of weekly trips was 3.5 on average. As illustrated by Figure 10, the model started to fully converge around the 50th generation of iteration.

5.1.2. Predicted Round-Trip Travel Time

To predict the round-trip travel time of the elderly, the input vector was chosen as the influencing factor of the round-trip travel time, and the output value was the corresponding round-trip travel time. The optimal parameters of the GR-GA-BP model were determined through cross-validation and grid search as shown in Table 6. The training errors of the five types of models are shown in Table 7. The generalization ability of the proposed model was determined. The goodness of fit between the predicted and the observed values in the test set is shown in Figure 11. The variation in squared error and evolution times on the training set is shown in Figure 12.

Table 6. Maximum time step parameters of the prediction model.

| Iteration Times | Population Size | Crossover Probability | Mutation Probability | Learning Rate |
|-----------------|-----------------|-----------------------|----------------------|---------------|
| 150             | 500             | 0.3                   | 0.01                 | 0.01          |

Table 7. Prediction errors round-trip travel time of the elderly.

| Round-Trip Travel Time Prediction | LR   | BP   | GA-BP | GR-BP | GR-GA-BP |
|-----------------------------------|------|------|-------|-------|----------|
| MRE                              | 23.31% | 15.3% | 13.27% | 8.29% | 7.13%    |
| MSE time                         | $2 \times 10^{-7}$ | $2 \times 10^{-7}$ | $3 \times 10^{-6}$ | $2 \times 10^{-7}$ | $3 \times 10^{-6}$ |

Figure 11. Predicted round-trip travel time of the elderly (the vertical axis represents the round-trip travel time of the elderly, in minutes.).
The error of the linear regression model was significantly larger. The performance of the improved BP neural network was better than the traditional BP neural network according to the error indexes. The proposed model performed significantly better than the traditional one, which had a fit degree of 0.9976 for the test set, and it was stabilized after the 40th generation of iteration. The MRE and MSE of the model were 7.13% and 17.5299, respectively, both of which were lower than those of other models.

The predicted maximum round-trip travel time of the elderly was highly accurate. It could help city managers to make decisions for urban layout and locate public transportation facilities within an appropriate distance from the elderly’s residential areas.

6. Conclusions

This paper focused on the travel characteristics of the elderly in Beijing. The main contents and innovations have been summarized as follows.

(1) Based on the travel data of the elderly obtained from the field survey, a grey relational degree (GR) model was used to explore the internal relationship between the individual characteristics and travel behavior of the elderly based on poor information. The results showed that bus and subway stations had the greatest influence on the times of weekly trips of the elderly, while the family size had little impact on the times of weekly trips and the maximum walking distance.

(2) The GR-GA-BP model was proposed to predict the times of weekly trips and round-trip travel time. The dimension of the input vector was determined by the correlation between the feature sequence and the influencing factors, and the optimal parameters were determined using the cross-validation method.

(3) Compared with the other four types of models, the proposed model had a smaller training error and achieved better performance in the test set.

This paper only included the main factors such as times of weekly trips and walking time in the travel characteristics of the elderly. According to the previous research, the proportion of the elderly that travel by motor vehicle in Europe and America is very high, while most of the elderly in China travel by walking or bus. With the development of the economy, ‘the new generation’ of the elderly will more and more travel by motor vehicle, which will bring changes to the traffic structure. Correspondingly, the traffic demand and urban traffic planning should have new development directions and concepts. Therefore, we plan to cross-analyze the travel purpose, travel mode, and other characteristics, and this study will work as an example for a better understanding and prediction based on larger data sets in the future. It is of great significance to study the travel characteristics of the elderly and analyze the relationship between the travel characteristics of the elderly and the travel-influencing factors, which would provide the policymakers an atheoretical decision-making basis.
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