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1. INTRODUCTION

The human race faces three major challenges resulting from the unprecedented growth of the world population, namely, finding sustainable energy sources that avoid the problems associated with fossil fuels, engineering crops that yield large quantities of food, and providing clean drinking water.1−3 Solar energy is considered as the best “green” renewable energy source due to the long lifetime of the sun.4 The efficient harvesting of solar energy, in principle, can mitigate the global energy crisis, as it exceeds global energy demand.5,6 Conventional solar cells (photovoltaic technology) and dye-sensitized solar cells are the most popular technologies for harvesting the solar energy associated with solar photons.6−10 These technologies provide feasible solutions for sustainable clean energy production and storage. The solar energy stored in photons can be used to drive chemical reactions (i.e., photocatalysis) and can also be effectively used to clean water by removing organic and inorganic pollutants.11,12 Therefore, solar energy not only provides a solution to the energy problem but also facilitates the purification of water. Although a number of researchers have focused on various semiconductors for photocatalysis, TiO₂ (anatase) has been the most popular choice due to its low toxicity, stability in aqueous environments due to its large band gap, and its low cost.13−16 However, anatase TiO₂ absorbs solar radiation in the UV region of the solar spectrum (<400 nm), which significantly limit its efficiency.17,18

Photocatalysis closely follows the natural photosynthesis process, that is, harvesting light to synthesize food from carbon dioxide and water using the green chlorophyll pigment in green plants and some other microorganisms.19,20 Hence, it provides a natural laboratory to investigate nature’s secrets in the light-harvesting process, in which chlorophyll molecules absorb light and create excitons (electron−hole pairs). These excitons are then transferred to the reaction center where exciton charge-
The chlorophyll molecule consists of a β-substituted porphyrin structure with Mg chelated in the core region. The adsorption of porphyrin-based sensitizers on the TiO₂ surface has been shown to enhance photocatalytic efficiency due to the absorption of visible-light photons. Therefore, porphyrin and its derivatives have been widely reported as sensitizers that mimic the natural photosensitizing processes of plants.

The rational design of dye sensitizers from first-principles-based methods has recently become popular. The development of more-sophisticated functionals that correct for the spurious self-energy of electrons has contributed to the success of computationally designed sensitizers. However, computational studies have mainly focused on band gap predictions, frontier molecular orbital positions in the gas phase, and simulating absorption spectra as a means of comparing computations with experimental work. Smaller band gap values are believed to improve the absorption of visible-light photons; nevertheless, accurately knowing the positions of the frontier molecular orbitals of the sensitizer with respect to the band edges of TiO₂ is of utmost importance for predicting sensitizer performance. This requirement is particularly critical when predicting sensitizer performance for water-purification applications, as the system must be immersed in water. Consequently, gas-phase calculations are not suitable for predicting the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) energies under such conditions. Implicit solvation methods, such as the conductor-like screening model (COSMO), can be used to simulate HOMO–LUMO shifts that result from interactions between water and a dye sensitizer. The aggregation pattern of the photosensitizing dye molecule plays a crucial role in an aqueous medium. Face-to-face or edge-to-edge aggregation assemblies provide noticeably different photocatalytic performances.

In this work, we used density functional theory (DFT) to study four porphyrin-derived dye sensitizers containing Zn, as well as the corresponding metal-free complexes, using standard semilocal functionals, hybrid functionals, time-dependent DFT (TD-DFT), and quasiparticle-based Green’s function (GW) method. The COSMO implicit solvation model with semilocal and hybrid functional approaches was used. According to our knowledge, ionization potentials (IPs) and electron affinities (EAs) obtained from the GW method have not been used to align corrected band edges under aqueous conditions in order to predict the various orientations of dye sensitizers on the anatase(101) surface. Hence, we investigated gas-phase and solvated HOMO–LUMO energies across several different levels of theories in order to understand how solvation affects and shifts the frontier orbitals. In addition, we also studied the assembly patterns of aggregated dye molecules in water, as they have been reported to significantly influence charge transfer.

Our calculated results were verified by comparing them with the experimental activity trends of these dye molecules.

### 2. Computational Methods

We studied four porphyrins functionalized with benzoic acid and phenyl groups at their meso positions. All functionalized structures contain benzoic acid moieties at opposite ends of their porphyrin frameworks. Among them, two are metal-free and the other two have coordinated Zn ions. Two structures are functionalized with phenyl groups at opposite meso positions, in addition to the benzoic acid units. To avoid any ambiguity, in this work, we refer to these compounds by the same names as those previously used by Min et al. in their experimental work; that is, 4,4′-(porphyrin-5,15-diyl) dibenzoic acid, zinc 4,4′-(porphyrin-5,15-diyl) dibenzoic acid, 4,4′-(10,20-bis(3,5-di-tert-butylphenyl) porphyrin-5,15-diyl) dibenzoic acid, and zinc dimethyl 4,4′-(10,20-bis(3,5-di-tert-butylphenyl) porphyrin-5,15-diyl) dibenzoic acid are referred to as PORPC-1, PORPC-2, PORPC-3, and PORPC-4, respectively. Although Min and co-workers used phenyl groups that were modified with di-tert-butyl substituents, we omitted these (di-tert-butyl) groups for computational convenience. All structures are shown in Figure 1, with the calculated lattice constants summarized in Table 1.

DFT with the Perdew–Burke–Ernzerhof (PBE) semilocal exchange–correlation functional and the B3LYP...
Table 1. Computed Lattice Parameters for the Dye Sensitizers in This Study

| lattice parameters (Å) | a    | b    | c    |
|------------------------|------|------|------|
| PORPC-1                | 12.70| 22.71| 6.45 |
| PORPC-2                | 11.35| 22.24| 4.96 |
| PORPC-3                | 21.01| 22.65| 5.69 |
| PORPC-4                | 20.07| 22.32| 5.45 |
| PORPC-MOF             | 23.96| 23.96| 6.75 |

“Values for the PORPC-3- and PORPC-4-based MOF are taken from ref 68.
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The periodic structures of the four dye molecules were simulated using the Vienna Ab initio Simulation Package. The projector-augmented-wave (PAW) potential was used to describe the core electrons with a 650 eV plane-wave basis-set cut-off energy. The GGA level of theory with the PBE exchange–correlation functional was employed during the initial structural relaxations. Because of the large size of the supercell, a gamma-centered 3 × 3 × 3 grid was used for k-point sampling. These GGA–PBE-calculated wavefunctions were then used to set up the hybrid-level PBE0 calculations with the “tight” criterion for the allowed errors in the total orbital energies. Here, we used 30% exact exchange in the PBE0 calculations, as the band gaps of anatase and brookite were accurately reproduced with 30% exact exchange in our previous work. We examined the frontier orbitals and gaps of both relaxed and unrelaxed structures, but no significant differences were observed. In addition, the band-edge positions of the (010) surfaces of the dye molecules were simulated with the PBE0 functional. These calculations were initialized using the wavefunctions saved from the PBE0 bulk-structure optimizations. We calculated quasiparticle energies for these dye molecules using single-shot G₀W₀ using the two-step procedure. The PBE- and PBE0-calculated wavefunctions were employed as starting points for the G₀W₀ calculations. The PBE0 starting point may be beneficial because the GGA–PBE functional is known to invert the valence and conduction bands of some materials that contain shallow d-bands. Because of the well-known basis-set incompleteness problem, we checked our calculations using a large number of empty bands (from 176 to 10,032) and GW basis-set cutoff values of 100, 150, and 200 eV. Moreover, the plane-wave basis set cutoff was adjusted from 650 to 400 eV to reduce computational cost during the G₀W₀ calculations. Because of the large sizes of the PORPC-3 and PORPC-4 supercells, calculations using a GW basis-set cutoff value of 200 eV did not converge due to memory problems. The spectral method was also not used in order to save memory. The number of frequency grid points and number of grid points on which densities of states were evaluated were set to default values throughout these calculations. The complex shift in the Kramers–Kronig transformation was assigned to 0.1, as in the linear-response calculations.

In order to understand the orientation of the aggregate assembly (face-to-face or edge-to-edge), we studied the periodic bulk supercell structures of all dye molecules using DMol3 with the PBE functional and COSMO. The calculated value of the c-lattice parameter for each system was used to set the distance between neighboring dye molecules. As we were mainly interested in the (010) surface orientation, dye molecules were arranged such that the benzoic acid groups were vertically oriented, and the face-to-face and the edge-to-edge assemblies were electronically optimized to determine the minimum-energy assembly pattern. Finally, three different surface supercells were generated along the [010], [110], and [100] directions and optimized using the GGA–PBE exchange–correlation functional. A LOPOT file was generated during these calculations to obtain the surface-dependent potential step (ΔV(hkl)), as described by Stevanović et al. and Kang et al.; these potential steps were used to evaluate the surface-dependent band-edge positions. In our work, we used the method initially described by Kang et al. to calculate IPs and EAs from the potential step, using

\[
\text{IP} = (E^0 - E^+^1) \quad (1a) \\
\text{EA} = (E^-^1 - E^0) \quad (1b)
\]

where \(E^0\) is the ground-state energy of the dye molecule, \(E^-^1\) is the energy of the negatively charged ion of the dye molecule in the ground state geometry, and \(E^+^1\) is the energy of the positively charged ion of the dye molecule in the ground-state geometry. Therefore, the band gap is conveniently obtained as the difference between the IP and EA. This procedure was repeated with COSMO to study IPs and EAs under aqueous conditions.

Furthermore, the periodic structures of the four dye molecules were simulated using the Vienna Ab initio Simulation Package. The projector-augmented-wave (PAW) potential was used to describe the core electrons with a 650 eV plane-wave basis-set cut-off energy. The GGA level of theory with the PBE exchange–correlation functional was employed during the initial structural relaxations. Because of the large size of the supercell, a gamma-centered 3 × 3 × 3 grid was used for k-point sampling. These GGA–PBE-calculated wavefunctions were then used to set up the hybrid-level PBE0 calculations with the “tight” criterion for the allowed errors in the total orbital energies. Here, we used 30% exact exchange in the PBE0 calculations, as the band gaps of anatase and brookite were accurately reproduced with 30% exact exchange in our previous work. We examined the frontier orbitals and gaps of both relaxed and unrelaxed structures, but no significant differences were observed. In addition, the band-edge positions of the (010) surfaces of the dye molecules were simulated with the PBE0 functional. These calculations were initialized using the wavefunctions saved from the PBE0 bulk-structure optimizations. We calculated quasiparticle energies for these dye molecules using single-shot G₀W₀ using the two-step procedure. The PBE- and PBE0-calculated wavefunctions were employed as starting points for the G₀W₀ calculations. The PBE0 starting point may be beneficial because the GGA–PBE functional is known to invert the valence and conduction bands of some materials that contain shallow d-bands. Because of the well-known basis-set incompleteness problem, we checked our calculations using a large number of empty bands (from 176 to 10,032) and GW basis-set cutoff values of 100, 150, and 200 eV. Moreover, the plane-wave basis set cutoff was adjusted from 650 to 400 eV to reduce computational cost during the G₀W₀ calculations. Because of the large sizes of the PORPC-3 and PORPC-4 supercells, calculations using a GW basis-set cutoff value of 200 eV did not converge due to memory problems. The spectral method was also not used in order to save memory. The number of frequency grid points and number of grid points on which densities of states were evaluated were set to default values throughout these calculations. The complex shift in the Kramers–Kronig transformation was assigned to 0.1, as in the linear-response calculations.

In order to understand the orientation of the aggregate assembly (face-to-face or edge-to-edge), we studied the periodic bulk supercell structures of all dye molecules using DMol3 with the PBE functional and COSMO. The calculated value of the c-lattice parameter for each system was used to set the distance between neighboring dye molecules. As we were mainly interested in the (010) surface orientation, dye molecules were arranged such that the benzoic acid groups were vertically oriented, and the face-to-face and the edge-to-edge assemblies were electronically optimized to determine the minimum-energy assembly pattern. Finally, three different surface supercells were generated along the [010], [110], and [100] directions and optimized using the GGA–PBE exchange–correlation functional. A LOPOT file was generated during these calculations to obtain the surface-dependent potential step (ΔV(hkl)), as described by Stevanović et al. and Kang et al.; these potential steps were used to evaluate the surface-dependent band-edge positions. In our work, we used the method initially described by Kang et al. to calculate IPs and EAs from the potential step, using

\[
\text{IP} = ΔV(hkl) - [\text{HOMO}^\text{DFT}_{\text{bulk}} + \text{HOMO} - V^\text{core}_{\text{bulk}}] \\
\text{EA} = ΔV(hkl) - [\text{LUMO}^\text{DFT}_{\text{bulk}} + \Delta\text{LUMO} - V^\text{core}_{\text{bulk}}]
\]

where ΔV(hkl) is the surface-orientation-dependent potential step, HOMO^DFT_{bulk} and LUMO^DFT_{bulk} are the GGA–PBE-level bulk HOMO and LUMO energies, respectively. ΔHOMO (ΔLUMO) is the difference between the GW-calculated HOMO (LUMO) and the DFT-calculated HOMO (LUMO), while V^core_{bulk} is the mean electrostatic potential in...
The MOF lattice values are slightly larger than lattice parameters of the MOF created from PORPC-3 and dye complexes with the calculated (UFF4MOF force field), compared to the lattice parameters calculated by us for these molecules. We assume that PORPC-2 and PORPC-4 are better sensitizers than PORPC-3 and PORPC-1.

3. RESULTS AND DISCUSSION

3.1. Model Structures. The HOMOs and LUMOs of the dye molecules are displayed in Figure 1, which reveals that the HOMO of each dye molecule is localized on the carbon and nitrogen atoms of the porphyrin framework. The LUMOs are also concentrated on the porphyrin framework, with little delocalization. Although the benzoic acid moieties in the PORPC-3 and the PORPC-4 sensitizers contribute to both the HOMOs and the LUMOs, the phenyl substitutions contribute only to the HOMOs. Interestingly, the Zn ion in the phenyl-substituted PORPC-4 dye molecule does not contribute to the HOMO, which indicates that phenyl substitution significantly depletes charge on the Zn ion. Moreover, the metal–organic framework (MOF) prepared using PORPC-4 monomer units exhibited localized HOMO and LUMO, which lends credence to this work. Because of the lack of explicit crystallographic and morphological information for these molecules, we compared the lattice parameters calculated by us for these dye complexes with the calculated (UFF4MOF force field) lattice parameters of the MOF created from PORPC-3 and PORPC-4. The MOF lattice values are slightly larger than our optimized lattice constants due to the higher dispersion energy calculations have predicted band edges very accurately. Nevertheless, the HOMO and the LUMO energies are more sensitive to the quantum chemical treatment (functionals, methods) than the lattice parameters. Hence, the calculated lattice constants are qualitatively sufficient for our work. Zhou et al. claimed that the c-lattice constant provides indirect evidence of the ability of the PORPC-3 and PORPC-4 MOF to transfer charge between neighboring molecules. Consequently, a larger c-lattice parameter is associated with weaker charge transfer between molecules. Based on our calculated lattice parameters, we assume that PORPC-2 and PORPC-4 can effectively transfer charges due to their small c-lattice constants, which is in good agreement with the experimental results of Min et al., who found that PORPC-2 and PORPC-4 are better sensitizers than PORPC-3 and PORPC-1.

3.2. Investigating HOMO and LUMO Levels Using PBE and B3LYP. Figure 2a,b displays HOMO and LUMO energy levels calculated using the B3LYP hybrid functional, while Figure 2c,d shows analogous levels obtained using the vertical IP and EA (∆SCF) approach. The bulk band gap values and the GGA–PBE HOMO and LUMO energies of the bulk and (010) surfaces of the dye sensitizers are presented in Table S1 and Figure S1 in the Supporting Information. In this work, we used the GW-computed anatase conduction band minimum (CBM) value rather than the experimental value of −4.00 eV, mainly because the flat band potential of anatase in water is slightly more negative than −4.00 eV and recent GW calculations have predicted band edges very accurately. The anatase CBM is indicated by a black dotted line at −4.12 eV (vs vacuum) for the aqueous medium (see Figure 2). Although the anatase CBM was estimated to be −4.62 eV (vs vacuum) in the gas phase, we only used the value for the aqueous medium for better comparison and figure clarity. The blue dotted line corresponds to the iodide–triiodide (I/I3) redox potential, which is −4.6 eV (vs vacuum). In order to inject electrons efficiently from excited dye molecules into the anatase CBM, the LUMOs of the dye molecules should be less negative than the anatase CBM; in other words, the LUMOs of the dyes must be higher in energy than the anatase CBM. Moreover, to ensure fast dye regeneration following the injection of electrons into the anatase, the HOMOs of the dye molecules must be lower in energy than the anatase CBM. All dye molecules in this investigation can effectively inject electrons into the anatase CBM and regenerate, as all LUMOs lie above the anatase CBM and all HOMOs lie below the Γ1/Γ2 redox potential. Both PBE and B3LYP functionals show more negative LUMO and HOMO energies in the aqueous phase than in the gas phase. In addition, PORPC-1 and PORPC-3 have less negative HOMO and LUMO values than PORPC-2 and PORPC-4. According to the literature, a less-negative LUMO value indicates higher dye-molecule stability and better charge-injection ability.
Therefore, these two functionals predict that PORPC-1 and PORPC-3 are better sensitizers than PORPC-2 and PORPC-4; this prediction does not agree with the experimental findings. Furthermore, both functionals predict that PORPC-2 and PORPC-4 have larger gaps than PORPC-1 and PORPC-3 in the gas phase and in water. The smallest band gap is assigned to PORPC-3, regardless of the functional used; however, PBE predicts PORPC-2 to be the dye molecule with the largest band gap. On the other hand, B3LYP predicts that PORPC-4 has the largest band gap in the gas phase, whereas both PORPC-2 and PORPC-4 were calculated to have similar band gaps in water. Clearly, these predictions disagree with the experimental results. The B3LYP functional shows optimal performance with Gaussian type orbital basis set than localized atomic orbitals (LCAO) in DMol. Thus, we believe these erroneous results associated with B3LYP functional attributed to basis set convergence. Generally, PBE functional suffers from electron self-interaction error; hence, band gap and HOMO–LUMO energies are inaccurate.

3.3. IPs and EAs from ΔSCF. The IPs and the EAs of all dye sensitizers calculated using the ΔSCF method show large band gaps in the gas phase due to significantly lower EA values (see Table S1). In other words, the LUMO levels of the dye molecules are compellingly higher in energy than the PBE- and B3LYP-predicted values. With the exception of PORPC-3, all molecules show similar EA (LUMO) energies. As a general trend, the Zn-containing dye molecules have higher IPs than their metal-free counterparts. Piet et al., reported vertical IPs and EA trends, the Zn-containing dye molecules have higher IPs than their metal-free counterparts. As a general trend, the Zn-containing dye molecules have higher IPs than their metal-free counterparts. Piet et al., reported vertical IPs and EA trends, the Zn-containing dye molecules have higher IPs than their metal-free counterparts. As a general trend, the Zn-containing dye molecules have higher IPs than their metal-free counterparts.

Remarkably, the PORPC-3 and PORPC-4 dye molecules show lower HOMO–LUMO gaps in the gas phase, in agreement with experimental solid-state UV–visible spectroscopy results (see Figure S3 in the Supporting Information), which clearly show high-intensity absorption peaks in the visible region (600–700 nm); however, this trend is different in water, where PORPC-1 and PORPC-3 are assigned the lowest band gap values. These results are attributable to frontier-orbital destabilization due to strong interactions between PORPC-1 and PORPC-3 and the surrounding water. The calculated solvation energies for PORPC-1 (−1.61 eV) and PORPC-3 (−1.66 eV) are higher in magnitude than those of PORPC-2 (−1.50 eV) and PORPC-4 (−1.58 eV). Therefore, we conclude that calculations based solely on gas-phase HOMO–LUMO gaps and absorption spectra may provide misleading predictions of the dye-sensitizer performance.

3.4. Investigating Band Edges and Optical Gaps Using Hybrid PBE0 and TD-DFT. High-level ab initio methods can aid in situations where PBE, B3LYP, and ΔSCF fail to predict experimental results. With this in mind and to establish the activity trend for the dye sensitizers in this study, we subjected them to PBE0 and TD-DFT calculations. HOMO and LUMO energies were obtained from PBE and PBE0 calculations of the bulk and PBE0 calculations of the (010) surface in the gas phase, as illustrated in Figure S2. The PBE0 functional broadens the gap states by pushing the LUMOs to higher energies and the HOMOs to lower energies. The PBE0-predicted bulk band gaps of PORPC-1, PORPC-2, PORPC-3, and PORPC-4 are 3.07, 3.20, 2.99, and 3.12 eV, respectively. As we observed in the PBE and ΔSCF simulations, PBE0 also predicted PORPC-3 to be the dye molecule with the lowest band gap and PORPC-2 to have the highest band gap in both the bulk and surface calculations. The bulk PBE0 calculations predict band-edge values and (010) surface band-edges that are significantly different. These differences are attributable to the accuracies of the starting points for the hybrid-functional simulations. The bulk PBE0 calculations were initiated using PBE-wavefunction data, whereas the surface calculations commenced with converged bulk PBE0 wavefunctions. The lowest singlet excitation energies of the dye molecules in the aqueous environment also show that the lowest optical gap of 1.89 eV corresponds to PORPC-3 and the highest optical gap of 2.05 eV corresponds to PORPC-2, while PORPC-1 and PORPC-4 have optical gaps.
of 1.92 and 2.02 eV, respectively. Liu et al., reported an experimental optical gap of 2.07 eV for a PORPC-4-based MOF; hence, our TD-DFT predicted that the optical gap is in agreement with the experimental value determined for the PORPC-4-based MOF, although TD-DFT represents many-body interaction, which is sensitive to the exchange−correlation functional (partial cancellation of the self-interaction corrections and the electron−hole interaction).

However, the TD-DFT results were not explicitly tested for functional dependence to minimize the computational cost. Nevertheless, the PBE0 band gap is sensitive to the amount of Hartree−Fock (HF) exchange used. Here, we particularly employed 30% HF to obtain the above results.

3.5. Investigating Band Edges and Band Gaps Using GW. $G_0W_0$ single-shot calculations are regarded to be among the best methods available for understanding the band-edge positions of semiconductors. With this in mind, we first evaluated the HOMO and LUMO energy levels of PORPC-1 and PORPC-2 supercells using 400 eV PAW cutoffs and 200 eV GW basis-set cutoffs, with 176−10,032 bands. Surprisingly, the HOMO−LUMO gaps of the PORPC-1 and the PORPC-2 supercells converged to the PBE0-predicted values of 3.07 and 3.2 eV, respectively. On the contrary, PORPC-3 and PORPC-4 converged poorly due to the limitations of the $G_0W_0$ basis-set cutoff used; consequently, maximum $G_0W_0$ basis-set cutoffs of 100 eV were used with 400 eV PAW cutoffs for the PORPC-3 and PORPC-4 supercells. Figure 3 shows how the HOMO and LUMO energies and the HOMO−LUMO gaps slowly converged. The HOMO values converge much better with a higher number of bands than the LUMO values for both dye molecules. As a consequence, the LUMO values are less reliable than the HOMO values. Therefore, this problem was solved by fitting the last four HOMO data points to the equation: $E_{\text{QP}}^{\text{HOMO}} = a/N_{\text{band}} + b$, as described in the literature; the PBE0 bulk band gap values were then added to recover the LUMO levels. In the above equation, $E_{\text{QP}}^{\text{HOMO}}$ is the quasiparticle
energy, $N_{\text{band}}$ is the number of bands, $a$ is the gradient of the slope, and $b$ is the intercept of the slope. Figure 3b,d shows that the band gap energies begin to diverge at 10,032 bands due to LUMO divergence. Hence, we removed the values corresponding to the LUMOs and extrapolated both HOMO and LUMO levels to the infinite-band limit; that way the recovered PBE0 band gap values support our initial approach. In fact, we used the above-mentioned extrapolation equation to predict the HOMO and LUMO energies of all dye supercells. Nonetheless, this approach is unable to yield more-relevant results under aqueous conditions.

As proposed by Stevanović et al. and Kang et al., we calculated the gas-phase HOMO and LUMO energies of the dye supercells with respect to surface orientation and predicted the energy-level shifts of the dye sensitizers in water by shifting the values by 0.5 eV toward the vacuum level. These dye molecules were not explicitly tested for their lowest-energy surfaces; however, Motoyama and co-workers experimentally verified that the (110) surface is the most stable surface of $5,10,15,20$-tetrakis (4-carboxyphenyl)porphyrin (H$_2$TCPP). Because this structure is quite similar to that of the PORPC-3 metal-free porphyrin, we assumed that PORPC-3 and PORPC-4 also have (110) lowest-energy surfaces. In addition, Min et al. adsorbed the (010) surface of a dye sensitizer onto the (101) anatase surface. To provide better understanding, we also chose the (100) surface orientation in addition to the two mentioned above. Hence, three surface orientations were chosen for each surface supercell slab, with the orientations [(010), (110), and (100)] displayed in Figure 4 using the PORPC-2 and PORPC-4 structures as representative examples. Slab calculations were used to test the thickness of the vacuum region, from 10 to 25 and 35 Å, with 25 Å found to be sufficient. Slab thickness was also checked from 10 to 20 and 30 Å. Thick slabs (25 Å) are required for the (010) and (100) surfaces, but thinner slabs (15 Å) are sufficient for the (110) surfaces. Using the surface-orientation-dependent potential step $\Delta V(hkl)$, we determined the HOMO and the LUMO positions of all dye molecules with respect to the vacuum level for the (010), (110), and (100) surfaces, the results of which are shown in Figure 5. Figure 5a shows gas-phase HOMO and LUMO energy levels with respect to the vacuum level, while Figure 5b reveals HOMO and LUMO shift in an aqueous environment. This recipe serves to correlate the HOMO and the LUMO energies with respect to the vacuum rather than the Coulomb potential. Consequently, these results are more universally comparable with experimental data, as the data from commonly used experimental methods, such as photoemission spectroscopy, are measured with respect to the vacuum level. Furthermore, due to the 0.5 eV shift, the HOMO and the LUMO levels of the dye sensitizers can be conveniently compared with those determined electrochemically.

More-recent research found that metal oxide photocatalysts with magnetic ground states have HOMO–LUMO levels that are shifted away from the vacuum (downshifted), while those with nonmagnetic ground states have their levels shifted toward the vacuum (upshifted) in an aqueous medium. Therefore, the 0.5 eV upward shifts of the HOMO and the LUMO levels toward the vacuum in an aqueous medium are justifiable because the dye sensitizers investigated in this study have nonmagnetic ground states. Noticeably, all dye surface orientations are suitable for adsorption onto the anatase (101) surface. Zn-porphyrin-functionalized sensitizers with EthynPhA anchor groups have experimentally determined HOMO levels that range between −5.25 and −5.60 eV in a vacuum. Our calculations provide HOMO levels between −5.15 and −5.57 eV for Zn-porphyrin-functionalized sensitizers in the gas phase, which qualitatively agree with the experimental HOMO levels of the above-mentioned EthynPhA-containing Zn-porphyrin-functionalized sensitizers. The (010) surface band-edge values in Figure 5 reveal that PORPC-2 and PORPC-4 are clearly the most stable and exhibit the highest charge-injection abilities to the anatase CBM. Based on the GW-calculated charge-injection abilities, the dye sensitizers are ranked in the following order: −2.66 eV (PORPC-2) > −2.56 eV (PORPC-4) > −2.40 eV (PORPC-3) > −2.06 eV (PORPC-1); however, the experimentally determined activity trend is PORPC-4 > PORPC-2 > PORPC-3 > PORPC-1. We believe the difference between experimental and theoretical results attributed to the single-particle nature of the $G_W$ method. In addition, all of the methods (except TD-DFT) that are employed in this investigation do not represent many-body interactions. Lack of many-body interaction in single-particle approaches hinders accurate prediction of the dye-sensitizers performance trends. However, due to the higher computational cost associated with many-body methods such as GW-BSE (Bethe–Salpeter), we used a dye-aggregation
assembly pattern to predict dye-sensitizer performance trend in synergy with the $G_0W_0$ approach.

3.6. Dye-Molecule Aggregation. The aggregation of dye molecules in the aqueous medium is another useful limitation of charge-carrier transport. Dye molecules that aggregate in a "face-to-face" or an "edge-to-edge" manner are referred to as $H$ or $J$-aggregates, respectively.\textsuperscript{38} Verma and Ghosh\textsuperscript{38} proposed that $J$-aggregates facilitate charge funneling thus, enhance long-range charge mobility. Moreover, these authors claimed that electronic transitions from the lowest exciton to the ground state are forbidden in $H$-aggregates, which limits charge-carrier mobility over long distances.\textsuperscript{38} With this in mind, we carefully examined the $H$- and $J$-aggregate behavior of the dye molecules under investigation and observed that PORPC-1 and PORPC-2 prefer to be $H$-aggregated rather than $J$-aggregated. On the other hand, PORPC-3 and PORPC-4 prefer the $J$-aggregation assembly over $H$-aggregation. Figure 6 displays the $H$- and $J$-aggregation orientations and their energy differences. Although PORPC-4 has a slightly lower charge-injection ability, $J$-aggregation in the aqueous medium may provide effective long-distance charge transport that enhances its photocatalytic activity. Moreover, PORPC-3 has a much lower charge-injection ability than that of PORPC-2; consequently, it exhibits inferior photocatalytic performance even though it is assembled in a $J$-aggregated manner. As both PORPC-3 and PORPC-4 prefer $J$-aggregation, we conclude that phenyl substitution plays a crucial role in determining the aggregation-assembly pattern in the aqueous medium. Surprisingly, interconverting the $H$- and $J$-aggregates requires very little energy. As Verma and Ghosh\textsuperscript{38} suggested, these aggregated forms are easily manipulated by adjusting the pH, temperature, the surrounding environment, or epitaxial-growth conditions. Therefore, both the HOMO−LUMO energy levels and the aggregation patterns in the aqueous medium are important and need to be accurately predicted. Taken together, HOMO and LUMO energy-level studies and the aggregation-assembly-pattern investigations allow us to establish the following photocatalytic activity ordering: PORPC-4 $>$ PORPC-2 $>$ PORPC-3 $>$ PORPC-1, which is in good agreement with the experimental findings.

4. CONCLUSIONS

We used computational methods to investigate two metal-free and two Zn porphyrins functionalized with benzoic acid and phenyl groups at their meso positions for use in solar-energy-driven water-purification applications. Several DFT functionals, namely, PBE, B3LYP, and PBE0 were used, with further calculations performed using $\Delta$SCF, TD-DFT with RPA, and $G_0W_0$ methods. Interestingly, single-molecule studies using the DMol3 software and the PBE and B3LYP functionals incorrectly order dye-sensitizer activities in both gas-phase and aqueous environments. The $\Delta$SCF method under aqueous conditions accurately predicts the most-active dye sensitizers for water purification, although the order of activity was not accurately predicted for all the molecules.

The lowest first-optical excitations of the dye molecules in water were calculated using TD-DFT; their $\Delta$SCF band gap values in water, PBE0 HOMO−LUMO gaps, and $G_0W_0$ band gaps confirmed that PORPC-2 has the highest HOMO−LUMO band gap while PORPC-3 has the lowest, with band gaps ascending in the order: PORPC-3 $<$ PORPC-1 $<$ PORPC-4 $<$ PORPC-2. Clearly, the band gap-based approach erroneously concludes that the most-active dye molecules are PORPC-3 and PORPC-1. Solid-state UV−visible spectroscopy also falsely concludes that PORPC-3 and PORPC-4 are the most-active dye sensitizers. However, the $\Delta$SCF and the TD-DFT methods coupled with the implicit solvation model provide more-reliable results. The $G_0W_0$ method correctly predicts that PORPC-2 and PROPC-4 are the best candidate materials for water purification. Using an aqueous environment (0.5 eV shift) in the $G_0W_0$ method enables the dye regeneration process to be assessed. Therefore, the effect of the aqueous environment needs to be accounted for in computational studies in order to understand dye-sensitizer performance for water-purification applications.

Nevertheless, HOMO and LUMO energy levels alone are not sufficient to properly establish activity trends using computational methods. The $G_0W_0$ method also predicted that PORPC-2 is more active than PORPC-4. This is attributed to the single-particle nature of the methods, which are used in this study. Therefore, we emphasized the importance of many-body effects to predict quantitative and accurate photochemistry of the dye sensitizers. Because of
higher computational cost associated with such methods, we used semiquantitative synergistic approach. Hence, dye-molecule aggregate-assembly patterns are taken into account in order to provide accurate predictions. The PORPC-1 and the PORPC-2 dyes prefer H-type aggregation assemblies in the aqueous environment, which limits long-range charge transport due to a lack of charge funneling. On the contrary, PORPC-3 and PORPC-4 prefer J-type aggregation; consequently, PORPC-3 and PORPC-4 should be much better sensitizers than PORPC-1 and PORPC-2, due to their higher charge-injection capabilities and long-range carrier-transport abilities. However, the lower LUMO level of PORPC-3 resulted in a charge-injection ability that is lower than that of PORPC-2, which consequently led to inferior solar-energy driven catalytic performance. The results of both the HOMO and the LUMO energy-level studies from $G_W$ and the aggregation assembly-pattern investigations enable us to establish the following order for the photocatalytic activities: PORPC-4 > PORPC-2 > PORPC-3 > PORPC-1, which is in excellent agreement with the experimental findings. This synergistic approach enables us to overcome the limitations of the single-particle methods and accurately predict dye-sensitizers activity trends. We believe that functionalized dyes for water-purification purposes will be fast-screened in the future by combining energy-level and aggregation studies.
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