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Pedestrian trajectory prediction is an active research area with recent works undertaken to embed accurate models of pedestrians social interactions and their contextual compliance into dynamic spatial graphs. However, existing works rely on spatial assumptions about the scene and dynamics, which entails a significant challenge to adapt the graph structure in unknown environments for an online system. In addition, there is a lack of assessment approach for the relational modeling impact on prediction performance. To fill this gap, we propose Social Trajectory Recommender-Gated Graph Recurrent Neighborhood Network (STR-GGRNN), which uses data-driven adaptive online neighborhood recommendation based on the contextual scene features and pedestrian visual cues. The neighborhood recommendation is achieved by online Nonnegative Matrix Factorization (NMF) to construct the graph adjacency matrices for predicting the pedestrians’ trajectories. Experiments based on widely-used datasets show that our method outperforms the state-of-the-art. Our best performing model achieves 12 cm ADE and ~15 cm FDE on ETH-UCY dataset. The proposed method takes only 0.49 seconds when sampling a total of 20K future trajectories per frame.

Index Terms—Machine learning, Tracking, Vision and Scene Understanding.

INTRODUCTION

Pedestrian trajectory prediction plays an essential role in Advanced Driver-Assistance Systems (ADAS), autonomous driving, and robotic navigation to maintain pedestrians safety. Modern trajectory prediction approaches [1]–[3] model social interactions locally, where the neighborhood boundaries are defined by a specific metric (i.e., short distance). An exception to this is Social Attention [4] and Social GAN [5], which model all pedestrians interactions to create a global context. The local methods observe dynamics within the nearby pedestrian whereabouts and use a tabulated format to model the environment.

Earlier research defined local pedestrian neighborhoods based on fixed spatial distances as in [6]–[8]. Forming neighborhoods neurally is already explained in [9], [10]. There are few works that developed the social modeling on spatio-temporal graphs considering the spatial relations between pedestrians [11]–[13] using fixed parameters to determine the neighborhood boundaries. Such local capture considers related pedestrians, but with limited understanding of the social interaction temporal evolution.

Research in crowd behavioral modeling has reported a self-organizing cooperative tendency among individuals in the crowd [14]–[17]. Starting with this intuition, we theorize a data-driven self-growing mechanism that learns the interaction between pedestrians. Figure 1 visualizes the case where this mechanism is required for developing associations between pedestrians. By considering their visual span, one can be more certain about how pedestrians consider each others when moving. Accordingly, a learning mechanism can learn to estimate their impact and interactions. However, using a data-driven self-growing approach introduces additional challenges to model the social interaction on spatio-temporal graphs. There is a need to evaluate the generated neighborhoods plausibility as the graph grows neighborhoods dynamically. To overcome this problem, we employ pedestrians’ visual cues as a means to capture their spatial awareness for constraining their neighbourhood. We propose an approach that combines tabulated modeling with graph-structured modeling of interactions. Then it examines the impact of associating pedestrians on the effectiveness of social modeling, such that related pedestrians become pooled into adaptively-shaped neighborhoods. Moreover, we propose a self-learned relational inference that plays a significant role in growing the graph edges. At the same time, we dedicate a tabulated structuring for modeling the static context into local neighborhoods. This hybrid approach aims to improve the modeling of pedestrians social influence and their awareness of static surroundings, thereby reducing trajectory prediction errors. Our framework employs GridLSTM [18], which is a more advanced LSTM
cell that is capable of structuring its memory gate over multimodal streams of features simultaneously. GridLSTM passes memory states between data modalities horizontally and vertically, which enables it to learn faster and more effectively than LSTM-based models. In summary, the contributions of our work are as follow:

- We introduce STR-GGRNN, an edge-centric online framework for mapping crowd dynamics onto spatio-temporal graph networks and automatically infer the social interactions by completing the graph edges with minimal engineering effort.
- Proposing a novel kernel to maps the STR-GGRNN features gradients and accordingly, generates the future trajectories as an effect of the interactions change relative to the static scene over time.
- To the best of our knowledge, our work is the first to integrate Nonnegative Matrix Factorization (NMF) as an efficient self-learned social neighborhood recommendation system. It neurally evaluates the importance of the edges with a compact version of nodes and edges features. The system generates variational neighborhood proposals and examines them against the prediction accuracy. It yields a locally optimal solution for modeling the social interactions in spatio-temporal graphs.
- The proposed model outperforms state-of-the-art methods in the ETH-UCY dataset using TrajNet++ challenge data [19].

RELATED WORKS

Pedestrian Trajectory Prediction

Trajectory prediction approaches can be categorized into classical engineered models [20]–[22] and learning-based models. Encoder-Decoder architecture has achieved notable success in real crowd surveillance and driving datasets [23]. Examples include GAN-based network [5], [24]–[26], LSTM-based [3], [12], [27], [28], Gated Graph-structured networks [4], [7], [11], [29]–[31]. In several occurrences, LSTM was combined with CNN in an end-to-end pipeline. This has shown to be effective in generating contextually compliant paths. The LSTM-based and other methods used prior knowledge and empirical practices of modeling pedestrian trajectory and hence, they are tailored to specific scenes and datasets that contains fewer pedestrians and homogeneous scenarios captured by ETH-UCY dataset [38].

Evolutionary Graph-based Systems Modeling

Fundamental research proposed biologically-inspired techniques to model complex dynamic systems on a graph as a set of nodes connected by a set of edges. Graph-based modeling had a plethora of successful applications, and with numerous advancements this modeling evolved to adopt biological evolution processes into dynamically adaptive graphs that encode features and make decisions about structural growth. Neural Gas [39] and self-Organizing Maps [40] introduced the fuzzy self-learned growth into graph theory.

Recently, in the field of crowd motion modeling, there are several attempts to model crowd holistic motion as a simulation of a physically-inspired system [10], [17], [41]–[43]. However, in such proposals the underlying graph/temporal function was resembling a pre-engineered natural model and the growth decision was determined or predicted a-priori.

Self-organization and hierarchical networks in artificial intelligence root back to Self-Organizing Maps [40] and Graph Neural Networks (GNN) [14], [44]–[47]. These promoted the growth of network hierarchy from its own learning and inference process. The uncertainty of the association between two nodes creates a necessity for an adaptively-formed edge set. Such a proposal entails more flexible modeling of complex variable-sized environment and dynamic behaviors. This idea was theorized over a more general context in [48] as an evolutionary fuzzy graph clustering by assigning degrees to indicate relationships between similar nodes.

This work adopts the self-learning graph concept and introduces it into graph-based pedestrians modeling to propose more powerful graphs that can adaptively change, and create its structure throughout a physics kernel that computes the higher order of interactions features to stem their evolution. The kernel accurately and efficiently model context-aware interactive pedestrians. Considering that graph growing is a fuzzy process and graph completion is a NP-hard problem, the objective here is introduce a variational graph growth to choose the local optimum solution with minimum modeling of mechanical functions for pedestrians motions and intents.

Efficient Graph-based Modeling

With predefined-neighborhood settings, [7], [8], [13], [49] predictors surmised that pedestrian neighborhoods cast on a fixed grid. Moreover, they used hardcoded proxemic distance for outlining neighborhood boundaries. The family of global graph Structural-RNN [50], Social Attention [4], SpAGNN [53], and Fuzzy Graph Attention [50] grow fully-connected graphs with degree-based relationships to cluster pedestrians. They assume neighborhoods to be the global context of the scene and start with non-fuzzy edge set but end with relational estimation that assign different degrees to the edges, creating neurally-evaluated fuzzy edge sets to recognize related pedestrians. Similarly, interaction graphs [17], [26], [28], [32], [35] make neural relational inference (NRI [51]) given the heterogeneous agent dynamics. In light of these methods, we allow a greater degree of freedom in the pedestrians social-spatial modeling by instantiating self-learned proxemic-free criteria for saving the additional parameter tuning and engineering effort. Contrary to interaction graphs, our approach stores compact features in the graph. It performs neural restructuring of neighborhoods without attributing the edges. It just encodes past and present motion sequences for each pedestrian and replaces the initial edge-set with sparse adjacency matrix. That is, the objective is to re-generate more efficient graphs by means of minimizing edges without the need for an exhaustive search through all the possible solutions.
Graph-Structured Data Streams

Recently, Adaptive Online Learning has emerged as a new trend in pedestrian trajectory prediction. \[52\] reports prediction results on portions of the ETH-UCY datasets. We aim to advance the application of online learning over multiple modalities of data. Unlike offline training, online learning can be more sensitive to the catastrophic interference problem and requires a large memory space. Data streaming application requires immediate processing and mapping in lightweight structures. Graph kernels are useful techniques for critical online prediction systems that model and generate predictions with continuous evaluation of pedestrian dynamics and relationships to the environment \[43\].

This work shows how mapping the graph to kernel can be a valid technique for achieving online continuous learning of the scene and pedestrians motion features in order to track their and stem future pedestrian motion relevant to the scene structure.

Link Prediction through Graph Recommender Systems

Link prediction techniques estimate the relations that tie graph nodes to each other \[53\]–\[57\]. Link prediction is eminent in recommender systems, social networks, and biologically-inspired growth networks \[58\]–\[61\]. The link prediction quality can vary based on the goodness of nodes and edges features. In the worst-case scenario, the Breadth-First Search (BFS), takes up to quadratic time \(O(n^2)\) time to traverse an offline graph with \(n\) nodes and complete the missing edges. This time complexity is even more challenging in online graph streams to estimate relational heuristic over an incomplete graph. Theoretically, there is a lack of a globally optimal solution to the right neighborhood discretization, and there is no prior-stated universal edge set. As explained previously, the current online application \[52\], \[52\], \[62\], \[63\] is limited to few pedestrians due to the large memory consumption.

Our work is the first to combine online paradigm with social interaction inference on incomplete spatio-temporal graphs. We coin this approach as Self-Growing Online Graph. The pedestrian social inference problem is tackled as an online interaction inference on incomplete spatio-temporal graphs. Our framework then concatenates the embedded cues \(\hat{V}\) and \(\hat{X}\) at the vertical axis and feed T into GGRNN:

\[
T = (\hat{X}, \hat{V})
\]  

The head pose is annotated in the ETH-UCY datasets in roll-yaw format. This is to represent the head rotation at the back-forth axis and along the vertical axis. The 2D poses were annotated in the radian system which describes the angular change in head direction, such that it would be more relevant to modeling pedestrians attention and easier for training the network compared to the angular degree system.

PROPOSED APPROACH

Problem Formulation

Given a set of pedestrians \(N\), we represent their trajectories over time \(T^i\) using a spatio-temporal graph \(G_t\) at each time step \(t\), containing \(N\) nodes. \(T^i\) comprises the 2D positional trajectories \(X^i = (x^i, y^i)\) and 2D head pose sequence \(V^i = (v_h^i, v_y^i)\). The i-th pedestrian is assigned a node \(n_i^t\) to store the ground-truth trajectory \(x^i\), the 2D head pose \(v^i\), and temporal edge \(e^i\) that links the node \(n^t_{i-1}\) to \(n^t_i\). We propose \(P\) adjacency matrices \(A\) for all pedestrians at each time-step and predict i-th future trajectory \(\hat{X} = \hat{x}^A_1, \hat{x}^A_2, ..., \hat{x}^A_{t+l}\) for each matrix \(A\). The best adjacency matrix that produces the minimum prediction errors is then selected. \(A^p = A^1, A^2, ..., A^p\) is the future trajectory of length \(t+l\) steps in the future, for i-th pedestrian in the p-th Adjacency matrix proposal, given the past observed trajectory between \(x^i_t\) to \(x^i_{t-obs}\), where \(obs\) is the observation length, including the current step.

STR-GGRNN Framework

STR-GGRNN is a framework for processing pedestrians interactions and trajectories as graph data streams. It includes crowd data mapping into spatio-temporal graph \(G_t\), and then models their spatial relationships by completing the graph spatial edges \(e^i\) at time-step \(t\).

The framework takes pedestrians positional trajectories \(X\) and encodes them using a nested linear transformation function \(\phi\), such that \(W_X\) is \([8 \times 10]\) and \(W_{\hat{X}}\) is \([10 \times 8]\). Eventually the trajectories are encoded as \([10 \times 10]\) as a lightweight version:

\[
\hat{X} = \phi(X)
\]

\[
\phi(X) = W_X \ast (W_X \ast X)
\]

It also encodes the 2D head pose annotations, called Vislets, \(V\) using a single transformation function \(\phi\). The lightweight encoding size is \([2 \times 10]\), where \(W_V\) is \([2 \times 8]\):

\[
\hat{V} = \phi(V)
\]

\[
\phi(V) = W_V \ast V
\]

The head pose is annotated in the ETH-UCY datasets in roll-yaw format. This is to represent the head rotation at the back-forth axis and along the vertical axis. The 2D poses were annotated in the radian system which describes the angular change in head direction, such that it would be more relevant to modeling pedestrians attention and easier for training the network compared to the angular degree system.

The proposed spatial-temporal graph network adopts an edge-centric task, as the graph analytics focus on predicting associations (edges) between pedestrians. It is a central model since a single GridLSTM cell is used as the encoder of the social pedestrians interactions. It takes graph \(G_t\) of \(N\) nodes and \(\mathcal{E}\) edges, and maps it into a kernel of fixed dimension, \(K\), such that the kernel generates predicted trajectories \(\hat{X}\) and adjacency states between the pedestrian nodes. The adjacency models the social interactions.

\[
\bar{X}, J_\theta = K(G_t(N, \mathcal{E}), H^i)
\]
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The Social Trajectory Recommender (STR) component is a recommender system that performs matrix factorization to complete the Adjacency matrix. The framework encodes the contextual influence of static features onto pedestrian trajectory by segmenting the scene into a grid of local regions which comprises the Gated Graph Recurrent Neighborhood Networks (GGRNN). These regions hold the potential contextual interactions between pedestrians and the scene structure. They are assigned continuously over time, creating a sequence of graphs encoded by gated Recurrent Neural Networks. Overall, the framework ends up combining the contextual model features from GGRNN and the pedestrians social interaction features from STR.

We will first discuss in depth the GGRNN and explain its formalization and task. Later, we will present the formulation of the Social Trajectory Recommender component (STR) and illustrate how the different components are integrated into the GGRNN pipeline.

Gated Graph Recurrent Neighborhood Network (GGRNN)

The Gated Graph Recurrent Neighborhood Network takes the static scene and encodes it as a fixed local neighborhoods grid. It models the contextual interactions between pedestrians and their context surrounding. This contextual model contributes to generating future trajectories that account for pedestrians’ “context-awareness” to make plausible predictions.

Firstly, it takes the transformed Vislets $\hat{V}$ and trajectories $\tilde{X}$ from the transformation functions. It assumes that motion happens over an initially uniformly-divided square grid containing $v$ static neighborhoods. The STR variants run single GridLSTM cell $GLSTM_v$ on each graph $G_v$ which is encoding features $T$ and initial hidden states $h_{0_v}$, to generate relative social features $f_S$:

$$f_S, h_S = GLSTM_{ma}(T, h_0)$$  \hspace{1cm} \text{(7)}

In Figure 2, CNN is a 2D convolutional layer used for encoding the human-space interaction that takes a static scene image as input. A grid mask $M$ is applied to the convoluted features. The filter depicts static space neighborhoods that are discretized as a square grid and is uniformly-initialized.

$$C_{map} = CNN(f_S, h_S) * M$$  \hspace{1cm} \text{(8)}

In our work we encode head pose $V$ with static features $C_{map}$ to formulate the “Visuospatial” neighborhood representation using single GridLSTM cell $GLSTM_O$:

$$f_\theta, h_\theta = GLSTM_O(C_{map}, \hat{V}, h_{O})$$  \hspace{1cm} \text{(9)}

The usage of GridLSTM as a multimodal feature encoder is clarified in (9). It combines visual awareness state $V$, the scene spatial feature map $C$, and the normally-initialized hidden states $h_O$, for stemming pedestrians attention to the physical context. It stores pedestrians contextual interaction in $f_\theta$.

Eventually, GGRNN produces a final neighborhood representation, $F$, combines the outputs of $GLSTM_O$ with $GLSTM_O$, which are static features grid with social features grid, static scene map and Vislets again:

$$F = f_S * f_\theta$$  \hspace{1cm} \text{(10)}

Social Trajectory Recommender (STR)

In this section, we formalize the proposed model for recommending social trajectories given a band of estimated neighborhood proposals. We coin variational modeling as Social Trajectory Recommender. The proposals suggest several unique edge sets to connect pedestrian nodes. Then it selects the best neighborhood proposal, which generates minimum prediction errors, among other proposals.

Figure 2 shows the detail steps for the recommendation mechanism to achieve deep relational inference between pedestrians. The proposed mechanism has a customized design relevant to the features set included in our model versions. The kernel $K$ generates the social interaction states $H_{t+1}$ and future positional predictions $\tilde{X}$. Based on STR-GGRNN and ST-V model variants, the kernel uses $f_\theta$ and $f_S$ to calculate each pedestrian adjacency state. As such, Eq. (6) becomes:

$$\tilde{X}, H_{t+1} = K(f_S, V, H_{t}^\nu)$$  \hspace{1cm} \text{(11)}

Here, $K$ calculates the soft attention over social and contextual interaction features at one hand, and calculate their gradient in relevance to the static map at the other hand:

$$\hat{F} = \phi(F) = C_{map} * ((W_c * [f_S, \hat{V}] + b_c) * (W_v * F))$$  \hspace{1cm} \text{(12)}

$$J_\theta = \frac{dJ_\theta}{dF}$$  \hspace{1cm} \text{(13)}

$$J_\theta = ReLU(J_\theta)$$  \hspace{1cm} \text{(14)}

$$\tilde{X} = MLP(J_\theta) = W_o * (W_c * J_\theta)$$  \hspace{1cm} \text{(15)}

$\hat{F}$ holds a final neighborhood representation. It combines the outputs of $GLSTM_{ma}$ with $GLSTM_O$, which are static features grid with social features grid, static scene map and Vislets again. This ensures a rich multi-modal feature representation and strengthens the intertwining between contextual and social interactions. But according to our basic model $LSTM_O$ and ST-GGRNN, the kernel $K$ in Eq. (6) has a limited formulation that only generates future trajectories without the social recommendation or contextual features, hence this kernel version takes parameters as follows:

$$\tilde{X}, H_{t+1} = K(f_S, H_{t}^\nu)$$  \hspace{1cm} \text{(16)}

In the variants that exclude social inference, $K$ calculates the soft attention over social and contextual interaction features at one hand in the same way as previous variants, however, it extrapolates future trajectories from convoluting static map with social neighborhoods to create a relevance effect between pedestrians social interactions and their interactions with the scene features:

$$\hat{F} = \phi(F) = C_{map} * ((W_c * [f_S, \hat{V}] + b_c) * (W_v * F))$$  \hspace{1cm} \text{(17)}

$$J_\theta = (W_c * F + b_c) * C_{map}$$  \hspace{1cm} \text{(18)}

$$J_\theta = ReLU(J_\theta)$$  \hspace{1cm} \text{(19)}

$$\tilde{X} = MLP(J_\theta) = W_o * (W_c * J_\theta)$$  \hspace{1cm} \text{(20)}
After generating future trajectories, \( \hat{F} \) now is used to compute scaled soft-attention weights. STR model will tune the influence of each region to update contextual features and evaluates the social relationships strength. It deploys the influence of each region to update contextual features and the human-space interaction features:

\[
a = \frac{\text{Softmax}(\exp(\hat{F}))}{\sum \exp(\hat{F})}
\]  

(21)

Given the \( i \)th pedestrian trajectory features, neighborhood \( nu^i \) of \( i \)-th pedestrian has 1 or more \( j \) pedestrians considered as neighbors to \( i \):

\[
nu^i = \{(i,j)\}^+; \quad |nu^i| \leq |\mathcal{N}|
\]

(22)

Moreover, neighborhood boundaries at pedestrian \( i \) are defined by the set of edge pairs that connect pedestrian nodes to other nodes in the graph. Online graph completion is an NP-hard problem, so we rely on a stochastic adjacency matrix generation mechanism that generates one adjacency proposal at a time-step. During back-propagation, it evaluates the estimated adjacency proposal with all the possible permutations for that crowd. It optimizes the objective function responsible for selecting neighbors based on minimizing the L2-Norms resulted from the best adjacency matrix. All the proposals yielded from Eq. (22) for adjacency matrix belongs to the solution space \( \Omega \):

\[
\Omega_{nu} = \{nu_1^i, nu_2^i, ..., nu_{max}^i\}
\]

(23)

Selecting the best adjacency will lead to a local optimum solution for the neighborhood construction, as the best optimum is not known, and a brute-force approach towards testing all the possible permutation is of exponential cost to the deployment. So our method considers \( \Omega \) a partially-observed variable and resorts to the non-exhaustive graph search mentality. The static features \( f_\theta \) are weighted by soft-attention coefficient \( a \) using the soft-attention mechanism in [65]:

\[
f_{\theta_{i+1}} = a \cdot f_{\theta_{i+1}}
\]

(24)

The attention weightage manifests pedestrian relationships have various degrees of strength. Inspired by the neural factorization technique [66] to factorize spatio-temporal graph edges, we establish a deep mechanism for neighborhoods that is aware of the static and the social constraints. Again, the best setting for neighborhoods is not fully-observable. We estimate pedestrian relationships weight based on relative visual attention and relative spatial motion features to define their neighborhoods. We introduce the Nonnegative Matrix Factorization (NMF) into our pipeline for a proper approximation of social relations from the neural attention features and static map. The reconstruction yields a more compact and efficient adjacency representation to be carried to the next time-step, such that \( A_0 \) is the initial \( A \) matrix (all ones) of size \([10 \times 10]\) for 10 pedestrians in the scene, \( W_a \) is assigned attention \( a \), \( H_t \) is assigned the weighted hidden states:

\[
W_a, H_t = \text{NMF}(a, C_{map} C_{map}^T)
\]

(25)

\[
A^p = W_a / \max(W_a)
\]

(26)

\( W_a \) is a square matrix of the frame max-size (i.e. max number of pedestrians). We select \( W_a \) as it approximates the motion features in its weighted version and normalizes it to 1. \( W_a \) maps directly to adjacency states of range \([0,1]\), as the edge weights are nonnegative values.
The NMF reconstructs a compact version of the input features to approximate the social interaction patterns between pedestrians. Using the downscaled features enhances the scalability within an online pipeline.

Finally, within STR* recommender models we apply Softmax function to node hidden states. This will transform nodes states into continuous space under the interval [0,1]:

\[
A_t; \quad \text{min}(\|X_t - \bar{X}^{iA_t}\|_2)
\]

We display in (28) the formal definitions of the proposed mechanisms for autonomous relational modeling, including ours (i.e., STR*):

\[
A_t = \begin{cases} 
1/(∥x'_t - x'_j∥_2) & M_{SGTV} \\
\text{Softmax}(W * H_t) & M^{\text{CR}} \\
\text{min}(\|X_t - \bar{X}^{iA_t}\|_2) & \text{STR}^*
\end{cases}
\]

The Self-Growing model (SGTV) [39], which was the first proposed method for growing the edge set SGTV, relied on hard-attention weights to express the importance of relationships. The weights were calculated using pedestrian-wise Euclidean distances. However, their relational inference outcomes are unexpected, and the neighborhood modeling would change for each run. The ultimate degree of freedom found in such data-driven modeling makes it difficult to evaluate their modeling effectiveness.

Pedestrian states are updated with the selected best adjacency state to reflect upon the STR adjacency outcomes, \(H_t^s\) gets passed to the following time-step:

\[
H_t^s = A_t * H_t
\]

EXPERIMENTS

Training Setup

The learning objective is formulated as minimization of Euclidean errors between the \(t\)-th predicted trajectory \(\bar{X}\) and the ground-truth trajectory \(X\), given the locally-optimal adjacency proposal (edge set) \(A_t^p\), such that there are \(P\) proposals:

\[
\mathcal{L} = \text{argmin}_{A_t^p} \| \bar{X}_t - X_t^p \|_2
\]

We empirically set the number of samples for variational trajectory and adjacency samples (P) to 10/20/100/200. We did not observe a change in the prediction accuracy. As an acceleration of our code, we deploy the variational parts over multi-threads to simultaneously sample future trajectories. Eventually, the code selects the minimum global Euclidean error based on the least erroneous predicted trajectories. Accordingly, the proposal with minimum Euclidean errors is the sub-optimal Adjacency matrix \(A\), which sets the neighborhood boundaries for each pedestrian at time-step \(t\) and produces the least prediction errors.

The prediction errors are reported in meters over interpolated real-world coordinates in ETH-UCY dataset. We run experiments over two settings for observation/prediction lengths. In the first part, we observe 8 frames (3.2 seconds) and predict 12 steps (4.8 seconds). In the second part, we observed 4 frames (1.6 seconds) and predicted the next 8 frames (3.2 seconds). We implement all model variants using TensorFlow (1.13) [67]. The experiments are deployed in a leave-one-out on desktop Intel® Xeon(R) CPU of frequency 3.50-GHz using Ubuntu 16.04 at a learning rate of 5e-3, decay rate of 0.95 and a dropout of 0.80. The maximum size variable (maxSize) of pedestrians is also set to 20 per frame. We repeated the testing experiments 10 times over each set to verify the errors stability. \(GLSTM_o\) and \(GLSTM_m\) (outputSize) is 8 and embedding size is 128. Size of \(h_3\) and \(h_o\) is [20 x 128]. CNN encodes the static scene at compressed size [8x8] for compactness.

Evaluation Metrics and Baselines

Similar to [7], [68], we use the following Euclidean average errors:

- Average Displacement Error (ADE): measures prediction errors along the time-steps between the predicted trajectory and the ground-truth trajectory as follows:
  \[
  \frac{\sum_{i=1}^{N} \sum_{j=1}^{T} \| (X_i^j - \bar{X}_i^j) \|_2}{N * T},
  \]

- Final Displacement Error (FDE): measures prediction errors at the final time-step between the predicted trajectory and the ground-truth trajectory as follows:
  \[
  \frac{\sum_{i=1}^{N} \| (\bar{X}_i - X_i) \|_2}{N}
  \]

Deterministic Models:

1) Trajectron++ [69]: An edge-centric spatio-temporal LST-M graph. We refer to their deterministic version. The model encodes contextual map and social interactions for heterogeneous dynamic agents of variably-sized environments. Therefore, its comparison with ST-GGRNN variant is considered valid.

2) S-LSTM [7]: Dedicates LSTM for every pedestrian, and pool them given an empirical setting for the neighborhood.

3) LSTM_o: Online GridLSTM model that only takes the positional trajectories \(X\) with a fixed temporal window of 8 time-steps.

4) GGRNN-V: This variant withdraws the social recommender section and includes only the static context neighborhoods. It highlights scenarios wherein pedestrians are not necessarily socialising (i.e. posing direct impact on each other) or there is a decreased crowding. At its best, this variant models trajectories as an effect of reaching the target place and considering pedestrians visual awareness of the static surroundings.

5) ST: This is the fully-connected graph model. It does not incorporate Vislets, static context neighborhood components or social recommendation.

6) ST-GGRNN: This follows the same pipeline of ST variant, with incorporation of the static context neighborhoods component (GGRNN).

7) ST-V: This is the fully-connected graph model with Vislet being incorporated for each node. However, it does not incorporate either of the static context neighborhood components and social recommendation.
Stochastic Models:

1) S-GAN [5]: Social GAN, a variational Encoder-Decoder architecture for generating future predictions using GAN network.

2) MX-LSTM [68]: deployed 2D head poses in the model to encode the Visual Field of Attention (VFOA) in a cone-shaped looking span, such that the latter determines pedestrians visual attention scope and can substitute the looking angle feature.

3) Trajectron [31]: A spatio-temporal graph for social modeling of variably-sized environments. The model predicts a band of trajectories and selects the best future trajectories the same as in the S-GAN model.

4) Social-STGCNN [37]: A Graph Convolutional Network (GCN) that estimates relationships using a pedestrian clustering technique to assign weights given the euclidean proximity between pedestrians pairwise.

5) STR-V: a model variation that applies social neighborhood selection knowing pedestrians location and their visual angle, V/S (i.e.Vislets). This is to assess the plausibility of neighborhoods generated by the recommender technique.

6) STR-GGRNN-V: By incorporating the Vislets, the model enriches the feature representation and forms a prior knowledge for the recommender technique so to assess the neighborhood selection with respect to the static context that draw its influence on pedestrians trajectory and social interaction.

Quantitative Analysis

Table I lists existing state-of-the-art models ADE/FDE errors. We observed a general tendency across all models (Deterministic and Stochastic) to have the lowest ZARA subsets’ errors and approximate errors over Hotel and ETH subsets. This tendency indicates that these models customize performance during the offline training to specific dynamic crowds patterns. GGRNN-V was used where Vislets V annotation was available, i.e.UCY and Zara. It performs similarly to GGRNN , with slightly higher ADE by 14%. ST-GGRNN shows improvements over the former variants as it generates fully-connected spatial graphs.

Fully-connected graphs are not be suitable for less interactive crowds, yet ST-GGRNN ADE outperforms Trajectron under ETH and Hotel. In contrast, it becomes comparable with the spatio-temporal baselines for the rest of the datasets. By observation, ETH and Hotel show crowds that conduct motion according to individual targets without persistent social interactions. Instead, such crowds are influenced by the static context. Noticeably, under Zara sets and UCY, the social and contextual factors impact pedestrians, so STR-GGRNN has a comparable performance with MX-LSTM given that the social relational inference does not take Vislets in this variant. That comparison leads us to verify the NMF-based relational inference, which designated a true capability of modeling interactions between pedestrians. Similar to ST-GGRNN, STR-GGRNN generates dense spatial graph with the visual cue and slightly improve ADE, however, the ADE/FDE discrepancy remains considerably large. STR-GGRNN-V achieves better improvements than STR-GGRNN, as the former reduces the metric discrepancy by lowering FDE significantly. The selective social inference procedure has better impact on the overall performance when there are additional cues that model pedestrian intention (i.e.Vislets & static map), and thereby STR-GGRNN-V delivers the best predictions over other spatio-temporal state-of-the-art.

Tables I and II compare STR-GGRNN best and overall performance errors along with the most recent state-of-the-art. Table II lists the methods in chronological order and illustrate pixels resolution. The most recent baselines such as Social-WaGDAT and Evolve-Graph reported their results on 1/5th resolution order, while STR-GGRNN was tested on SDD data with full pixel resolution and yielded comparable accuracy. Additionally, to compare with STGAT and DAG-NET, STR-GGRNN is trained on SDD meter annotations. Under the pixels annotation STR-GGRNN shows fair improvements and under the meters annotation, it shows an outperforming improvements.

Qualitative Analysis

We visualize the same experiment several times to see the extent of variational bands. For clarity, Figure 3a displays one band of 10 variational predicted trajectories for pedestrian (ID:128), in Zara1, frame (7961). The variational bands are compact and closer to the ground-truth trajectory than the variational prediction of S-GAN, which are more divergent. Figure 3c visualizes the 2D histograms of the best-proposed adjacency under the same frame, containing only a single pedestrian. The selected proposal is shown in the figure. However, there are 10 2D histogram plots, each corresponds to [10 x 10] adjacency matrix \( A_p \). As discussed before, the edges are assigned weights between [0,1] inclusively. The lighter shades represent higher weights, which means a higher degree of association strength. The yellowish squares at the line indicate a high density of connections.

TIME AND SPACE COMPLEXITY

We observed a log-polynomial growth rate in both time and memory online training curves. This was the general pattern under both models. Figure 3b visualizes the pattern in sampling time over different rates ranging from 1000 to 20K trajectories per single frame of 20 pedestrians. While Trajectron starts high, it yields a steadily linear running time. STR-GGRNN sustains logarithmic curve for sampling sizes up to 10K samples. Thereafter, the sampling time increases in a step-wise polynomial pattern such that it is asymptotic to Trajectron curve.

The internal stages of training, such as generating adjacency proposals, takes \( \sim 100 \) ms for STR (including the kernel \( K \) sampling) to make 10 recommendations for a neighborhood of 10 pedestrians. It takes \( \sim 360 \) ms to choose the best proposal. Table IV lists the sampling time required at the sampling stage. At 20K trajectories per frame, the kernel sampling time in addition to recommending the best adjacency, become comparable to Trajectron, which means that our method can
TABLE I: Analysis of the reported ADE/FDE errors across state-of-the-art models on ETH & UCY video datasets. ↓ denotes decrease % and ↑ denotes the increase % in our models prediction ADE/FDE over Trajectron++. Respectively, STR-GGRNN-V achieves(↓84%)/(↑85%) while ST-GGRNN achieves(↓51.1%)/(↑24%). ST-GGRNN is the fully-connected graph, while STR-GGRNN-V is the recommender-based graph.

| Dataset | ETH-Univ | UCY-Univ |
|---------|---------|----------|
| Model   |        |          |
| S-GAN   |        |          |
| MX-LSTM |        |          |
| Trajectron |      |          |
| Trajectron++ |  |          |
| Social-STGCNN |   |          |
| ST-GGRNN |      |          |
| STR-GGRNN |    |          |
| ST-GGRNN-V |   |          |
| STR-GGRNN-V |  |          |

TABLE II: Comparing best results achieved in recent graph-based models with the proposed models at full resolution. The observation/prediction length in $M_{GTV}$ is 1.67/3.2 seconds, while in the rest of methods it is reported at 3.2/4.8 seconds.

| Dataset | ETH-Univ | UCY-Univ |
|---------|---------|----------|
| Model   |        |          |
| S-LSTM  |        |          |
| Desire-S-HIT |   |          |
| S-Attn  |        |          |
| CAR-NET |        |          |
| GRE-MC-10 |      |          |
| M$_{GTV}$ | 9.81  |          |
| S-LSTM  |        |          |
| NRI [5] |        |          |
| Trajectron++ |  |          |
| Social-WaGDAT | |          |
| Evolve-Graph |  |          |
| ConvLSTM | 14.35/26.85 |          |

TABLE III: Comparing ADE/FDE results achieved in STR-GGRNN with the recent spatio-temporal graphs, the models are trained on Stanford Drone Dataset meters annotation [19].

| Model       | Best   | AVG   |
|-------------|--------|-------|
| STGAT [7]   | 9.85   | 33.2/56.4 |
| Social-Way [3] | 35.4/57.6 | |
| DSSG [19]   | 33.3/55.9 | |
| CAR-NET [2] | 52.7/51.8 | |
| GRE-MC-10 [72] | 27.0/43.9 | |
| M$_{GTV}$   | 9.32   | 24.46/59.53 |
| S-LSTM [7]  | 9.81   | 25.6/43.7 |
| NRI [5]     | 13.5/27.9 | |
| Trajectron++ | 24.3/40.1 | |
| Social-WaGDAT | 22.5/32.87 | |
| Evolve-Graph | 17.23/24.24 | |
| ConvLSTM [7] | 14.35/26.85 | |

TABLE IV: Mean sampling time in our model Vs. Baselines best performing model over different sampling counts per frame, given that future trajectories are sampled at 12 steps ahead on Intel® Xeon(R) CPU E5-1650 v2 @ 3.50GHz with 16GB memory. Baseline models: Social GAN [5]. Social LSTM [7] and Trajectron [31] were re-evaluated on our CPU to make fair comparisons.

| Dataset | ETH-Univ | UCY-Univ |
|---------|---------|----------|
| No. Sample | 1K | 2K | 10K | 20K |
| S-GAN    | 7.10s | 10.70s | 16.69s | 33.8/5s |
| Trajectron | 0.22s | 0.23s | 0.36s | 0.52s |
| S-LSTM   | 8.07s | 15.67s | 78.37s | 155.67s |
| S-Attn   | 17.30s | 34.04s | 173.89s | 342.55s |
| STR-GGRNN | 0.03s (56x) | 0.10s (56x) | 0.15s (58x) | 0.49s (5.7x) |

TABLE V: Time and Memory space consumption summary for 8/12 steps (i.e.observation/prediction lengths) and at sampling rate of 10K trajectories per frame on CPU.

| Model     | S-LSTM | Trajectron++ | S-LSTM | GGRNN-V |
|-----------|--------|--------------|--------|---------|
| LSTM$_D$  | 422    | 2.30±[0.16, 1.00] | 500 | 2.9±[1.0, 1.0] |

TABLE VI: Ablation Study. Performance of various model components for 20 pedestrians in the scene.

| Dataset | ETH-Univ | Hotel | Zara1 | Zara2 | Zara3 | UNIV |
|---------|---------|-------|-------|-------|-------|------|
| No. Sample | 1K | 2K | 10K | 20K |
| S-GAN    | 7.10s | 10.70s | 16.69s | 33.8/5s |
| Trajectron | 0.22s | 0.23s | 0.36s | 0.52s |
| S-LSTM   | 8.07s | 15.67s | 78.37s | 155.67s |
| S-Attn   | 17.30s | 34.04s | 173.89s | 342.55s |
| STR-GGRNN | 0.03s (56x) | 0.10s (56x) | 0.15s (58x) | 0.49s (5.7x) |

TABLE VII: Time and Memory space consumption summary for 8/12 steps (i.e.observation/prediction lengths) and at sampling rate of 10K trajectories per frame on CPU.

| Model | Memory (MB) | Train Time (sec.) | Val. Time |
|-------|-------------|-------------------|-----------|
| LSTM$_D$ | 422 | 2.30±[0.16, 1.00] | 500 | 2.9±[1.0, 1.0] |

scale up by 100x more trajectories per entire frame. During initialization, our algorithm takes ~3.54 seconds to start with the 1st batch.

Table VII summarizes the average statistics of time & space occupied for a single run of the algorithm. The total time required to complete the social recommendation and evaluating the trajectories band for all pedestrians is ~0.37 seconds with an interval of ± 0.10 seconds difference for several runs and 0.30-second increase from one batch to another while training.

Ablation Study

To verify the components impact on the overall performance, ablative experiments were performed to observe different features impact on the social modeling effectiveness. Noticeably, running STR component performs better given only the positional trajectories as in STR and ST than it does when combined with head poses. STR-V model performed much worse than model STR-GGRNN which combines static context. This illustrates that the head poses alone were not
Fig. 3: (a) Prediction Bands: 100 sampled trajectories per pedestrian in frame (7961). (b) Frame 8177 of Zara1 scene. (c) Adjacency proposal 2D histogram for frame in (a). (d) Adjacency proposal heatmap for frame in (b). (e) Maximum values in the adjacency matrix heatmap of (d), out of 6 pedestrians in (b), 4 pedestrians were taken as highly influential to each other. Those were in the proximity to Zara shop entrance. (f) Variations in weight estimation density for 38 pedestrians over 4 frames. The variations indicated that adjacency weights increased over time due to the increase in relational estimation confidence as the STR consequently modeled and mapped the social interactions to the adjacency matrix.

Fig. 4: Sampling time curves of Trajectron [31] vs. Our Kernel. The graph plot visualizes an approximate time complexity functions. The X-axis is the number of sampled trajectories and Y-axis is the sampling time in seconds.

The head pose was more beneficial when being used as an indicator of the static environment impact than when used as pedestrians influence indicator. In fact, visual span represents pedestrian observability of other pedestrians, yet, it does not form a robust basis for estimating pedestrians attention to each other unless this observability is combined with motion features.

**GRAPH EFFICIENCY ANALYSIS**

A thorough statistical analysis has been conducted to visualize STR algorithm behavior compared to fully-connected graph (fullGT) and Trajectron approach.

Observing the whiskers boxplot in Figure 5b, STR produces much lesser dense graphs than SGTV [36] which yields a fully-connected (complete) graph. The y-axis represents edge counts (graph cardinality degrees). For a graph consisting 50 nodes at once, STR generates variational edge sets that range between 180 and 260 non-zero edges. Even though SGTV generates weighted adjacency matrix, it only generates non-zero edges and therefore induces 2500 weighted edges. Figure 5c shows the density of the 75th percentiles of STR to fullGT graph cardinality. The highest density was found under 44% and 52% percentiles, which means that the STR graph cardinality is smaller in size by almost half of the fully-connected graph case for a maximum of 20 pedestrians. Figure 5d shows that NMF construction of non-zero weighted edges was more efficient for higher pedestrian contexts. While the visualization is based on crowd size of 20 pedestrians, assuming a fully-connected ground-truth graph is an inefficient design approach as in a big crowd pedestrian influence gets hindered by several factors such as crowdedness impact and limited visual awareness to immediate approaching pedestrians. Hence a fully-connected ground-truth graph is a partially applicable option as it can work for smaller crowd size. Over a crowd size of 9 pedestrians, STR assumes connectivity over 20 pedestrians. It ends up training a model with larger graph size than the ground-truth crowd. However, NMF generates sparse matrix that produces lesser falsely-assigned edges.

For 9 pedestrians, STR to fullGT cardinality ratio was ∼ 2.50x. This means that STR generated 2.5x more edges. For 10 pedestrians, STR generated 1x less edges, while for
exactly 20 pedestrians, STR to fullGT cardinality ratio was down to 0.65x. For 50 pedestrians, STR ended up generating sparser graphs as it assumed that connectivity covers up to 20 pedestrians at one time-instance. The resultant graph ended up with ~0.92x fewer edges compared to fullGT graph. In percentage terms, at the first place, the reduction in graph cardinality was up to 86% fewer edges over 200 STR proposal. At the second place, the reduction was up to 100% fewer edges and this reduction was scored over nearly 150 STR proposals.

Figure 5b measures the cardinality degree in Trajectron graph [31]. It yields the least cardinality, given that it pools pedestrians based on the spatial proximity. This shows that Trajectron is more conservative in assigning edges between pedestrians, generating a minimal graph to model the social interactions. For a scene containing 15 pedestrians, Trajectron generates edge sets of size ranging between 6 and 20 edges, while STR generates a size ranging between 200 and 260 edges.

**STR Stability and Integrity**

The proposed framework deploys the Nonnegative Matrix Factorization to be the edges construction mechanism. It works as a recommender system for completing the online Adjacency matrix, which is realized by taking the downscaled approximated features \( W \) (assigned an initial attention matrix), and the components part \( H \) (assigned the hidden states of pedestrians). Since this neural reconstruction is a divergent process and that the optimal adjacency matrix \( A^* \) is not observable, the Nonnegative Matrix Factorization of the best adjacency is an NP-Hard problem that yields local optimal adjacency modeling. Similar case demonstrating the graph-structured NP-hard problems appears in [77] which exploits graph neural traversal given a complete set of edges that is weighted as a local optimum adjacency matrix. In our graph case, the output will be the reconstructed attention weights \( W' \) and hidden states \( H' \). \( W' \) is scaled to 1 and used as the weighted adjacency matrix \( A_0 \) to represent the weighted social interaction.

In the following lemma, the adjacency matrix \( A \) is the latent variable since it is not fully-observable. The priors, features matrix \( W \) (represents the edges attention weight) is assigned (\( \hat{F} \)), and the components matrix \( H \) is assigned (\( C_{map} \)) are fully-observable and set a-priori, so the reconstruction of \( A \) is conditioned by \( H, W \) and nonnegative \( A_0 \) that is initialized to ones. The adjacency at any index and at any instance in time remains conditioned by the priors.

The Null hypothesis \( h_0 \) indicates that bounding matrix \( A \) by a distribution-free distribution \( H \) leads at the end to a Normal distribution:

\[
h_0 : A_{(i,j)} \in P(W_{(i,j)} | H_{(i,j)}, A_0) \sim G(\mu = 0, \sigma = 1)
\]  

(33)

The Null hypothesis \( h_0 \) also indicates that matrix \( A \) always obey some parametric distribution which can be conveyed as a Gaussian distribution \( G(\mu = 0, \sigma = 1) \).

On the other hand, the alternative hypothesis \( h_1 \) says that NMF generates variational results which cannot be conveyed by the normality assumption. Therefore, the distribution-free
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(a) 25th/75th Whiskers Box Plot SGTV vs. STR
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(b) 25th/75th Whiskers Box Plot Trajectron vs. STR
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(c) 75th percentiles density figure. x-axis displays percentage of non-zero edges out of 400 edges

![Histogram of STR:fullGT](image)

(d) The ratio of edge cardinality under STR to cardinality under fully-connected Ground-truth graph.

Fig. 5: Graph Cardinality. Statistical visualization of Self-Growing STR mechanism.
assumption represents a wider set of distribution that can better model the social interaction.

\( h_1 \) represents a more generic modeling of pedestrians adjacency (occupancy) states, of which the Gaussian distribution bounding conveys a limited part of the social interaction modeling:

\[
    h_1 : \quad A_{(i,j)} \in P(W_{(i,j)}|H_{(i,j)},A_0) \sim H \quad (34)
\]

By visually observing the Density function in Figure 6, a plot of Adjacency matrices over 400 runs of NMF algorithm, the density values indicate mostly sparse matrices with the highest density of 0s and a narrow span of nonzero weights that have \( \leq 2000 \) occurrences, which gives the impression of normally-based adjacency and supports the Null hypothesis \( h_0 \).

This designates that all estimated adjacencies by NMF will always obey the normality condition, such that the estimated values will always be small and the density function is concentrated around zero. The probability of any reconstructed features using NMF obey a univariate Gaussian distribution.

On the other hand, observing the loss curves reveals what can be a more convenient distribution of pedestrian trajectory data at its entirety. As the loss function is set as L2-Norm, the ADE curves in Figures 7a–8d can be considered for analyzing the predictor models performance on one side, and on the other side, they can be used to analyze the regression pattern.

The STR-GGRNN ADE curves regressions are normally distributed, while the GGRNN-V curves regression pattern designates a levy-stable distribution. The latter distribution is clearly designated by GGRNN and ST-GGRNN model under the SDD training curves.

This variation in predictive model regressions, shows that the normality assumption cannot apply to all the tested contexts. Under SDD, the pattern shows a range of step-like, stable, and normal regressions, while under ETH-UCY, there were consistent appearance of normal regressive curves.

Overall, the proposed model was trained as a model-free method by taking updates immediately. There are no assumptions made before training and estimation about the distribution parameters/type that convey the adjacency modeling, nor there was any parametric mapping of hidden states onto a parameters vector \([4], [7]\), therefore, the proposed predictive models performance is better understood under distribution-free hypothesis. In this case, the alternative hypothesis \( h_1 \) can provide a more generic probabilistic perception of the predictive model.

While STR-GGRNN-V performance obeys the normal distribution pattern, other model variants represented different patterns that are outside the normal distribution category. As indicated by the predictor model performance in Figures 7a–8d. These figures show stable function and step-wise function curves in STR-GGRNN and GGRNN models. In the literature, the normality assumption was always set as the prior knowledge to eliminate the prediction problem and ensure the predictions integrity. That is to simplify the probabilistic modeling under dynamic interactive systems. Now, it is safe to conclude that the normality assumption (Null hypothesis \( h_0 \)) is partially applicable to the predictor systems application. It is proper to assume distribution-free prediction patterns on pedestrian trajectory to perceive the predictors performance. Considering that STR-GGRNN and STR-GGRNN-V models includes an unsupervised adjacency estimation using NMF and it follows the Null hypothesis, the STR-GGRNN model yields a prediction behavior that is non-Gaussian. This means the model-free techniques can be modeled using a probability distribution that is not necessarily Gaussian over the human trajectory all the time. So to have a general perspective, the trajectory prediction model can be formulated without a specific distribution assumption and generate useful predictions.

**Conclusion**

In this work, we presented STR-GGRNN, a framework for adaptive social relational inference, through online nonnegative matrix factorization as a data-driven graph-completion task. Our model mixes local contextual modeling with the global social modeling of crowd interactions without relying on a predefined proxemics threshold. NMF is an NP-hard problem, so theoretically, it is proven to reach a sub-optimal solution of the best neighboring recommendation. Currently, the approach selects best adjacency with log-polynomial time-complexity. Integrating social inference given rich enhanced interactions and neighborhoods representation, constitutes for prediction accuracy outcomes and withdraws the exhaustive search of optimal neighborhood problem. Experimental results showed significant improvement in future trajectories prediction. It reduced errors down to 10cm on average. Although the adjacency matrix assumes a fixed scene size, the model is proxemics-free and the adjacency size is fitting for a moderately-crowded environment. As future work, we plan to model adjacency directly on the graph without mapping to fixed-size matrices. We also plan to extend the testing to heterogeneous crowd graph given the learned knowledge from homogeneous crowds, wherein the adaptive online learning has higher potential.
Errors are reported in \textit{meters.}

Fig. 7: ADE curves under GGRNN and GGRNN-V models shows the step-wise function pattern over ETH-UCY dataset. The step-wise pattern implies that Gaussian-based assumption may not be the best and generic distribution to fit the predictive model patterns. Therefore, distribution-free hypothesis is a more proper assumption for trajectory predictions generated by our models.
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Fig. 8: ADE curves reflect the step-wise and stable patterns over SDD. These suggest that the proposed predictor model behavior cannot be fit under Gaussian distribution and is best described as a model-free method. Distribution-Free assumption for such a predictor system is a more generic hypothesis to describe the model performance.
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