A particularly promising approach to quantum computing relies on quantum annealing [1–4]. In this paradigm, which has been dubbed adiabatic quantum computing [5], a quantum system is initially prepared in the ground state of a well-controlled Hamiltonian $H_i$. Then, the “computer” is allowed to evolve adiabatically—infinitely slowly—toward the ground state of the final Hamiltonian $H_f$, which encodes the desired solution to the computation. Like all quantum information processing systems, adiabatic quantum devices are subject to the inevitable noise from the environment [6] and require quantum error correction [7]. However, in adiabatic quantum computing the situation is even more involved than in, e.g., the gate-based approach, since computational errors come in two different flavors [8]: (i) the “usual” errors that are due to the interaction with the environment [9] and control noise [10], and (ii) errors that originate in parasitic excitations of the finite-time driving of any realistic system. While powerful algorithms exist to mitigate the former [11,12], the latter are significantly harder to control.

At least from a bird’s-eye view, so-called shortcuts to adiabaticity [13] seem exceptionally well-suited to address this issue [14–16]. A shortcut to adiabaticity is a finite-time, controlled process to obtain the final state that would result from infinitely slow, adiabatic driving. In particular, counterdiabatic driving [17,18] is designed to keep the time-evolving quantum state on the adiabatic manifold at all times. However, with the exception of a few special scenarios [19,20], the necessary control fields to facilitate the shortcut tend to be highly nonlocal, and thus of only limited practical use in many-body systems [21–25]. In addition, current formulations of shortcuts to adiabaticity are inadequate as a control technique for mitigating computational errors. Often, implementing any shortcut in lattice systems at least requires knowledge of the initial and final eigenspectrum, meaning that in order to correct for computational errors, the correct outcome has to be known [25], although recently there have been some efforts to mitigate this requirement through Floquet engineering [26].

Therefore, alternative strategies and phenomenological approaches, such as linear response theory [27,28], appear instrumental [29]. Within the realm of phenomenology, the Kibble-Zurek mechanism (KZM) [30,31] is arguably the most prominent approach to nonequilibrium quantum dynamics [32–42]. The quantum KZM can be understood as an extension of the quantum adiabatic theorem [43]. As long as the rate of driving is smaller than the energy gap between the ground state and the first excited state, barely any transitions occur and the dynamics remains essentially adiabatic. However, close to the critical point of a quantum phase transition (QPT), energy gaps close and excitations become inevitable. The “amount” of these excitations can then be predicted entirely from the rate at which the system is driven and from the critical exponents of the QPT [30,37]. A rather subtle issue relates to determining precisely when a quantum system transitions between the adiabatic and the impulse regimes [33,44]. As a rule of thumb, this transition is expected to occur when the “relaxation time,” i.e., one over the energy gap, becomes identical to one over the driving rate [30]. However, the natural question arises whether this expectation can be made more precise.

Recently, it was shown that signatures of the KZM may be present in the quantum speed limit (QSL) [45] when implementing a shortcut to adiabaticity [46]. Thus, while counterdiabatic driving may not be adequate to mitigate all sources of computational errors, the control fields still contain
essential information to develop phenomenological quantum error-correcting paradigms. Indeed, given that counterdiabatic driving perfectly cancels the excitations that would otherwise occur in the system due to arbitrary ramps, we ask the following question: Can we exploit what is learned from quantum control to quantitatively study the nonequilibrium dynamics we are suppressing? In the following, we answer in the affirmative, showing that quantum control provides a useful window through which nonequilibrium dynamics can be explored. We focus on three systems for which the control fields are analytically known, namely the transverse field Ising model (TFIM) [21,22,32,36,47,48], the Landau-Zener (LZ) model [18], and the Lipkin-Meshkov-Glick (LMG) model [23,49,50], and we examine the dynamics approaching and crossing the QPT.

Our results provide a means to quantify the range over which strategies to mitigate fundamentally noncorrectable errors are required, i.e., the length of the impulse regime. To which strategies to mitigate fundamentally noncorrectable errors are required, i.e., the length of the impulse regime. To whom strategies to mitigate fundamentally noncorrectable errors are required, i.e., the length of the impulse regime. To whom strategies to mitigate fundamentally noncorrectable errors are required, i.e., the length of the impulse regime. To whom strategies to mitigate fundamentally noncorrectable errors are required, i.e., the length of the impulse regime. To whom strategies to mitigate fundamentally noncorrectable errors are required, i.e., the length of the impulse regime.

Hamiltonian

Implementing a controlled dynamics invariably incurs a thermodynamic toll for suppressing the nonequilibrium excitations, and there are several approaches to quantify this energetic cost [14,51–59]. A particularly useful measure proposed by Zheng et al. [60] relates the instantaneous cost to the norm of the counterdiabatic driving field [60,61],

\[
\|H_{CD}(t)\| \propto \sqrt{\langle \delta_h n_t | \delta_h n_t \rangle} = |\delta C|.
\] (2)

Note that the proportionality constant is dictated by the specific choice of norm employed. For simplicity, we neglect this factor and work directly with what is essentially the geometric tensor.

Central to our analysis will be assessing the speed of the evolution. Within the framework of geometric quantum speed limits, a meaningful speed can be defined for any distance measure or metric [62]. For our purposes, we shall focus on the norm-based approach [62,63], for which the QSL for the controlled dynamics is given by [46]

\[
v_{QSL}(t) = \frac{\sqrt{\varepsilon^2(t) + (\delta_t C)^2}}{\cos(L_t) \sin(L_t)}.
\] (3)

Here, \(L_t = \arccos\langle \psi_0 | \psi_t \rangle\) denotes the Bures angle between initial and evolved state at time \(t\) and \(\delta_t C\) as given in Eq. (2). Equation (3) captures the tradeoff between the “bare” energetic change in the system and the additional resources necessary to achieve the controlled dynamics [46].

At this point, it is natural to question whether our choice of the version of QSL is crucial for the analysis. Over the past decade, a plethora of formulations has been proposed [45], where QSLs based on the quantum Fisher information [64,65] give the tightest bound on the actual rate of change. However, such formulations are less useful for studying counterdiabatic driving as the speed along the geodesic of the quantum manifold [66] is agnostic to the specifics of the nonequilibrium dynamics. In the following, we will focus on the nonequilibrium excitations arising from driving systems through QPTs, and thus for our purposes only formulations of the QSL, such as in Eq. (3), that are sensitive to the full energy spectrum will do.

Quantum as well as classical phase transitions are characterized by the fact that close to the critical point both the correlation length, \(\xi\), as well as the correlation time, \(\tau\), diverge. Renormalization-group theory predicts [47,67,68]

\[
\xi(g) = \xi_0 |g - g_c|^{-\nu} \quad \text{and} \quad \tau(g) = \tau_0 |g - g_c|^{-\nu_c},
\] (4)

where \(g\) is a dimensionless parameter measuring the distance from the critical point \(g_c\), \(\nu\) is the spatial exponent, and \(\nu_c\) is the dynamical critical exponent. Typically, in thermodynamic phase transitions \(g\) denotes the relative temperature [69], whereas in QPTs \(g\) is a relative external field [30,36]. As noted above, for slow-enough driving and far from the critical point, \(\tau \ll t\), the dynamics of the system is essentially adiabatic. This means, in particular, that all nonequilibrium excitations and defects equilibrate much faster than they are created. Close to the critical point, \(\tau \approx t\), the situation changes dramatically, since the response “freezes out,” and defects and excitations cannot “heal” any longer. If the external driving is linear, \(g(t) = t/\tau_q\), and in the conventional phrasing of the KZM [30,70], the transition from adiabatic to impulse regime is expected to happen when the rate of driving becomes equal to the rate of relaxation, or more formally at

\[
\tilde{\epsilon}(\hat{t}) = \hat{t} \quad \text{with} \quad \tilde{\epsilon} = (\tau_0 - \nu_c)/\nu_c.
\] (5)

However, this rather hand-waving argument for where to situate the crossover cannot be considered entirely satisfactory. In particular, in unitary quantum dynamics, in which no direct “relaxation” can occur, a more rigorous treatment appears desirable.

We therefore propose that the size of the impulse regime is determined by the turning point of Eq. (3), and we identify \(\hat{t}\) from the time when the speed is minimized, \(\tau_m\), cf. Fig. 1(a). In critical systems with time dependent order parameter, \(g(t)\), and where Eq. (1) is known, we find \(\delta_t C \sim |\hat{t}/\hat{\epsilon}|\) with \(\hat{\epsilon} \sim |g - g_c|^{\nu_c}\) and \(g_c\) is the critical point [71]. In the case of a linear ramp, \(g(t) = t/\tau_q\) we immediately obtain

\[
v_{\text{QSL}_{\text{max}}} \sim \tau_q^{-\nu_c/(\nu + 1)} \quad \text{and} \quad \tau_m \sim \tau_q^{\nu_c/(\nu + 1)}
\] (6)
which is precisely the scaling expected from the KZM. In the following we demonstrate this universal result, Eq. (6), for two many body systems at the opposite sides of the interaction spectrum – the transverse field Ising model and the LMG-model.

One-dimensional transverse-field Ising model. We begin with the spin-1/2 nearest-neighbor Ising model in a transverse field [47,48],

$$H_{TFIM}(g) = -\omega \sum_{j=1}^{N} (g \sigma_j^x + \sigma_j^y \sigma_{j+1}^z),$$

(7)

with $N$ even and, for convenience, we assume periodic boundary conditions, $\sigma_{N+1}^x = \sigma_1^x$, where $\sigma_j^x, \sigma_j^y, \sigma_j^z$ are the Pauli matrices. Upon the standard Jordan-Wigner and Fourier transformations, Eq. (7) decouples into a collection of independent Landau-Zener problems in momentum space [32,47,48],

$$H_{TFIM}(g) = \bigoplus_{\nu=0}^{1} \Psi_{\nu} H_{k}(g) \Psi_{\nu},$$

where $\Psi_{\nu} = (c^\dagger_{\nu}, c_{-\nu})$ the mode of Fourier-transformed fermionic operators and $H_{k}(g)$ is $h_k^1(g) \sigma_k^z + h_k^2 \sigma_k^x$, where $\sigma_k^x, \sigma_k^y, \sigma_k^z$ are the Pauli matrices for momentum $k$, which takes discrete values $k_{n} = (2n - 1) \pi / \sqrt{N}$ with $n=1,\ldots,N/2$, and $b$ is the distance between neighboring spins. From the transformation, one finds the coefficients $h_k^1(g) = 2\omega (g - \cos(kb))$, $h_k^2 = 2\omega \sin(kb)$, and the ground-state energy for the $k$-momentum subspace reads (see [71] for details)

$$\varepsilon_k(g) = -2\omega \sqrt{g^2 + 1 - 2g \cos(kb)} - 2\omega g.$$  

(8)

There is a QPT at $g_c = 1$ [47], and for ramps that approach or cross the critical point in a finite time, $\tau_q$, we recover precisely the universal scaling laws from the predictions of the KZM [30,32,36]. Since the solution involves rewriting Eq. (7) into independent Landau-Zener models in momentum space, determining the associated counterdiabatic Hamiltonian, Eq. (1), becomes greatly simplified as it reduces to the concatenation of two-level controls [18,21,22,46]. We introduce the counterdiabatic driving, which for the $k$-subspace is $H_{k,CD}(g(t)) = \Theta_k[g(t)] \sigma_k^x$, with $\Theta_k(g) = h_k^1(g) h_k^2 [2(h_k^1(g) + h_k^2(g))]^{-1}$. We can readily determine Eq. (2) for a given subspace, $\Theta,C = 2[\Theta_k[g(t)]]$, and the Bures angle between ground states at $g_0$ and $g(t)$. $L_0 = \arccos(|\langle \psi_{gs}(g_0)|\psi_{gs}(g)\rangle| = \arccos[\prod_{k=0}^{N} \cos (\theta_k(g) - \theta_k(g_0))])$, with $\theta_k(g) = \arctan((h_k^1(g) - [h_k^1(g) + h_k^2(g)]^{1/2}))/h_k^2(g)$ [71].

We now have all the ingredients necessary to evaluate the QSL, Eq. (3), and to begin we consider a linear ramp, $g(t) = g \tau_q / \tau_c$. For low $k$ subspaces where $\varepsilon_k(g) \to 0$ for $g \to g_c$ and are therefore critical, the solid lines in Fig. 1(a) show that the speed exhibits a behavior reminiscent of the adiabatic-impulse approximation. Indeed, notice that all lines fall on top of each other far from the critical point. Thus, the quantum speed is independent of the ramp duration, indicating the model is in the adiabatic regime.

As the system approaches the critical point, and therefore crosses over into the impulse regime, we see quantitative differences emerge as we vary the ramp duration. Smaller $\tau_q$ leads to increased speeds in the vicinity of the QPT, while larger $\tau_q$ reduces the effective size of the critical region. This picture is consistent with the tradeoff between the speed and the energetic cost of implementing quantum control [14,46,72-74] and demonstrates that, near the critical point, control protocols are essential for achieving finite-time adiabatic dynamics, while if the system is manipulated outside the impulse regime, where energy gaps are typically much larger, there is no need for complex control techniques.

With the qualitative picture established, we now inspect the scaling properties of the instant of the time, $t_m$, at which $v_{QSL}$ features a minimum. The intuition is clear: When no counterdiabatic control is necessary, the speed will be entirely dependent on the behavior of the ground-state energy; cf. Eq. (3). To adiabatically cross the QPT without any additional control, the speed must vanish at the critical point due to the closing energy gap. For finite-time ramps, as the system approaches the QPT defects will become increasingly more likely to be generated, and therefore the need for counterdiabatic control grows. For such a process, the transition from “effectively adiabatic” to “requires control” is reflected in the nonzero cost, which in turn leads to increased speeds near the QPT [46]. Therefore, the crossover from the adiabatic to impulse regimes is delineated by the minimum of $v_{QSL}$, which takes place at a time instant $t_m$. We find that the duration of the impulse regime scales as $|t_c - t_m| \sim \tau_c^{-1}$ with $t_c$ such that $g(t_c) \equiv g_c$, which is in perfect agreement with the expected scaling $\tau \sim \tau_c^{1/(1+c)} = \tau_q^{1/2}$ given in Eq. (5) since $\tau = 1$ for the TFIM [30,32]. This is shown in Fig. 1(b), where fitting the points to a power law $\tau_q^{\beta}$ yields $\beta = 0.51(1)$. Nonlinear protocols modify the KZM scaling in a nontrivial fashion. Nevertheless, we have confirmed that for $g(t) = 1 - (t - t_c)^\gamma$, and $\gamma \in (0,1)$, the speed of the controlled dynamics still exhibits excellent agreement with $\tau \sim \tau_c^{1\gamma/(1+c\gamma)}$, as one expects from KZM arguments [71].

If we turn our attention to higher momentum subspaces, we find that the critical scaling is lost. In Fig. 1(a) the dashed lines correspond to a high momentum subspace with $k = 199.7\pi / Nb$. Such high momentum subspaces do not show any trace of the QPT, and we find a trivial scaling with ramp duration $\propto \tau_q$ [71]. This is indeed expected since these subspaces are not critical, and hence KZM arguments do not
apply. The energy gap remains large throughout the evolution, and as a result these subspaces do not contribute to the finite-time excitations in the bare nonequilibrium dynamics, making unnecessary the application of counterdiabatic control. This naturally emerges in our formalism: the trivial scaling in $v_{\text{QSL}}$, in Eq. (3) accounts for the absence of criticality, i.e., for the absence of competing energy scales between the resources to achieve controlled dynamics and the energetic change in the considered subspace.

Finally, it is worth noting that KZM scaling was shown to be exhibited in the Landau-Zener problem in a seminal work by Damski [33], and therefore one may ask if we recover the same behavior in our setting. Due to its simplicity, we can fully analytically treat the Landau-Zener problem, and we find $t_m \sim \tau_0^{3/2}$ instead of the distinctive $\tau_0^{1/2}$ scaling for the TFIM [71]. In contrast to Ref. [33], no heuristic arguments are invoked here to determine the crossover between adiabatic and impulse regimes. Moreover, such a $\tau_0^{3/2}$ scaling is further supported from a numerical estimation of the crossover [71]. Since both the TFIM and the LZ exhibit the same KZM critical exponents, one naturally asks where the apparent discrepancy emerges. We find that the energy shift introduced when diagonalizing Eq. (7), i.e., the final term in Eq. (8), is crucial to recovering the predicted KZM scaling exponent in the true many-body case.

Lipkin-Meshkov-Glick model. As a final example, we move to a more complex many-body system. Originally introduced in the context of nuclear physics [49], the LMG model has become the paradigmatic system to study extreme long-range interactions and their role in critical phenomena, both theoretically [75–81] and experimentally [82–84]. The Hamiltonian can be written as

$$H_{\text{LMG}}(g) = -\omega J_z - \frac{g^2 \omega}{N} J^\dagger_1 J^1_1,$$

where $\omega$ sets the energy scale, while $g$ accounts for the relative strength of the ferromagnetic spin coupling, and $J_a = \sum_{\alpha} \sigma^\alpha_\alpha / 2$ for $\alpha \in \{x, y, z\}$. In the thermodynamic limit, $N \to \infty$, the LMG can be diagonalized via a Holstein-Primakoff transformation [71], which reveals a QPT at $g_c = 1$ [75–78],

$$H_{\text{LMG,eff}}(g) = \omega^2 a - \frac{g^2 \omega}{4} (a^2 + a^\dagger^2),$$

where $[a, a^\dagger] = 1$ denote the bosonic excitations. The previous effective model is valid for $0 \leq g \leq 1$. Through an additional Bogoliubov transformation, Eq. (10) can be recast as a harmonic oscillator and therefore the corresponding counterdiabatic Hamiltonian is exactly known [23,85]. Note that $H_{\text{LMG,eff}}(g)$ also corresponds to a low-energy effective description of other critical models [86–90].

We consider again a linear ramp through the QPT according to $g(t) = t / \tau_g$ for $t \in [0, \tau_g]$. The speed of the controlled evolution, as defined in Eq. (3), is given by [46,71]

$$v_{\text{QSL}} = \sqrt{\frac{\omega_0^2 / 4 + (\omega_t / \sqrt{\omega_0})^2}{\cos L_t \sin L_t}}$$

with

$$L_t = \arccos \left( \sqrt{2 \omega_0 / (\omega + \omega_t)} \right)$$

and

$$\omega_t = \omega \sqrt{1 - g^2(t)}.$$

In Fig. 2(a) we show the speed for different quench rates $\tau_g$. Similar to the TFIM, the rapid increase of $v_{\text{QSL}}$ close to the QPT at $g = 1$ suggests the presence of the two distinctive dynamical regimes predicted by the KZM. Computing the time, $\tau_g$, at which the speed features a minimum [cf. the solid points in Fig. 2(a)], we can analyze its scaling with the total quench time, $\tau_q$. From KZM arguments and for a linear ramp, one expects the uncontrolled dynamics, i.e., without counterdiabatic driving, to feature an impulse regime during a time $t \sim \tau_q^{3/(1+\nu)} = \tau_q^{1/3}$ as $\nu = 1/2$ for the LMG universality class [76,77,87,89]. In Fig. 2(b) we confirm that the speed of the controlled dynamics exhibits the scaling $|\tau_q - \tau_m| \sim \tau_q^{1/3}$, which accounts for the duration of the impulse regime, precisely inline with the theoretical predictions. Indeed, a numerical fit to a power law $\tau_q^\beta$ in the interval $10^3 \leq \tau_q \leq 10^5$ leads to $\beta = 0.34(1)$.

Concluding remarks. Quantum error mitigation strategies are typically accompanied by a large computational or energetic overhead. The KZM provides a phenomenological framework to determine during which periods nonadiabatic excitations arise. Thus, in practice error mitigation needs only to be applied during these periods. In the present work, we have shown that this phenomenological prediction is encoded in the geometric QSL for counterdiabatic driving. Our findings crucially depend on the competition of the time-averaged energy of the bare Hamiltonian and the cost for counterdiabatic control. It is precisely this tradeoff that contains the signatures of the nonequilibrium behavior. Thus, it is not far-fetched to realize that the paradigm of counterdiabatic driving may yet prove useful for adiabatic quantum computing. While complete control along the entire dynamics is generally unfeasible, the KZM demonstrates that only when the system is
in the impulse regime are control fields needed. This period, which is the origin of all fundamentally noncorrectable errors, is indicated by the critical behavior of the QSL.
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