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Abstract

We study very simple sorting algorithms based on a probabilistic comparator model. In our model, errors in comparing two elements are due to (1) the energy or effort put in the comparison and (2) the difference between the compared elements. Such algorithms keep comparing pairs of randomly chosen elements, and they correspond to Markovian processes. The study of these Markov chains reveals an interesting phenomenon. Namely, in several cases, the algorithm which repeatedly compares only adjacent elements is better than the one making arbitrary comparisons: on the long-run, the former algorithm produces sequences that are “better sorted”. The analysis of the underlying Markov chain poses new interesting questions as the latter algorithm yields a non-reversible chain and therefore its stationary distribution seems difficult to calculate explicitly.
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1 Introduction

Suppose one has to sort a number of elements by making pairwise comparisons, but sometimes the result of a comparison is uncorrect. Sometimes the errors are unavoidable, and sometimes they are deliberately introduced in order to save other important resources. For example, with probabilistic CMOS it is possible to trade energy for errors, that is, one can reduce the energy spent for a single operation but this will increase the probability of incorrect response (see the survey of Palem and Lingamneni [17]). Errors also occur in measurements that require high precision (where a small noise can affect the result), or judgment made by individuals (who naturally tend to make small mistakes). One can envision the following situation:

1. It is “easier” to compare two elements if they differ “a lot”, while errors are more likely when they are “very close”.
2. If we are able or willing to spend more energy (effort) on a single comparison, then we can increase the probability of getting the correct result.

Given this scenario, one would like to design a strategy (algorithm) which sorts the elements nearly correctly. The following is thus a natural question:

Which strategies (algorithms) perform better?

This question has been already addressed under various models of errors (see e.g. [1, 6, 12]). The purpose of this work is to study this question under a new model which captures the two features above (Items 1 and 2).

1.1 Our contribution

In this work we propose to look at extremely simple sorting algorithms on what we call a probabilistic comparator model. These algorithms can be studied through the lens of Markov chains whose analysis reveals interesting properties regarding their behavior.
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Probabilistic comparator model

We introduce a simple model in which the probability that a comparison between two elements (numbers) is correct depends on two factors: (1) how different the two elements are and (2) the “effort” or “energy” spent to make the comparison. Intuitively speaking, the more energy the more accurate is the comparison, meaning that even very similar elements (small difference) can be distinguished. More precisely, for an energy parameter $\lambda \geq 1$, a comparison between two numbers $a$ and $b$ is correct with probability

$$p_{ab} := \frac{\lambda^{b-a}}{\lambda^{a-b} + \lambda^{b-a}},$$

where $b$ is the biggest between $a$ and $b$. One should think about a single comparison as a measurement of two quantities, which sometimes can be erroneous especially when the difference is small. All comparisons (including those involving the same two numbers) are independent and performed with the same parameter $\lambda$. That is, we consider independent errors in which the error probabilities are described by the formula above.

★ Remark. Our model is inspired by the classical models in statistical physics [16] and in game theory [4] where $\lambda = e^{1/\text{noise}}$. In the latter applications, $1/\text{noise}$ corresponds to the “rationality level” of players, i.e., their ability to distinguish between strategies with similar payoffs. In statistical physics, the noise parameter is the “temperature” of the system, and high temperature corresponds to highly disordered configurations. To some extent, this model can be seen as an abstraction of the probabilistic CMOS technology which allows to trade energy for correctness [17]. As our model attempts to abstract from hardware-specific construction details, it necessarily introduces certain simplifying assumptions. Arguably, the major of these assumptions is that the probability of errors depends uniquely on the difference between the two numbers to be compared, and not on their actual values. On the other hand, the parameter $\lambda$ captures the property that, by increasing the energy per single operation, the probability of correct comparisons increases in some way (depending on the hardware).

Sort by random comparisons

When sorting several elements, one performs several comparisons for a certain number of steps and then returns the resulting sequence. Consider the following two simple algorithms:

- **Any pairs swaps.** Compare two randomly chosen elements of the sequence.
- **Adjacent swaps.** Compare a randomly chosen element with the next one in the sequence.

Surprisingly enough, Figure 1 shows that the algorithm with only adjacent swaps gives better results after a certain number of comparisons are made (intuitively, the $y$-axis measures the “disorder” in the current sequence in each algorithm). Note that the initial input sequence is irrelevant as long as we consider sufficiently many steps of such algorithms, a property that can be formally captured by viewing these algorithms as Markov chains.

Algorithms and Markov chains

The two algorithms above (and others) can be viewed as Markov chains whose stationary distribution describes the output if we let them run long enough. We believe that these processes are interesting by themselves (for instance, they can be seen as variants of other well-studied processes – see Section 1.2), and they pose new questions on how to analyze them. Specifically, the adjacent swaps algorithm corresponds to a reversible Markov chain.
Figure 1 Comparison of two simple algorithms for sorting: on the long run the algorithm doing only adjacent comparisons gives a better result compared to the one doing all comparisons. The input sequence is \( \{50, 49, \ldots, 1\} \) while the sorted sequence is \( \{1, 2, \ldots, 50\} \). In this experiment we set \( \lambda = e^{1/5} \), though the same behavior occurs for essentially any fixed \( \lambda \) (see Section 5 for the experiments).

\[ M_{\text{adj}} \] and its stationary distribution has a simple closed formula of the form

\[ \pi(s) \propto \lambda^{-2w(s)} \]  

(1)

where \( w() \) is what we call a total weighted inversion of sequence \( s \),

\[ w(s) := \sum_{i<j: s_i > s_j} s_i - s_j \]

a measure of its “distance” from the correctly sorted sequence. Intuitively, inversions involving very different elements count more than inversions of almost identical elements.

In contrast, the algorithm with arbitrary (random) pair comparisons corresponds to a non-reversible chain \( M_{\text{any}} \), and therefore the analysis of its stationary distribution is considerably more complicated. We also provide a variant of \( M_{\text{any}} \) in which comparisons of non-adjacent pairs are done multiple times: For example, if numbers \( a \) and \( b \) are two positions away in the current sequence (say \( a = s_i \) and \( b = s_{i+2} \)) then we perform two comparisons and accept to swap them only if both of them tell to do so. This third chain \( M_{\text{any}}^* \) has the same stationary distribution of \( M_{\text{adj}} \). Therefore, one can see this “careful swapping” rule as a way to fix the algorithm doing naively arbitrary swaps. The analysis of this chain \( M_{\text{any}}^* \) is based on the Kolmogorov reversibility criterion.

Figure 1, and all experiments we made on various input sequences, suggest that \( M_{\text{adj}} \) yields better sorted sequences than \( M_{\text{any}} \), though the latter chain converges faster to its stationary distribution. We study both the mixing time and the properties of the stationary distribution, like the probability of returning the sorted sequence.

In Section 3, we consider the case of binary sequences, where each element in the sequence is either \( a \) or \( b \). We show that the mixing time of \( M_{\text{adj}} \) is \( O(n^2) \), while for \( M_{\text{any}} \) it is \( O(n \log n) \), or even linear if the number of occurrences of \( b \) is constant, for every \( \lambda > 1 \).

In Section 4 we study the probability that the chains return the sorted sequence at stationary distribution. We show that \( M_{\text{adj}} \) is better than \( M_{\text{any}} \) when sorting three arbitrary elements. This result is based on the Markov chain tree theorem and it is the most involved in this section. Similar results hold also for sorting arbitrary long sequences with a single outlier, that is, binary sequences with a single element \( b > a \) and
many a’s. Here the analysis shows a quantitative difference between the two chains (cf. Theorem 14). Note that, all these results apply also to $\mathcal{M}_{n,n}$ in place of as $\mathcal{M}_{n,n}$, since they have the same stationary distribution.

1.2 Related work

Stochastic models of the form (1) are very common in statistics and, in particular, Mallows [15] was among the firsts to consider such models in the context of permutations: There the weight function $w()$ is a suitable distance function which comes from probabilities $p_{ab}$ of ranking a before b. In that sense, our model is a special case of Mallows’ model, though the procedure of [15] is different: One makes all pairwise comparisons at once until a consistent result is obtained. Our probabilistic comparator is also a special case of Bradley and Terry [5] where the probability $p_{ab}$ of ranking a before b is of the form $w_a w_a + w_b$.

Several restrictions on $p_{ab}$ have been studied for the natural Markov chain which makes only adjacent comparisons. The classical card shuffling problem corresponds to the unbiased version of this chain in which all probabilities $p_{ab}$ equal 1/2, for which Wilson [18] proved that this chain is rapidly mixing and gave a very tight bound. A similar problem is the uniform sampling of partial order extensions, which corresponds to probabilities $p_{ab}$ being 1/2 or 1 and $p_{ba} = 1 - p_{ab}$. For the latter, Bubley and Dyer [7] showed that this chain is also rapidly mixing. Benjamini et al. [2] proved rapidly mixing for the constant biased case, that is, when every comparison is correct with some fixed probability $p > 1/2$, independently of the compared elements: $p_{ab} = p > 1/2$ for all $a < b$. The mixing time of biased comparisons has been studied by Bhakta et al. [3] under two comparison models called “choose your weapon” and “league hierarchies”: In the first model $p_{ab}$ depends only on the largest between $a$ and $b$, while in the second model all numbers are the leaves of some tree and $p_{ab}$ depends only on the least common ancestor of $a$ and $b$. Note that our model does not fall in either class even for the case of only three distinct elements.

Diaconis and Ram [8] studied a different type of chains called systematic scan algorithms: for the unbiased case, they proved that $n$ of such scan operations are sufficient to reach the stationary distribution.

1.3 Preliminary definitions on Markov chains

In this section we introduce some of the definitions on Markov chains used throughout this work (for more details see Levin et al. [14]). A Markov chain over a finite state space $S$ is specified by a transition matrix $P$, where $P(s, s')$ is the probability of moving from state $s$ to state $s'$ in one step. The $t^{th}$ power of the transition matrix gives the probability of moving from one state to another state in $t$ steps. All chains studied in this work are ergodic meaning that they have a unique stationary distribution $\pi$: for any two states $s$ and $s'$, $\lim_{t \to \infty} P^t(s, s') = \pi(s')$.

We will use the definition of a reversible Markov chain, also called detailed balanced condition: If the transition matrix $P$ admits a vector $\pi$ such that $\pi(s)P(s, s') = \pi(s')P(s', s)$ for all $s$ and $s'$, then $\pi$ is the stationary distribution of the chain with transitions $P$.

An equivalent characterization of reversible chains is given by looking at cycles over the states. For any subset $\Gamma \subseteq S \times S$ of transitions (pairs of states of the chain), define the associated probability as the product of all these transitions in the chain,

$$P(\Gamma) := \prod_{(x,y) \in \Gamma} P(x, y). \quad (2)$$
Let $\Gamma^{-1}$ denote the reversed edges in $\Gamma$, that is, $\Gamma^{-1} := \{(y, x) | (x, y) \in \Gamma \}$. The Kolmogorov reversibility criterion \cite{12} says that a chain is reversible if and only if for any cycle $C$,

$$P(C) = P(C^{-1}). \quad (3)$$

For the sake of clarity, we sometimes denote cycles as $C = s_1 \rightarrow s_2 \rightarrow \cdots \rightarrow s_\ell \rightarrow s_1$ and the corresponding reversal by $C^{-1} = s_1 \leftarrow s_2 \leftarrow \cdots \leftarrow s_\ell \leftarrow s_1$.

The stationary distribution of any (even non-reversible) Markov chain can be computed by looking at the probabilities of all directed trees rooted at some state. More formally, let $T(s)$ be the set of all directed trees rooted at state $s$, that is, from every other state there is a path towards $s$ in the tree. The Markov chain tree theorem \cite{10}, Chapter 6, Lemma 3.1) says that, for any ergodic Markov chain with transition matrix $P$, its stationary distribution $\pi$ is given by:

$$\pi(s) = \frac{W(s)}{\sum T(s) P(T)} , \quad \text{where} \quad W(s) := \sum_{T \in T(s)} P(T). \quad (4)$$

### 1.4 Measure of Disorder

In this section we introduce a formal definition for the total weighted inversion, which can be seen as a measure of disorder. As we shall prove in the next section, this arises naturally from the algorithm performing adjacent swaps.

▶ **Definition 1.** The total weighted inversion of a sequence $s$ is defined as

$$w(s) := \sum_{i<j: s_i > s_j} s_i - s_j .$$

▶ **Example 2.** Consider the sequence $s = (5, 2, 3)$ and the sorted sequence $(2, 3, 5)$. Then the total weighted inversion of $s$ is equal to $w(s) = (5 - 2) + (5 - 3) = 5$.

The displacements of the single elements allow an equivalent way to describe the total weighted inversion (this equivalent definition turns out to be useful in the next section).

▶ **Lemma 3.** For a sequence $s$ let $s^{\text{sort}}$ be the sequence sorted in non-decreasing order. Then, $w(s) = \sum_i (s_i^{\text{sort}} - s_i)$.

**Proof.** In the sum $\sum_{i<j: s_i > s_j} s_i - s_j$, every element $s_i$ is added $r_i$ and subtracted $l_i$ times, where $r_i$ is the number of smaller elements on its right hand side and $l_i$ the number of larger elements on its left. The difference $d_i = r_i - l_i$ corresponds to the displacement of $s_i$ to the right compared to the sorted sequence, i.e., $s_i^{\text{sort}} = s_i$. Since $d_i \cdot s_i$ is exactly the contribution of $s_i$ to $w(s)$, the claim follows immediately. ◄

## 2 Sorting algorithms as Markov chains

In this section we define the algorithms and the resulting Markov chains. The first chain performs only adjacent comparisons.

▶ **Definition 4.** The chain $M_{\text{adj}}$ is defined as follows:

1. Pick an index $i$ in $\{1, \ldots, n-1\}$ uniformly at random;
2. Swap $s_i = a$ and $s_{i+1} = b$ with probability $\frac{\lambda^a - b}{\lambda^a + \lambda^b - 2}$. 


We shall prove below that the stationary distribution of this chain assigns higher probabilities to the sequences that are “nearly sorted”.

**Theorem 5.** The chain $M_{\text{adj}}$ is reversible with stationary distribution $\pi(s) \propto \lambda^{-2w(s)}$, where $w(s)$ is the total weighted inversion.

**Proof.** We prove that the chain is reversible. Let $s$ and $s'$ be two sequences that differ in $i$’s swap (otherwise $P(s, s') = 0 = P(s', s)$ and reversibility is trivial). Observe that by definition

$$
P(s, s') = \lambda^{2(s_i - s_{i+1})} = \lambda^{2(a-b)} \quad \text{and} \quad \pi(s') = \lambda^{2w(s) - 2w(s')}.
$$

Since $s^{\text{sort}} = s'^{\text{sort}}$ and $s'$ is obtained by swapping $a = s_i$ and $b = s_{i+1}$,

$$
w(s) - w(s') = \left( s_i^{\text{sort}} - s_i \right) \left( s_i^{\text{sort}} - s'_i \right) + \left( s_{i+1}^{\text{sort}} - s_{i+1} \right) \left( s_{i+1}^{\text{sort}} - s'_{i+1} \right) = a - b
$$

and therefore the detailed balance condition is satisfied. ▶

We next consider chains which compare any two numbers in the sequence:

**Definition 6.** The chain $M_{\text{any}}$ is defined as follows:

1. Pick two indexes $i$ and $j$ in $\{1, \ldots, n\}$ uniformly at random, with $i < j$;
2. Swap $s_i = a$ and $s_j = b$ with probability $\frac{\lambda^{a-b}}{\lambda^{a-b} + \lambda^{-b-a}}$.

The chain $M_{\text{any}}^*$ is defined as above except that the probability of swapping is $\left( \frac{\lambda^{a-b}}{\lambda^{a-b} + \lambda^{-b-a}} \right)^{-i}$.

**Theorem 7.** Chain $M_{\text{any}}^*$ is reversible and has the same stationary distribution as $M_{\text{adj}}$, while chain $M_{\text{any}}$ is not reversible.

**Proof.** To prove that $M_{\text{any}}^*$ has the same stationary distribution as $M_{\text{adj}}$ we argue as follows. Consider any transition from $s$ to $s'$ which swaps two elements at distance $k \geq 1$.

There exists a path $\mathcal{P}$ in $M_{\text{adj}}$ that leads from $s$ to $s'$ and whose probability has the same form of the single transition in $M_{\text{any}}^*$:

$$
P(\mathcal{P}) = \prod_{(x,y) \in \mathcal{P}} P(x, y) = \frac{\lambda^{k(a-b)}}{D(\mathcal{P})}.
$$

The path is obtained by simulating the swap between $a$ and $b$ via adjacent swaps:

$$
\mathcal{P} := (\cdots a x_1 \cdots x_{k-1} b \cdots) \leftarrow (\cdots \cdots) \leftarrow (\cdots x_1 a \cdots x_{k-1} b \cdots) \leftarrow (\cdots \cdots) \leftarrow (\cdots x_1 x_2 \cdots b x_{k-1} a \cdots) \leftarrow (\cdots \cdots),
$$

which yields in the numerator the product

$$
\lambda^{(a-x_1)+\cdots+(a-x_{k-1})+(a-b)+(x_{k-1}-b)+\cdots+(x_1-b)} = \lambda^{k(a-b)}.
$$

Note also that the reverse path $\mathcal{P}^{-1}$ leading from $s'$ to $s$ has probability

$$
P(\mathcal{P}^{-1}) = \frac{\lambda^{k(\text{sort})}}{D(\mathcal{P})},
$$

where the denominator $D(\mathcal{P})$ is the same as above because all transitions in the chains are of the form $P(x, y) = N_{xy}/D_{xy}$ with $D_{xy} = D_{yx}$. Since $M_{\text{adj}}$ is reversible, we get the first of the following equalities:

$$
\frac{\pi(s')}{\pi(s)} = \frac{P(\mathcal{P})}{P(\mathcal{P}^{-1})} = \frac{\lambda^{k(a-b)}}{\lambda^{k(b-a)}} = \frac{P^*(s, s')}{P^*(s', s)},
$$

where $P^*$ is the stationary distribution of the reversed chain.
In this section we restrict to the case in which every element in the sequence is either for some $b > a$. That is, the sorted sequence is $(a, \ldots, a, b, \ldots, b)$, where $n_a$ denotes the number of $a$’s and $n_b$ denotes the number of $b$’s.

### 3.1 Mixing time

For binary inputs, we can uniquely express every sequence by a vector $v \in \{0, \ldots, n_a\}^{n_b}$, $v_1 \geq v_2 \geq \cdots \geq v_{n_b}$, where $v_i$ denotes the number of inversions of the $i$-th $b$ in the sequence (for example, babab corresponds to 211, while babab corresponds to 210). Such a vector is visualized as a monotonically decreasing ‘staircase’ in a $n_b \times n_a$ grid and $\mathcal{M}_{adj}$ corresponds to the biased Markov process in [11]. The bounds on the mixing time for this process translate immediately for our chain.

**Theorem 8 (by Theorem 2.1 in [11]).** For binary inputs, the mixing time of $\mathcal{M}_{adj}$ satisfies

$$t_{mix}(\epsilon) = O(n^2 \log(\epsilon^{-1})).$$

Observe also that the chain $\mathcal{M}_{adj}$ corresponds to the well-known asymmetric simple exclusion process (see [2] and [3]).

We next consider $\mathcal{M}_{any}$ and prove an upper bound. To bound the mixing time of $\mathcal{M}_{any}$ we use the method of path coupling [9]. A path coupling for a chain $\mathcal{M}$ can be specified by providing distributions

$$\mathbb{P}_{x,y}[X = x', Y = y']$$

satisfying, for all $x, y \in S$ such that $P(x, y) > 0$,

$$\mathbb{P}_{x,y}[X = x'] = P(x, x') \quad \text{for all } x' \in S,$$

$$\mathbb{P}_{x,y}[Y = y'] = P(y, y') \quad \text{for all } y' \in S.$$
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We use $\rho$ to denote the shortest-path distance in the Markov chain, i.e., $\rho(x,y)$ is the minimum number of transitions to go from $x$ to $y$.

**Lemma 9** (Theorem 2.1 in [9]). Suppose there exists $\beta < 1$ such that, for all $x, y$ with $P(x,y) > 0$, it holds that

$$\mathbb{E}_{x,y}[\rho(X,Y)] \leq \beta. \tag{8}$$

Then the mixing time $t_{\text{mix}}(\epsilon)$ of the Markov chain under consideration satisfies

$$t_{\text{mix}}(\epsilon) \leq \frac{\log(D\epsilon^{-1})}{1 - \beta}.$$ 

Path coupling for $\mathcal{M}_{\text{any}}$.

Consider two sequences $x$ and $y$ which differ by swapping elements in position $i^*$ and $j^*$. For every such pair $(x,y)$ we specify the probabilities in (5) to move to a pair $(x',y')$. We group the $\binom{n}{2}$ different swaps between elements in positions $i$ and $j$ as follows:

$$(i^*, j^*) \leftrightarrow (i^*, j^*) \quad (i^*, j) \leftrightarrow (j^*, j) \quad (i, j^*) \leftrightarrow (i, i^*) \quad (i, j) \leftrightarrow (i, j),$$

in the sense that if we consider the positions $i^*$ and $j$ in one sequence, we consider the positions $j^*$ and $j$ in the other sequence, and vice versa. Clearly, this defines a bijection on the swaps of the two sequences. Now let $x_{i,j}$ denote the sequence obtained from $x$ by swapping the two elements at positions $i$ and $j$. The path coupling is as follows:

for $i^*, j^*$

$$(x, y) \mapsto (y, y) \quad \text{with} \quad P(x,y),$$

$$(x, y) \mapsto (x, x) \quad \text{with} \quad P(x,y),$$

for $i^*, j$

$$(x, y) \mapsto (x_i^* x_j, y_{i^*} x_j) \quad \text{with} \quad \min\{P(x,x_{i^* x_j}),P(y,y_{i^*} x_j)\},$$

$$(x, y) \mapsto (x_i^* x_j, y) \quad \text{with} \quad \max\{0,P(x,x_{i^* x_j})-P(y,y_{i^*} x_j)\},$$

$$(x, y) \mapsto (x, y_{i^*} x_j) \quad \text{with} \quad \max\{0,P(y,y_{i^*} x_j)-P(x,x_{i^*} x_j)\},$$

for $i, j^*$

$$(x, y) \mapsto (x_{i x_j^*}, y_{i x_j^*}) \quad \text{with} \quad \min\{P(x,x_{i x_j^*}),P(y,y_{i x_j^*})\},$$

$$(x, y) \mapsto (x_{i x_j^*}, y) \quad \text{with} \quad \max\{0,P(x,x_{i x_j^*})-P(y,y_{i x_j^*})\},$$

$$(x, y) \mapsto (x, y_{x_j^*}) \quad \text{with} \quad \max\{0,P(y,y_{x_j^*})-P(x,x_{i x_j^*})\},$$

for $i, j$

$$(x, y) \mapsto (x_{i x_j}, y_{i x_j}) \quad \text{with} \quad P(x,x_{i x_j}) = P(y,y_{i x_j}).$$

Finally, with all remaining probability

$$(x, y) \mapsto (x, y).$$

One can easily check that this is indeed a path coupling, that is, (6)-(7) are satisfied. The difficulty is in proving the condition necessary to apply Lemma 9.

**Lemma 10.** The path coupling defined above satisfies condition (8) with

$$\beta \leq 1 - \frac{2(1 + p(n - 2))}{n(n - 1)} \leq 1 - \frac{2p}{n - 1}. \tag{9}$$

**Proof.** The second inequality follows from $p(n - 2) + 1 \geq pn$, since $p \leq \frac{1}{2}$. We next prove the first inequality. Let $x, y$ be two sequences that differ in swapping positions $i^*$ and $j^*$, thus $\rho(x,y) = 1$. Since $P(x,y) + P(y,x) = 1$, the new distance $\rho(x',y')$ after choosing
positions \(i^*\) and \(j^*\) is always zero. Furthermore, for every position \(k\), such that \(k \neq i^*\) and \(k \neq j^*\), either \(\rho(x_{i^*}, y_{j^*}, k) = 0\) or \(\rho(x_{j^*}, y_{i^*}, k) = 0\), and the probability of accepting such a transition is at least \(p\). Finally, it is easy to see that after every other transition \(\rho(x', y') = 1\). Remember that there are \(\binom{n}{2}\) pairs of positions in a sequence. Therefore,

\[
\mathbb{E}[\rho(x', y')] \leq \left(1 - \frac{1+p(n-2)}{\binom{n}{2}}\right).
\]

\(\Box\)

\textbf{Theorem 11.} Let \(n_a\) (resp., \(n_b\)) denote the number of \(a\)'s (resp., \(b\)'s) in the sequence. The mixing time of \(\mathcal{M}_{\text{any}}\) satisfies

\[
t_{\text{mix}}(\epsilon) \leq \frac{n' \log(n') - \log(\epsilon)}{2p},
\]

where \(n' = \min\{n_a, n_b\} \leq \frac{n}{2}\).

\textbf{Proof.} The diameter \(D\) is the maximum number of transitions required to go from any sequence to any other sequence. Then \(D = \min\{n_a, n_b\} \leq \frac{n}{2}\), because with \(D\) swaps we can either move all \(a\) or all \(b\) to their desired positions. By Lemmata 9 and 10, the claim follows immediately. \(\Box\)

\section{Only adjacent swaps is better}

In this section we prove that, for two special cases, the chain \(\mathcal{M}_{\text{adj}}\) performing only adjacent comparisons is better than the chain \(\mathcal{M}_{\text{any}}\) performing comparisons between any two elements.

\subsection{Three elements}

Our first special case is to consider sorting three arbitrary elements and show that \(\mathcal{M}_{\text{adj}}\) has more chances to return the sorted sequence than \(\mathcal{M}_{\text{any}}\).

\textbf{Theorem 12.} For any three elements, not all of them identical, the chain \(\mathcal{M}_{\text{adj}}\) returns the sorted sequence with a probability (at stationary distribution) strictly larger than that of \(\mathcal{M}_{\text{any}}\) (at stationary distribution),

\[
\pi_{\text{adj}}(abc) > \pi_{\text{any}}(abc)
\]

where \(abc\) is the sorted sequence \((a \leq b \leq c)\), for all \(\lambda > 0\).

In order to prove this theorem we show that the ratios between the distribution of adjacent states in \(\mathcal{M}_{\text{adj}}\) gets “worse” in \(\mathcal{M}_{\text{any}}\):

\textbf{Lemma 13.} For any two states \(s\) and \(s'\) that differ in exactly one adjacent swap, if the total weighted inversion satisfies \(w(s') > w(s)\), then it holds that

\[
\frac{\pi_{\text{adj}}(s')}{\pi_{\text{adj}}(s)} < \frac{\pi_{\text{any}}(s')}{\pi_{\text{any}}(s)}.
\]

\textbf{Proof Idea.} We use the Markov Chain Tree Theorem (4). Our goal is thus to show that

\[
\frac{\pi_{\text{adj}}(s')}{\pi_{\text{adj}}(s)} < \frac{\pi_{\text{adj}}(s)}{\pi_{\text{adj}}(s')} = \lambda^{2(w(s') - w(s))} \quad \text{for} \quad w(s) < w(s').
\]

Ideally, one would like to find a bijection from trees \(T \in \mathcal{T}(s)\) to trees \(T' \in \mathcal{T}(s')\) such that \(\frac{\pi_{\text{adj}}(s)}{\pi_{\text{adj}}(s')} < \frac{\pi_{\text{adj}}(s)}{\pi_{\text{adj}}(s')}\) holds for each tree \(T \in \mathcal{T}(s)\). Unfortunately, this is in general not possible, so the following slightly more involved argument is used:
The simple mapping we use consists in reversing the path from \( s' \) to \( s \) in \( T \) to obtain the new tree \( T' \). This mapping is a bijection between \( T(s) \) and \( T(s') \).

Because this mapping does not guarantee the desired inequality for all trees \( T \), we classify the trees in \( T(s) \) into good and bad trees: a tree \( T \) is bad if \( \frac{P(T)}{P(T')} > \lambda^{2(w(s')-w(s))} \) and good otherwise. We then show that

\[
\frac{\sum_{T \in \text{bad}} P(T)}{\sum_{T \in \text{good}} P(T)} < \lambda^{2(w(s')-w(s))},
\]

where \( T' \) is the tree obtained from \( T \) via the mapping in the previous item. This proves (11) since good and bad define a partition of \( T(s) \) and also a partition of \( T(s') \).

The details of this proof are given in Appendix B.1.

From this lemma it is easy to obtain (9) in Theorem 12.

**Proof of Theorem 12.** By transitivity, Lemma 13 implies that, for all non-sorted sequences \( s \neq (abc) \), \( \frac{\pi_{adj}(s)}{\pi_{adj}(abc)} < \frac{\pi_{any}(s)}{\pi_{any}(abc)} \), and therefore

\[
\pi_{adj}(abc) = \frac{1}{1 + \sum_{s \neq (abc) \pi_{adj}(s)}{\pi_{adj}(s)}} > \frac{1}{1 + \sum_{s \neq (abc) \pi_{any}(s)}{\pi_{any}(s)}} = \pi_{any}(abc).
\]

\[\blacksquare\]

### 4.2 One outlier

We call one outlier the case in which we have \( n - 1 \) small identical elements, and only one bigger element (the outlier) to be sorted. That is, the sorted sequence is \((a, a, \ldots, a, b)\), with \( b > a \). Since swapping two identical elements does not change the sequence, i.e. the state of the chain, we have \( n \) states which correspond to the possible positions of \( b \). We denote the state in which \( b \) is in position \( i \) by \( s^{(i)} \), so that \( s^{(n)} = (a, \ldots, a, b) \) is the sorted sequence and \( s^{(1)} = (b, a, \ldots, a) \) is the “reversely sorted” sequence. Note that the weighted inversion of \( s^{(i)} \) is \((n - i)(b - a)\), thus implying that the expected total weighted inversion is of the form

\[
E^w := \sum_{i=1}^{n} (n - i)(b - a)\pi(s^{(i)}) . \tag{12}
\]

It is useful for the analysis to consider the probability that element \( b \) is erroneously declared smaller than \( a \) in a single comparison,

\[
p := 1 - p_{ab} = \frac{\lambda^{n-b}}{\lambda^{a-b} + \lambda^{b-a}}.
\]

**Observation 1.** For the one outlier case, the chain \( M_{adj} \) becomes a so-called birth-and-death chain meaning that from each state \( s^{(i)} \) we can only move to \( s^{(i+1)} \) or to \( s^{(i-1)} \), and the transition probabilities are

\[
P(s^{(i+1)}, s^{(i)}) = \frac{P}{n-1} \quad \text{and} \quad P(s^{(i)}, s^{(i+1)}) = \frac{1 - p}{n-1} ,
\]

for all \( i \in \{1, \ldots, n-1\} \). In the chain \( M_{any} \) every state is connected to all other states and the transition probabilities are \( P(s^{(i)}, s^{(j)}) = p/\binom{n}{2} \) if \( i > j \) and \((1 - p)/\binom{n}{2}\) if \( i < j \).
The next theorem says that the chain $\mathcal{M}_{\text{adj}}$ has a better probability of returning the sorted sequence and a better expected total weighted inversion than $\mathcal{M}_{\text{any}}$.

\textbf{Theorem 14.} For the case of one outlier, the following holds. The probability of obtaining the sorted sequence, at stationary distribution, is constant for the $\mathcal{M}_{\text{adj}}$, while for $\mathcal{M}_{\text{any}}$ it converges to zero as $n$ grows:

$$
\pi_{\text{adj}}(s^{(\text{sorted})}) > \frac{1 - 2p}{1 - p}, \quad \pi_{\text{any}}(s^{(\text{sorted})}) < \frac{1 - p}{np}.
$$

The expected total weighted inversion is constant for $\mathcal{M}_{\text{adj}}$, while for $\mathcal{M}_{\text{any}}$ it grows linearly in $n$:

$$
E_{\text{adj}}^w < \frac{p}{1 - 2p} (b - a), \quad E_{\text{any}}^w > np(b - a).
$$

The theorem above follows immediately from the next two lemmas, whose proof is given in Appendix B.2. Recall that $s^{(\text{sorted})} = s^{(n)}$.

\textbf{Lemma 15.} The stationary distributions of $\mathcal{M}_{\text{adj}}$ and $\mathcal{M}_{\text{any}}$, are

$$
\pi_{\text{adj}}(s^{(i)}) = \frac{p^{n-i}(1-p)^{i-1}(1-2p)}{(1-p)^n - p^n},
\pi_{\text{any}}(s^{(i)}) = \frac{np(1-p)}{((n-i+1)(1-p) + (i-1)p)((n-i)(1-p) + ip)}.
$$

\textbf{Lemma 16.} For $\mathcal{M}_{\text{adj}}$ and $\mathcal{M}_{\text{any}}$, the corresponding expected total weighted inversions are

$$
E_{\text{adj}}^w = n(b - a)p \left( \frac{1}{n(1 - 2p)} - \frac{p^{n-1}}{(1-p)^n - p^n} \right) < (b - a) \frac{p}{1 - 2p},
E_{\text{any}}^w = n(b - a)p \sum_{i=0}^{n-1} \frac{i(1-p)}{(i+1)(1-p) + (n-i-1)p(i(1-p) + (n-i)p)} > n(b - a)p.
$$

## 5 Experimental results

We conducted the following set of experiments on several input sequences to compare the two sorting algorithms $\mathcal{M}_{\text{adj}}$ and $\mathcal{M}_{\text{any}}$.

- **Low energy (high noise) regime.** We evaluate how much the two algorithms are robust to an increase of the error probability by taking $\lambda = e^{1/\text{noise}}$ for increasing values of noise. Figure 3 shows that $\mathcal{M}_{\text{any}}$ degrades much earlier than $\mathcal{M}_{\text{adj}}$.

- **The best of the two.** We compare all three algorithms $\mathcal{M}_{\text{adj}}$, $\mathcal{M}_{\text{any}}$ and $\mathcal{M}^\ast_{\text{any}}$ in Figure 4. These experiments suggest that $\mathcal{M}^\ast_{\text{any}}$ possesses good features from both the other algorithms: the total weighted inversion decreases faster than $\mathcal{M}_{\text{adj}}$, while its stationary distribution is of course better than $\mathcal{M}_{\text{any}}$, which is evident in the second range of noise.

- **Probability of getting sorted sequence.** We evaluate how the probability of hitting the sorted sequence changes when the noise increases. In Appendix A, Figure 5 deals with the sequence of ten elements $\{1, 2, \ldots, 10\}$, while Figure 6 is about the one outlier $\{1, 1, 1, 1, 1, 1, 1, 1, 2\}$.
Sort well with energy-constrained comparisons

**Figure 3** A comparison of $M_{\text{adj}}$ and $M_{\text{any}}$ on the long run. We measure the average, maximum, and minimum total weighted inversion for a certain number of steps after both algorithms have approached their stationary distribution. The elements to be sorted are $(200, 199, \ldots, 1)$. By increasing the value of noise, where $\lambda = e^{1/\text{noise}}$, the stationary behavior of $M_{\text{any}}$ degrades much earlier than that of $M_{\text{adj}}$.

**Figure 4** A comparison of the three algorithms $M_{\text{adj}}$, $M_{\text{any}}$, and $M_{\text{any}}^\ast$. The elements to be sorted are $(100, 99, \ldots, 1)$. The plots are for three different values of noise $\{50, 20, 0.1\}$, where $\lambda = e^{1/\text{noise}}$. 
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**A  Additional experiments**

*Figure 5* We measure the probability of hitting the sorted sequence during a certain number of steps after both algorithms have approached their stationary distribution. The elements to be sorted are $(10, 9, \ldots, 1)$. By increasing the value of noise, where $\lambda = e^{1/\text{noise}}$, the stationary probability of sorted sequence decreases much faster in $M_{\text{any}}$ than in $M_{\text{adj}}$.

*Figure 6* Percentage of hits of the sorted sequence after both algorithms have reached their stationary distribution. The set of elements is $\{1, 1, 1, 1, 1, 1, 2\}$.

**B  Additional lemmata and proofs**

**B.1 Three elements**

▶ **Lemma 13.** For any two states $s$ and $s'$ that differ in exactly one adjacent swap, if the total weighted inversion satisfies $w(s') > w(s)$, then it holds that

$$\frac{\pi_{\text{adj}}(s')}{\pi_{\text{adj}}(s)} < \frac{\pi_{\text{any}}(s')}{\pi_{\text{any}}(s)}.$$ (10)

**B.1.1 Proof of Lemma 13**

We shall use the Markov Chain Tree Theorem (4). Our goal is thus to show that

$$\frac{\pi_{\text{adj}}(s')}{\pi_{\text{adj}}(s)} < \frac{\pi_{\text{any}}(s')}{\pi_{\text{any}}(s)} = \lambda^{2(w(s') - w(s))}$$ for $w(s) < w(s')$. (13)

The strategy to prove this inequality is to find a suitable mapping from trees $T \in T(s)$ to trees $T' \in T(s')$ such that $\frac{p(T)}{p(T')} < \frac{\pi_{\text{adj}}(s)}{\pi_{\text{adj}}(s')}$. The basic mapping consists of reversing the path from $s'$ to $s$ in $T$ to obtain the tree $T'$.
Definition 17. For any $s$ and $s'$, and for any tree $T \in T(s)$ its $s'$-reversed is the tree $T'$ equal to $T$ but with the edges on the path from $s'$ to $s$ reversed.

Hereafter, we call such a tree $T'$ simply a reversed tree of $T$ if $s$ and $s'$ are clear from the context. We say that an edge has length $w$ if its transition probability is of the form $\frac{\lambda^w}{\lambda^a + \lambda^b}$. The length of a path is the total length of its edges. The multiset of a tree $T$ is the set of absolute edge lengths appearing in $T$,

$$ms(T) = \{w \mid \text{some edge in } T \text{ has length } w \text{ or } -w \}.$$ 

Based on this multiset, we denote by $ms(T, w)$ the number of edges in $T$ whose length is either $w$ or $-w$.

Fact 1. Let $T$ be a tree containing a path from $s'$ to $s$ of length $\ell$, and let $T'$ be its reversed tree. Then the probabilities of these two trees are of the form

$$P(T) = \frac{\lambda^\ell \cdot \lambda^{L(T)}}{M(T)} \quad \text{and} \quad P(T') = \frac{\lambda^{-\ell} \cdot \lambda^{L(T)}}{M(T)}$$

(14)

where $L(T)$ denotes the total length of the edges which are in the tree but not in the path between $s$ and $s'$, and $M(T)$ depends on the multiset $ms(T)$, i.e.,

$$M(T) = \prod_{w \in ms(T)} (\lambda^w + \lambda^{-w})^{ms(T, w)}.$$

From (14) we get $\frac{P(T)}{P(T')} \leq \lambda^{2\ell}$. This motivates the following definition.

Definition 18. For any $s$ and $s'$, we call a tree $T \in T(s)$ good if the length $\ell$ of its path from $s'$ to $s$ satisfies $\lambda^{2\ell} \leq \frac{\pi_{a|a}(s)}{\pi_{a|a}(s')}$. Otherwise we call $T$ a bad tree.

By this definition the basic mapping of a bad tree does not give the desired bound (13). In such cases, we will map groups of bad trees into groups of good ones, depending on $s$ and $s'$.

B.1.1.1 The (bac) vs (bca) case.

Observe that $\frac{\pi_{a|a}(bac)}{\pi_{a|a}(bca)} = \lambda^{2(c-a)}$. In this case there is no bad tree, since all paths from (bca) to (bac) have length at most $c - a$ (see Figure 7).

B.1.1.2 The (abc) vs (bac) case.

Note that $\frac{\pi_{a|a}(bac)}{\pi_{a|a}(bac)} = \lambda^{2(b-a)}$. Figure 8 shows all paths from $s' = \text{(bac)}$ to $s = \text{(abc)}$. Trees using the path in 8d are bad, since this path has length $\ell = c - a > b - a$. Trees using the path in 8c are bad if $c - b > b - a$. We combine the bad trees with the good trees having paths in 8b, 8f, 8h, or 8i.

Lemma 19. Let $BAD(s) \subset T(s)$ be the set of bad trees with $s'$-path 8c or 8d, and let $GOOD(s) \subset T(s)$ be the set of good trees with 8b, 8f, 8h or 8i. Then,

$$\sum_{T \in BAD(s)} P(T) + \sum_{T \in GOOD(s)} P(T) \leq \lambda^{2(b-a)}.$$ 

(15)

(continued)
Proof. Let us use $x := b - a$, $y := c - b$, and $x + y := c - a$. The trees and their probabilities are shown in Figures 9-13 (in Appendix C). We will show

$$\left( \sum_{T \in \text{BAD}(s)} P(T) + \sum_{T \in \text{GOOD}(s)} P(T) \right) \leq \lambda^{x+y} \left( \sum_{T \in \text{BAD}(s)} P(T') + \sum_{T \in \text{GOOD}(s)} P(T') \right)$$

which obviously implies (15). To get rid of the fractions in the probabilities we multiply them by the least common multiple of their denominators, i.e.,

$$\text{LCM} := (\lambda^{x+y} + \lambda^{-x-y})^3(\lambda^y + \lambda^{-y})^3(\lambda^x + \lambda^{-x})^2.$$ 

We get for the left hand side of the inequality

$$\text{LCM} \left( \sum_{T \in \text{BAD}(s)} P(T) + \sum_{T \in \text{GOOD}(s)} P(T) \right) = 6\lambda^{5x+4y} + 16\lambda^{3x+4y} + 10\lambda^{x+4y} + 6\lambda^{5x+2y}$$

$$+ 26\lambda^{3x+2y} + 42\lambda^{x+2y} + 18\lambda^{-x+2y} + 8\lambda^{x-2y}$$

$$+ 24\lambda^{-x-2y} + 12\lambda^{-3x-2y} + 4\lambda^{-x-4y} + 4\lambda^{-3x-4y}$$

$$+ 10\lambda^2 + 36\lambda^2 + 42\lambda^{-x} + 8\lambda^{-3x}.$$
And we get for the right hand side

\[
\lambda^2 \text{LCM} \left( \sum_{T \in \mathcal{B} \mathcal{A} \mathcal{D}(s)} P(T') + \sum_{T \in \mathcal{G} \mathcal{O} \mathcal{D}(s)} P(T') \right) = \lambda^{5x+4y} + 16\lambda^{3x+4y} + 6\lambda^x+4y + 18\lambda^{5x+2y} + 42\lambda^{5x+2y} + 26\lambda^x+2y + 6\lambda^x+2y + 8\lambda^{5x} + 42\lambda^{3x} + 36\lambda^x + 10\lambda^x+2y + 12\lambda^{3x-2y} + 21\lambda^{5x+2y} + 8\lambda^{5x} + 16\lambda^{3x-2y} + 4\lambda^{3x-4y} + 4\lambda^{5x-4y} .
\]

The difference between the left and the right hand side is

\[
4\lambda^{5x+4y} - 4\lambda^{x+4y} + 12\lambda^{5x+2y} - 12\lambda^{x+2y} + 16\lambda^{3x+2y} - 16\lambda^x+2y + 8\lambda^{5x} - 8\lambda^{3x} + 32\lambda^{3x} - 32\lambda^x + 12\lambda^{3x-2y} - 12\lambda^{3x-2y} + 16\lambda^{x-2y} - 16\lambda^x-2y + 4\lambda^{3x-4y} + 4\lambda^{5x-4y} - 4\lambda^{3x-4y} .
\]

and we can pair up the terms to conclude that this difference is positive.

\[\Box\]

**B.1.1.3 The (bca) vs (cba) case.**

Note that \(\frac{\pi_{\text{adj}}(bca)}{\pi_{\text{adj}}(cba)} = \lambda^{2(c-b)}\). Figure 14 in Appendix C shows all paths from \(s' = (cba)\) to \(s = (bca)\). We can combine the bad trees with \(s'\)'s path 14d or 14e, and the good trees with paths 14c, 14f, 14h or 14i to show that the ratio between all trees and their reversals is smaller than \(\lambda^{2(c-b)}\). 

\[\Box\]
Lemma 20. For the bad trees $\mathcal{BAD}(s) \subset \mathcal{T}(a)$ with $s'$-path $14d$ or $14e$, and the good trees $\mathcal{GOOD}(s) \subset \mathcal{T}(a)$ with paths $14c, 14f, 14h$ or $14i$ it holds that
\[
\frac{\sum_{T \in \mathcal{BAD}(s)} P(T) + \sum_{T \in \mathcal{GOOD}(s)} P(T)}\sum_{T \in \mathcal{BAD}(s)} P(T') + \sum_{T \in \mathcal{GOOD}(s)} P(T')} \leq \lambda^{2(c-b)}.
\]

Proof. We proceed as in the proof for Lemma 19 and finally get the difference between the left and the right hand side:
\[
4\lambda^{4x+5y} - 4\lambda^{4x+y} + 12\lambda^{2x+5y} - 12\lambda^{2x-y} + 16\lambda^{2x+3y} - 16\lambda^{2x+y} + 8\lambda^{5y} - 8\lambda^{-3y} + 32\lambda^{3y} - 32\lambda^{-y} + 12\lambda^{-2x+3y} - 16\lambda^{-2x+y} - 16\lambda^{-2x+y} - 3y + 4\lambda^{-4x+y} - 4\lambda^{-4x-3y}.
\]

The other cases.
There are three other pairs of states for which we need to prove Lemma 13. However, the procedure is always the same: We identify the bad and good trees and combine them to conclude (10). For the missing paths consider Figures 15-17 in Appendix C.

B.2 One outlier

Lemma 15. The stationary distributions of $\mathcal{M}_{adj}$ and $\mathcal{M}_{any}$, are
\[
\pi_{adj}(s^{(i)}) = \frac{p^{n-i}(1-p)^{i-1}(1-2p)}{(1-p)^n - p^n},
\]
\[
\pi_{any}(s^{(i)}) = \frac{np(1-p)}{(n-i+1)(1-p) + (i-1)p)((n-i)(1-p) + ip)}.
\]

Proof. We get the stationary distribution for $\mathcal{M}_{adj}$ using the global balance condition of stationary distribution\(^1\), which implies that $\pi_{adj}(s^{(i)}) = \pi_{adj}(s^{(i+1)}(1-p)).$ By the structure of our Markov chain we get that for any state $s^{(j)}$ it holds that
\[
\pi_{adj}(s^{(j)}) = \pi_{adj}(s^{(i)})(\frac{1-p}{p})^{j-i}.
\]
Since the sum of all $\pi_{adj}$ is one, we can express $\pi_{adj}(s^{(i)})$ as
\[
\pi_{adj}(s^{(i)}) = 1 - \pi_{adj}(s^{(i)}) \left( \sum_{j=1}^{n-i} \frac{p^j}{1-p} \right) + \sum_{j=1}^{n-i} \left( \frac{1-p}{p} \right)^j
\]
\[
= \frac{1}{1 + \sum_{j=1}^{j-1} \left( \frac{p}{1-p} \right)^j + \sum_{j=1}^{n-i} \left( \frac{1-p}{p} \right)^j}.
\]
By applying the formula for geometric series, we rewrite
\[
\pi_{adj}(s^{(i)}) = 1 + \frac{1 - \left( \frac{p}{1-p} \right)^i}{1 - \left( \frac{1-p}{p} \right)} - 1 + \frac{1 - \left( \frac{1-p}{p} \right)^{n-i-1}}{1 - \left( \frac{1-p}{p} \right)} - 1
\]
\[
= -1 + \frac{(1-p)^i - p^i}{(1-2p)(1-p)^{i-1}} + \frac{p^{n-i+1} - (1-p)^{n-i+1}}{(2p-1)p^{n-i-1}}.
\]

\(^1\) The stationary distribution $\pi$ of a Markov chain with transition matrix $P$ must satisfy $\sum_{s' \neq s} P(s, s') = \sum_{s' \neq s} \pi(s') P(s', s)$, for any two states $s, s'.$
We expand all terms to the same denominator:
\[
\frac{-(1 - 2p)(1 - p)i-1p^{n-i} + (1 - p)^{i+1}p^{n-i} - p^n - (1 - p)i-1p^{n-i+1} + (1 - p)^n}{(1 - 2p)(1 - p)i-1p^{n-i}}
\]

Finally, we can use that \((1 - 2p) = (1 - p) - p\) and observe that the fraction simplifies to what we claimed.

The formula for the stationary distribution of \(M_{any}\) can be derived as follows using the global balance condition of stationary distribution. For any \(\pi_{any}(s^{(i)})\) it holds that

\[
\pi_{any}(s^{(i)}) ((i - 1)p + (n - i)(1 - p)) = (1 - p) \sum_{j=1}^{i-1} \pi_{any}(s^{(j)}) + p \sum_{j=i+1}^{n} \pi_{any}(s^{(j)})
= (1 - p) \sum_{j=1}^{i-1} \pi_{any}(s^{(j)}) + p \left( 1 - \sum_{j=1}^{i} \pi_{any}(s^{(j)}) \right)
\]

that is

\[
\pi_{any}(s^{(i)}) (ip + (n - i)(1 - p)) = (1 - 2p) \sum_{j=1}^{i-1} \pi_{any}(s^{(j)}) + p.
\]

Now we can show by induction on \(i\) that this recurrence resolves to

\[
\pi_{any}(s^{(i)}) = \frac{np(1 - p)}{(n - i + 1)(1 - p) + (i - 1)p((n - i)(1 - p) + ip)}.
\]

For \(i = 1\) we immediately get \(\pi_{any}(s^{(1)}) (p + (n - 1)(1 - p)) = p\), which we rewrite as

\[
\pi_{any}(s^{(1)}) = \frac{p}{(n - 1)(1 - p) + p} = \frac{np(1 - p)}{(n - 1)(1 - p) + p}.
\]

For \(i > 1\) we assume that the formula holds for \(i - 1\) and we get

\[
\pi_{any}(s^{(i)}) = \frac{(1 - 2p) \sum_{j=1}^{i-1} \pi_{any}(s^{(j)}) + p}{(ip + (n - i)(1 - p))}
= \frac{(1 - 2p) \sum_{j=1}^{i-2} \pi_{any}(s^{(j)}) + \pi_{any}(s^{(i-1)})(1 - 2p)}{(ip + (n - i)(1 - p))}
= \pi_{any}(s^{(i-1)}) ((i - 1)p + (n - i + 1)(1 - p)) + \pi_{any}(s^{(i-1)})(1 - 2p)
= \pi_{any}(s^{(i-1)}) ((i - 2)p + (n - i + 2)(1 - p))
= np(1 - p)
= ((n - i + 1)(1 - p) + (i - 1)p) (ip + (n - i)(1 - p)).
\]
Lemma 16. For $\mathcal{M}_{\text{adj}}$ and $\mathcal{M}_{\text{any}}$, the corresponding expected total weighted inversions are

\[
E_{\text{adj}}^w = n(b-a)p \left( \frac{1}{n(1-2p)} - \frac{p^{n-1}}{(1-p)^n - p^n} \right) < (b-a) \frac{p}{1-2p},
\]

\[
E_{\text{any}}^w = n(b-a)p \cdot \sum_{i=0}^{n-1} \frac{i(1-p)}{(i+1)(1-p) + (n-i-1)p(i(1-p) + (n-i)p)} > n(b-a)p.
\]

Proof. We apply the generic formula for the expected weighted inversion (12) to derive the expected weighted inversion of $\mathcal{M}_{\text{adj}}$ and $\mathcal{M}_{\text{any}}$. Since $\pi_{\text{adj}}^{(s(i))} = \pi_{\text{adj}}^{(s(n))} \left( \frac{p}{1-p} \right)^{n-1}$ we get

\[
E_{\text{adj}}^w = \sum_{i=1}^{n} (n-i)(x-1)\pi_{\text{adj}}^{(s(i))}
\]

\[
= (x-1)\pi_{\text{adj}}^{(s(n))} \cdot \sum_{i=0}^{n-1} i \left( \frac{p}{1-p} \right)^i
\]

\[
= (x-1) \frac{(1-p)^{n-1}(1-2p)}{(1-p)^n - p^n} \cdot (n-1) \left( \frac{p}{1-p} \right)^{n-1} - n \left( \frac{p}{1-p} \right)^n + \left( \frac{p}{1-p} \right)^2
\]

\[
= n(x-1)p \left( \frac{1}{n(1-2p)} - \frac{p^{n-1}}{(1-p)^n - p^n} \right).
\]

Then observe that for $0 < p < \frac{1}{2}$, the first inequality is immediate from $\frac{p^n}{(1-p)^n - p^n} > 0$. As for $\mathcal{M}_{\text{any}}$ we have

\[
E_{\text{any}}^w = \sum_{i=1}^{n} (n-i)(x-1)\pi_{\text{any}}^{(s(i))}
\]

\[
= (x-1) \cdot \sum_{i=0}^{n-1} i \cdot \pi_{\text{any}}^{(s(n-i))}
\]

\[
= n(x-1)p \cdot \sum_{i=0}^{n-1} \frac{i(1-p)}{(i+1)(1-p) + (n-i-1)p(i(1-p) + (n-i)p)}
\]

Observe that we can lower bound the sum in the formula by the integral

\[
\int_0^n \frac{i(1-p)}{((i+1)(1-p) + (n-i-1)p(i(1-p) + (n-i)p)} di,
\]

which is larger than 1 if $0 < p < \frac{1}{2}$. \hfill ▶

C Additional pictures
Figure 9  Bad tree with path 8c and good tree with path 8i.

\[ P(T) = \frac{\lambda^y}{(\lambda^x + \lambda^{-x})^2 (\lambda^y + \lambda^{-y})} \]

\[ P(T') = \frac{\lambda^{x+y}}{(\lambda^x + \lambda^{-x} + \lambda^{x+y} + \lambda^{-x-y}) (\lambda^y + \lambda^{-y})} \]
Sort well with energy-constrained comparisons

\[
P(T) = \frac{\lambda^{2x+y+3y}}{(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2}
\]

\[
P(T') = \frac{\lambda^{2x+y}}{(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2}
\]

\[
P(T) = \frac{\lambda^{2x+y}}{(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2}
\]

\[
P(T') = \frac{\lambda^{2x+y}}{(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2}
\]

\[
P(T) = \frac{\lambda^{2x+y}}{(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2}
\]

\[
P(T') = \frac{\lambda^{2x+y}}{(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2(\lambda^{x+y} + \lambda^{-y})^2}
\]

**Figure 10** Bad trees with path 8d.
Figure 11 Good trees with path 8b.
Figure 12 Good trees with path 8f.
Figure 13 Good trees with path 8h.
Sort well with energy-constrained comparisons

Figure 14 All paths from (cba) to (bca). Bad trees include path (d) or (e).

Figure 15 All paths from (acb) to (abc). Bad trees include path (d) or (e).
Figure 16 All paths from (cab) to (acb). There are no bad trees for these two states.

Figure 17 All paths from (cba) to (cab). Bad trees include path (c) or (d).