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Abstract—This article proposes an adaptive human pilot model that is able to mimic the crossover model in the presence of uncertainties. The proposed structure is based on the model reference adaptive control, and the adaptive laws are obtained using the Lyapunov–Krasovskii stability criteria. The model can be employed for human-in-the-loop stability and performance analyses incorporating different types of controllers and plant types. For validation purposes, an experimental setup is employed to collect data and a statistical analysis is conducted to measure the predictive power of the pilot model.

Index Terms—Adaptive control, control of time-delay systems, crossover model, human decision-making, pilot modeling, uncertain systems.

I. INTRODUCTION

HUMANS’ unique abilities, such as adaptive behavior in dynamic environments, and social interaction and moral judgment capabilities, make them essential elements of many control loops. On the other hand, compared to humans, automation provides higher computational performance and multitasking capabilities without any fatigue, stress, or boredom [1], [2]. Although they have their own individual strengths, humans and automation also demonstrate several weaknesses. Humans may have anxiety and fear and may become unconscious during an operation. Furthermore, in the tasks that require increased attention and focus, humans tend to provide high-gain control inputs that can cause undesired oscillations. One example of this phenomenon, for example, is the occurrence of pilot-induced oscillations (PIOs), where undesired and sustained oscillations are observed due to an abnormal coupling between the aircraft and the pilot [3]–[6]. Similarly, automation may fail due to uncertainty, fault, or cyberattack [7]. Thus, it is more preferable to design systems where humans and automation work in harmony, complementing each other, resulting in a structure that benefits from the advantages of both.

To achieve a reliable human-automation harmony, a mathematically rigorous human operator model is paramount. A human operator model helps develop safe control systems and provides a better prediction of human actions and limitations [8]–[11]. Quasi-linear model [12] is one of the first human operator models, which consists of a describing function and a remnant signal accounting for nonlinear behavior. An overview of this model is provided in [13]. In some applications, where the linear behavior may be dominant, the nonlinear part of this model can be ignored, and the resulting lead-lag-type compensator is used in the closed-loop stability analysis [14]. The crossover model, proposed in [15], is another important human operator model in the aerospace domain. It is motivated from the empirical observations that human pilots adapt their responses in such a way that the overall system dynamics resembles that of a well-designed feedback system [16]. A generalized crossover model, which mimics human behavior when controlling a fractional-order plant, is proposed in [17]. In [18], a crossover model is employed to provide information about the human intent for the controller. In [19], the dynamics of the operator is represented as a spring–damper–mass system.

Control theoretical operator models employing optimal and adaptive control theories are also proposed by several authors. Optimal human models are based on the idea that a well-trained human operator behaves in an optimal manner [20]–[24]. On the other hand, adaptive models, such as the ones proposed in [25] and [26], aim to replicate the adaptation capability of humans in uncertain and dynamics environments. In [25] and [26], adaptation rules are proposed based on expert knowledge. The adaptive model proposed in [25] is applied to change the parameters of the pilot model based on force feedback from a smart inceptor [27]. A survey on various pilot models can be found in [28] and [29].

Several approaches are also developed for human model parameter identification. In [30], a two-step method using wavelets and a windowed maximum likelihood estimation are exploited for the estimation of time-varying pilot model parameters. In [31], a linear parameter-varying model identification framework is incorporated to estimate time-varying human state-space representation matrices. Subsystem identification is used in [32] to model human control strategies. In [33], a human operator model for preview tracking tasks is derived from the measurement data.
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In this article, we build upon the earlier successful pilot models and propose an adaptive human pilot model that modifies its behavior based on plant uncertainties. This model distinguishes itself from earlier adaptive models by having mathematically derived laws to achieve a crossover-model-like behavior, instead of employing expert knowledge. This allows a rigorous stability proof, using the Lyapunov–Krasovskii mathematical stability criteria, of the overall closed-loop system. Therefore, unlike earlier adaptive approaches, the design has formal guarantees to follow the crossover model in the presence of system uncertainty. Although expert knowledge can also be incorporated in the proposed design, it does not rely on this information to function. It is noted that in this article, we do not claim that the model we propose explains how the decisions are made by pilots. Rather, we propose an operator model that can make the overall system mimic the behavior of the crossover model. To validate the model, a setup, including a joystick and a monitor, is used. The participant data collected through this experimental setup are subjected to visual and statistical analyses to evaluate the accuracy of the proposed model. Initial research results of this study were presented in [34], where the details of the mathematical proof and human experimental validation studies were missing.

This article is organized as follows. In Section II, the problem statement is given. Obtaining reference model parameters, which determine the properties of the crossover model, is discussed in Section III. Section IV presents the human control strategy together with a stability analysis. Experimental setup, results, and a statistical analysis are provided in Section V. Finally, a summary is given in Section VI.

II. Problem Statement

According to McRuer’s crossover model [35], human pilots in the control loop behave in a way that results in an open-loop transfer function

$$Y_{OL}(s) = Y_h(s)Y_p(s) = \frac{\omega_c e^{-\tau s}}{s}$$  \hspace{1cm} (1)

near the crossover frequency, \(\omega_c\), where \(Y_h\) is the transfer function of the human pilot and \(Y_p\) is the transfer function of the plant. \(\tau\) is the effective time delay, including transport delays and high-frequency neuromuscular lags. The input and the output of the closed-loop transfer function, whose near-crossover-frequency open-loop behavior is given in (1), are the desired (reference) and achieved trajectories.

Consider the following plant dynamics:

\[
\begin{align*}
\dot{x}_h(t) &= A_h x_h(t) + B_h u(t - \tau) \\
y_h(t) &= C_h x_h(t) + D_h u(t - \tau)
\end{align*}
\]  \hspace{1cm} (3)

where \(x_h \in \mathbb{R}^{n_h}\) is the neuromuscular state vector, \(A_h \in \mathbb{R}^{n_h \times n_h}\) is the state matrix, \(B_h \in \mathbb{R}^{n_h \times n_u}\) is the input matrix, \(C_h \in \mathbb{R}^{1 \times n_h}\) is the output matrix, and \(D_h \in \mathbb{R}\) is the control output matrix. \(u \in \mathbb{R}\) is the neuromuscular input vector, which represents the control decisions taken by the human and fed to the neuromuscular system. \(y_h \in \mathbb{R}\) is the output vector, and \(\tau \in \mathbb{R}^+\) is a known, constant delay. The neuromuscular model parameters are assumed to be known and the output of the model, \(y_h\), is used as the plant input \(u_p\) in (2), that is, \(y_h = u_p\) (see Fig. 1).

By aggregating the human pilot and plant states, we obtain the combined open-loop human neuromuscular and plant dynamics as

\[
\begin{bmatrix}
\dot{x}_h(t) \\
\dot{x}_p(t)
\end{bmatrix} =
\begin{bmatrix}
A_h & 0_{n_h \times n_p} \\
B_p C_h & A_p
\end{bmatrix}
\begin{bmatrix}
x_h(t) \\
x_p(t)
\end{bmatrix} +
\begin{bmatrix}
B_h \\
B_p D_h
\end{bmatrix}
\begin{bmatrix}
\tau \\
u(t)
\end{bmatrix}
\]  \hspace{1cm} (4)

which can be written in the following compact form:

\[
\begin{align*}
\dot{x}_{hp}(t) &= A_{hp} x_{hp}(t) + B_{hp} u(t - \tau) \\
y_p(t) &= C_{hp} x_{hp}(t)
\end{align*}
\]  \hspace{1cm} (5)

where \(x_{hp} = [x_h^T \ x_p^T]^T \in \mathbb{R}^{(n_r+n_u)}\), \(A_{hp} \in \mathbb{R}^{(n_r+n_h) \times (n_r+n_h)}\), \(B_{hp} \in \mathbb{R}^{(n_r+n_u)}\), and \(C_{hp} = [0_{1 \times n_h} \ C_p] \in \mathbb{R}^{1 \times (n_r+n_u)}\).

Assumption 1: The pair \((A_{hp}, B_{hp})\) is controllable.

The goal is to obtain the input \(u(t)\) in (3), which is the output of the human decision-making process, such that the closed-loop system consisting of the adaptive human pilot model and the plant follow the output of a unity feedback reference model with an open-loop crossover model transfer function. We call this reference model as “crossover reference model” (see Fig. 1). It is noted that once \(u(t)\) is created, it is used as the input to the neuromuscular model, which creates the pilot motion. To summarize, assuming that the neuromuscular model, the parameters to determine the crossover model reference model, and the structure of the behavioral model are given.
plant with parametric uncertainties are available, we aim to find the evolution of the output of the human decision-making process, which is represented by the variable \( u(t) \), such that the closed-loop model (including the decision-making process, human neuromuscular model, and plant model) matches the crossover reference model.

The closed-loop transfer function of the reference model is therefore calculated as

\[
G_{cl}(s) = \frac{\omega_c e^{-\tau s}}{1 + \frac{\omega_c}{s} e^{-\tau s}} = \frac{\omega_c e^{-\tau s}}{s + \omega_c e^{-\tau s}}.
\]  

An approximation of (6) can be given as

\[
\hat{G}_{cl}(s) = \frac{b_m s^n + b_{m-1} s^{n-1} + \cdots + b_0}{s^n + a_{n-1} s^{n-1} + \cdots + a_0} e^{-\tau s},
\]

where \( n = n_h + n_p \) and \( m \) are positive real constants, and \( a_i \) and \( b_j \) for \( i = 0, \ldots, n-1 \) and \( j = 0, \ldots, m-1 \), are real constants to be estimated. The reference model then can be obtained as the state-space representation of (7) as

\[
\dot{x}_m(t) = A_m x_m(t) + B_m r(t - \tau)
\]

\[
y_m(t) = C_m x_m(t)
\]

where \( x_m \in \mathbb{R}^{(n_h+n_p)} \) is the reference model state vector, \( A_m \in \mathbb{R}^{(n_h+n_p) \times (n_h+n_p)} \) is the state matrix, \( B_m \in \mathbb{R}^{(n_h+n_p) \times m_p} \) is the input matrix, \( C_m \in \mathbb{R}^{1 \times (n_h+n_p)} \) is the output matrix, and \( r \in \mathbb{R}^{m_p} \) is the reference input. It is noted that \( C_m \) is selected to be equal to \( C_{hp} \).

III. REFERENCE MODEL PARAMETERS

The crossover transfer function (1) contains the crossover frequency, \( \omega_c \), which is not known \textit{a priori}. Experimental data, showing the reference input \( (r(t)) \) frequency bandwidth, \( \omega_r \), versus crossover frequency \( \omega_c \), is provided in [16] and [35], for plant transfer functions \( K \), \( K'/s \), and \( K'/s^2 \). We fit polynomials to these experimental results to obtain the crossover frequency of the open-loop transfer function given a reference input frequency bandwidth. These polynomials are given in Table I. It is noted that when the reference input has multiple frequency components, the highest frequency is used to calculate the crossover frequency.

Remark 2: In this work, we use the polynomial relationships provided in Table I for zero-, first-, and second-order plant dynamics with nonzero poles and zeros. Further experimental work can be conducted to obtain a more precise relationship between the crossover and reference input frequencies, but this is currently out of the scope of this work.

IV. HUMAN PILOT CONTROL DECISION COMMAND

The adaptive human pilot control decision command, \( u(t) \), is determined as

\[
u(t) = K_r \hat{x}_{hp}(t + \tau) + K_r r(t)
\]

where \( K_r \in \mathbb{R}^{1 \times (n_r+n_p)} \), \( K_r \in \mathbb{R}^{m_r \times m_p} \), and \( \hat{x}_{hp} \in \mathbb{R}^{(n_r+n_p)} \) is the predicted value for \( x_{hp} \). Using (5) and (9), the closed-loop dynamics can be obtained as

\[
\hat{x}_{hp}(t) = (A_{hp} + B_{hp} K_r K_x) \hat{x}_{hp}(t) + B_{hp} K_r r(t - \tau).
\]

Assumption 3: There exist ideal parameters \( K_r^* \) and \( K_x^* \) satisfying the following matching conditions:

\[
A_{hp} + B_{hp} K_r^* K_x^* = A_m
\]

\[
B_{hp} K_r^* = B_m.
\]

Equation (9) describes a noncausal decision command, which requires future values of the states. This problem can be eliminated by solving the differential equation (5) as a \( \tau \)-seconds ahead predictor as

\[
\hat{x}_{hp}(t + \tau) = e^{A_{hp} \tau} x_{hp}(t) + \int_{0}^{\tau} e^{-A_{hp} \eta} B_{hp} u(t + \eta) d\eta.
\]

By substituting (12) into (9), the human pilot control decision input can be written as

\[
u(t) = K_r \hat{x}_{hp}(t) + K_r \int_{-\tau}^{0} e^{-A_{hp} \eta} B_{hp} u(t + \eta) d\eta + K_r r(t).
\]

By defining \( \theta_i(t) \) and \( \lambda(t, \eta) \) as

\[
\theta_i(t) = K_r(t) K_x(t) e^{A_{hp} \tau}
\]

\[
\lambda(t, \eta) = K_r(t) K_x(t) e^{-A_{hp} \eta} B_{hp}
\]

(13) can be rewritten as (see Fig. 1)

\[
u(t) = \theta_i(t) x_{hp}(t) + \int_{-\tau}^{0} \lambda(t, \eta) u(t + \eta) d\eta + K_r(t) r(t).
\]

Since \( A_{hp} \) and \( B_{hp} \) are unknown, \( \theta_i \), \( \lambda \), and \( K_r \) need to be estimated. It is noted that (11) presents the equation that define the ideal value of \( K_r \), which is denoted as \( K_r^* \). Comparing (13) and (15), the ideal values of \( \theta_i \) and \( \lambda \) can be obtained as

\[
\theta_i^* = K_r^* K_x^* e^{A_{hp} \tau}
\]

\[
\lambda^*(\eta) = K_r^* K_x^* e^{-A_{hp} \eta} B_{hp}.
\]

The closed-loop dynamics can be obtained using (5) and (15) as

\[
\hat{x}_{hp}(t) = A_{hp} x_{hp}(t) + B_{hp} \theta_i(t - \tau) x_{hp}(t - \tau) + \int_{-\tau}^{0} B_{hp} \lambda(t - \tau, \eta) u(t + \eta - \tau) d\eta + B_{hp} K_r r(t - \tau).
\]

Defining the deviations of the adaptive parameters from their ideal values as \( \hat{\theta}_i = \theta_i - \theta_i^* \) and \( \hat{\lambda} = \lambda - \lambda^* \), adding and
Using (12), (18) is rewritten as

\[ e = \frac{\Phi_1}{\Phi} \]

Defining the tracking error as \( e(t) = x_{hp} - x_m \), subtracting (8) from (19), using (11), and following a similar procedure given in [38], it is obtained that:

\[
\dot{e}(t) = \dot{x}_{hp} - \dot{x}_m
\]

Using (12), (18) is rewritten as

\[
\dot{x}_{hp}(t) = A_m x_{hp}(t) - B_{hp} K^*_r K^*_x x_{hp}(t) + B_{hp} K_r (t - \tau) K_x (t - \tau) x_{hp}(t) + B_{hp} K_r (t - \tau) r(t - \tau).
\] (19)

Using (12) and defining \( \Phi = K_r^{-1} - K_x^{-1} \), we can rewrite (20) as

\[
\dot{e}(t) = A_m e(t) + B_{hp} K_r^{-1} (K_x (t - \tau) - K^*_x K^*_r)
\]

\[
\times \left( e^{A_{hp} \tau} x_{hp}(t - \tau) + \int_{-\tau}^{0} e^{-A_{hp} \eta} B_{hp} u(t + \eta - \tau) d\eta \right)
\]

\[
+ B_{hp} \Phi(t - \tau) \left( K_r (t - \tau) K_x (t - \tau) e^{A_{hp} \tau} x_{hp}(t - \tau) + \int_{-\tau}^{0} e^{-A_{hp} \eta} B_{hp} u(t + \eta - \tau) d\eta \right)
\]

\[
+ K_r (t - \tau) r(t - \tau).
\] (21)

Using (16) and (21), we obtain that

\[
\dot{e}(t) = A_m e(t) + B_m \dot{\theta}_1(t - \tau) x_{hp}(t - \tau)
\]

\[
\times \left( (K_r^{-1}(t - \tau) \dot{\theta}_1(t - \tau) - K^{*-1}_{r} \theta^*_1) x_{hp}(t - \tau) + \int_{-\tau}^{0} (K_r^{-1}(t - \tau) \dot{\lambda}(t - \tau, \eta) - K^{*-1}_{r} \lambda^*_1(\eta)) u(t + \eta - \tau) d\eta \right)
\]

\[
+ B_m \Phi(t - \tau) u(t - \tau).
\] (22)

Using (14), (22) can be rewritten as

\[
\dot{e}(t) = A_m e(t) + B_m
\]

\[
\times \left( (K_r^{-1}(t - \tau) \dot{\theta}_1(t - \tau) - K^{*-1}_{r} \theta^*_1) x_{hp}(t - \tau) + \int_{-\tau}^{0} (K_r^{-1}(t - \tau) \dot{\lambda}(t - \tau, \eta) - K^{*-1}_{r} \lambda^*_1(\eta)) u(t + \eta - \tau) d\eta \right)
\]

\[
+ B_m \Phi(t - \tau) u(t - \tau).
\] (23)

Defining \( \theta_1 = K_r^{-1} \dot{\theta}_1 \) and \( \lambda_1 = K_r^{-1} \lambda \) and using their deviations from their ideal values, \( \dot{\theta}_1 = \theta_1^* - \dot{\theta}^*_1 \) and \( \lambda_1 = \lambda^*_1 - \lambda^*_1 \), (23) can be rewritten as

\[
\dot{e}(t) = A_m e(t) + B_m \dot{\theta}_1(t - \tau) x_{hp}(t - \tau)
\]

\[
+ B_m \int_{-\tau}^{0} \dot{\lambda}_1(t - \tau, \eta) u(t + \eta - \tau) d\eta
\]

\[
+ B_m \Phi(t - \tau) u(t - \tau).
\] (24)

The following lemma will be necessary to prove the main theorem of this article.

**Lemma 4:** Suppose that the continuous function \( u(t) \) is given as

\[
u(t) = f(t) + \int_{-\tau}^{0} \lambda(t, \eta) u(t + \eta - \tau) d\eta\]

where, \( f, : [\tau, \infty) \rightarrow R \) and \( \lambda : [\tau, \infty) \times [-\tau, 0] \rightarrow R \).

Then

\[
|u(t)| \leq 2(f + c_0 c_1) e^{c_2(t - \tau)} \quad \forall t \geq t' \]

if constants \( t', f, c_0, c_1 \in R^+ \) exist such that \( |f(t)| \leq f \)

\[
\int_{-\tau}^{0} \lambda^2(t, \eta) d\eta \leq c_0^2, \quad \text{for} \ t \in [t', t^*]
\]

and

\[
\int_{-\tau}^{0} u^2(t + \eta) d\eta \leq c_1^2 \quad \forall t \leq t'.
\] (28)

**Proof:** The proof of Lemma 4 can be found in [39]. \( \square \)

**Theorem 5:** Given the initial conditions \( \dot{\theta}_1(\zeta), \lambda_1(\zeta, \eta), \Phi(\zeta) \) and \( x_{hp}(\zeta) \) for \( \zeta \in [-\tau, 0] \), and \( u(\zeta) \) for \( \zeta \in [-2\tau, 0] \), there exists \( \tau^* \) such that for all \( \tau \in [0, \tau^*] \), the controller (15) with the adaptive laws

\[
\dot{\theta}_1(t) = -x_{hp}(t - \tau) e(t)^T P B_m
\]

\[
\dot{\lambda}_1(t) = -u(t - \tau) e(t)^T P B_m
\]

\[
\lambda_1(t, \eta) = -u(t + \eta - \tau) e(t)^T P B_m
\] (29)

\[30\]

where \( P \) is the symmetric positive definite matrix satisfying the Lyapunov equation \( A_m^T P + P A_m = -Q \) for a symmetric positive definite matrix \( Q \), which can be employed to obtain controller parameters using \( K_r = \text{Proj}(K, \Phi K_r), \theta_1(t) = K_r(t) \theta_1(t), \) and \( \lambda(t) = K_r(t) \lambda_1(t) \) and make the pilot neuro-muscular and plant aggregate system (S) follow the crossover reference model (8) asymptotically, i.e., \( \lim_{t \rightarrow \infty} x_{hp}(t) = x_m(t) \), while keeping all the signals bounded.
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Fig. 5. Time evolution of the error between the output of the plant controlled by the adaptive model and the reference model output.

Fig. 6. Evolution of human adaptive parameters $\theta_{x1}$ and $\theta_{x2}$.

The neuromuscular dynamics is taken as $Y_h(s) = \frac{(s + 3)}{(s + 2)}e^{-0.3s}$, where the time delay $\tau = 0.3$ is the effective time delay, including human decision-making delay and neuromuscular lags.

Remark 6: In this article, we assume that the neuromuscular dynamics are given. The procedure for finding the neuromuscular model can be found in [36] and [37].

Remark 7: In [26], where decoupled multiaxis tracking tasks are considered, a factor is introduced to represent the fact that the pilots are less aggressive in multiaxis tasks, compared to single-axis ones. In this work, although we cover the single-axis tracking task, an extension to two-axis tracking would not need any new model development or an increase in complexity, except using the same equations stated in the step-by-step implementation guide in Section V, for the additional axis, with different gain and frequency parameters. A detailed analysis of single- and double-axis tracking tasks can be found in [42].

B. Behavior of the Adaptive Model

The error between the plant output and the reference model is shown in Fig. 5. The effect of uncertainty injection can be seen at $t = 70$ s. Figs. 6–8 show the adaptive human model parameters. To understand the amount of agreement between these results and the human experimental trials, visual and statistical analyses are provided in the following.

Remark 8: The model is developed based on adaptive control principles, and therefore, even when the plant model is not changing, the adaptive parameters may continue to vary based on the changes in the reference inputs. This parameter variance, however, is not a problem since the model’s tracking capability, as well as the boundedness of the adaptive parameters, is guaranteed by the Lyapunov analysis. We also know that unless the inputs are persistently exciting, the adaptive parameters may not converge to their ideal values. Therefore, different trajectories may result in different model parameters. This is not an issue since these parameters are tuned automatically by the adaptive process.

Remark 9: Adaptation rates are important in terms of transient behavior, and therefore, their selection is important to obtain a successful model. There are some guidelines that can be used in the implementation, at least to start at a good initial condition for the tuning process [43], [44]. Consider a generic adaptive law $\dot{\theta} = -\Gamma e_1 \Omega$, where $\Gamma$ is the adaptation rate matrix, $e_1$ is the tracking error, and $\Omega$ is the vector of corresponding system signals. Assuming that $e_1$ and elements of $\Omega$ are the same order of magnitude as the reference signal $r$, the adaptation rate for a parameter $\theta$ is chosen as $\Gamma = \theta^*/(3\tau_m\bar{r}^2)$, where $\theta^*$ is an estimate of the desired adaptive parameter, $\tau_m$ is the smallest time constant of the reference model, and $\bar{r}$ is the maximum possible amplitude of the reference signal.

C. Participants and Experimental Procedure

Eleven participants (six women and five men) from the graduate and undergraduate student pools of Bilkent University participated in the experiment. All of the participants read and signed the “informed consent to participate” document. This study is approved by the Bilkent University Ethics Committee for research with human participants. Before the experiments, to familiarize the participants with the experimental setup, and its environment, consisting of the display and the joystick, each participant was asked to follow a given reference via joystick inputs for the duration of 200 s. To prevent learning during these warm-up runs, the reference input, uncertainty injection times, and the uncertainty types were chosen differently from
the ones used in the real experimental runs. In particular, the reference signal for the warm-up runs consisted of the sum of the sinusoids with frequencies of 0.1, 0.5, 1, and 1.5 rad/s with the same amplitude of 0.2 and without phase shift. The plant dynamics at the beginning of the warm-up run was $(2/(s^2+3s+2))$. At $t = 45$ s, the dynamics changed to $(5/(s+2))$ in a step-like manner (suddenly). It is changed to $(3/(s+1))$ at around $t = 90$ s using a sigmoid function (gradually) and again changed to a zero-order dynamics at 150 s (suddenly).

D. Time- and Frequency-Domain Analyses of the Adaptive Model

Let $f_{p1}(t), f_{p2}(t), \ldots, f_{pk}(t)$ be the plant outputs when participants $p1, p2, \ldots, pk$ are in the loop, respectively. For each $f_{pi}(t)$, $t = T_1, T_2, \ldots, T_N$, where $T_j$, $j = 1, 2, \ldots, N$, represents a sampling instant, at each sampling instant $T_j$, the minimum, the maximum, and the mean values of the plant outputs when participants are in the loop can be obtained as

\begin{align*}
  f_{pmin}(T_j) &= \min_{i=1,2,\ldots,k} f_{pi}(T_j), \quad j = 1, \ldots, N \\
  f_{pmax}(T_j) &= \max_{i=1,2,\ldots,k} f_{pi}(T_j), \quad j = 1, \ldots, N \\
  f_{pmean}(T_j) &= \frac{\sum_{i=1}^{k} f_{pi}(T_j)}{k}, \quad j = 1, \ldots, N
\end{align*}

where $k = 11$ is the number of participants. Fig. 9 shows the evolutions of $f_{pmin}$ and $f_{pmax}$, together with $f_{ad}(t) \in \mathbb{R}^N$, which is the plant output when the adaptive human model is in the loop, where $t = T_1, T_3, \ldots, T_N$. It is seen that the plant output when adaptive human model is in the loop almost always stays between the maximum and the minimum values of the plant output when participants are in the loop. Furthermore, Fig. 10 shows that $f_{pmean}$ and $f_{ad}$ evolve reasonably close to each other. The adaptive model and the mean participant data are also compared in the frequency domain both before and after the uncertainty introduction, in Figs. 11 and 12, respectively. As seen from the figures, both the adaptive model and participant data show similar properties with the crossover model. However, the model starts to deviate from the human data for lower frequencies. The transfer functions used to plot these Bode plots are obtained using the time-response data provided in Fig. 10. For the systems run by the adaptive model and the participants, we obtained the open-loop transfer functions $\left(3.5/s\right)e^{-0.3s}$ and $\left(4/(s+0.8)\right)e^{-0.3s}$, respectively, before the uncertainty introduction, and $\left(4.5/s\right)e^{-0.3s}$ and $\left(3.5/(s+0.1)\right)e^{-0.3s}$, after the uncertainty introduction. Fig. 13 shows the close match between the closed-loop time responses of the estimated transfer functions and the data used to obtain them.

E. Comparison Between the Adaptive and Fixed Human Models

In this section, to demonstrate the advantages of having an adaptive human model instead of a fixed one, we compare the behavior of these two models.
As the fixed human model, we use the transfer function 
\[(1.125(s^2 + 3s + 2))/(s^2 + 3s))e^{-0.3s},\]
which makes the closed-loop transfer function equal to the crossover model given in (32).

Fig. 14(a) shows that before the occurrence of uncertainty at \(t = 70\) s, both the fixed and the adaptive human models present a reasonable agreement with the experimental results. However, after the uncertainty introduction, the fixed model becomes unstable, while the adaptive model continues to show acceptable performance. The result demonstrates the danger of using a fixed model in the presence of time delays. Using the method proposed in [45], one can find that the system after the uncertainty introduction becomes unstable for delay values larger than 0.22 s. To provide a comparison in the stable region, we plot the response of the fixed model for a delay value of 0.22 s in Fig. 14(b). The plot shows that even though the response is stable, it fails to provide a reasonable prediction of the human pilot response after the uncertainty introduction.

\section*{F. Statistical Analysis of the Adaptive Model Using Confidence Intervals}

The difference between the plant output when the \(i\)th participant is in the loop and when the adaptive human model is in the loop is defined as
\[d_i = f_{ad} - f_{pi}, \quad i = 1, \ldots, k\]  
(37)
where \(d_i = [d_i(T_1), \ldots, d_i(T_N)]^T \in \mathbb{R}^N, i = 1, \ldots, k,\)
is called the \(i\)th difference. The mean and the standard deviation of the \(i\)th difference is obtained as
\[\bar{d}_i = \frac{\sum_{j=1}^N d_i(T_j)}{N}, \quad i = 1, \ldots, k\]  
(38)
\[s_i = \sqrt{\frac{\sum_{j=1}^N (d_i(T_j) - \bar{d}_i)^2}{N - 1}}, \quad i = 1, \ldots, k.\]  
(39)

The normal-scores plot for \(\bar{d}_i\) is shown in Fig. 15. The figure does not show any significant deviation from the normal distribution. This shows us that the data do not suggest that the population of mean errors, \(\bar{d}_i\), deviates significantly from normal distribution. The sample mean and the sample standard deviation of \(\bar{d}_i\)’s can be obtained as
\[\bar{d} = \frac{\sum_{i=1}^k \bar{d}_i}{k}\]  
(40)
\[s = \sqrt{\frac{\sum_{i=1}^k (d_i - \bar{d})^2}{k - 1}}.\]  
(41)

Let \(\mu_0\) be the mean value of the population of mean errors, which is given as
\[\mu_0 = \frac{\sum_{i=1}^K \bar{d}_i}{K}\]  
(42)
where \(K\) is the population size. Since normal-scores plot, given in Fig. 15, did not provide any counter evidence, assuming that the distribution of the set of data \([\bar{d}_1, \ldots, \bar{d}_K]\)
is normal with mean \(\mu_0,\) \(\mu_0\) satisfies the following
concluded using (43) that we are 95% confident that $\chi_0^2$ and obtaining $\chi_0^2$, where $\mu$ respectively, and substituting $\bar{s}$ and calculating $\bar{d}$ point of the $t$ distribution with degree of freedom $k - 1$, which can be obtained from the $t$-distribution table. Since the number of participants, $k = 11$, is less than 30, it is appropriate to use the $t$-distribution. Using $\alpha = 0.05$, obtaining $t_{0.025, k}$ from the $t$-distribution table as 2.228, and calculating $\bar{d}$ as $-0.068$ and $s$ as 0.0379, it can be concluded using (43) that we are 95% confident that $\mu_0 = 0$ is in the interval $(-0.0323, 0.0187)$. This shows that the mean $\mu_0$ of the population’s mean deviation from the adaptive human model is reasonably close to zero.

Similarly, the variance, $\sigma_0^2$, of the population’s mean deviation from the adaptive human model satisfies the following probability [46]:

$$P\left(\frac{(k-1)s^2}{\chi^2_{a/2, k}} < \sigma_0^2 < \frac{(k-1)s^2}{\chi^2_{1-a/2, k}}\right) = 1 - \alpha$$

where $\chi^2_{a/2, k}$ is the upper $a/2$ point of the $\chi^2$ distribution with degree of freedom $k - 1$ and can be obtained from the $\chi^2$ distribution table. Calculating $s$ from (41), using $\alpha = 0.05$, and obtaining $\chi^2_{a/2, k}$ and $\chi^2_{1-a/2, k}$ from the $\chi^2$ table with ten degrees of freedom, it can be concluded using (44) that we are 95% confident that $\sigma_0$ is in the interval $(0.0265, 0.0663)$. This shows that the standard deviation $\sigma_0$ of the population’s mean deviation from the adaptive human model is reasonably small.

G. Statistical Analysis of the Adaptive Model Using Hypothesis Testing

In this analysis, we test whether the hypothesis “the mean value of the population mean errors, or the mean deviations from the adaptive model,” is zero. In other words, our null hypothesis, $H_0$, is given as

$$H_0 : \mu_0 = 0$$

where $\mu_0$ is defined in (42). The alternative hypothesis, $H_1$, is given as $H_1 : \mu \neq 0$. Similar to the confidence interval analysis, assuming that $\mu_0$ is the mean of a normally distributed set of data $\{\bar{d}_1, \ldots, \bar{d}_K\}$, where $K$ is the population size, the hypothesis $H_0$ is rejected if

$$\left|\frac{(\bar{d} - \mu_0)\sqrt{k}}{s}\right| \geq t_{a/2}$$

where $\bar{d}$ and $s$ are obtained from (40) and (41), $k$ is the number of participants, and $t_{a/2}$ is the upper $a/2$ point of the $t$ distribution with degree of freedom $k - 1$ [46]. Using the significance level $\alpha = 0.05$ and degree of freedom $k - 1 = 10$, obtaining $t_{0.025, 10} = 2.228$ from the $t$-distribution table, calculating $\bar{d}$ as $-0.068$ and $s$ as 0.0379 using (40) and (41), respectively, and substituting $\mu_0 = 0$ and $k = 11$, the left-hand side of (46) can be calculated as 0.5935, which is less than $t_{0.025, 10}$.

Therefore, we cannot reject $H_0$. We retain $H_0$ and conclude that $H_1$ fails to be proved.

Since we are retaining the null hypothesis, we want to minimize the probability $\beta$ of incorrectly retaining the null hypothesis. This means that we want our test’s power, $1 - \beta$, to be large, such as 0.95. What is the minimum required deviation of the population mean from 0, represented as $\mu_1$, that would make our test to incorrectly retain the null hypothesis with 0.05 probability, i.e., $\beta = 0.05$? To calculate this, we first write the rejection region, $R$, using (46) as

$$R : \left|\frac{(\bar{d} - \mu_0)\sqrt{k}}{s}\right| \geq t_{a/2} \implies R : |\bar{d}| \geq 0.0255.$$  

Defining $T = ((\bar{d} - \mu_1)\sqrt{k})/s$, for $\beta = 0.05$, we need

$$P\left(\frac{(-0.0255 - \mu_1)\sqrt{k}}{s} < T < \frac{(0.0255 - \mu_1)\sqrt{k}}{s}\right) = \frac{\beta}{2} = 0.025.$$  

Using the $t$-table, it can be found that the minimum $|\mu_1|$ that satisfies (48) is 0.051. This means that our test can detect an 0.051 deviation from the mean value of the mean error between the adaptive human model and the participant data when the probability of the test to incorrectly conclude that the model and the data are compatible ($\mu_0 = 0$) is only 5%.

Analyses of the experimental results where a first-order plant dynamics is used with a sudden uncertainty injection is provided above. All of the results, including the ones for the other cases, where plants with different orders and sudden/gradual uncertainty injections, are summarized in Tables II and III. The data collected from the participants can be reached at http://www.syslab.bilkent.edu.tr/research.
VI. SUMMARY

In this article, an adaptive human pilot model based on model reference adaptive control principles is proposed. This model mimics the pilot decision-making process by making sure that the overall closed-loop system follows the crossover model in the presence of plant uncertainties. The stability of the system is shown using the Lyapunov–Krasovskii stability criteria. Furthermore, experiments with human operators are conducted to validate the model. The detailed visual and statistical analyses of the experimental results show that the adaptive model creates similar system responses as the human operators.

APPENDIX

Proof of Theorem 5

Consider a Lyapunov–Krasovskii functional [39]

\[ V(t) = e^T P e + \text{tr} (\Phi^T(t) \Phi(t)) + \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) + \int_{-\tau}^{0} \int_{t+\tau}^{t} \text{tr} (\dot{\delta}_1^T(\zeta) \dot{\delta}_1(\zeta)) d\zeta dv + \int_{-\tau}^{0} \int_{t+\tau}^{t} \text{tr} (\Phi^T(\zeta) \Phi(\zeta)) d\zeta dv + \int_{-\tau}^{0} \text{tr} (\lambda_1^T(\tau, \eta) \lambda_1(\tau, \eta)) d\eta + \int_{-\tau}^{0} \int_{t+\tau}^{t} \text{tr} (\lambda_1^T(\tau, \eta) \lambda_1(\tau, \eta)) d\eta d\zeta dv. \] (49)

The derivative of \( V(t) \) can be calculated as

\[ \dot{V}(t) = e^T(t) P e(t) + e^T(t) P \dot{e}(t) + 2 \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) + 2 \text{tr} (\Phi^T(t) \dot{\Phi}(t)) + \int_{-\tau}^{0} \int_{t+\tau}^{t} 2 \text{tr} (\lambda_1^T(\tau, \eta) \lambda_1(\tau, \eta)) d\eta dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta + \int_{-\tau}^{0} \int_{t+\tau}^{t} \text{tr} (\lambda_1^T(\tau, \eta) \lambda_1(\tau, \eta)) d\eta d\zeta dv. \] (50)

By substituting (29)–(31) into (51), it is obtained that

\[ \dot{V}(t) = -e^T(t) Q e(t) - 2 \int_{-\tau}^{0} \text{tr} (x_{hp}(t - \tau) e^T(t) P B_m \dot{\delta}_1(t + \tau)) dv + 2 \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]

\[ + \tau \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) - \int_{-\tau}^{0} \text{tr} (\dot{\delta}_1^T(t) \dot{\delta}_1(t)) dv + \int_{-\tau}^{0} \text{tr} (\Phi^T(t) \Phi(t)) d\eta \]
\[ -e^T(t)Qe(t) + \int_{-\tau}^{0} \text{tr}\left(2\tilde{\Phi}^T(t)\tilde{\Phi}(t + \nu) + \Phi^T(t+\nu)\Phi(t) - \Phi^T(t + \nu)\Phi(t + \nu)\right) d\nu \\
+ \int_{-\tau}^{0} \text{tr}\left(2\tilde{\Phi}^T(t)\tilde{\Phi}(t + \nu) + \Phi^T(t+\nu)\Phi(t) - \Phi^T(t + \nu)\Phi(t + \nu)\right) d\nu \\
+ \int_{-\tau}^{0} \int_{-\tau}^{0} \text{tr}\left(2\tilde{\lambda}_1^T(t, \eta)\tilde{\lambda}_1(t, \eta) + \tilde{\lambda}_2^T(t, \eta)\tilde{\lambda}_2(t, \eta)\right) d\eta d\nu. \]  

Using the trace property $\text{tr}(A + B) = \text{tr}(A) + \text{tr}(B)$ and the algebraic inequality $a^2 \geq 2ab - b^2$ for two scalars $a$ and $b$, it can be shown that $\text{tr}(2A^T B + A^T A - B^T B) \leq 2\text{tr}(A^T A)$. Using these inequalities, (52) can be rewritten as

\[ \dot{V}(t) \leq -e^T(t)Qe(t) + \int_{-\tau}^{0} \text{tr}\left(2\tilde{\Phi}^T(t)\tilde{\Phi}(t + \nu) + \Phi^T(t+\nu)\Phi(t) - \Phi^T(t + \nu)\Phi(t + \nu)\right) d\nu \\
+ \int_{-\tau}^{0} \int_{-\tau}^{0} \text{tr}\left(2\tilde{\lambda}_1^T(t, \eta)\tilde{\lambda}_1(t, \eta) + \tilde{\lambda}_2^T(t, \eta)\tilde{\lambda}_2(t, \eta)\right) d\eta d\nu. \]  

Defining $q \equiv ((\lambda_{\min}(Q))/\|B_m^T P\|_F^2)$, the inequality

\[ q - 2\tau \left(\|x_{hp}(t-\tau)\|^2 + \|u(t-\tau)\|^2 + \int_{-\tau}^{0} \|u(t + \eta - \tau)\|^2 d\eta\right) > 0. \]  

needs to be satisfied for the nonpositiveness of $\dot{V}$. Assuming that $x_{hp}$ and $u$ are bounded in the interval $[t_0 - 2\tau, t_0)$, the rest of the proof is divided into the following four steps.

**Step 1:** In this step, the negative semidefiniteness of the Lyapunov–Krasovskii functional’s (49) time derivative in the interval $[t_0 - \tau, t_0)$ is shown, which leads to the boundedness of the signals in this interval. In addition, an upper bound for $u$ in the interval $[t_0 - 2\tau, t_0)$ is given.

Suppose that

\[ \sup_{\zeta \in [t_0 - \tau, t_0)} \|x_{hp}(\zeta)\|^2 \leq \gamma_1 \]

\[ \sup_{\zeta \in [t_0 - 2\tau, t_0)} \|u(\zeta)\|^2 \leq \gamma_2 \]  

for some positive $\gamma_1$ and $\gamma_2$, and $\tau_1$ is given such that

\[ 2\tau_1 (\gamma_1 + \gamma_2 + \tau_1 \gamma_2) < q. \]  

Then, the following inequality is satisfied:

\[ q - 2\tau \left(\|x_{hp}(\zeta - \tau)\|^2 + \|u(\zeta - \tau)\|^2 + \int_{-\tau}^{0} \|u(\zeta + \eta - \tau)\|^2 d\eta\right) > 0 \]

\[ \forall \zeta \in [t_0, t_0 + \tau) \quad \forall \tau \in [0, \tau_1]. \]  

It follows that $V(t)$, defined in (49), is nonincreasing for $t \in [t_0, t_0 + \tau)$. Thus, we have

\[ \lambda_{\min}(P)\|e(\zeta)\|^2 \leq e(\zeta)^T P e(\zeta) \leq V(t_0) \]

which leads to

\[ \|x_{hp}(\zeta)\| - \|x_{m}(\zeta)\| \leq \|e(\zeta)\| \leq \sqrt{\frac{V(t_0)}{\lambda_{\min}(P)}}. \]  

Then, we have

\[ \|x_{hp}(\zeta)\| \leq \sqrt{\frac{V(t_0)}{\lambda_{\min}(P)}} + \|x_{m}(\zeta)\| \]

for $\forall \zeta \in [t_0, t_0 + \tau)$. We also have the inequality

\[ \|\Phi(\zeta)\|^2 \leq V(t_0) \implies \|K_{r-1} - K_{r-1}(\zeta)\|^2 \leq V(t_0) \implies \|K_{r-1}(\zeta)\| \leq \sqrt{V(t_0)} + \|K_{r-1}\| \]

for $\forall \zeta \in [t_0, t_0 + \tau)$. It is noted that the boundedness of $\Phi = K_{r-1} - K_{r-1}$ does not guarantee the boundedness of $K_r$. In order to guarantee the boundedness of $K_r$
of the boundedness of $\Phi$, the projection algorithm [40] is employed as
\[ \dot{K}_r = \text{Proj}(K_r, -K_rB_m^TPe(t)u^T(t - \tau)K_r) \]  
with an upper bound $K_{\max}$, that is, $\|K_r\| \leq K_{\max}$. Thus, a lower bound for $\|K_r^{-1}(\xi)\|$ can be calculated using the following algebraic manipulations:
\[
\begin{align*}
K_r(\xi)K_r^{-1}(\xi) &= I \\
\Rightarrow \|K_r(\xi)K_r^{-1}(\xi)\| &= 1 \\
\Rightarrow 1 &\leq \|K_r(\xi)\|\|K_r^{-1}(\xi)\| \leq K_{\max}\|K_r^{-1}(\xi)\| \\
\Rightarrow \frac{1}{K_{\max}} &\leq \|K_r^{-1}(\xi)\|. 
\end{align*}
\]  
Defining $k_1 = \sqrt{V(\bar{t})} + \|K_r^{-1}\|$ and using (63), it is obtained that
\[
\frac{1}{K_{\max}} \leq \|K_r^{-1}(\xi)\| \leq k_1, \: \xi \in [t_0, t_0 + \tau). 
\]  
Therefore, $K_r$ is always bounded and $K_r^{-1}(\xi)$ is bounded for $\forall \xi \in [t_0, t_0 + \tau)$. Furthermore, using the definitions of $\theta_1, \theta_2, \lambda$, and $\lambda_1$ given in Theorem 5, and the nonincreasing Lyapunov functional (49), it can be concluded that
\[
\begin{align*}
\|\bar{\theta}_1(\xi)\|^2_F &\leq V(t_0) \quad \Rightarrow \quad \|K_r^{-1}(\xi)\|d(\xi,T)\|^2_F \leq V(t_0) \\
\int_{-\tau}^{0} \|\bar{\lambda}(\xi, \eta)\|^2_F d\eta &\leq V(t_0) \\
\Rightarrow \int_{-\tau}^{0} \|K_r^{-1}(\xi)\|\lambda(\xi, \eta)\|^2_F d\eta &\leq V(t_0) 
\end{align*}
\]  
for $\forall \xi \in [t_0, t_0 + \tau)$. Using (67) and (68), it can be obtained that
\[
\begin{align*}
\|\bar{\theta}_1(\xi)\|^2_F &\leq K_{\max}^2 V(t_0) \\
\int_{-\tau}^{0} \|\lambda(\xi, \eta)\|^2_F d\eta &\leq K_{\max}^2 V(t_0) 
\end{align*}
\]  
for $\forall \xi \in [t_0, t_0 + \tau)$. To simplify the notation, we define
\[
I_0 \equiv \max\left(\frac{\sqrt{V(t_0)}}{\lambda_{\min}(P)} + \sup_{[t_0,t_0+\tau]} \|x_m(\xi)\|, \frac{K_{\max}\sqrt{V(t_0)}}{K_{\max}V(t_0)} \right) 
\]  
where $R_{\max}$ is the upper bound of the reference input $r(t)$. An upper bound on the control signal $u(t)$ for $t \in [t_0, t_0 + \tau)$ can be derived by using Lemma 4 and (15). In particular, setting $t'_i = t_0$, $t'_j = t_0 + \tau$, and $\xi_{c_i} = V(t_0)$, we obtain that
\[
\|u(\xi)\| \leq 2\left(\int_{-\tau}^{0} u^2(t_0 + \eta)d\eta\right)^{1/2} I_0 e^{b\tau} 
\]  
for $\forall \xi \in [t_0, t_0 + \tau)$, where $\bar{f}$, which is the upper bound of $\theta_1(t)x_{hp}(t) + K_r(t)r(t)$, depends only on $I_0$. Defining $g(\gamma_2, I_0, \tau) \equiv 2\left(\int_{-\tau}^{0} u_0^2\sqrt{T}e^{b\tau}\right)^{1/2}, (71)$ can be rewritten as
\[
\|u(\xi)\| \leq g(\gamma_2, I_0, \tau), \: \forall \xi \in [t_0, t_0 + \tau). 
\]  
\]  
The rest of the proof is similar to the one given in [39]. In the following, a summary of the next steps are given.

**Step 2:** A delay range $[0, \tau_2]$ is found, which satisfies the condition (56) over the interval $[t_0, t_0 + 2\tau]$ as
\[
2\tau_2(\bar{I}_0^2 + (\max(\gamma_2, g(\gamma_2, I_0, \tau_2)))^2(1 + r_2)) < q 
\]  
which leads to $\|x_{hp}(\xi)\| \leq I_0, \: \forall \xi \in [t_0, t_0 + 2\tau), \forall \tau \in [0, \bar{\tau}_2), \bar{\tau}_2 = \min(\tau_1, \tau_2)$.

**Step 3:** It is shown in this step that the bound on $u$ over the interval $[t_0, t_0 + \tau]$ depends only on $A_{hp}, B_{hp}, T$, and $\tau$, where $T$ is a value between $t_0$ and $\tau$. Denoting this upper bound as $U(I_0)$, we have $|u(t)| \leq U(I_0), t \in [t_0, t_0 + \tau]$.

**Step 4:** Using the calculated upper bound for $u$ in the previous step, a delay range $[0, \tau_2]$ is found, which satisfies the condition
\[
2\tau_2(\bar{I}_0^2 + (\max(U(I_0), g(U(I_0), I_0, \tau_2)))^2(1 + r_3)) < q. 
\]  
For $\tau_4 = \min(\bar{\tau}_2, \tau_2), \|x_{hp}(\xi)\| \leq I_0$ and $|u(\xi)| \leq U(I_0)$ for all $\xi \in [t_0, t_0 + \tau], \forall \tau \in [0, \tau_4]$. The above four steps show that $x_{hp}(\xi)$ and $u(\xi)$ are bounded for $\forall \xi \in [t_0, t_0 + k\tau], k \geq 1 \forall \tau \in [0, \tau_4]$. By assuming that $x_{hp}$ and $u$ are bounded for a given $k$, the rest of the proof consists of showing that the boundedness of these variables hold for $k + 1$. Using this assumption and repeating steps 1–4, which leads to satisfying (74), we conclude that the Lyapunov function is nonincreasing and $\|x_{hp}(\xi)\| \leq I_0$, and $|u(\xi)| \leq g(U(I_0), I_0, T) \leq 0 \: \forall \xi \in [t_0, t_0 + (k + 1)\tau], \tau \leq \tau_4 \leq \tau_3$. This completes the boundedness proof by induction. Then, using Barbalat’s Lemma, it can be shown that the error between the human-in-the-loop system output $x_{hp}$ and the reference model output $x_m$ converges to zero.
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