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Abstract—Electrocardiogram (ECG), a technique for medical monitoring of cardiac activity, is an important method for identifying cardiovascular disease. However, analyzing the increasing quantity of ECG data consumes a lot of medical resources. This paper explores an effective algorithm for automatic classifications of multi-classes of heartbeat types based on ECG. Most neural network based methods target the individual heartbeats, ignoring the secrets embedded in the temporal sequence. And the ECG signal has temporal variation and unique individual characteristics, which means that the same type of ECG signal varies among patients under different physical conditions. A two-stream architecture is used in this paper and presents an enhanced version of ECG recognition based on this. The architecture achieves classification of holistic ECG signal and individual heartbeat and incorporates identified and temporal stream networks. Identified networks are used to extract features of individual heartbeats, while temporal networks aim to extract temporal correlations between heartbeats. Results on the MIT-BIH Arrhythmia Database demonstrate that the proposed algorithm performs an accuracy of 99.38%. In addition, the proposed algorithm reaches an 88.07% positive accuracy on massive data in real life, showing that the proposed algorithm can efficiently categorize different classes of heartbeat with high diagnostic performance.
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1 INTRODUCTION

The cardiovascular disease (CVD) is a major threat to human health and the leading cause of death internationally. According to the World Health Organization, ischaemic heart disease and all forms of stroke are responsible for a quarter of the total number of deaths globally [1]. Electrocardiogram (ECG) records electrical activity generated by the heart. ECG is used for emotion recognition [2] and biometric identification [3] due to its unique individual characteristics. ECG analysis is also an effective tool for assessing cardiac health, as it is easy to use as a non-invasive method. And ECG is one of the most effective ways to study the classification of cardiac arrhythmias, which is of great interest to biomedical researchers. Therefore, accurate and effective analysis of ECG signals is critical in the diagnosis and treatment of cardiovascular disease [4]. However, there is a wide variety of heart diseases and a sheer volume of ECG data, which means that long-term reliance on a manual diagnosis not only easily introduces errors and leads to unstable diagnosis results, but also consumes a lot of medical resources. Therefore, there is an urgent need to realize a quick, accurate, and robust analysis of ECG data. Due to the time variation and unique individual characteristics of the ECG, the feature of the same kind of ECG signal varies in different patients under different physical conditions, which poses considerable difficulties for recognition of ECG patterns [5]. Many works have been carried out to advance the automatic analysis of ECG signals. In recent years, with the maturity and popularity of artificial intelligence technology, machine learning has become widely used in ECG signal analysis. The typical method is to divide the task into extraction and classification of ECG signal features.

The correct representation of the ECG signal plays an important role in the diagnosis of heart disease, and different types of feature extraction techniques are used. In general, the P-QRS-T complex is the primary unit of the ECG signal [6], as shown in Fig. 1. As the attributes of the P-QRS-T complex of healthy people are relatively fixed, it is often used as a reference by doctors when diagnosing the ECG signal, by comparing the normal values in the sinus rhythm for a healthy male adult with those of the patients [7]. Based on this approach, some researchers adopt a similar approach by using computer methods instead of manually extracting features of the QRS complex. There are many feature detection algorithms for the QRS complex, such as derivative-based [8], wavelet variation [9] and digital filters [10]. In addition, high-order moments are utilized to extract features of QRS complexes in [11]. Some studies make use of statistical attributes of ECG signals, which provide the complexity and distribution of the ECG to achieve improved recognition performance [12]. Frequency-domain-based techniques are also popular for classifying ECG signals [13]. And the ECG classification is achieved by various machine learning algorithms, represented by K-nearest neighbor (KNN) [9], artificial neural network (ANN) [14], linear discriminant analysis (LDA) [15] and support vector machine (SVM) [16].

In [17], a filtered feature selection method and SVM are combined to achieve early detection of ventricular fibrillation (VF) and rapid ventricular tachycardia (VT) in the MIT-BIH dataset. A block-based neural network (BbNN) is proposed in [18], which is created by a group of bi-dimensional block...
Section 2 mainly introduces the proposed architecture for ECG recognition and provides a detailed description of its internal structure. In Section 3 the datasets used and the preprocessing are illustrated and the implementation details of the experiments are outlined. In Section 4 the performance of the architecture is evaluated in the MIT-BIH dataset and real life. The architecture is discussed in Section 5 and this paper is summarized in Section 6.

2 Two-stream Architecture for ECG Recognition

The ECG signal is influenced by the object and time, which means that the same type of ECG signal varies among patients under different physical conditions. And inspired by the Two-Stream networks of action recognition [24], where the action is composed of spatial and temporal stream, the two-stream architecture of ECG recognition is proposed. In this architecture, the ECG signal can be decomposed into identified and temporal components. The identified part, in the form of an individual heartbeat (represented as the P-QRS-T complex), contains information about the unique individual characteristics represented in the ECG signal. The temporal part, in the form of a holistic ECG signal (represented as the combination of multiple P-QRS-T complexes), transmits the symptoms of the ECG and its changes over time. The corresponding ECG recognition architecture accordingly is designed and divided it into two streams, as shown in Fig. 2. Each stream is implemented with a neural network, whose result is combined by late fusion. Two fusion methods are considered: averaging the output scores and training a fully connected layer on the stacked features extracted from each stream.

Most studies in the field of heartbeat classification focus on individual heartbeats and use an intra-patient paradigm. In the scheme, the heartbeats of the same patient used in both training and testing subsets make the evaluation result overly optimistic [25]. Moreover, this scheme does not take into account the time variation and unique individual characteristics of the ECG. Our architecture takes these aspects into consideration and operates as an inter-patient paradigm rather than an intra-patient paradigm.

2.1 Identified stream network

The ECG signal contains unique individual characteristics and disease symptoms. The identified stream network operates at an individual heartbeat, efficiently extracting the identity features and static features of the heartbeat. The appearance of the individual heartbeat (static characteristics of the heartbeat) is a useful clue as many diseases can be identified from a single heartbeat without the holistic ECG signal. The classification of individual heartbeats can be achieved by the identified stream network designed. And the classification of individual heartbeats is pretty competitive for some specific classes. On the other hand, the symptoms vary among patients, identity features matter. This network can be pre-trained for the purpose of identification in order to realize the identification capability on its own.

The identified stream network is constructed by an 11-layer 1D convolution neural network [25]. It consists of seven alternating convolutions and average-pooling layers,
followed by a dropout layer and two fully-connected layers, as shown in Fig. 3. The 1D convolution layers are used to extract features of the heartbeat in different receptive fields, the output expression is shown as follows,

\[ h_{l,k}^{i} = f \left( b_{l,k}^{i} + \sum_{n=0}^{N} W_{l,k}^{n} \ast h_{l-1,k}^{i+n} \right) \],

where \( h_{l,k}^{i} \) is the \( i \)th output of layer \( l \), \( f() \) is the activation function, \( b_{l,k}^{i} \) is the offset of the \( i \)th neuron in layer \( l \), \( W_{l,k}^{n} \) is the \( k \)th convolution kernal in layer \( l \). The average-pooling layers preserve the overall features of the input signal and enhance the robustness of the network. The dropout layer and fully-connected layers are used to generalize features flexibly and reduce overfitting.

The temporal stream network exploits the information of temporal variations in the heartbeat. As mentioned above, the P-QRS-T complex is the primary unit of the ECG signal. It means that a P-QRS-T complex can be regarded as an individual heartbeat while the holistic ECG signal can be regarded as the sequential combination of multiple complexes in the time dimension. As a video is composed of multiple frames, each individual heartbeat can be mapped to a frame, and the holistic ECG signal can be regraded as a video sequence in the lower dimension. In this way, the overall features of the target signal can be explored for the temporal correlation between heartbeats with the method in the video comprehension field. And the temporal correlation between heartbeats is significant. For example, sinus tachycardia is usually determined by the variations in the interval between multiple heartbeats and the temporal correlation between heartbeats, instead of the features of a single heartbeat. In this paper, long short-term memory (LSTM) [27] is used to extract the temporal correlation between heartbeats, and the output expression is shown in (2). And the output is considered a feature and used for the heartbeat classification with the fully-connected layer and Softmax.

\[
\begin{align*}
    f_t & = \sigma \left( W_f \cdot [h_{t-1}, x_t] + b_f \right), \\
    i_t & = \sigma \left( W_i \cdot [h_{t-1}, x_t] + b_i \right), \\
    \tilde{C}_t & = \tanh \left( W_C \cdot [h_{t-1}, x_t] + b_C \right), \\
    C_t & = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t, \\
    h_t & = \sigma \left( W_o [h_{t-1}, x_t] + b_o \right) \ast \tanh \left( C_t \right),
\end{align*}
\]

where \( C_t \) is the output of cell state in moment \( t \), \( b_t \) is the output of hidden state in moment \( t \). \( x_t \) is the input in moment \( t \), representing the waveform of the \( t \)th heartbeat (‘frame’) of the whole input ECG signal. The specific selection method of \( x_t \) is introduced in the next subsection.

### 2.3 Selecting ‘frame’ of ECG signal

The ECG signal is strictly continuous, unlike video where the distribution of frames is time-discrete. Two methods to select ‘frame’ in the ECG signal are proposed. One is to view each heartbeat beat as a frame, that is, the frame is selected by the P-QRS-T complex. The center of the frame is R peak, which is composed of 0.25 seconds before R peak and 0.35 seconds after R peak. As the sampling rate is 500 Hz, there are 300 time-points of amplitude in one frame. In this method, the intervals between heartbeats are ignored as most of this part remains unchanged and is lack of information for classification. If this method is applied, the temporal stream (LSTM) is used to detect the minor changes in the trajectory of consecutive frames, ignoring the potential changes in intervals. The other method is to split the ECG signal chronologically, treating each segment
as a frame and there is the same time interval between each segment. In this method, there are also 300 time-points of amplitude in each frame as the former method to reduce the influence of unchanged part in intervals. If this method is applied, the temporal stream (LSTM) is used to detect the change of intervals between each P-QRS-T complex as the coordinates of R peak in each frame changes with the heartbeat interval change. However, when extreme cases occur, there is no guarantee that each frame will contain a single heartbeat.

In most cases, the results of these two methods are largely consistent, as normal heartbeat intervals are regular. However, for some diseases with variations in heart rate, the choice of method can have an impact on the results. Results from these two methods are compared in Section 4.2. The two methods are shown in Fig. 4.

3 EXPERIMENTS

3.1 Dataset

The Massachusetts Institute of Technology-Beth Israel Hospital (MIT-BIH) Arrhythmia database is widely used in research for analysis of ECG signal [28]. The dataset includes 48 two-lead ECG records obtained from 47 persons, with a duration of 30 minutes for each of them. The sampling rate is 360 Hz with the resolution for digitization of 11-bit over the range of 10-mV. The MIT-BIH contains a wide range of annotated information that can be used to optimize relevant algorithms. Most prior efforts are carried out based on MIT-BIH but are limited by the small number of patients and rhythm types present in it. There are 109449 individual heartbeats included which are grouped into five different classes: normal (N), supraventricular ectopic beat (S), ventricular ectopic beat (V), fusion beat (F) and unknown beat (Q).

A novel ECG dataset with a large number of patients is constructed in this study, which is annotated by experts for a broad range of ECG rhythm classes. The dataset is designed to achieve the classification of 7 rhythms from raw 8-lead ECG inputs comprised of 7000 ECG records from 7000 patients based on it, each of them having a duration of 10 seconds. The sampling rate is 500 Hz, and all the data is de-identified. The names of 7 classes mentioned are sinus tachycardia (ST), conduction block (CB), complete right bundle branch block (RBBB), left ventricular hypertrophy (LVH), frequent premature ventricular contractions (PVC), right axis deviation (RAD) and health control (HC). All the datasets are divided into train-sets, test-sets and valid-sets in the ratio of 7:2:1.

3.2 Pre-process

The ECG signals are collected in a complex environment mixed with various interference, which brings different types of noise and artifacts to the ECG records. Typical noise can be grouped as power line interference, baseline wander, electrosurgical noise and electromyography noise [29]. The bandpass filter, low-pass filter and wavelet transform are usually used to delete artifact signals and achieve the denoising of ECG signals. The wavelet transform (WT)-based down-sampling and resampling are used to delete artifact signals from ECG signals in this paper. The adaptive threshold filtering algorithm is used in this filter and function ‘db8’ is selected as the wavelet function. This paper only carries out simple denoising methods to reduce data distortion while enhancing the generalization of the network.

The P-QRS-T complex is the main component unit of ECG signal and is used for the segmentation of individual heart-beat of ECG signals. In the MIT-BIH, each signal is marked with an annotation including the disease classification and the location of the R-peak of each individual heartbeat. In our dataset, the improved Pan-Tompkins algorithm is used to detect R-peak [30]. The heartbeat segments can be determined by the R-peaks for further use. All the segments are normalized with the Z-score method. Fig. 5 shows the ECG signal before and after denoising.

3.3 Implementation details

In this paper, experiments are carried out on MIT-BIH Arrhythmia Database and our independent dataset. The sampling rate of the two datasets is different. A segmentation containing 300 sampling points is selected as an individual heartbeat with R-peak as the center, including the whole P-QRS-T complex, and achieves consistency in the input dimensions of the two datasets.

Identified stream network is implemented on both MIT-BIH and our dataset for the classification of the individual heartbeat. There are 76614 individual heartbeats grouped into five classes detected from train-sets of MIT-BIH and 54616 individual heartbeats grouped into seven classes detected from train-sets of our database. Each individual heartbeat is fed to this network with the dimension of 1*300. The average-pooling is performed over 1*3 windows with stride 2. All hidden weight layers use the rectification activation function. The learning rate decay, learn rate drop period, and learning rate parameters are set to 0.1, 20, and 0.01 within a total of 60 epochs with a batch size of 1000. And Adam optimizer is used. There are various works carried out for achieving heartbeat classification in MIT-BIH, and the result comparison is listed in Section 4.2.

The temporal stream network is operated in our dataset for the classification of holistic ECG signals. As there are 7000 single-lead ECG signals in our dataset but only 48 in MIT-BIH, 10 frames are selected from each ECG signal as an input signal of the network with two different methods mentioned above. If there are less than ten frames that can be selected, such as not detecting ten individual heartbeats, the input signal is complemented with zeros. The learning rate decay, learn rate drop period, and learning rate parameters are set to 0.1, 20, 0.01 in a total of 60 epochs with a batch size of 600. And the Adam optimizer is used.

The whole architecture is implemented in our dataset for the better classification of holistic ECG signals. Identified stream network is pre-trained on MIT-BIH for extracting unique individual characteristics, as each ECG record has a duration of 30 minutes and can provide enough individual heartbeats for training. The temporal stream network is pre-trained in our dataset same as described in the previous paragraph. A joint stack of a fully-connected layer on top of the output of the penultimate fully-connected layer of each stream is trained to realize the classification. The input
of identified stream network in the architecture is the first frame of each ECG signal and the input of the other stream is 10 frames from each ECG signal. We also try another late fusion by averaging the output scores of the first frame and the holistic 10 frames, and in this fusion individual characteristics are ignored.

4 Evaluation of Proposed Model

4.1 Evaluation Index

In this paper, confusion matrix, accuracy (\(Acc\)), sensitivity (\(Sen\)), precision (\(Ppv\)) and \(F1\) score are used to measure model accuracy, using the cardiologist committee annotations as the ground truth. The corresponding expressions are as follows,

\[
\begin{align*}
Acc &= \frac{TP + TN}{TP + TN + FP + FN}, \\
Sen &= \frac{TP}{TP + FN}, \\
Ppv &= \frac{TP}{TP + FP}, \\
F1 &= \frac{Ppv \times Sen + 2}{Ppv + Sen},
\end{align*}
\]  

(3)

where \(TP\), \(TN\), \(FN\) and \(FP\) stands for true positive, true negative, false positive and false positive, respectively.

4.2 Evaluation results of proposed model

First, the performance of the identified stream network is measured in the MIT-BIH dataset to prove the capacity of our model. The task is classifying five heartbeat classes: \(N\), \(S\), \(V\), \(F\) and \(Q\). \([18], [22], [31]–[34]\) are carried out for achieving this task, and their results are listed in Table 1 with the comparison to ours. The accuracy rate of our network is 99.38%, performing as well as the other methods. Table 2 illustrates the specific result of our model predictions on MIT-BIH. The precision (\(Ppv\)) of fusion beat (\(F\)) is only 91.57% and the mistakes are not surprising because the number of Fusion beats is smaller than other classes. The precision (\(Ppv\)) and recall (\(Sen\)) of the other heartbeat classes reach 99%, which shows that our network has a good performance both on the overall MIT-BIH and on specific heartbeat classes. The result also proves that deep learning has the ability of ECG classification.

Then, the identified stream network is also performed in real life to show the generalization of the model. Our dataset is constructed from real data with more micro heartbeat classes which is most common in real life. These bring great challenge to classification of ECG signals. The task is to classify seven micro-class of heartbeat with 1000 patients in each, including sinus tachycardia (ST), conduction block (CB), complete right bundle branch block (RBBB), left ventricular hypertrophy (LVH), frequent premature ventricular contractions (PVC), right axis deviation (RAD) and health control (HC). Table 3 lists the specific results. The accuracy rate of our network on our dataset is 78.29% and all other evaluation indicators are also reduced compared to Table 2. This is because our dataset does not contain the prior information on the R-peak position, which is also unknown in advance in real life, and the detection of the R-peak position by the algorithm will introduce errors. Moreover, the differences among heartbeat classes in our dataset are smaller than those of MIT-BIH, but the number of classes is larger. These result in the higher difficulty of achieving ECG classification in our dataset. The difficulty of ECG classification on our dataset is also confirmed by transforming other methods into our dataset. As a result, further work is carried out on our dataset to reveal the improvement.

The temporal stream network is evaluated which is designed to classify the holistic ECG signal. The effectiveness of the input configurations described in Section 2.3 is firstly assessed. Table 4 and Fig. 6 compare the performance of two methods. The results illustrate that the R-peak centered...
method has a better performance in this task, whose classification accuracy is 79.36% and is far better than chronological segmentation method. This is because the chronological segmentation method may involve an incomplete heartbeat, which only matters when detecting heart rate variability-related diseases and is not applicable in most cases. As a result, R-peak-centered segmentation is chosen in late fusion, the overall accuracy of which achieves 79.36% and the specific results are listed in Table 5. The result also proves that the proposed temporal stream network has the ability to classify the holistic ECG signal correctly, and its performance needs to be improved.

Finally, the complete two-stream model is evaluated, which combines the two streams to improve the performance of ECG classification. Table 6 presents the result comparison of two late fusion methods. Re-training a fully connected layer on stacked features from two streams performs better, with 7.86 percentage points higher. We are also surprised by the improvement. In this method, identified stream network is pre-trained on the dataset for the purpose of identification, which illustrates that the individual characteristics matter in ECG signal classification. The final result of our two-stream architecture is shown in Table 7 and its confusion matrix is shown as Fig. 7. These results
The identified stream in our architecture also performs well extremely high when meeting the five macro heartbeat classes. The efforts of researchers, the accuracy of classification is expected to have been carried out for a long time. And thanks to the relevant studies of ECG signals.

The fusion of features enables the classification of features and temporal correlations between heartbeats respectively. The architecture incorporates identified and temporal stream networks, extracting individual heartbeat features according. The architecture is used to address both the influences of patients and varies over time. Because of the similarity between ECG classification and action recognition, the Two-Stream Architecture is used to address both the influences of the ECG signal holistically rather than an individual heartbeat is considered an appropriate choice. On the other hand, the classification of individual heartbeats always uses an intra-patient paradigm while the classification of holistic ECG signal is operated as an inter-patient paradigm, which is more convincing.

The regular method to classify the holistic ECG signal with deep learning is to design a very deep neural network, like [23]. But the length of ECG signal is set using this method because the dimension of input is constant. And the depth of the neural network should increase with the length of ECG signal, which means that this method cannot achieve the classification of the long ECG signals. Thus, the typical recurrent neural network, LSTM, is chosen as the temporal stream to classify the holistic ECG signal. As the result shown in Table 5, the temporal stream can classify micro heartbeat classes. The result is not satisfactory as the stream is designed mainly to extract temporal correlations between heartbeats. And it will have a better performance when more tricks are utilized. Before the late fusion of the two streams, the identified stream is pre-trained with the purpose of identification on the MIT-BIH database. Because the global structure remains, the stream also retains the ability to classify individual heartbeats, and the ability to extract identity features is given through pre-training. As the result shown in Table 7, the accuracy is improved when the two streams are fused. It illustrates that the architecture of the two-stream has a good effect on improving ECG classification by comprehensively considering the two influencing factors of ECG signals. And there is no doubt that our architecture has a large room for improvement, as there are several limitations in our model. First is the network chosen in the temporal stream, although LSTM is designed for sequences, it is not suitable when the period of ECG signals is too large (such as 24h). Second, our method is based on single-lead ECG recordings, and it is necessary to introduce a method for multiple-lead ECG recordings.

All in all, our model is an end-to-end model for holistic ECG classification that can analyze patients’ ECG signals directly from raw data. The heartbeat classes in our dataset are micro-classes of arrhythmias that are difficult to distinguish but important and rarely studied. The method can be used for real-time ECG monitoring and early warning on light portable devices. Last but not least, it is proved that some doctors can deduce the potential threats of the other organs.

|       | Ppv    | Sen    | F1-score |
|-------|--------|--------|----------|
| ST    | 83.68% | 87.88% | 85.73%   |
| CB    | 91.51% | 93.80% | 92.64%   |
| RBBB  | 90.41% | 83.08% | 86.59%   |
| LVH   | 88.88% | 87.10% | 87.98%   |
| PVC   | 91.81% | 86.30% | 88.97%   |
| RAD   | 95.36% | 96.60% | 95.98%   |
| HC    | 76.14% | 81.70% | 78.82%   |
| average | 88.26% | 88.07% | 88.10%   |
| overall Acc | 88.07% |         |          |

Fig. 7. Confusion Matrix of our two-stream architecture, the accuracy of each class is displayed on a color gradient scale.

convince us that our architecture performs well in ECG signal classification and is competitive, and there is a large room for improvement with our architecture.

5 Discussion

To sum up, we have developed and validated a new architecture to achieve the classification of holistic ECG signals in this study. The two-stream architecture is widely used in action recognition, where the action is considered to be determined by the instantaneous spatial distribution and temporal variation. Thus, the two-stream architecture in action recognition is composed of the spatial and temporal streams and performs well. The ECG signal is determined by patients and varies over time. Because of the similarity between ECG classification and action recognition, the Two-Stream Architecture is used to address both the influences accordingly. The architecture incorporates identified and temporal stream networks, extracting individual heartbeat features and temporal correlations between heartbeats respectively. The fusion of features enables the classification of ECG signals.

The classification of cardiac arrhythmias by ECG is of great interest for biomedical researchers. The relevant studies have been carried out for a long time. And thanks to the efforts of researchers, the accuracy of classification is extremely high when meeting the five macro heartbeat classes. The identified stream in our architecture also performs well as shown in Table 7. However, it is not sufficient to classify only five macro heartbeat classes in real life and we pursue the classification of micro heartbeat classes. The result of the classification of six main micro heartbeat classes with our identified stream is shown in Table 3 and all the evaluation indicators are reduced compared to Table 2. The precision of HC is only 58.76%, which means that many patients are misdiagnosed to be healthy and the results are not satisfactory. There is no doubt that the other methods mentioned in Table 4 will also not perform well on the set of data collected in real life. Indeed, all these methods only take into account the classification of individual heartbeats and ignore the global consideration of the holistic ECG signal. When meeting the task of classifying micro heartbeat classes, the individual heartbeat features are far from sufficient and the temporal variations in heartbeats also matter. Therefore, classification of the ECG signal holistically rather than an individual heartbeat is considered an appropriate choice. On the other hand, the classification of individual heartbeats always uses an intra-patient paradigm while the classification of holistic ECG signal is operated as an inter-patient paradigm, which is more convincing.
through the ECG signals, and our final purpose of studying ECG signals is to determine the organs of disease through heartbeats. It can improve health surveillance capability and reduce the use of medical resources. The work in this paper has revealed the ability to accurately categorize heart diseases using computer analysis, and to conclude the organs of disease with ECGs is feasible. Further efforts will be made to identify the diseased organs through heartbeats.

6 Conclusions

A deep ECG signal classification model with a two-stream architecture is proposed in this paper, which is based on the time variation and unique individual characteristics of the ECG. The model incorporates identified and temporal recognition streams based on neural networks. The identified stream network extracts the identity features and static features of the heartbeat, while temporal stream network monitors the temporal variations of the ECG signals. The proposed model takes various influencing factors of ECG into consideration, and effectively realizes the classification of the individual heartbeat and the holistic ECG signal. Experiments are carried out on the MIT-BIH Arrhythmia Database and our independent dataset, it appears that the identified stream in our proposed model performs as well as similar work. And when the two streams are combined, the proposed model provides higher diagnostic performance, achieving an accuracy rate of 99.38% on MIT-BIH and 88.07% on our independent dataset. A great deal still needs to be done in the future. The computer-aided diagnosis of ECG effectively realizes heart health monitoring and promotes the development of intelligent medical treatment.

References

[1] K. Mc Namara, H. Alzubaidi, and J. K. Jackson, "Cardiovascular disease as a leading cause of death: how are pharmacists getting involved?" Integrated Pharmacy Research & Practice, vol. 8, p. 1, 2019.

[2] A. Alberdi, A. Aztiria, and A. Basarab, "Towards an automatic early stress recognition system for office environments based on multimodal measurements: A review," Journal of Biomedical Informatics, vol. 59, pp. 49–75, 2016.

[3] S. Pal and M. Mitra, "Increasing the accuracy of ECG based biometric analysis by data modelling," Measurement, vol. 45, no. 7, pp. 1927–1932, 2012.

[4] S.-L. Guo, L.-N. Han, H.-W. Liu, Q.-J. Si, D.-F. Kong, and F.-S. Guo, "The future of remote ECG monitoring systems," Journal of Geriatric Cardiology: JGC, vol. 13, no. 6, p. 528, 2016.

[5] U. B. de Souza, J. P. L. Escola, and L. da Cunha Brito, "A survey on hilbert-huang transform: Evolution, challenges and solutions," Digital Signal Processing, vol. 120, pp. 1–16, 2022.

[6] M. Mereon, P. Soda, M. Sansone, and C. Sansone, "ECG databases for biometric systems: A systematic review," Expert Systems with Applications, vol. 67, pp. 189–202, 2017.

[7] P. Trahianas and E. Skordalakis, "Syntactic pattern recognition of the ecg," IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 12, no. 7, pp. 648–657, 1990.

[8] E. Ebrahimbazadeh, A. Foroutan, M. Shams, R. Baradaran, L. Rahbani, M. Joulan, and F. Fayaz, "An optimal strategy for prediction of sudden cardiac death through a pioneering feature-selection approach from HRV signal," Computer Methods and Programs in Biomedicine, vol. 169, pp. 19–36, 2019.

[9] S. Sahoo, M. Dash, S. Behera, and S. Sabut, "Machine learning approach to detect cardiac arrhythmias in ecg signals: a survey," Irbm, vol. 41, no. 4, pp. 185–194, 2020.

[10] V. X. Afonzo, W. J. Tompkins, T. Q. Nguyen, and S. Luo, "ECG beat detection using filter banks," IEEE Transactions on Biomedical Engineering, vol. 46, no. 2, pp. 192–202, 1999.

[11] M. Koruruk and B. Dogan, "ECG beat classification using particle swarm optimization and radial basis function neural network," Expert Systems with Applications, vol. 37, no. 12, pp. 7563–7569, 2010.

[12] M. M. Tantawi, K. Revett, A. Salem, and M. F. Tolba, "Fiducial feature reduction analysis for electrocardiogram (ECG) based biometric recognition," Journal of Intelligent Information Systems, vol. 40, no. 1, pp. 17–39, 2013.

[13] E. Castillo, D. P. Morales, G. Botella, A. García, L. Parrilla, and A. J. Palma, "Efficient wavelet-based ECG processing for single-lead R wave extraction," Digital Signal Processing, vol. 23, no. 6, pp. 1897–1909, 2013.

[14] H. Sardana, R. Kanwade, S. Tewary et al., "Arrhythmia detection and classification using ECG and PPG techniques: a review," Physical and Engineering Sciences in Medicine, vol. 44, no. 4, pp. 1027–1048, 2021.

[15] C. Song, K. Liu, X. Zhang, L. Chen, and X. Xian, "An obstructive sleep apnea detection approach using a discriminative hidden markov model from ECG signals," IEEE Transactions on Biomedical Engineering, vol. 63, no. 7, pp. 1532–1542, 2015.

[16] F. A. Elhaj, N. Salim, A. R. Harris, T. T. Swee, and T. Ahmed, "Arrhythmia recognition and classification using combined linear and nonlinear features of ECG signals," Computer Methods and Programs in Biomedicine, vol. 127, pp. 52–63, 2016.

[17] F. Alonso-Atienza, E. Morgado, L. Fernandez-Martinez, A. Garcia-Alberola, and J. L. Rojo-Alvarez, "Detection of life-threatening arrhythmias using feature selection and support vector machines," IEEE Transactions on Biomedical Engineering, vol. 61, no. 3, pp. 832–840, 2013.

[18] S. Shadmand and B. Mashoufi, "A new personalized ECG signal classification algorithm using block-based neural network and particle swarm optimization," Biomedical Signal Processing and Control, vol. 25, pp. 12–23, 2016.

[19] S. K. Berkaya, A. K. Uysal, E. S. Gunal, S. Ergin, S. Gunal, and M. B. Gulumoglu, "A survey on ECG analysis," Biomedical Signal Processing and Control, vol. 43, pp. 216–235, 2018.

[20] X. Hou, Y. Zhang, Y. Wang, X. Wang, J. Zhao, X. Zhu, J. Su et al., "A markerless 2d video, facial feature recognition-based, artificial intelligence model to assist with screening for parkinson disease: Development and usability study," Journal of Medical Internet Research, vol. 23, no. 11, p. e29554, 2021.

[21] X. Chen and B. Wujek, "A unified framework for automatic distributed active learning," IEEE Transactions on Pattern Analysis and Machine Intelligence, 2021.

[22] T. J. Jun, H. M. Nguyen, D. Kang, D. Kim, D. Kim, and Y.-H. Kim, "ECG arrhythmia classification using a 2-d convolutional neural network," arXiv preprint arXiv:1804.06812, 2018.

[23] A. Y. Hannun, P. Rajpurkar, M. Haghpanahi, G. H. Tison, C. Bourn, M. P. Turakhia, and A. Y. Ng, "Cardiologist-level arrhythmia detection and classification in ambulatory electrocardiograms using a deep neural network," Nature Medicine, vol. 25, no. 1, pp. 65–69, 2019.

[24] K. Simonyan and A. Zisserman, "Two-stream convolutional networks for action recognition in videos," Advances in Neural Information Processing Systems, vol. 27, 2014.

[25] P. De Chazal, M. O’Dwyer, and R. B. Reilly, "Automatic classification of heartbeats using ECG morphology and heartbeat interval features," IEEE Transactions on Biomedical Engineering, vol. 51, no. 7, pp. 1196–1206, 2004.

[26] S. Kiranyaz, T. Ince, and M. Gabbouj, "Real-time patient-specific ECG classification by 1-d convolutional neural networks," IEEE Transactions on Biomedical Engineering, vol. 63, no. 3, pp. 664–675, 2015.

[27] S. Hochreiter and J. Schmidhuber, "Long short-term memory," Neural Computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[28] P. PhysioBank, "Physionet: components of a new research resource for complex physiologic signals," Circulation, vol. 101, no. 23, pp. e215–e220, 2000.

[29] F. A. Elhaj, N. Salim, A. R. Harris, T. T. Swee, and T. Ahmed, "Arrhythmia recognition and classification using combined linear and nonlinear features of ECG signals," Computer Methods and Programs in Biomedicine, vol. 127, pp. 52–63, 2016.

[30] J. Pan and W. J. Tompkins, "A real-time qrs detection algorithm," IEEE Transactions on Biomedical Engineering, no. 3, pp. 230–236, 1985.

[31] O. T. Inan, L. Giovangrandi, and G. T. Kovacs, "Robust neural-network-based classification of premature ventricular contractions..."
using wavelet transform and timing interval features,” *IEEE Transactions on Biomedical Engineering*, vol. 53, no. 12, pp. 2507–2515, 2006.

[32] R. J. Martis, U. R. Acharya, K. Mandana, A. K. Ray, and C. Chakraborty, “Application of principal component analysis to ECG signals for automated diagnosis of cardiac health,” *Expert Systems with Applications*, vol. 39, no. 14, pp. 11792–11800, 2012.

[33] R. J. Martis, U. R. Acharya, C. M. Lim, and J. S. Suri, “Characterization of ECG beats from cardiac arrhythmia using discrete cosine transform in PCA framework,” *Knowledge-Based Systems*, vol. 45, pp. 76–82, 2013.

[34] M. Wu, Y. Lu, W. Yang, and S. Y. Wong, “A study on arrhythmia via ECG signal classification using the convolutional neural network,” *Frontiers in Computational Neuroscience*, p. 106, 2021.