The environment of QSO triplets at $1 \leq z \leq 1.5$
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ABSTRACT
We present an analysis of the environment of six QSO triplets at $1 \leq z \leq 1.5$ by analyzing multiband ($r$, $i$, $z$, or $g$, $r$, $i$) images obtained with Megacam at the CFHT telescope, aiming to investigate whether they are associated or not with galaxy protoclusters. This was done by using photometric redshifts trained using the high accuracy photometric redshifts of the COSMOS2015 catalogue. To improve the quality of our photometric redshift estimation, we included in our analysis near-infrared photometry (3.6 and 4.5μm) from the unWISE survey available for our fields and the COSMOS survey. This approach allowed us to obtain good photometric redshifts with dispersion, as measured with the robust $\sigma_{N,MAD}$ statistics (which scales as $(1+z)^{-1}$), of $-0.04$ for our six fields. Our analysis setup was reproduced on lightcones constructed from the Millennium Simulation data and the latest version of the L-GALAXIES semi-analytic model to verify the protocluster detectability in such conditions. The density field in a redshift slab containing each triplet was then analyzed with a Gaussian kernel density estimator. We did not find any significant evidence of the triplets inhabiting dense structures, such as a massive galaxy cluster or protocluster.
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1 INTRODUCTION
In the hierarchical structure formation scenario of the current ΛCDM cosmological model, small density fluctuations collapse to give rise to the first stars and galaxies. These galaxies continue to grow through the accretion or merger of other smaller or similar mass structures (e.g., White & Rees 1978), at the same time that the first groups and clusters of galaxies assemble (e.g., Kravtsov & Borgani 2012).

Studying the formation and evolution of galaxy clusters, by observations at different redshifts, is one of the main approaches to constrain our knowledge on the large-scale structures. At $z = 0$, cluster galaxies show the direct impact of living in such dense environments over billions of years. Examples include the high incidence of quiescent galaxies and the relationship between the morphological types and local galaxy density, indicating that the environment affects the evolution of a galaxy and its stellar population. Such characteristics are evidenced, for example, by the “red sequence” (Visvanathan & Sandage 1977; Bower et al. 1992) in the colour-magnitude diagrams and the morphology-density relation (Dressler 1980). Many studies seek to identify the molecular gas quenching level in different redshifts to infer the possible evolutionary stage of the galaxies. Those which are part of groups/clusters tend to lose their gas more quickly throughout their history and, consequently, no longer form stars. This can be caused, for example, by the interaction between different members of the group/cluster (galaxy harassment, e.g., Moore et al. 1996). Another possibility is the falling of a galaxy into a cluster, where the ICM causes a rapid gas depletion through ram pressure stripping (e.g., Gunn & Gott 1972). There is also the phenomenon known as strangulation (e.g., van den Bosch et al. 2008), where the stripping of the hot circumgalactic medium gas will interrupt the flow of cold gas into the galaxy, which ceases the fuel available for the formation of new stars. All of these processes are widely accepted as the main causes of star formation quenching and, consequently, reddening of galaxies that live in the densest environments in the universe (galaxy quenching, e.g., Koutsouridou & Cattaneo 2019; Liu et al. 2019; Trussler et al. 2020; Joshi et al. 2020; Gu et al. 2020; Lu et al. 2020; Tiley et al. 2020).

At low redshifts ($z \leq 1$), most high mass clusters are virialized structures that can be identified through a concentration of red galaxies$^1$. Additionally, their hot intra-cluster medium helps their
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1 redMapper: http://risa.stanford.edu/redmapper/
identification through either their high X-ray emissions (Rosati et al. 2002; Mullis et al. 2005; Stanford et al. 2006; Mehrtens et al. 2012) or by the Sunyaev-Zeldovich effect (Zel’dovich & Sunyaev 1972; Bleem et al. 2015; Hilton et al. 2018; Huang et al. 2020).

At higher redshifts, z ≥ 1, most of the observed clusters are still in their formation process, and they are known as protoclusters (see Overzier 2016, for a review). These structures harbour important clues about the galaxy formation process and the star formation history in such environments (White & Frenk 1991; Bekki 1998; Kodama et al. 1998; van Dokkum 2005; Mei et al. 2006). However, their identification is not trivial. Since they do not present many of the observational properties of low-z, virialized clusters, the search for galaxy overdensities at high redshifts is one of the most effective ways to find them (Overzier 2016). There are some galaxies or systems with special physical characteristics that may be used to find overdensities, such as Lyman Break Galaxies (LBGs) and Lyman Alpha Emitters (LAEs) (e.g., Overzier et al. 2006, 2008; Chiang et al. 2015; Bădescu et al. 2017; Higuchi et al. 2019), Hydrogen Alpha Emitters (HAEs) (Hatch et al. 2011b; Hayashi et al. 2012), submillimeter galaxies (Daddi et al. 2009; Capak et al. 2011; Rigby et al. 2014; Dannerbauer et al. 2014), radio galaxies (Venemans et al. 2002, 2007; Hatch et al. 2011a; Hayashi et al. 2012; Wylezalek et al. 2013; Cooke et al. 2014), isolated QSOs (Sánchez & González-Serrano 1999, 2002; Stott et al. 2020) and systems of QSOs (Boris et al. 2007; Onoue et al. 2018). These are all biased tracers and are useful to find massive systems in the formation process (Overzier 2016), since the bias between the distribution of baryonic matter and dark matter haloes in structure formation scenarios (Kaiser 1984) implies that high-z objects form in large high-z density fluctuations.

Recently, Stott et al. (2020) studied 12 fields containing UV luminous QSOs at 1 < z < 2. The data were obtained with the Hubble Space Telescope WFC3 G141 grism spectroscopy, and 2/3 of the sample showed significant galaxy overdensities associated with this type of quasar. Cheng et al. (2020) measured overdensities of 850µm-submilliric sources in a sample of 46 protoclusters candidates selected from the Planck high-z catalogue (PHz, Planck Collaboration et al. 2016) and the Planck Catalogue of Compact Sources (PCCS) that were followed up with Herschel-SPIRE (Planck Collaboration et al. 2015) and SCUBA-2 (Geach et al. 2017), finding that 25 are associated with significant overdensities.

To assess whether a given overdensity is real or a projected structure, it is necessary to analyze its redshift distribution, using either spectroscopic or photometric redshifts (e.g., Adami et al. 2010, 2011; George et al. 2011; Wen & Han 2011; Jian et al. 2014). At z > 1, spectroscopic redshift samples are quite limited or incomplete. However, the increasing number of photometric surveys in different broad, medium, and narrow-bands have made it possible to obtain high-quality photometric redshifts using template-fitting or machine learning techniques, useful for the search of high redshift galaxy clusters. For example, Chiang et al. (2014) reported 36 new candidates in the COSMOS field; by analyzing data from the Wide-field Infrared Survey Explorer (WISE) mission on the Pan-STARRS and SuperCOSMOS surveys, Gonzalez et al. (2019) found an amazing 1787 new high redshift clusters; at z ~ 4,oshikawa et al. (2018) reported another 210 candidates in the wide layer area of the HSC-SSP; Martinache et al. (2018) also present new candidates for protoclusters by studying Herschel and Planck sources at 1.3 < z < 3.

It is still a matter of debate whether quasar systems are associated with overdense regions (here we will use QSO or quasar indistinctly to designate objects with active nuclei). Previous studies with QSO pairs have been inconclusive, with some finding association of these systems to protoclusters and others, not (e.g., Boris et al. 2007; Farina et al. 2011; Green et al. 2011; Sandrinelli et al. 2014; Eftekharzadeh et al. 2017; Onoue et al. 2018).

In this work, we analyze six fields containing QSOs triplets, where at least one of the members is a radio-loud object – the radio signature at high redshift may be considered as an indication of a massive galaxy in a dense environment (e.g., Sánchez & González-Serrano 1999, 2002; Kuiper et al. 2012; Hatch et al. 2014). The images were obtained with CFHT/Megacam in three different optical filters. We also include near-IR information from the unWISE catalogue to improve the accuracy of photometric redshifts estimated through machine learning algorithms.

The paper is organized as follows: in Section 2 we present our observations and the reduction procedure, as well as the supplementary data (from the unWISE, COSMOS, SDSS surveys, and simulated data) used in our analysis. In Section 3 we discuss our estimates of photometric redshifts, the analysis of the triplets environment through an evaluation of the galaxy overdensity significance field where they reside, and the protocluster detectability with the mock. These results are addressed in Section 4 and, finally, in Section 5 we summarize our findings. Throughout this work we adopt a ΛCDM concordance cosmology, with recent cosmological parameters from Planck Collaboration et al. (2014): h = 0.673, Ωm = 0.315 and ΩΛ = 0.685.

2 OBSERVATIONS AND DATA REDUCTION

In this section we describe how we have selected the sample of triplets for imaging at CFHT and the tools and procedures adopted for the image analysis, aiming to identify and extract the objects along with several photometric and morphological parameters. The detected objects were then corrected by galactic dust extinction and photometric calibrated in the SDSS system. We then discuss the star/galaxy separation, necessary for the analysis of the environment of the triplets, and finishes this Section describing the near-IR data extracted from the unWISE catalogue, which will be used later in this paper to improve estimates of photometric redshifts.

2.1 Sample selection

In this work, we investigate six fields containing triplets of quasars. These systems were identified in the 13th edition of the Véron-Cetty & Véron (2010) quasar catalogue where we searched for quasar triplets in the redshift interval 1 ≤ z ≤ 1.5, with at least one object being radio-loud (RL), with separation between pairs in spectroscopic redshift less than 0.05, and in angular coordinates (θ) less than 6 arcmin (between ~ 6 and 8 cMpc for the redshift interval above, with a mean of 6.4 cMpc at the mean redshift of our six fields). Note that this angular separation criterion implies that the maximum distance between two QSOs in one triplet should be less than 12 arcmin. This constraint is 1 arcmin greater than the pair selection criteria of Boris et al. (2007) and Onoue et al. (2018), for quasars at z ~ 1. Using a friends-of-friends algorithm, we found 21 systems, from which 6 were chosen for photometric follow-up taking advantage of an observational window at CFHT.

We obtained, for each triplet, multi-band images with Megacam at the CFHT telescope2 during the period 2014A (PI: Roderik

2 https://www.cfht.hawaii.edu/InstrumentImages/Imaging/Megacam/
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Overzier). MegaCam is appropriate for this kind of work because it covers a large field-of-view, $1 \times 1$ square degree, with a resolution of 0.187 arcsecond per pixel. We used the medium dithering pattern, with a disk diameter of 30". In Figure 1, we present a RGB composition of the central part of the images. Each field is centered on the triplet’s centroid and has widths corresponding to $20 \times 20$ c.mpc.

In Table 1, we present the seeing of the observations, the number and the exposure time for each imaging, and the corresponding total amount of time. Table 2 summarizes some additional relevant information: the field identification, the SDSS ID $(J2000.0)$ of the triplet members, their redshifts, the difference between the mean and individual QSO redshifts $(\Delta v)$, their reddening corrected magnitude in the reference/detection band, the mean redshift of the triplet, the magnitude interval in the reference magnitude used in our analysis (for the criteria, see Section 2.6), and the slab width in km/s (for the redshift slab definition, see Section 3.2), the velocity intervals $\Delta v$ and $\Delta v_{\text{slab}}$ are given as $c(\Delta z)/(1 + z)$ (Danese et al. 1980). We also included the minimum stellar mass $(M^*_{\text{min}})$3 that we are probing for each field within our magnitude limits and the redshift slabs of the quasars – this information was obtained with the mock data (see Section 2.3.3). Finally, the bolometric luminosity and the virial black hole mass information, obtained by spectral analysis, were included from the Shen et al. (2011) catalogue4 since massive and luminous quasars $(L_{bol} \gtrsim 10^{45}$ erg/s and $M_{BH} \gtrsim 10^8 M_\odot)$ are more expected to be member of a greater structure (as we mentioned in Section 1 citing other works). All quasars in our sample are above these values. Radio-quiet (RQ) objects in the Véron-Cetty & Véron (2010) catalogue are indicated in the table with "*". In Appendix A, we present the available QSOs spectra. For one object in S5 and two in S6, we do not have this information.

2.2 Object extraction

The CFHT science frames were processed with the package THELI (Erben et al. 2005; Schirmer 2013). The images were bias/overscan-subtracted, trimmed, flat-fielded, and registered to a common pixel and sky coordinate positions using SCAMP (Bertin 2006). A combined astrometric solution for all three filters $(g, r, i, r, i, z)$ was derived using the SDSS DR9 catalog. The resulting astrometric calibrated individual frames were then sky subtracted, re-sampled to a common position, and stacked with SWARP (Bertin 2010, SWarp: Resampling and Co-adding FITS Images Together, Astrophysics Source Code Library).

Then, we ran SExtractor (Bertin & Arnouts 1996) along with PSFex (Bertin 2011), which performs PSF fitting photometry, on the combined frames of each band, to detect and extract objects and then create the photometric catalogues containing all the measurements that are necessary for this work: celestial coordinates (RA and DEC, J2000), photometric and morphological information such as magnitudes and their errors, the image width $\text{FWHM}$, CLASS_STAR, the maximum surface brightness $\mu_{\text{max}}$ and the SPREAD_MODEL. The CLASS_STAR parameter is a point/extended source classifier that estimates the a posteriori probability that a detection made by SExtractor is a point source. CLASS_STAR relies on a multilayer feed-forward neural network trained using supervised learning to generate the estimates. Objects with CLASS_STAR close to 1 are likely point-sources, whereas those close to 0 are probably galaxies.

SPREAD_MODEL is a powerful model-based morphological parameter obtained with PSFex. It gives a local normalized point spread function (PSF) for each detection, and indicates if it is best matched by a point-source model $(\text{SPREAD MODEL} = 0)$, or by a “fuzzier” model, describing an extended object $(\text{SPREAD MODEL} > 0)$. PSFex does not work directly on images. Instead, it operates on SExtractor catalogues, which have a small sub-image (“vignette”) recorded for each detection. This makes things much easier since one does not have to handle the detection and deblending processes. The catalogue files read by PSFex must be in the SExtractor FITS_LDAC binary format, which allows the software to have access to the original image header content. In order to use this tool, we performed the following steps for each field/band:

(i) Run SExtractor in single mode with only the necessary parameters that will be used by PSFex. The result is a catalogue (FITS_LDAC binary format file) containing all the identified objects with the parameters information.

(ii) Run PSFex to generate the PSF for each object. In this step, the output of (i) is used as input, and the result will be the “.psf” files.

(iii) Run SExtractor again including the output of (ii), which is responsible for the SPREAD_MODEL parameter and its corresponding error. Also, once we know which filter has detected more objects (from (i)), we set SExtractor in dual mode to use this filter as a reference for the others.

2.3 Complementary databases

Besides the CFHT images, we have used some complementary databases to do the photometric calibration and to perform estimates of photometric redshifts (photo-zs). They are described below.

2.3.1 SDSS

The photometric calibration was made using the ugriz SDSS system (Fukugita et al. 1996) since our images are in similar filters. This survey has a photometric accuracy of 2-3% and astrometric accuracy better than 0.1" (Pier et al. 2003).

We have used a query search in the Catalog Archive Server Jobs System (CasJobs)5 for SDSS-DR14 to find the unsaturated stars in the same area of our images. The catalogues generated by CasJobs contain the coordinates of each object and the photometric measurements in the same filters of our images. We present in Section 2.5 details of the photometric calibration.

2.3.2 COSMOS2015

In Section 3.1 we present our machine-learning approach to estimate photometric redshifts for our 6 fields. To train our algorithm, we have used data from the COSMOS2015 (Laigle et al. 2016) catalogue, supplemented with unWISE photometry. COSMOS2015 is a public catalogue with more than a million objects over a 2deg$^2$ of the COSMOS field. The main motivation to use photometric redshifts from this catalogue to train our own photo-z estimator is because half of its objects have very accurate photo-zs, $\sigma_{\text{photo}}/(1+z_s) = 0.007$, through a comparison with the zCOSMOS-bright spectroscopic redshifts (spec-zs). This high accuracy is due to a large number of photometric bands $(>30)$ obtained by several surveys in this area.

3 We consider as $M^*_{\text{min}}$ the stellar mass of the percentile 1% of the stellar mass distribution to avoid outliers.

4 http://quasar.astro.illinois.edu/BH_mass/dr7.htm

5 https://skyserver.sdss.org/casjobs/
Figure 1. RGB composed images of our six fields with widths corresponding to 20×20 cMpc. White diamonds and green stars stand for radio-quiet and radio-loud quasars, respectively; the blue circle has a projected radius of 7.5 cMpc; red circles are galaxies with probability larger than 50% to be in the redshift slab of the triplet (see section 3.2).

Table 1. Sample observational information.

| Field | Photometric band | Seeing (FWHM) (arcsec) | n x Exposure time (s) | Total exposure time (s) |
|-------|------------------|------------------------|-----------------------|-------------------------|
| S1    | r                | 0.66                   | 5 x 300               | 1500                    |
|       | i                | 0.63                   | 6 x 310               | 1860                    |
|       | z                | 0.62                   | 10 x 300              | 3000                    |
| S2    | g                | 0.59                   | 6 x 300               | 1800                    |
|       | r                | 0.56                   | 6 x 300               | 1800                    |
|       | i                | 0.57                   | 7 x 300               | 2100                    |
| S3    | i                | 0.64                   | 6 x 310               | 1861                    |
|       | z                | 0.64                   | 3 x 300               | 900                     |
| S4    | g                | 0.66                   | 6 x 300               | 1800                    |
|       | r                | 0.51                   | 6 x 300               | 1800                    |
|       | i                | 0.69                   | 7 x 300               | 2100                    |
| S5    | i                | 0.46                   | 12 x 310              | 3720                    |
|       | z                | 0.53                   | 10 x 300              | 3000                    |
| S6    | g                | 0.57                   | 6 x 300               | 1800                    |
|       | r                | 0.51                   | 6 x 300               | 1800                    |
|       | i                | 0.55                   | 7 x 300               | 2100                    |

from the UV to the near-IR (e.g., UltraVISTA-DR2, Subaru/Hyper-Suprime-Cam, IRAC/Spitzer (SPLASH)).

This catalogue provides magnitudes in filters (B, V, r, i%, and z++, from Suprime-Cam/Subaru) similar to those of our images, with a depth of 𝑖 ≈ 26.5. In the case of the g filter, we applied the transformation proposed by Jester et al. (2005), using apparent magnitudes in the B and V bands:

\[ g = V + 0.64 \times (B - V) - 0.13 \]  

We also (re)calibrated the magnitudes of COSMOS2015 in bands equal or similar to those of our fields in the SDSS photometric system, as described in Section 2.5.

2.3.3 Simulated Data

The main goal of this work is to explore the QSO triplets environment. To quantify the possibility to detect protoclusters at their redshifts, given our observational constraints, we construct
protocluster-lightcones (hereafter, PCcones), using the technique presented in Araya-Araya et al. (2020). These particular mocks consist of structures from the Millennium Simulation (Springel et al. 2005) placed in the center of the line-of-sight of the mocks at a certain redshift. The L-GALAXIES (Henriques et al. 2015) semi-analytical model is used to populate the dark matter halos of the Millennium simulation. The original area of each lightcone is π deg², but we constrained them to 1 deg², which is the field-of-view of our observations.

We placed 20 different structures at the center of the lightcone in 4 different redshifts: z = 1.04, 1.12, 1.36 and 1.51. Following the definition of Chiang et al. (2013) for protocluster’s type based on the mass that the cluster will have at z = 0, we include 8 Fornax-type ($M_{z=0} = 1.37 \times 3.00 \times 10^{14} M_\odot$), 6 Virgo-type ($M_{z=0} = 3 - 10 \times 10^{14} M_\odot$) and 6 Coma-type ($M_{z=0} \geq 10^{15} M_\odot$) protoclusters at these redshifts.

Our observational data is not homogeneous in the sense that we have different photometric bands for each field. Additionally, the magnitude limits are not the same for the whole sample (see Table 2 for each field limits, and Section 2.6 for the criteria). To address these differences, we have mimicked real observations from the photometric catalogs of our 80 lightcones by applying to them the adopted magnitude limits presented in Table 2. Some fields contain the QSO triplet at similar redshifts. For example, the average redshifts of the QSO triplet in the S2 and S4 fields are at z ~ 1.04. This also happens for S3 and S5, where the QSO systems are at z ~ 1.36. Then, from each PCcone with placed structures at z = 1.04, we generated two mock photometric catalogs, which emulate both the S2 and S4 observations. We made the same (obtaining two mock catalogs from one PCcone) for PCcones with placed structures at z = 1.36 to mimic the S3 and S5 fields. In summary, we have 20 lightcones for each field (a total of 120 mocks after constraining the PCcones by the magnitude limits). The minimum stellar mass (defined as the 1% percentile of the simulated mass distribution) probed for each field and redshift after taking into account the same constraints of the observations ranges from $log(M_{min}^{bol}/M_\odot) = 9$ to 9.6 (See Table 2).

Table 2. Physical information of the triplet sample. From the left to the right, the columns are: the field identification, the SDSS ID (J2000.0) of the triplet members, their redshifts, the mean redshift of the triplet, the difference between the mean and individual QSO redshifts, their reddening corrected magnitude in the reference/detection band, the magnitude interval in the reference magnitude used in our analysis, the minimum stellar mass that we are probing for each member, their redshifts, the mean redshift of the triplet, the difference between the mean and individual QSO redshifts, their reddening corrected magnitude and Log(M/M_\odot).

| Field | QSO | $z$ | $Av$ [km/s] | Reference Band Magnitude | Adopted Limits | $log(M_{max}^{bol}/M_\odot)$ | $log(M_{sat}^{bol}/M_\odot)$ | $log(M_{min}^{bol}/M_\odot)$ |
|-------|-----|-----|-------------|-------------------------|---------------|-----------------------------|-----------------------------|-----------------------------|
| S1    |     | 1.480 | 1.518    | -3112 | 17 < $i$ < 23.5 | 9.589 | ±15000 | 47.04 | 9.22 |
|       |     | 1.506 | 1.956 | ±1437 | i = 17.325 | 46.01 | 9.14 |
|       |     | 1.518 | 1.956 | ±1437 | i = 20.205 | 45.96 | 8.98 |
| S2    |     | 1.042 | 1.066    | -1607 | 18 < $i$ < 24.5 | 8.995 | ±1258 | 46.29 | 9.54 |
|       |     | 1.053 | 1.903 | ±1903 | i = 18.790 | 46.04 | 9.33 |
|       |     | 1.051 | 2.195 | ±292 | i = 20.250 | 45.65 | 8.87 |

Table 3. Constraints applied for selecting unsaturated stars for the photometric calibration.

| Parameter | Selection |
|-----------|-----------|
| $\mu_{max}$ | $\mu_{sat} + 0.5 < \mu_{sat} < \mu_{sat} + 3.5$ |
| FWHM | < 4.2 |
| CLASS_STAR | > 0.95 |
| SPREAD_MODEL | < 0.0002 |
| MAG_ERR | < 0.03 |

2.4 Correction of the galactic extinction

The magnitudes generated by SExtractor were first corrected by the extinction caused by the Milky Way’s dust, which causes a slight increase in the magnitude of each object, depending on its celestial coordinates. This correction was determined using a routine in python, which reads the value of $E(B-V)$ corresponding to the coordinates of each object on the Schlegel et al. (1998) maps, and calculates the extinction with the Cardelli et al. (1989) law for each photometric band. These extinctions were then subtracted from the corresponding magnitude for each object.

2.5 Photometric calibration

The photometric calibration was done using isolated and non-saturated stars in the SDSS Data Release 14. We have run a SQL script at CasJobs using appropriate flags. After, we applied additional constraints to this data, as illustrated in Table 3, to ensure that the selected stars have indeed good photometry.

These criteria were based on visual inspection of diagrams that relate morphological/photometric parameters to the magnitudes of the objects (see Figure 2 for an illustration of the procedure applied to one of our fields). To eliminate the saturated objects we chose a lower magnitude limit using the $\mu_{max}$ parameter (bottom-right in this figure) since the saturated objects at the brighter magnitude-end have essentially a constant value for this parameter ($\mu_{sat}$). This value defines the lower and upper values for $\mu_{max}$ according to Table 3.

6 The packages used were sfdmap and extinction.
We also set limits for other morphological parameters to make sure that would be no inconsistencies in the selection.

The next step was a cross-match of celestial coordinates between our fields and SDSS, assuming a tolerance in the angular separation of the sources ≤ 1 arcsec, and a 3 σ clipping to remove the outliers. Our final sample for calibration can be checked in the diagrams of Figure 2 (pink objects).

After these steps, we transformed our instrumental magnitudes to the SDSS photometric system using a linear fit. Figure 3 shows this calibration for one of our fields. These transformations were applied to all bands in all fields, including the corresponding magnitudes of the COSMOS2015 catalogue. Typical errors in this calibration are in the range 0.02 to 0.04 for r, i, and z bands; and, 0.04 to 0.08 for the g band.

### 2.6 Star/galaxy separation

Given the objectives of this work, we need to identify the galaxies in our fields, and, for this, any point source present in our catalogues will be considered as a “non-galaxy”. In this section, we describe our approach to galaxy selection.

First of all, we defined the magnitude interval of interest, considering limits due to image saturation at the bright side (will be considered as a “non-galaxy”). In this section, we describe our approach to galaxy selection.

Concerning its predecessor ALLWISE, this catalogue presents deeper images, since it involves the coaddition of all publicly available 3–5 microns WISE imaging. This procedure is equivalent to increasing the total exposure time by a factor of 5 and allows the detection of magnitudes ~ 0.7 fainter (at a 5 σ level). This doubles the number of detections between redshifts 0 and 1, and triples between 1 and 2, totaling more than half a billion galaxies. Another advantage of this new catalogue is the improvement in the modeling of the crowded regions with the crowdsource analysis pipeline (Schlafly et al. 2018), which optimizes the positions, fluxes, and the background sky to minimize the differences between observation and model.

Our images and COSMOS2015 area are inside the unWISE coadds, which makes it possible for us to do a cross-match between catalogues to include the near-IR information in our analysis.

The accuracy of photometric redshifts depends strongly on the number of available photometric bands. Our observations were done in only three bands per field. For this reason, we included in our sample (as well as in the COSMOS2015 catalogue) the W1 and W2 bands from the unWISE.

The field of view of each of our fields correspond to two or four images (coadds) of the WISE survey, and we have used topcat (Taylor 2005) to perform the matching of the objects detected in unWISE W1 and W2 bands with our catalogues. In this process, we removed the coadds overlapping edges to avoid object repetition, concatenated the data of each image, and, finally, made a cross-match between the resulting unWISE catalogue and ours with a projected distance of ≤ 2.75 arcsec. It is also important to point out that, in all fields, including COSMOS, about 60% of the cross-matched galaxies have measurement only in W1 or W2. These galaxies with missing photometry reduce the quality of the estimated photometric redshifts (Section 3.1) by 1–2% since less information is being used as input data in the machine learning process. However, given the expressive amount of galaxies with missing near-IR photometry, we decided to keep them for further analysis. We also checked the galaxies without photometry in the optical filters. They represent ~1% of the total sample of objects measured with SXExtractor, and, after the cross-match with the unWISE galaxies, only ~0.02% remains. Since this ratio is very low, and most of these galaxies already do not have measurements in one of the near-IR filters, we discarded them.

The flux measurements of unWISE are in VEGA nanomagnitudes units (Finkbeiner et al. 2004). Therefore, we use the expressions provided by Schlafly et al. (2019) to convert them into AB magnitudes:

\[
m_{W1,AB} = m_{W1,VEGA} + 2.699
\]

\[
m_{W2,AB} = m_{W2,VEGA} + 3.339
\]

### 2.7 Including W1 and W2 from unWISE

The unWISE catalogue (Schlafly et al. 2019) contains more than 2 billion sources all over the sky in the 3.6 and 4.5 μm (W1 e W2) bands from the analysis of the unWISE coadds of the WISE images. The unWISE coaddition is described in Lang (2014) and Meisner et al. (2017a,b, 2018).

Concerning its predecessor ALLWISE, this catalogue presents deeper images, since it involves the coaddition of all publicly available 3–5 microns WISE imaging. This procedure is equivalent to increasing the total exposure time by a factor of 5 and allows the detection of magnitudes ~ 0.7 fainter (at a 5 σ level). This doubles the number of detections between redshifts 0 and 1, and triples between 1 and 2, totaling more than half a billion galaxies. Another advantage of this new catalogue is the improvement in the modeling of the crowded regions with the crowdsource analysis pipeline (Schlafly et al. 2018), which optimizes the positions, fluxes, and the background sky to minimize the differences between observation and model.

Our images and COSMOS2015 area are inside the unWISE coadds, which makes it possible for us to do a cross-match between catalogues to include the near-IR information in our analysis.

The accuracy of photometric redshifts depends strongly on the number of available photometric bands. Our observations were done in only three bands per field. For this reason, we included in our sample (as well as in the COSMOS2015 catalogue) the W1 and W2 bands from the unWISE.

The field of view of each of our fields correspond to two or four images (coadds) of the WISE survey, and we have used topcat (Taylor 2005) to perform the matching of the objects detected in unWISE W1 and W2 bands with our catalogues. In this process, we removed the coadds overlapping edges to avoid object repetition, concatenated the data of each image, and, finally, made a cross-match between the resulting unWISE catalogue and ours with a projected distance of ≤ 2.75 arcsec. It is also important to point out that, in all fields, including COSMOS, about 60% of the cross-matched galaxies have measurement only in W1 or W2. These galaxies with missing photometry reduce the quality of the estimated photometric redshifts (Section 3.1) by 1–2% since less information is being used as input data in the machine learning process. However, given the expressive amount of galaxies with missing near-IR photometry, we decided to keep them for further analysis. We also checked the galaxies without photometry in the optical filters. They represent ~1% of the total sample of objects measured with SXExtractor, and, after the cross-match with the unWISE galaxies, only ~0.02% remains. Since this ratio is very low, and most of these galaxies already do not have measurements in one of the near-IR filters, we discarded them.

The flux measurements of unWISE are in VEGA nanomagnitudes units (Finkbeiner et al. 2004). Therefore, we use the expressions provided by Schlafly et al. (2019) to convert them into AB magnitudes:

\[
m_{W1,AB} = m_{W1,VEGA} + 2.699
\]

\[
m_{W2,AB} = m_{W2,VEGA} + 3.339
\]
3 ANALYSIS

At this stage, we have galaxy catalogues with photometric measurements in five bands (3 in the optical, from the CFHT images; and 2 in the near-IR, from unWISE). In this section, we discuss, initially, the estimation of photometric redshifts for each field, the procedure adopted to evaluate the galaxy density field in a redshift interval containing each one of our triplets, and the comparison with the mock data.

3.1 Photometric redshifts

There are basically two ways to calculate photo-zs: the template fitting approach (Benitez 2000; Arnouts et al. 2002; Illbert et al. 2006; Tanaka 2015) and machine learning methods (MLMs: e.g., Collister & Lahav 2004; Almosallam et al. 2016; Sadeh et al. 2016). The first one relies on empirical (Coleman et al. 1980) or synthetic spectra (Bruzual & Charlot 2003; Maraston 2005; Charlot & Bruzual 2007) of different types of galaxies that are processed along with the photometric information of the observations, taking into account the telescope response and the filters characteristics. MLMs work with training data sets comprised of objects with known redshifts to derive a relationship between the photometric measurements and the photo-zs. For this reason, they do not require physically motivated models, which helps to incorporate new observables into the inference and mitigates systematic errors (Sadeh et al. 2016).

We use \texttt{ANNz2}\footnote{https://github.com/IftachSadeh/ANNZ} (Sadeh et al. 2016) to estimate photo-zs. This is a new implementation of the \texttt{ANNz1} package (Collister & Lahav 2004). \texttt{ANNz2} uses the \texttt{ROOT} C++ software framework (Brun & Rademakers 1997), that contains the Toolkit for Multivariate Data Analysis (TMVA) package (Hoecker et al. 2007), allowing the choice of different algorithms to train MLMs. For this reason, unlike its predecessor, \texttt{ANNz2} incorporates different MLMs in its code (e.g., artificial neural network (ANN), boosted decision trees (BDT), among others), providing larger versatility in the photo-zs inference, as well as probabilistic errors estimation. Like all MLMs, a sample with spectroscopic redshifts (spec-zs) is required and is split into training, validation and test sub-samples. During training, the validation sub-sample is used step-by-step to check the convergence of the solutions and evaluate the mapping between photometry and redshifts. The test sub-sample – which is not part

\begin{figure}
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\caption{Object selection for the S1 field. Green objects are considered galaxies; red are non-galaxies; pink are the stars selected for calibration; black are objects considered as saturated, and; blue objects are those above the upper magnitude limit (see text).}
\end{figure}
properties should also have similar uncertainties in the photo-zs. For this, ANNZ2 uses the \(k\)-nearest neighbours (KNN) method (see Oyaizu et al. 2008). On the other hand, randomized regression uses several combinations of MLMs to compute photo-zs probabilistic distribution functions (PDF) for each galaxy. Then, these combinations are ranked following some metrics, like bias, outlier fraction and scatter.

Another challenge for the current work is to find a homogeneous sample with a large enough number of galaxies up to spec-zs \(\sim 1.5\). High-z surveys with a large number of objects are in general biased in specific redshift slices, depending on the survey objectives, resulting in inhomogeneities that can bias their use as a training set in MLMs. In this work, we have used the COSMOS2015 catalogue, since it has photo-zs with high precision and homogeneous distribution up to \(z \sim 1.5\), as described in section 2.3.2. The training was done with BDT in the single regression mode, since the randomized and ANNZ algorithms have a larger computational cost and the results are very similar when compared through the \(Bias = \langle z_{\text{in}} - z_{\text{out}} \rangle\), and the normalized median absolute deviation \(\sigma_{\text{NMAD}}\) metrics, proposed by Molino et al. (2017), that evaluates the accuracy of the estimated redshift (\(z_{\text{out}}\)) with respect to the input (\(z_{\text{in}}\)) value:

\[
\sigma_{\text{NMAD}} = 1.48 \times \text{MEDIAN}\left(\frac{|\Delta z - \text{MEDIAN}(\Delta z)|}{1 + \varepsilon_{\text{med}}}\right),
\]

where, \(\Delta z = z_{\text{out}} - z_{\text{in}}\).

To obtain an unbiased sample when running ANNZ2 it is also important that the training, validation, and test samples (divided as 70%, 15%, and 15%, respectively) be consistent between them and with our sample. Since the COSMOS2015 catalogue is deeper than our optical observations, we selected only galaxies inside the same interval of magnitudes applied at our images (see Table 2). We compared the magnitude measurements of the two samples and found that, considering the whole magnitude interval of each field (see Table 2), there is no statistical difference at 1\(\sigma\) level between them and COSMOS2015. Considering only the range of redshift of our final sample of galaxies at the triplet’s redshift slab (for slab criterion, see Section 3.2), there is no statistical difference at 1\(\sigma\) level for all bands in the fields S2, S4, and S6. For the others, the difference is larger, and only at a 2\(\sigma\) level, they can be considered statistically equal. We considered these results fair enough to proceed with the training process.

We present the magnitude distributions in the 5 available photometric bands for the S1 field and the COSMOS2015 catalogue in Figure 5. We also tested including cuts in other bands to better converge the faint-end between the two counts. However, we decided to keep cuts only in the reference band to avoid bias, and also because the difference in the results is not large and does not affect the final result qualitatively. For the other field distributions, see Appendix B. We notice that there is an excess of bright galaxies in the S6 field (\(i \leq 19\)) compared to the COSMOS2015 sample. We ascribe this feature to a real excess of bright objects. In any case, galaxies that might be members of the triplet (see Figure 10) are expected to be significantly fainter (\(i \geq 21\)), and are in a magnitude interval where our galaxy counts are consistent with those of COSMOS2015.

We tested different input configurations (only colours between adjacent bands; adding the reference band; and adding more bands with different combinations) comparing which one gives the best results based on the metrics described above. The best results were obtained with all magnitude measurements and colours: \(r, i, z, W1, W2, r-i, i-z, z-W1, W1-W2\), for the S1, S4, and S6 fields; and \(g, r, i, W1, W2, g-r, r-i, i-W1, W1-W2\), for S2, S3, and S5. To check the

---

**Figure 3.** Photometric calibration for the i-band in the S1 field. Above: the linear calibration applied in this case. Below: the residuals of the fit as a function of the calibrated magnitude. The dashed horizontal red lines represent \(\pm 3 < \sigma >\).

**Figure 4.** Magnitude distributions for the S1 field. Objects with reference band magnitude (in this case, the i band) fainter than the magnitude completeness limit (the black dashed line; for criterion, see text) are discarded.
performance of the algorithm, we plot $z_{\text{in}}$ versus $z_{\text{out}}$ for the test sub-samples, as well as the Bias and the $\sigma_{\text{NMAD}}$ values in Figure 6. Figure 7 presents the redshift distributions of each field as well as for the COSMOS training and test samples.

For all cases in Figure 7, the distributions between the COSMOS training and test samples follow similar shapes, which is another indication (in addition to the photo-z metrics) that the network training process was successful. The photometric redshift distributions of our fields present some minor discrepancies compared to the COSMOS samples, probably due to cosmic variance, but these differences are negligible in the bins corresponding to the triplets’ redshifts.

It is also important to say that we also tested the estimates without and with the galaxies that have no measurements in W1 or W2 (as described in 2.7), obtaining $\sigma_{\text{NMAD}}$ ranges of 2.4–3.8\% and 4.0–5.5\%, respectively. Galaxies that have no measurements in one of these two bands represent 60\% of the sample, so we decided to keep them even if this represents a cost in the performance of ANNz2. These values are obviously much higher than the accuracy achieved by the COSMOS2015 photo-z estimation, since the amount of information (inputs) available is much less. Still, our $\sigma_{\text{NMAD}}$ values are comparable with those obtained in other works (e.g., van der Burg et al. 2020; Jian et al. 2020).

### 3.2 The density field

To verify how galaxies are spatially distributed in a certain field at the triplet redshifts, we computed overdensity significance maps using the kernel density estimator (KDE; e.g., Ivezić et al. 2014). The galaxy surface density at a point $x$ is given by

$$
\Sigma(x) = \frac{1}{Nh^2} \sum_{i=1}^{N} K \left( \frac{d(x, x_i)}{h} \right),
$$

where $x_i$ represents the coordinates of one of the $N$ galaxies with photometric redshifts, $K(u)$ is the kernel function (assumed Gaussian), $d(x, x_i)$ is the projected (Euclidian) distance between $x$ and $x_i$, and $h$ is the kernel bandwidth.

The bandwidth can be chosen with statistical or physical criteria. In the former case it is common to adopt thumb rules (e.g., Scott’s rule) or Cross-validation. We have noticed, however, that both cases lead to large values of $h$ and, consequently, to too smooth maps of the galaxy distribution. A more physical approach is to adopt a sensible scale for the kernel bandwidth. Chiang et al. (2013) have used the Millennium simulation to estimate the effective radius ($R_e$) of $z = 0$ galaxy clusters progenitors as a function of redshift, finding that, at $z \sim 1.3$, the typical diameter ranges from 4 to 15 cMpc (lower and upper limit of Fornax-type and Coma-type progenitors, respectively). Motivated by this result, we decided to adopt $h = 5$ and 10 cMpc, to perform our analysis. The smaller bandwidth is better to probe ~group scale structures, while the larger one is more...
appropriate for the more massive objects. For our data, values lower than 5 cMpc are not convenient, since the average distance to the fifth nearest neighbor is \( \sim 4.5 \) cMpc. In other words, below this value, the overdensity significance maps are very fragmented into small sets of galaxies, deteriorating the map’s information quality due to shot noise.

Another interesting parameter that can be used with the kernel function is a weight ascribed to each galaxy. We use the redshift estimates and their respective errors to calculate the probability that each galaxy is in the QSOs redshift slab. For this, we assume that a photo-z and its correspondent error are the mean and standard deviation of a Gaussian probability density function. Then, we calculate the probability \( p \) that a galaxy is in a redshift slab width \( \bar{z}_{\text{slab}} = [\bar{z} - \sigma_{\text{N MAD}}(1 + \bar{z}), \bar{z} + \sigma_{\text{N MAD}}(1 + \bar{z})] \) (see Table 2). We use \( p \) as the weight of the galaxy in the map. That is, the closer, in redshift, the galaxy is to the QSOs system, the greater is its contribution to the density map. The definition of the weight for a given galaxy in our maps is

\[
w_i(x, y) = \frac{p_i}{\sum_{j=1}^{N} p_j}
\]

where \( x_i \) and \( y_i \) are the coordinates of a given galaxy, and \( p_j \) is the probability that the \( j \)-th galaxy is in the redshift slab of the triplet.

Each field was then covered by a 100 \( \times \) 100 grid (where each pixel has a width of \( \sim 0.6 \) arcmin, the kernel surface density was computed at each node of the grid, and, finally, we determined the overdensity significance as

\[
\sigma_{\text{gal}} = \frac{\bar{z} - \bar{z}_{\text{slab}}}{\sigma}
\]

where \( \bar{z} \) and \( \sigma \) are the mean and standard deviation of the KDE density for the values in the grid.

We present in Table 4 the values of \( \sigma_{\text{gal}} \) associated to each of the QSOs of our sample for the two different bandwidths chosen for our analysis. Figure 8 shows the resulting overdensity significance maps. In Figure 9, we present the \( \sigma_{\text{gal}} \) distributions for galaxies with \( p \geq 50\% \), indicating the densities associated to the triplet’s members. This figure shows that the triplets avoid the densest regions of each field. However, the overdensities associated with the quasars in the S4 and S6 fields are larger than one and consistent with protoclusters detected in our mock analysis (see Section 3.4). Yet, this result alone is not enough to consider these two triplets as protoclusters candidates. Indeed, as shown in the next section, they probably are not.

Also, since the fields have a large area, to avoid the case where there is a huge sheet-like structure that is not being detected because the entire redshift slab of the triplet is overdense, we compared them to the neighbouring slabs, and noticed that the former are not overdense compared to the latter in all fields.

### 3.3 Color-magnitude diagrams

Now we discuss the properties of the galaxy population around the triplets with colour-magnitude diagrams.
Table 4. Measurements of the triplet members overdensity significance in the density field. The first two columns are the field ID and the QSO members of each triplet. The next three columns are related with the $h = 5 \text{ cMpc}$ maps: the overdensity significance associated with each QSO and the mean surface density and its standard deviation for all pixels in the map (in $\text{cMpc}^{-2}$). The next three columns contain the same information for the $h = 10 \text{ cMpc}$ maps. The last two columns are the medians of the $r - i$ colour for the field galaxies and for the galaxies closer to the QSO. For more details, see Sections 3.2 and 4.

| Field | QSOs                  | $\sigma_{gal,5}$ | $\Sigma_5$ $(\text{cMpc}^{-2})$ | $\sigma_{gal,10}$ | $\Sigma_{10}$ $(\text{cMpc}^{-2})$ | $\sigma_{10}$ $(\text{cMpc}^{-2})$ | Med($r - i$)$_{\text{field}}$ | Med($r - i$)$_{\text{trip}}$ |
|-------|-----------------------|------------------|--------------------------|------------------|------------------------|------------------------|-----------------------------|-----------------------------|
| S1    | SDSSJ021612-010519     | -0.536           | 0.966                    | 0.520            | 0.469                  | 0.937                  | 0.294                       | 0.479                       | 0.462                       |
| S1    | SDSSJ021622-010818     | 0.033            | 2.034                    | 0.676            | 0.449                  | 0.440                  | 0.285                       | 0.690                       | 0.692                       |
| S2    | SDSSJ022158+000043     | 0.179            | 0.963                    | 0.436            | 0.469                  | 0.937                  | 0.294                       | 0.479                       | 0.462                       |
|       | SDSSJ022214-000322     | 0.254            | 0.785                    | 0.440            | 0.285                  | 0.690                  | 0.692                       | 0.692                       | 0.692                       |
| S3    | SDSSJ101603+453136     | -0.819           | 0.963                    | 0.567            | 0.326                  | 0.934                  | 0.349                       | 0.447                       | 0.454                       |
|       | SDSSJ101610+453142     | -0.585           | 0.963                    | 0.335            | 0.326                  | 0.934                  | 0.349                       | 0.447                       | 0.454                       |
| S4    | SDSSJ24255-010924*     | 0.153            | 0.962                    | 0.396            | 0.964                  | 0.928                  | 0.264                       | 0.784                       | 0.888                       |
| S4    | SDSSJ242304-010946*    | 0.612            | 1.155                    | 0.962            | 0.396                  | 0.928                  | 0.264                       | 0.784                       | 0.888                       |
| S5    | SDSSJ231101+001923     | -0.600           | 0.961                    | 0.390            | 0.964                  | 0.928                  | 0.264                       | 0.784                       | 0.888                       |
| S5    | SDSSJ232119+001826     | -0.003           | 0.961                    | 0.390            | 0.964                  | 0.928                  | 0.264                       | 0.784                       | 0.888                       |
| S6    | SDSSJ23258+000131      | -0.705           | 0.961                    | 0.390            | 0.964                  | 0.928                  | 0.264                       | 0.784                       | 0.888                       |
| S6    | SDSSJ232821-003547*    | 1.891            | 1.225                    | 1.484            | 0.938                  | 0.269                       | 0.643                       | 0.691                       |
| S6    | SDSSJ232824-003658     | 1.603            | 1.385                    | 1.484            | 0.938                  | 0.269                       | 0.643                       | 0.691                       |

Figure 8. Significance overdensity maps for CFHT/Megacam observations. Green stars mark the position of RL QSOs, while blue diamonds the RQs; white dots are the galaxies with $p > 50\%$; blue circles have 7.5 cMpc projected radius and is centered in the QSOs system’s centroid; The title of each map shows the field and the correspondent bandwidth; In each field for $h = 10 \text{ cMpc}$ map, we also present general information as the $\sigma_{\text{NMAD}}$ and the number of galaxies with $p \geq 50\%$.  
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Figure 10 shows \((r-i)\) vs. \(i\) diagrams with galaxies “inside” and “outside” the encircled regions in the density field\(^\dagger\) shown in Figure 8, as well as for the COSMOS2015 galaxies in the same redshift interval, for a qualitative comparison of the distributions. Figure 10 indicates that galaxies closer to the triplet in the S4 field tend to be redder in the \(r-i\) colour than the others. This trend is less strong for the other triplets. The median colours involved in this analysis are also presented in Table 4.

To be more quantitative, we have compared through a two-dimensional Kolmogorov-Smirnov test the colour distribution of galaxies within and outside the blue circles of the six fields in Figure 8. The resulting p-values that the inside and outside samples were drawn from the same distribution are 0.91, 0.27, 0.72, 0.04, 0.85, and 0.40, from S1 to S6. The null hypothesis can be rejected for S4 at a confidence level of 96%, contrary to the other fields.

We can obtain additional information on the nature of the triplets environments from the i-band magnitude distribution of their galaxies (represented by the red stars in Figure 10) in these colour-magnitude diagrams. They indicate a paucity of bright galaxies in the triplets, compared to the overall magnitude distribution in the slab. We show in Figure 11 the mean value of the third brightest-galaxy magnitude in our mock protoclusters and in the triplets. It is possible to observe that the former are consistently brighter than the latter in most cases. The i-band magnitude differences are 1.37, 0.94, 1.20, 0.68, 1.27, and 0.77, from S1 to S6. The smallest difference is found in the S4 field, which is the only case in which there is no statistical difference within one \(\sigma\).

3.4 Comparison with simulations

We have reproduced our method to estimate overdensity significance maps with our mock samples. Both observed and simulated datasets present some differences in the number of galaxies due to the cross-match of our imaging data with the unWISE catalog, otherwise, they would be similar. Additionally, the magnitude estimation for the PCcones did not consider dust emission, which becomes non-negligible in the MIR, in particular in the W2 band. Hence, we cannot estimate photometric redshifts directly from the mock magnitudes. However, we statistically address these differences, as explained below.

3.4.1 Photometric redshifts for mock galaxies

We generated mock photo-zs according to the redshift of the galaxies in the PCcones, following the procedure used by Krefting et al. (2020). The mock photo-z for a galaxy at \(z_1\) and reference band magnitude \(m_{\text{ref},i}\) is drawn from a Gaussian with mean \(z_1\) and standard

\(^\dagger\) The circle has a 7.5 cMpc projected radius, while the distance between the centroid of the quasars triplet, and the coordinates of each galaxy, are calculated with the angular distance equation.
Figure 10. Colour-magnitude diagrams for our six fields and for the COSMOS2015 training set galaxies. Black points are galaxies within the slab, whereas red points are the galaxies in the encircled regions; red dashed and black solid lines are the $r-i$ median for the galaxies inside and outside the circle, respectively. The blue contours are the overdensity significance calculated from a Gaussian KDE $\Sigma(r_i-r)$, of the COSMOS2015 training set galaxies, and the blue horizontal line is the median of its $r-i$ colour.

Figure 11. The red stars denote the $i$ magnitude of the third brightest galaxy of the triplet galaxies, while blue triangles stand for the mean $i$ magnitude of the third brightest galaxies of the protoclusters in our mocks.

deviation equals to the typical error in the photo-z measurements\textsuperscript{12} for galaxies with magnitude $m_{\text{ref},i}$. We have also added catastrophic redshifts as described by Krefting et al. (2020). Assuming a representative outlier fraction (9.5, 7.5, 10.7, 6.5, 11.4, and 6.7\% for each field, respectively) these mock catastrophic photo-zs were drawn uniformly between $0 \leq z \leq 3.0$. With this technique, we achieved a $\sigma_{\text{NMAD}}$ for the simulated photo-zs within $\sim 0.5\%$ from those obtained for each field.

3.4.2 Overdensity significance maps

Our simulated sample presents an excess of galaxies compared to the observational sample, and we need to remove this excess to perform a reliable comparison. We made it by selecting all galaxies in the mock with photo-zs within the redshift slab. Then, we compute the overdensity significance maps from a subsample of galaxies according to the effective number of objects within the analyzed redshift interval. For a given slab, we define this quantity as the sum of all probabilities of the galaxies to be within it. These sums (extracted from the observational photo-zs estimates) are 595, 910, 711, 899, 1594, and 837 for each field, respectively. Notice that at this step all weights are the same. Additionally, we used the same $100 \times 100$ pixels grid and the two different kernel bandwidth $h$, as we described above.

We present in Figure 9 the overdensity significance distribution of our mock fields (dark red step histogram). Despite the applied method for the mock sample be not the same as that performed to observational data, in general, both observed and simulated distributions are similar, with exception of the S6, which shows a peculiar distribution. As we mention in Section 3.1, the S6 field presents a large number of galaxies at higher redshifts.

3.4.3 Cluster detectability

Following the same procedure described in Araya-Araya et al. (2020), we first identify the overdensity peaks in each PCcone field, by comparing each pixel of these maps with the adjacent ones (in a $3 \times 3$ pixels matrix). If the central pixel has the highest value,
we select its position as an overdensity peak. After, we link the single protocluster inserted into each PCone with the overdensity peaks within a radius of 5 comoving-Mpc. If there is more than one peak in the linking area, then we attributed the denser one to the protocluster. We present the overdensity measurements of these structures for each field and the adopted bandwidth in Figure 9. The protoclusters that do not appear in the figure are all those without an overdensity peak within a projected distance of 5 cMpc of their centers. In general, using a kernel bandwidth of 5 cMpc, we have detected in our mocks 19, 19, 20, 19, 20, and 20 protoclusters out of the 20 simulated structures, respectively. For a bandwidth of 10 cMpc, the corresponding numbers are 11, 9, 10, 13, and 11, respectively. Therefore, at least 97.5% of the protoclusters are associated to an overdensity peak within a radius of 5 cMpc, if we use $h = 5$ cMpc, whereas this fraction is of only 53.3% when we use $h = 10$ cMpc. This occurs due to projection effects: with the high bandwidth value, other structures displaces the overdensity peak away from the position of the simulated protoclusters. Projection effects can also amplify the measured overdensities of structures and random regions, explaining why we detected some Fornax and Virgo-like progenitors in denser regions instead of Coma-like.

4 DISCUSSION

Some observations show that AGNs can reside in regions with a high density of galaxies in the universe (Seymour et al. 2007), and that is why they are often discussed as potential probes of high redshift structures. There are several works along this line, and many structures have already been identified in this way. An example is the CARLA survey, which identified 200 cluster candidates at $1.3 < z < 3.2$ from a survey of 420 radio-loud QSOs or radio-galaxies (Wylezalek et al. 2013). A spectroscopic follow-up with HST for the 20 densest candidates up to $z = 2.8$ confirmed 16 as high redshift clusters (Noirot et al. 2017). However, the follow-up of more systems is required to establish the frequency of real clusters in this sample.

Also, several studies have focused on quasar/AGN systems, such as quasar pairs, with results somewhat contradictory. For instance, Boris et al. (2007), through the analysis of galaxy overdensities, their richness, and the identification of the red sequence in colour-magnitude diagrams, reported that 3 out of 4 pairs within the redshift interval $0.9 < z < 1$, presented strong evidence of being part of galaxy clusters. Green et al. (2011) studied the colour properties in the visible and possible X-ray emission of a hot IGM from 7 pairs extracted from SDSS-DR6 at $0.4 < z < 1$, finding no evidence of association of these systems with galactic clusters in their sample. Another interesting example is the work of Onoue et al. (2018), who studied quasar pair environments at $z \sim 1$ and $z > 3$, using optical catalogues from the HSC-SSP survey (Aihara et al. 2018, DRS16A). They found two pairs at $z = 3.3$ and 3.6 associated with regions of high overdensity ($5 \sigma$ above the mean of the distribution), suggesting that pairs of luminous QSOs seem to be good tracers of protoclusters at these redshifts. At $z = 1$, they worked with a total sample of 38 pairs and found that 19% of them are in massive environments ($> 4 \sigma$), concluding that pairs of QSOs at this redshift are also good tracers of matter-rich environments.

Here we have extended this type of approach by analyzing QSO triplets at $1 < z < 1.5$, with the requirement that at least one member of the system is a radio-loud quasar. Our main results are depicted in Figure 8 and 9, and Table 4. The blue circles in the figure have a radius of 7.5 cMpc in projected distance. Our motivation for the adopted kernel bandwidth is related to the typical size of massive protoclusters, as well as to the number of galaxies in each field. From our simulations, we can recover a significant fraction (97.5%) of protoclusters with a bandwidth of 5 cMpc. For $h = 10$ cMpc, many low mass protoclusters do not reside in the densest regions in the field because the higher value of $h$ dilutes the overdensities of compact regions, such as groups and low-mass protoclusters. Additionally, irrespective of the bandwidth, the overdensities are “washed-out” due to the redshift uncertainties. The redshift slabs, which are defined according to the photometric redshift redshift accuracy, are about five times wider than the redshift separation between the QSOs, as well about seven times wider than the typical 3$\sigma$ velocity dispersion of Coma-type protoclusters at $1.0 \leq z \leq 1.5$ (1567 km/s). Nevertheless, we notice from Figure 9 that overdensities associated with protoclusters are at the high-density end of all distributions for all the field emulations, independently of the kernel bandwidth. It implies that given our observational constraints and photometric redshift uncertainties, we still can separate real structures from random regions.

Regarding the overdensity significance, we find that, in general, the triplets tend to avoid overdense regions. However, for the S4 and the S6 fields this significance is consistent with that of protoclusters detected in our mock sample (see Table 4 and Figure 9 for the overdensity significance associated with each QSO). At this point, it is reasonable to question whether the S4 and S6 overdensities are real or artifacts produced by projection effects.

In the case of S4, we notice that, for $h = 5$ cMpc, only the radio-loud quasar has an overdensity significance consistent with that of the mock protoclusters (see Figure 9). With $h = 10$ cMpc, this overdensity decreases a bit for the radio-loud quasar and grows for the other two, and the whole triplet acquires a significance consistent with the mock protoclusters. S4 has, also, a redder galaxy population close to the QSOs (Section 3.3 and Figure 10). On the other hand, the magnitude of its third brightest galaxies is smaller than expected in the mocks, suggesting that the galaxy population close to the triplet is too faint. This indeed is observed for all triplets (Section 3.3 and Figure 11), but S4 shows the lowest difference in the sample ($Δz =0.68$). A possible explanation is that this triplet inhabits an evolved group or a poor protocluster, with the radio-loud quasar at the cluster center as its Brightest Cluster Galaxy, since it is the brightest object in this redshift slab.

The S6 triplet has an overdensity consistent with that expected from mock protoclusters. It is interesting to notice that its radio-loud quasar has the smallest black hole mass of our sample. We propose that, like S4, S6 is at most a poor protocluster because, as the other triplets, it lacks a population of bright galaxies.

Summarizing, we conclude that none of the 6 fields shows strong evidence for our triplets being members of massive objects, such as a rich high-z cluster or protocluster. The triplets in our sample, actually, tend to avoid the densest structures.

5 SUMMARY

In this work, we have investigated the environment of six quasar triplets at $1 \leq z \leq 1.5$ making use of multiband CFHT/Megacam images, complemented with near-infrared photometry (3.6 and 4.5$\mu$m) from the \textit{unWISE} survey.

We have used photometric redshifts to identify galaxies at the redshifts of the triplets. These photo-zs were obtained with the \textit{Alma2} software trained with the accurate photometric redshifts of an enlarged version of the \textit{COSMOS2015} catalogue, where we included the W1 and W2 \textit{unWISE} bands. This allowed us to obtain
typical accuracies (measured with the $\sigma_{\text{NMAD}}$ metrics) of 0.04 when compared with the spectroscopic training set.

The density field in a redshift slab of width $\Delta z = \sigma_{\text{NMAD}} \times (1 + z)$ was obtained with a Gaussian Kernel Estimation with a bandwidth of 5 and 10 cMpc. The contribution of the galaxies for the map was weighted by the probability of the galaxy be in the redshift slab based on the photometric redshift estimate and its error.

We reproduce our method to compute overdensity significance maps for a set of lightcones, dubbed PCones. These mocks were constructed by placing a desired structure at the redshift of the QSO triplets. In general, our results indicate that despite our observational constraints and photometric redshift uncertainties, we can separate satisfactorily real structures from random regions.

Our analysis shows that none of our six triplets present significant evidence of being part of a massive structure. In one case (S4), the overdensity significance and the colour-magnitude diagram suggest that the triplet might inhabit a group or a poor protocluster at $z = 1.04$.
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APPENDIX A: QSOS AVAILABLE SPECTRA
Here we present the spectra of our quasars sample (Figures A1, A2, A3, and A4). The first three figures show the spectra obtained by the SDSS and can be consulted at the website. There is one case in field S5, and two others in S6, which SDSS do not have this data. However, they were observed spectroscopically by Croom et al. (2009) and, although the network system for this survey is offline, Professor Scott Croom kindly shared the spectra images and they are presented at Figure A4.

APPENDIX B: GALAXY COUNTS
In Figure B1, we show the galaxy counts distribution from the S2 to the S6 fields. Each row of plots represents one field and the columns are the different photometric bands. The same magnitude limits adopted for each field were applied to the corresponding COSMOS sample.

This paper has been typeset from a TEX/LATEX file prepared by the author.
Figure A1. Available spectra of the QSOs.
Figure A2. Continuation of Figure A1.
Figure A3. Continuation of Figure A2.

Figure A4. Upper panel: Spectrum of the SDSSJ232119+001826.1 in the S5 field; Lower panel: Spectra of the SDSSJ232812-003238.6 and SDSSJ232821-003547.5, in the S6 field.
Figure B1. From top to bottom: galaxy counts for the fields S1 to S6 (blue triangles). COSMOS 2015 counts with the same magnitude constraints of each field are also shown (green circles).