A Combined Deep CNN-LSTM Network for the Detection of Novel Coronavirus (COVID-19) Using X-ray Images
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Abstract. Nowadays automatic disease detection has become a crucial issue in medical science with the rapid growth of population. Coronavirus (COVID-19) has become one of the most severe and acute diseases in very recent times that has been spread globally. Automatic disease detection framework assists the doctors in the diagnosis of disease and provides exact, consistent, and fast reply as well as reduces the death rate. Therefore, an automated detection system should be implemented as the fastest way of diagnostic option to impede COVID-19 from spreading. This paper aims to introduce a deep learning technique based on the combination of a convolutional neural network (CNN) and long short-term memory (LSTM) to diagnose COVID-19 automatically from X-ray images. In this system, CNN is used for deep feature extraction and LSTM is used for detection using the extracted feature. A collection of 421 X-ray images including 141 images of COVID-19 is used as a dataset in this system. The experimental results show that our proposed system has achieved 97% accuracy, 91% specificity, and 100% sensitivity. The system achieved desired results on a small dataset which can be further improved when more COVID-19 images become available. The proposed system can assist doctors to diagnose and treatment the COVID-19 patients easily.
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1 Introduction

Coronavirus epidemic that spreads across the whole world has made all the process of each sector lockdown. According to World Health Organization latest estimates, more than seven million people around have been infected and close to 414,060 deaths so far (as of 10th June 2020) [1]. The health system has reached the point of failure even in developed countries, due to the shortage of intensive care units (ICU). COVID-19 patients with worse conditions are filling in ICU. The strain that began to spread in Wuhan of China, is identified from two different coronaviruses, i.e. severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) [2]. Symptoms for
Various types of COVID-19 can range from cold to fever, shortness of breath, and acute respiratory symptoms [3]. In comparison to SARS, the respiratory system is affected by coronavirus as well as kidneys and liver [4].

Coronavirus detection at an early age plays a vital role to control COVID-19 due to the high transmissibility. The diagnosis of coronavirus by gene sequencing for respiratory or blood samples should be confirmed as the main pointer for reverse transcription-polymerase chain reaction (RT-PCR) according to the guidelines of the Chinese government [5]. The process of RT-PCR takes 4-6 hours to get results, which consumes a long time compared to COVID-19's rapid spread rate. The RT-PCR test kits are in huge shortage, in addition to inefficiency [6]. As a result, many infected cases cannot be detected on time and tend to unconsciously infect others. With the detection of this disease at an early stage, the prevalence of COVID-19 disease will decrease [7]. To alleviate the inefficiency and scarcity of current COVID-19 tests, a lot of effort has been placed into looking for alternative test methods. Another visualization method is to diagnose COVID-19 infections using radiological images such as X-ray images or Computed Tomography (CT). Earlier works show that the anomalies are found in COVID-19 patients in the radiological images in the shape of ground-glass opacities [8]. The researchers claim that a system based on chest radiology can be an important method for identifying, quantifying, and monitoring of COVID-19 events [9]. Today, various researchers from all over the world are working to fight against COVID-19.

Many researchers demonstrate various approaches to detect COVID-19 utilizing X-ray images. Recently, computer vision [10], machine learning [11], [12], [13], and deep learning [14], [15] have been used to automatically diagnose several diverse ailments in the human body that ensures smart healthcare [16], [17]. The deep learning method is used as a feature extractor that enhances the classification accuracies [18]. The detection of tumor forms and area in the lungs, X-ray bone suppression, diagnosis of diabetic retinopathy, prostate segmentation, diagnosis of skin lesions, the examination of the myocardium in coronary CT are the examples of the contributions [19], [20] of deep learning.

Therefore, this paper aims to propose a deep learning based system that combined the CNN-LSTM network to automatically detect COVID-19 from X-ray images. The proposed system, for feature extraction, CNN is used and the LSTM is used to classify COVID-19 based on these features. The 2D CNN and LSTM layout feature combination improve the classification greatly. The dataset used for this paper is collected from multiple sources and a preprocessing performed in order to reduce the noise.

In the following, the contributions of this research are summarized.

a) Developing altogether a combined deep CNN-LSTM network to automatically assist the early diagnosis of patients with COVID-19 efficiently.

b) To detect COVID-19 using chest X-ray, a dataset is formed comprising 421 images.
c) A detailed experimental analysis of the performance of the proposed system was provided in terms of confusion matrix, accuracy, sensitivity, specificity, and f1-score.

The paper is organized as follows: A review of recent scholarly works related to this study is described in Section 2. A description of the overall proposed system with dataset collection and preparation is presented in Section 3. The experimental results and comparative performance of the proposed deep learning system are provided in Section 4. The discussion is demonstrated in Section 5. Section 6 concludes the paper.

2 Related Works

With the epidemic of COVID-19, greater attempts have been done to evolve deep learning techniques to diagnose COVID-19 based on clinical images including Computer Tomography (CT) scans and X-rays in the chest. In this literature, a detailed description of recently developed systems applying deep learning techniques in the field of COVID-19 detection has outlined.

Rahimzadeh et al. [21] developed a concatenated CNN for classifying COVID-19 cases based on Xception and ResNet50V2 models using chest X-ray. The developed system used a dataset contained 180 images with COVID-19 patients, 6054 images of pneumonia patients, and 8851 images from normal people. This work selected 633 images in each phase for training and used eight phases. The experimental outcome has obtained 99.56% accuracy and 80.53% recall for COVID-19 cases. Alqudah et al. [22] used artificial intelligence techniques in developing a system to detect COVID-19 from chest X-ray. The used images were classified using different machine learning techniques such as support vector machine (SVM), CNN, and Random Forest (RF). The system has obtained 95.2% accuracy, 100% specificity, and 93.3% sensitivity. Loey et al. [23] introduced a Generative Adversarial Network (GAN) with deep learning to diagnose COVID-19 from chest X-ray. The scheme used three pre-trained models named as Alexnet, Googlenet, and Restnet18 for coronavirus detection. The collected data includes 69 images of COVID-19 cases, 79 images of pneumonia bacterial cases, 79 images of pneumonia virus cases, and 79 images of normal cases. The Googlenet was selected as a main deep learning technique with 80.6% test accuracy in four classes scenario, Alexnet with 85.2% test accuracy in three classes scenario, and Googlenet with 99.9% test accuracy in two classes scenario.

Ucar et al. [24] proposed a COVID-19 detection system based on deep architecture from X-ray images. In the developed system, the dataset includes 76 images of COVID-19 cases, 4290 images of pneumonia cases, and 1583 images of normal cases. The scheme has achieved 98.3% accuracy for COVID-19 cases. Apostolopoulos et al. [25] introduced a transfer learning strategy with CNN for the diagnosis of COVID-19 cases automatically by extracting the essential features from the chest X-ray. The system used five variants of CNN named VGG19, Inception, MobileNet, Xception, and Inception-ResNetV2 to classify COVID-19 images. In the developed system, the dataset includes
224 images of COVID-19 patients, 700 images of pneumonia patients, and 504 images of normal patients. The dataset is split using the concept of ten-fold cross-validation for training and evaluation purposes. The VGG19 was selected as a main deep learning model with 93.48% accuracy, 92.85% specificity, and 98.75% sensitivity in the developed system. Bandyopadhyay et al. [26] proposed a novel model that combined the LSTM-GRU to classify the confirmed, released, negative, and death cases on COVID-19 automatically. The developed scheme achieved 87% accuracy on the confirmed case, 67.8% accuracy on the negative case, 62% accuracy on the deceased case, and 40.5% accuracy on the released case for the prediction of COVID-19. Khan et al. [27] presented a deep learning network to predict COVID-19 cases automatically. The developed system includes 284 images of COVID-19 cases, 330 images of pneumonia bacterial cases, 327 images of pneumonia viral cases, and 310 images of normal cases. The proposed system has obtained an overall 89.5% accuracy, 97% precision, and 100% recall respectively for COVID-19 cases.

Kumar et al. [28] introduced a deep learning methodology for the classification of COVID-19 infected patients using chest X-ray. The scheme used nine pre-trained models for the features extraction and support vector machine for the classification. They prepared two sets of datasets containing 158 X-ray images for both COVID-19 and non-COVID-19 patients. The ResNet50 plus SVM is statistically superior to other models with accuracy and the f1-score was 95.38%, 95.52% respectively. Horry et al. [29] developed a system based on pre-trained model to detect COVID-19 from chest X-ray. They used Xception, VGG, Resnet, and Inception for the classification of COVID-19 patients. The dataset used in the system included 115 images of COVID-19 cases, 322 images of pneumonia cases, and 60361 images of normal cases. The results of around 80% both for recall and of precision both for VGG16 and VGG19 classifiers are appraised. Hemdan et al. [30] introduced a deep learning technique to detect COVID-19 using X-ray images. The framework includes seven pre-trained models such as VGG19, MobileNetV2, InceptionV3, ResNetV2, DenseNet201, Xception, and InceptionResNetV2. In the developed system, 50 X-ray images are considered where 25 images from COVID-19 infected patients and the rest 25 images from non-COVID-19 patients. Among all tested classifiers, VGG19 and DenseNet201 models achieved the highest values of 90% accuracy with 83% precision.

3 Methods and Materials

The overall system for the detection for COVID-19 requires several phases, which are shown in Fig. 1. At first, raw X-ray images are passing through the preprocessing pipeline. Data resizing, shuffling, normalization, and augmentation process was done in the preprocessing pipeline. Then, the preprocessed dataset is partitioned into a training set and testing set. Afterward, we have trained CNN, and CNN-LSTM architecture using the training dataset of the workflow. After each epoch, the training accuracy and loss are found in the proposed system. At the same time, using 5-fold cross-validation the validation accuracy and loss are also obtained. The performance is measured of some
evaluation metrics such as confusion matrix, accuracy, specificity, sensitivity, and f1-score of the proposed system.

![Diagram of system architecture](image)

**Fig. 1.** The overall system architecture of the proposed COVID-19 detection system

### 3.1 Dataset Collection and description

As the emergence of COVID-19 being very recent, none of these large repositories contain any COVID-19 labeled data, thereby requiring us to rely on at least two datasets for normal, pneumonia, and COVID-19 source images. Firstly, 141 X-ray images of COVID-19 cases are collected from GitHub developed by Joseph Paul Cohen [31]. Secondly, 140 X-ray images of pneumonia cases and 140 X-ray images of normal cases are collected from the Kaggle repository [32]. The main objective of this dataset selection is to make it available to the public so that it is accessible and extensible to researchers. Further studies may be more efficient to diagnose COVID-19 patients based on this dataset. We resized the images to 224 x 224 pixels. The number of X-ray images of each set is partitioned in Table 1. The visualization of X-ray images of each class is shown in Fig. 2.

### 3.2 Development of Combined Network

The proposed architecture is formed with the combination of CNN and LSTM network which is briefly described as follows.

#### 3.2.1 Convolutional Neural Network

A particular type of multilayer perceptron is a convolutional neural network. However, a simple neural network cannot learn complex features but a deep architecture network can learn it. On many applications [33], [34] such as image classification, object detection, and medical image analysis, CNN’s have shown excellent performance. The main idea behind CNN is that it can obtain local features from higher layer inputs and transfer them into lower layers for more complex features. CNN is comprised of a convolutional layer, pooling layer, and fully connected (FC) layer. A typical CNN architecture along with these layers is depicted in Fig. 3.
Table 1. The partitioning description of used dataset

| Data/Cases | COVID-19 | Normal | Pneumonia | Overall |
|------------|----------|--------|-----------|---------|
| Training   | 119      | 119    | 119       | 357     |
| Testing    | 22       | 21     | 21        | 64      |
| Overall    | 141      | 140    | 140       | 421     |

The convolutional layer includes a set of kernels [35] for determining a tensor of feature maps. These kernels convolve entire input using "stride(s)" so that the dimensions of the output volume become integers [36]. The input volume’s dimensions reduce after the convolutional layer for the striding process. Therefore, zero-padding [37] is required to pad the input volume with zero’s to maintain the dimension of the input volume with low-level features. The operation of convolution layer is given as:

\[ F(i,j) = (I*K)(i,j) = \Sigma I(i+m,j+n) K(m,n) \]  

(1)

where I refers to the input matrix, K refers to a 2D filter of size m x n, and F refers output of the 2D feature map. The operation of the convolution layer is denoted by I*K.

Fig. 2. The images in the first row show 4 sample images COVID-19 cases. The images in the second row are 4 sample images of pneumonia cases and the third row are 4 sample images of normal cases.
For increasing the nonlinearity in the feature maps, the rectified linear unit (ReLU) layer is used [38]. ReLU computes the activation by keeping the threshold the input at zero. It is mathematical expression is given as:

\[ f(x) = \max(0, x) \]  

(2)

The pooling layer [39] is performed downsampling of the given input dimension to reduce the number of parameters. Max Pooling is the most common method which produces the maximum value in the input region. The fully-connected layer [40] is used as a classifier to make a decision based on obtained features from convolution and pooling layers. A full CNN architecture is developed with these layers which are discussed above.

Fig. 3. A typical architecture of the convolutional neural network.

### 3.2.2 Long Short-Term Memory

Long short-term memory is an improvement from the recurrent neural network (RNN). LSTM proposes memory blocks instead of conventional RNN units to solve vanishing and exploding gradient problem [41]. LSTM added a cell state to save long-term states which is the main difference from RNN. LSTM network can remember and connect the previous information to the present [42]. The structure of the LSTM network is shown in Fig. 4. The LSTM is combined with three gates such as the input gate, the forget gate and the output gate where \( x_t \) refers the current input, \( C_t \) and \( C_{t-1} \) refer the new and previous cell state respectively, \( h_t \) and \( h_{t-1} \) refer the current and previous output respectively.

The principle of the input gate of the LSTM is shown in the following forms.

\[ i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \]  

(3)

\[ \tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \]  

(4)

\[ C_t = f_t C_{t-1} + i_t \tilde{C}_t \]  

(5)
Fig. 4. The internal structure of Long short-term memory.

where (3) is used to pass $h_{t-1}$ and $x_t$ through the sigmoid layer to decide which portion of information should be added. Subsequently, (4) obtains new information after passing $h_{t-1}$ and $x_t$ through the tanh layer. The current moment information $\hat{C}_t$ and long-term memory information $C_{t-1}$ are combined in (5), where $i_t$ refers to sigmoid output, and $C_t$ refers to tanh output. Here, $W_i$ refers to weight matrices and $b_i$ refers to input gate bias of LSTM. Then, the LSTM’s forget gate allows the selective passage of information using a sigmoid layer and a dot product. The decision about whether to forget from the previous cell’s related information with a certain probability is done using (6) where $W_f$ refers to the weight matrix, $b_f$ is the offset, and $\sigma$ refers to the sigmoid function.

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)$$ (6)

The LSTM’s output gate determines the states which are required to be continued by the $h_{t-1}$ and $x_t$ inputs following to (7) and (8). The final output is obtained to multiply with the state decision vectors passing new information $C_t$ through the tanh layer.

$$O_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o)$$ (7)

$$h_t = O_t \cdot \tanh(C_t)$$ (8)

where $W_o$ and $b_o$ are the output gate’s weighted matrices and the output gate’s bias of LSTM respectively.

3.2.3 Combined CNN-LSTM Network
In this paper, a combined method was developed to automatically detect the COVID-19 cases using three types of X-ray images. The structure of this architecture is developed by combining CNN and LSTM networks where CNN is used to extract the complex features from images and LSTM is used as a classifier. Fig. 5 illustrates the proposed hybrid network for COVID-19 detection. Each convolution block combined with two or three 2D CNN and one pooling layer; the rectified linear units are activated as an activation function. The convolution kernel is extracted convolution feature by multiplying the superposition matrix in all convolution operations. The maximum-pooled filter of the feature map is used for feature extraction after a two-dimensional convolution, and the filter’s step size is two. In the last part of the architecture, the feature map is transferred to the LSTM layer to extract time information. Finally, the fully connected layer of the softmax function is used to predict into three categories (COVID-19, pneumonia, and normal).

Fig. 5. An illustration of the proposed hybrid network for COVID-19 detection
The structure of the proposed architecture is shown in Table 2. From Table 2, it is found that the Layers 1–17 of the network are convolutional layers, and layer 18 is the LSTM layer. Finally, a fully connected layer is added for predicting the output. After the pooling layer, the output shape is found (none, 7, 7, 512). The input size of the LSTM layer is (49, 512). After analyzing LSTM time characteristics, finally, the architecture sorts X-ray images through a fully connected layer.

**Table 2. The full summary of CNN-LSTM network**

| Layer | Type          | Kernel Size | Stride | Kernel | Input Size        |
|-------|---------------|-------------|--------|--------|-------------------|
| 1     | Convolution2D | 3 × 3       | 1      | 64     | 224 × 224 × 3     |
| 2     | Convolution2D | 3 × 3       | 1      | 64     | 224 × 224 × 64    |
| 3     | Pool          | 2 × 2       | 2      | -      | 224 × 224 × 64    |
| 4     | Convolution2D | 3 × 3       | 1      | 128    | 112 × 112 × 64    |
| 5     | Convolution2D | 3 × 3       | 1      | 128    | 112 × 112 × 128   |
| 6     | Pool          | 2 × 2       | 2      | -      | 112 × 112 × 128   |
| 7     | Convolution2D | 3 × 3       | 1      | 256    | 56 × 56 × 128     |
| 8     | Convolution2D | 3 × 3       | 1      | 256    | 56 × 56 × 256     |
| 9     | Pool          | 2 × 2       | 2      | -      | 56 × 56 × 256     |
| 10    | Convolution2D | 3 × 3       | 1      | 512    | 28 × 28 × 512     |
| 11    | Convolution2D | 3 × 3       | 1      | 512    | 28 × 28 × 512     |
| 12    | Convolution2D | 3 × 3       | 1      | 512    | 28 × 28 × 512     |
| 13    | Pool          | 2 × 2       | 2      | -      | 28 × 28 × 512     |
| 14    | Convolution2D | 3 × 3       | 1      | 512    | 14 × 14 × 512     |
| 15    | Convolution2D | 3 × 3       | 1      | 512    | 14 × 14 × 512     |
| 16    | Convolution2D | 3 × 3       | 1      | 512    | 14 × 14 × 512     |
| 17    | Pool          | 2 × 2       | 2      | -      | 14 × 14 × 512     |
| 18    | LSTM          | -           | -      | -      | 49 × 512          |
| 19    | FC            | -           | -      | 64     | 25,088            |
| 20    | Output        | -           | -      | 3      | 64                |

### 3.3 Performance Evaluation Metrics

The following metrics are used to measure the performance of the proposed system. It is noted that TP is the correctly predicted COVID-19 cases, FP is the normal or pneumonia cases that were misclassified as COVID-19 by the proposed system, TN is the normal or pneumonia cases that were correctly classified, while the FN refers to COVID-19 cases that were misclassified as normal or pneumonia cases.

\[
\text{Accuracy} = \frac{(TP + TN)}{(TN + FP + TP + FN)} \tag{9}
\]

\[
\text{Sensitivity} = \frac{TP}{(TP + FN)} \tag{10}
\]
Specificity = \( \frac{TN}{TN + FP} \)  

\[ (11) \]

\[ F1 - \text{score} = \frac{(2 \times TP)}{(2 \times TP + FP + FN)} \]  

\[ (12) \]

4 Experimental Results Analysis

4.1 Experimental Setup

In the experiment, the dataset was split into 85% and 15% for training and testing respectively. Using k-fold cross-validation, results were obtained according to 5 different k values such as (k=1-5). The proposed network consists of twelve layers as described in Table 2, the learning rate is 0.0001, and the maximum epochs number is 200 which were determined experimentally. The CNN and CNN-LSTM networks have been implemented using Python and the Keras package with TensorFlow2 on Intel(R) Core(TM) i7-2.2 GHz processor. Besides, the experiments were executed using the graphical processing unit (GPU) NVIDIA GTX 1050 Ti and RAM with 4 GB and 16GB, respectively.

4.2 Results Analysis

Fig. 6 depicts the confusion matrix of the test phase of the proposed CNN-LSTM and the competitive CNN architecture for COVID-19 disease classification. Though both architectures classify all 22 images of COVID-19 perfectly, there are four misclassified images for CNN and two misclassified images for CNN-LSTM among 64 images. It is found that the proposed CNN-LSTM network outperforms the competitive CNN network as it has better, and consistent true positive and true negative values and lesser false-negative and false-positive values. Hence, the proposed system can efficiently classify COVID-19 cases.

Moreover, Fig. 7 illustrates the performance evaluation of the CNN classifier graphically with accuracy and cross-entropy (loss) in the training and validation phase. The training and validation accuracy is found at 92% and 95% respectively. Similarly, the training and validation loss are found 0.18 and 0.09 respectively for the CNN architecture.

Further, Fig. 8 depicts the performance evaluation of the CNN-LSTM classifier graphically with accuracy and cross-entropy (loss) in the training and validation phase. The training and validation accuracy is found 95% and 98% respectively. Similarly, the training and validation loss are found 0.18 and 0.04 respectively for the CNN-LSTM architecture. The best scores of training and validation accuracy were achieved for the CNN-LSTM architecture comparing with the CNN architecture.
|                | Normal | COVID-19 | Pneumonia |
|----------------|--------|----------|-----------|
| **True Label** |        |          |           |
| Normal         | 20     | 0        | 1         |
| COVID-19       | 0      | 22       | 0         |
| Pneumonia      | 2      | 1        | 18        |

**Predicted label**

|                | Normal | COVID-19 | Pneumonia |
|----------------|--------|----------|-----------|
| **True Label** |        |          |           |
| Normal         | 19     | 0        | 2         |
| COVID-19       | 0      | 22       | 0         |
| Pneumonia      | 0      | 0        | 21        |

**Predicted label**

**Fig. 6.** Confusion matrix of the proposed COVID-19 detection system. (a) CNN (b) CNN-LSTM
Fig. 7. Evaluation metrics of COVID-19 detection system based on CNN architecture (a) Accuracy (b) Loss
The overall accuracy, specificity, sensitivity, and f1-score for each case of CNN architecture are summarized in Table 3 and visually shown in Fig. 9. The obtained accuracy
is 94% for COVID-19, pneumonia, and normal cases. The specificity is found 96%, 95%, and 91% for COVID-19, pneumonia, and normal cases respectively. The sensitivity has achieved 100%, 86%, and 95% for COVID-19, pneumonia, and normal cases respectively. The f1-score is obtained 98%, 90%, 93% for COVID-19, pneumonia, and normal cases respectively. While the highest specificity, sensitivity, and f1-score are obtained by COVID-19, the lower values of sensitivity and f1-score are found in pneumonia cases.

| Class      | Accuracy (%) | Specificity (%) | Sensitivity (%) | F1-Score (%) |
|------------|--------------|-----------------|-----------------|--------------|
| COVID-19   | 0.94         | 0.96            | 1.00            | 0.98         |
| Pneumonia  | 0.94         | 0.95            | 0.86            | 0.90         |
| Normal     | 0.94         | 0.91            | 0.95            | 0.93         |

**Fig. 9.** The graphical representation of the results of the CNN network

Furthermore, Table 4 and Fig. 10 shows the performance metrics of each class of the developed CNN-LSTM network. The accuracy is 97% for COVID-19, pneumonia, and normal cases. The specificity is obtained 91%, 100%, and 100% for COVID-19, pneumonia, and normal cases respectively. The sensitivity is achieved 100% for both COVID-19 and pneumonia cases and 90% for normal cases. The f1-score is found 100% for COVID-19 and 95% for both pneumonia, and normal cases. While the maximum sensitivity and f1-score are achieved by COVID-19, the lower values of sensitivity and f1-score are obtained in normal and pneumonia cases respectively.
Table 4. Performance of the CNN-LSTM network

| Class    | Accuracy (%) | Specificity (%) | Sensitivity (%) | F1-score (%) |
|----------|--------------|-----------------|-----------------|--------------|
| COVID-19 | 0.97         | 0.91            | 1.00            | 1.00         |
| Pneumonia| 0.97         | 1.00            | 1.00            | 0.95         |
| Normal   | 0.97         | 1.00            | 0.90            | 0.95         |

Fig. 10. The graphical representation of the results of the CNN-LSTM network

From the experimental findings, it is evident that the CNN architecture achieved 94% accuracy, 96% specificity, and 100% sensitivity after experimental verification for the COVID-19 infected cases. Comparing the outcomes, the proposed CNN-LSTM network achieved an overall 97% accuracy, 91% specificity, and 100% sensitivity respectively for the COVID-19 cases. The main purpose of this research is to achieve good results in detecting COVID-19 cases and not detecting false COVID-19 cases. Hence, experimental results reveal that the proposed CNN-LSTM architecture outperforms competitive CNN network.

5. Discussions

By analyzing the results, it is demonstrated that a combination of CNN and LSTM has significant effects on the detection of COVID-19 based on the automatic extraction of features from X-ray images. The proposed system could distinguish COVID-19 from pneumonia and normal cases with high accuracy. A comparative study of systems with our proposed CNN-LSTM system is shown in Table 5. From Table 5, it is found that
some of the proposed systems [23], [27], [30], and [21] obtained a slightly lower accuracy of 80.6%, 89.5%, 90%, and 91.4% respectively. The moderately highest accuracy of 93.5%, 95.2%, and 95.4% are found at [25], [22], and [28] respectively. The result of our proposed system is superior compared to other existing systems. The existing systems achieved accuracy between 80.6%-95.4% which slightly less than our proposed system.

Table 5. Comparison of the proposed CNN-LSTM architecture with existing systems in terms of accuracy

| Author                  | Architecture          | Accuracy (%) |
|-------------------------|-----------------------|--------------|
| Rahimzadeh et al. [21]  | Xception + ResNet50V2 | 91.4         |
| Alqudah et al. [22]     | AOCT-NET              | 95.2         |
| Loey et al. [23]        | Googlenet             | 80.6         |
| Apostolopoulos et al. [25] | VGG19                 | 93.5         |
| Khan et al. [27]        | CoroNet (Xception)    | 89.5         |
| Kumar et al. [28]       | Resnet50 + SVM        | 95.4         |
| Hemdan et al. [30]      | VGG19                 | 90.0         |
| Proposed System         | CNN-LSTM              | 97.0         |

6. Conclusion

The COVID-19 cases are increasing daily, many countries face resource shortages. Hence, it is necessary to identify every single positive case during this health emergency. We introduced a deep CNN-LSTM network for the detection of novel COVID-19 from X-ray images. Here, CNN is used as a feature extractor and the LSTM network as a classifier for the detection of coronavirus. The developed system obtained an overall 97% accuracy for all cases and 100% accuracy for COVID-19 cases. The proposed CNN-LSTM and competitive CNN architecture are applied both on the same dataset. The extensive experimental results reveal that the proposed architecture outperforms competitive CNN network. In these global COVID-19 pandemics, we hope that the proposed system would able to develop a tool for COVID-19 patients and reduce the workload of the medical diagnosis for COVID-19. The limited number of COVID-19 X-ray images is the main limitation of this study which would be overcome if more images are found in the coming days.

Declaration of Competing Interest

The authors declare no conflicts of interest.

References

[1] About Worldometer COVID-19 data - Worldometer. https://www.worldometers.info/coronavirus. (Accessed 10 June, 2020).
[2] C. Huang, Y. Wang, X. Li, L. Ren, J. Zhao, Y. Hu, L. Zhang, G. Fan, J. Xu, X. Gu, Z.
Cheng, T. Yu, J. Xia, Y. Wei, W. Wu, X. Xie, W. Yin, H. Li, M. Liu, Y. Xiao, H. Gao, L. Guo, J. Xie, G. Wang, R. Jiang, Z. Gao, Q. Jin, J. Wang, B. Cao, Clinical features of patients infected with 2019 novel coronavirus in Wuhan, China, Lancet. 395 (2020) 497–506. https://doi.org/10.1016/S0140-6736(20)30183-5.

[3] Everything about the Corona virus - Medicine and Health. https://medicine-and-mental-health.xyz/archieves/4510. (Accessed 18 May, 2020).

[4] W.C. Culp, Coronavirus Disease 2019, A A Pract. 14 (2020) e01218. https://doi.org/10.1213/xaan.0000000000001218.

[5] T. Ai, Z. Yang, H. Hou, C. Zhan, C. Chen, W. Lv, Q. Tao, Z. Sun, L. Xia, Correlation of Chest CT and RT-PCR Testing in Coronavirus Disease 2019 (COVID-19) in China: A Report of 1014 Cases, Radiology. (2020) 200642. https://doi.org/10.1148/radiol.2020200642.

[6] S.A. Lauer, K.H. Grantz, Q. Bi, F.K. Jones, Q. Zheng, H.R. Meredith, A.S. Azman, N.G. Reich, J. Lessler, The Incubation Period of Coronavirus Disease 2019 (COVID-19) From Publicly Reported Confirmed Cases: Estimation and Application, Ann. Intern. Med. 2019 (2020). https://doi.org/10.7326/M20-0504.

[7] S.I.A. M. L. Jibril, Md. M. Islam, U. S. Sharif, Predictive Data Mining Models for Novel Coronavirus (COVID-19) Infected Patients Recovery, SN Comput. Sci. 1 (2020).

[8] Y. Li, L. Xia, Coronavirus Disease 2019 (COVID-19): Role of Chest CT in Diagnosis and Management, AJR. Am. J. Roentgenol. (2020) 1–7. https://doi.org/10.2214/AJR.20.22954.

[9] Y. Fang, H. Zhang, J. Xie, M. Lin, L. Ying, P. Pang, W. Ji, Sensitivity of Chest CT for COVID-19: Comparison to RT-PCR, Radiology. (2020) 200432. https://doi.org/10.1148/radiol.2020200432.

[10] J. Thevenot, M.B. Lopez, A. Hadid, A Survey on Computer Vision for Assistive Medical Diagnosis from Faces, IEEE J. Biomed. Heal. Informatics. 22 (2018) 1497–1511. https://doi.org/10.1109/JBHI.2017.2754861.

[11] M.M. Islam, H. Iqbal, M.R. Haque, M.K. Hasan, Prediction of breast cancer using support vector machine and K-Nearest neighbors, in: 2017 IEEE Reg. 10 Humanit. Technol. Conf., IEEE, 2017: pp. 226–229. https://doi.org/10.1109/R10-HTC.2017.8288944.

[12] M.R. Haque, M.M. Islam, H. Iqbal, M.S. Reza, M.K. Hasan, Performance Evaluation of Random Forests and Artificial Neural Networks for the Classification of Liver Disorder, in: 2018 Int. Conf. Comput. Commun. Chem. Mater. Electron. Eng., IEEE, 2018: pp. 1–5. https://doi.org/10.1109/IC4ME2.2018.8465658.

[13] M.K. Hasan, M.M. Islam, M.M.A. Hashem, Mathematical model development to detect breast cancer using multigene genetic programming, in: 2016 5th Int. Conf. Informatics, Electron. Vis., IEEE, 2016: pp. 574–579. https://doi.org/10.1109/ICIHV.2016.7760068.

[14] S. Islam Ayon, M. Milon Islam, Diabetes Prediction: A Deep Learning Approach, Int. J. Inf. Eng. Electron. Bus. 11 (2019) 21–27. https://doi.org/10.5815/fijeel.2019.02.03.

[15] S.I. Ayon, M.M. Islam, M.R. Hossain, Coronary Artery Heart Disease Prediction: A Comparative Study of Computational Intelligence Techniques, IETE J. Res. 0 (2020) 1–20. https://doi.org/10.1080/03772063.2020.1713916.

[16] A. Rahaman, M. Islam, M. Islam, M. Sadi, S. Nooruddin, Developing IoT Based Smart Health Monitoring Systems: A Review, Rev. d'Intelligence Artif. 33 (2019) 435–440.
M.M. Islam, A. Rahaman, M.R. Islam, Development of Smart Healthcare Monitoring System in IoT Environment, SN Comput. Sci. 1 (2020) 185. https://doi.org/10.1007/s42979-020-00195-y.

X. Jiang, Feature extraction for image recognition and computer vision, in: Proc. - 2009 2nd IEEE Int. Conf. Comput. Sci. Inf. Technol. ICCSIT 2009, 2009: pp. 1–15. https://doi.org/10.1109/ICCSIT.2009.5235014.

S.K. Lakshmanaprabu, S.N. Mohanty, K. Shankar, N. Arunkumar, G. Ramirez, Optimal deep learning model for classification of lung cancer on CT images, Futur. Gener. Comput. Syst. 92 (2019) 374–382. https://doi.org/10.1016/j.future.2018.10.009.

Y. Chen, X. Gou, X. Feng, Y. Liu, G. Qin, Q. Feng, W. Yang, W. Chen, Bone suppression of chest radiographs with cascaded convolutional networks in wavelet domain, IEEE Access, 7 (2019) 8346–8357. https://doi.org/10.1109/ACCESS.2018.2890300.

M. Rahimzadeh, A. Attar, A New Modified Deep Convolutional Neural Network for Detecting COVID-19 from X-ray Images, (2020). http://arxiv.org/abs/2004.08052.

A.M. Alqudah, S. Qazan, H.H. Alquran, H. Alquran, I.A. Qasmieh, A. Alqudah, Covid-2019 Detection Using X-Ray Images And Artificial Intelligence Hybrid Systems Biomedical Signal and Image Analysis and Project View project Simulation of Diffusion Spin-Echo Sequence using MATLAB View project COVID-2019 DETECTION USING X-RAY IMAGES A, (2020). https://doi.org/10.13140/RG.2.2.16077.59362/1.

M. Loey, F. Smarandache, N.E. M. Khalifa, Within the Lack of Chest COVID-19 X-ray Dataset: A Novel Detection Model Based on GAN and Deep Transfer Learning, Symmetry (Basel). 12 (2020) 651. https://doi.org/10.3390/sym12040651.

F. Ucar, D. Korkmaz, COVIDiagnosis-Net: Deep Bayes-SqueezeNet based diagnosis of the coronavirus disease 2019 (COVID-19) from X-ray images, Med. Hypotheses. 140 (2020) 109761. https://doi.org/10.1016/j.mehy.2020.109761.

I.D. Apostolopoulos, T.A. Mpesiana, Covid-19: automatic detection from X-ray images utilizing transfer learning with convolutional neural networks, Phys. Eng. Sci. Med. (2020) 1–8. https://doi.org/10.1007/s13246-020-00865-4.

S.K. Bandyopadhyay, S. Dutta, Machine Learning Approach for Confirmation of COVID-19 Cases: Positive, Negative, Death and Release, MedRxiv. (2020) 2020.03.25.20043505. https://doi.org/10.1101/2020.03.25.20043505.

A.I. Khan, J.L. Shah, M. Bhat, CoroNet: A Deep Neural Network for Detection and Diagnosis of Covid-19 from Chest X-ray Images, (2020). http://arxiv.org/abs/2004.04931.

P. Kumar, S. Kumari, Detection of coronavirus Disease ( COVID-19 ) based on Deep Features, https://www.preprints.org/manuscript/202003.0300/v1. (2020) 9. https://doi.org/10.20944/preprints202003.0300.v1.

M.J. Horry, S. Chakraborty, M. Paul, A. Ulhaq, B. Pradhan, X-Ray Image based COVID-19 Detection using Pre-trained Deep Learning Models, (2007).

E.E.-D. Hemdan, M.A. Shouman, M.E. Karar, COVIDX-Net: A Framework of Deep Learning Classifiers to Diagnose COVID-19 in X-Ray Images, (2020). http://arxiv.org/abs/2003.11055.
[31] J.P. Cohen, P. Morrison, L. Dao, COVID-19 Image Data Collection, (2020). http://arxiv.org/abs/2003.11597.

[32] Kaggle chest x-ray repository. https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia. (Accessed 10 May, 2020).

[33] R.L. Galvez, A.A. Bandala, E.P. Dadios, R.R.P. Vicerra, J.M.Z. Maningo, Object Detection Using Convolutional Neural Networks, in: IEEE Reg. 10 Annu. Int. Conf. Proceedings/TENCON. Institute of Electrical and Electronics Engineers Inc., 2019: pp. 2023–2027. https://doi.org/10.1109/TENCON.2018.8650517.

[34] N. Tajbakhsh, J.Y. Shin, S.R. Gurudu, R.T. Hurst, C.B. Kendall, M.B. Gotway, J. Liang, Convolutional Neural Networks for Medical Image Analysis: Full Training or Fine Tuning?, IEEE Trans. Med. Imaging. 35 (2016) 1299–1312. https://doi.org/10.1109/TMI.2016.2535302.

[35] A.M. Hasan, H.A. Jalab, F. Meziane, H. Kahtan, A.S. Al-Ahmad, Combining Deep and Handcrafted Image Features for MRI Brain Scan Classification, IEEE Access. 7 (2019) 79959–79967. https://doi.org/10.1109/ACCESS.2019.2922691.

[36] J. Gu, Z. Wang, J. Kuen, L. Ma, A. Shahroudy, B. Shuai, T. Liu, X. Wang, G. Wang, J. Cai, T. Chen, Recent advances in convolutional neural networks, Pattern Recognit. (2018). https://doi.org/10.1016/j.patcog.2017.10.013.

[37] Kutlu, Avcı, A Novel Method for Classifying Liver and Brain Tumors Using Convolutional Neural Networks. Discrete Wavelet Transform and Long Short-Term Memory Networks, Sensors. 19 (2019) 1992. https://doi.org/10.3390/s19091992.

[38] D. Singh, V. Kumar, Vaishali, M. Kaur, Classification of COVID-19 patients from chest CT images using multi-objective differential evolution-based convolutional neural networks, Eur. J. Clin. Microbiol. Infect. Dis. Off. Publ. Eur. Soc. Clin. Microbiol. (2020). https://doi.org/10.1007/s10096-020-03901-z.

[39] A.S. Lundervold, A. Lundervold, An overview of deep learning in medical imaging focusing on MRI, Z. Med. Phys. 29 (2019) 102–127. https://doi.org/10.1016/j.zemedi.2018.11.002.

[40] P. Chang, J. Grinband, B.D. Weinberg, M. Bards, M. Khy, G. Cadena, M.Y. Su, S. Cha, C.G. Filippi, D. Bota, P. Baldi, X.L.M. Poisson, X.R. Jain, X.D. Chow, Deep-learning convolutional neural networks accurately classify genetic mutations in gliomas, Am. J. Neuroradiol. 39 (2018) 1201–1207. https://doi.org/10.3174/ajnr.A5667.

[41] S. Hochreiter, The vanishing gradient problem during learning recurrent neural nets and problem solutions, Int. J. Uncertainty, Fuzziness Knowlege-Based Syst. 6 (1998) 107–116. https://doi.org/10.1142/S0218488598000094.

[42] G. Chen, A Gentle Tutorial of Recurrent Neural Network with Error Backpropagation, (2016) 1–10. http://arxiv.org/abs/1610.02583.