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Abstract—Recently, supervised network embedding (NE) has emerged as a predominant technique for representing complex systems that take the form of networks, and various downstream node- and network-level tasks have benefited from its remarkable developments. However, unsupervised NE still remains challenging due to the uncertainty in defining a learning objective. In addition, it is still an unexplored research question whether existing NE methods adapt well to heterophilous networks. This paper introduces the first empirical study on the influence of homophily ratio on the performance of existing unsupervised NE methods and reveals their limitations. Inspired by our empirical findings, we design unsupervised NE task as an $r$-ego network discrimination problem and further develop a SELF-supervised Network Embedding (Selene) framework for learning useful node representations for both homophilous and heterophilous networks. Specifically, we propose a dual-channel feature embedding mechanism to fuse node attributes and network structure information and leverage a sampling and anonymisation strategy to break the implicit homophily assumption of existing embedding mechanisms. Lastly, we introduce a negative-sample-free SSL objective function to optimise the framework. We conduct extensive experiments and a series of ablation studies on 12 real-world datasets and 20 synthetic networks. Results demonstrate Selene’s superior performance and confirm the effectiveness of each component. Code and data are available at https://github.com/zhiqiangzhongddu/Selene.
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I. INTRODUCTION

Following the triumph of machine learning in computer vision and natural language processing, there are more and more success stories coming from machine learning paradigms suited for relational data such as networks or meshes [49]. Network embedding (NE) has become a predominant approach to find effective data representations from complex systems that take the form of networks [3]. Depending on the model’s inherent architecture, existing NE methods can be categorised into “shallow” or “deep” groups. “Shallow” methods are characterised by an embedding lookup table optimised during training, which directly encodes each vertex as a vector [12], [37], [40], [44]. Despite the relative success of shallow embedding methods, they often ignore node attributes and only focus on the network structural information. This greatly limits their ability to learn expressive representations.

Unlike shallow embedding methods, “deep” methods are often empowered by more complex encoders, usually a deep neural network, enabling the natural modelling of network structures and node attributes [9], [22], [51]. These methods have proven effective in (semi-)supervised settings and have made remarkable breakthroughs in various application areas, such as social networks, e-commerce networks, biology networks, and traffic networks [54]. Nevertheless, the effectiveness of deep methods in unsupervised settings, i.e., how to learn effective representations without any supervision, is relatively unexplored. In addition, recent work demonstrated that classic supervised NE methods have limited representation power on heterophilous networks [4], [25], [56]. For instance, GCN [22] is proven to be a low-frequency filter which will result in indistinguishable node representations on heterophilous networks [4]. And moreover, addressing the heterophily scenario is essential for network analysis and fairness study [19], [26]. In light of these three observations, a natural question arises

**RQ1:** how do existing NE methods perform on heterophilous networks without supervision?

**Contribution.** We focus on the effectiveness of NE methods in tackling the node clustering task in a challenging setting: the goal of the task is to group similar nodes into the same category without any manual supervision [15], [44] (for convenience, we will refer to unsupervised network embedding as network embedding in the remainder of the text). Moreover, unlike most prior work which implicitly holds a homophily assumption that nodes of the same class tend to be connected, we focus on the more difficult heterophily setting where “opposites attract”, i.e., linked nodes are likely to be from different classes.

First, we conduct an empirical study on 20 synthetic networks with a variety of homophily ratios ($h$) to investigate whether $h$ influences the node clustering performance of representative NE methods (RQ1). Our experimental results, summarised in Figure [2], show that (i) the performance of NE methods that rely on network structure information decreases significantly when $h \to 0$; (ii) the performance of NE methods that rely on node attributes is not affected by changes of $h$, and their performance has a significant advantage compared...
to other methods when \( h < 0.5 \). These two findings directly answer RQ1, and meanwhile, raise another interesting and challenging question **RQ2**: could we design a NE framework that adapts well to both homophily and heterophily settings?

Motivated by the limitations mentioned above, we design the NE task as an \( r \)-ego network discrimination problem and propose a **SELF-supervised Network Embedding** (Selene) framework. Conceptually, we propose three solutions to avoid the homophily’s influence on the NE performance and leverage the idea of negative-sample-free self-supervised learning (SSL) to design an optimisation objective for NE. Specifically, we propose a dual-channel features embedding pipeline that integrates node attributes and network structure information. Next, we revisit representative NE mechanisms and propose using \( r \)-ego network sampling and anonymisation to break the inherent homophily assumption of NE and introduce network structure features to enhance the framework’s ability to capture structural information. Lastly, we employ a negative-sample-free SSL objective function to optimise the framework.

To summarise, our work makes the following contributions:

- To the best of our knowledge, this is the first work that systematically studies the influence of homophily ratio on unsupervised NE methods’ performance. We reveal the limitations of NE methods to learn over heterophilous networks.
- We present the **SELF-supervised Network Embedding** (Selene) framework, which adapts well to both homophilous and heterophilous networks.
- Extensive experiments on 12 real-world datasets and 20 synthetic networks demonstrate Selene’s superior performance on challenging node clustering tasks. A series of ablation studies confirm the effectiveness of Selene’s components.

## II. Additional Related Work

### Network embedding before GNNs.

NE techniques aim at embedding rich node attributes and structural information in complex systems that take the form of networks into low-dimensional node representations [8]. Depending on the model architecture, NE methods can be naturally categorised into two groups: “shallow” and “deep” methods [10]. Shallow methods comprise an embedding lookup table which directly encode each node as a vector, and is optimised during training. Within this group, several Skip-Gram [31]-based NE methods have been proposed, such as DeepWalk [37] and node2vec [12] as well as their matrix factorisation interpretation NetMF [39], LINE [44] and PTE [43]. DeepWalk generates walk sequences for each node on a network using truncated random walks, and learns node representations by maximising the similarity of representations for nodes that occur in the same walks, thus preserving neighbourhood structures. Node2vec increases the expressivity of DeepWalk by defining a flexible notion of a node’s network neighbourhood and designing a second order random walk strategy to sample the neighbourhood nodes; LINE is a special case of DeepWalk when the size of node’s context is set to one; PTE can be viewed as the joint factorisation of multiple networks’ Laplacians [39]. To better capture the structural identity of nodes independent of network position and neighbourhood’s labels, struc2vec [40] constructs a hierarchy to encode structural node similarities at different scales. Despite the relative success of shallow embedding methods, they often ignore the richness of node attributes and only focus on the network structural information, which hugely limits their performance.

### Network embedding with GNNs.

Recently, graph neural networks (GNNs) have shown promising results in modelling structural and relational data [49]. The common idea of capturing nodes’ neighbourhoods to measure nodes’ similarities used by shallow methods can be intuitively generalised with GNN models that follow a recursive neighbourhood aggregation or message-passing scheme. Additionally, GNNs are often powered by more complex encoders, usually a deep neural network, enabling a more expressive modelling of network structure and node attributes. Existing GNN models can be generally categorised into spectral [9], [23], [50] and spatial approaches [13], [22] and can be trained to fit node labels or to reconstruct network structure. Within this field, NE is equivalent to an optimisation problem that encodes network nodes into latent vectors by means of an encoding function, with the objective of ensuring that results decoded from vectors preserve network properties of interest. Several approaches leveraging GNNs, such as ChebNet [9], GCN [22], GraphSAGE [13], CayleyNets [23], GWNN [50] and GIN [51], which fuse node features and neighbourhood structures to compute embeddings, have allowed remarkable breakthroughs in numerous fields under (semi-)supervised settings. However, their effectiveness in NE without manual supervision is relatively unexplored. Recently proposed methods leveraging GNNs with self-supervised learning, such as DGI [47], GMI [36], SDCN [5], and GBT [3] have been introduced for the task of unsupervised NE, primarily being evaluated on homophilous networks.

### Heterophilous network embedding.

Recent works focused on the NE on heterophilous networks where nodes of different class labels are often connected [4], [7], [25], [56] and have shown that the representation power of GNNs that follow (semi-)supervised settings is greatly limited on heterophilous networks. Nevertheless, how do unsupervised NE methods perform on heterophilous networks is still unexplored.

## III. Notation and Preliminaries

An unweighted network with \( n \) nodes can be formally represented as \( G = (\mathcal{V}, \mathcal{E}, \mathbf{X}) \), where \( \mathcal{V} \) is the set of nodes and \( |\mathcal{V}| = n \), \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) denotes the set of edges, and \( \mathbf{X} = \{x_1, x_2, \ldots, x_n\} \), with each \( x_i \in \mathbb{R}^d \), represents node features (\( d \) is the dimensionality of node features). \( \mathcal{V} \) stands for a set with class labels for all \( v \in \mathcal{V} \). For subsequent discussion, we summarise \( \mathcal{V} \) and \( \mathcal{E} \) into an adjacency matrix \( \mathbf{A} \in \{0, 1\}^{n \times n} \).

### Problem setup.

In this paper, we focus on the unsupervised node clustering task on a network \( G \). We firstly aim to learn precise node representation \( \mathbf{H}_v \in \mathbb{R}^d \), with \( d \) being the dimensionality of node representations, for all \( v \in \mathcal{V} \) by leveraging node attributes and local structure context. Then, we infer the unknown class labels \( y_v \) for all \( v \in \mathcal{V} \) according to the learned node representation \( \mathbf{H}_v \) with a clustering algorithm (we
utilise the well-known algorithm K-means [15] in this paper). Note that, for convenience, we will refer to unsupervised network embedding as network embedding in the subsequent discussion.

**Definition 1.** (Neighbourhood $\mathcal{N}_v$). We denote a general neighbourhood around ego node $v$, excluding $v$ (in case $G$ has self-loops), as $\mathcal{N}_v$; and the corresponding neighbourhood including the ego node $v$ as $\mathcal{N}_v^\mathbf{v}$. The neighbouring nodes of ego node $v$ within $r$ hops are denoted by $\mathcal{N}_v^r = \{ u : d(u, v) \leq r \}$, where $d(u, v)$ is the shortest path instance between $u$ and $v$. For example, for the network shown in Figure 1(a), $\mathcal{N}_v^0 = \{ v_0, v_1, v_2, v_4, v_7 \}$.

**Definition 2.** (r-ego Network $\mathcal{G}_r(v)$) [30], [38]. For an ego node $v$ of $\mathcal{G}$, its r-ego neighbours are $\mathcal{N}_v^r \subseteq V$. The corresponding r-ego network is an induced subnetwork of $\mathcal{G}$, which is defined as $\mathcal{G}_r(v) = (\{N_v^r, E_v^r, X_v^r\})$, where $E_v^r := (\{N_v^r \cap N_v^r\} \cap E)$. 

**Definition 3.** (Homophily Ratio $h$). For an arbitrary network $\mathcal{G}$, its homophily ratio $h$ is determined by the relationship between node labels and network structure encoded in the adjacency matrix (A). Recent work commonly use two homophily metrics: edge homophily ($h_{edge}$) [55] and node homophily ($h_{node}$) [35]. They can be formulated as:

$$h_{edge} = \frac{\left| \{(u, v) : (u, v) \in E \land y_u = y_v\} \right|}{|E|}$$

$$h_{node} = \frac{1}{|V|} \sum_{v \in V} \left| \{u : u \in \mathcal{N}_v \land y_u = y_v\} \right|$$

Specifically, $h_{edge}$ evaluates the fraction of edges in a network which connect nodes that have the same class labels; $h_{node}$ evaluates the overall fraction of neighbouring nodes that have the same class labels. In this paper, we focus on edge homophily and set $h = h_{edge}$ in the following sections. Figure 1(a) demonstrates an example network with $h = 0.2$.

Fig. 1. A toy example of the rooted aggregation trees on an example heterophilous network ($h = 0.2$). Different colours represent different node classes. (a) An example network; (b) Two rooted 2-layers aggregation trees of two connected nodes, i.e., $v_0$ and $v_1$. Duplicated components of two rooted trees are marked with the same shadow colour. (c) After ego network sampling and anonymity, two rooted aggregation trees have no duplicates.

**IV. AN EXPERIMENTAL INVESTIGATION**

In this section, we empirically analyse the performance of NE methods on 20 synthetic networks with different homophily ratios ($h$) and node attributes. The main goal is to investigate (RQ1): how do existing NE methods perform on heterophilous networks? Specifically, we quantify their performance on the node clustering task on two sets of synthetic networks, i.e., Synthetic and Synthetic-Products, with $h \in \{0, 0.1, \ldots, 0.9\}$. A detailed description of the synthetic datasets generation process can be found in Section VI-A and we refer the reader to Section VI-B for details on the experimental settings.

Figure 2 illustrates that with the decrease of $h$, the clustering accuracy of representative NE methods that rely on network structure, i.e., node2vec [12], LINE [44], GAE [21], GraphSAGE [13], SDCN [8] and GBT [3], decreases significantly. The accuracy of AE [17], which only relies on raw data attributes, remains stable for different values of $h$ and demonstrates apparent advantage on Synthetic (with $h < 0.5$). The reason why existing NE methods using network structure only fail when $h \to 0$ is that they all implicitly follow a homophily assumption. For instance, objective functions of node2vec, LINE and GraphSAGE, guide nodes at close distance to have similar representations and nodes far away to have different ones. The inherent aggregation mechanism of GAE, GraphSAGE, SDCN and GBT naturally assumes local smoothing [6], [32] (which is mainly caused by the duplicated aggregation tree as shown in Figure 1(b)), which translates into neighbouring nodes having similar representations. But as shown in Figure 2, NE methods leveraging network structure show outstanding performance with $h \to 1$. Lastly, it is worth noting that struc2vec [40], which relies on network structure too, performs worse on the 20 synthetic networks. The reason is that struc2vec identifies the structure of ego networks by counting the degree of nodes of different hops. The synthetic network generation process assigns node degree to each node with a normal distribution, i.e., nodes from different classes can have the same degree. Therefore, it is not able to identify the ego network’s local structure. This suggests us that neural network-based models have better usability in capturing ego network structure patterns than manual defined statistical methods.

**V. PROPOSED APPROACH**

In this section, we formalise the main challenges of NE on heterophilous networks. To address these challenges, we present the SELF-supervised Network Embedding (Selene) framework. Figure 3 shows the overall view of Selene.
Challenges. As we discussed in Section IV, it is crucial to involve both node attributes and network structure information into the NE model to learn expressive node representations by identifying and distinguishing differences among different nodes. Existing methods address this challenge by reconstructing the network structure [21], node attributes [5], [17] or by assuming that nodes close to each other tend to have similar node representations [12], [13], [37]. However, these solutions are not suitable for heterophilous networks as shown in Section IV. Therefore, the design of an appropriate learning objective is a key challenge to address in this work. In the remainder of this section, we will address the following research challenges:

RC1 How to leverage node attributes and network structure for network embedding?

RC2 How to break the inherent homophily assumptions of traditional network embedding mechanisms?

RC3 How to define an appropriate objective function to optimise the learning embedding process?

A. Dual-channel Feature Embedding (RC1)

The empirical analysis of Section IV highlighted that node attributes play a major role in the performance of NE methods, especially on heterophilous networks. Therefore, we propose a dual-channel feature embedding pipeline to learn node representation from node attributes and network structure separately, as shown in Figure 3. Such a design brings two main benefits: (i) both sources of information can be well utilised without interfering with each other, and (ii) the inherent homophily assumptions of NE methods can be greatly alleviated, an issue we will address in the next subsection.

Node attribute encoder module. As previously mentioned, learning effective node attribute representations is of great importance for NE. There are several alternative methods to learn representations for different types of data, including Autoencoder [17] and its derived variants [27]–[29]. In this paper, we employ the basic Autoencoder to learn representations of raw node attributes, which can be replaced by more sophisticated encoders to obtain higher performance. We assume an L-layer Autoencoder, with the formulation of the ℓ-th encoding layer being:

$$H_e^{(L)} = \phi(W_e^{(L)} H_e^{(L-1)} + b_e^{(L)})$$  (2)

where $\phi$ is a non-linear activation function such as ReLU [33] or PReLU [16]. $H_e^{(L-1)} \in \mathbb{R}^{n \times d_{L-1}}$ is the hidden node attribute representations in layer $\ell - 1$, with $d_{L-1}$ being the dimensionality of this layer’s hidden representation. $W_e^{(L)} \in \mathbb{R}^{d_{L-1} \times d_L}$ and $b_e^{(L)} \in \mathbb{R}^{d_L}$ are trainable weight matrix and bias of the ℓ-th layer in the encoder. Node representations $H = H_e^{(L)}$ are obtained after successive application of $L$ encoding layers.

Following the encoder, the decoder reconstructs input node attributes from the computed node representations $H$. Typically, a decoder has the same structure as the encoder by reversing the order of layers. Its ℓ-th fully connected layer can be formally represented:

$$H_d^{(L)} = \phi(W_d^{(L)} H_d^{(L-1)} + b_d^{(L)})$$  (3)

where $W_d^{(L)}$ and $b_d^{(L)}$ are trainable weight matrix and bias of ℓ-th layer in the decoder, respectively. Reconstructed node attributes $\tilde{X} = H_d^{(L)}$ are obtained after successive applications of $L$ decoding layers. We optimise the autoencoder parameters by minimising the difference between raw node attributes $X$ and reconstructed node attributes $\tilde{X}$ with:

$$\mathcal{L}_{rec}(X, \tilde{X}) = \frac{1}{2|V|} \|X - \tilde{X}\|_F^2$$  (4)
B. $r$-ego Network Sampling and Anonymity (RC2)

The success of GNN-related NE frameworks largely relies on their information aggregation mechanism. Nevertheless, such a design leads to low-quality NE on heterophilous networks due to the implicit homophily assumptions. To address this issue, we modify the aggregation mechanism by cutting off connections among aggregation trees and highlighting each node’s local structure.

Specifically, we first define a subnetwork instance of a certain (ego) node $v$ to be its $r$-ego network $\mathcal{G}_r(v)$. For example, in Figure 3 $\mathcal{G}_2(v)$ represents a 2-ego network instance of $\mathcal{G}$. We note that given that $\mathcal{G}_r(v)$ captures the local structure of $v$, it is sufficient to compute a structural representation of $v$.

**Anonymisation.** However, as shown in Section 4.4, the rooted aggregation trees of two connected nodes largely overlap which can lead to learning indistinguishable representations for connected nodes. This property is useful in homophilous settings but leads to low-quality NE performance on heterophilous networks. To address this, we propose node anonymisation to reduce the overlap of ego networks of connected nodes. Specifically, we anonymise the sampled ego network $\mathcal{G}_r(v)$ by relabelling its nodes to $\{1, 2, \ldots, |N^r_v|\}$, in an arbitrary order, and erasing raw node attributes. Note that node order does not influence the representation quality because most GNNs are invariant to permutations of their inputs [2]. This step ensures that $v$’s representation is only influenced by its local structure, as illustrated in Figure 1(c).

**Network structure features.** Despite the significant success of GNNs in a variety of network-related tasks, their representation power in network structural representation learning is limited [51]. In order to obtain invariant node structural representations so that nodes with different ego network structures are assigned different representations, we employ the structural features proposed in [24]. In this paper, we adopt variants shortest path distance (SPD) as node structural features (X).

**Network structure encoder module.** Over the past few years, numerous GNNs have been proposed to learn node representations from network-structured data, including spectral GNNs [9, 23, 50] and spatial GNNs [13, 51]. For the sake of simplicity, we adopt a simple GNN variant, i.e., GCN [22], as the building block of the network structure encoder. The $\ell$-th layer of a GCN can be formally defined as:

$$U^{(\ell)} = \sigma(\hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} U^{(\ell-1)} W^{(\ell)})$$

with $\hat{A} = A + I$, where $I$ is the identity matrix, and $\hat{D}$ is the diagonal node degree matrix of $\hat{A}$. $U^{(\ell-1)} \in \mathbb{R}^{|N| \times d_{\ell-1}}$ is the hidden representation of nodes in layer $\ell - 1$, with $d_{\ell-1}$ being the dimensionality of this layer’s representation, and $W^{(\ell)} \in \mathbb{R}^{d_{\ell-1} \times d_{\ell}}$ is a trainable parameter matrix. $\sigma$ is a non-linear activation function such as ReLU or Sigmoid function. Structural representations $U = U^{(L)}$ are obtained after successive applications of $L$ layers.

**Final node representations.** Representations capturing node attributes (H) and structural context (U) are combined to obtain expressive and powerful representations as: $Z = \text{COMBINE}(H, U)$ where COMBINE(·) can be any commonly used aggregation operation in GNNs [51], such as mean, max, sum and concat. We utilise concat in all our experiments which allows for an independent integration of representations learnt by the dual-channel architecture. In the next subsection, we will introduce the strategy to optimise the entire framework.

C. Non-negative Self-supervised Learning (RC3)

The objective function plays a major role in NE tasks. Several objective functions have been proposed for NE, such as instance network reconstruction loss [21], distribution approximating loss [37] and node distance approximating loss [13]. Nevertheless, none of them is suitable for NE optimisation on heterophilous networks because of the homophily assumptions used to determine (dis)similar pairs. In heterophilous networks, node distance on network alone does not determine (dis)similarity, i.e., connected nodes are not necessarily similar, and nodes far apart are not necessarily dissimilar. This removes the need for connected nodes to be close in the embedding space and for disconnected nodes to be far apart in the embedding space.

Inspired by the latest success of non-negative self-supervised learning (SSL), we adopt the Barlow-Twins [53] as our overall optimisation objective. Overall, Barlow-Twins is a method (originally proposed in the computer vision domain) that learns data representations using a symmetric network architecture and an empirical cross-correlation based loss function. Specifically, it measures the cross-correlation matrix between the output of two identical networks fed with distorted versions of a sample, and makes it as close to the identity matrix as possible. This causes representations of distorted instances of a sample to be similar, increasing the robustness of representations (invariance to small perturbations) and minimising the redundancy between the components of these representations.

**Augmentation.** As mentioned previously, we propose a dual-channel feature embedding pipeline to adaptively preserve the useful information from raw node attributes and network structure. Therefore, there are two types of model inputs, i.e., node attributes matrix $X$ and anonymised ego network $\mathcal{G}_r(v)$. Following the widely adopted SSL training strategy [3, 52], we employ two data augmentation methods ($f_{\text{aug}}$), i.e., node attribute masking and edge masking, for distorted instances generation. As shown in Figure 3, with a pair of given masking ratios, i.e., node attribute masking ratio $p_x$ and edge masking ratio $p_e$, two pairs of distorted instances can be generated:

$$f_{\text{aug}}^x(X, p_x) = (X^{(1)}, X^{(2)})$$
$$f_{\text{aug}}^e(\mathcal{G}_r(v), p_x, p_e) = (\mathcal{G}_r^{(1)}(v), \mathcal{G}_r^{(2)}(v))$$

**Barlow-Twins loss function.** Two pairs of node representations follow from the pairs of distorted instances, computed with the node attribute encoder and network structure encoder: node attribute representations $H^{(1)}$ and $H^{(2)}$, and network structure representations $U^{(1)}$ and $U^{(2)}$. We utilise each pair of node representations to compute a cross-correlation matrix
\( C \in \mathbb{R}^{d \times d} \) with \( d \) being the dimensionality of input representations. Using node attributes \( \mathbf{H}^{(1)} \) and \( \mathbf{H}^{(2)} \) as example, results in the following objective function:

\[
\mathcal{L}_{\text{BT}}(\mathbf{H}^{(1)}, \mathbf{H}^{(2)}) = \sum_{i} \sum_{j \neq i} \left( 1 - C_{ij} \right)^{2} + \lambda \sum_{i} \sum_{j \neq i} C_{ij}^{2}
\]

where \( \lambda > 0 \) defines the trade-off between the invariance and redundancy reduction terms, we adopt the default settings as \([53]\). \( b \) is the batch indexes and \( i, j \) index the vector dimension of the input representation vectors.

Empowered with Barlow-Twins, we can optimise the framework’s encoders under heterophilous settings. The node attribute encoder is optimised with \( \mathcal{L}_{\text{BT}} \) (Eq. 8) and \( \mathcal{L}_{\text{rec}} \) (Eq. 4), and the network structure encoder is optimised with \( \mathcal{L}_{\text{BT}} \) (Eq. 8). The overall loss function is \( \mathcal{L} = \mathcal{L}_{\text{BT}}(\mathbf{U}^{(1)}, \mathbf{U}^{(2)}) + \mathcal{L}_{\text{BT}}(\mathbf{H}^{(1)}, \mathbf{H}^{(2)}) + \mathcal{L}_{\text{rec}}(\mathbf{X}, \hat{\mathbf{X}}) \). Final node representations obtained by Eq. 6 contain information from node attributes and structural context, which will be used in downstream tasks.

**D. Model Scalability**

According to the design for Selene’s framework, we can find that the network structure representation learning module is categorised as a local network algorithm \([45]\), which only involves local exploration of the network structure. On the other hand, the node attribute representation learning module (Autoencoder) naturally support the mini-batch mechanism. Therefore, our design enables Selene to scale to representation learning on large-scale networks and to be friendly to distributed computing settings \([38]\).

**VI. Evaluation**

We evaluate our proposed framework, Selene, on benchmark real-world and synthetic datasets and compare with eleven competing methods over node clustering tasks. Note that different from the experimental settings of relevant work \([3], [36], [47]\) which utilise node class labels to train a classifier after obtaining the node representations to predict test nodes, we do not employ any node class label supervision to strictly adhere to the unsupervised learning requirements.

**A. Datasets**

**Real-world datasets.** We use a total of 12 real-world datasets (Texas \([35]\), Wisconsin \([35]\), Actor \([35]\), Chameleon \([41]\), USA-Airports \([40]\), Cornell \([35]\), Europe-Airports \([40]\), Brazil-Airports \([40]\), Deeezer-Europe \([42]\), Citeseer \([22]\), DBLP \([11]\), Pubmed \([22]\) in diverse domains (web-page, citation, co-author, flight transport and online user relation). All real-datasets are available online\(^1\). Statistics information are summarised in Table I.

https://pytorch-geometric.readthedocs.io/en/latest/modules/datasets.html

**Synthetic datasets.** We generate random synthetic networks with various homophily levels \( h \) and node features by adopting a similar approach to \([1], [20]\) but with some modifications. For instance, synthetic networks of \([1]\) have no available contextual node attributes. Specifically, each synthetic network has 10 classes and 500 nodes per class. Nodes are assigned random features sampled from 2D Gaussians (Synthetic-\( h \)) or features from real-world dataset \([18]\) (Synthetic-Products-\( h \)). Each dataset, i.e., Synthetic and Synthetic-Products, has 10 networks with \( h \in [0, 0.1, 0.2, \ldots, 0.9] \). Here, we give detailed descriptions of the generation process.

1. **Network generation.** We generate synthetic network \( \mathcal{G} \) of \( |V| \) nodes with \( |\mathcal{Y}| \) different class labels, and \( \mathcal{G} \) has \( |V|/|\mathcal{Y}| \) nodes per class. \( |V| \) and \( |\mathcal{Y}| \) are two prescribed numbers to determine the size of \( \mathcal{G} \). Synthetic network’s homophily ratio \( h \) is mainly controlled by \( p_{in} \) and \( p_{out} \), where \( p_{in} \) means the possibility of existing an edge between two nodes with the same label and \( p_{out} \) is the possibility of existing an edge between two nodes with different labels. Furthermore, the average degree of \( \mathcal{G} \) is \( d_{avg} = |V|/|\mathcal{Y}| \cdot \delta \), where \( \delta = p_{in} + (|\mathcal{Y}| - 1) \cdot p_{out} \). Following the described network generation process, with given \( |V| \), \( |\mathcal{Y}| \) and \( d_{avg} \), we choose \( p_{in} \) from \([0.00016, 0.16, 0.25, \ldots, 0.9]\).

2. **Node features generation.** In order to comprehensively evaluate the performances of different models, we assign each node with statistic features (Synthetic) or real-world contextual node features (Synthetic-Products). For networks with statistic node features, the feature values of nodes are sampled from random synthetic networks \([32]\) or from real-world datasets \([18]\) with different labels. Furthermore, the average degree of \( \mathcal{G} \) is \( d_{avg} = |V|/|\mathcal{Y}| \cdot \delta \), where \( \delta = p_{in} + (|\mathcal{Y}| - 1) \cdot p_{out} \). Following the described network generation process, with given \( |V| \), \( |\mathcal{Y}| \) and \( d_{avg} \), we choose \( p_{in} \) from \([0.00016, 0.16, 0.25, \ldots, 0.9]\).

3. **Statistics information.** Table I

| Dataset   | \(|V|\)   | \(|\mathcal{Y}|\) | \(|\mathcal{Y}|/|V|\) | \(\pi\) | OSF | \(|\mathcal{Y}|\) \(d_{avg}\) | \(h\) |
|-----------|----------|------------------|---------------------|-------|-----|--------------------------|-----|
| Texas     | 183      | 325              | 1.703               | False | 5   | 1.8 \(0.108\)            |
| Wisconsin | 251      | 515              | 1.703               | False | 5   | 2.1 \(0.196\)            |
| Actor     | 7,600    | 30,019           | 932                 | False | 5   | 3.9 \(0.219\)            |
| Chameleon | 2,277    | 31,421           | 2,325               | False | 5   | 27.6 \(0.233\)          |
| USA-Airports | 1,190 | 13,599          | 1                   | True  | 4   | 0.251                     |
| Cornell   | 183      | 298              | 1.703               | False | 5   | 1.6 \(0.305\)            |
| Europe-Airports | 399 | 11,988          | 1                   | True  | 4   | 30.1 \(0.309\)           |
| Brazil-Airports | 131 | 2,077           | 1                   | True  | 4   | 16.4 \(0.311\)           |
| Deeezer-Europe | 28,281 | 185,504         | 31,241              | False | 2   | 6.6 \(0.525\)            |

\(\pi\) is the number of possible class labels; \(h\) is the homophily ratio; \(d_{avg}\) is the average degree; \(|\mathcal{Y}|\) is the number of nodes; \(|\mathcal{Y}|/|V|\) is the size of \(\mathcal{Y}\) as a percentage of \(V\); \(\pi\) is the number of possible class labels; OSF represents if the network only has structure related features (true) or has OSF features (false).
### TABLE II
Node clustering results on heterophilous datasets. The bold numbers represent the top-2 results. OOM: out-of-memory.

| Dataset | Metrics | AE     | node2vec | struc2vec | LINE | GAE | VGAE | GraphSAGE | SDCN | DGI | GMI | GBT | FAGCN* | OOM | Time (s) |
|---------|---------|--------|----------|-----------|------|-----|------|------------|------|-----|-----|-----|--------|-----|----------|
| Texas   | 50.49±0.01 | 48.8±0.00 | 49.73±0.00 | 49.42±0.00 | 42.02±0.00 | 50.27±0.00 | 56.83±0.00 | 44.00±0.00 | 55.74±0.00 | 35.99±0.00 | 53.40±0.00 | 57.92±0.00 | 64.48±0.00 | 11.33 |
| SDCN    | 50.49±0.01 | 48.8±0.00 | 49.73±0.00 | 49.42±0.00 | 42.02±0.00 | 50.27±0.00 | 56.83±0.00 | 44.00±0.00 | 55.74±0.00 | 35.99±0.00 | 53.40±0.00 | 57.92±0.00 | 64.48±0.00 | 11.33 |
| DGI     | 50.49±0.01 | 48.8±0.00 | 49.73±0.00 | 49.42±0.00 | 42.02±0.00 | 50.27±0.00 | 56.83±0.00 | 44.00±0.00 | 55.74±0.00 | 35.99±0.00 | 53.40±0.00 | 57.92±0.00 | 64.48±0.00 | 11.33 |
| GMI     | 50.49±0.01 | 48.8±0.00 | 49.73±0.00 | 49.42±0.00 | 42.02±0.00 | 50.27±0.00 | 56.83±0.00 | 44.00±0.00 | 55.74±0.00 | 35.99±0.00 | 53.40±0.00 | 57.92±0.00 | 64.48±0.00 | 11.33 |
| GBT     | 50.49±0.01 | 48.8±0.00 | 49.73±0.00 | 49.42±0.00 | 42.02±0.00 | 50.27±0.00 | 56.83±0.00 | 44.00±0.00 | 55.74±0.00 | 35.99±0.00 | 53.40±0.00 | 57.92±0.00 | 64.48±0.00 | 11.33 |
| FAGCN*  | 50.49±0.01 | 48.8±0.00 | 49.73±0.00 | 49.42±0.00 | 42.02±0.00 | 50.27±0.00 | 56.83±0.00 | 44.00±0.00 | 55.74±0.00 | 35.99±0.00 | 53.40±0.00 | 57.92±0.00 | 64.48±0.00 | 11.33 |

#### B. Experimental Setup

**Competing methods.** We compare our framework Selene with 11 competing NE methods. We adopt 3 different shallow competing embedding methods, including node2vec [12], struc2vec [40] and LINE [44]. We adopt 8 additional deep competing embedding methods, including AE [17], GAE & VGAE [21], GraphSAGE [15], DGI [47], SDCN [3], GMI [36], GBT [3] and FAGCN* [4]. Note that GBT is a self-supervised learning approach that merges Barlow-Twins approach to network structure data. However, they don’t model the structure model of GNNs but just provide a homophily assumption. FAGCN* is a state-of-the-art framework for network structure data. Here, we train it with the same setting as GBT to adapt it to the unsupervised setting.

**Evaluation metrics.** We employ three node clustering evaluation metrics: accuracy (ACC), normalised mutual information (NMI) and average rand index (ARI). For each evaluation metric, a significant value means better node clustering performance.

**Model implementation.** For shallow embedding methods, we set the embedding dimension to 128, the number of random walks of each node to 10 and the walk length to 80. For node2vec, we additionally select $p$, $q$ over $\{0.25, 0.5, 1, 2\}$ with best clustering performance. We train embedding methods, including AE, GAE, VGAE and SDCN, with the same settings as [5]. Specifically, we train the models end-to-end using all nodes and edges with 30 epochs, and a learning rate of $10^{-3}$. For AE, we set the representation dimensions to $\{50 – 500 – 200 – 10\}$, where $p$ is the dimensionality of raw node attributes. For GNN-related methods, including GAE, VGAE, GraphSAGE, DGI, GBT, GMI, FAGCN* and Selene, we set their representation dimensions to $\{256 – 16\}$. The representation dimensions of SDCN’s GCN module are the same as AE. [5] proves to pretrain the SDCN’s AE component to boost its performance, thus we report the best performance of SDCN with/without pre-trained AE. For DGI, GMI, GBT and Selene, we assign the same GCN [22] encoder and follow the optimisation protocol as [5]. We set $r = 3$ for ego network extraction [24] and the batch size = 512. For shallow competing methods, we utilise the integrated implementations from GraphEmbedding [22]. For GAE, VGAE, GraphSAGE, DGI and FAGCN* we use the implementation from Pytorch-Geometric [23] for AE & SDCN and GMI and GBT, we use the implementation from the published code of SDCN [3] and GMI [36] respectively.

Note that, all experiments are conducted on a single Tesla V100 GPU. For all NN-based methods, we initialise them 10 times with random seeds and select the best solution to follow the similar setting as [5]. After obtaining node representations with each model, we feed the learned representations into a $K$-means clustering model [15] to get the final clustering prediction. The final clustering section is thus repeated 10 times, and we report the mean/std performance.

#### C. Experimental Results

**Real-world datasets.** Node clustering results on homophilous and heterophilous real-world datasets are summarised in Table III and Table I respectively. In Table I, we see that Selene is the best-performing method in all heterophilous datasets. In particular, compared to the best results of competing models, our framework achieves a significant improvement of up to 15.25% on ACC, 45.65% on NMI and 264% on ARI. Such outstanding performance demonstrates that Selene successfully integrates the important node attributes and network structure information into node representations. An interesting case is the comparison of Selene, FAGCN* and GBT, given

![Graph Embedding](https://github.com/shenweichen/GraphEmbedding)

![Pytorch-Geometric](https://pytorch-geometric.readthedocs.io/en/latest/)

![Graph-Barrlow-Twins](https://github.com/philak/graph-barrlow-twins)
that FAGCN* and GBT also utilise the Barlow-Twins objective function to optimise a GNN model, and the major difference between FAGCN*, GBT and Selene is the dual-channel features embedding pipeline. Selene has a superior performance in all heterophilous datasets, indicating the necessity to propose an unsupervised heterophilous network embedding model. Simply porting supervised models to unsupervised scenarios is not appropriate. And the dual-channel features embedding pipeline plays a crucial role in improving the representation learning in the heterophily scenario.

Results of node clustering on homophilous networks, contained in Table III, show that Selene achieves competing performance compared to the best-performing methods, consistently performing in the top-2, in all 3 datasets on ACC. This shows Selene’s suitability for homophilous networks and proves the flexibility of the dual-channel feature embedding pipeline.

![Fig. 4. Clustering accuracy comparison of Selene vs SDCN vs GBT vs FAGCN* on Synthetic (a) and Synthetic-Products (b).](image)

**D. Analysis**

**Model scalability.** Table II and Table III illustrate that two competing methods, i.e., struc2vec, GMI and GBT, have out-of-memory issues on large datasets, i.e., Pubmed and Deezer., an issue which did not arise with Selene. This shows Selene’s advantage in handling large scale networks due to its local network algorithm characteristic. Note that we only use one GPU in experiments, and such an advantage would be more evident in multi-GPU computing scenarios.

**Effectiveness of loss function.** The objective loss function of Selene contains three components and we thus sought to test the effectiveness of each component. In particular, we ablate each component and evaluate the obtained node representations on two heterophilous datasets (USA-Air., Channel.) and one homophilous dataset (DBLP). Results shown in Figure 5 indicates that ablation of any component decreases the model’s performance. Specifically, the ablation of $L_{rec}(X, \hat{X})$ causes a steeper performance degradation in heterophilous datasets, and the ablation of $L_{BT}(U^{(1)}, U^{(2)})$ causes a steeper performance degradation in homophilous datasets, which indicates the importance of node attributes and network structure information for heterophilic and homophilous networks, respectively (consistent with observations in Section IV).

**Effectiveness of dual-channel feature embedding pipeline.** Selene contains a novel dual-channel features embedding pipeline to integrate node attributes and network structure information, thus we conduct an ablation study to explore the effectiveness of this pipeline. We first remove the pipeline and only use the Barlow-Twins loss function to train a vanilla GCN encoding module (such a structure is the same as GBT, hence we remark it as GBT). Next, we add the network...
structure channel, which includes r-ego network extraction, anonymisation and distortion. Lastly, we add the node attribute channel to form the complete Selene framework. Experimental results are shown in Figure 6. Overall, we observe that the design of each channel is useful for learning better representation, with the node attribute channel playing a major role in the embedding on heterophilous networks. Note that adding the node attribute channel slightly decreases the clustering accuracy for the homophilous dataset, i.e., DBLP, but it is still competitive.

**Influence of \( p_e \) and \( p_r \).** We present Selene’s clustering accuracy on two networks with different \( p_e \) and \( p_r \) in Figure 7. The figure indicates that hyperparameters of augmentation methods have a significant influence on representation quality.

**VII. Conclusion and Future Directions**

In this paper, we focused on the network embedding task with challenging heterophily settings and tackled two main research questions. First, we showed through an empirical investigation that the performance of existing embedding methods that rely on network structure decreases significantly with the decrease of network homophily ratio. Second, to address the identified limitations, we proposed Selene, which effectively fuses node attributes and network structure information without additional supervision. Comprehensive experiments demonstrated the significant performance of Selene, and additional ablation analysis confirms the effectiveness of components of Selene on real-world and synthetic networks. As future work, we propose to explore the Information Bottleneck [46], [48] of network embedding to theoretically define the optimal representation of an arbitrary network and optimally balance expressiveness and robustness against potential external attacks [57].
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