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ABSTRACT The sensorless application of predictive control in drive applications has been investigated for a decade. Finite control set model predictive control (FCS-MPC) is one of the easy and practical methods in the predictive category. Several methods have been investigated for the sensorless application of FCS-MPC. Since the sensitivity of the predictive method to the speed error is more than that of the classical control methods, sophisticated speed estimators should be used in this method. The model reference adaptive system (MRAS) has been the most successful estimator. The main problem of this estimator is tuning the coefficients in different operating points and the stability of the adaptive function. The finite position set technique is a very recent solution. In this method, the adaptive function is used as the cost function and the optimum rotor position is selected by minimizing that. However, the numerous iteration is a barrier for application to the predictive method. Also, the application of the method for the synchronous reluctance motor (SynRM) is a challenge because of the lack of the rotor model as the adaptive function. In this paper, the finite position technique is modified for the predictive application. The number of iterations is reduced by an optimization method based on sensitivity analysis. Also, a new and simple function is used as the adaptive error function in order to apply the method to the sensorless control of the SynRM. The proposed method is evaluated by simulation and experiment.

INDEX TERMS Motor drives, predictive control, synchronous reluctance motor, sensorless control.

I. INTRODUCTION

Synchronous reluctance motor has recently received much attention from researchers. The ability of this motor for high-temperature applications and high efficiency of this motor, also high resistance against the centrifugal force are the reasons for this attention [1], [2].

On the other hand, model predictive control has been successfully applied to power electronics and drives applications in the recent decade [3], [4]. Better dynamics [5], [6] and smaller torque ripple [7] was the outcome of applying this method to different motors. One of the predictive methods used for control of the synchronous reluctance motor is the FCS-MPC method [8]. Despite advantages such as fast dynamic and easy implementation, [9], [10], a problem of this method is a high volume of computation because the prediction should be performed for all available switching states. To overcome this problem the simplified FCS-MPC was introduced in which the voltage-based cost function is applied [8], [11]. Also, the computations are reduced while the optimum dynamics and ripples were achieved in [7].

Control of the motor without the speed sensor is another application that researchers have paid much attention to it [12]. A few investigations that have focused on the sensorless simplified FCS-MPC method, are [13], [14]. These two works performed sensorless simplified FCS-MPC through a Luenberger observer for the induction motor. This method has problems, especially in the low-speed range. Considering
the synchronous reluctance motor, the sensorless application of the simplified FCS-MPC method has not been addressed. The following is a summary of the sensorless applications method implemented on the synchronous reluctance motor.

There are different methods for sensorless control of SynRM for various ranges of speed in drive applications [15], [16]. Generally speaking, sensorless methods are divided into two main categories. The first category includes the techniques without signal injection [17], [18], and the second category uses high frequency signal injection [19], [20]. The signal injection method cannot be applied to the FCS-MPC because of the lack of the modulator which prevents injection of the high-frequency signal to the voltage of the inverter [21]. Therefore, it is not considered in the review of this paper.

A method in the first category is the observer-based method. Different observers have been employed and designed in sensorless predictive control. Model reference adaptive system (MRAS) is one of the most successful observers that is presented in [22]. This method is a model-based method and the flux or current error of the motor is used for estimating the position of the motor by means of a PI controller. This method has problems such as pure integration effects, tuning the PI controller parameters, and sensitivity in the low-speed region. The observer with sliding mode feedback gains is presented in [23]. In this method, the sensitivity to parameter variation is lower than conventional MRAS but the other problems of MRAS still persist. Furthermore, the application of an adaptive speed estimator is more difficult for the SynRM because of the lack of rotor winding. Usually, it is prevalent to use the stator model as the reference model and the rotor model as the adaptive model in two-winding machines [24], Luenberger observer and Kalman filter are presented for better performance in the low range of the speeds [25]–[27]. But these methods are sensitive to the parameter variation and they need to accurately design their coefficient and they have high computation.

Another method that does not use observer but can be placed in the first category is the optimization-based position sensorless control method that is presented in [21]. In this method, the speed of the motor is calculated by transferring the model of the machine into an estimation reference frame. This method is suitable for all ranges of speed but it is very sensitive to parameter variation and it has a high computation. Also, this method is done for IPMSMs because it is dependent on the model of this motor. The convergence of this method is dependent on the magnetic flux term of this motor. Therefore, this method can’t be converged for the synchronous reluctance motor.

Model predictive MRAS estimator [28] has shown stable performance in all ranges of speeds. This method improved the conventional MRAS method through an iteration-based algorithm. It doesn’t need a PI controller for estimation of the rotor position. This method resolves problems of conventional MRAS and it doesn’t need the signal injection for speed estimation in the low-speed ranges. This method has been investigated for the induction motor in field-oriented control method in [29], [30]. Because of the numerous iterations that are needed for this method, that is not applicable for FCS-MPC in real life which needs several predictions itself. Therefore, it is only applied to the field-oriented control method in both references. Also, application of the used error function for the SynRM is a new challenge because of the lack of rotor winding which results in the lack of rotor model as the adaptive model.

In this paper, a modified finite positioning algorithm and a new error function is used for the simplified FCS-MPC method for SynRM. The number of iterations is reduced by an optimization based on the sensitivity analysis. Thus, the method became applicable to the FCS-MPC. On the other hand, a simplified predictive method is used in order to eliminate several predictions of the torque and flux. Furthermore, the error function is formed by a flux-based error. The flux is estimated in the stationary frame as the reference model and in the rotating frame as the adaptive one. Its transformed form to the stationary frame is used in the error function. The rotor angle which is used in the transformation is discretized and optimized by the proposed error function. The proposed error function is analytically proved. By this error function, the method is easily applicable for the SynRM.

II. MATHEMATICAL MODEL OF SynRM

The dynamic model of SynRM is only related to the stator since there is no rotor winding in this motor. The mathematical model of SynRM in rotor oriented rotating reference frame (dq) is as follows [20]:

\[ \begin{align*}
\dot{v}_d &= r_s i_d + \frac{d\lambda_d}{dt} + \omega \lambda_q \\
\dot{v}_q &= r_s i_q + \frac{d\lambda_q}{dt} - \omega \lambda_d
\end{align*} \]  
(2a)

where \( v_d \) and \( v_q \) are the stator voltages, \( i_d \) and \( i_q \) are the stator currents, \( \lambda_d \) and \( \lambda_q \) are the flux linkages, and \( \omega \) is the electrical motor speed.

The torque can be expressed by the following equation.

\[ T = \frac{3}{2} p \lambda_e i_q \]  
(2b)

where \( \lambda_e \) is the defined active flux.

III. SIMPLIFIED FCS-MPC FOR SynRM

Generally in the finite control set model predictive method, the discrete nature of the inverter is considered in the control algorithm. All of the possible voltage vectors of the inverter are imported and tested into the dynamic model of the motor and the future behavior of the motor is predicted for each of them. In order to avoid tuning weighting factor in the classic FCS-MPC [23], the simplified FCS-MPC has been introduced instead of the classic FCS-MPC [11]. In this method, the reference voltage is predicted based on the references of
the torque and the flux, and the following cost function is used instead of the conventional cost function which consists of the torque and flux errors.

$$C_n = |\tilde{v}_{k+1n} - \tilde{v}_{k+1n}|$$  \hspace{1cm} (3)

where $n$ is the number of the voltage vector, $C$ is the cost function. Subscript $k+1$ shows the next sampling interval and superscript $*$ shows the reference value.

By this method, the seven voltage vectors of the inverter are directly used in the cost function. The reference voltage vector should be predicted in every sampling interval due to the torque and flux references.

To do so, the rotor-oriented frame is used. Based on (2), the future current components should be equal to the following references.

$$i_{d_{k+1}}^* = \frac{\lambda_e^*}{L_d - L_q}$$  \hspace{1cm} (4a)
$$i_{q_{k+1}}^* = \frac{T^*}{\sqrt{2}}p\lambda_e^*$$  \hspace{1cm} (4b)

where $\lambda_e^*$ is the reference of the active flux.

Now, by using (1), and (4) the voltage reference in the rotor-oriented frame is predicted.

$$v_{d_{k+1}}^* = \frac{L_q(i_{d_{k+1}}^* - i_{dk})}{t_s} + r_si_{dk} + \omega L_q i_{qk}$$  \hspace{1cm} (5a)
$$v_{q_{k+1}}^* = \frac{L_q(i_{q_{k+1}}^* - i_{qk})}{t_s} + r_si_{qk} - \omega L_d i_{dk}$$  \hspace{1cm} (5b)

The predicted voltage should be transformed to the stationary frame to be used in the cost function (3).

$$\tilde{v}_{k+1}^* = (v_{d_{k+1}}^* + jv_{q_{k+1}}^*)e^{j\omega t}$$  \hspace{1cm} (6)

where $j = \sqrt{-1}$.

Therefore, though the simplified FCS-MPC eliminates the weighting factor it is harder to be implemented without the encoder because the correct phase angle of the reference voltage is completely dependent on the angular speed based on (6).

**IV. SENSORLESS SIMPLIFIED FCS-MPC**

A speed or position sensor is needed in order to implement the simplified FCS-MPC method which will be used in (5) an (6). Thus, the estimated speed will influence the prediction model and the direct and quadrant current control consequently in the sensorless application. The finite position set algorithm is a recent, accurate, and robust algorithm [29], [30]. The application of this technique for predictive control is a challenge because of the numerous iterations. On the other hand, using it for control of the synchronous reluctance motor is another challenge. These two issues are addressed in this research.

**A. FINITE POSITION SET ALGORITHM**

The finite position set model predictive algorithm is a new technique that has been proposed in order to use the phase locked loop (PLL) in a finite solution form [29], [30]. An idea similar to the idea of FCS-MPC is used in this technique.

Finite positions are examined in the error cost function and the position that minimizes the cost function will be chosen. Therefore, a certain value for the position error is always part of the accepted solution. In the method proposed in [29], [30], Algorithm 1 is used in order to define the finite set of positions.

**Algorithm 1 Finite Positioning in [30]**

```
for (i1 = 0, ··· , 7) do
    \Delta \theta_{i1} = (\pi/4)2^{-i1}
for (i2 = 0, ··· , 7) do
    \theta_{i1,i2} = \theta_{opt,i1} + (i2 - 4)\Delta \theta_{i1}
    estimate \hat{v}_{sd2} by using \theta_{i1,i2} the motor model
    calculate \epsilon_{i2} = |v_{sd} - \hat{v}_{sd2}|
end for
select \theta_{opt,i1} based on \min \epsilon_{i2} (i2=0,···,7)
end for
\hat{\theta} = \theta_{opt,i1}
```

In this algorithm, the complete space is divided by 8 and the closest position is chosen based on the minimum error function. Afterwards, the accuracy is doubled, i.e., the step is divided by 2, and the 8 positions around the selected one are checked by the error function. This procedure is repeated 8 times. The accuracy is doubled each time. Thus, the accuracy of the final solution will be $\pi/512$.

The error function which is used in [30] is based on the voltage error.

$$\epsilon_\theta = |v_{sd} - \hat{v}_{sd}|$$  \hspace{1cm} (7)

where $v_{sd}$ is the direct component of the measured voltage of the stator and $\hat{v}_{sd}$ is that of the estimated voltage by the machine model.

There are two problems with this method:

- The error function should be calculated 64 times for each sampling interval.
- The error function which is used as the cost function is based on accurate stator voltage.

In this research, these problems are amended by the following improvements.

**B. OPTIMIZING THE ACCURACY**

The expense of the high accuracy is higher processing power. Calculating the cost function 64 times needs a high amount of process. However, this accuracy will not really be necessary for FCS-MPC if the finite number of the voltage vectors are considered. Namely, there would be torque ripples because of using an inverter with a limited number of switching states. The sensitivity of the $q$-axis current to the rotor position error is studied in order to find an optimum accuracy because this component of the current is related to the torque.

$$S_{\theta}^{v_{sd}} = A_1 \sin \theta + A_2 \cos \theta$$  \hspace{1cm} (8a)
$$A_1 = -i_\beta - t_s \frac{r_s}{L_q} (v_\beta - r_i \frac{d}{dt} L_d i_q)$$  \hspace{1cm} (8b)
\[ A_2 = -i_a + \frac{f_q}{L_q} \left( -v_a + r_s i_a - \frac{d\theta}{dt} L_d i_\beta \right) \] (8c)

where \( S_\theta^{\ast} \) is the sensitivity of \( i_\theta^{\ast} \) to the rotor position.

FIGURE 1. Sensitivity of \( i_\theta^{\ast} \) to the rotor position.

Fig. 1 shows the sensitivity of the \( q \)-axis component of the current to the rotor position in different torques. Based on this investigation, the maximum sensitivity is 106.1\%. On the other hand, if 5\% current ripple is considered as the acceptable ripple, the maximum accepted error for the position angle can be found by the following equation. Note that these limits are set as the samples to show how accurate will be the final results. In fact, they could be the outcome of a compromise between the switching frequency and accuracy. Also, they can be manipulated if the performance of the system is not satisfactory at the end.

\[
\Delta \theta = \frac{\Delta i_\theta^{\ast}}{S_\theta} \\
\Delta \theta_{\text{max}} = 0.05/1.061 = 0.0471
\] (9a)
(9b)

where \( \Delta \theta \) is the position error and \( \Delta i_\theta^{\ast} \) is the current ripple.

Thus, by selecting \( i_1 = 0, 1, \ldots, 6 \) and \( i_2 = 0, 1, 2 \), the final \( \Delta \theta \) is equal to \((2\pi/3)^2 - 6 = \pi/96 = 0.0327\) which is smaller than \( \Delta \theta_{\text{max}} \).

Algorithm 2 Proposed Finite Positioning

```plaintext
Algorithm 2

1. Estimate the reference flux \( \lambda_{\alpha\beta_{\text{ref}}} \) by (10)
2. For \( \{i_1 = 0, \ldots, 6\} \) do
   a. \( \Delta \theta_{i_1} = (2\pi/3)^2 - 6 \)
   b. For \( \{i_2 = 0, 1, 2\} \) do
      1. \( \theta_{1, i_2} = \theta_{\text{opt}, i_1} + (i_2 - 1)\Delta \theta_{i_1} \)
      2. Estimate the adaptive flux \( \lambda_{\alpha\beta_{\text{ad}, i_2}} \) by (11) and (12)
      3. Calculate \( e_{\theta_2} = |\lambda_{\alpha\beta_{\text{ref}}} - \lambda_{\alpha\beta_{\text{ad}, i_2}}| \)
   end for
3. Select \( \theta_{\text{opt}, i_1} \) based on min \( e_{\theta_2} \) for \( i_2 = 0, 1, 2 \)
4. Calculate \( \hat{\theta} = \theta_{\text{opt}, i_1} \)
```

Algorithm 2 shows the proposed optimized finite positioning. The number of iterations in each control interval is reduced to 24 by the proposed method.

Fig. 2 shows an example of the finite positions of the proposed method for four iterations. In the first iteration \( i_1 = 0 \), the complete \( 2\pi \) rad is covered by examining three options, i.e., \( \theta_{0,1} = -2\pi/3, \theta_{0,2} = 0, \theta_{0,3} = 2\pi/3 \). The position which results in the minimum error function is selected as the optimum of this iteration, e.g., \( \theta_{\text{opt}} = 0 \). For the second iteration \( i_1 = 1 \), the last selected position and the positions which are located at \( \pm \pi/3 \) before and after that are the new set of the finite positions. This algorithm is repeated until \( i_1 = 6 \).

In this research, a new error function is proposed and used in this algorithm which will be explained in the following subsection.

### C. PROPOSED ERROR FUNCTION

The error function (7) consists of the voltage error which needs voltage measurement for accurate performance. A new error function is proposed in this paper.

The error function of MRAS systems has been widely investigated for classic methods for the induction motor. Usually, the stator and rotor models are used as the reference and the adaptive systems, respectively [28]. However, this method is not possible for SynRM motor because of the lack of rotor winding. A flux-based function is proposed in this research.

The motor model in the stationary frame is used as the reference model.

\[
\tilde{\lambda}_{\alpha\beta_{\text{ref}}} = \int (\tilde{v}_{\alpha\beta} - r_i \tilde{i}_{\alpha\beta}) dt
\] (10)

where \( \tilde{\lambda}_{\alpha\beta_{\text{ref}}} = \lambda_{\alpha\beta_{\text{ref}}} + j\tilde{\lambda}_{\alpha\beta_{\text{ref}}} \) is the reference estimated flux in MRAS method, and \( \tilde{v}_{\alpha\beta} = v_{\alpha} + jv_{\beta} \), and \( \tilde{i}_{\alpha\beta} = i_{\alpha} + ji_{\beta} \).

The rotating frame model is used as the adaptive system.

\[
\tilde{\lambda}_{dq\alpha\beta} = \int (\tilde{v}_{dq} - r_i \tilde{i}_{ dq} + j\omega \tilde{\lambda}_{dq\alpha\beta}) dt
\] (11)
Note that the forward Euler discretization method is used in order to avoid the algebraic loop. The returned form of the $\tilde{\lambda}_{d\text{ref}}$ to the stationary frame is used as the adaptive estimated flux.

$$\tilde{\lambda}_{a\text{ref}} = \tilde{\lambda}_{d\text{ref}}e^{\text{rot}}$$ (12)

Thus, the proposed error function can be defined as below:

$$e_\theta = |\lambda_{a\text{ref}}\hat{\lambda}_{a\text{ref}} - \lambda_{a\text{ref}}\hat{\lambda}_{a\text{ref}}|$$ (13)

**Proof:** The following inaccurate model in the rotating frame can be found out based on (1).

$$\frac{d\hat{\lambda}}{dt} = \frac{d(\lambda + \Delta\lambda)}{dt} = \dot{\lambda} - r_{\text{d}} + j(\omega_0 + \Delta\omega)(\dot{\lambda} + \Delta\dot{\lambda})$$ (14)

where $\omega_0$ is the accurate angular speed, and $\Delta\omega$ is the error of the speed. Also, $\hat{\lambda}$ is the inaccurate flux, $\lambda$ is the accurate flux, and $\Delta\lambda$ is the error of the flux.

By subtracting (14) by (1), the error model can be achieved.

$$\frac{d\Delta\lambda_d}{dt} = \Delta\omega (\lambda_q + \Delta\lambda_q) + \omega_0\Delta\lambda_q$$ (15a)

$$\frac{d\Delta\lambda_q}{dt} = -\Delta\omega (\lambda_d + \Delta\lambda_d) - \omega_0\Delta\lambda_d$$ (15b)

By replacing $\Delta\omega = d\Delta\theta/dt$ and $\omega_0 = d\theta_0/dt$ in (15), the following is gotten.

$$\frac{d\Delta\lambda_d}{dt} = (d\Delta\theta/dt)(\lambda_q + \Delta\lambda_q) + (d\theta_0/dt)\Delta\lambda_q$$ (16a)

$$\frac{d\Delta\lambda_q}{dt} = -(d\Delta\theta/dt)(\lambda_d + \Delta\lambda_d) - (d\theta_0/dt)\Delta\lambda_d$$ (16b)

Now, a proper Lyapunov function is defined.

$$V = \frac{1}{2}(\Delta\lambda_d)^2 + \frac{1}{2}(\Delta\lambda_q)^2 + \frac{1}{2}(\Delta\theta)^2$$ (17)

The derivative of this function by using (16) is as follows:

$$\frac{dV}{dt} = [(d\Delta\theta/dt)(\lambda_q + \Delta\lambda_q) + (d\theta_0/dt)\Delta\lambda_q] \Delta\lambda_d$$

$$- [(d\Delta\theta/dt)(\lambda_d + \Delta\lambda_d) + (d\theta_0/dt)\Delta\lambda_d] \Delta\lambda_q$$

$$+ (d\Delta\theta/dt)\Delta\theta$$ (18)

The simplified form of (18) is (19).

$$\frac{dV}{dt} = (d\Delta\theta/dt)(\lambda_d\Delta\lambda_d - \lambda_d\Delta\lambda_q) + \Delta\theta(d\Delta\theta/dt)$$ (19)

By considering that $\Delta\lambda_d = \lambda_d - \hat{\lambda}_d$ and $\Delta\lambda_q = \lambda_q - \hat{\lambda}_q$, the following equation will be derived:

$$\frac{dV}{dt} = (d\Delta\theta/dt)(\lambda_d\hat{\lambda}_q - \lambda_q\hat{\lambda}_d) + \Delta\theta(d\Delta\theta/dt).$$ (20)

The derivative of the Lyapunov function should be negative in order to have an stable observer. Since $\Delta\theta$ is reduced every iteration in Algorithm 2, $d\Delta\theta/dt$ is a negative value. Thus, if the method is converged, the term that multiplied by that should be positive.

$$(\lambda_d\hat{\lambda}_q - \lambda_q\hat{\lambda}_d) + \Delta\theta < 0$$ (21)

It shows that the maximum value of the position error ($\Delta\theta$) is $|\lambda_d\hat{\lambda}_q - \lambda_q\hat{\lambda}_d|$. Therefore, minimization of this error function is a stable criterion for the convergence. The achieved cost function is the exterior product and it would be correct in the stationary frame as (13).

**D. COMPLETE PROPOSED SENSORLESS SIMPLIFIED FCS-MPC**

The complete block diagram of the proposed method is depicted in Fig. 3. The position of the rotor is estimated by the proposed algorithm finite position set block and the result is given to the simplified FCS-MPC block.

**FIGURE 3.** Block diagram of the proposed finite position set simplified predictive control of SynRM.

**V. RESULTS AND DISCUSSION**

The validity of the proposed method is evaluated by simulations and experiments.

**A. SIMULATION RESULTS**

The simulations are performed to check the proposed method in several scenarios and also compare it with the previous MRAS method. The specification of the simulated motor is listed in Table 1.

The performance of the proposed method is studied in a wide range of speed including the motor and generator modes, i.e., 100%, 66%, 33%, -33%, and -66% nominal speed, and the results are reported in Fig. 4. The results showed that the motor current is fully under control in both d-axis and q-axis directions. The q-axis current is the torque controller component of the current which shows a fast dynamic response. The d-axis current is the flux control component and it is fixed during the test. Six values of the
TABLE 1. Parameters of SynRM in simulations.

| Parameter | Description       | Value       |
|-----------|-------------------|-------------|
| \( P_n \) | nominal Power     | 1.5 [kW]    |
| \( f_n \) | nominal frequency | 50 [Hz]     |
| \( T_n \) | nominal torque    | 10 [Nm]     |
| \( I_n \) | nominal current   | 8.65 [A]    |
| \( L_d \) | d-axis inductance | 0.12 [mH]   |
| \( L_q \) | q-axis inductance | 0.034 [mH]  |
| \( R_s \) | Stator resistance | 2.5 [Ω]     |
| \( p \)  | pole pairs        | 2           |

speed reference are examined in this study. It shows that the proposed sensorless predictive control can perform in a wide speed range. The maximum speed reference is +1500 rpm and the minimum is −1000 rpm which examines the performance in both motor and generator modes. It can be seen that the maximum value of the position estimation error was at the designed value and it took place in the zero speed crossing. The position error showed an increase in the dynamic states but the dynamic of tracking back to the minimum value was fast based on the finite position set algorithm. Also, the q-axis current showed a fast dynamic in every speed change due to the production of the deceleration torque. The d-axis current is fixed for all speed references. There was a tiny increase for the ripple of the d-axis current in the dynamic state because of using voltage-based cost function (3). In this method, the direct control of torque and flux or direct control of the current is replaced by the voltage control. Instead, there is no need for tuning the weighting factor for every speed reference.

The low speed performance is also studied in an individual simulation and the results are depicted in Fig. 5. The speed reference is 1% nominal speed. The maximum of the error of the position is 2.9° which is only 0.3° bigger than the designed value.

The load disturbance is studied in Fig. 6. This scenario is studied during the low speed performance in order to create a very sensitive condition. The result showed that the method was stable during and after the load insertion. The position error is almost equal before and after the load insertion.

In order to evaluate the effect of the contribution of this research, the proposed method is compared to the previous
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FIGURE 7. Robustness study for resistance variation (a) proposed method (b) previous method.

MRAS function [30] and the result is shown in Fig. 7. A resistance mismatch is inserted for both methods and the behaviours are compared. Based on the results, the ripples for the proposed method was 13.7% rated current before the parameter mismatch and it was 9.5% for the previous method and the maximum position error was 0.046 rad for the proposed method and it was 0.04 rad for the previous method which is because of the reduction of the iterations. However, after the stator resistance mismatch, the proposed method was more robust. That is because of the proposed stable error function while the number of iterations is less for the proposed method.

FIGURE 8. The behaviour of the proposed scheme in the mismatch of resistance and inductances.

In order to study the effect of the mismatch of all parameters, 40% error for the stator resistance and 200% error for the $L_d$ and $L_q$ are considered for the proposed method and the result is shown in Fig. 8. Note that these parameters are gradually changed in the observer and predictive model, i.e., (5), (10), and (11). It can be seen that the maximum position error is almost equal to that when only the resistance had the mismatch. Thus, the most sensitive parameter is stator resistance. Nevertheless, the results showed that the method was stable when the mismatch error was 200%. Thus, the robustness of the proposed method is concluded.

B. EXPERIMENTAL RESULTS

The performance of the proposed method for speed estimation has been tested experimentally in this part. To obtain these experimental results, the DSP-TMS320f28335 processor was used as the controller. Because the synchronous reluctance motor was not available in the laboratory for experimental tests, a wound rotor salient pole synchronous machine with open field winding was used instead of it. If the rotor winding is kept open during the experiments, the machine will act based on its reluctance torque. The specifications of the synchronous motor are listed in Table 2. A photograph of the test system is shown in Fig. 9.
TABLE 2. Parameters of the experimental setup.

| Parameter | Description       | Value     |
|-----------|-------------------|-----------|
| $P_n$     | nominal Power     | 175 [W]   |
| $f_n$     | nominal frequency | 50 [Hz]   |
| $T_n$     | nominal torque    | 1.1 [Nm]  |
| $I_n$     | nominal current   | 0.17 [A]  |
| $L_d$     | d-axis inductance | 0.39 [mH] |
| $L_q$     | q-axis inductance | 0.01 [mH] |
| $R_s$     | Stator resistance | 4 [Ω]     |
| $p$       | pole pairs        | 2         |

Parameters of Inverter

| Parameter | Description | Value |
|-----------|-------------|-------|
| $f_{in}$  | nominal current | 25 [A] |
| $V_n$     | nominal Voltage | 600 [V] |

Parameters of Processor TMS320F28335

| Parameter | Description | Value |
|-----------|-------------|-------|
| $f_p$     | Processing frequency | 150 [MHz] |

Fig. 10 shows the response of the proposed method in different operating points. In this test, the speed reference is changed by three steps. The speed reference is increased from zero to 100% nominal speed at the startup. Then it is reduced to 66% and finally, it is set to 33%. The mean value of the measured current ripple is 9.18% which is a little bigger than the designed value (5%). The mean value of the position error is 0.066 rad which is smaller than the designed value. Thus, the expected accuracy of the estimation is achieved.

Fig. 11 shows the experimental performance of the proposed method at the lowest stable speed. The speed reference is set to 6% nominal speed. It can be seen that there is a stable oscillation in the quadrant component of the current.

VI. CONCLUSION

The finite position set technique is modified and applied to sensorless predictive control of synchronous reluctance motor. Since there is no rotor winding in this motor, the conventional error function of the MRAS method could not be useful for this method. A stable error function was proposed and applied for the finite position set MRAS technique. Furthermore, the number of iterations has been optimized by considering the sensitivity of the current prediction to the estimated position in this research. In order to further reduction of the repetitive computations, a simplified predictive control was applied in this research. By this method, the number of times that the prediction computation should be repeated is one instead of seven.
The validity of the proposed method is examined by simulation and experiment. The results showed that the error of the estimated position was very close to the designed value during the optimization of the iteration number. Also, the current ripples were achieved as expected based on that optimization. The technique was robust to the resistance and inductance mismatch because of the proposed error function. The comparative results showed that the robustness of the proposed method is improved compared to the previous method. Also, it was concluded that the sensitivity of the method to the resistance was more than that to the inductances. The method could tolerate more than 40% error for the stator resistance and 200% error for the direct and quadratic inducances.
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