Explicitly Increasing Input Information Density for Vision Transformers on Small Datasets
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Abstract

Vision Transformers have attracted a lot of attention recently since the successful implementation of Vision Transformer (ViT) on vision tasks. With vision Transformers, specifically the multi-head self-attention modules, networks can capture long-term dependencies inherently. However, these attention modules normally need to be trained on large datasets, and vision Transformers show inferior performance on small datasets when training from scratch compared with widely dominant backbones like ResNets. Note that the Transformer model was first proposed for natural language processing, which carries denser information than natural images. To boost the performance of vision Transformers on small datasets, this paper proposes to explicitly increase the input information density in the frequency domain. Specifically, we introduce selecting channels by calculating the channel-wise heatmaps in the frequency domain using Discrete Cosine Transform (DCT), reducing the size of input while keeping most information and hence increasing the information density. As a result, 25% fewer channels are kept while better performance is achieved compared with previous work. Extensive experiments demonstrate the effectiveness of the proposed approach on five small-scale datasets, including CIFAR-10/100, SVHN, Flowers-102, and Tiny ImageNet. The accuracy has been boosted up to 17.05% with Swin and Focal Transformers. Codes are available at https://github.com/xiangyu8/DenseVT.

1 Introduction

ResNet [14] and its variants have been widely used in computer vision tasks in the recent decade due to its superior performance from introducing inductive bias [12,18,38]. However, convolutional layers on the other hand limit its ability to capture global relations. Vision Transformer (ViT) [4], as an emerging alternative backbone to ResNet in computer vision, expands the network representation capacity by including global attention with multi-head self-attention modules, which shows better performance compared with ResNet in large-scale datasets like ImageNet [3] after pretraining on larger datasets JFT-300M [30]. However, the lack of locality in ViT results in worse generalization on small datasets compared with ResNet [2,18,8]. To release its dependency on more data and accelerate convergence, researchers try to add convolutional layers to transformers [10,12,33,34]. However, none of them solve this by increasing input density directly.

As noticed in [13], transformers originate from Natural Language Processing and the main difference between languages and images is information density. This reminds us to increase the token
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information density of image input to close the gap and better generalize vision transformers on image tasks. To achieve this, the principle of image compression can be utilized. Image compression is a widely explored task, aiming at transforming images from spatial domain to another domain to reduce storage and transmission costs, while keeping as much information as possible. JPEG is one of the popular Discrete Cosine Transform (DCT) based image compression algorithms, keeping about 95% information while high compressibility by reducing a large amount of less informative high-frequency details in its quantization process, increasing the information density in the frequency domain. Inspired by this, we propose to feed vision transformers with dense information in the frequency domain to approach the dense word embedding in NLP. Specifically, we perform block DCT on YCbCr images and then remove up to 174 non-functional frequency channels (192 in total) based on the channel-wise heatmaps. This channel selection increases input density greatly by decreasing the size of input greatly while keeping most information, making it closer to word embedding in NLP and better generalizing vision Transformers on small datasets. The source codes will be available on the author’s website.

The major contributions of this paper are as below:

- We first propose to explicitly increase the input information density in vision Transformers to close the gap between language and image input.
- To form the dense input, we design a simple yet effective channel-wise heatmap-based strategy to select useful DCT frequency channels. Compared with the static shape-based channel selection strategy in previous work, our selection keeps fewer channels while showing better results for Swin Transformer.
- Experiments on Tiny ImageNet [17], CIFAR-10/100 [16], Flowers-102 [24] and SVHN [23] with backbones Swin Transformer [21] and Focal Transformer [37] demonstrate the effectiveness of learning in the DCT frequency domain with vision Transformers.

2 Related Work

This section includes some most related work regarding vision transformers and deep learning in non-RGB domain.

Vision Transformers. Vision Transformers have received a lot of attention and applications in recent years [7, 22, 26, 28]. However, the original Vision Transformer, ViT, requires a large amount of data to learn local properties. To handle this, some researchers manage to integrate convolutional layers in different modules of vision Transformers, e.g. token or backbones, to capture both local and global information of the image and accelerate convergence considering that token embeddings can be mapped into fixed positions of the input images. For instance, [34] replaced the patch-based token preprocessing with several small-size convolutional layers directly and found a better, faster, and more robust convergence compared with the original ViT. In addition to this, LeViT [10], CMT [12] and CeIT [39] also used a convolution-based tokenization on top of transformer blocks. Others add convolutional layers in the middle of Transformer backbones, e.g. CvT [33] employed squeezed convolutional projection in replace of linear projection to obtain keys/queries/values for multi-head attention in transformer blocks, LocalViT [19] added depth-wise convolution layer to the feed-forward module in transformer blocks and CoaT [36] implemented a depth-wise convolution-based position encoding in the multi-head attention layer. Another folder to accelerate convergence is to design pyramid-like structure modelling CNN backbones, including PVT [32], Swin Transformer [21], MViT [4], NesT [43] and Lit [25]. However, these works focus on extracting diverse features based on the low information density images themselves and put feature extraction pressure on the networks. Instead, this work explicitly increases the input information density at the beginning, undertakes some responsibility from the networks, and fills the gap between languages and images.

Learning in non-RGB domain. Although most computer vision algorithms are RGB image-based, there are some efforts to explore learning in other domains. One popular domain is from one stage in the JPEG encoding and decoding process. JPEG format is widely employed to compress images to save the cost of transmitting and storing images. In the encoding stage, it consists of converting RGB images to YCbCr, quantifying block DCT (where information loss happens), and encoding with Huffman. The decoding process is just the inverse. And normally, the widely used RGB image input is the output after decoding JPEG images. [11] proposes to learn from the quantified DCT domain in the decoding stage, i.e. feed the quantified DCT coefficients to the network directly before they
In our dense DCT pre-processing, RGB images are resized to 448 × 448 so that the output size of DCT remains the same, i.e., 56 × 56. Then, the frequency representation with all 192 frequency channels goes through their channel selection based on the heatmap results, and a dense frequency representation with only 18 channels is obtained. The attention module is optional for the dense frequency representation to pass through directly before the Transformer block. Finally, to keep the input channel and following Transformer blocks the same, we pass the 18-channel input to a linear layer and get 96 channels as in Swin Transformer.

are converted back to the RGB domain, accelerating convergence by removing the decompressing process to transform DCT representation back to image pixel and learn similar feature with its first layers. [5] formulates deep learning in JPEG transform domain, representation after quantifying the DCT coefficient in the encoding stage, and shows the equivalence after conversing models learning on the RGB domain to this intermediate JPEG domain. [9] incorporates DCT transformation on the feature generated by the first convolutional layer, speeding up convergence a lot compared with using standard CNN. The most relevant work is [35], which proposes to learn from an earlier stage, block DCT domain before quantization, and then disregard learnable useless frequency channels to save communication costs between CPU and GPU. However, [35] designs some learnable parameters and Gumble sampling to select channels while it turns out to be a square shape-based selection strategy works a little bit better. Differently, this work employs GradCAM heatmap to check functional channels directly, which is simpler, more intuitive and efficient.

**3 Method**

The proposed framework is shown in Figure 1. In this section, we will introduce the details of each preprocessing module, including the block DCT, channel-wise heatmap-based channel selection strategy, and the relationship between frequency channel selection and information density.

**3.1 Block DCT**

Block DCT is applied as in [35] and its illustration can be found in Figure 2. First, we convert the RGB images into YCbCr representation. Then, apply DCT transformation on each small block (e.g. 8 × 8) of the YCbCr component. After that, we reorganize DCT coefficients from the same frequency to one channel keeping block positions. Finally, we remove useless frequency channels after applying the channel selection strategy. As the human visual system is more sensitive to luminance component Y than the color components Cb and Cr, we downsample the Cb and Cr components as in JPEG compression in step (b) and then upsample them in step (d).
Figure 2: Block DCT illustrated by $8 \times 8$ DCT transformation. (a) The resized RGB images. (b) Convert RGB images to YCbCr with Cb and Cr channels downsampled. (c) Perform patch-based non-overlapping DCT for all 3 channels. (d) Rearrange the same frequency from all positions to the same channel. (e) Upsample Cr and Cb channels and then select frequency channels.

Figure 3: Training pipeline to calculate the channel-wise heatmap.

3.2 Channel-Wise Heatmap

To learn better from the DCT frequency domain, [35] utilized a Gumbel softmax-based feature selection algorithm to reduce input channels while they found their shape-based (i.e., top left square) fine selection strategy achieves competing performance compared with the keeping learned frequency channels from feature selection algorithm. However, shape-based selection in the frequency domain lacks interpretability. Instead, we propose a channel-wise heatmap-based channel selection strategy as shown in [4].

GradCAM [29] is a method used to find the functional region of an image input in CNN by relating the output high-level features with their input positions. However, for input with multiple meaningful channels, different input channels might function differently as in [35]. To evaluate how each input contributes to the final high-level features, we mask out all channels except the candidate channel and then calculate the GradCAM heatmap, i.e., channel-wise heatmap.

Specifically, frequency representations with full frequency channels, i.e. 192 for $8 \times 8$, are fed into a ResNet50 backbone with cosine classifier as shown in Figure [5]. After that, to obtain the channel-wise heatmap, keep only one candidate frequency channel of the frequency representation and set other channels to 0 as shown in Figure [4]. Then, we pass the revised frequency representation into the pretrained model and calculate the GradCAM heatmap. Following the same process in Figure [4], each image has 192 heatmaps (for $8 \times 8$ block DCT), and each heatmap is $56 \times 56$ following block position layout.

In this way, we calculate the average channel-wise heatmap of images from the training set and then average across all $56 \times 56$ positions for each channel heatmap. The results for $8 \times 8$ block DCT can be found in Figure [5], where each frequency channel has only one value. This result is surprisingly consistent with the one from the channel selection network proposed in [35], while our method requires no extra parameters. This indicates that the channel selection network in [35] is indeed learning functional channels as supposed. Finally, to select kept frequency channels and get dense DCT input, we simply set thresholds based on values in Figure [5] and remove the channels that have no contribution to the performance. Frequency channels in red blocks are our 18 kept channels.
3.3 Frequency Channel Selection and Information Density

In DCT transformation, top left corner represents lower frequencies and bottom right are the higher ones. To visualize the energy distribution, we go through all frequency channels following the zig-zag route as shown in Figure 6 and get Figure 7. Figure 7, we know, most energies are pushed to sparse and low-frequency channels (top left on Figure 6) and most high-frequency channels have only few energy (which is also the principle for JPEG compression to disregard those zero channels after quantization). According to Figure 7, most selected channels (denoted by red dots) also lie on the low-frequency part. This indicates that, after channel selection, the overall information entropy is slightly reduced, while the size of the frequency representation is significantly decreased, i.e. the average information entropy or the information density is increased greatly.
Figure 6: Zig-zag route for $8 \times 8$ DCT transformation.

Figure 7: Energy distribution across all 192 frequency channels from Y, Cb and Cr components.

4 Experiments

4.1 Setup

Dataset Information 5 small datasets are employed to test the image classification performance of our framework, Tiny ImageNet [17], CIFAR-10/100 [16], Flowers-102 [24], and SVHN [23]. More details of these datasets are shown in Table 1.

Training Setup Data augmentation methods we used include CutMix [41] and Mixup [42] as in [20]. The initial learning rate is set to $5 \times 10^{-4}$ and 20 epochs warmup. We report the best top-1 accuracy after 100 epochs. The batch size is 128 per GPU and four A100 GPUs are used in total. Following [20], we resize all images to $3\times224\times224$ on all datasets to get our baselines and resize all images to $3\times448\times448$ unless otherwise specified. For a fair comparison, all vision Transformer backbones we selected have a comparable amount of parameters with ResNet50.

4.2 Results

Among these 5 datasets, CIFAR-10/100 and SVHN datasets have the smallest image size, $32\times32$, compared with Tiny ImageNet and Flowers-102, holding less raw information, while the image size for Flowers-102 is greater than 500. We first test our dense DCT token with Swin Transformer [21] and Focal Transformer [37]. From Table 2, we can see an obvious performance gap between ResNet50 [14] and vision Transformers, including DeiT-S [31], T2T [39], Swin [21] and Focal Transformer [37] on all datasets. While with the proposed dense DCT input, the gap is significantly reduced and the performance is close to ResNet. For Swin Transformer, our dense DCT input achieves 4.80% improvement on CIFAR-100 compared with RGB input and up to 17.05% on the Flowers-102 dataset. We have achieved a 17.02% increase on Flowers for Focal-Tiny transformer.

In addition, we also add an attention module, Coordinate Attention [15], in our experiments as illustrated in [1]. From Table 2, we can still see an increase for some backbones, e.g. Swin Transformer
Table 1: Dataset information for classification on small datasets

| Dataset          | Train split | Val split | Size | Class # |
|------------------|-------------|-----------|------|---------|
| Tiny ImageNet    | 100,000     | 10,000    | 64   | 200     |
| CIFAR-10         | 50,000      | 10,000    | 32   | 10      |
| CIFAR-100        | 50,000      | 10,000    | 32   | 100     |
| SVHN             | 73,257      | 26,032    | 32   | 200     |
| Flowers-102      | 2,040       | 6,149     | >224 | 102     |

Table 2: Top 1 classification accuracy on CIFAR-10/100, SVHN, Tiny ImageNet and Flowers-102 dataset

| Backbone                  | Param.# | CIFAR-10 | CIFAR-100 | SVHN | Tiny IMG | Flowers |
|---------------------------|---------|----------|-----------|------|----------|---------|
| ResNet50 [14]             | 25M     | 92.77    | 73.24     | 96.78| 63.43    | 41.34   |
| Deit-S [31]               | 22M     | 81.79    | 59.11     | 90.64| 50.09    | 37.71   |
| T2T-ViT-14 [40]           | 22M     | 87.58    | 67.22     | 96.53| 55.97    | 23.81   |
| Swin-Tiny [21]            | 28M     | 81.91    | 62.30     | 91.29| 56.28    | 32.04   |
| DenseDCT_Swin-T           | 28M     | 84.20    | 67.10     | 95.65| 57.36    | 49.09   |
| (±2.29)                   | (+4.80) | (+4.36)  | (+1.08)   | (+17.05) |
| DenseDCT_Swin-T\_attn     | 28M     | 84.51    | 67.19     | 95.25| 57.59    | 48.21   |
| (±0.31)                   | (+0.09) | (−0.40)  | (+0.23)   | (−0.88)  |
| Focal-Tiny [37]           | 29M     | 88.31    | 71.58     | 95.97| 63.06    | 32.54   |
| DenseDCT_Focal-T          | 29M     | 89.59    | 73.94     | 96.13| 64.11    | 49.56   |
| (±1.28)                   | (+2.36) | (+0.16)  | (+0.51)   | (+17.02) |
| DenseDCT_Focal-T\_attn    | 29M     | 89.62    | 73.49     | 95.23| 64.43    | 49.40   |
| (±0.03)                   | (−0.45) | (−0.90)  | (+0.32)   | (−0.16)  |

with Dense DCT further increases 0.31% on CIFAR-10 dataset after adding the attention module and the attention module also adds 0.32% to Focal Transformer with Dense DCT input on Tiny-ImageNet. However, it may harm the performance sometimes, e.g. also for Focal Transformer on SVHN dataset, it decreases the accuracy by 0.90%.

4.3 Ablation Study

In this section, we check how each component of the proposed approach affects the performance, including the channel selection strategy, attention module on the input frequency domain, and resizing. We further study how resizing influences accuracy.

4.3.1 All Components

This experiment is based on the Swin Transformer backbone on the Tiny ImageNet dataset. According to the results by setting the threshold to their heatmaps, we select 18 channels for our dense DCT representation. The attention module we employed here is Coordinate Attention [15].

The results are shown in Table 3 [3] where ‘size’ in the second column represents the resizing in Figure 1 at the beginning, ‘Input size’ and ‘Channel #’ denote the height (equal to the width) and the number of channels of the input embedding before the Transformer blocks in Figure 1 separately. From the results, we can see that the DCT input with all 192 channels and no resizing on the input yields a bad result, 38.50%. However, after resizing, it becomes 53.11%, increased by 14.61%. The channel selection strategy further improves the performance due to the increase in information density. The proposed heatmap-based channel selection achieves 57.36%, 0.34% greater than the shape-based channel selection strategy in [35] with 6 fewer input channels. To exclude the influence of larger image size between RGB input and DCT input, we also resize the RGB version to 448 and use 8 patches in the input embedding layer to get the same input size as DCT input, i.e. 56 × 56, as shown in row 3. However, resizing to 448 decreases the performance from 56.28% to 55.59%, inferior to the resizing in frequency domain 57.36%. Based on these results, we fix the image size to 224 with patch size 4 when training RGB input versions in Table 2. Finally, the attention module also brings a 0.23% increase, indicating the potential to add the attention module to the input images.
Table 3: Ablation study on Tiny ImageNet with Swin Transformer backbone. For Tiny ImageNet, the original image size is 64. ‘Attn’ here means adding Coordinate Attention on the DCT input directly.

| Input | Size | Patch Size | Input size | Channel # | Resize | Attn | Top-1 ↑ (%) |
|-------|------|------------|------------|-----------|--------|------|-------------|
| RGB   | 224  | 4          | 56         | —         | ✓      | —    | 56.28       |
| RGB   | 448  | 8          | 56         | —         | ✓      | —    | 55.59       |
| DCT   | 64   | 8          | 8          | 192 (all) | —      | —    | 38.50       |
| DCT   | 448  | 8          | 56         | 192 (all) | ✓      | —    | 53.11 (+14.61) |
| DCT   | 448  | 8          | 56         | 24 [35]  | ✓      | —    | 57.02 (+5.91) |
| DCT   | 448  | 8          | 56         | 18        | ✓      | ✓    | 57.59 (+0.23) |

Table 4: Effect of setting different threshold in input channel-wise heatmap (8×8)

| Threshold | 0.08 | 0.07 | 0.06 | 0.03 | 0.022 | 0.02 | 0.01 | 0.000 | all |
|-----------|------|------|------|------|-------|------|------|-------|-----|
| Channel # | 17   | 18   | 21   | 22   | 24    | 25   | 28   | 41    | 192 |
| Top-1 (%) | 56.34 | 57.36 | 57.11 | 57.03 | 56.86 | 57.02 | 56.89 | 56.94 | 53.11 |

Dense DCT holds some interesting properties. 1) No convolution layer or linear layer on the input layer. The combination of DenseDCT input with Transformers or pure MLP networks makes the whole network more explainable, i.e., the whole framework is literally a function of DCT features, instead of any unknown features from convolution layers or the combination of low semantic pixels. 2) Higher semantic information makes it possible to perform attention at the early stage, literally the raw data since DCT transformation is invertible. 3) Taking larger input images with the same backbone as Swin Transformer. The whole network can benefit a lot from larger input images, either from the original larger image to take more information or from resizing as shown above. However, there is still some space for improvement. For instance, both our heatmap-based method and dynamic/shape-based method in [35] take static input channel, while as shown in Figure 4, functioning channels vary from the final selected channels when it comes to every single image, e.g. channel 1 for Cb component in Figure 4 is selected considering the overall performance for the whole dataset according to [3] while activated channel 24 is removed. This compromise indicates included redundancy and encourages us to design a customized dynamic channel selection strategy to further improve useful input information density.

4.3.2 Effect of Selected Channels

In this experiment, we show the results by setting different thresholds to the input channel-wise heatmap obtained by training 8×8 DCT full frequency channels, i.e., 192, and making all channels except the candidate one as in Figure 4. As shown in Table 4, even with channels 18, 21 and 22, which are less than 24 from the shape-based static channel selection strategy in [35], we also achieve higher accuracy, 57.36, 57.11 and 57.03, compared to 57.02 as shown in Table 3. Based on the experiment, we choose 18 channels in our implementation of 8×8 DCT transformation, which happen to be the low-frequency channels according to the heatmap. Apart from these, the accuracy for 17 channels is 56.34 while it’s 57.36 for 18 channels, increasing 1.02. This vital channel is the DC component for Y component.

To check what are those deleted frequency channels and how they affect the RGB images, we visualize some images from the Flowers-102 and Tiny-ImageNet as shown in Appendix. From the visualization, we know that most information is kept even after deleting many frequency channels, from 192 channels to 24 or 18, and only some high-frequency details are lost. This can also be found in columns 3 and 5, where removed information forms contours. Besides this, we also checked the effect of blocks where we calculate the GradCAM, classifier, epochs, and datasets as shown in the Appendix. We found that heatmaps from Flowers-102 tend to focus on different higher frequencies compared with heatmaps from Tiny-ImageNet and CIFAR-10.
Table 5: Analysis of resizing for DCT input and Swin Transformer.

| Resize Ratio | 1  | 2  | 4  | 8  |
|--------------|----|----|----|----|
| Image Size   | 64 | 128| 256| 448|
| Accuracy     | 40.49 | 49.30 | 54.89 | 56.44 |

Figure 8: The effect of resizing.

4.3.3 Effect of Resizing

In this section, we analyze the effectiveness of resizing and show the results in Table 5, where the window size is set to 8 to adapt to all resize in the table. Since the input tensor before the Transformer blocks of Swin Transformer is associated with the window size in the attention module inside the Transformer blocks, i.e., should be divisible by the window size, and resizing can affect the shape of the input tensor, we fix the window size to 8 and set resize ratio to 1, 2, 4 and 8 in this experiment to control variables and 18 selected channels from previous results. In Table 5, the first row denotes the resizing ratio compared with the original image 64 on Tiny ImageNet (ratio 1 indicates no resizing).

From 3 we can see that resizing brings 14.61% improvement, from 38.50% to 53.11%. The same effect is also observed in Table 5. The accuracy is increased from 40.49% using original images with size 64 to 56.44% after resizing to 448. Both results indicate that resizing is a significant preprocessing method for training in the DCT frequency domain. The effect of resizing is illustrated in Figure 8. Suppose that the size of the original image is 8×8 before resizing, and an 8×8 DCT is performed on the whole image. While if we resize it to 16×16, the same DCT window only covers one-quarter of the original image, which means sparser features embedded in the image are processed by DCT. The resizing preprocess would better separate useful information from redundant information in the original image and promote further channel selection. Moreover, with smaller raw image blocks after resizing, position information is more accurate and approaches actual positions within each block since block DCT misses position information within blocks.

More Analysis: The appendix provides more analysis of the effect of deleted frequency channels on the RGB images and the influences of channel-wise heatmaps w.r.t. classifiers, blocks, and epochs.

5 Conclusion

This paper proposes to explicitly increase input information density to fill the gap between languages and images so as to increase the performance of vision Transformers on small-scale datasets. To achieve this, we have designed a simple yet effective pipeline to calculate the channel-wise heatmaps and select essential frequency channels in the DCT frequency domain. Surprisingly, our parameter-free heatmaps are highly consistent with sampling-based heatmaps from previous work and are more efficient and explainable. It is also simple to implement by using the well-developed JPEG compression API. Classification results on small-scale datasets including CIFAR-10/100, Tiny ImageNet, SVHN, and Flowers-102 show the effectiveness of our approach. Moreover, the selection strategy can be directly implemented in other tasks to reduce the communication cost between GPU and CPU while improving overall performance.
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A Appendix

A.1 Visualization

To check what are those deleted frequency channels and how they affect the RGB images, this section visualizes some images from the Flowers-102 (first 2 rows) and Tiny-ImageNet (since the third row) as shown in Figure 9. The first column represents the original images, IDCT$_{24}$ and IDCT$_{18}$ denote the inverse DCT results of the final kept frequency representations in Figure 2 in Section 3.1. From columns 2 and 4 we know, that most information is kept even after deleting many frequency channels, from 192 channels to 24 or 18, and only some high-frequency details are lost. This can also be found in columns 3 and 5, where removed information forms contours.

Figure 9: Visualization of the effect of removing frequency channels on RGB domain. From left to right column: (1) original image; (2) IDCT$_{24}$: reconstructed image after removing frequency channels as in [27] and keeping only 24 channels; (3) image-IDCT$_{24}$: removed information in RGB domain; (4) IDCT$_{18}$: reconstructed image with our channel selection strategy; (5) image-IDCT$_{18}$: our removed information in RGB domain. Images from the first 2 rows are from Flowers-102 dataset and the rest rows are from Tiny-ImageNet dataset.
A.2  A Closer Look at Channel-Wise Heatmaps

This section explores what influences the channel-wise heatmaps and how they change them. All experiments are based on 100-epoch training and heatmaps in this section are calculated on 256 images (1 batch) for demonstration.

We first checked the effect of backbones. Following the same setting as in Figure 3 in Section 3.2, ResNet50 and Deit-S are trained. ResNet50 returns a concentrated heatmap as in Figure 5 in Section 3.2 while Deit-S heatmaps are scattered. Based on this, we used ResNet50 for all channel selections. In this sense, knowledge learned from ResNet50 is transferred to vision Transformers in Table 2.

A.2.1 Cosine Classifier vs Linear Classifier

In the general classification framework, images are passed into backbones like ResNet50, followed by a linear classifier and softmax function to obtain classification results. While as shown in Figure 3 in Section 3.2, to get the pre-trained model for channel-wise heatmaps, frequency representations after block DCT are fed into backbones like ResNet50, and the following is a cosine classifier instead of a linear classifier as often used in few-shot learning algorithms [1]. To examine the difference, the same channel-wise heatmap generating process is conducted based on ResNet50. Resulted heatmaps are as Figure [10]. As we can see, both heatmaps show similar preferences on frequency channels and most of them lie in the top left corners. As the heatmap from the cosine head is more similar to the one in [27] by sampling, we choose the cosine head to obtain heatmaps everywhere else in this paper.

Figure 10: Channel-wise heatmaps with different classifier head. Upper: cosine classifier. Lower: linear classifier.

A.2.2 Heatmaps on Different Blocks

This section checks the heatmaps corresponding to different blocks in ResNet50 on the Tiny-ImageNet dataset. The best model after 100 epochs is used. From Figure [11], the first 4 layers focus only on the low-frequency channels for the Y, Cb, and Cr components. After that, higher frequency channels are emphasized lightly like block 6, 7, and 12, and heavily like block 5 and 8. We simply use the heatmap from block 4 for qualitative tables in previous sections.

A.2.3 Heatmaps Across Epochs

This section examines the growth of heatmaps across epochs, including epochs 0, 30, 60, 90 and 98 (when we get the best model within 100 epochs). From Figure [12], the network focuses on sparse frequency channels at the beginning, and then it explores more high-frequency channels at epoch 30.
Starting from epoch 60, frequency channels are determined focusing on finetuning. It becomes closer and closer to the heatmap from the best model, which is used to calculate the heatmaps throughout this paper.

### A.2.4 The Effect of Datasets

This section shows the heatmaps of block 3 on different datasets, Tiny-ImageNet, CIFAR-10, and Flowers-102. From Figure 13, Tiny-ImageNet and CIFAR-10 focus more on similar frequency channels, while Flowers-102 on a different one. This is because Tiny-ImageNet and CIFAR-10 contain similar categories since CIFAR-10 is a subset of Tiny-ImageNet while images in Flowers-102 are more fine-grained, including only 102 classes of flowers. Moreover, from Table 2, the accuracy on the Flowers-102 dataset is relatively small compared with other datasets, indicating the selected channels are far from reliable convergence.
Figure 12: Heatmaps corresponding to different epochs in ResNet50. From top to bottom, epoch 0, 30, 60, 90 and best (epoch 98).

Figure 13: Heatmaps correspond to block 3 on different datasets with backbone ResNet50. From top to bottom, Tiny-ImageNet, CIFAR-10 and Flowers-102 respectively.