Big Data, Weathermen and Economists: Never fall in love with a model
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The overabundance of data which now characterizes the work environment of meteorologists, data scientists and risk managers requires new methods of data treatment. Thus, Machine Learning entered into weather modelisation. Because they have chosen to work with non-linear models rather than linear ones, weather specialists are presented as quick to adopt new techniques, more suited to the realities they are trying to capture. This even made some say that weathermen had much to teach to economists, who fail to abandon their old econometric ‘recipes’.

Does Machine learning really solve all the problems at once? Are Linear Models really outdated?
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**Hello World!**

The first model of a learning machine was developed by Frank Rosenblatt in 1957 and was called the ‘perceptron’. Rosenblatt described the model as a program for computers and demonstrated with simple experiments that this model can be generalized. A Learning Machine allows computers to learn from the data. This theory then flourished with the work of the mathematicians Vladimir Vapnik and Alexey Chervonenkis. Machine learning is a branch of artificial intelligence. The intelligence is built by referring to examples.

Something important is changing in how we as a society use computers to mine data. Machine learning algorithms have helped to reveal trends and patterns that are too subtle for humans to detect. Machine learning is already an incredibly powerful tool that can help to solve really difficult classification problems. However, if its predictive power is real, it is not possible to interpret the reasons supporting the results obtained. As David Karger, professor of computer science at MIT recently noticed, the algorithm ‘just works like magic’, and ‘you don’t really know why that’s the answer’.

**Weather anomalies and Machine Learning**

For Hamada Badr, Benjamin Zaitchik and Seth Guikema, Machine Learning clearly matters in the study of weather anomalies. While arguing that conventional statistical modeling techniques as generalized linear models (GLMs) have demonstrated some skill, they propose instead the use of an artificial neural network (ANN) machine-learning algorithm.

With this algorithm, they predict summertime rainfall anomalies in the Sahel region of Africa. They use ANN for this, as it has a better accuracy and fit. Its main skill, compared to other kinds of models, is its ability to capture nonlinear influences. Nonetheless, a study on Sahel rainfalls in summer reminds me necessarily of the words of George Carlin – weather forecast for tonight: dark. But in seriousness, do these approaches really sign the end of old econometric ‘recipes’?
A storm in a tea cup

I feel like this is a storm in a tea cup. The recent blog posts of Arthur Charpentier\(^8\) are worth a read to show why. In response to the common criticisms addressed by machine learning specialists, arguing that it’s easy to find a machine learning ‘model’ that will always beat any kind of Generalized Linear Model, he demonstrated quite clearly the contrary. It is still possible to rely on standard econometric models.

In the case of the weather, a good example comes through the work of Max Little, Patrick McSharry and James Taylor\(^9\). In the U.K., site-specific probabilities of rainfall are needed to price insurance contracts. GLMs perform best in this specific case and are consequently highly recommended for forecasting purposes. Everything comes through a detailed study of the interaction between the autocorrelation properties of the data and the structure of the models tested.

So, there are good old econometric ‘recipes’ still used. And they still have much more to tell us as we get further into the foundations of what drives the links within the data. Linear models still have some use!

Old recipes work even when taking into account non-linearities. Another good example of this comes from a study provided by MeteoProtect to a clothing retailer in 2012. This study used notably a multivariate adaptive regression splines model (MARS). These models are linear, but they automatically model non-linearities and interactions between variables. Here again, we are able to get into the interpretation of what characterizes the Data Generating Process.

The quality of the adjustment using a MARS model was the best, and so it was retained. But what these models tell us here is much more than only predictive. If we compare the estimated turnover using MARS and observed weather (red curve), the estimated turnover using MARS and normal weather (green curve) to the turnover (blue), one can firstly see how much the actual turnover is weather-sensitive.
Weather risk management profits from this kind of solution. And, beyond the hedging solutions that can be provided on this basis, the CEO may be informed on many more elements. Once the periods of high sensitivity to weather are identified, situations where the turnover has not been affected by the weather (being normal or not) can be addressed. An example of this can be seen in the beginning of the year 2011. The disconnection of the actual turnover (blue) from the estimated ones (green and red) using weather variables informs us that for this specific period, other variables have had an impact on the activity.

In understanding what really drives these movements, a CEO will be better able to pilot his performance over the time. This information is hidden within the Data Generating Process.

Old recipes still have their utility. It’s not about opposing linear to non-linear approaches, machine learning to econometrics, meteorologists to economists and so on… MARS models have proven to be unsatisfactory in other situations, and alternative approaches have been used, once experimented, by Meteo Protect. This is another story.

The real story lies behind the data. This has been understood a long time ago both by meteorologists and economists. It is a question of methodology, as it has been explained in 1987 by Adrian Pagan[10]: first, the methodology should provide a set of principles to guide work in all its facets; second, by codifying this body of knowledge it should greatly facilitate the transmission of such knowledge; finally, a style of reporting should naturally arise from the methodology that is informative, succinct, and readily understood.

The main lesson that stems from this, is that you should never – ever – fall in love with a model.
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