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Perfect tensors describe highly entangled quantum states that have attracted particular attention in the fields of quantum information theory and quantum gravity. In loop quantum gravity, the natural question arises whether SU(2) invariant tensors, which are fundamental ingredients of the basis states of spacetime, can also be perfect. In this work, we present a number of general constraints for the layout of such invariant perfect tensors (IPTs) and further describe a systematic and constructive approach to check the existence of an IPT of given valence. We apply our algorithm to show that no qubit encoding of valence 6 can be described by an IPT and close a gap to prove a no-go theorem for invariant perfect qubit encodings. We also provide two alternative proofs for the non-existence of 4-valent qubit IPTs which has been shown in [1, 2].

I. INTRODUCTION

Perfect tensors are powerful structures that encode highly entangled states of many-body quantum systems. Their defining property is that any reduced density matrix of at most half of the system is maximally mixed. As such they describe absolutely maximally entangled states [3]. Perfect tensors have been studied in a broad spectrum of fields. A system of qubits, for instance, can be encoded by a perfect tensor with maximal code distance, in the context of quantum error correction. Perfect tensors have also been shown to reproduce features of the AdS/CFT correspondence [4, 5] and illustrate the Ryu-Takayanagi formula [6] emerging from many-body entanglement. This way, erasure of quantum information can be reconstructed and a quantum error correcting code can be built [7, 8]. Random tensor networks with large bond dimension indicate similar features [9]. What makes perfect tensors particularly interesting in the context of holographic duality is the fact that they represent quantum channels of maximal chaos [10] making them suitable candidates for representing the holographic dual to the bulk quantum state of a black hole [11]. In all of these applications, perfect tensors appear as components of a tensor network.

From the perspective of quantum gravity, holography and the entanglement/geometry correspondence are two important open questions [12], and the models referred to contain very important insights. At the same time, they are somewhat ad hoc. It is therefore important to note that tensor networks also play an important role in the definition of quantum states in a quantum theory of gravity derived from first principles. In loop quantum gravity [13, 14], special tensor networks represent basis states that diagonalize certain aspects of spatial geometry. As such, the tensors of these spin networks [15, 16] represent quantum states of geometric polyhedra [17].

The bond dimensions in spin networks are not necessarily uniform. They correspond to geometric areas of the faces of polyhedra dual to the network. While we will mostly consider tensors with physical dimension 2 – corresponding to spin 1/2 – in the present work, higher and possibly non-uniform dimensions would also be physically relevant.\footnote{While in the path integral approach to LQG, the limit of large dimensions is often associated with the classical limit [18], this is not unequivocal. In the canonical approach, low spins play an important role. They make up the bulk of the states in the state counting for black hole entropy [19], for example, with large spins exponentially suppressed [20].}

Spin networks and their linear combinations have been studied under the aspect of entanglement entropy [21] and holography [22–24]. It has been shown in [22] that the area operator of loop quantum gravity can be related to holographic entanglement entropy, thus recovering the Ryu-Takayanagi formula.

The limits to the existence of perfect tensors have been investigated in the absence of additional symmetries [1, 25, 26] (see also [27, 28] for an illustrative overview). Spin network states are more restrictive in a sense that they come with additional constraints on the tensor network states describing quantum geometry. The tensors of the spin networks have to be invariant under an action of SU(2) on all tensor factors. In the geometric picture, this invariance corresponds to the closure of the quantized polyhedra. Hence, a pressing question is the existence of invariant perfect tensors (IPTs). This would allow to study geometric correlates of perfectness and give the models for AdS/CFT a geometric interpretation using more than the the network topology. Previous work has investigated IPTs for qubits (arbitrary local dimension $d$) and showed that every 3-valent Wigner 3j-symbol is an IPT [2]. Apart from that, no more IPTs have been found. In fact, it has been shown that there are no 4-valent IPTs [1, 2], but for valence $n \geq 5$ random invariant tensors are concentrated around perfect tensors [29].

In this work, we introduce a systematic method to find IPTs using a decomposition into special coupling schemes that we call bridge states. For the derivation we make use of Penrose’s binor calculus [30, 31], a graphical nota-
tion which is particularly useful when dealing with spin network states [32, 33]. We apply the proposed algorithm to give an additional proof for non-existence of 4-valent IPTs for qubit encoding, thereby reproducing a result of [2]. We also apply the algorithm to 6-valent qubit encodings and show that also those hexagonal invariant perfect structures are forbidden. We conclude with a no-go theorem for arbitrary qubit encodings making use of the Scott bound [25]. Moreover, we put general constraints on the layout of IPTs with even valence: All indices are restricted to correspond to the same spin representation. A weaker restriction also holds for odd valence.

We structure the paper as follows. After defining the important notions, we use representation theory arguments to put restrictions to the layout of general IPTs and use that to prove (again, see [2]) a no-go theorem for 4-valent qubit in section III. In section IV, we derive a master equation for the coefficients determining an IPT of given valence and solve it for valence four and six in section V. With this, we present a second proof for the no-go theorem of 4-valent qubit encodings and a new no-go theorem of 6-valent qubit encodings which imply a no-go theorem for generic valence.

Note added in proof: After publication of this work as a preprint and submission to JHEP, an independent work that proves the non-existence of perfect SU(2) invariant qubit codes [34] has been brought to our attention. Meanwhile it is available as a preprint [35]. The work rules out the perfectness of Werner states, i.e., qubit codes that are $U(d)$ invariant up to phase, where $d$ is the local dimension. $U(d)$ invariance up to phase is a stronger assumption for higher $d$, but for qubits their statements coincide with our finding that there are no SU(2) invariant perfect codes.

II. BASIC NOTIONS AND CONCEPTS

Let us start with the introduction of conventions and notions we need for the further study. We freely switch between considering the same object $I$ as a linear map $I : V_1 \otimes \ldots \otimes V_k \rightarrow V_{k+1} \otimes \ldots \otimes V_n$, a state in $V_1^* \otimes \ldots \otimes V_k^* \otimes V_{k+1} \otimes \ldots \otimes V_n$ and its tensor representation $I^{a_1 \ldots a_m}_{a_{k+1} \ldots a_n}$. We will furthermore not distinguish between $V$ and $V^*$ and pull indices with pull indices with $\delta$.

All vector spaces will carry representations of SU(2). We denote by $j$ both, a spin label $j \in \mathbb{N}/2$ and the corresponding $2j + 1$-dimensional irrep of SU(2).

The first important notion is that of an invariant tensor, also denoted intertwiner or equivariant map in the literature.

Definition II.1. A tensor $I : j_1 \otimes \ldots \otimes j_k \rightarrow j_{k+1} \otimes \ldots \otimes j_n$ is called invariant, if it satisfies

$$g_{a_1}^{b_1} \ldots g_{a_k}^{b_k} I^{a_1 \ldots a_k}_{a_{k+1} \ldots a_n} g_{a_{k+1}^{b_{k+1}}} \ldots g_{a_n}^{b_n} = I^{b_1 \ldots b_k}_{b_{k+1} \ldots b_n}$$

for $g \in SU(2)$.

Note that invariant tensors $I$ exist if and only if a coupling scheme to the trivial representation $j = 0$ exists, i.e. $I : j_1 \otimes \ldots \otimes j_n \rightarrow 0$. Next, we define the notion of bipartition of tensors.

Definition II.2. Let $I$ be any tensor with coefficients $I^{a_1 \ldots a_k}_{b_{k+1} \ldots b_n}$ and $\mathcal{J} = \{1, \ldots, n\}$ its index set. A bipartition is a pair $(A, B)$ of ordered tuples $A, B \subseteq \mathcal{J}$, such that as sets $A \cup B = \mathcal{J}$.

Compositions of two tensors $I, J$ with bipartitions $(A, B)$ and $(B, C)$, respectively, are understood in the following way

$$(IJ)^{a_1 \ldots a_k}_{c_{k+1} \ldots c_n} = I^{a_1 \ldots a_k}_{b_{k+1} \ldots b_n} J^{b_1 \ldots b_k}_{c_{k+1} \ldots c_n}$$

Hence, a bipartition can be thought of as the distinction between input and output of the tensor interpreted as a multilinear function. If a tensor is a partial isometry in all possible bipartitions that allow an embedding from input to output, i.e. $|A| \leq |B|$, or formally:

Definition II.3. A tensor $I : j_1 \otimes \ldots \otimes j_n \rightarrow 0$ is called perfect, if for any bipartition $(A, B)$ with $|A| \leq |B|$ there exists $\lambda \in \mathbb{R}$, s.t. $I^I = \lambda I$.

III. NECESSARY CONDITIONS ON INVARIANT PERFECT TENSORS

The requirement of perfectness puts a number of restrictions on invariant tensors. For every bipartition to be a partial isometry, we can study the action of an invariant tensor on irreducible subspaces of SU(2) using Schur’s Lemma repeatedly.

Lemma III.1. Let $I : j_1 \otimes \ldots \otimes j_n \rightarrow 0$ be a non-trivial, $n$-valent invariant, perfect tensor. For any bipartition $(A, B)$ with $|A| \leq |B|$, the following statements hold

1. $I$ maps irreducible spin $j$ subspaces to spin $j$ subspaces.

2. $I^I = \mu_j I$ with $\mu_j \in \mathbb{C}$ and $|\mu_j|^2 = |\mu_j|^2 = \lambda(A)^{\otimes j_1 \otimes j_2}$.

These statements are depicted in the following diagram that shows the mapping of $I$ reduced to the irreducible subspaces.

$$\sum_{i \in A} j_i \rightarrow \mu_{j_{\text{max}}} \rightarrow \sum_{i \in B} j_i \rightarrow 0$$

$$\sum_{i \in A} j_i - 1 \rightarrow \mu_{j_{\text{max}} - 1} \rightarrow \sum_{i \in B} j_i - 1$$

$$\ldots$$

$$\min_k \left| \sum_{i \in A} (-1)^k j_i \right| \rightarrow \mu_{j_{\text{min}}} \left| \sum_{i \in A} (-1)^k j_i \right|$$

(III.1)

Proof. 1. This is a direct consequence of Schur’s lemma.
2. Also by Schur’s lemma, the action of $I$ reduced to an irreducible subrepresentation labelled by a spin quantum number $j$ is equal to $\mu_j I$ with $\mu_j \in \mathbb{C}$.

For perfectness, we need $I I = \lambda(A) I$ for every bipartition $\mathcal{J} = A \uplus B$, which translated into $|\mu_j|^2 = |\mu_j'|^2 := \lambda$ for any bipartition $\mathcal{J} = A \uplus B$.

From the $SU(2)$ invariance of $I$, we have assured that every spin $j$ subspace in the domain is also found in the image of $I$ as long as $|A| \leq |B|$. If we consider the case of even valence $2n$ and the balanced bipartitions, i.e. $|A| = |B|$, we can derive limitations on the spin quantum number.

**Lemma III.2.** Let $I$ be an invariant, perfect tensor with even valence $2n$. Then all ingoing spins are the same, i.e. $I : j \otimes \cdots \otimes j \rightarrow 0$

**Proof.** We will apply Lemma III.1 repeatedly for all balanced bipartitions, i.e. $|A| = |B|$. Since, we need to map the maximally coupled spin onto a subspace of equal dimension, we can infer the inequality

$$\sum_{i \in A} j_i \leq \sum_{i \in B} j_i, \quad (\text{III.2})$$

for a fixed bipartition $A, B$. As we consider a balanced bipartition, we can also look at the bipartition, where $A$ and $B$ are swapped. This makes the inequality an equality

$$\sum_{i \in A} j_i = \sum_{i \in B} j_i. \quad (\text{III.3})$$

Additionally, we can permute indices through $A$ and $B$ and get the same equation (III.3). One can easily show by induction that (III.3) implies $j_i = j_k \forall i, k \in \mathcal{J}$. \hfill \Box

We can also make a statement about the spin quantum numbers of invariant, perfect tensors of odd valence $2n + 1$ which is, however, less restrictive.

**Lemma III.3.** Let $I$ be an invariant, perfect tensor with odd valence $2n + 1$. Then the spin quantum numbers of the ingoing edges fulfill

$$\sum_{i=1}^{n} j_i \leq \sum_{i=n+1}^{2n+1} j_i \quad (\text{III.4})$$

where we sorted the spins in decreasing order, i.e. $j_1 \geq \ldots \geq j_{2n+1}$ for all bipartitions $\mathcal{J} = A \uplus B$, with $|A| = n$ and $|B| = n + 1$.

**Proof.** The proposition is a direct application of Lemma III.1 with the bipartition where $A$ contains the $n$ largest spins. \hfill \Box

Note that (III.4) also implies inequalities of the same form but with arbitrary permutations of indices in $A$ and $B$, as long as $|A| + 1 = |B|$. We conclude the section with a number of examples and remarks.

**Example III.4.** 1. The invariant tensor $I : \frac{1}{2} \otimes \frac{1}{2} \otimes \frac{1}{2} \otimes \frac{1}{2} \rightarrow 0$ cannot be perfect by Lemma III.3.

2. The HaPPY code \([4]\) is constructed from a perfect tensor with valence $n = 6$. However, it is not invariant.

3. If an invariant, perfect tensor encodes qubits only $(j_i = \frac{1}{2} \forall i)$, it needs to have even valence.

Vice versa if an invariant, perfect tensor has even valence and shall encode at least one qubit, i.e. $j_i = \frac{1}{2}$ for one $i$, then $j_k = \frac{1}{2} \forall k$.

We want to apply Lemma III.2 to the special case $n = 4$ and $j = \frac{1}{2}$ and reproduce a result of [2] with a different proof.

**Theorem III.5.** There are no non-trivial invariant, perfect tensors $I$ with valence $n = 4$ and $j = \frac{1}{2}$.

**Proof by contradiction (Sketch).** By Lemma III.1, we know that the eigenvalues of an invariant, perfect tensor $I$ can only differ by a phase, i.e. $I$ takes the form

$$I^a b c d = \sqrt{\lambda (e^{i \phi_a} e^{i \phi_b} + e^{i \phi_c} e^{i \phi_d})} \quad (\text{III.5})$$

for the bipartition $(ab) \rightarrow (cd)$. Repeating this argument for the repartitions $(ad) \rightarrow (cb)$ and $(ac) \rightarrow (bd)$ gives us similar expressions for $I$ with potentially different phases. Comparing the three versions of (III.5) yields two contradicting constraints for the phase difference $\Delta \phi = \phi_a - \phi_s$.

See appendix A for the full proof. While the arguments of Theorem III.5 can be generalized to higher valences and spins, it quickly gets combinatorically complicated. We will present a simpler systematic approach to get sufficient conditions for invariant perfect tensors.

IV. MASTER EQUATION FOR INVARIANT PERFECT TENSORS

A more down to earth approach to formulate sufficient conditions for an invariant, perfect tensor is achieved by decomposing tensor networks into bridge states, coupling schemes\(^2\) that additionally contain the information of a bipartition. The following discussion is focused on a tensor of even valence and $j = \frac{1}{2}$, but it can be readily generalized to higher spins and odd valence. The only change is increase of combinatorial complexity (see Remark B.7 for a sketch). Let us start by defining bridge states.

\(^2\) For more information on $SU(2)$ coupling schemes see for example [36, 37].
Definition IV.1 (Bridge State). Let \( n \in \mathbb{N} \) and \((j_a)_{a \in \{1, ..., n\}}, (k_b)_{b \in \{1, ..., n\}}\) lists of spin quantum numbers where \( n_1 + n_2 = n \) and \( j_{n_1} = k_{n_2} \). We define the SU(2) invariant bridge state associated with \( j \) and \( k \) as the following coupling scheme

\[
\gamma_{(j,k)} = \frac{1}{2} \sum_{j \cup k} 1 \quad (IV.1)
\]

Since an invariant coupling exists only for certain data \( n_1, n_2, j \) and \( k \), bridge states exist only for certain spin data as well. Implicit in (IV.1) is a certain normalisation. For details see the Appendix B.

We can directly infer a number of helpful relations between bridge states and invariant tensors.

Remark IV.2. 1. The bridge state \( \gamma_{(j,k)} \) exists, if and only if \( k_1 = j_1 = \frac{1}{2} \) and \( j_a = |j_{a-1} \pm \frac{1}{2}| \) \( \forall a \), and analogously for \( k_a \).

2. Every bridge state implicitly encodes a bipartition of indices. For valence \( 2n \) and \( n_1 = n_2 = n \), for instance, we get the balanced bipartition (cf. section III).

3. As every bridge state is also a coupling scheme [36], the set of invariant bridge states for fixed valence and bipartition \( n_1, n_2 \) represents a basis on the space of invariant tensors.

With this, we can decompose any invariant tensor \( I \) into bridge states \( \gamma_{(j,k)} \) in which a bipartition is implicitly fixed in the ordering of \( (j, k) \)

\[
I = \sum_{j \cup k} c_{j,k} \gamma_{(j,k)} \quad (IV.2)
\]

In the following, we will drop the addendum \( j_{n_1} = k_{n_2} \) and assume the coefficients \( c_{j,k} \) to be zero if this is not satisfied. To derive a necessary and sufficient condition for perfectness of \( I \), we need to translate the isometry relation

\[
I^\dagger I = \lambda I \quad (IV.3)
\]

into a set of equations for the coefficients \( c_{j,k} \). To write down those equations, we still need the notion of theta networks.

Definition IV.3 (Theta Network). Let \( 2n \in 2\mathbb{N} \) and \((j_a), (k_b), a, b \in \{1, ..., n\}\) lists of spin quantum numbers where \( j_1 = k_1 \) and \( j_n = k_n \). The theta-network associated with \( j \) and \( k \) is defined as

\[
j \Theta k = \bigotimes_{j \cup k} ^{n_1} \quad (IV.4)
\]

where the inner edges all carry spin \( \frac{1}{2} \).

Since the theta network has no open ends, it evaluates to a number, and we will denote this number as \( j \Theta k \) in the following.

Theorem IV.4. Let \( I \) be an invariant tensor and \( c_{j,k} \) coefficients denoting its bridge state decomposition for a fixed bipartition via (IV.2). \( I \) is a perfect tensor, if and only if for every bipartition \( A \) the coefficients satisfy

\[
\sum_k c_{j,k} \Theta_{j,k} = \lambda(A) \delta_{j,j'} (2j_n + 1)^2 \frac{j \Theta j}{j \Theta j}, \quad (IV.5)
\]

where \( \lambda(A) \in \mathbb{R} \) might be different for each bipartition \( A \).

Proof (Sketch). The equations (IV.5) result from a comparison of coefficients of the two sides of (IV.3). The left hand side requires the contraction of \( I \) with its own adjoint \( I^\dagger \), which can be calculated using orthogonality relations of bridge states and identities from the binor calculus [31] (cf. appendix B). For the right hand side, a decomposition of the identity operator \( I \) into bridge states is done (cf. Lemma B.6).

For a detailed proof, see appendix B. We can directly solve for one of the coefficients from (IV.5) for general valence.

Corollary IV.5. Let \( I \) be an invariant partial isometry of valence \( 2n \) and \( c_{j,k} \) the coefficients of its bridge state decomposition. It holds

\[
|c_{j_{\max},j_{\max}}|^2 = \lambda, \quad (IV.6)
\]

where \( j_{\max} = \left( \frac{1}{2}, 1, \ldots, \frac{n}{2} \right) \).

Proof. This is a direct consequence of (IV.5), when choosing \( j = j' = j_{\max} \).

\[
\sum_k c_{j_{\max},k} \Theta_{j_{\max},k} = \lambda \frac{(2j_n + 1)^2}{j_{\max} \Theta j_{\max}}, \quad (IV.7)
\]

In order for \( I \) to be invariant, only one addend with \( k = j_{\max} \) remains on the left hand side. Finally, using \( j_{\max} \Theta j_{\max} = 2j_n + 1 \) yields the statement.

Since (IV.5) holds for every possible bipartition, it remains to study how these equations transform under a change of bipartition, a repartition. The repartitioned tensor \( \tilde{I} \) also can be decomposed into bridge states with new coefficients \( \tilde{c}_{j,k} \) that, again, have to satisfy (IV.5).

However, the master equation (IV.5) only needs to be solved once. Since the new coefficients of the repartitioned tensor can be related to the old coefficients by a linear operator \( R \)

\[
\tilde{c}_{(j', k')} = R_{(j', k')} (j,k) c_{j,k}, \quad (IV.8)
\]

it only remains to check consistency of the solution of the master equation (IV.5) under every such transformation. In particular, every repartition \( R \) that does not change the balance between the index sets \( A, B \) can be written as a series of \( r \) permutations of neighboring indices

\[
R = P_{i_r, i_r + 1} \cdots P_{i_1, i_1 + 1}. \quad (IV.9)
\]
Note that the \( \{ P_{i,i+1} \} \) do not necessarily commute. To check (IV.5) for every possible bipartition hence requires the exploration of the whole algebra generated by \( \{ P_{i,i+1} \} \), in general. We show in appendix C that some repartitions are trivial in the sense that, if \( I \) is an IPT then also the repartitioned tensor \( \tilde{I} \) is an IPT. In particular, every unbalancing repartition which moves an index from the domain into the image space is trivial (cf. Lemma C.1). Also balanced repartitions that do not mix indices of the domain or image are trivial (cf. Lemma C.2).

It thus remains to investigate the permutation of the neighboring indices across the bridge \( P^* \) (cf. Lemma C.4)

\[
I \quad \text{(IV.10)}
\]

and all combinations of trivial repartitions with \( P^* \). We summarize the systematics in the following algorithm

**Algorithm IV.6 (Finding an IPT).** For a given valence \( 2n \) the set of IPTs encoding qubits \( (j = \frac{1}{2}) \) can be found the following way

1. Solve the master equations (IV.5) for one specific bipartition and parameterize the general solution into free amplitudes \( A_1, A_2, ... \) and phases \( \phi_1, \phi_2, ... \)

2. Calculate the basis transformation \( P^* \) that yields the new coefficients \( \tilde{c} \) corresponding to the repartitioned tensor which has the neighboring indices flipped across the bridge

3. Parameterize the \( \tilde{c} \) the same way as in 1. using new, independent parameters \( A_1, A_2, ..., \phi_1, \phi_2, ... \)

4. Implement constraints on said parameters by identifying \( \tilde{c} = P^*c \)

5. Repeat 2. – 4. with a repartition exchanging the last index in the domain with the second last index \( (P_{n+1,n+2}P^*P_{n+1,n+2}) \), third last index \( (P_{n+2,n+3}P_{n+1,n+2}P^*P_{n+1,n+2}P_{n+2,n+3}) \) etc.

6. Repeat 2. – 4. with the mirroring repartition that exchanges all domain and image indices

In the end, Algorithm IV.6 requires at most \( n+1 \) repartitions. If the solution set becomes empty or only contains trivial solutions before every repartition has been checked, the algorithm terminates as no IPT exists.

Note that with Algorithm IV.6, it is trivial to see that every 3-valent invariant tensor is also perfect. Since the tensor is unique there is no mixing of basis states. The perfectness relation can be calculated in two lines with the binor calculus (cf. Lemma B.1 for spin \( \frac{1}{2} \) case).

**V. TWO NO-GO THEOREMS FOR VALENCE FOUR AND SIX**

We have already shown in Theorem III.5, that there are no invariant perfect tensors with valence \( 2n = 4 \) and spin \( j = \frac{1}{2} \). This can also be shown in the bridge state decomposition using Algorithm IV.6. We present the full proof in appendix D and sketch the most important arguments here.

**Second Proof for Theorem III.5 (Sketch).** Assume we had found an IPT \( I \). For a fixed bipartition, we can fix the coefficients of the bridge state decomposition of \( I \) up to two phases (one relative phase)

\[
|c_0|^2 = \frac{\lambda}{4}, \quad |c_1|^2 = \lambda. \quad \text{(V.1)}
\]

While the mirroring repartition is trivial, the repartition \( P^* \) fixes the relative phase to \( \Delta \phi = 0 \). The last repartition \( P_{3,4}P^*P_{3,4} \), however, would fix the relative phase of the initial coefficients to \( \Delta \phi = \pi \), a contradiction.

Note that 4-valent perfect tensors have been already ruled out without imposing \( SU(2) \) invariance in [1]. One is tempted to go one step further and study the smallest non-trivial tensor for spin \( \frac{1}{2} \) particles which is a 6-valent tensor. We will show in an analogous way that also those hexagonal structures cannot be perfect and \( SU(2) \) invariant at the same time. As before, a detailed proof is presented in appendix E and a sketch of the proof is given here.

**Theorem V.1.** There are no non-trivial invariant, perfect tensors \( I \) with valence \( 2n = 6 \) and \( j = \frac{1}{2} \).

**Proof (Sketch).** Assume we had found an IPT \( I \). For a fixed bipartition, the master equation (IV.5) is solved leaving one free amplitude \( A \in \mathbb{R}^+ \) and four phases \( \phi, \rho, \chi, \psi \in [0, 2\pi) \)

\[
c_{(1,\frac{1}{2},1)} = \sqrt{3} e^{i\phi} \quad c_{(1,\frac{1}{2},1)} = Ae^{i\rho} \quad c_{(1,\frac{1}{2},0)} = \frac{\sqrt{3}}{4} A^2 e^{i\chi} \quad c_{(0,\frac{1}{2},0)} = \frac{3}{4} Ae^{i\psi} \quad c_{(0,\frac{1}{2},1)} = \frac{\sqrt{3}}{4} A^2 e^{i(\rho+\psi+\chi+\pi)} \quad \text{(V.2)}
\]

The repartition \( P^* \) reduces the degrees of freedom by fixing \( A = \frac{2}{3} \sqrt{3} \) and \( \rho = \phi \). Furthermore, the phase \( \chi \) does
not appear anymore, since the coefficients of asymmetric bridge states are necessarily zero \(c_{(0,1,1)} = c_{(1,0,0)} = 0\). Finally, the repartition acting on the second last index on the right hand side \(P_{4,5}P^*P_{4,5}\) projects the solution space to \(\lambda = 0\) which is a trivial solution. \(\square\)

Finally, we can use Theorem V.1 to close a gap and deduce a no-go theorem for invariant perfect qubit encodings.

**Corollary V.2.** There are no invariant perfect qubit \((j = \frac{1}{2})\) encodings.

**Proof.** The statement is a consequence of previous results. A 2-valent IPT is trivially and uniquely given by the identity \(I = 1\). From invariance, the valence is restricted to even \(n\). Valence four is prohibited by Theorem III.5 and valence six by Theorem V.1. Finally, the Scott bound for perfect tensors [25] gives the upper bound

\[
\lambda \leq 2(d^2 - 1) \tag{V.3}
\]

for the valence, with \(d\) being the local index dimension. With \(d = 2\) for qubits, we have \(n \leq 6\) excluding any other valence. \(\square\)

**VI. CONCLUSION**

This paper presents a methodology that allows the systematic search for invariant perfect tensors. We restrict the spin quantum numbers of tensors with even and odd valence separately. While for even valent IPTs all indices must necessarily be in the same irreducible representation, for odd valence we prove a weaker condition (III.4) that restricts the spin quantum numbers to be not too far away from each other.

We further derive a master equation to determine the coefficients of an IPT decomposed into specific coupling schemes, the bridge states. Following our algorithm, we provide two proofs for the non-existence of 4-valent and one proof for 6-valent IPTs. Combining our results with the Scott bound for perfect tensors, we finally show that there can be no IPTs with qubit indices only.

Several generalizations of our methods to higher spin representations and odd valence leave us with open questions. While the generalization of the master equations (IV.5) are straightforward, finding solutions quickly becomes more complex and technical. It thus remains to be shown how further general identities and symmetries can be translated into our framework and exploited to simplify Algorithm IV.6.

Another open question that we leave for future work is the study of an alternative definition of IPTs. Instead of allowing at most half of the indices/particles on the input side of any bipartition, one might ask for more and allow also bipartitions for which the dimension of the input representation space is smaller or equal to the output. This still allows for an isometric embedding as asked for in the definition of perfect tensors. Although, more bipartitions have to satisfy the isometry relation, the restrictions from section III do not generalize straightforwardly. Moreover, if every index has the same local dimension \(d\), the two definitions coincide. It remains to be shown how the alternative definitions relate, in general.
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Appendix A: No 4-valent invariant perfect tensors – Proof I

Proof of Theorem III.5. We prove the statement by contradiction. If there was an invariant, perfect tensor $I$, we knew from Lemma III.2 that all spin quantum numbers are equal. For a fixed balanced bipartition $|A| = |B|$, the tensor hence maps the following irreducible subrepresentations

\[
\begin{align*}
1 & \xrightarrow{\mu_1} 1 \\
0 & \xrightarrow{\mu_0} 0
\end{align*}
\]  

where $|\mu_0| = |\mu_1|$. This gives a restriction to $I$

\[
I^{abcd} = \sqrt{\lambda}(e^{i\phi_a}e^{a(c_{\epsilon}d)b} + e^{i\phi_a}e^{a(c_{\epsilon}d)b})
\]  

However, the same holds for every other balanced bipartition, for instance if we switch the indices $a$ and $b$ and $d$

\[
I^{abcd} = \sqrt{\lambda}(e^{i\phi_a}e^{a(c_{\epsilon}d)b} + e^{i\phi_a}e^{a(c_{\epsilon}d)b}) = \sqrt{\lambda}(e^{i\phi_a}e^{a(c_{\epsilon}d)b} + e^{i\phi_a}e^{a(c_{\epsilon}d)b}),
\]

which yields constraints on the angles, when calculating the norm of $I$

\[
\langle I|I \rangle = \lambda(\epsilon^{-i\phi_a}e^{a(c_{\epsilon}d)b} + \epsilon^{-i\phi_a}e^{a(c_{\epsilon}d)b})(e^{i\psi_a}e^{a(c_{\epsilon}d)b} + e^{i\psi_a}e^{a(c_{\epsilon}d)b}) = \\
= \lambda \left(\frac{3}{2} e^{i(\psi_a - \phi_a)} - \frac{3}{2} e^{i(\psi_a - \phi_a)} - \frac{3}{2} e^{i(\psi_a - \phi_a)} + \frac{1}{2} e^{i(\psi_a - \phi_a)}\right) = \frac{1}{4} \lambda \langle I|I \rangle,
\]

where we evaluated the inner product of the two sides of (A.3) on the left hand side and the norm of $I$ on the right hand side using $\langle I|I \rangle = Tr(I^*I) = \lambda Tr(1) = \lambda(2 + 1)^d$. We already plugged in the spin quantum number $j = \frac{1}{2}$ and the image space dimension $d = \frac{3}{2} = 2$. If we split (A.6) into real and imaginary part, we can read off the two conditions

\[
\begin{align*}
-\frac{3}{2} \cos \theta_a - \frac{3}{2} \cos (\theta_a + \theta_s - \xi) - \frac{3}{2} \cos i\xi + \frac{1}{2} \cos \theta_a = 4 \\
\frac{3}{2} \sin \theta_s + \frac{3}{2} \sin (\theta_a + \theta_s - \xi) + \frac{3}{2} \sin \xi - \frac{1}{2} \sin \theta_a = 0
\end{align*}
\]
This equation has infinitely many solutions, for instance \( \theta_a = \theta_s = \xi = \pi \). However, fixing \( \xi \) also fixes the relative angle between the \( \phi_{a/s} \), since \( \xi = \psi_s - \phi_a = \theta_s + (\phi_s - \phi_a) \). We can read (A.7) as a four-step walk in the complex plane with the destination \( 4 + 0i \). To reach the destination, we need the three terms with amplitude \( \frac{3}{2} \) to be positive and \( |\cos(...)| \geq \frac{7}{9} \). This implies the following conditions

\[
\pi - x < \theta_s < \pi + x \quad \pi - x < \theta_a - \Delta \phi < \pi + x \quad \pi - x < \theta_a + \Delta \phi < \pi + x
\]

with \( x = \cos^{-1} \left( \frac{7}{9} \right) \) and \( \Delta \phi = \phi_a - \phi_s \). This implies

\[
\theta_s - \pi - x < \Delta \phi < \theta_s - \pi + x \quad \text{or} \quad \Delta \phi \in [-2x, 2x]
\]

If we were to chose a different balanced bipartition, like switching the indices \( b \) and \( c \), the can follow the same approach

\[
I^{abcd} = \sqrt{\lambda}(e^{i\phi_s}e^{a(c,d)b} + e^{i\phi_s}e^{a[c,d]b}) = \sqrt{\lambda}(e^{i\psi_s}e^{a(b,d)c} + e^{i\psi_s}e^{a[b,d]c}),
\]

with new angles \( \tilde{\psi}_{a/s} \). The new constraints on the angles, when calculating the norm of \( I \) are slightly different

\[
\langle I | I \rangle = \lambda(e^{-i\phi_s}e^{a(c,d)b} + e^{-i\phi_s}e^{a[c,d]b})(e^{i\psi_s}e^{a(b,d)c} + e^{i\psi_s}e^{a[b,d]c}) = \lambda \left( -\frac{3}{2}e^{i(\psi_s - \phi_s)} + \frac{3}{2}e^{i(\psi_s - \phi_s)} + \frac{3}{2}e^{i(\psi_s - \phi_s)} + \frac{1}{2}e^{i(\psi_s - \phi_s)} \right)
\]

\[
= \lambda \left( -\frac{3}{2}i\delta_s + \frac{3}{2}i\delta_s + \frac{3}{2}i\delta_s + \frac{3}{2}i\delta_s \right) \equiv 4\lambda = \langle I | I \rangle,
\]

We get similar constraints from (A.14)

\[
-\frac{3}{2}\cos \tilde{\theta}_s + \frac{3}{2}\cos (\tilde{\theta}_s + \tilde{\xi}) + \frac{3}{2}\cos i\tilde{\xi} + \frac{1}{2}\cos \tilde{\theta}_s = 4
\]

\[
-\frac{3}{2}\sin \tilde{\theta}_s + \frac{3}{2}\sin (\tilde{\theta}_s + \tilde{\xi}) + \frac{3}{2}\sin i\tilde{\xi} + \frac{1}{2}\sin \tilde{\theta}_s = 0
\]

which again put conditions on the angles and consequently on \( \Delta \phi \)

\[
\pi - x < \tilde{\theta}_s < \pi + x \quad -x < \tilde{\theta}_s - \Delta \phi < x \quad -x < \tilde{\theta}_a + \Delta \phi < x
\]

\[
\implies \tilde{\theta}_s - x < \Delta \phi < \tilde{\theta}_s + x \quad \text{or} \quad \Delta \phi \in [\pi - 2x, \pi + 2x]
\]

If we compare this constraint with (A.10), we realize a contradiction for the two ranges for \( \Delta \phi \) have no overlap. This is due to

\[
2x < \pi - 2x \iff x = \cos^{-1} \left( \frac{7}{9} \right) < \frac{\pi}{4} \iff \cos \left( \frac{\pi}{4} \right) = \frac{1}{\sqrt{2}} < \frac{7}{9}
\]

which is true. Note that the last equivalence contains a flip of inequality sign due to the monotonously negative slope of the cosine. Analogously, \( \pi + 2x < 2\pi - 2x \) for the same reason. \( \Box \)

**Appendix B: Derivation of Master Equations for Invariant Perfect Tensors**

In order to formulate a condition for perfectness, we introduce the binor calculus and present a number of propositions that will turn out helpful. Tensor contractions can be depicted using the following basic definitions

\[
A \longrightarrow B = \delta_A^B, \quad \begin{bmatrix} A & B \end{bmatrix} = \epsilon^{AB}, \quad \begin{bmatrix} A & B & C \end{bmatrix} = \epsilon_{AB}, \quad \begin{bmatrix} A & B & C \end{bmatrix} = -\delta_A^D \delta_B^C
\]

Higher spin \( j \) representations are constructed from the spin \( \frac{1}{2} \) representation by \( 2j \) symmetrized indices depicted by a rectangle. Every invariant tensor can be decomposed into a contraction of 3-valent invariant tensors. In the binor
calculus these are depicted as follows [31, 32].

\[ \begin{array}{c}
\begin{array}{c}
\otimes
\end{array}
\end{array} \]

Here, the spins \( a, b, c \) are uniquely chosen such that the number of in- and outflowing spin \( \frac{1}{2} \) indices is preserved. In the following, we will deviate from a common notational convention by defining the arcs without an imaginary factor \( i \). This changes the binor identity to

\[ \times = \bigcirc \bigcirc - \bigcirc \bigcirc . \] (B.3)

**Lemma B.1.** Let \( j, k \in \mathbb{N}_2 \) be spin quantum numbers. Then the following tensor identity holds

\[ j \begin{array}{c}
\bigcirc
\end{array} k = \frac{1}{2j + 1} \left( \delta_{j,k} + \frac{2j + 2}{2j + 1} \right) j \] (B.4)

**Proof.** The Kronecker delta \( \delta_{j,k} \) arises from the fact that tensor must be invariant. Hence, we will assume \( j = k \) from now on. Both cases \( j \pm \frac{1}{2} \) can be proven with the binor calculus [31]. Let us start with the case \( j - \frac{1}{2} \). The tensor takes the form

\[ j \begin{array}{c}
\bigcirc
\end{array} j = \frac{1}{2j + 1} (O + 2j \Omega) j \] (B.5)

where we used the projective property of the symmetrizer. The case \( j + \frac{1}{2} \) is slightly more involved

\[ j \begin{array}{c}
\bigcirc
\end{array} j = \frac{1}{2j + 1} \left( \delta_{j,j} \right) j \] (B.6)

where we resolved the symmetrization over \( j + \frac{1}{2} \) and merged the symmetrization over \( j \) again, and finally used simple binor identities. \( \square \)

We can use Lemma B.1 to get a handy expression for the appearance of theta-network structures.

**Lemma B.2.** Let \( 2n \in 2\mathbb{N} \) and \( j_a, k_b, a, b \in \{1, \ldots, n\} \) lists of spin quantum numbers with \( j_n = k_n \). Here, we denote \( j = (j_2, \ldots, j_n) \) and \( k = (k_2, \ldots, k_n) \). Then

\[ j_1 \begin{array}{c}
\bigcirc
\end{array} \cdots \begin{array}{c}
\bigcirc
\end{array} k_1 = \delta_{j,k} j_1 \prod_{a=2}^{n} \left( \delta_{j_a,j_a-1} + \frac{2j_a-1 + 2}{2j_a-1 + 1} + \delta_{j_a,j_a-1} \right) j_1 \] (B.7)

**Proof.** This identity is a direct consequence of successively applying Lemma B.1, reducing the loops one after another picking up a factor of \( \frac{2j_a-1 + 2}{2j_a-1 + 1} \) only in the case that \( j_a = j_{a-1} + \frac{1}{2} \). \( \square \)

**Corollary B.3.** Let \( 2n \in 2\mathbb{N} \) and \( j_a, k_b, a, b \in \{1, \ldots, n\} \) lists of spin quantum numbers with \( j_n = k_n \). Then

\[ j \Theta_k = \delta_{j,k} j_1 \prod_{a=2}^{n} \left( \delta_{j_a,j_a-1} + \frac{2j_a-1 + 2}{2j_a-1 + 1} + \delta_{j_a,j_a-1} \right)(2j_1 + 1) \] (B.8)
The statement becomes obvious when taking the trace of (B.7).

The last ingredient we need is the decomposition of the identity operator into balanced bridge states \( \gamma_{(j,k)} \). In general, we can decompose any tensor \( I \) into tensors \( \{ V_i \} \) which are orthogonal with respect to the Hilbert Schmidt product

\[
\langle V_i | V_j \rangle = \delta_{i,j} ||V_i||^2.
\]

In (B.9), the tensors \( V_i \) do not need to be normalized. We will show now that the bridge states as defined in Definition IV.1 satisfy these orthogonality relations.

**Lemma B.4.** Let \( \gamma_{(j,k)} \) and \( \gamma_{(j',k')} \) be two bridge states as defined in Definition IV.1. The bridge states are orthogonal, i.e.

\[
\langle \gamma_{(j,k)} | \gamma_{(j',k')} \rangle = \delta_{j,j'} \delta_{k,k'} \||\gamma_{(j,k)}||^2
\]

with the norm being just a theta network as defined in Definition IV.3

\[
|| \gamma_{(j,k)} ||^2 = (j,k) \Theta_{(j,k)}
\]

**Proof.** We calculate

\[
\langle \gamma_{(j,k)} | \gamma_{(j',k')} \rangle = \text{Tr} \left( \gamma_{(j,k)}^\dagger \gamma_{(j',k')} \right) = \sum_{j,k,j',k'} \cdots \cdots \cdots k \ j \ j' \ k' \ \cdots = (j,k) \Theta_{(j',k')} = \delta_{j,j'} \delta_{k,k'} (j,k) \Theta_{(j,k)},
\]

where we indicated index contractions by dotted lines and the last step uses the orthogonality of theta networks from Corollary B.3. \(\square\)

**Remark B.5.** As every bridge state is also a coupling scheme into Wigner 3j symbols [36] the set of all invariant n-valent bridge states is also a complete basis.

The decomposition of the identity operator into bridge states will be of central importance in the following discussion.

**Lemma B.6.** Let \( \gamma_{(j,k)} \) be balanced \((n_1 = n_2 = n)\) bridge states as defined in Definition IV.1. The bridge state decomposition of the identity reads

\[
I = \sum_{j,k} \Theta_{(j,k)} \gamma_{(j,k)}
\]

**Proof.** Since the bridge states \{ \gamma_{(j,k)} \} form a basis of the invariant tensors, we can write the identity as a linear combination

\[
I = \sum_{j,k} c_{j,k} \gamma_{(j,k)}
\]

The coefficients \( c_{j,k} \) can be found by calculating the inner products

\[
c_{j,k} = \frac{\langle \gamma_{(j,k)} | I \rangle}{|| \gamma_{(j,k)} ||^2} = \frac{1}{(j,k) \Theta_{(j,k)}} \text{Tr}( I^\dagger \gamma_{(j,k)} ) = \frac{j \Theta_{k}}{(j,k) \Theta_{(j,k)}}
\]

which follows from the orthogonality of the bridge states \( \gamma_{(j,k)} \). \(\square\)

With the preparations made, we can now precisely formulate conditions for invariant perfect tensors.

**Proof of Theorem IV.4.** We proceed by calculating both sides of (IV.3) in the bridge state decomposition. As we already know the bridge state decomposition of \( I \) from Lemma B.6, we are left with calculating the left hand side:

\[
I^\dagger I = \sum_{j,k,j',k'} c_{j,k}^\dagger c_{j',k'} \gamma_{(j',k')} = \sum_{j,k,j',k'} c_{j,k}^\dagger c_{j',k'} \delta_{k,k'} \frac{k \Theta_{k'}}{2k_{n_2}} + 1 \gamma_{(j,j')}
\]

\[
= \sum_{j,k,j'} c_{j,k}^\dagger c_{j',k} \frac{k \Theta_{k}}{2k_{n_2}} + 1 \gamma_{(j,j')}
\]

(B.16)
For the right hand side of (IV.3) let us recall the bridge decomposition of $I$

$$I = \sum_{j,j'} \frac{j\Theta_{j'}}{(j,j')\Theta_{(j,j')}} \gamma_{(j,j')}$$

(B.17)

These coefficients can be compared to (B.16) yielding the equations

$$\sum_k c_{j,k,j',k} \frac{k\Theta_{k}}{2k^{n_2} + 1} = \frac{j\Theta_{j'}}{(j,j')\Theta_{(j,j')}}$$

(B.18)

Let us further inspect the right hand side of this equation to get rid of the double evaluation of theta networks

$$\frac{j\Theta_{j'}}{(j,j')\Theta_{(j,j')}} = \delta_{j,j'} \frac{\prod_{a=1}^{n_1-1} (\delta_{j,j,a-1} + \frac{2j_{j,a-1} + 2}{2j_{j,a-1} + 1}) (2j_{n_1} + 1)}{\prod_{a=1}^{n_1-1} (\delta_{j,j,a-1} + \frac{2j_{j,a-1} + 2}{2j_{j,a-1} + 1}) (2j_{n_1} + 1)}$$

$$= \delta_{j,j'} \frac{\prod_{a=1}^{n_1-1} (\delta_{j,j,a-1} + \frac{2j_{j,a-1} + 2}{2j_{j,a-1} + 1}) (2j_{n_1} + 1)}{\prod_{a=1}^{n_1-1} (\delta_{j,j,a-1} + \frac{2j_{j,a-1} + 2}{2j_{j,a-1} + 1}) (2j_{n_1} + 1)}$$

(B.19)

Finally, multiplying (B.18) with $2j_{n_1} + 1$ and using $j_{n_1} \overset{!}{=} k^{n_2}$ yields the result. \qed

Remark B.7. Changing the number of indices to odd valence is straightforward in the above discussion. The crucial difference comes from the fact that no invariant spin $\frac{1}{2}$ encodings with odd valence exist. Thus, the discussion needs to be generalized to higher spins $l \geq \frac{1}{2}$.

To do this, Lemma B.1 needs to be generalized for higher excitations. The condition $\delta_{j,k}$ remains the same, but the spin numbers in the middle loop of (B.4) become $l$ and $l' \in \{ |j - l|, |j - l| + 1, ..., j + l \}$. The multiplicative factor on the right hand side of (B.4) will depend on $l$. This makes the generalization of Theorem IV.4 to arbitrary spin $l$ straightforward, but tedious for high spin $l$, as every combination of $l_1, l_2 \in \{ |j - l|, |j - l| + 1, ..., j + l \}$ has to be considered in the basis state decompositions.

The smallest non-trivial odd-valent candidate of an IPT, for instance, would be the five-valent tensor with all indices being $j = 1$ representations. In the bridge state expansion, it would have the form

$$\sum_{j,k} c_{j,k} \frac{k^{j}}{j \Theta_{j}} \quad (j, k) \in \{(0,1), (0,2), (1,0), (1,1), (1,2), (2,1), (2,2)\}$$

(B.20)

with seven coefficients (two more than the six-valent spin $\frac{1}{2}$ candidate, see Appendix E).

Appendix C: Additional Equations from Repartition

Before we study applications of (IV.5), we want to present a number of repartitions which reduce the further analysis to only non-trivial permutations. We further sketch a systematic method of how to translate non-trivial repartitions into additional constraint equations for the coefficients $c_{(j,k)}$.

1. Trivial Repartitions

Even though the previous discussion holds for arbitrary bipartitions with index set $|A| \leq |B|$, we will show that only the balanced (or almost balanced in the case of odd $n$) bipartitions are of relevance for the study of invariant perfect tensors.

Lemma C.1. Let $I$ be an invariant tensor that satisfies $I^\dagger I = \lambda I$ for some $\lambda \in \mathbb{R}$ and an implicit bipartition $A, B$. Then, the tensor $\tilde{I}$ which emerges from $I$ by moving one index from $A$ into $B$ is also a partial isometry $\tilde{I}^\dagger \tilde{I} = \lambda \tilde{I}$.
Proof. Let us write the tensor $I$ in index notation $I_{A_1 \ldots A_n}^{B_1 \ldots B_m}$. It satisfies
\[ I^\dagger_{A_1 \ldots A_n}^{B_1 \ldots B_m} I_{B_1 \ldots B_m}^{A_1 \ldots A_n} = \lambda \delta_{A_1}^{A'_1} \cdots \delta_{A_n}^{A'_n}. \] (C.1)

Assume without loss of generality that we move the $a^{th}$ index to $B$. The new tensor satisfies
\[ \tilde{I}^\dagger_{A_1 \ldots A_{a-1} A_{a+1} \ldots A_n}^{B_1 \ldots B_m} I_{B_1 \ldots B_m}^{A_1 \ldots A_{a-1} A_{a+1} \ldots A_n} = \lambda \delta_{A_1}^{A'_1} \cdots \delta_{A_{a-1}}^{A'_{a-1}} \delta_{A_n}^{A'_n} = (2j_a + 1)\lambda \delta_{A_1}^{A'_1} \cdots \delta_{A_{a-1}}^{A'_{a-1}}. \] (C.2)

Which proves the statement with a new scaling factor $\tilde{\lambda} = (2j_a + 1)\lambda$ where $j_a$ denotes the spin quantum number corresponding to the $a^{th}$ index. \[ \square \]

As a consequence of Lemma C.1, we will, without loss of generality, focus on balanced bipartitions in the following. Another set of trivial repartitions is the permutation of neighboring indices within the domain $A$ or within the image $B$.

**Lemma C.2.** Let $I$ be an invariant tensor that satisfies $I^\dagger I = \lambda \mathbb{1}$ for some $\lambda \in \mathbb{R}$ and an implicit bipartition $A, B$. Then the following tensors are also isometries
1. $\tilde{I}$ emerging from $I$ by exchanging two domain indices $A_i, A_j \in A$
2. $\tilde{I}$ emerging from $I$ by exchanging two image indices $B_i, B_j \in B$

Proof. The proposition can be seen in the binor formulation of the isometry property. We know that $I$ satisfies
\[ I^\dagger I = \lambda \mathbb{1}. \] (C.3)

1. If we exchange two neighboring indices in $A$, we can calculate the isometry property
\[ \tilde{I}^\dagger \tilde{I} = \lambda \mathbb{1}. \] (C.4)

2. Analogously exchanging two neighboring indices in $B$ yields
\[ \tilde{I}^\dagger \tilde{I} = \lambda \mathbb{1}. \] (C.5)

For the exchange of non-neighboring indices, the above calculations can be iterated. \[ \square \]

2. Non-Trivial Repartitions

Besides the exchange of neighboring indices on the same side of the bipartition, we are left with one last repartition from nearest-neighbor permutations. This last repartition, however, has a non-trivial effect on the solution of (IV.5), i.e. additional equations arise if we require the repartitioned tensor to also be a partial isometry. Before we study this last repartition, we point out a helpful detail arising from the fact that neighboring permutations are involutions

**Lemma C.3.** Let $I$ be an invariant tensor that satisfies $I^\dagger I = \lambda \mathbb{1}$ for some $\lambda \in \mathbb{R}$ and an implicit bipartition $A, B$. Let further $\tilde{I}$ be a repartition of $I$ such that
\[ \tilde{I} = \sum_{j,k} \tilde{c}_{j,k} \gamma_{j,k} = \sum_{j,k,j',k'} P_{j,k}^{j',k'} \tilde{c}_{j',k'} \gamma_{j,k} \] (C.6)

with some involution $P$ that satisfies $P^2 = \mathbb{1}$. If $\tilde{I}$ is a partial symmetry with $\tilde{I}^\dagger \tilde{I} = \tilde{\lambda} \mathbb{1}$, then $\lambda = \tilde{\lambda}$. 
Proof. For the sake of clarity, we introduce a combined index $\mu := (j, k)$, such that
\[ \tilde{c}_{\mu} \gamma^\mu = P_{\mu}^\nu c_{\nu} \gamma^\nu \] (C.7)
Since $P$ is an involution, its eigenvalues are $\pm 1$. We can thus describe the action of $P$ on its normalized eigenvectors $|p^i\rangle = d^{-1i}_\mu \gamma^\mu$
\[ P \left( \sum_\mu c_{\mu} || \gamma^\mu || || \gamma^\mu || \right)^{\dagger} = P \left( \sum_\mu c_{\mu} || \gamma^\mu || || \gamma^\mu || \right) = \lambda \sum_i a_i |p^i\rangle = \sum_i a_i (-1)^{x_{p_i}} |p^i\rangle \] (C.8)
where $x_{p_i} \in \{0, 1\}$ and denotes whether the $i^{th}$ eigenvalue is $+1$ or $-1$. To prove the statement, we compare the norms of $I$ and $\tilde{I}$. From the partial isometry property, we know that $\langle I|I \rangle = \text{Tr}(I^\dagger I) = \lambda d$ with $d$ being the dimension of the state space on which $I^\dagger I$ is acting. Analogously, we get $\langle \tilde{I} |\tilde{I}\rangle = \tilde{\lambda} d$. We can relate the norm of $\tilde{I}$ to $\lambda$ using (C.8)
\[ \langle I|I \rangle = \sum_\mu |c_{\mu}|^2 || \gamma^\mu ||^2 = \sum_i |a_i|^2 \] (C.9)
\[ \langle \tilde{I} |\tilde{I}\rangle = \text{Tr} \left( P \left( \sum_\mu c_{\mu} || \gamma^\mu || || \gamma^\mu || \right)^{\dagger} P \left( \sum_\mu c_{\mu} || \gamma^\mu || || \gamma^\mu || \right) \right) = \sum_i |a_i (-1)^{x_{p_i}}|^2 = \sum_i |a_i|^2 \] (C.10)
\[ \tilde{\lambda} = \lambda. \]

This implies $\tilde{\lambda} = \lambda$.

Lemma C.4. Let $I$ be an invariant tensor that satisfies $I^\dagger I = \lambda I$ for some $\lambda \in \mathbb{R}$ and an implicit bipartition $A, B$. We define the tensor $\tilde{I}$ which arises from changing the last indices in $A$ and $B$, respectively, i.e.
\[ \tilde{I} = \begin{array}{c} \begin{array}{c} A \end{array} \end{array} \] (C.11)
$\tilde{I}$ is also a partial isometry, if and only if
\[ \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} - \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} - \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} = 0 \] (C.12)
Proof. The statement results from the isometry condition
\[ \tilde{I}^\dagger \tilde{I} = \tilde{\lambda} I \]
\[ \iff \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} = \tilde{\lambda} \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} \]
\[ \iff \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} + \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} - \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} - \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} = \tilde{\lambda} \begin{array}{c} \begin{array}{c} I \cr \hline \cr I \end{array} \end{array} \] (C.13)
with $\tilde{\lambda} \in \mathbb{R}$ and where we used the binor identity to get rid of the crossings. From Lemma C.3 we know that $\lambda = \tilde{\lambda}$. As we know that $I$ is a partial isometry, we can cancel the first term of the left hand side with the right hand side of (C.13) and deduce the statement. \[ \Box \]

Note that we necessarily pull indices with the Levi-Civita tensor $\epsilon$ in order to use the binor identity in (C.13). It can be straightforwardly shown that the isometry properties of $I$ and $\epsilon I \epsilon$ are equivalent which allows us to do so.

In general, the condition (C.12) turns out to be difficult to further break down in general. However, it can always be evaluated by decomposing the remaining terms again into bridge states. The equation (C.12) might put new constraints on the previously found coefficients. This procedure needs to be iterated over all combinations of trivial permutations $P_{i,j}$ preceding the critical permutation $P_{n,n+1}$. Since they do not commute, in general, new constraints might arise for the coefficients $c_{j,k}$. We illustrate this method on two examples in appendices D and E, respectively.
Appendix D: No 4-valent invariant perfect tensors – Proof II

Second Proof of Theorem III.5. We proceed by contradiction. Let us assume there would exist a 4-valent invariant perfect tensor $I$ with spin $\frac{3}{2}$. The bridge decomposition of $I$ reads

$$I = \sum_{j,k} c_{j,k} Y_{(j,k)}$$

(D.1)

For spin $\frac{3}{2}$ and a fixed bipartition, there are only two basis states with $j = k = (\frac{1}{2}, 0)$ and $j = k = (\frac{1}{2}, 1)$, which we will denote $\gamma_0$ and $\gamma_1$. By Theorem IV.4, the coefficients have to satisfy the set of equations

$$|c_1|^2 = \lambda \quad \iff \quad c_1 = \sqrt{\lambda} e^{i\phi_1}$$

(D.2)

$$|c_0|^2 = \frac{\lambda}{4} \quad \iff \quad c_0 = \frac{\sqrt{\lambda}}{2} e^{i\phi_0}.$$  

(D.3)

If we do a repartition changing the neighboring indices across the bridge, we map

$$\tilde{I} = \sum_{j \in \{0,1\}} \tilde{c}_j \gamma_j := \sum_{j \in \{0,1\}} c_j \begin{array}{c} \ \ \ j \end{array} = \sum_{j \in \{0,1\}} c_j \begin{array}{c} \gamma_j - \ \ \ j \end{array} = c_0 (\gamma_0 - 1) + c_1 \left( \gamma_1 - \frac{3}{2} \right)$$

(D.4)

We can insert the bridge state decomposition of $1 = \frac{1}{2} \gamma_0 + \gamma_1$ (cf. Lemma B.6) to read off the new coefficients $\tilde{c}_j$

$$\tilde{c}_0 = \frac{1}{2} c_0 - \frac{3}{4} c_1 \quad \quad \tilde{c}_1 = -c_0 - \frac{1}{2} c_1$$

(D.5)

where we used that $(\frac{1}{2}, 1) \Theta (\frac{1}{4}, 1) = (\frac{1}{2}, 1) \Theta (\frac{1}{4}, 1, \phi) = 3$, $(\frac{1}{2}, 0) \Theta (\frac{1}{2}, 0) = 2$ and $(\frac{1}{2}, 0) \Theta (\frac{1}{2}, 0, \phi) = 4$. The twiddled coefficients $\tilde{c}_j$ have to satisfy the same equations as before

$$|\tilde{c}_1|^2 = \tilde{\lambda} = |c_0|^2 + \frac{1}{4} |c_1|^2 + \text{Re}(\overline{c_0} c_1) = \frac{\lambda}{2} (1 + \cos (\phi_1 - \phi_0))$$

$$\iff \quad \tilde{\lambda} = \frac{\lambda}{2} + \frac{1}{2} \cos (\phi_1 - \phi_0)$$

(D.6)

$$|\tilde{c}_0|^2 = \frac{\lambda}{4} = \frac{1}{4} |c_0|^2 + \frac{9}{16} |c_1|^2 - \frac{3}{4} \text{Re}(\overline{c_0} c_1) = \frac{\lambda}{8} (5 - 3 \cos (\phi_1 - \phi_0))$$

$$\iff \quad \frac{\lambda}{\lambda} = \frac{5}{2} - \frac{3}{2} \cos (\phi_1 - \phi_0).$$

(D.7)

With the equations (D.6) and (D.7), we can solve for $\tilde{\lambda}$ as well as $\Delta \phi := \phi_1 - \phi_0$

$$1 + \cos (\Delta \phi) = 5 - 3 \cos (\Delta \phi) \quad \iff \quad \Delta \phi = 0 \mod 2\pi$$

(D.8)

which implies $\tilde{\lambda} = 1$ and is consistent with Lemma C.3. Lastly, we consider a repartition that swaps the two indices on the right of bridge state of $I$, then performs the repartition as in (D.4) and finally swaps the two right indices again. Since the neighboring permutations do not commute, we get a non-trivial new repartition $\tilde{I}$ via

$$\tilde{I} = \sum_{j \in \{0,1\}} \tilde{c}_j \gamma_j$$

(D.9)

We could again use the binor identity to determine the coefficients $\tilde{c}_j$. Instead, we just use the knowledge from (D.5) and the transformation

$$c_{\text{new}} = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} c_{\text{old}}$$

(D.10)
coming from the trivial repartition which changes the two indices on the right. This can be straight-forwardly shown by using the binor identity. Finally, the new coefficients can be calculated by composing the basis transformations accordingly

\[ \mathbf{c}_j = \left[ \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} \frac{1}{2} & \frac{3}{2} \\ -\frac{3}{2} & \frac{1}{2} \end{pmatrix}, \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \right]^k_{\mathbf{c}_k} \implies \mathbf{c}_0 = \frac{1}{2}c_0 + \frac{3}{4}c_1, \quad \mathbf{c}_1 = c_0 - \frac{1}{2}c_1 \] (D.11)

Following the same steps as in (D.6 - D.8), we can again fix the relative phase between \( c_0 \) and \( c_1 \)

\[ 1 - \cos(\Delta \phi) = 5 + 3\cos(\Delta \phi) \quad \iff \quad \Delta \phi = \pi \mod 2\pi \] (D.12)

which is a contradiction with (D.8).

**Appendix E: No 6-valent invariant perfect tensors**

**Proof of Theorem V.1.** We proceed by contradiction. Let us assume there would exist a 6-valent invariant perfect tensor \( I \) with spin \( \frac{1}{2} \). The bridge decomposition of \( I \) reads

\[ I = \sum_{j,k} \mathbf{c}_{j,k} \gamma_{(j,k)} \] (E.1)

where we reduce the discussion without loss of generality to balanced bridge states (cf. C.1). The basis states are then drawn from the index set

\[ (j,k) = (j_2, j_3) = k_3, k_2) \in \left\{ \left( \frac{1}{3}, 2, \frac{1}{2} \right), \left( 1, \frac{1}{2}, \frac{1}{2} \right), \left( 0, \frac{1}{2}, 1 \right), \left( 1, \frac{1}{2}, 0 \right), \left( 0, \frac{1}{2}, 0 \right) \right\} . \] (E.2)

Note that we omitted again the first spin which is always \( j_1 = k_1 = \frac{1}{2} \). We can again employ the master equation (IV.5) for every possible combination \( j, j' \) in (E.2). Starting with \( j = j' = j_{\text{max}} \), we can recover the result of Corollary IV.5

\[ |c_{j_{\text{max}}, j_{\text{max}}}|^2 = \lambda \quad \implies \quad c_{j_{\text{max}}, j_{\text{max}}} = \sqrt{\lambda} e^{i\phi} \] (E.3)

The other two symmetric equations \( j = j' = \left( \frac{1}{3}, 1, \frac{1}{2} \right) \) and \( j = j' = \left( \frac{1}{3}, 0, \frac{1}{2} \right) \) read

\[ \frac{9}{4}|c_{(1, \frac{1}{3}, 1)}|^2 + 3|c_{(1, \frac{1}{3}, 0)}|^2 = \lambda \] (E.4)
\[ 4|c_{(0, \frac{1}{3}, 0)}|^2 + 3|c_{(0, \frac{1}{3}, 1)}|^2 = \lambda \] (E.5)

using \( \Theta_{(\frac{1}{3}, 1, \frac{1}{2})} = 3 \) and \( \Theta_{(\frac{0}{3}, 0, \frac{1}{2})} = 4 \). The last non-trivial equation comes from (IV.5) by plugging in \( j = \left( \frac{1}{3}, 0, \frac{1}{2} \right) \) and \( j' = \left( \frac{1}{3}, 1, \frac{1}{2} \right) \)

\[ 4 c_{(0, \frac{1}{3}, 0)}^\ast c_{(1, \frac{1}{3}, 0)} + 3 c_{(0, \frac{1}{3}, 1)}^\ast c_{(1, \frac{1}{3}, 1)} = 0 \] (E.6)

As we only have 4 equations, but 5 coefficients to be determined, we can leave one of the coefficients as a free parameter. We will choose \( c_{(1, \frac{1}{3}, 1)} = Ae^{i\rho} \), with \( A \in \mathbb{R}^+, \rho \in [0, 2\pi] \). Solving equations (E.3 - E.6), we get

\[ c_{(1, \frac{1}{3}, 1)} = \sqrt{\lambda} e^{i\phi} \] (E.7)
\[ c_{(1, \frac{1}{3}, 1)} = Ae^{i\rho} \] (E.8)
\[ c_{(1, \frac{1}{3}, 0)} = \sqrt{\frac{\lambda}{3}} - \frac{3}{4} A^2 e^{i\chi} \] (E.9)
\[ c_{(0, \frac{1}{3}, 0)} = \frac{3}{4} A e^{i\psi} \] (E.10)
\[ c_{(0, \frac{1}{3}, 1)} = \sqrt{\frac{\lambda}{3}} - \frac{3}{4} A^2 e^{i(\rho + \psi - \chi + \pi)} \] (E.11)
Before considering any repartition, we have found a subspace of invariant tensors $\mathcal{I}(A, \phi, \rho, \psi, \chi)$ as suitable candidates for perfect tensors parameterized by one amplitude $A$ and four phases $\phi, \rho, \chi, \psi$. If there was a 6-valent invariant perfect tensor, we would find a subspace $\emptyset \neq \mathcal{I}' \subset \mathcal{I}$ that would be stable with respect to all possible repartitions. We will show that necessarily $\mathcal{I}' = \emptyset$. Let us start with the repartition $P^*$ exchanging the indices across the bridge. The new coefficients $\tilde{c}_{j,k}$ defined by the decomposition into bridge states

$$
\begin{array}{c}
\frac{j \quad k}{\tilde{c}_{j,k}} = \sum_{j,k} \tilde{c}_{j,k} \gamma_{j,k}
\end{array}
$$

(E.12)

can be found analogously to the second proof of Theorem III.5. The basis transformation reads

$$
\begin{pmatrix}
\tilde{c}_{(1, \frac{3}{2}, 1)} \\
\tilde{c}_{(1, \frac{1}{2}, 1)} \\
\tilde{c}_{(1, \frac{3}{2}, 0)} \\
\tilde{c}_{(0, \frac{3}{2}, 0)} \\
\tilde{c}_{(0, \frac{1}{2}, 0)}
\end{pmatrix} = \begin{pmatrix}
-\frac{1}{3} & -1 & 0 & 0 & 0 \\
-\frac{2}{3} & \frac{1}{3} & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
\tilde{c}_{(1, \frac{3}{2}, 1)} \\
\tilde{c}_{(1, \frac{1}{2}, 1)} \\
\tilde{c}_{(1, \frac{3}{2}, 0)} \\
\tilde{c}_{(0, \frac{3}{2}, 0)} \\
\tilde{c}_{(0, \frac{1}{2}, 0)}
\end{pmatrix}
$$

(E.13)

Since the master equation does not see which partition we are currently looking at, the same parameterization (E.7 - E.11) holds for the twiddled coefficients $\tilde{c}_{j,k}$. We will now go through every one of them and apply the additional conditions. Starting with (E.10, E.9, E.11), we get

$$
\tilde{c}_{(0, \frac{1}{2}, 0)} = -\frac{3}{4} A e^{i \psi} = -c_{(0, \frac{1}{2}, 0)} = -\frac{3}{4} A e^{i \psi} \iff \tilde{A} = A, \quad \tilde{\psi} = \psi + \pi
$$

(E.14)

$$
\tilde{c}_{(1, \frac{1}{2}, 0)} = \frac{\sqrt{A}}{\sqrt{A}} = \frac{3}{4} A^2 e^{i \chi} = c_{(1, \frac{1}{2}, 0)} = \frac{3}{4} A^2 e^{i \chi} \iff \tilde{\chi} = \chi
$$

(E.15)

$$
\tilde{c}_{(0, \frac{3}{2}, 1)} = \frac{\sqrt{A}}{\sqrt{A}} = \frac{3}{4} A^2 e^{i (\rho + \psi - \chi + \pi)} = c_{(0, \frac{3}{2}, 1)} = \frac{3}{4} A^2 e^{i (\rho + \psi - \chi + \pi)} \iff \tilde{\rho} = \rho + \pi
$$

(E.16)

This fixes all new parameters except $\tilde{\phi}$. Next, we use (E.7)

$$
|\tilde{c}_{(1, \frac{3}{2}, 1)}|^2 = \left(-\frac{1}{3} c_{(1, \frac{3}{2}, 1)} - c_{(1, \frac{3}{2}, 1)} \right) \left(-\frac{1}{3} c_{(1, \frac{3}{2}, 1)} - c_{(1, \frac{3}{2}, 1)} \right) = \frac{1}{9} \lambda + A^2 + \frac{2}{3} A \sqrt{\lambda} \cos(\phi - \rho) = \lambda
$$

$$
\iff 0 = 9A^2 + 6A \sqrt{\lambda} \cos(\phi - \rho) - 8\lambda
$$

$$
\iff A = \sqrt{\frac{\lambda}{3}} \left( \frac{\sqrt{\cos^2(\phi - \rho)} + 8 - \cos(\phi - \rho)} \right),
$$

(E.17)

which fixes $A$. We can also fix $\tilde{\phi}$ by comparing the phases

$$
\sqrt{\lambda} \cos(\tilde{\phi}) = -\frac{\sqrt{\lambda}}{3} \cos(\phi) - A \cos(\rho)
$$

(E.18)

Lastly, we use (E.8) and the results from before

$$
\tilde{c}_{(1, \frac{3}{2}, 1)} = Ae^{i(\rho + \pi)} = -\frac{8}{9} c_{(1, \frac{3}{2}, 1)} + \frac{1}{3} c_{(1, \frac{3}{2}, 1)} = \frac{8}{9} A e^{i \phi} + \frac{1}{3} A e^{i \rho}
$$

$$
\iff Ae^{i \rho} = \frac{2}{3} A e^{i \phi},
$$

(E.19)

which yields $A = \frac{2}{3} \sqrt{\lambda}$ and $\rho = \phi$, which is consistent with (E.17). Also, we find $\tilde{\phi} = \phi + \pi$ from (E.18). Summing up, the repartition (E.12) relates all the new degrees of freedoms with respect to the old ones and additionally fixes the formerly free amplitude $A$ and one of the phases $\rho = \phi$. We get the updated coefficients

$$
c_{(1, \frac{3}{2}, 1)} = \sqrt{\lambda} e^{i \phi} \quad c_{(1, \frac{1}{2}, 1)} = \frac{2}{3} \sqrt{\lambda} e^{i \phi} \quad c_{(0, \frac{3}{2}, 0)} = \frac{\sqrt{\lambda}}{2} e^{i \psi}
$$

(E.20)

$$
c_{(1, \frac{1}{2}, 0)} = 0 \quad c_{(0, \frac{3}{2}, 1)} = 0
$$

(E.21)
The last repartition, we consider is inspired by the critical repartition \((D.9)\) from the proof for 4-valent tensors, which first exchanges the two bottom indices on the right side, then the two indices across the bridge and finally exchange the same two indices on the right hand side again. The transformation matrix for the coefficients reads

\[
\begin{pmatrix}
\tilde{c}(1, \frac{1}{2}, 1) \\
\tilde{c}(1, \frac{1}{2}, 1) \\
\tilde{c}(1, \frac{1}{2}, 0) \\
\tilde{c}(0, \frac{1}{2}, 1) \\
\tilde{c}(0, \frac{1}{2}, 0)
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{4} & -1 & 0 & 0 \\
0 & -\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & -1 \\
0 & 0 & 0 & -\frac{1}{2} & -1
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{4} & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & -1
\end{pmatrix} \begin{pmatrix}
\tilde{c}(1, \frac{1}{2}, 1) \\
\tilde{c}(1, \frac{1}{2}, 1) \\
\tilde{c}(1, \frac{1}{2}, 0) \\
\tilde{c}(0, \frac{1}{2}, 1) \\
\tilde{c}(0, \frac{1}{2}, 0)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{4} & \frac{1}{2} & 1 & 0 & 0 \\
\frac{1}{4} & -\frac{1}{2} & -1 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & -1 \\
0 & 0 & 0 & -\frac{1}{2} & -1
\end{pmatrix} \begin{pmatrix}
\tilde{c}(1, \frac{1}{2}, 1) \\
\tilde{c}(1, \frac{1}{2}, 1) \\
\tilde{c}(1, \frac{1}{2}, 0) \\
\tilde{c}(0, \frac{1}{2}, 1) \\
\tilde{c}(0, \frac{1}{2}, 0)
\end{pmatrix},
\]

(E.22)

which generates a contradiction, for instance if we regard \(0 = \tilde{c}(0, \frac{1}{2}, 1) = c(0, \frac{1}{2}, 0) = \frac{\sqrt{2}}{2} e^{i\psi}\). This would imply \(\tilde{\lambda} = 0\), which is a contradiction to the perfectness assumption. \(\square\)