Abstract

Previous research applying kernel methods to natural language parsing have focused on proposing kernels over parse trees, which are hand-crafted based on domain knowledge and computational considerations. In this paper we propose a method for defining kernels in terms of a probabilistic model of parsing. This model is then trained, so that the parameters of the probabilistic model reflect the generalizations in the training data. The method we propose then uses these trained parameters to define a kernel for reranking parse trees. In experiments, we use a neural network based statistical parser as the probabilistic model, and use the resulting kernel with the Voted Perceptron algorithm to rerank the top 20 parses from the probabilistic model. This method achieves a significant improvement over the accuracy of the probabilistic model.

1 Introduction

Kernel methods have been shown to be very effective in many machine learning problems. They have the advantage that learning can try to optimize measures related directly to expected testing performance (i.e. “large margin” methods), rather than the probabilistic measures used in statistical models, which are only indirectly related to expected testing performance. Work on kernel methods in natural language has focussed on the definition of appropriate kernels for natural language tasks. In particular, most of the work on parsing with kernel methods has focussed on kernels over parse trees (Collins and Duffy, 2002; Shen and Joshi, 2003; Shen et al., 2003; Collins and Roark, 2004). These kernels have all been hand-crafted to try reflect properties of parse trees which are relevant to discriminating correct parse trees from incorrect ones, while at the same time maintaining the tractability of learning.

Some work in machine learning has taken an alternative approach to defining kernels, where the kernel is derived from a probabilistic model of the task (Jaakkola and Haussler, 1998; Tsuda et al., 2002). This way of defining kernels has two advantages. First, linguistic knowledge about parsing is reflected in the design of the probabilistic model, not directly in the kernel. Designing probabilistic models to reflect linguistic knowledge is a process which is currently well understood, both in terms of reflecting generalizations and controlling computational cost. Because many NLP problems are unbounded in size and complexity, it is hard to specify all possible relevant kernel features without having so many features that the computations become intractable and/or the data becomes too sparse.1 Second, the kernel is defined using the trained parameters of the probabilistic model. Thus the kernel is in part determined by the training data, and is automatically tailored to reflect properties of parse trees which are relevant to parsing.

1For example, see (Henderson, 2004) for a discussion of why generative models are better than models parameterized to estimate the a posteriori probability directly.
In this paper, we propose a new method for deriving a kernel from a probabilistic model which is specifically tailored to reranking tasks, and we apply this method to natural language parsing. For the probabilistic model, we use a state-of-the-art neural network based statistical parser (Henderson, 2003). The resulting kernel is then used with the Voted Perceptron algorithm (Freund and Schapire, 1998) to reranking the top 20 parses from the probabilistic model. This method achieves a significant improvement over the accuracy of the probabilistic model alone.

2 Kernels Derived from Probabilistic Models

In recent years, several methods have been proposed for constructing kernels from trained probabilistic models. As usual, these kernels are then used with linear classifiers to learn the desired task. As well as some empirical successes, these methods are motivated by theoretical results which suggest we should expect some improvement with these classifiers over the classifier which chooses the most probable answer according to the probabilistic model (i.e. the maximum a posteriori (MAP) classifier). There is guaranteed to be a linear classifier for the derived kernel which performs at least as well as the MAP classifier for the probabilistic model. So, assuming a large-margin classifier can optimize a more appropriate criteria than the posterior probability, we should expect the derived kernel’s classifier to perform better than the probabilistic model’s classifier, although empirical results on a given task are never guaranteed.

In this section, we first present two previous kernels and then propose a new kernel specifically for reranking tasks. In each of these discussions we need to characterize the parsing problem as a classification task. Parsing can be regarded as a mapping from an input space of sentences \( x \in X \) to a structured output space of parse trees \( y \in Y \). On the basis of training sentences, we learn a discriminant function \( F : X \times Y \rightarrow \mathcal{R} \). The parse tree \( y \) with the largest value for this discriminant function \( F(x, y) \) is the output parse tree for the sentence \( x \). We focus on the linear discriminant functions:

\[
F_w(x, y) = \langle w, \phi(x, y) \rangle,
\]

where \( \phi(x, y) \) is a feature vector for the sentence-tree pair, \( w \) is a parameter vector for the discriminant function, and \( \langle a, b \rangle \) is the inner product of vectors \( a \) and \( b \). In the remainder of this section, we will characterize the kernel methods we consider in terms of the feature extractor \( \phi(x, y) \).

2.1 Fisher Kernels

The Fisher kernel (Jaakkola and Haussler, 1998) is one of the best known kernels belonging to the class of probability model based kernels. Given a generative model of \( P(z|\theta) \) with smooth parameterization, the Fisher score of an example \( z \) is a vector of partial derivatives of the log-likelihood of the example with respect to the model parameters:

\[
\phi_\theta(z) = \left( \frac{\partial \log P(z|\hat{\theta})}{\partial \theta_1}, \ldots, \frac{\partial \log P(z|\hat{\theta})}{\partial \theta_l} \right).
\]

This score can be regarded as specifying how the model should be changed in order to maximize the likelihood of the example \( z \). Then we can define the similarity between data points as the inner product of the corresponding Fisher scores. This kernel is often referred to as the practical Fisher kernel. The theoretical Fisher kernel depends on the Fisher information matrix, which is not feasible to compute for most practical tasks and is usually omitted.

The Fisher kernel is only directly applicable to binary classification tasks. We can apply it to our task by considering an example \( z \) to be a sentence-tree pair \( (x, y) \), and classifying the pairs into correct parses versus incorrect parses. When we use the Fisher score \( \phi_\theta(x, y) \) in the discriminant function \( F \), we can interpret the value as the confidence that the tree \( y \) is correct, and choose the \( y \) in which we are the most confident.

2.2 TOP Kernels

Tsuda (2002) proposed another kernel constructed from a probabilistic model, called the Tangent vectors Of Posterior log-odds (TOP) kernel. Their TOP kernel is also only for binary classification tasks, so, as above, we treat the input \( z \) as a sentence-tree pair and the output category \( c \in \{-1, +1\} \) as incorrect/correct. It is assumed that the true probability distribution is included in the class of probabilistic models and that the true parameter vector \( \theta^* \) is unique. The feature extractor of the TOP kernel for
the input \( z \) is defined by:
\[
\phi_{\hat{g}}(z) = (v(z, \hat{\theta}), \frac{\partial v(z, \hat{\theta})}{\partial \theta_1}, \ldots, \frac{\partial v(z, \hat{\theta})}{\partial \theta_l}),
\]
where \( v(z, \hat{\theta}) = \log P(c=+1|z, \hat{\theta}) - \log P(c=-1|z, \hat{\theta}) \).

In addition to being at least as good as the MAP classifier, the choice of the TOP kernel feature extractor is motivated by the minimization of the binary classification error of a linear classifier \( \langle w, \phi_{\hat{g}}(z) \rangle + b \). Tsuda (2002) demonstrates that this error is closely related to the estimation error of the posterior probability \( P(c=+1|z, \theta^*) \) by the estimator \( g(\langle w, \phi_{\hat{g}}(z) \rangle + b) \), where \( g \) is the sigmoid function \( g(t) = 1/(1 + \exp(-t)) \).

The TOP kernel isn’t quite appropriate for structured classification tasks because \( \phi_{\hat{g}}(z) \) is motivated by binary classification error minimization. In the next subsection, we will adapt it to structured classification.

### 2.3 A TOP Kernel for Reranking

We define the reranking task as selecting a parse tree from the list of candidate trees suggested by a probabilistic model. Furthermore, we only consider learning to rerank the output of a particular probabilistic model, without requiring the classifier to have good performance when applied to a candidate list provided by a different model. In this case, it is natural to model the probability that a parse tree is the best candidate given the list of candidate trees:
\[
P(y_k|x, y_1, \ldots, y_s) = \frac{P(x, y_k)}{\sum_t P(x, y_t)},
\]
where \( y_1, \ldots, y_s \) is the list of candidate parse trees.

To construct a new TOP kernel for reranking, we apply an approach similar to that used for the TOP kernel (Tsuda et al., 2002), but we consider the probability \( P(y_k|x, y_1, \ldots, y_s, \theta^*) \) instead of the probability \( P(c=+1|z, \theta^*) \) considered by Tsuda. The resulting feature extractor is given by:
\[
\phi_{\hat{g}}(x, y_k) = (v(x, y_k, \hat{\theta}), \frac{\partial v(x, y_k, \hat{\theta})}{\partial \theta_1}, \ldots, \frac{\partial v(x, y_k, \hat{\theta})}{\partial \theta_l}),
\]
where \( v(x, y_k, \hat{\theta}) = \log P(y_k|y_1, \ldots, y_s, \hat{\theta}) - \log \sum_{t \neq k} P(y_t|y_1, \ldots, y_s, \hat{\theta}). \) We will call this kernel the **TOP reranking kernel**.

### 3 The Probabilistic Model

To complete the definition of the kernel, we need to choose a probabilistic model of parsing. For this we use a statistical parser which has previously been shown to achieve state-of-the-art performance, namely that proposed in (Henderson, 2003). This parser has two levels of parameterization. The first level of parameterization is in terms of a history-based generative probability model, but this level is not appropriate for our purposes because it defines an infinite number of parameters (one for every possible partial parse history). When parsing a given sentence, the bounded set of parameters which are relevant to a given parse are estimated using a neural network. The weights of this neural network form the second level of parameterization. There is a finite number of these parameters. Neural network training is applied to determine the values of these parameters, which in turn determine the values of the probability model’s parameters, which in turn determine the probabilistic model of parse trees.

We do not use the complete set of neural network weights to define our kernels, but instead we define a third level of parameterization which only includes the network’s output layer weights. These weights define a normalized exponential model, with the network’s hidden layer as the input features. When we tried using the complete set of weights in some small scale experiments, training the classifier was more computationally expensive, and actually performed slightly worse than just using the output weights. Using just the output weights also allows us to make some approximations in the TOP reranking kernel which makes the classifier learning algorithm more efficient.

#### 3.1 A History-Based Probability Model

As with many other statistical parsers (Ratnaparkhi, 1999; Collins, 1999; Charniak, 2000), Henderson (2003) uses a history-based model of parsing. He defines the mapping from phrase structure trees to parse sequences using a form of left-corner parsing strategy (see (Henderson, 2003) for more details). The parser actions include: introducing a new constituent with a specified label, attaching one constituent to another, and predicting the next word of the sentence. A complete parse consists of a sequence of these actions, \( d_1, \ldots, d_m \), such that performing \( d_1, \ldots, d_m \) results in a complete phrase structure tree.

Because this mapping to parse sequences is
one-to-one, and the word prediction actions in a complete parse $d_1, ..., d_m$ specify the sentence, $P(d_1, ..., d_m)$ is equivalent to the joint probability of the output phrase structure tree and the input sentence. This probability can be then be decomposed into the multiplication of the probabilities of each action decision $d_i$ conditioned on that decision’s prior parse history $d_1, ..., d_{i-1}$.

$$P(d_1, ..., d_m) = \Pi_i P(d_i|d_1, ..., d_{i-1})$$

### 3.2 Estimating Decision Probabilities with a Neural Network

The parameters of the above probability model are the $P(d_i|d_1, ..., d_{i-1})$. There are an infinite number of these parameters, since the parse history $d_1, ..., d_{i-1}$ grows with the length of the sentence. In other work on history-based parsing, independence assumptions are applied so that only a finite amount of information from the parse history can be treated as relevant to each parameter, thereby reducing the number of parameters to a finite set which can be estimated directly. Instead, Henderson (2003) uses a neural network to induce a finite representation of this unbounded history, which we will denote $h(d_1, ..., d_{i-1})$. Neural network training tries to find such a history representation which preserves all the information about the history which is relevant to estimating the desired probability.

$$P(d_i|d_1, ..., d_{i-1}) \approx P(d_i|h(d_1, ..., d_{i-1}))$$

Using a neural network architecture called Simple Synchrony Networks (SSNs), the history representation $h(d_1, ..., d_{i-1})$ is incrementally computed from features of the previous decision $d_{i-1}$ plus a finite set of previous history representations $h(d_1, ..., d_j)$, $j < i - 1$. Each history representation is a finite vector of real numbers, called the network’s hidden layer. As long as the history representation for position $i - 1$ is always included in the inputs to the history representation for position $i$, any information about the entire sequence could be passed from history representation to history representation and be used to estimate the desired probability. However, learning is biased towards paying more attention to information which passes through fewer history representations.

To exploit this learning bias, structural locality is used to determine which history representations are input to which others. First, each history representation is assigned to the constituent which is on the top of the parser’s stack when it is computed. Then earlier history representations whose constituents are structurally local to the current representation’s constituent are input to the computation of the correct representation. In this way, the number of representations which information needs to pass through in order to flow from history representation $i$ to history representation $j$ is determined by the structural distance between $i$’s constituent and $j$’s constituent, and not just the distance between $i$ and $j$ in the parse sequence. This provides the neural network with a linguistically appropriate inductive bias when it learns the history representations, as explained in more detail in (Henderson, 2003).

Once it has computed $h(d_1, ..., d_{i-1})$, the SSN uses a normalized exponential to estimate a probability distribution over the set of possible next decisions $d_i$ given the history:

$$P(d_i|d_1, ..., d_{i-1}, \theta) \approx \frac{\exp(<\theta_d, h(d_1, ..., d_{i-1})>)}{\sum_{t \in N(d_{i-1})} \exp(<\theta_d, h(d_1, ..., d_{i-1})>)},$$

where by $\theta_d$ we denote the set of output layer weights, corresponding to the parser action $t$, $N(d_{i-1})$ defines a set of possible next parser actions after the step $d_{i-1}$ and $\theta$ denotes the full set of model parameters.

We trained SSN parsing models, using the on-line version of Backpropagation to perform the gradient descent with a maximum likelihood objective function. This learning simultaneously tries to optimize the parameters of the output computation and the parameters of the mappings $h(d_1, ..., d_{i-1})$. With multi-layered networks such as SSNs, this training is not guaranteed to converge to a global optimum, but in practice a network whose criteria value is close to the optimum can be found.

### 4 Large-Margin Optimization

Once we have defined a kernel over parse trees, general techniques for linear classifier optimization can be used to learn the given task. The most sophisticated of these techniques (such as Support Vector Machines) are unfortunately too computationally expensive to be used on large datasets like the Penn Treebank (Marcus et al., 1993). Instead we use a
method which has often been shown to be virtually as good, the Voted Perceptron (VP) (Freund and Schapire, 1998) algorithm. The VP algorithm was originally applied to parse reranking in (Collins and Duffy, 2002) with the Tree kernel. We modify the perceptron training algorithm to make it more suitable for parsing, where zero-one classification loss is not the evaluation measure usually employed. We also develop a variant of the kernel defined in section 2.3, which is more efficient when used with the VP algorithm.

Given a list of candidate trees, we train the classifier to select the tree with largest constituent $F_1$ score. The $F_1$ score is a measure of the similarity between the tree in question and the gold standard parse, and is the standard way to evaluate the accuracy of a parser. We denote the $k$’th candidate tree for the $j$’th sentence $x^j$ by $y_k^j$. Without loss of generality, let us assume that $y_1^j$ is the candidate tree with the largest $F_1$ score.

The Voted Perceptron algorithm is an ensemble method for combining the various intermediate models which are produced during training a perceptron. It demonstrates more stable generalization performance than the normal perceptron algorithm when the problem is not linearly separable (Freund and Schapire, 1998), as is usually the case.

We modify the perceptron algorithm by introducing a new classification loss function. This modification enables us to treat differently the cases where the perceptron predicts a tree with an $F_1$ score much smaller than that of the top candidate and the cases where the predicted and the top candidates have similar score values. The natural choice for the loss function would be $\Delta(y_k^j, y_1^j) = F_1(y_k^j) - F_1(y_1^j)$, where $F_1(y_k^j)$ denotes the $F_1$ score value for the parse tree $y_k^j$. This approach is very similar to slack variable rescaling for Support Vector Machines proposed in (Tsochantaridis et al., 2004). The learning algorithm we employed is presented in figure 1.

When applying kernels with a large training corpus, we face efficiency issues because of the large number of the neural network weights. Even though we use only the output layer weights, this vector grows with the size of the vocabulary, and thus can be large. The kernels presented in section 2 all lead to feature vectors without many zero values. This happens because we compute the derivative of the normalization factor used in the network’s estimation of $P(d_i|d_1, \ldots, d_{i-1})$. This normalization factor depends on the output layer weights corresponding to all the possible next decisions (see section 3.2). This makes an application of the VP algorithm infeasible in the case of a large vocabulary.

We can address this problem by freezing the normalization factor when computing the feature vector. Note that we can rewrite the model log-probability of the tree as:

$$P(y_t | \theta) = \sum_i \log \left( \frac{\exp(<\theta_d, h(d_1, \ldots, d_{i-1})>)}{\sum_{t \in N(d_{i-1})} \exp(<\theta_d, h(d_1, \ldots, d_{i-1})>)} \right)$$

We treat the parameters used to compute the first term as different from the parameters used to compute the second term, and we define our kernel only using the parameters in the first term. This means that the second term does not effect the derivatives in the formula for the feature vector $\phi(x, y)$. Thus the feature vector for the kernel will contain non-zero entries only in the components corresponding to the parser actions which are present in the candidate derivation for the sentence, and thus in the first vector component. We have applied this technique to the TOP reranking kernel, the result of which we will call the efficient TOP reranking kernel.

5 The Experimental Results

We used the Penn Treebank WSJ corpus (Marcus et al., 1993) to perform empirical experiments on the proposed parsing models. In each case the input to the network is a sequence of tag-word pairs.2 We report results for two different vocabulary sizes, varying in the frequency with which tag-word pairs must

\[ w = 0 \]

\[ \text{for } j = 1 \ldots n \]

\[ \text{for } k = 2 \ldots s \]

\[ \text{if } <w, \phi(x^j, y_k^j) > > <w, \phi(x^j, y_1^j) > \]

\[ w = w + \Delta(y_k^j, y_1^j)(\phi(x^j, y_k^j) - \phi(x^j, y_1^j)) \]

Figure 1: The modified perceptron algorithm

\[ \sum_i \log \left( \frac{\exp(<\theta_d, h(d_1, \ldots, d_{i-1})>)}{\sum_{t \in N(d_{i-1})} \exp(<\theta_d, h(d_1, \ldots, d_{i-1})>)} \right) \]

\[ \sum_i <\theta_d, h(d_1, \ldots, d_{i-1})> - \sum_i \log \sum_{t \in N(d_{i-1})} \exp(<\theta_d, h(d_1, \ldots, d_{i-1})>) \]

\[ \text{We used a publicly available tagger (Ratnaparkhi, 1996) to provide the tags.} \]
occur in the training set in order to be included explicitly in the vocabulary. A frequency threshold of 200 resulted in a vocabulary of 508 tag-word pairs (including tag-unknown_word pairs) and a threshold of 20 resulted in 4215 tag-word pairs. We denote the probabilistic model trained with the vocabulary of 508 by the SSN-Freq$\geq 200$, the model trained with the vocabulary of 4215 by the SSN-Freq$\geq 20$.

Testing the probabilistic parser requires using a beam search through the space of possible parses. We used a form of beam search which prunes the search after the prediction of each word. We set the width of this post-word beam to 40 for both testing of the probabilistic model and generating the candidate list for reranking. We set the width of this post-word beam to 40 for both testing of the probabilistic model and generating the candidate list for reranking. For training and testing of the kernel models, we provided a candidate list consisting of the top 20 parses found by the generative probabilistic model. When using the Fisher kernel, we added the log-probability of the tree given by the probabilistic model as the feature. This was not necessary for the TOP kernels because they already contain a feature corresponding to the probability estimated by the probabilistic model (see section 2.3).

We trained the VP model with all three kernels using the 508 word vocabulary (Fisher-Freq$\geq 200$, TOP-Freq$\geq 200$, TOP-Eff-Freq$\geq 200$) but only the efficient TOP reranking kernel model was trained with the vocabulary of 4215 words (TOP-Eff-Freq$\geq 20$). The non-sparsity of the feature vectors for other kernels led to the excessive memory requirements and larger testing time. In each case, the VP model was run for only one epoch. We would expect some improvement if running it for more epochs, as has been empirically demonstrated in other domains (Freund and Schapire, 1998).

To avoid repeated testing on the standard testing set, we first compare the different models with their performance on the validation set. Note that the validation set wasn’t used during learning of the kernel models or for adjustment of any parameters.

Standard measures of accuracy are shown in table 1.\textsuperscript{3} Both the Fisher kernel and the TOP kernels show better accuracy than the baseline probabilistic model, but only the improvement of the TOP kernels is statistically significant.\textsuperscript{4} For the TOP kernel, the improvement over baseline is about the same with both vocabulary sizes. Also note that the performance of the efficient TOP reranking kernel is the same as that of the original TOP reranking kernel, for the smaller vocabulary.

For comparison to previous results, table 2 lists the results on the testing set for our best model (TOP-Efficient-Freq$\geq 20$) and several other statistical parsers (Collins, 1999; Collins and Duffy, 2002; Collins and Roark, 2004; Henderson, 2003; Charniak, 2000; Collins, 2000; Shen and Joshi, 2004; Shen et al., 2003; Henderson, 2004; Bod, 2003). First note that the parser based on the TOP efficient kernel has better accuracy than (Henderson, 2003), which used the same parsing method as our baseline model, although the trained network parameters were not the same. When compared to other kernel methods, our approach performs better than those based on the Tree kernel (Collins and Duffy, 2002; Collins and Roark, 2004), and is only 0.2% worse than the best results achieved by a kernel method for parsing (Shen et al., 2003; Shen and Joshi, 2004).

### 6 Related Work

The first application of kernel methods to parsing was proposed by Collins and Duffy (2002). They used the Tree kernel, where the features of a tree are all its connected tree fragments. The VP algorithm was applied to rerank the output of a probabilistic model and demonstrated an improvement over the baseline.

\textsuperscript{3}All our results are computed with the evalb program following the standard criteria in (Collins, 1999), and using the standard training (sections 2–22, 39,832 sentences, 910,196 words), validation (section 24, 1346 sentence, 31507 words), and testing (section 23, 2416 sentences, 54268 words) sets (Collins, 1999).

\textsuperscript{4}We measured significance with the randomized significance test of (Yeh, 2000).

|                | LR | LP | $F_{\beta=1}$ |
|----------------|----|----|--------------|
| SSN-Freq≥200   | 87.2| 88.5| 87.8         |
| Fisher-Freq≥200| 87.2| 88.8| 87.9         |
| TOP-Freq≥200   | 87.3| 88.9| 88.1         |
| TOP-Eff-Freq≥200| 87.3| 88.9| 88.1        |
| SSN-Freq≥20   | 88.1| 89.2| 88.6         |
| TOP-Eff-Freq≥20| 88.2| 89.7| 88.9         |

Table 1: Percentage labeled constituent recall (LR), precision (LP), and a combination of both ($F_{\beta=1}$) on validation set sentences of length at most 100.
Table 2: Percentage labeled constituent recall (LR), precision (LP), and a combination of both (F_{β=1}) on the entire testing set.

|                | LR  | LP  | F_{β=1} |
|----------------|-----|-----|---------|
| Collins99      | 88.1| 88.3| 88.2    |
| Collins&Duffy02 | 88.6| 88.9| 88.7    |
| Collins&Roark04| 88.4| 89.1| 88.8    |
| Henderson03    | 88.8| 89.5| 89.1    |
| Charniak00     | 89.6| 89.5| 89.5    |
| **TOP-Eff-Freq ≥ 20** | 89.1| 90.1| 89.6    |
| Collins00      | 89.6| 89.9| 89.7    |
| Shen&Joshi04   | 89.5| 90.0| 89.8    |
| Shen et al.03  | 89.7| 90.0| 89.8    |
| Henderson04    | 89.8| 90.4| 90.1    |
| Bod03          | 90.7| 90.8| 90.7    |

* F_{β=1} for previous models may have rounding errors.

Shen and Joshi (2003) applied an SVM based voting algorithm with the Preference kernel defined over pairs for reranking. To define the Preference kernel they used the Tree kernel and the Linear kernel as its underlying kernels and achieved state-of-the-art results with the Linear kernel.

In (Shen et al., 2003) it was pointed out that most of the arbitrary tree fragments allowed by the Tree kernel are linguistically meaningless. The authors suggested the use of Lexical Tree Adjoining Grammar (LTAG) based features as a more linguistically appropriate set of features. They empirically demonstrated that incorporation of these features helps to improve reranking performance.

Shen and Joshi (2004) proposed to improve margin based methods for reranking by defining the margin not only between the top tree and all the other trees in the candidate list but between all the pairs of parses in the ordered candidate list for the given sentence. They achieved the best results when training with an uneven margin scaled by the heuristic function of the candidates positions in the list. One potential drawback of this method is that it doesn’t take into account the actual \( F_1 \) score of the candidate and considers only the position in the list ordered by the \( F_1 \) score. We expect that an improvement could be achieved by combining our approach of scaling updates by the \( F_1 \) loss with the all pairs approach of (Shen and Joshi, 2004). Use of the \( F_1 \) loss function during training demonstrated better performance comparing to the 0-1 loss function when applied to a structured classification task (Tsochantaridis et al., 2004).

All the described kernel methods are limited to the reranking of candidates from an existing parser due to the complexity of finding the best parse given a kernel (i.e. the decoding problem). (Taskar et al., 2004) suggested a method for maximal margin parsing which employs the dynamic programming approach to decoding and parameter estimation problems. The efficiency of dynamic programming means that the entire space of parses can be considered, not just a candidate list. However, not all kernels are suitable for this method. The dynamic programming approach requires the feature vector of a tree to be decomposable into a sum over parts of the tree. In particular, this is impossible with the TOP and Fisher kernels derived from the SSN model. Also, it isn’t clear whether the algorithm remains tractable for a large training set with long sentences, since the authors only present results for sentences of length less than or equal to 15.

7 Conclusions

This paper proposes a method for deriving a kernel for reranking from a probabilistic model, and demonstrates state-of-the-art accuracy when this method is applied to parse reranking. Contrary to most of the previous research on kernel methods in parsing, linguistic knowledge does not have to be expressed through a list of features, but instead can be expressed through the design of a probability model. The parameters of this probability model are then trained, so that they reflect what features of trees are relevant to parsing. The kernel is then derived from this trained model in such a way as to maximize its usefulness for reranking.

We performed experiments on parse reranking using a neural network based statistical parser as both the probabilistic model and the source of the list of candidate parses. We used a modification of the Voted Perceptron algorithm to perform reranking with the kernel. The results were amongst the best current statistical parsers, and only 0.2% worse than the best current parsing methods which use kernels. We would expect further improvement if we used different models to derive the kernel and to gener-
ate the candidates, thereby exploiting the advantages of combining multiple models, as do the better performing methods using kernels.

In recent years, probabilistic models have become commonplace in natural language processing. We believe that this approach to defining kernels would simplify the problem of defining kernels for these tasks, and could be very useful for many of them. In particular, maximum entropy models also use a normalized exponential function to estimate probabilities, so all the methods discussed in this paper would be applicable to maximum entropy models. This approach would be particularly useful for tasks where there is less data available than in parsing, for which large-margin methods work particularly well.
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