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Abstract: According to a statement made in the BP Energy Outlook report in 2017, most of the world’s liquid fuel (petroleum) is being consumed by the transportation industry. The mechanisms used to stimulate changes in the energy markets are affected by government policies that act in more ambitious ways than purely market-driven forces; different governments have promoted incentives involving electric mobility, especially in urban areas. The substitution for crude oil by renewable energy inputs in the transport sector is a major concern for oil producers. Among the different types of clean energies, lithium (Li) is currently assuming an increasingly strategic role. The goals of this paper are two-fold: First, we study the dynamics of the lithium industry and then the beta risk behavior of the 10 largest oil companies in the world for the time period between 11 February 2008 and 10 January 2019. We use an approach based on the continuous wavelet transform (CWT) method. The results indicate that there is a period of dependence between late 2013 and 2016 that occurs in the long-run frequencies of between 32 and 198 days for all cases, except for in the case of PetroChina, thereby demonstrating that the beta term is time-varying. We also find evidence that the beta term reflects and advances oil companies’ responsiveness to movements in the lithium market. In the second part of the paper, we study the dynamics of the beta series by using long-run dependence approaches. The results indicate that the betas are highly persistent, with the order of integration found to be significantly above 1 in all cases.
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1. Introduction

At the end of the 19th century, there were several engine alternatives competing within the automobile industry. As discussed by Anderson and Anderson (2010), since the late 19th century, all vehicles have been powered by a dominant technology, ranging from steam-powered vehicles to gasoline and electric vehicles. Promoting the use and sources of renewable energy has become the main priority for several countries, with the purpose of achieving a safer and more efficient form of energy consumption linked to economic development that could help alleviate poverty and achieve the environmental objectives embodied in the Paris Agreement, which was ratified by many countries around the world, including 10 OPEC (Organization of the Petroleum Exporting Countries) member countries.

According to the World Oil Outlook (2018), the mechanisms used to stimulate changes in the energy markets are affected by government policies that act in more ambitious ways than purely market-driven forces; different governments have promoted different incentives for electric mobility,
especially in urban areas (World Oil Outlook 2017). Among the different types of clean energy production technologies, lithium (Li) is assuming an increasingly strategic role as clean energy technologies emerge. As covered by Jaskula (2019), the use of this essential metal for batteries (56% of the total lithium market) has increased significantly in recent years due to the growing market for electric vehicles and other devices.

The substitution for crude oil by renewable energy inputs in the transport sector is a major concern among oil producers, as most of the global demand for oil comes from this sector. Formative phases of new technologies are already in place. Several researchers and academics, including Bento and Wilson (2016), Sovacool (2016), and Fouquet (2016), have analyzed the formative phases of new technologies, the prospect of a future energy transition, and the associated policy implications, respectively. Schurr and Netschert (1960) were early examiners of developments involving crude oil in transportation and renewable energy, and also of past technology transitions. In the next 10 to 25 years, the use of crude oil, which has long been the main fuel used for transportation, could change due to the increase of renewables being utilized for power generation, leading to oil losing its currently essential role in the energy market and heading toward similar low price levels as coal (for further details regarding this trend, see Cherif et al. 2017).

The previous statement is important because in addition to the energy sector, the transport sector also consumes a large portion of the fuel (petroleum) that comes from crude oil; the global transport sector’s demand for oil has remained at just under 60% of total crude oil demand (see BP Energy Outlook 2017), while the sector produces 70% of total greenhouse gas emissions (IPCC Fourth Assessment Report: Mitigation of Climate Change 2007). On the other hand, electric vehicles (EV), including battery electric vehicles (BEVs), hybrid electric vehicle (HEVs), plug-in hybrid electric vehicles (PHEVs), and fuel cell electric vehicles (FCEVs), are becoming increasingly popular in the transport sector. Hao et al. (2016) state in their research paper that the recent increase in lithium consumption is due to increased global demand for electric vehicles (EV). Randall (2016) states that 35% of the new cars sold in the year 2040 will operate using electrical energy alone, which will cause the next oil crisis. Additionally, the BP Energy Outlook (2020) notes that although the demand for oil in emerging markets is expected to increase until the early 2030s, this demand would not compensate for the decreasing demand that is expected to occur in the developing world (this is expected to be a more than 90% decrease compared to the demand level for the transport industry in 2018) due to the increase in the use of electrification in passenger cars and in light and medium trucks. BP concludes in its outlook report that demand for liquid fuels is being fundamentally undermined by the electrification of transport, thanks in part to the lithium industry, which the authors in this research paper concur with. This is important because the growth in electric car production and the corresponding decrease in the demand for oil for transportation purposes is expected to cause a gradual decrease in total oil demand, which could affect oil prices and the oil industry at large, leading to crude oil losing its role as the world’s main transportation fuel. A consequence of this is that the lithium industry poses risks to the oil industry, or more precisely, the lithium industry contributes to the risk that the oil companies face. Identifying how the dynamics of the lithium industry affect the risk behavior of oil companies is useful for investors who need to know about the relative sensitivities of industry stock returns based on changes in the market.

Miller (1977) argued that the relationship between uncertainty and divergence of opinions about returns on securities and risk go together, justifying the common view that the main differences of opinions are related to the riskiest stocks. Similarly, the commodity markets are complex systems where agents interact with different time frequencies to achieve their objectives, although most econometric methods that we can find in the relevant literature are based on frequency and time components separately (see Vacha and Barunik 2012). This paper looks at both of these components.

---

1 See also Bart and Masse (1981).
together, while noting that the stock market is composed of a diverse group of participants (intraday traders, hedging strategists, portfolio managers, financial and non-financial institutions, etc.) who operate on different time scales, depending upon their varying requirements or preferences. In this context, the variables might change over different time scales, affecting the relationship between them in terms of their dynamic structure.

Following the line of research carried out by Monge and Gil-Alana (2018, 2019) and Gil-Alana and Monge (2019) on the lithium industry, to our knowledge this is the first paper trying to analyze and relate the lithium industry with the beta term structure of oil companies. Our contributions are two-fold. First, we analyze how the interconnections and the dynamic correlations between the lithium industry and the conventional beta term structure of oil companies change across different time horizons, using methodologies based on Continuous Wavelet Transform (CWT) (see Aguiar-Conraria and Soares 2011a, 2011b; Connor and Rossiter (2005); Naccache (2011); Krätschell and Schmidt (2012); Kristoufek et al. (2012a, 2012b, 2013); Vacha and Barunik (2012); Vacha et al. (2013); Abdullah et al. (2016); Filip et al. (2016), among others). Using this method, we are able to localize the structural changes over time. The motivation for the study lies in the importance of measuring the dynamic correlations and the analysis of the time scale betas, which will allow future research on asset pricing according to the investment horizon and the behavior of said assets depending on the time horizon.

With the results of this analysis, we will focus on the statistical properties, whereby we will use fractional integration techniques to analyze the degree of persistence observed in the series, analyzing the stationary processes related to transitory shocks and permanent shocks (see, Gil-Alana and Hualde 2009; Monge et al. 2017; etc.).

The main results indicate that there is a period of dependence between late 2013 and 2016 that occurs in the long-run frequencies of between 32 and 198 days for all cases, except PetroChina, demonstrating that the beta term is time-varying. We also find evidence that the beta term reflects and advances the oil companies’ responsiveness to movements in the lithium market. In the second part of the paper, we study the dynamics of the beta series by using long-run dependence approaches. The results indicate that the betas are highly persistent, with an order of integration significantly above 1 in all cases.

The rest of the paper is structured as follows. Section 2 comprises the literature review. Section 3 contains a description of the data and presents the methodology used in the paper. In Section 4, we discuss the main empirical results, while conclusions are offered in Section 5.

2. Literature Review

From a theoretical perspective, the capital markets expose investors to market risk. Analyzing these risks is key to investing. The parameter “beta” in the CAPM (Capital Asset Pricing Model) model (Sharpe 1964) plays a central role in modern finance. The only relevant measure of stock risk that explains how investors should act and price risk securities is the “beta” term (Shah et al. 2018). Rua and Nunes (2012) explained that the beta reflects the responsiveness of an asset to movements in the market portfolio, being a linear function of the variability in each stock’s return in certain larger markets.

To study the beta time decomposition, researchers use conventional time scales, such as daily, weekly, monthly, or annual scales. However, when we change the time scale, for example from daily to weekly, the return interval loses information because the number of sample points decreases.

---

2 We use the shares of the leading six oil companies according to market capitalization and market returns to estimate the term structure of the betas.

3 There are other research papers that link energy and commodity markets by applying cointegration or Granger causality (see Chaudhuri 2001; Yu et al. 2006; Abdel and Arshad 2009; Zhang et al. 2010; Ciaian 2011; Serra et al. 2011; Pokrivčák and Ražanović 2011; Esmaeili and Shokouhi 2011; Hassoun et al. 2012, Bakhat and Würzburg 2013; Nemati 2017; Popp et al. 2018, among others). Other research failed to demonstrate a direct connection between oil and agricultural commodity prices (see Zhang et al. 2010; Esmaeili and Shokouhi 2011).
Traditionally, it has been assumed that beta is constant though time. Fama and MacBeth (1973) argued that the beta risk is assumed to be a constant using the ordinary least squares (OLS) approach to get the CAPM beta. However, another line of research argues that the beta of a risky asset is time-varying, because the expectations of economic agents for the future returns are random variables (conditional) (see Klemkosky and Martin 1975 and Bollerslev et al. 1988). In the same way, the research by Müller et al. (1997) maintains that multiple layers of investment horizons or time scales (from seconds to years) form the market. Additionally, Shah et al. (2018) criticize the incapability of the CAPM to capture the heterogeneous reality of the real-world markets4. It is not true that all investors experience the same degree of systematic risk as measured by the beta, therefore the CAPM homogeneity assumption would not be fulfilled. Blume (1971, 1975), Fabozzi and Francis (1977, 1978), Sunder (1980), Alexander and Benson (1982), Collins et al. (1987), Harvey (1989, 1991), Ferson and Harvey (1991, 1993), Bollerslev et al. (1988), Fama and French (1997, 2006), Jagannathan and Wang (1996), Ghysels (1998), Reyes (1999), Lettau and Ludvigson (2001), Wang (2003), Lewellen and Nagel (2006), Ang and Chen (2007), and Kim and Kim (2016), among many others, argued that the beta coefficient varies over time. Others researchers found evidence of the use of OLS and the inability to capture the dynamics of the beta (see Harvey 1989; Ferson and Harvey 1991, 1993; Saleem and Vaikoskoski 2010). Subsequent investigations concluded that the unconditional CAPM with a constant beta over time does not outperform the conditional CAPM with a variable beta (see Jagannathan and Wang 1996; Lettau and Ludvigson 2001; Beach 2011). On the other hand, the instability of betas over time causes practical problems, such as in the interpretation of betas, which change over time, and in the decision to use CAPM. Related to this, in the literature there is empirical evidence related to equity yields and the temporary structure (see Groenewold and Fraser 1999).

In line with the above, Van Binsbergen et al. (2012) found differences in the risk premiums between short-term and long-term dividends, finding that the slope related to the dividend risk premium was downward. The results obtained by Lettau and Wachter (2011) and Croce et al. (2014) were consistent with this. In the research publication by Van Binsbergen et al. (2013), the authors concluded that the risk premium for a long-maturity dividend fluctuates in periods related to expansion (higher) and recession (lower). The same results were obtained with other international indices (see Van Binsbergen and Kojen 2017). In addition, regarding the volatility of equity yields and expected returns, Campbell and Viceira (2005) stated that the slope trended downward in relation to the horizon. According to McNevin and Nix (2018), reconciling the beta estimate with the facts mentioned above is not straightforward, because the standard market beta should have a complete description and capture time-varying behavior at different frequencies; one must avoid submitting to assumptions involving restrictions on time horizons and frequency changes, since the specific information varies over time.

In the seminal work by Fama and MacBeth published in 1973, it was assumed that the beta risk was constant in the CAPM. Later, other researchers such as Klemkosky and Martin (1975), Bollerslev et al. (1988), and Harvey (1989) demonstrated that the beta of a risky asset should be time-varying due to the conditionality and the variability expectations of economic agents for future returns. More empirical literature on the evidence relating to the variation of the beta terms in equity portfolios was produced by Jagannathan and Wang (1996), Lewellen and Nagel (2006), Bali (2008), and Bali and Engle (2010, 2014).

Bollerslev et al. (1988), Harvey (1989), Jagannathan and Wang (1996), Lewellen and Nagel (2006), Bali (2008), and Bali and Engle (2010, 2014) produced important early studies that found significant time variations in the conditional betas of equity portfolios. The research carried out by Bali et al. (2016) allowed us to understand the sensitivity of an asset in the market portfolio in terms of time-varying

---

4 Shah et al. (2018) conclude that the beta coefficients estimated using wavelets is more appropriate and more realistic in the risk assessment of securities. This occurs because the conventional beta coefficients estimated from CAPM are an average of wavelets beta.
and future investment opportunities. González et al. (2018), after analyzing portfolios and the relative weights of the total mixed-frequency conditional betas, reported on the differences over time. Regarding wavelet analysis, several studies such as Rua and Nunes (2012) used this methodology to analyze the market beta according to the CAPM theory. Yi et al. (2014) used wavelets in financial time series to detect jumps in the high frequency range. The influence during the US subprime crisis of 2007 and in the Islamic and non-Islamic Asian stock markets was investigated by Gallegati (2012) and Saiti et al. (2016). To show how the different investment horizons and the different market participants affect diversifiable risk, Malagon et al. (2015) and Faria and Verona (2018) used wavelet decomposition to forecast stock market returns in different time frequency domains.

Kang et al. (2017) based their research on the wavelets and their explanatory power for different time frequency betas to obtain information about returns and prices. Other authors such as Bansal and Yaron (2004), Bansal et al. (2005), and Parker and Julliard (2005) argued that in certain time frequencies of the standard betas, the relevant information for the pricing of risky assets can be found. Based on this, we expand the previous arguments in this paper and offer another step in the research on equity yields and the beta term structure.

Based on the above, this paper is the first to use the CWT method to calculate the wavelet coherency in order to localize the structural changes over time, using the phase difference to understand the synchronism between the lithium industry and changes to the conventional beta values of oil companies. In addition, long-term memory techniques are applied to the betas in order to investigate their degree of dependence over time.

3. Data and Methodology

3.1. Dataset

The choice of oil companies for the dataset was based on the fact that they are among the world’s largest oil firms according to revenue and are listed in the largest stock markets. This criteria ensures that the chosen firms are among the largest players in the market and their stocks are highly liquid. Additionally, we considered only these ten largest oil companies (and no more) because the markets for similar companies (in the case of petroleum) have similar risks.

Further to this criteria, and according to the classification done by Thomson Reuters in 2019, our final dataset included the world’s ten largest oil companies, namely Sinopec (Pekin, China), Royal Dutch Shell PLC (La Haya, Netherlands), Saudi Aramco (Dhahran, Saudi Arabia), PetroChina Co., Ltd. (Pekin, China), British Petroleum (London, UK), Exxon Mobil (Irving, TX, USA), Total S.A. (Paris, France), Chevron Corp (San Ramon, CA, USA), Rosneft (Moscow, Russia), and Gazprom (Moscow, Russia). We also used the exchange indices to calculate the time series beta\(^5\) of each company. In Table 1, company data are ordered from highest to lowest in terms of stock market capitalization. The Solactive Global Lithium Index represents the lithium industry. Data were obtained from the Thomson Reuters Eikon database, covering the period ranging from 11 February 2009 to 10 January 2019 and expressed in US dollars. The frequency of the data is daily.

| Name of the company                  | Exchange Market         | Revenue (in Billion U.S. Dollars) |
|--------------------------------------|-------------------------|----------------------------------|
| China Petroleum and Chemical Corp (Sinopec) | Shanghai Stock Exchange | 432.54                           |
| Royal Dutch Shell PLC                | Euronext Amsterdam      | 382.97                           |
| Saudi Aramco                         | Saudi Arabian Stock Exchange | 356.00                         |

5 The beta coefficient has been calculated as the division of how changes in a stock’s returns (covariance of the return on an individual stock and the return on the overall market) and how far the market’s data points spread (variance of the return on the overall market).
Table 1. Cont.

| Name of the company         | Exchange Market       | Revenue (in Billion U.S. Dollars) |
|-----------------------------|-----------------------|-----------------------------------|
| PetroChina Co., Ltd.        | Shanghai Stock Exchange | 347.76                            |
| BP PLC                      | London Stock Exchange  | 296.97                            |
| Exxon Mobil Corp            | NYSE Consolidated     | 275.54                            |
| Total SA                    | Euronext Paris        | 185.98                            |
| Chevron Corp                | NYSE Consolidated     | 157.21                            |
| NK Rosneft PAO              | Moscow Interbank Currency Exchange (MICEX) | 132.73 |
| Gazprom PAO                 | Moscow Interbank Currency Exchange (MICEX) | 129.41 |

3.2. Methodology

3.2.1. Wavelet Analysis

The wavelet methodology is used to analyze time series in the time frequency domain. Following Crowley (2007), Vacha and Barunik (2012), Aguiar-Conraria and Soares (2011a, 2011b, 2014), Dewandaru et al. (2016), Tiwari et al. (2016), Jammazi et al. (2017), and others, we applied a continuous wavelet transform (CWT) to map one variable as a function of time into two variables as functions of time and frequency. With this transform, we were able to select frequency values and time parameters without losing any information. We used two tools in this paper: the wavelet coherency and wavelet phase difference.

This methodology can be used without the need for the time series to be stationary. Additionally, this methodology is interesting if one wants to find evidence of the potential changes in a time series pattern in the time frequency domain.

A wavelet coherency is a two-dimensional diagram that correlates the time series and identifies hidden patterns or information in the time and frequency domains. The Wavelet Transform, $WT_x(a, \tau)$ of a time series $x(t)$, which is obtained by using a mother wavelet $\psi$, is defined as:

$$WT_x(a, \tau) = \int_{-\infty}^{+\infty} x(t) \frac{1}{\sqrt{a}} \psi^*(\frac{t-\tau}{a}) \, dt,$$

where $WT_x(a, \tau)$ are the wavelet coefficients of $x(t)$; the position of a wavelet in the frequency domain is defined by $a$, while $\tau$ is the position in the time domain. Therefore, by mapping original series into a function of $\tau$ and $a$, we can obtain information concurrently on the time and frequency. This procedure is called the wavelet transform. The mother wavelet used in this analysis is the Morlet wavelet, because it is a complex sine wave within a Gaussian envelope that allows the synchronism between the time series to be measured (see Aguiar-Conraria and Soares 2014 for the properties of this wavelet).

The wavelet coherence ($WCO$) helped us to understand the interaction and integration between the two series. The wavelet coherence is defined as:

$$WCO_{xy} = \frac{SO(WT_x(a, \tau)WT_y(a, \tau)^*)}{\sqrt{SO(|WT_x(a, \tau)|^2)SO(|WT_y(a, \tau)|^2)},$$

where $SO$ is a smoothing operator in terms of both time and scale. Without the smoothing operator, the wavelet coherence would always be one for all times and scales (see Aguiar-Conraria and Soares 2014, for details). On Aguiar-Conraria’s website, the Matlab computer programs related to the continuous wavelet transform (CWT) are available.
3.2.2. Fractional Integration

We also use techniques based on long memory and fractional integration. For this purpose, we define an integrated process of order 0 or I(0) as a covariance or second-order stationary process, with the feature that the infinite sum of its autocovariances is finite. Using the frequency domain representation, an I(0) process can be defined as a process with a spectral density function (e.g., the Fourier transform of the autocovariances) that is positive and finite at the smallest (zero) frequency. These are very broad definitions that include not only the white noise model, but also weakly autocorrelated structures such as the one produced by the stationary and invertible autoregressive moving average (ARMA) models. Dealing with the degree of persistence, at the other extreme is a non-stationary processes, defined as having a unit root, also named the integrated order of 1, i.e., I(1) processes, which in their simplest form comprise the random walk model described by:

\[(1 - B)x_t = u_t, \quad t = 1, 2, \ldots, (3)\]

where \(B\) is the backshift operator \((Bx_t = x_{t-1})\) and \(u_t\) is I(0). Note that if \(u_t\) is an ARMA\((p, q)\) process, \(x_t\) is then an autoregressive integrated moving average (ARIMA \((p, 1, q)\)) process. However, these two structures, the stationary I(0) and the non-stationary I(1), can be included in a more flexible specification known as the fractionally integrated moving average or I\((d)\), where \(d\) can be any real value. Thus, extending Equation (3) to the fractional case:

\[(1 - B)^d x_t = u_t, \quad t = 1, 2, \ldots, (4)\]

where \(u_t\) is I(0) and \(d\) can be a fractional value. In this context, if \(d = 0\), \(x_t\) is I(0) or is the short-term memory case, as opposed to the long-term memory case if \(d > 0\). If this is in the range of \((0, 0.5)\) then this represents long-term memory, although still of the second stationary order, while if \(d\) belongs to \([0.5, 1)\) then this represents long-term memory that is non-stationary but mean-reverting, with shocks having long-lasting effects and disappearing very slowly. If \(d = 1\), \(x_t\) is I(1) and \(d\) is also above 1. In the last two cases, the series do not revert to the mean.\(^6\)

Processes such as (4) where \(d > 0\) belong to the long-term memory category, meaning that the observations are strongly dependent even if they are far apart in time. The I\((d)\) models with fractional values of \(d\) became popular in the 1990s in the works by Sowell (1992), Beran (1994), Baillie (1996), Gil-Alana and Robinson (1997), Ellis (1999), and others. They have also been employed more recently in the analysis of various metals and products by authors such as Panas (2001), Arouri et al. (2012), Gil-Alana and Tripathy (2014), and Gil-Alana et al. (2015), among many others.

We estimate the differences in parameter \(d\) by using a parametric method that approximates the likelihood function throughout the Whittle function in the frequency domain, as proposed in Dahlhaus (1989), which we implement through a simple version of the tests performed Robinson (1994), which are widely used in empirical applications.

4. Empirical Results

The first part of this section focuses on the wavelet analysis. Figure 1 represents the wavelet coherency and the phase difference between the beta of each oil company and the lithium industry, showing evidence of varying dependence between both time series across different frequencies and over time.

In the panels on the left side of Figure 1, we display the wavelet coherency values to estimate how the lithium industry affects the behavior of the beta of each oil company at different frequencies.

---

\(^6\) See (Gil-Alana and Hualde 2009) for a review of these models.
and how these values evolve over time. Additionally, with this methodology we are able to see the possible presence of structural changes.

**Figure 1.** Wavelet coherency values and phase differences between each oil company and the Solactive Global Lithium Index. The contour represents the 5% significance level. The coherency ranges from blue (low coherency) to yellow (high coherency). Right: Phase difference at 0.5–255.5 days (top) and 256–512 days (bottom) frequency bands. The cone of influence is shown with a thick line, which is the region subject to border distortions.

Figure 1 tells us when (time is shown in the horizontal axis, from the beginning to the end of the sample period) and at which frequencies (these are shown on the vertical axis, from scale 1 (a single day) up to scale 512 (approximately two market years\(^7\)) the interrelations occur and when they are the strongest. First, we calculated the wavelet coherency, showing that the main regions with

\(^7\) Except for the case of ARAMCO (oil company in Arabia Saudi), where the company is in the stock markets since 2019.
statistically significant coherency are located at low frequencies (corresponding to cycles between 32 to 198 days, where the regions show statistically significant coherence). The most important ones start around 2013, telling us how important and strong the relation is between the time series (high levels of dependence). In the case of PetroChina, there is no evidence of dependence. For the Russian oil companies (e.g., Gazprom), dependence starts in late 2010, reaching high levels of dependence centered over the long term (lower frequencies) in the year 2016.

Secondly, we found the partial phase difference, giving us information about the magnitude of the impact that a shock in one variable has on another. For the cases mentioned before, and looking at the 5% significance level, the phase differences are between 0 and $-\pi/2$. This means that at this frequency, there is a negative correlation between the lithium industry and the non-diversifiable risk related to the analyzed oil companies. Economically, this means that the lithium industry lags behind the beta of the oil companies, resulting in the $\beta$ term reflecting and advancing the responsiveness of the oil companies to movements in the lithium market.

In accordance with Candelon et al. (2008), we also demonstrate with this result that the beta of the oil companies is time-varying, depending on whether this is assessed in the short or long term (higher and lower frequencies, respectively).

Next, we move to the long-term memory analysis. Across Tables 2–5, we display the estimated values of $d$ (the differencing parameter) in the model given by Equation (5), where $x_t$ represents the errors in a regression model with a time trend in the form of:

$$y_t = \beta_0 + \beta_1 t + x_t; \quad t = 0, 1, \ldots,$$

where $\beta_0$ and $\beta_1$ are unknown coefficients to be estimated and referring respectively to the intercept and the (linear) time trend. Tables 2 and 3 refer to the uncorrelated (white noise) errors, while Tables 4 and 5 correspond to the autocorrelated disturbances, imposing here the model of Bloomfield (1973), which approximates ARMA models with very few parameters.

### Table 2. Estimates of $d$ for the betas with white noise.

|                | No Regressors | An Intercept | A Linear Time Trend |
|----------------|---------------|--------------|---------------------|
| Exxon          | 1.00 (0.97, 1.03) | 1.11 (1.08, 1.14) | 1.11 (1.08, 1.14)   |
| Royal Dutch Shell | 1.00 (0.97, 1.03) | 1.12 (1.10, 1.15) | 1.12 (1.09, 1.15)   |
| Chevron        | 1.00 (0.97, 1.03) | 1.09 (1.07, 1.12) | 1.09 (1.07, 1.12)   |
| PetroChina     | 0.98 (0.95, 1.00) | 1.09 (1.06, 1.13) | 1.09 (1.06, 1.13)   |
| Total SA       | 1.00 (0.97, 1.03) | 1.10 (1.08, 1.13) | 1.10 (1.08, 1.13)   |
| British Petroleum | 1.00 (0.96, 1.03) | 1.15 (1.11, 1.18) | 1.15 (1.11, 1.18)   |
| Sinopec        | 1.04 (0.99, 1.08) | 1.05 (0.99, 1.10) | 1.06 (1.00, 1.10)   |
| Saudi Aramco   | 0.94 (0.85, 1.04) | 1.08 (0.92, 1.24) | 1.08 (0.91, 1.24)   |
| Rosneft        | 0.93 (0.85, 1.01) | 0.83 (0.77, 0.99) | 0.87 (0.76, 1.00)   |
| Gazprom        | 0.96 (0.93, 1.03) | 0.92 (0.86, 1.01) | 0.92 (0.86, 1.01)   |

Note: The values in parentheses indicate the 95% confidence band for the values of $d$; those in bold indicate the selected model for each series.
Table 3. Estimated coefficients for the selected models in Table 2 with white noise.

|                  | No Regressors | An Intercept | A Linear Time Trend |
|------------------|--------------|--------------|---------------------|
| Exxon            | 1.11         | 0.98911      | 0.000007            |
|                  | (1.08, 1.14) | (10,829.35)  | (1.74)              |
| Royal D.         | 1.12         | 0.94053      | 0.000028            |
|                  | (1.09, 1.15) | (5586.11)    | (3.21)              |
| Chevron          | 1.09         | 1.007611     | -0.000006           |
|                  | (1.07, 1.12) | (10,981.33)  | (-1.72)             |
| PetroChina       | 1.09         | 0.989113     | 0.000007            |
|                  | (1.06, 1.13) | (10,829.33)  | (1.64)              |
| Total SA         | 1.10         | 1.00405      | —                   |
|                  | (1.08, 1.13) | (9699.80)    |                     |
| BP PLC           | 1.15         | 0.75244      | 0.000111            |
|                  | (1.11, 1.18) | (1370.34)    | (3.08)              |
| Sinopec          | 1.05         | 0.9863       | —                   |
|                  | (0.99, 1.10) | (226.50)     |                     |
| Saudi Aramco     | 1.08         | 1.1847       | —                   |
|                  | (0.92, 1.24) | (12.47)      |                     |
| NK Rosneft PAO   | 0.87         | 0.5582       | -0.00023            |
|                  | (0.76, 1.00) | (74.55)      | (-2.30)             |
| Gazprom PAO      | 0.92         | 0.5289       | -0.00034            |
|                  | (0.86, 1.01) | (49.03)      | (-4.50)             |

Table 4. Estimates of $d$ for the betas with autocorrelation.

|                  | No Regressors | An Intercept | A Linear Time Trend |
|------------------|--------------|--------------|---------------------|
| Exxon            | 0.99         | 1.17         | 1.17                |
|                  | (0.95, 1.05) | (1.13, 1.21) | (1.13, 1.21)        |
| Royal D.         | 0.99         | 1.17         | 1.17                |
|                  | (0.95, 1.05) | (1.14, 1.21) | (1.14, 1.21)        |
| Chevron          | 0.99         | 1.12         | 1.12                |
|                  | (0.95, 1.05) | (1.09, 1.16) | (1.09, 1.16)        |
| PetroChina       | 0.99         | 1.07         | 1.07                |
|                  | (0.95, 1.05) | (1.03, 1.11) | (1.03, 1.11)        |
| Total SA         | 0.99         | 1.22         | 1.22                |
|                  | (0.94, 1.05) | (1.18, 1.27) | (1.18, 1.27)        |
| BP PLC           | 0.99         | 1.07         | 1.07                |
|                  | (0.95, 1.05) | (1.03, 1.12) | (1.03, 1.12)        |
| Sinopec          | 0.89         | 0.92         | 0.91                |
|                  | (0.79, 1.01) | (0.87, 1.03) | (0.87, 1.03)        |
| Saudi Aramco     | 0.89         | 1.04         | 1.05                |
|                  | (0.80, 1.02) | (0.93, 1.12) | (0.93, 1.13)        |
| NK Rosneft PAO   | 0.87         | 0.98         | 0.97                |
|                  | (0.94, 1.02) | (0.91, 1.09) | (0.91, 1.07)        |
| Gazprom PAO      | 0.93         | 0.93         | 0.92                |
|                  | (0.88, 1.02) | (0.88, 1.01) | (0.88, 1.02)        |

Note: The values in parentheses indicate the 95% confidence band for the values of $d$; those in bold indicate the selected model for each series.
### Table 5. Estimated coefficients for the selected models in Table 4 with autocorrelation.

|                        | No Regressors | An Intercept | A Linear Time Trend |
|------------------------|---------------|--------------|---------------------|
| Exxon                  | 1.17 (1.13, 1.21) | 0.98911 (10.962.08) | 0.000013 (1.93) |
| Royal D.               | 1.17 (1.14, 1.21) | 0.94053 (5648.58) | 0.000034 (2.71) |
| Chevron                | 1.12 (1.09, 1.16) | 1.007611 (11,050.48) | −0.0000085 (−1.79) |
| PetroChina             | 1.07 (1.03, 1.11) | 1.182063 (398.55) | — |
| Total SA               | 1.22 (1.18, 1.27) | 1.00402 (9996.64) | — |
| BP PLC                 | 1.07 (1.03, 1.12) | 0.75248 (1375.82) | 0.000113 (5.48) |
| Sinopec                | 0.92 (0.87, 1.03) | 0.9865 (433.20) | — |
| Saudi Aramco           | 1.04 (0.93, 1.12) | 1.1856 (13.18) | — |
| NK Rosneft PAO         | 0.97 (0.91, 1.07) | 0.5269 (47.47) | −0.00047 (−1.83) |
| Gazprom PAO            | 0.92 (0.88, 1.02) | 0.5581 (74.21) | −0.00024 (−1.96) |

Note: The values in parentheses indicate the 95% confidence band for the values of \( d \); those in bold indicate the selected model for each series.

Starting with the white noise errors, the first thing we observe is that the time trend coefficient is statistically significant in all except three series: Total SA, Sinopec, and Saudi Aramco. This coefficient is positive for Exxon, Royal D., PetroChina, and BP PLC, while it is significantly negative for Chevron, NK Rosneft PAO, and Gazprom PAO. If we focus on the estimated values of \( d \) (persistence), we see that the estimates are significantly above 1 in six of the series examined, with values ranging between 1.09 (Chevron and PetroChina) and 1.15 (BP PLC); for the remaining four (Sinopec, Saudi Aramco, NK Rosneft PAO, and Gazprom PAO), the unit root null hypothesis cannot be rejected. Thus, according to these results, there is a lack of mean reversion in the series under examination.

Allowing for autocorrelated errors throughout the model used by Bloomfield (1973), the time trend is now significant for six of the series (Exxon, Royal D., Chevron, BP PLC, NK Rosneft PAO, and Gazprom PAO), while the intercept is sufficient for PetroChina, Total SA, Sinopec, and Saudi Aramco). Similarly to the white noise case, the estimates of \( d \) are above 1 in six cases, with values ranging from 1.07 (PetroChina and BP PLC) to 1.22 (Total SA), while the unit root null hypothesis cannot be rejected for the remaining four (Sinopec, Saudi Aramco, NK Rosneft PAO, and Gazprom PAO). We can, therefore, conclude the analysis of these series by saying that they are highly persistent, with \( d \) values being significantly positive and above 1 in the five series examined.

### 5. Concluding Comments

In this article, we have examined the lithium industry and the beta risk behavior for the ten largest oil companies around the world for the time period between 11 February 2009 and 10 January 2019. We used the continuous wavelet transform (CWT) to investigate issues such as the dynamics and structural changes in the data. Additionally, we used fractional integration techniques to examine the degree of persistence in the data and the presence of time trends.

The results obtained using CWT show that there is a period starting around 2013, showing us how important and strong the relations are between the time series (high levels of dependence),
which continues until 2016. This occurs for the long-term frequencies (between 32 and 198 days). In the case of PetroChina, there is no evidence of dependence. For the Russian oil companies (e.g., Gazprom), dependence starts in late 2010, reaching high levels of dependence centered over the long run (lower frequencies) in the year 2016. Regarding the results obtained for the phase difference, which give us information about the magnitude of the impact that a shock in one variable has on another, and providing an economic explanation, we can conclude that the beta term reflects and advances the responsiveness of the oil companies to movements in the lithium market.

The fractional integration approach showed the homogeneous results across firms, with $d$ values being slightly above 1; nevertheless, they are still statistically significantly above 1, thus rejecting the hypothesis of a random error in the data and showing a lack of mean reversion.

This analysis would be of interest to investors in commodities and futures markets and to portfolio managers alike. The motivation for this study lies in the importance of measuring the dynamic correlations and analyzing the time scale betas, which will allow future research on asset pricing according to the investment horizon and the behavior of said assets depending on the time horizon. According to Zhang et al. (2018), the evolution of these data will depend on the evolution of areas of chemical engineering, such as ion transport mechanisms; the evolution of stable interfaces on Li metals, intimate interfaces on cathodes, cooperation within full batteries, and battery safety; battery applications in smart electric vehicles; the application of batteries in grid-scale energy storage systems; and the popularization of next-generation Li batteries with new chemistry techniques.

Further studies should be conducted with these data. For instance, the possibility of structural breaks is an interesting issue that merits further investigation, noting that long-term memory and potential breaks in the data are issues that are intimately related (Diebold and Inoue 2001; Granger and Hyung 2004; etc.). In a similar way, the possible use of non-linear structures could be more deeply examined within the context of fractional integration, for example by imposing non-linear deterministic terms (Chebyshev polynomials in time), as done by Cuestas and Gil-Alana (2016). The study of time-varying fractional difference coefficients is another interesting issue. These lines of research will be examined in future papers.
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