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ABSTRACT

Internet connections still use IPv4 as the primary address protocol and it is now facing exhaustion. However, academic institutions specifically in the Philippines should devise steps to address the exhaustion of IPv4. In this paper, this is brought to light as we present the IPv4 to IPv6 campus transition techniques to address the issue. The experiment is carried out in Central Luzon State University and is assessed if the university is able to adopt the IPv6 transition in their campus network. Two IPv6 transition mechanisms were implemented and tested. As a general result, it has been found out, through testbeds, that the dual-stack transition mechanism is more suitable than 6 to 4 tunnel broker. The results have also shown that 6 to 4 tunnel broker was outperformed by dual-stack transition mechanism in all areas and presents better performance. Additionally, results also showed that IPv4 presents slight advantages in terms of network performance than IPv6 with a very small percentage in difference, and this does mean that migration to IPv6 is possible without performance detriments. Furthermore, the results also provide a proof of concept for the university especially in the Philippines to consider IPv6 for future migration within their campus network.

1. INTRODUCTION

The internet community was threatened by the fundamental resource scarcity issue of IPv4. Four out of five (APNIC, RIPE, LACNIC, ARIN) of the regional internet registries (RIRs) have run out of freely available IPv4 address space. The forecast of likely exhaustion dates for each RIR: ARIN reached IPv4 address exhaustion since 24 Sep-2015. The other pool depletion projections by other RIR: AFRINIC late-2019, LACNIC late-2019, RIPE NCC mid-2020 and APNIC by mid-2021 [1]. As a result, the internet engineering task force (IETF) developed IPv6 (internet protocol version 6) to address these limitations, along with several protocol improvements like network performances, ease-of-configuration, address length and network management issues [2].

Asia Pacific Network Information Center (APNIC) conducted a stakeholder’s internet forum in the Philippines last 2014 [3]. The forum addressed the issues that the Internet industry in the Asia Pacific is at a critical point. It also stated that internet addresses using IPv4 has begun to run out, technology investors and stakeholders in the Philippines and the Asia Pacific are being urged to start their transition from IPv4 to IPv6 in order to maintain a scalable Internet for the region. The Philippines was in 55th place during
that time, but in the latest survey, the Philippines was placed 133rd in the recent world rankings of IPv6 users per country [4], and in google measurement, approximately 2.7% of the population uses IPv6 [5]. However, in the APNIC measurement, the Philippines scored 3.14% as IPv6 Capable and 3.05% prepared as of December 2019 [4]. As a solution, the Philippine government issued E.O. No. 893 that encourages the migration to IPv6 but was not taken seriously up until today. There’s still no IPv4 and IPv6 transition mechanism framework established in the Philippines. The government has issued an executive order only to encourage but not force implementation.

The internet has become an important component in the academic institutions because of the vital role it plays in the gathering of information as well as means of communication. From anywhere in the world, the internet has made it possible to access wide range of information, such as research, journal article, papers, etc. It enables researchers, faculty, and students in this institution to spread learned facts to a wider audience around the globe [6]. Adopting the IPv6 protocol maintains competitiveness, interoperability, and growth that universities must become proactive in adopting this protocol. Most of the top universities in the world have taken steps in implementing IPv6 in their campus network operations. However, IPv6 is being adopted at a very slow pace in the Philippines because even major internet service providers (ISPs) doesn’t provide IPv6 internet connectivity in their services. UP Diliman is one of the firsts to implement full-IPv6 connectivity from its core services down to its clients. This is the only university that participated in the IPv6 world launch day that was held in 2008 [7]. One question to ask, is Central Luzon State University next to UP Diliman in terms of IPv6 campus connectivity?

This study aims to answer the question by implementing suitable IPv6 transition mechanisms based on existing university network specifications of Central Luzon State University (CLSU). This study will have a huge contribution in the IPv6 community especially in the academic sectors in the Philippines once it is fully implemented. This study will enable other State Universities and Colleges (SUC) to follow the track of UP Diliman and CLSU and for them to also consider future migration to IPv6 within their campus network operation.

2. CAMPUS IPv6 TRANSITION TECHNIQUES

Many IPv6 transition techniques have been proposed by the IETF. T. Chown of the University of Southampton proposed an IPv6 campus transition technique [8] that considers and analyzes the specific scenario of IPv6 transition and implementation in a large department of a university campus network. Transition to IPv6 campus cannot be implemented overnight. Proper planning and design are needed before commencing the implementation phase. The transition process should be performed phase by phase due to operating costs, utilities and changing factors that should be considered by an organization before initiating the transition process [9]. Hence, the choice of appropriate IPv6 transition mechanisms can make sure that the transition process goes smoothly. Proper testing procedures are the fundamental requirement in order to test the IPv6 transition mechanism before implementing in the actual network [10]. IETF released RFC 4057 in 2005. The RFC defines the scenarios in deploying IPv6 in enterprise networks. This RFC is beneficial to the network administration team to know the IPv6 transition strategy used within the enterprise network. These IPv6 transition “scenarios” will also be described in this document. It is stated in this document that it is impossible to define every possible enterprise scenario that will be applied to IPv6 adoption and transition. It is appropriate for an organization or enterprise to select the best technique that is suitable to support their network requirements. It is also mentioned in the document that any attempt to define a default or a one-size-fits-all scenario simply won't work [11].

− Dual-stack: The primary technique for transitioning to IPv6 is the dual-stack approach. This migration technique provides complete support for running both Internet Protocols IPv4 and IPv6 at the same time in both hosts and routers. The Nodes support both protocol stacks (IPv4 and IPv6) that work in parallel and allow the end device or router to operate via either protocol.

− Tunneling: Another transitioning technique for IPv6. It allows the movement of a packet from network to another different network. It involves allowing the IPv6 network to be sent across an IPv4 network through encapsulation. This technique encapsulates an IPv6 packet into an IPv4 packet so that it can be delivered over IPv4-only networks [12]. Different types of Tunneling strategies have been developed and it can be configured manually or automatically such as IPinIP, GRE, 6to4, Teredo, ISATAP, 6rd, MPLS and others. However, this study only discussed 6 to 4 Tunnel Broker because it is more suitable for rapid deployment where an IPv6 is not supported by an ISP in their location.

− Translation: Network address translation (NAT) is an old method in IPv4, it refers to the translation of an IP address from public address into private address space. IPv6 also uses the same translation technique as defined in RFC 2765 and RFC 2766 which is the network address translation-port translation (NAT-PT) and is now substituted by NAT64. However, many benefits to network address translation
(NAT) has been identified, but the primary benefit of this technique is only to “amplify” available address space which is not needed in the IPv6 environment. IPv6 was designed to make NAT unnecessary [13-15].

3. CAMPUS NETWORK SET-UP AND TRANSITION IMPLEMENTATION

This study adopts "Scenario 1" of the IPv6 enterprise network scenarios [11] of RFC 4057, where the IPv6 network is to be deployed in parallel with the existing IPv4 network. We ensure that the university’s existing IPv4 network infrastructure is not interrupted during the implementation stage and IPv6 has an equivalent or better than the IPv4 network infrastructure. We also deployed IPv6 pervasively in the wired and wireless networks of the university. This new network will become an enabler for the faculty, developer and researchers to encourage them to experience and develop new applications that focuses on IPv6.

The network performance testing focused on two important statistics: First, TCP throughput measurement. Second, UDP connection-UDP throughput, jitter, and packet loss. Packet loss is defined as the time it takes for a packet to traverse between two hosts on a network. Jitter is the difference or change in the delay over time. Jitter calculations are continuously computed by the server, as specified by RTP in RFC 1889 [16-17]. Each of these statistics is important in measuring the performance of computer networks and will be analyzed for both IPv4 and IPv6 transition mechanisms.

3.1. Campus preparation and network specification

The existing network of CLSU is consisted of an IPv4 network with around 20 subnets and the current network design is using internetwork or a hierarchical network model that combines edge-core router down to the core to access switches’ functionality in central devices. The main routing and switching equipment are all IPv6 and VLAN capable. The main site deployed IPv6 dual-stack to support its users along with its teaching and research needs. The goal is for IPv6 to enable the network using wired and wireless such that the whole operation is dual-stack. Tunneling using 6 to 4 Tunnel Broker is also tested and implemented, this technique applies to the University that doesn't have an IPv6 internet connection due to lack of IPv6 capability of the internet service provider (ISP) in the Philippines.

Philippine Research, Education, and Government Information Network or PREGINET is the primary internet service provider (ISP) of CLSU, allocated /127 IPv6 prefix and /30 for IPv4 point to point link for the WAN connection, see Figure 1. Also, PREGINET provides a routed IPv6 /56 prefix for the university LAN. The university offers a /64 prefix and makes its prefix allocations for every subnet in the university. Using /56 prefix there are 256/64 subnets allotted to the university to play with. The implemented IPv6 addressing plan for the university is Dual-Stack migration in which IPv4 and IPv6 network co-existed.

3.2. Design and implementation of network topology

3.2.1. Multi-layer dual-stack model

Multi-layer dual-stack model is the primary model in our campus design. This model combines the multi-layer architecture to a dual-stack IPv6 transition model. The multi-layer model is a useful high-level model for designing reliable network infrastructure and it breaks the complex problem of network design into smaller and more manageable areas [18, 19]. Core layer: Referred to as the network backbone and it provides connectivity to the university distribution and access layer for the local area network connectivity. It also provides fast transport between distribution switches within the university local area network. Distribution layer: serves as the communication point between the access layer and the core. Access layer: Provides end-users access to the network. Figure 1 shows the dual-stack campus model.

In addition, most of the current IPv4 migration for internal networks use a private IPv4 address space for local area network (LAN) devices and network access translation (NAT) at the edge router to translate a private address to a globally routable public IPv4 address. This is a common transition for most local area network implementation and is partly responsible for having IPv4 public addresses alive until this year. However, there are a lot of complications and problems with address translation (NAT), but IPv6 uses a different technique and eliminates these problems and complications. One of the new methods IPv6 uses is DHCPv6 with the prefix delegation option (sometimes referred to as DHCPv6-PD or DHCPv6 prefix delegation), which provides a mechanism for automated delegation of a globally routable IPv6 prefix from a provider's router to a customer's premises router using DHCPv6. DHCPv6-PD was described in RFC 3633 [20].
Our model adopts these concepts and as shown in Figures 1 and 2, there are two routers involved in this design: Core Router, this is the router that acts as the DHCPv6 client, requesting the prefix(es) to be assigned. Edge router, this is the router that acts as the DHCPv6 server, responding to the requesting router’s IPv6 prefix request. The DHCPv6 message exchange between the core router and edge router. Although this is similar to a state full DHCPv6 message exchange, you can see the differences in the SOLICIT and REPLY messages, see Figure 2.
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3.2.2. 6 to 4 tunnel broker
Hurricane Electric (HE.net or HE) Tunnel Broker is the main tunneling migration technique we used. This technique enables to reach the IPv6 internet by tunneling over existing IPv4 connections from IPv6 enabled host and will provide you a routed IPv6 space with a prefix of /48 or /64 free in charge [21]. The design goal of 6 to 4 tunnel broker is to give an idea to our fellow state universities and colleges (SUC) that it is possible to implement or deploy an IPv6 network even without native IPv6 internet connectivity in their location especially in the Philippines where major ISPs doesn’t offer IPv6 in their major services. Figure 3 shows the network topology for 6 to 4 tunneling using a router enabled tunnel broker.

4. EVALUATION AND ANALYSIS OF RESULTS
Several testing were done to evaluate network performance. IPERF was the primary network throughput testing tool used in this study. To perform the TCP network stress testing, different sets of testing parameters were used, and this includes the combination of both windows size [22], parallel streams with a payload of 512MB sent to the server. This test generates 10 streams instead of the default of 1 and it also sends TCP payload of 512MB for 180 seconds. This duly noted that while increasing the number of streams may improve your overall throughput, there is a point of diminishing returns [23]. However, the same parameters were set in UDP performance testing except for windows size, in addition, the rate of speed with which the data is transferred was set to 100Mbps. TCP and UDP functions differently, TCP guarantees delivery of data and also guarantees that packets will be delivered in the same order in which they were sent whereas UDP doesn’t guarantee the delivery of the data but with has the advantage of being faster than TCP.

Table 1 and Figure 4 presents a summary of the TCP throughput measurement result. The result shows that the dual-stack on both LAN and WAN migration is much better in all areas against 6 to 4 tunnel broker. In the dual-stack performance testing (LAN), IPv4 has a slight advantage against IPv6 in terms of time, transfer and bandwidth utilization [24]. 5120 Mbytes of the payload were sent in the maximum bandwidth of 346 Mbits/Seconds within 124 seconds. However, 5120 Mbytes of the payload were also transmitted in the maximum bandwidth of 339 Mbits/Seconds within 126 seconds of transmission time for IPv6. The IPv6 is 2 seconds slower than the IPv4 protocol in the Local Area Network environment. However, in the WAN (online) environment IPv4/IPv6 dual-stack and 6 to 4 tunnel were also evaluated. IPv4 also has a slight advantage in all areas versus IPv6 and 6 to 4 tunnel broker. As a result, both payloads were delivered within 180-181.9 seconds but the server only received 346 (IPv4), 343 (IPv6) and 232 MBytes in the maximum bandwidth of 16.1, 15.9, and 10.7 Mbits/Seconds respectively, see Figure 4. The results also have shown that 6 to 4 tunnel broker was outperformed by dual-stack transition mechanism.

Figure 3. IPv6 campus tunnel model
Table 1. Summary of TCP throughput measurement

| Metric     | Dual-stack (DS) |   |   |   | Unit |
|------------|----------------|---|---|---|------|
|            | IPv4        | IPv6 | IPv4 | IPv6 |       |
| Time       | 124         | 126  | 180  | 180  | 181.9 | Secs |
| Transfer   | 5120        | 5120 | 346  | 346  | 232   | Mbytes |
| Bandwidth  | 346         | 339  | 16.1 | 15.9 | 10.7  | Mbits/S |

Figure 4. TCP throughput

Table 2 and Figure 5 presents the summary of throughput measurement results for UDP. The quality of a link in UDP was tested in jitter (latency variation or RTT) and datagram loss. As mentioned, UDP packets are sent without any checks but with the advantage of being faster than TCP however, one disadvantage is that there is no guarantee that the datagrams or packets sent would reach their destination. Table 2 shows that dual-stack is superior in terms of bandwidth utilization against 6 to 4 tunneling during the test. IPv4/IPv6 dual-stack achieved 362 and 340 Mbits/Seconds throughput under local area network setup while 16.7 and 12.88 Mbits/Seconds throughput achieved under WAN or online dual-stack setup. This proved that the 6 to 4 tunneling has the poorest performance in terms of throughput and that it only achieved 11.42 Mbits/Seconds.

Table 2. Summary of UDP throughput, jitter, and loss measurement

| Metric      | Dual-stack (DS) |   |   |   | Unit |
|-------------|----------------|---|---|---|------|
|             | IPv4    | IPv6 | IPv4 | IPv6 |       |
| Time        | 121.8   | 129.6 | 44.1 | 44.1 | 44.0  | Secs |
| Transfer    | 5248    | 5247 | 87.5 | 87.5 | 59.98 | Mbytes |
| Bandwidth   | 362     | 340  | 16.7 | 12.88 | 11.42 | Mbits/S |
| Jitter      | 0.227   | 0.217 | 8.03 | 9.48 | 9.69  | Ms |
| Total Loss  | 0.31    | 1.309 | 83  | 87.2 | 88.4  | % |

Figure 5. UDP throughput
Table 2 also shows that the dual-stack LAN transition mechanism has a huge advantage in all areas of test parameters. The test also shows that dual-stack LAN has a low network latency and datagram loss (see Table 2, Figures 6 and 7) with the average latency of 0.227ms, 0.217ms and .31%, 1.3% datagram loss for both IPv4 and IPv6 respectively. However, the test also shows (see Table 2 and Figures 8 and 9) that there are too much network latency (jitter) and datagram loss using WAN transmission in both IPv4/IPv6 dual-stack wan and 6 to 4 tunnel with the latency average of 8.03ms, 9.48ms and 9.69ms and average datagram loss of 83%, 87.2%, and 88.4%. The test also shows that IPv6 under dual-stack WAN has a slight advantage versus 6 to 4 tunnel broker.

Furthermore, IPv6 WAN and IPv6 6 to 4 tunnel broker (online) were only measured because the purpose of 6 to 4 tunneling is to enable the network to reach the IPv6 internet by tunneling over existing IPv4 connections from IPv6 enabled host or router to one of the tunnel broker IPv6 routers [25-26]. In short, the 6 to 4 tunnel broker only provides an IPv6 internet connection to the IPv4 internet users that want to experience IPv6 internet in their network. However, the tunnel is more suitable if IPv6 internet is not available in the ISP services in your location.

Moreover, to complete the IPv6 migration process, Traffic Flow was also used. Traffic flow provides real-time visibility into network bandwidth performance [27]. As shown in Figure 10, 41.1% of IPv6 traffic was recorded. This is a good sign that the new IPv6 network migration has worked properly and 41.1% of the university clients are IPv6 capable and IPv6 ready. This also concluded that CLSU is ready to become a campus of the future.
5. CONCLUSION

Due to the deterioration of IPv4 addresses, IPv6 has become a necessity to accommodate the growing number of users especially in the field of academic institutions. The migration from IPv4 to IPv6 protocol in the university requires a long period of time to be implemented. The process requires IPv4 and IPv6 running in one network and IPv6 transition mechanism is needed to enable both protocols to communicate. Proper planning and a suitable choice of transition mechanism can avoid any interferences to the current campus network during the deployment stage.

In general, the testbed results found that the Dual-Stack transition mechanism is more suitable than a 6 to 4 tunnel broker. The results also showed that the 6 to 4 Tunnel Broker was outperformed by the dual-stack transition mechanism in all areas and presents better performance, however, the 6 to 4 tunnel broker is best suited in locations that don't have access to native IPv6 internet connectivity. In addition, the results showed that IPv4 presents a slight advantage in performance than IPv6. The difference is due to the IPv6 header length, which is higher than that of an IPv4 (IPv4 header is 32 bit long while the source and destination addresses of IPv6 header are 128 bits long). Furthermore, the results also showed that after the deployment, the traffic flows captured 41.1% of IPv6 traffic along the network. This is a good sign for us because this indicates that almost half of CLSU user devices are running on IPv6 network and were able to access IPv6 websites. With the provision of IPv6 in the campus network, this allows future development in terms of research, teaching, and collaboration with other universities, and in general, enhances the strength of the school which is of utmost importance. However, IPv6 is still in its early stage; it has lots of bugs and security issues that is still needed to be fixed. Our future research will focus on the IPv6 security issues specifically in the campus network migration.
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