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Abstract. Higher-order clustering statistics, like the galaxy bispectrum, can add complementary cosmological information to what is accessible with two-point statistics, like the power spectrum. While the standard way of measuring the bispectrum involves estimating a bispectrum value in a large number of Fourier triangle bins, the compressed modal bispectrum approximates the bispectrum as a linear combination of basis functions and estimates the expansion coefficients on the chosen basis. In this work, we compare the two estimators by using parallel pipelines to analyze the real-space halo bispectrum measured in a suite of $N$-body simulations corresponding to a total volume of $\sim 1,000 h^{-3} \text{Gpc}^3$, with covariance...
matrices estimated from 10,000 mock halo catalogs. We find that the modal bispectrum yields constraints that are consistent and competitive with the standard bispectrum analysis: for the halo bias and shot noise parameters within the tree-level halo bispectrum model up to $k_{\text{max}} \approx 0.06 \, (0.10) \, h \, \text{Mpc}^{-1}$, only 6 (10) modal expansion coefficients are necessary to obtain constraints equivalent to the standard bispectrum estimator using $\sim 20$ to 1,600 triangle bins, depending on the bin width. For this work, we have implemented a modal estimator pipeline using Markov Chain Monte Carlo simulations for the first time, and we discuss in detail how the parameter posteriors and modal expansion are robust to, or sensitive to, several user settings within the modal bispectrum pipeline. The combination of the highly efficient compression that is achieved and the large number of mock catalogs available allows us to quantify how our modal bispectrum constraints depend on the number of mocks that are used to estimate covariance matrices and the functional form of the likelihood.
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1 Introduction

Gravitational clustering and nonlinear bias induce a non-Gaussianity in the large-scale structure (LSS) of the Universe that can be quantified by higher-order correlation functions, like the 3-point correlation function (3PCF) and its Fourier counterpart, the bispectrum. The measurement of the galaxy bispectrum in redshift surveys can contribute additional constraining power towards a wide range of science goals, improving on what is achievable using only 2-point correlations, like the power spectrum.

To date, the most precise measurements of the galaxy bispectrum and 3PCF are from the SDSS Baryon Oscillation Spectroscopic Survey [1–7]. In the near future, spectroscopic galaxy surveys like DESI,1 Euclid,2 SPHEREx,3 and the Roman Space Telescope4 [8–11] will map galaxy distributions over larger areas of the sky, to higher redshifts, and with more precision.

---

1https://www.desi.lbl.gov.
2https://www.euclid-ec.org.
3https://spherex.caltech.edu.
4https://wfirst.ipac.caltech.edu.
than before, opening up new opportunities for higher-order galaxy clustering statistics to be used as stronger probes of ΛCDM (the standard cosmological model dominated by a cosmological constant called Λ and cold dark matter), dark energy, modified gravity theories, primordial non-Gaussianity, and massive neutrinos (e.g. [12–25]).

Bispectrum data sets are naturally much larger than for power spectra, because they typically capture the correlation amplitudes for a large number of triangle bins, $B(k_1, k_2, k_3)$, rather than being a function of only one wavenumber, like $P(k)$. This presents practical challenges that can potentially limit the full exploitation of the data that will be available from upcoming LSS surveys. One particularly acute challenge for bispectrum analyses is the large number of mock catalogs that are typically necessary to accurately estimate the large data covariance matrices for galaxy clustering analyses. One remedy to this problem has been to explore the accuracy of fast, approximate simulation codes that reduce the computational resources needed for generating mocks [26, 27]. Alternatively, it may be possible to obtain equivalent covariance matrices using fewer or smaller volume mocks (e.g. [28–32]) or even no mocks, if an accurate theoretical model of the covariance matrix is available (e.g. [33–36]). A third strategy that has been pursued in tandem is to develop methods that compress the information contained in the bispectrum into smaller, more manageable data sets.

Much work to date falls into this last category of compression methods. Using the standard bispectrum estimator, choosing to use wider wavenumber bins reduces the total number of triangle bins, but at the same time erases some of the triangle-dependence that encodes cosmological information. For the 3PCF, [37–39] have developed a compression scheme that integrates out one triangle side. Other compression methods and compressed bispectrum observables include: Karhunen-Loève compression of the standard bispectrum estimator [40, 41] (which is similar to the MOPED algorithm [42, 43]), subspace projection of the standard bispectrum estimator [44], binning triangles based on their geometrical properties [45, 46], skew-spectra [47–49], position-dependent power spectra (also called integrated bispectra) [50–52], line correlation functions [53–59], and the modal bispectrum. The focus of this work is to implement and explore the last of these, and to compare it with a standard bispectrum analysis.

The modal bispectrum describes the bispectrum as a linear combination of smooth 3-dimensional basis functions, such that the observable data are the expansion coefficients over a chosen basis. If the bispectrum is relatively smooth, and the chosen basis is suitable for describing changes in the bispectrum induced by the model parameters we wish to constrain, we expect that the modal expansion coefficients will provide an efficient compression of the cosmological information that is typically distributed over a large number of triangle bins. The modal expansion method was originally developed in the context of primordial non-Gaussianity in the cosmic microwave background [60–62] before it was adapted for the LSS bispectrum [63–65]. It has been used to test and develop theoretical models of the matter bispectrum [65–67] and compare the matter bispectra measured from different dark matter simulation codes [68] and mock-making prescriptions [69]. These previous works have been in real space, and an extension of the modal expansion method to redshift space was outlined in [70].

The first direct comparison between the modal bispectrum and the standard bispectrum estimators was in [13], where Fisher forecasted constraints on ΛCDM cosmological parameters and galaxy bias using the real-space matter modal bispectrum and standard bispectrum estimators were equivalent. For this work, we have implemented a new modal bispectrum analysis pipeline that uses the real-space halo bispectrum to constrain galaxy bias and shot noise parameters. This builds on previous work by implementing the modal...
bispectrum method in a Markov chain Monte Carlo (MCMC) analysis pipeline for the first time. Where possible, we have adhered closely to the standard bispectrum analysis in [71], so the two estimators can be rigorously compared. In the process of implementing the new modal bispectrum pipeline, we have explored several technical details of the modal method’s implementation that have not previously been presented in the literature, and we discuss how the modal estimator pipeline is sensitive (or not) to these details.

The main message of this work is that the modal bispectrum estimator provides an extremely efficient compression of the information contained within the halo bispectrum, resulting in parameter constraints that are at least as strong as the standard bispectrum estimator. Depending on the specific settings within the modal bispectrum pipeline, we find that as few as 10 modal expansion coefficients are necessary for galaxy bias and shot noise parameter constraints to converge when the smallest scale is given by

$$k_{\text{max}} \approx 0.10 \, h \, \text{Mpc}^{-1}.$$  

While the modal decomposition method does require some additional calculations and machinery, we show that this overhead is small, especially when compared to the benefits of having a highly compressed data set. For example, in this work we use the modal bispectrum pipeline to show how bispectrum constraints can depend on the number of mock catalogs that are used to estimate the covariance matrix — a result that has not been attempted using the standard bispectrum estimator due to the extremely large number of mocks that would be required.

The outline of the paper is as follows. In section 2 we review the modal decomposition method. In section 3 we describe the data that we use, our likelihood modeling, and MCMC simulation details. We discuss our new results in section 4 and summarize our main conclusions in section 5.

2 Modal decomposition method

The basic premise of the modal decomposition method is that the bispectrum is a relatively smooth function of Fourier-space triangles, so the bispectrum that is normally measured in a large number of triangle bins, $N_{\text{triangles}}$, is very well approximated by a linear combination of a smaller number, $N_{\text{modes}}$, of basis mode functions. We write this as

$$w(k_1, k_2, k_3)B(k_1, k_2, k_3) \approx \sum_{n=0}^{N_{\text{modes}}-1} \beta_n^Q Q_n(k_1, k_2, k_3),$$

where $w(k_1, k_2, k_3)$ is a weighting function, $B(k_1, k_2, k_3)$ is the bispectrum, $\beta_n^Q$ are a set of modal expansion coefficients, and $Q_n(k_1, k_2, k_3)$ are the modal basis functions. The modal coefficients therefore correspond to the amplitudes of template bispectra in the data.

The optimal estimator for the amplitude of a single bispectrum template for an isotropic and statistically homogeneous density field in the limit of weak non-Gaussianity is [72]

$$\hat{\varepsilon} = \frac{1}{N_{\varepsilon}} \int_{k_1} \int_{k_2} \int_{k_3} (2\pi)^3 \delta_D(k_{123}) B_{\text{template}}(k_1, k_2, k_3) \frac{\delta_{k_1} \delta_{k_2} \delta_{k_3}}{P(k_1)P(k_2)P(k_3)},$$

where we have introduced the shorthand notations $\int_k \equiv \int d^3k/(2\pi)^3$ and $k_{123} = k_1 + k_2 + k_3$ to make our expressions more compact. $\delta_k$ is the observed density field on a discretized Fourier-space grid, $P(k_i)$ is the total power spectrum (including the shot noise), and $N_{\varepsilon}$ is a
normalization constant.\footnote{We choose our Fourier transform convention so that the forward and backward transforms are $\delta(k) = \int d^3 x \delta(x)e^{ik\cdot x}$ and $\delta(x) = (2\pi)^{-3} \int d^3 k \delta(k)e^{-ik\cdot x}$.} After defining the quantity

$$\hat{B}(k_1, k_2, k_3) \equiv \frac{\delta_{k_1} \delta_{k_2} \delta_{k_3}}{V} 1_{k_{123}},$$

(2.3)

where $V$ is the survey volume and $1_{k_{123}}$ is a Kronecker symbol that is unity if $k_{123} = 0$ and zero otherwise, we see that the amplitude estimator is effectively a normalized weighted inner product between $B_{\text{template}}$ and $\hat{B}$,

$$\hat{\varepsilon} = \frac{V}{N_\varepsilon} \langle w B_{\text{template}} | w \hat{B} \rangle,$$

(2.4)

where the definition of the inner product is

$$\langle w B_{\text{template}} | w \hat{B} \rangle \equiv \int_{k_1} \int_{k_2} \int_{k_3} (2\pi)^3 \delta_D(k_{123}) \frac{w B_{\text{template}}(k_1, k_2, k_3)}{k_1 k_2 k_3} w \hat{B}(k_1, k_2, k_3)$$

(2.5)

and the weighting function is

$$w(k_1, k_2, k_3) \equiv \frac{\sqrt{k_1 k_2 k_3}}{\sqrt{P(k_1) P(k_2) P(k_3)}},$$

(2.6)

Then the normalization constant must be $N_\varepsilon \equiv V \langle w B_{\text{template}} | w B_{\text{template}} \rangle$ so that the ensemble average of the estimated amplitude $\langle \hat{\varepsilon} \rangle \rightarrow 1$ if $\langle \hat{B} \rangle \rightarrow B_{\text{template}}$.

If the ensemble average $\langle \hat{B}(k_1, k_2, k_3) \rangle = B_{\text{obs}}(k_1, k_2, k_3)$, we can perform the angular integrals in the inner product analytically, following steps detailed in \cite{63}, which we also review here. We first use

$$\delta_D(k_{123}) = \frac{1}{(2\pi)^3} \int d^3 x e^{ik_{123} \cdot x}$$

(2.7)

and rewrite the exponential part as

$$e^{ik \cdot x} = 4\pi \sum_{\ell m} i^\ell j_\ell(x) Y_{\ell m}(\hat{k}) Y^*_{\ell m}(\hat{x})$$

(2.8)

to get

$$\langle w B_{\text{template}} | w B_{\text{obs}} \rangle = \int d^3 x (4\pi)^3 \left[ \int_{k_1} \sum_{\ell_1 m_1} i^{\ell_1} j_{\ell_1}(k_1 x) Y_{\ell_1 m_1}(k_1) Y^*_{\ell_1 m_1}(\hat{x}) \right] \times \left[ \int_{k_2} \sum_{\ell_2 m_2} i^{\ell_2} j_{\ell_2}(k_2 x) Y_{\ell_2 m_2}(k_2) Y^*_{\ell_2 m_2}(\hat{x}) \right] \times \left[ \int_{k_3} \sum_{\ell_3 m_3} i^{\ell_3} j_{\ell_3}(k_3 x) Y_{\ell_3 m_3}(k_3) Y^*_{\ell_3 m_3}(\hat{x}) \right]$$

(2.9)

\times \frac{w B_{\text{template}}(k_1, k_2, k_3) w B_{\text{obs}}(k_1, k_2, k_3)}{k_1 k_2 k_3}. \quad (2.9)
The integral over $\hat{k}_i$ inside each pair of square brackets is\footnote{Our spherical harmonics are normalized such that $\int d\Omega_k Y_{\ell m}(\hat{k})^2 = 1$ and $Y_{00} = 1/\sqrt{4\pi}$.}

$$
\int d\Omega_{k_i} Y_{\ell_i m_i}(\hat{k}_i) = \sqrt{4\pi} \delta_{\ell_0} \delta_{m_0}, \quad (2.10)
$$

which forces all $\ell_i$ and $m_i$ in eq. (2.9) to be zero, giving

$$
\langle wB_{\text{template}} | wB_{\text{obs}} \rangle = \int d^3 x \left(4\pi \right)^{9/2} \int dk_1 k_1^3 j_0(k_1 x) Y_{00}(\hat{x}) 
\times \int dk_2 k_2^3 j_0(k_2 x) Y_{00}(\hat{x}) 
\times \int dk_3 k_3^3 j_0(k_3 x) Y_{00}(\hat{x}) 
\times wB_{\text{template}}(k_1, k_2, k_3) wB_{\text{obs}}(k_1, k_2, k_3). \quad (2.11)
$$

In the final step, integration over $x$ using

$$
\int dx x^2 j_0(k_1 x) j_0(k_2 x) j_0(k_3 x) = \frac{\pi}{8k_1 k_2 k_3} \quad (2.12)
\int d\Omega x Y_{00}(\hat{x})^3 = \frac{1}{\sqrt{2\pi}} \quad (2.13)
$$

shows that the inner product is

$$
\langle wB_{\text{template}} | wB_{\text{obs}} \rangle = \frac{1}{8\pi^3} \int_{\mathcal{V}_T} dk_1 dk_2 dk_3 wB_{\text{template}}(k_1, k_2, k_3) wB_{\text{obs}}(k_1, k_2, k_3), \quad (2.14)
$$

where the subscript $\mathcal{V}_T$ signifies that the 3-dimensional integral must only cover the volume, sometimes called a tetrapyd, where $(k_1, k_2, k_3)$ can form a closed triangle. Therefore, estimating the amplitude of a given template bispectrum is closely related to calculating a weighted inner product between the template and observed bispectrum over the tetrapyd space.

In previous literature on the modal bispectrum, the inner product in eq. (2.14) is sometimes written in terms of $(x_1, x_2, x_3)$ instead of $(k_1, k_2, k_3)$, where $x_i \equiv (k_i - k_{\text{min}})/(k_{\text{max}} - k_{\text{min}})$, such that the allowed $(x_1, x_2, x_3)$ form a tetrapyd that fits inside of a unit cube. We will sometimes use a different notation to define the inner product over this unit tetrapyd,

$$
\langle f | g \rangle \equiv \int_{\mathcal{V}_T} dx_1 dx_2 dx_3 f(x_1, x_2, x_3) g(x_1, x_2, x_3). \quad (2.15)
$$

2.1 Modal estimator

In this work, it is not the amplitude of one template that we are interested in, but the expansion coefficients of a general bispectrum on a chosen set of basis functions. In this case, we make the replacement $wB \rightarrow w\hat{B}$ in eq. (2.1) and take the inner product of both sides with $Q_m$ to obtain

$$
\langle Q_m | w\hat{B} \rangle = \sum_{n=0}^{N_{\text{modes}}-1} \beta_n^Q \gamma_{nm}, \quad (2.16)
$$

$$
\int d\Omega_k Y_{\ell m}(k)^2 = 1 \quad \text{and} \quad Y_{00} = 1/\sqrt{4\pi}.
$$
where we have defined the positive-definite symmetric matrix $\gamma_{nm} \equiv \langle Q_n|Q_m \rangle$. To estimate the modal coefficients, $\delta_n^D$, we first measure the $N_{\text{modes}}$ inner products, $\langle Q_n|w\tilde{B} \rangle$ on the left-hand side, and solve the linear matrix equation in eq. (2.16).

To make the measurement of

$$\langle Q_n|w\tilde{B} \rangle = \frac{1}{V} \int_{k_1} \int_{k_2} \int_{k_3} (2\pi)^3 \delta_D(k_{123}) \frac{Q_n(k_1, k_2, k_3) \delta_{k_1} \delta_{k_2} \delta_{k_3}}{\sqrt{k_1 k_2 k_3} \sqrt{P(k_1) P(k_2) P(k_3)}}$$  \tag{2.17}

computationally tractable, we require that the $Q_n$ basis functions can be written in separable form as a product of three 1-dimensional functions,

$$Q_n(k_1, k_2, k_3) = q_{\{p\}}(k_1) q_{\{r\}}(k_2) q_{\{s\}}(k_3).$$  \tag{2.18}

The $p$, $r$, and $s$ subscripts on the right side index the different 1-dimensional functions that we have chosen, and the curly brackets require that the $Q_n$ functions are invariant to permutations of $k_1$, $k_2$, and $k_3$. In appendix A, we give additional details on how we compute the $q_n(k)$ from either normal or Legendre polynomials and how we have chosen the mapping between $\{prs\} \leftrightarrow n$.

Taking advantage of the separability of $Q_n$ and using eq. (2.7) to rewrite the delta function in its exponential form, the final expression for $\langle Q_n|w\tilde{B} \rangle$ simplifies into a computationally tractable expression written concisely as

$$\langle Q_n|w\tilde{B} \rangle = \frac{1}{V} \int d^3 x M_{\{p\}}(x) M_{\{r\}}(x) M_{\{s\}}(x),$$  \tag{2.19}

where

$$M_{\{r\}}(x) \equiv \int d^3 k \frac{e^{i k \cdot x}}{2(2\pi)^3} \sqrt{k P(k)} q_{\{r\}}(k) \delta_{k}.$$  \tag{2.20}

Therefore the inner product can be computed very efficiently using fast Fourier transform (FFT) routines (such as FFTW\textsuperscript{8} or Intel MKL\textsuperscript{9} libraries), if the basis of $Q_n$ functions are multiplicative separable.

We note that this estimator requires minimal modifications to the standard bispectrum estimator, which takes the form

$$\tilde{B}(k_1, k_2, k_3) = \frac{V}{N_{\Delta}(k_1, k_2, k_3)} \int_{q_1} \int_{q_2} \int_{q_3} (2\pi)^3 \delta_D(q_{123}) \tilde{\Pi}_{k_1}(q_1) \tilde{\Pi}_{k_2}(q_2) \tilde{\Pi}_{k_3}(q_3) \delta_{q_1} \delta_{q_2} \delta_{q_3},$$

\[= \frac{V}{N_{\Delta}(k_1, k_2, k_3)} \int d^3 x \mathcal{D}_{k_1}(x) \mathcal{D}_{k_2}(x) \mathcal{D}_{k_3}(x), \]  \tag{2.21}

where

$$\mathcal{D}_{k}(x) \equiv \int \frac{d^3 q}{(2\pi)^3} e^{i q \cdot x} \tilde{\Pi}_{k}(q) \delta_{q}.$$  \tag{2.22}

\textsuperscript{7}In \textsuperscript{13}, the inner product over the unit tetrapyd, $\gamma \equiv \langle Q|Q \rangle$, was also defined and used to convert between $\gamma$ matrices calculated over different $k$-ranges, given by $k_{\min}$ and $k_{\max}$. This was motivated by the assumption that $\gamma$ could be computed once, and thereafter $\gamma$ over a general $k$-range could be computed as $\gamma = (k_{\max} - k_{\min})^3 / (8\pi^4)\gamma$. However, we note that this was not quite correct; this rescaling can only be done when $k_{\min} = 0$, because in general $\gamma$ depends on $k_{\min}$ and $k_{\max}$ in a way that cannot be factored out. We thank Dionysios Karagiannis for noticing this.

\textsuperscript{8}http://www.fftw.org.

\textsuperscript{9}https://software.intel.com/content/www/us/en/develop/tools/math-kernel-library.html.
and $\tilde{\Pi}_k(q)$ is a binning function that is 1 if $|q| \in [k - \Delta k/2, k + \Delta k/2]$ and zero otherwise. $N_\Delta$ is the number of $(q_1, q_2, q_3)$ triangles that are averaged inside a $(k_1, k_2, k_3)$ triangle bin,

$$N_\Delta(k_1, k_2, k_3) \equiv V^2 \int q_1 \int q_2 \int q_3 \left[ \delta_{D}(q_{123}) \tilde{\Pi}_{k_1}(q_1) \tilde{\Pi}_{k_2}(q_2) \tilde{\Pi}_{k_3}(q_3) \right],$$

where $\Pi_k(x)$ is the inverse Fourier transform of $\tilde{\Pi}_k(q)$. Comparing the standard bispectrum estimator with the estimator for $\langle Q_n | \mathcal{B}_1 \rangle$, we see that they both require very similar computational steps, and the modal estimator recovers the bispectrum estimator by making the replacement $q_r(k)/\sqrt{D_P(k)} \rightarrow \tilde{\Pi}_k(q)$. The critical difference, however, is that for a single realization, while the bispectrum estimator is computed once per $(k_1, k_2, k_3)$ triangle bin, the modal estimator is computed once for each $Q_n$. Also, the memory requirement for the bispectrum estimator is such that each $k_i$ bin requires a full Fourier grid to store the corresponding $D_{k_i}(x)$, while for the modal estimator each 1-dimensional basis function $q_r$ requires its own grid to store $M_r(x)$. Therefore the modal estimator is typically more computationally efficient compared to the standard bispectrum estimator.

Once the $\langle Q_n | \mathcal{B}_1 \rangle$ have been measured, we estimate $\hat{\beta}_n^Q$ by numerically solving the linear equation in eq. (2.16). Using the $\hat{\beta}_n^Q$ coefficients, we can also calculate a reconstructed bispectrum as

$$B_{\text{rec}} = \frac{1}{w} \sum_n \hat{\beta}_n^Q Q_n.$$  \hfill (2.24)

Later, in section 4.2, we compare this bispectrum, $B_{\text{rec}}$, with the bispectrum measured using the standard estimator, $\mathcal{B}$.

We note that the $\gamma$ matrix only needs to be computed once for a desired wavenumber range $(k_{\text{min}}, k_{\text{max}})$ and choice of $Q_n$ basis functions. Different methods for calculating the inner products in $\gamma$ have been discussed to date in the literature, and one of the goals of this work is to compare these methods. In the next section, we summarize the inner product methods that we implement and compare in this work.

### 2.2 Inner product methods

Here, we briefly describe the four different methods we have implemented in this work for calculating the inner product matrix

$$\gamma \equiv \langle Q_n | Q_m \rangle = \frac{1}{8\pi^4} \int_{V_T} dk_1 dk_2 dk_3 Q_n(k_1, k_2, k_3) Q_m(k_1, k_2, k_3).$$  \hfill (2.25)

**Monte Carlo integration.** This method uses the Monte Carlo algorithm called Vegas included in the public Cuba library for multidimensional numerical integration \cite{Hahn:2006ge, Hahn:2004az} to calculate the inner product via random sampling of the 3-dimensional tetrapyd space. The free parameters for this method are the convergence tolerance and the maximum number of samples. In addition to being very slow to converge, we find it quite challenging, despite different choices in the integration parameters, to avoid a non-positive definite $\gamma$, which cannot be used for the modal analysis pipeline. We suspect that this is because the non-trivial shape of the integration volume, designated as $V_T$ and shown in figure 1, is not easily accommodated by the Vegas integration algorithm.
**Voxels.** This method divides the cubic volume of \((k_1, k_2, k_3)\) from \(k_{\text{min}}\) up to \(k_{\text{max}}\) into a grid of smaller cubes, called voxels, and calculates eq. (2.25) by integrating over each voxel using tri-linear interpolation of the integrand within each voxel (as described in appendix A2 of [13]). Because of the shape of the tetrapyd volume, some care must be taken to properly integrate over voxels that intersect with the tetrapyd boundary. The only free parameter of this method is the grid resolution set by the number of individual voxels, \(N_v\), spanning the chosen \(k\)-range in each of the three dimensions.

**3D FFT.** This method calculates the inner product in the same way that the modal estimator does: we take the expression for \(\langle Q_n | w \hat{B} \rangle\) in eq. (2.17) and make the replacement \(w \hat{B} \rightarrow Q_m\) to find

\[
\langle Q_n | Q_m \rangle = \int_{k_1} \int_{k_2} \int_{k_3} (2\pi)^3 \delta_D(k_{123}) \frac{Q_n(k_1, k_2, k_3) Q_m(k_1, k_2, k_3)}{k_1 k_2 k_3} \quad (2.26)
\]

Then, similarly to eq. (2.19), we write this in a compact form as [68]

\[
\langle Q_n | Q_m \rangle = \frac{1}{6} \int d^3 x \{ M_{pa}(x) [ M_{rb}(x) M_{sc}(x) + M_{rc}(x) M_{sb}(x) ] \\
+ M_{pb}(x) [ M_{rc}(x) M_{sa}(x) + M_{ra}(x) M_{sb}(x) ] \\
+ M_{pc}(x) [ M_{ra}(x) M_{sb}(x) + M_{rb}(x) M_{sa}(x) ] \}, \quad (2.28)
\]

where we have defined

\[
M_{pa}(x) = \int k e^{ik \cdot x} q_p(k) q_a(k). \quad (2.29)
\]

Like the modal estimator that we have already discussed, this expression for \(\langle Q_n | Q_m \rangle\) can be computed quickly using existing FFT software. The free parameters of this method are, as with any discrete Fourier transform, the real-space volume and the FFT grid resolution.

**1D FFT.** This method computes the inner product using 1-dimensional FFTs by evaluating the expression in eq. (2.11) after the replacements \(w B_{\text{template}} \rightarrow Q_n\) and \(w B_{\text{obs}} \rightarrow Q_m\). In this case, using \(\tilde{J}_0(k_i x) = \sin(k_i x)/k_i x\) and \(\gamma_{00} = 1/\sqrt{4\pi}\), the inner product becomes

\[
\langle Q_n | Q_m \rangle = \int dx \frac{1}{x} \{ F_{pa}(x) [ F_{rb}(x) F_{sc}(x) + F_{rc}(x) F_{sb}(x) ] \\
+ F_{pb}(x) [ F_{rc}(x) F_{sa}(x) + F_{ra}(x) F_{sb}(x) ] \\
+ F_{pc}(x) [ F_{ra}(x) F_{sb}(x) + F_{rb}(x) F_{sa}(x) ] \}, \quad (2.30)
\]

where

\[
F_{pa}(x) = \int dk q_p(k) q_a(k) \sin(kx). \quad (2.31)
\]

The integral over \(k\) in \(F_{pa}(x)\) can be performed using 1-dimensional FFTs, as described in Chapter 13.9 of *Numerical Recipes* [75], while the outermost 1-dimensional integral over \(x\) can be done using standard numerical integration methods (in our case, the Cuhre routine included in the Cuba library). We have deferred the numerical details of this calculation to appendix B. This method has two free parameters corresponding to the grid resolutions in \(k\) and \(x\), and we find that the resulting \(\gamma\) is positive-definite only when these resolutions are sufficiently high.

---

10We thank Dionysios Karagiannis for suggesting the 1D FFT method.
Summary. We have described four different methods for computing the inner product matrix, $\gamma \equiv \langle Q|Q \rangle$. The Monte Carlo routine, called Vegas in the Cuba library, fails to converge to positive-definite $\gamma$, so we do not use it subsequently in this work. The remaining three methods we have implemented are calculated independently and give numerically different results for $\gamma$, stemming from the fact that each method makes different assumptions and approximations about the inner product. The voxel and 1D FFT methods assume that the $k$ wavevectors are sampled very finely, such that the inner product is effectively a continuous integral. These two methods are still completely different in their numerical implementation. In contrast, the 3D FFT method assumes each $k$ is discretely sampled in three dimensions, and so it is the only method that accounts explicitly for the discrete sampling of Fourier space, treating this sampling in the same way that the modal estimator is applied to the data through $\langle Q_n|w B \rangle$ in eq. (2.19).

Our benchmark constraints use the 3D FFT method, and part of section 4.4 investigates whether the methods described here have an impact on the resulting parameter constraints. We find that the voxel and 1D FFT methods result in parameter constraints that agree with each other, but will not in general agree with the correct results from the 3D FFT method, due to the fact that integrating eq. (2.25) under the continuous approximation is inconsistent with the discrete sampling of the modal estimator.

2.3 Bispectrum model and custom modes

We use a tree-level standard perturbation theory (SPT) model for the real-space halo bispectrum that matches the modeling in [71]:

$$B_3(k_1, k_2, k_3) = b_1^2 B_{\text{m}}(k_1, k_2, k_3) + b_2 b_1^2 \Sigma(k_1, k_2, k_3) + 2 \gamma_2 b_1^2 K(k_1, k_2, k_3) + \frac{1 + \alpha_1}{\pi} b_1^2 [P_{L}(k_1) + P_{L}(k_2) + P_{L}(k_3)] + \frac{1 + \alpha_2}{\pi^2}, \quad (2.32)$$

where the tree-level matter bispectrum is

$$B_{\text{m}}(k_1, k_2, k_3) = 2[F_2(k_1, k_2) P_{L}(k_1) P_{L}(k_2) + F_2(k_1, k_3) P_{L}(k_1) P_{L}(k_3) + F_2(k_2, k_3) P_{L}(k_2) P_{L}(k_3)] \quad (2.33)$$

and $P_{L}(k)$ is the linear matter power spectrum. $b_1$ and $b_2$ are the linear and quadratic bias parameters, while $\gamma_2$ is the tidal bias. The shot noise terms in the second row of eq. (2.32) are parametrized by $\alpha_1$ and $\alpha_2$, such that $\alpha_1 = \alpha_2 = 0$ correspond to Poissonian shot noise. The kernel definitions are

$$F_2(k_1, k_2) \equiv \frac{5}{7} + \frac{1}{2} \frac{k_1 \cdot k_2}{k_1 k_2} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \frac{2}{7} \left( \frac{k_1 \cdot k_2}{k_1 k_2} \right)^2 \quad (2.34)$$

$$\Sigma(k_1, k_2, k_3) \equiv P_{L}(k_1) P_{L}(k_2) + P_{L}(k_1) P_{L}(k_3) + P_{L}(k_2) P_{L}(k_3) \quad (2.35)$$

$$K(k_1, k_2, k_3) \equiv \left[ \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 - 1 \right] P_{L}(k_1) P_{L}(k_2) + \left[ \left( \hat{k}_1 \cdot \hat{k}_3 \right)^2 - 1 \right] P_{L}(k_1) P_{L}(k_3) + \left[ \left( \hat{k}_2 \cdot \hat{k}_3 \right)^2 - 1 \right] P_{L}(k_2) P_{L}(k_3). \quad (2.36)$$

In this work, we consider the M5 model in [71], where the cosmological parameters are fixed and we only vary the bias and shot noise parameters, $(b_1, b_2, \gamma_2, \alpha_1, \alpha_2)$. This
allows the theory predictions for the halo bispectrum to be computed very quickly, as a linear combination of precomputed terms corresponding to the \( B_m, \Sigma, K, \) and \( P_L \) terms in eq. (2.32) after accounting for binning effects. Similarly, in this work we require fast theoretical predictions for the modal coefficients, \( \beta_n^Q \), and we achieve this by taking advantage of custom modes.

First proposed in [68], custom modes are a set of four separable basis functions that by design reproduce exactly the tree-level matter bispectrum. We can see that this should be possible by rewriting the \( F_2 \) perturbation theory kernel in eq. (2.34) as

\[
F_2(k_1, k_2, k_3) = \frac{5}{7} + \frac{1}{2} \left( \frac{k_3^2 - k_1^2 - k_2^2}{2k_1 k_2} \right) \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \frac{2}{7} \left( \frac{k_3^2 - k_1^2 - k_2^2}{2k_1 k_2} \right)^2, \tag{2.37}
\]

where, after expanding this expression, we see that each term will be separable in \( k_1, k_2, \) and \( k_3 \). More specifically, the weighted bispectrum, \( wB_m \), can be written as a linear combination of four modes,

\[
\begin{align*}
Q_0^{\text{tree}}(k_1, k_2, k_3) &= q_0^{\text{tree}}(k_1)q_1^{\text{tree}}(k_2)q_2^{\text{tree}}(k_3), \\
Q_1^{\text{tree}}(k_1, k_2, k_3) &= q_0^{\text{tree}}(k_1)q_2^{\text{tree}}(k_2)q_3^{\text{tree}}(k_3), \\
Q_2^{\text{tree}}(k_1, k_2, k_3) &= q_1^{\text{tree}}(k_1)q_3^{\text{tree}}(k_2)q_4^{\text{tree}}(k_3), \\
Q_3^{\text{tree}}(k_1, k_2, k_3) &= q_1^{\text{tree}}(k_1)q_2^{\text{tree}}(k_2)q_4^{\text{tree}}(k_3).
\end{align*}
\tag{2.38-2.41}
\]

where the custom 1-dimensional basis functions are

\[
\begin{align*}
q_0^{\text{tree}}(k) &= \sqrt{\frac{k}{P(k)}} \frac{5}{14}, \\
q_1^{\text{tree}}(k) &= \sqrt{\frac{k}{P(k)}} P_L(k), \\
q_2^{\text{tree}}(k) &= -\sqrt{\frac{k}{P(k)}} P_L(k)k^2, \\
q_3^{\text{tree}}(k) &= \sqrt{\frac{k}{P(k)}} \frac{P_L(k)}{k^2}, \\
q_4^{\text{tree}}(k) &= \sqrt{\frac{k}{P(k)}} \frac{3}{14}k^2, \\
q_5^{\text{tree}}(k) &= \sqrt{\frac{k}{P(k)}} \frac{1}{14}k^4. \tag{2.42-2.47}
\end{align*}
\]

We note that it is important to distinguish between \( P_L(k) \), which is the linear power spectrum appearing in the tree-level matter bispectrum model, from \( P(k) \) (without a subscript) which is the power spectrum appearing in the definition of the weighting function, \( w(k_1, k_2, k_3) \). In addition to the four custom modes above, in this work we add two more,

\[
\begin{align*}
Q_4^{\text{tree}}(k_1, k_2, k_3) &= q_0^{\text{tree}}(k_1)q_0^{\text{tree}}(k_2)q_1^{\text{tree}}(k_3), \\
Q_5^{\text{tree}}(k_1, k_2, k_3) &= q_0^{\text{tree}}(k_1)q_0^{\text{tree}}(k_2)q_0^{\text{tree}}(k_3), \tag{2.48-2.49}
\end{align*}
\]

to model the shot noise terms.
\[
\begin{align*}
\beta^\text{tree}_0 &= 6b_1^3 + \frac{42}{5} b_1^2 b_2 - \frac{42}{5} b_1^2 \gamma_2 \\
\beta^\text{tree}_1 &= 6b_1^3 - \frac{42}{5} b_1^2 \gamma_2 \\
\beta^\text{tree}_2 &= 6b_1^3 - 28b_1^2 \gamma_2 \\
\beta^\text{tree}_3 &= 6b_1^3 + 21b_1^2 \gamma_2 \\
\beta^\text{tree}_4 &= \frac{588}{25} b_1^2 \left( \frac{1}{5} + \alpha_1 \right) \\
\beta^\text{tree}_5 &= \frac{2744}{125} \left( \frac{1}{5} + \alpha_2 \right)
\end{align*}
\]

Table 1: For an input model with free parameters \((b_1, b_2, \gamma_2, \alpha_1, \alpha_2)\), we list the modal coefficients for the six custom modes, \(Q^\text{tree}_n\) for \(n = 0, \ldots, 5\), that reproduce the tree-level halo bispectrum model in eq. (2.32).

With these definitions for six custom modes in total, \(Q^\text{tree}_n\) for \(n = 0, \ldots, 5\), we can reproduce the tree-level halo bispectrum model in eq. (2.32) corresponding to values of the parameters \((b_1, b_2, \gamma_2, \alpha_1, \alpha_2)\) by choosing the modal coefficients, \(\beta^\text{tree}_n\), as shown in table 1, i.e.

\[
wB_k(k_1, k_2, k_3) = \sum_{n=0}^{5} \beta^\text{tree}_n Q^\text{tree}_n(k_1, k_2, k_3).
\]

The fact that we can write the model predictions for \(\beta^\text{tree}_n\) as trivial functions of \((b_1, b_2, \gamma_2, \alpha_1, \alpha_2)\) means that, as in the standard bispectrum analysis of [71], the calculation of the model predictions is very fast, allowing for MCMC simulations to run quickly.

We state for emphasis that this expansion of the halo bispectrum model is exact—it is not an approximation. In our subsequent analysis, unless otherwise mentioned explicitly, we always use a basis where the first six basis functions are these \(Q^\text{tree}_n\), and starting with the seventh basis function, we use the \(Q_n\) that we have introduced earlier, which are either constructed from 1-dimensional normal or Legendre polynomials, which we call \(q_n(k)\).

For a general model of the halo bispectrum or a general cosmological parameter set, it may not be possible to predict theoretical values of \(\beta^Q_n\) as quickly as what we use here. Finding a general strategy to manage this problem is outside the scope of this work, but it is an interesting challenge for future work. We note that this computational bottleneck has a counterpart in the standard bispectrum pipeline, where it is necessary to quickly calculate predictions for \(B(k_1, k_2, k_3)\) in all triangle bins, accounting for the bin size, for a general bispectrum model and parameter set.

### 2.4 Orthonormal basis

Finally, in this section we introduce one more set of basis functions that are rotations of any general set of separable \(Q_n\) (which may include custom modes). We label this new basis \(R_n\) and call it the orthonormal basis because it satisfies

\[
\langle R_n | R_m \rangle = \frac{(k_{\text{max}} - k_{\text{min}})^3}{8\pi^4} \delta_{nm}.
\]

We comment that the factor of \((k_{\text{max}} - k_{\text{min}})^3/(8\pi^4)\) on the right hand side only changes the overall amplitude of all \(R_n\) by a constant factor, and it is only present here because we made
the arbitrary choice to require that the $R_n$ basis is orthonormal in the unit tetrapyd space, i.e. $\langle R_n | R_m \rangle = \delta_{nm}$.

Then we require that $R_n$ is a linear combination of the $Q_n$ basis as

$$R_n = \sum_m \lambda_{nm}^{-1} Q_m,$$  \hspace{1cm} (2.52)

and by deriving $\langle R | R \rangle$ and setting it equal to the identity matrix, we see that $\gamma$ and $\lambda$ are related by

$$\gamma = \frac{\lambda^{\text{max}} - \lambda^{\text{min}}}{8 \pi^4} \lambda \cdot \lambda^T, \hspace{1cm} (2.53)$$

where $\lambda$ is the lower triangular matrix resulting from the Cholesky decomposition.

Figure 1 shows the six custom modes $Q^{\text{tree}}_n$ and the first six $R_n$ for $k^{\text{max}} \approx 0.10 \, h \, \text{Mpc}^{-1}$, with the 4-dimensional data represented in a plot similar in style to [60]. The three axes in each plot are $k_1$, $k_2$, and $k_3$, where the origin is in the lower left corner. To focus on the overall triangle-dependence of each basis function, we have normalized each one to equal unity when $k_1 = k_2 = k_3 = k^{\text{max}}$ in the upper right corner. We have also removed the half of the tetrapyd with $k_1 > k_2$, if the vertical axis is $k_3$, to show the interior of the tetrapyd region. We notice that the $Q^{\text{tree}}_1$, $Q^{\text{tree}}_2$, and $Q^{\text{tree}}_3$ modes are similar and peak (in red) at the edges of the tetrapyd corresponding to squeezed triangles, while the other three custom modes are largest at equilateral triangles with $k_1 = k_2 = k_3 = k^{\text{max}}$. The plots showing $Q^{\text{tree}}_0$ and $R_0$ are identical because $R_0 \propto Q^{\text{tree}}_0$ by construction. Unlike the $Q^{\text{tree}}_n$, however, all of the $R_n$ look dissimilar because they have been defined to be orthogonal to each other, i.e. $\langle R_n | R_m \rangle = \delta_{nm}$.

Using the fact that the weighted bispectrum must be the same regardless of the basis,

$$\sum_n \beta_n^Q Q_n = \sum_m \beta_m^R R_m,$$ \hspace{1cm} (2.54)

we see that the two sets of coefficients are related by

$$\beta^R = \lambda^T \cdot \beta^Q.$$ \hspace{1cm} (2.55)

In the modal pipeline of this work, it is never necessary to calculate anything with $R_n$ itself directly. We just use its definition to work with the $\beta^R$ coefficients as our data, rather than the $\beta^Q$. Whether we do our MCMC analysis in terms of $\beta^Q$ or $\beta^R$ does not matter, but the $\beta^R$ have the advantage that the numerical values of the $\beta^R$ coefficients for $n < N_{\text{modes}}$ will not change if the size of the basis, given by $N_{\text{modes}}$, is increased. This is because $\lambda^{-1}$ in eq. (2.52) is lower triangular, so $R_n$ only depends on $Q_m$ with $m \leq n$, and $\beta^R$ can also be expressed as $\langle R_n | wB \rangle = (k^{\text{max}} - k^{\text{min}})^3/(8 \pi^4)\beta^R$. On the other hand, we can see from $\langle Q | wB \rangle = \gamma \cdot \beta^Q$ that all numerical values of $\beta^Q$ will change as the basis set is increased.

The definition of $R_n$ in eq. (2.51) corresponds to defining $\beta^R$ that are orthogonal in the limit of Gaussian covariance. We note that the $\beta^R_n$ can be written as

$$\beta^R_n = \frac{8 \pi^4}{(k^{\text{max}} - k^{\text{min}})^3} \langle R_n | wB \rangle$$

$$= \frac{8 \pi^4}{(k^{\text{max}} - k^{\text{min}})^3} \frac{1}{V} \int_{k_1} \int_{k_2} \int_{k_3} (2 \pi)^3 \delta_D(k_{123}) \frac{R_n(k_1, k_2, k_3)}{\sqrt{k_1 k_2 k_3 \prod P(k_1) P(k_2) P(k_3)}},$$ \hspace{1cm} (2.57)

The $R_n$ shown in the figure were calculated the default modal settings described in detail at the beginning of section 4.
such that the covariance $\langle \beta^R_n \beta^R_m \rangle$ requires evaluating $\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \delta_{k'_1} \delta_{k'_2} \delta_{k'_3} \rangle$. The leading-order Gaussian contribution to this is

$$\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \delta_{k'_1} \delta_{k'_2} \delta_{k'_3} \rangle_G = 6(2\pi)^9 \delta_D(k_1 + k'_1) \delta_D(k_2 + k'_2) \delta_D(k_3 + k'_3) P(k_1) P(k_2) P(k_3),$$

(2.58)
such that the Gaussian covariance for the modal coefficients is

\[
\langle \beta_R^m \beta_R^m \rangle_G = \frac{6}{V} \frac{8\pi^4}{(k_{\text{max}} - k_{\text{min}})^3} \langle R_n | R_m \rangle \\
= \frac{6}{V} \frac{8\pi^4}{(k_{\text{max}} - k_{\text{min}})^3} \delta_{nm}.
\] (2.59)

Non-Gaussian contributions to the covariance will generally couple orthonormal modal coefficients with different \(n\) and \(m\). Later, in section 4.6, we evaluate the impact of assuming the Gaussian covariance on the parameter constraints.

### 2.5 Summary

Here we put together the practical steps of the modal method necessary to implement it, and summarize the expressions necessary to estimate and model modal coefficients, \(\beta^Q\) and \(\beta^R\), with or without custom modes included.

In the first step, we choose a \(k\)-range, bounded by \(k_{\text{min}}\) and \(k_{\text{max}}\), and we choose the 1-dimensional basis functions \(q_n(k)\) that are combined to get the separable basis of \(Q_n\), which may or may not include custom modes, depending on the choice of the user and the bispectrum model. After the \(Q_n\) have been defined, \(\gamma\) is computed for this basis, using a chosen method — we have discussed four options in section 2.2. Then we use the Cholesky decomposition to numerically calculate \(\lambda\), which defines the orthonormal \(R_n\) basis.

In the second step, we obtain our measurements from simulations. This is done by measuring \(\langle Q|wB\rangle\), and then solving

\[
\langle Q|wB\rangle = \gamma \cdot \beta^Q \tag{2.61}
\]

\[
\langle Q|wB\rangle = \frac{(k_{\text{max}} - k_{\text{min}})^3}{8\pi^4} \lambda \cdot \beta^R \tag{2.62}
\]

to get the modal coefficients.

In the last step, we need a function for predicting \(\beta^Q(\theta)\) and \(\beta^R(\theta)\). When custom modes are used, we set the modal coefficients to be

\[
\beta^Q_n(\theta) = \begin{cases} 
\beta_{\text{tree}}^n(\theta) & \text{if } 0 \leq n \leq 5 \\
0 & \text{otherwise}
\end{cases} \tag{2.63}
\]

\[
\beta^R(\theta) = \lambda^T \cdot \beta^Q(\theta). \tag{2.64}
\]

When custom modes are not used, we have to estimate the \(\beta^Q\) in

\[
\sum_{n=0}^{5} \beta_{\text{tree}}^n(\theta) Q_n^{\text{tree}} \approx \sum_m \beta^Q_m Q_m, \tag{2.65}
\]

where the sum over \(m\) on the right side does not include any custom modes. Taking the inner product of this with \(Q\) on both sides (where \(Q\) again does not include any custom modes), we find that we need to solve

\[
\langle Q|Q^{\text{tree}}\rangle \cdot \beta^{\text{tree}}(\theta) = \gamma \cdot \beta^Q(\theta) \tag{2.66}
\]

\[
\langle Q|Q^{\text{tree}}\rangle \cdot \beta^{\text{tree}}(\theta) = \frac{(k_{\text{max}} - k_{\text{min}})^3}{8\pi^4} \lambda \cdot \beta^R(\theta) \tag{2.67}
\]

for \(\beta^Q\) and/or \(\beta^R\). Therefore, when custom modes are not included in the modal basis, we need to precompute the rectangular matrix \(\langle Q|Q^{\text{tree}}\rangle\) as a means to obtaining theory predictions quickly.
3 Data and analysis

3.1 Simulations and mock halo catalogs

We use the same simulation and halo catalog data as in [71], since the aim of our work is to compare the modal bispectrum constraints with the results from the standard bispectrum in that work. The data consist of two sets of simulations. The first is a suite of 298 \(N\)-body simulations, called Minerva, created using the Gadget-2 code and first presented in [76]. Each realization is a \(L = 1500 \, h^{-1} \, \text{Mpc}\) box evolved to \(z = 1\) based on the same fiducial flat \(\Lambda\)CDM cosmology. Halos are identified using a friends-of-friends algorithm such that the minimum halo mass is \(1.12 \times 10^{13} \, h^{-1} \, M_{\odot}\), and the mean number density is \(\bar{n} = 2.13 \times 10^{-4} \, h^3 \, \text{Mpc}^{-3}\). The measurements from these Minerva simulations are the data that we fit in our analysis.

We also use a set of 10,000 mock halo catalogs generated using the approximate \(N\)-body code Pinocchio [77–79], which in [71] were used to obtain bispectrum covariance matrices. 298 of these realizations have initial conditions that match those of the Minerva realizations. The halos in the Pinocchio simulations were chosen with a different mass threshold (compared to the Minerva data) such that the large-scale amplitude of the total halo power spectrum matches what is measured in the Minerva \(N\)-body simulations, because in the Gaussian limit the bispectrum covariance depends directly on the total power spectrum [71].

For the modal estimator, as with the bispectrum measurements in [71], we map the halo positions to the grid of halo density values using the 4th-order interlacing method in [80] obtained with the public PowerI4\textsuperscript{12} code and run the estimator using a FFT grid size of \(N_g = 256\).

We note that by simultaneously fitting to 298 Minerva realizations, the results we present in section 4 correspond to a total volume of \(\approx 1,000 \, h^{-3} \, \text{Gpc}^3\), which is much larger than any real galaxy survey planned for the near future. Therefore the results we present should be interpreted as a proof of principle of the modal bispectrum method, while the exact numerical values of the parameter constraints will change for more realistic survey scenarios in smaller volumes.

3.2 Likelihood and MCMC

We implement two likelihood functions: a Gaussian likelihood, which we take to be our benchmark case, and the likelihood proposed by Sellentin and Heavens in [81] (SH in what follows). The two likelihoods differ in how they account for errors in the estimated covariance matrix, due to the fact that it is estimated from a finite number of mocks, but they both assume that the observable data is Gaussian distributed. We have checked that the probability distribution functions of the \(\beta_n^R\) modal coefficients measured in the \(N\)-body simulations and mock catalogs do not show any strong indications of non-Gaussianity. In section 4.7, we compare results from the two likelihoods.

The Gaussian likelihood for our analysis is

\[
\ln \mathcal{L} = -\frac{1}{2} \sum_n \sum_m \delta \beta_n^R \mathcal{C}^{-1}_{nm} \delta \beta_m^R = -\frac{1}{2} (\delta \beta^R)^T \mathcal{C}^{-1} \delta \beta^R, \tag{3.1}
\]

where \(\delta \beta_n^R \equiv \beta_n^R(\theta) - \beta_n^{R, \text{sims}}\). The covariance matrix estimated from \(N_s\) mock catalogs is

\[
\mathcal{C}_{nm} = \frac{1}{N_s - 1} \sum_i (\beta_n^{R(i)} - \bar{\beta}_n^R)(\beta_m^{R(i)} - \bar{\beta}_m^R). \tag{3.2}
\]

\textsuperscript{12}https://github.com/sefusatti/PowerI4.
Though this is an unbiased estimator of the covariance matrix, taking the inverse of this $\tilde{C}_{nm}$ will result in a biased estimate of the precision matrix, which can be statistically debiased by a multiplicative factor $[82–84]$,

$$\hat{C}^{-1} = \Gamma \tilde{C}^{-1}, \quad (3.3)$$

where

$$\Gamma \equiv \frac{N_s - N_{\text{bins}} - 2}{N_s - 1} \quad (3.4)$$

and $N_{\text{bins}}$ is the number of data bins. We note however that any one particular $\tilde{C}$ will have statistical noise such that applying the $\Gamma$ factor may actually bring the final parameter constraints closer to, or further away from, what we would have obtained using the true precision matrix. In other words, the $\Gamma$ factor does not take into account the statistical nature of the estimated precision matrix — the fact that it is still a noisy estimate of an unknown quantity.

Instead, SH derives a likelihood that is the Gaussian likelihood marginalized over the unknown covariance matrix, conditioned on our estimate of it, to arrive at

$$\ln \mathcal{L} = -\frac{N_s}{2} \ln \left[ 1 + \frac{(\delta \beta R)^T \cdot \tilde{C}^{-1} \cdot \delta \beta R}{N_s - 1} \right] + \ln \left( \frac{\tau_p}{\sqrt{\det \mathcal{C}}} \right). \quad (3.5)$$

$\tau_p$ is a constant that depends only on $N_s$ and $N_{\text{bins}}$, and since we assume the covariance matrix does not depend on the parameters, we drop the second $\ln(\ldots)$ term. For one particular estimate of the covariance matrix, this SH likelihood will also have errors that are too large or too small, and be biased. However, on average the SH likelihood should yield parameter constraints that are closer to the true one.

The two likelihoods should equal each other, and approach the true answer, in the limit that the covariance matrix is well-estimated by a sufficiently large $N_s$. Conversely, they will show differences when $N_s$ is small, e.g. $\Gamma \ll 1$.

As in [71], we simultaneously fit all 298 Minerva realizations, which means that our total likelihood is

$$\ln \mathcal{L}_{\text{total}} = \sum_i^{N_R} \ln \mathcal{L}_i, \quad (3.6)$$

where $\ln \mathcal{L}_i$ is the likelihood for one realization, and equal to eq. (3.1) or eq. (3.5).

We use wide, uniform priors for all parameters, and we compare our results with those from [71] using their ‘broad’ priors, which were $b_1 \in [0.5, 5]$, $b_2, \gamma \in [-5, 5]$, $\alpha_1 \in [-10, 10]$, and $\alpha_2 \in [-100, 100]$. The analysis in [71] also explored the effect of narrower priors on $\alpha_1$ and $\alpha_2$, as well as fitting the simulation data with models with fewer than five parameters. However, in this work we only consider the five parameter model (called M5 in [71]) with broad priors, because we expect that a modal estimator pipeline fitting for more parameters with less informative priors will present a stronger test of the modal method.

Our MCMC simulations are run using the code emcee$^{13}$ [85]. Each chain uses 100 walkers that are started within a small sphere around an approximate maximum likelihood point. Our convergence criteria are that the integrated autocorrelation time $\tau$ is stable to within 1% and that the chain is at least 50$\tau$ long. After the chains have converged, we use the getdist$^{14}$ package to analyze the chains and produce contour plots of the posteriors [86].

$^{13}$https://emcee.readthedocs.io.

$^{14}$https://getdist.readthedocs.io.
4 Results

Unless otherwise stated, the results we present use following default settings for the modal estimator pipeline. The first six $Q_n$ basis functions are the six custom modes defined in section 2.3, and the rest of the $Q_n$ basis functions are constructed from 1-dimensional $q_n$ functions that are normal polynomials. The basis functions are defined over the wavenumber range with $k_{\text{min}} = 1.5 k_f \approx 0.006 \, h \, \text{Mpc}^{-1}$ and one of two choices of $k_{\text{max}}$, $13.5 k_f \approx 0.06 \, h \, \text{Mpc}^{-1}$ or $24.5 k_f \approx 0.10 \, h \, \text{Mpc}^{-1}$, where $k_f = 2\pi / L$ is the fundamental wavenumber and $L = 1500 \, h^{-1} \, \text{Mpc}$ is the size of a simulation box. We use the 3D FFT method to compute the inner product matrix $\gamma$, where the grid resolution is $N_g = 256$ and the size of the real-space Fourier volume matches that of the simulation boxes. The power spectrum that appears in the weighting which defines the basis is the average total halo power spectrum $P_h$ measured in the Minerva simulations.

We present our data consisting of the measured modal coefficients in section 4.1. Sections 4.2 and 4.3 compare the modal bispectrum and standard bispectrum estimators, first by considering the similarities and differences in the bispectra that are measured, and then by comparing their resulting parameter constraints. The subsequent sections then focus exclusively on the modal bispectrum. In section 4.4, we explore how the parameter constraints from the modal bispectrum can depend on a variety of settings within the modal bispectrum pipeline, while in section 4.5 we discuss other ways that the convergence of the modal expansion could be estimated. Sections 4.6 and 4.7 quantify how our results depend on the estimated covariance matrices and likelihood modeling that are used in our analysis.

4.1 Mean and covariance of modal coefficients

In figure 2, we show the means, $\overline{\beta}_n^R$, and errors, $\Delta \beta_n^R$, of modal coefficients that are measured in the 298 realizations of Minerva $N$-body simulations for $k_{\text{max}} = 13.5 k_f$ and $24.5 k_f$, where $k_{\text{min}} = 1.5 k_f$ in both cases. The dashed gray horizontal lines show the Gaussian predictions for the error in eq. (2.60), which depends on $k_{\text{max}}$.

$\overline{\beta}_n^R$ for the first few $n$ are more easily detected, and if $k_{\text{max}}$ is higher, more of the first few $n$ have a higher signal-to-noise ratio, $\overline{\beta}_n^R / \Delta \beta_n^R$, for $k_{\text{max}} = 13.5 k_f$ ($24.5 k_f$), two (five) modes have a signal-to-noise ratio greater than 1. The errors on the coefficients measured from simulations are in good agreement with the Gaussian predictions, but there are some deviations, particularly for higher $k_{\text{max}}$ and small $n$. These observations can be explained with the reasoning that, since clustering is more non-linear on smaller scales, the case with higher $k_{\text{max}}$ will have larger $\overline{\beta}_n^R$ and more non-Gaussian $\Delta \beta_n^R$. The fact that these effects are concentrated at the low $n$ modes can be explained by how the orthonormal basis of $R_n$ functions have been defined. Since each $R_n$ is by definition a linear combination of $Q_0, \ldots, Q_n$ that is orthogonal to (i.e. in the Gaussian limit, has no covariance with) all previous $R_m$ for $m \leq n$, we generally expect higher $R_n$ modes to have smaller amplitudes in the data, making the Gaussian error approximation more accurate.

In figure 3, we compare the means and errors of the modal expansion coefficients from the 298 matched Pinocchio realizations to the $N$-body measurements. The errors measured from Pinocchio are always within 10% of the errors from Minerva. For the first few modes, we note that the mean $\beta^R$ measured from Pinocchio can differ from the $N$-body result by more than $\sim 0.1 \sigma$, but this is not unexpected. We recall that the halos in the mock catalogs were selected such that the total power spectrum, or the bispectrum variance, matched that of Minerva. Thus, by construction, the bispectrum variance from the mocks agrees with that
Figure 2: Means $\bar{\beta}_n^R$ and errors $\Delta \beta_n^R$ of modal expansion coefficients measured from 298 Minerva $N$-body simulations. The two panels show the measurements for $k_{\text{max}} = 13.5 k_f$ (top, blue circles) and $24.5 k_f$ (bottom, red circles). Filled (empty) circles correspond to positive (negative) values. The gray dashed lines correspond to the Gaussian predictions for the error given in eq. (2.60).

of the $N$-body simulations, while the mean bispectrum from the mocks is suppressed relative to the $N$-body mean [71]. This overall suppression is what causes the $\beta_0^R$ from Pinocchio to be less than what is measured in Minerva.

In figure 4, we compare the correlation matrices from Minerva vs the 10,000 Pinocchio mocks. As in the bispectrum case [71], we find that the correlation coefficients are generally closer to zero when 10,000 mocks are used, compared to 298 Minerva simulations. When
Figure 3: Means and errors of modal expansion coefficients measured from 298 realizations of Pinocchio mock halo catalogs are compared with the same measurements from the Minerva N-body simulations with matching initial conditions. The two panels show the measurements for $k_{\text{max}} = 13.5 \, k_f$ (top, blue circles) and $24.5 \, k_f$ (bottom, red circles). Filled (empty) circles correspond to positive (negative) values. The bottom subplots show that the errors from the mocks are always within 10% of the N-body simulations.

only the 298 Pinocchio mocks with matched initial conditions are compared, the correlation coefficients agree very well (though we do not show this in a plot). Modal coefficients are more correlated when $k_{\text{max}}$ is higher. We compare how the different estimates of the covariance matrix (using 298 Minerva simulations, 298 matched Pinocchio mocks, or all 10,000 Pinocchio mocks) impact the parameter constraints in section 4.6.
4.2 Standard bispectrum vs reconstructed bispectrum

In this section, we look at the relationship between the standard bispectrum estimator in eq. (2.21) and the reconstructed bispectrum in eq. (2.24) at the level of an individual realization, the mean of many simulations, and the resulting covariance. Both estimators capture information about the bispectrum, but they are not equivalent, and in this section we examine which properties of the two estimators are the same or not.

For the comparisons in this section, we include scales up to $k_{\text{max}} = 13.5 k_f$, and adopt triangle bins of width $\Delta k = sk_f$ with $s = 1$ for the standard bispectrum estimator. In this case, the standard bispectrum estimator measured the bispectrum in 294 triangle bins. Within each bin, we compare the standard estimator measurement with the bin-averaged value of $B_{\text{rec}}$ in eq. (2.24). We have also done the comparison using $B_{\text{rec}}$ evaluated on effective triangles with sorted side lengths, which was shown in [71] to provide a good approximation to the true bin average, and the results that follow are not changed.

Figure 5 compares the standard bispectrum estimate $B$ with $B_{\text{rec}}$ for a single realization, showing that the two do not measure the same value in each bin. This is not unexpected, as the two estimators perform rather different operations on the same density grid in Fourier space in order to produce these bispectrum estimates. The standard estimator compresses the statistical information in the density field by averaging over all possible fundamental triangles within each triangle bin, while the modal estimator compression calculates weighted averages of all fundamental triangles with side lengths between a fixed $k_{\text{min}}$ and $k_{\text{max}}$.

Then, in figure 6, we extend the comparison to the suite of all 298 Minerva simulations. In this case, the mean $B$ and $B_{\text{rec}}$ are in much better agreement, on a bin-by-bin basis, where the differences are typically $\lesssim 10\%$ of the error on the standard bispectrum estimate (middle
Figure 5: Comparison of the standard bispectrum vs reconstructed bispectrum on one Minerva simulation for $k_{\text{max}} = 13.5 k_f$. In the top panel, filled (empty) markers signify positive (negative) values. The standard bispectrum measurement and the reconstructed bispectra do not obtain the same values in each bin, though the scatter between them is typically within two times the 1 $\sigma$ error of the standard estimator, $\Delta B$.

The difference is that the standard bispectrum estimates have more scatter, while the reconstructed bispectrum with fewer modes has less scatter. In the bottom panel of figure 6, we show one key difference between the standard bispectrum and modal bispectrum estimates: the error on the reconstructed bispectrum is typically suppressed relative to the error on the standard bispectrum, and it depends on the number of modes used in the reconstruction. This is shown also for the correlation matrices in figure 7, where we see that the triangle bins are much more correlated (and anti-correlated) when the reconstructed bispectrum is used, especially with fewer modes.

The underlying reason for this discrepancy is that the full $N_{\text{tri}}$-dimensional Gaussian distribution that is captured by the standard bispectrum covariance cannot be compressed into a $N_{\text{modes}}$-dimensional one, unless $N_{\text{modes}} = N_{\text{tri}}$, in which case there is no practical compression of the data. This can be illustrated by calculating the covariance of the reconstructed bispectrum as

$$\text{Cov} [B_{\text{rec}}(\Delta_i), B_{\text{rec}}(\Delta_j)] = \frac{1}{w(\Delta_i)w(\Delta_j)} \sum_n \sum_m \text{Cov} \left[ \beta^R_n, \beta^R_m \right] R_n(\Delta_i)R_m(\Delta_j).$$

(4.1)

In the limit of Gaussian covariance for $\Delta_i = \Delta_j$,

$$\text{Var} [B_{\text{rec}}(\Delta_i)] = \frac{1}{w(\Delta_i)^2} \sum_n \text{Var} [\beta^R_n] R_n(\Delta_i)^2,$$

(4.2)

such that adding more modes to the modal expansion will always increase the variance on $B_{\text{rec}}$, and conversely, using fewer modes will suppress the variance on $B_{\text{rec}}$ (as seen in the bottom panel of figure 6).
Figure 6: Comparison of the standard bispectrum vs reconstructed bispectrum means and errors over all 298 Minerva simulations for $k_{\text{max}} = 13.5 k_f$. While the means agree to within $\sim 10\%$ of the error of the standard bispectrum estimator (middle panel), the error in the reconstructed bispectrum is generally suppressed relative to the error in the standard bispectrum measurement (bottom panel). This suppression is larger when fewer modes are used in the reconstruction.

The modal method produces errors on $B_{\text{rec}}$ that are suppressed relative to errors from the standard bispectrum estimator. This implies that measurements of the modal coefficients cannot give estimates of bispectrum errors that are directly relevant for standard bispectrum pipelines. For example, errors on $B_{\text{rec}}$ should not be used to judge how well theoretical model predictions for the bispectrum would work in a pipeline using the standard bispectrum estimator.

4.3 Benchmark comparison: modal bispectrum vs standard bispectrum

Here we compare parameter constraints from the modal bispectrum and the standard bispectrum for the default modal pipeline settings detailed at the beginning of section 4. In subsequent sections, we demonstrate how the modal bispectrum constraints can depend on these settings.

To put the bispectrum constraints in context, we also compare them with an independent constraint of $b_1 = 2.7081 \pm 0.0012$ from using chi-squared minimization to fit the ratio of cross-power spectra $P_{hm}/P_{mm}$ from the Minerva simulations [87]. The fitting function is
Figure 7: Comparison of correlation matrices from the standard bispectrum and reconstructed bispectra for 294 triangle bins and $k_{\text{max}} = 13.5 \, k_f$. The noticeable differences in the correlation matrices for $B$ and $B_{\text{rec}}$ indicate that the covariance matrix for the standard bispectrum estimator cannot be recovered by the modal bispectrum. This discrepancy is especially pronounced when fewer modes are used in the reconstruction.

$P_{hh}(k)/P_{mm}(k) = b_1 + \text{coefficient} \times k^2$ up to $k_{\text{max}} = 0.044 \, h \, \text{Mpc}^{-1}$, where the $k^2$ term is used to account for scale-dependent loop corrections, which for the small error bars corresponding to the total volume of the Minerva simulations can be important even at scales as large as $k \approx 0.02 \, h \, \text{Mpc}^{-1}$.

The benchmark constraints are shown in figure 8 for $k_{\text{max}} = 13.5 \, k_f \approx 0.06 \, h \, \text{Mpc}^{-1}$. This $k_{\text{max}}$ was chosen such that we conservatively consider scales over which the tree-level halo bispectrum model has been shown to accurately describe the data, and at this $k_{\text{max}}$ we are able to compare with standard bispectrum results from all three bin widths in [71], $s = 1, 2, \text{and } 3$.

The modal constraints using six modes and 59 modes have the same posteriors, with the contours overlapping to the point of making the 59 modes case almost invisible, indicating that the parameter constraints have fully converged with the six custom modes. This is fully consistent with the analysis in [71] which showed that the tree-level bispectrum model is a good fit to the data up to this $k_{\text{max}}$.

We find that the modal bispectrum constraints are consistent with, though not identical to, the standard bispectrum constraints. We note that the modal bispectrum estimator, while it is a measure of the bispectrum, is an independent estimation of it, so we do not require (in the sense of a test) that the constraints be identical. Although all bin choices for the standard bispectrum estimator lead to consistent outcomes, the smallest bin width ($s = 1$) takes better advantage of the shape-dependence of the bispectrum leading to slightly narrower constraints. In comparison, the modal decomposition accounts for the shape-dependence of the bispectrum without loss of information due to the binning of wavenumbers.

In figure 9 we perform the same comparison except with the $k$-range extended to $k_{\text{max}} = 24.5 \, k_f \approx 0.10 \, h \, \text{Mpc}^{-1}$. In this case, by comparing the modal bispectrum constraints with different numbers of modes, we see that the six custom modes are no longer sufficient, but 10 modes has already converged, as there is no further benefit to using 59 modes. The fact that there is further information in four additional modes, on top of the six custom modes, is a sign that the halo bispectrum deviates from the tree-level prediction on scales within...
Figure 8: Benchmark comparison between modal bispectrum and standard bispectrum constraints for \( k_{\text{max}} = 13.5 k_f \approx 0.06 \, h \, \text{Mpc}^{-1} \). The vertical dashed black line represents the constraint on \( b_1 \) from the large-scale ratio of cross-power spectra \( P_{hm}/P_{mm} \). Standard bispectrum constraints with three different bin sizes are shown: \( s = 1 \) (red), 2 (green), and 3 (gray). The modal bispectrum constraints with six modes (dark blue) and 59 modes (light blue) are identical, indicating that the modal bispectrum constraints have already converged with six modes.

This \( k \)-range, as studied in much more detail in [71]. Although we know that the tree-level halo bispectrum model is no longer a good model for the data to these scales, we can still compare the constraints with those from the standard bispectrum. At this \( k_{\text{max}} \), we can only compare the standard bispectrum constraints with the \( s = 1 \) binning. Figure 9 shows that the results from the modal bispectrum and standard bispectrum agree very well, with only
a small bias relative to each other (most visible in the 1-dimensional posterior for $b_2$ which is biased by $\sim 0.5\sigma$).

Finally, we comment on the amount of compression that has been achieved in these benchmark comparisons. At $k_{\text{max}} = 13.5 \, k_f$, the number of triangle bins that were used by the standard bispectrum estimator are 294 bins for $s = 1$, 49 bins for $s = 2$, and 19 bins for $s = 3$, and we found that the modal bispectrum constraints had converged using only
six custom modes. At \( k_{\text{max}} = 24.5 \, k_f \), the standard bispectrum used 1,585 bins with \( s = 1 \), yielding constraints that were very similar to the modal bispectrum using 10 modes. This shows that the modal bispectrum is able to efficiently compress the information contained in the bispectrum into a data set that is 3 to 160 times smaller, while preserving most of the important cosmological information that we are interested in.

### 4.4 Robustness checks in the modal implementation

In this section, we vary the settings in the modal analysis pipeline away from the benchmark settings to see how the modal constraints are sensitive to these choices.

**Normal vs Legendre polynomials.** The six custom modes are defined to fit the tree-level bispectrum, and so their form is independent of whether we choose normal or (shifted) Legendre polynomials as our \( q_n(k) \). Therefore, we take \( k_{\text{max}} = 24.5 \, k_f \) and 10 modes, and compare the constraints between choosing normal polynomials vs Legendre polynomials. The constraints from the Legendre polynomials are identical to the modal constraints with 10 modes and normal polynomials shown in figure 9, and plotted together only one set of posteriors would be visible, so to save space we do not show this comparison in a figure.

**Custom modes.** What is the impact of including the custom modes? To see this, we perform the same analysis as in the benchmark case for \( k_{\text{max}} = 13.5 \, k_f \) and \( 24.5 \, k_f \), but do not include the six custom modes, and see how the modal expansion convergence is affected by not including custom modes. The case for \( k_{\text{max}} = 13.5 \, k_f \) is in figure 10, and for \( k_{\text{max}} = 24.5 \, k_f \) is in figure 11. For lower \( k_{\text{max}} \), we find that 16 modes are sufficient for the parameter errors to agree to within 8% with the result from six custom modes, and the parameter means are shifted by \( \lesssim 0.25 \sigma \) compared to the six custom modes case. For higher \( k_{\text{max}} \), the expansion converges with 31 modes, compared to only 10 modes when six of these are the custom modes. (It appears to converge also with 16 modes, but we find that this is not stable, because the 16 modes case changes when compared with 23 modes.) The means are shifted by \( \lesssim 0.3 \sigma \) and the errors are consistent to within 1% compared to the benchmark case with custom modes. This shows that the inclusion of custom modes which are constructed based on an informative theoretical model for the bispectrum can help to compress the data into the most efficient basis.

**Inner product methods.** The benchmark results used a \( \gamma \) matrix computed with the 3D FFT method using \( N_g = 256 \) and \( L = 1500 \, h^{-1} \text{Mpc} \). In this section, we compare constraints that have used three different numerical methods for computing \( \gamma \): 3D FFT, voxels, and 1D FFT. (As mentioned in section 2.2, we do not include in this comparison the \( \gamma \) computed using the Vegas routine in Cuba, as this results in matrices that are not positive-definite and therefore cannot be used.) All three methods are unique and have their own free parameters, which roughly correspond to the resolution of the inner product integration in \( k \)-space. By comparing constraints obtained with \( \gamma \) matrices computed from each method, we find that both the method and how its free parameters are set can affect the resulting constraints.

Figures 12 and 13 compare the methods for \( k_{\text{max}} = 13.5 \, k_f \) and \( 24.5 \, k_f \), respectively. The \( N_v \) that is shown for the voxel method is the number of voxel cells in each dimension, and the \( N \) and \( M \) resolution parameters for the 1D FFT method (defined in appendix B), are converged; doubling these values did not show any changes in the resulting constraints. When \( k_{\text{max}} \) is small, we find that the voxel and 1D FFT methods converge on the same posterior for sufficiently high resolutions, but they strongly disagree with the 3D FFT result in both the
Figure 10: Comparison of modal bispectrum constraints at $k_{\text{max}} = 13.5 \, k_f \approx 0.06 \, h \, \text{Mpc}^{-1}$ without and with custom modes. We compare constraints without custom modes using 7 modes (gray), 11 modes (green), and 16 modes (red) with the converged benchmark constraints that used 6 custom modes (dark blue).

position and size of the posterior. For higher $k_{\text{max}}$, the different methods produce posterior contours that agree in their size, but with non-negligible shifts (biases) between them. The observation that the voxel and 1D FFT methods converge to each other for both $k_{\text{max}}$, while disagreeing more strongly with the 3D FFT calculation at lower $k_{\text{max}}$, reflects the fact that the inner product calculation captured by $\gamma$ must be treated using the same discretization scheme as the measurements in order to obtain correct constraints that are consistent with the standard bispectrum analysis. The voxel and 1D FFT methods are ways of calculating the inner product assuming it is a smooth continuous integral, and it is not straightforward
Figure 11: Comparison of modal bispectrum constraints at $k_{\text{max}} = 24.5 k_f \approx 0.10 h \, \text{Mpc}^{-1}$ without and with custom modes. We compare constraints without custom modes using 11 modes (gray), 16 modes (light blue), 23 modes (green), and 31 modes (red) with the converged benchmark constraints that used 10 custom modes (dark blue).

to adapt these methods such that they account for the same discretization effects as the measurements, while the 3D FFT method is, by construction, computing the inner product in the same way that the measurements are taken.

When $k_{\text{max}}$ is low, the discretization of the Fourier grid during the estimation is more important to take into account, because fewer triangle configurations are being averaged (i.e. the tetrapyd is more sparsely sampled). This interpretation also be confirmed another way: within the 3D FFT method, the resolution is increased if the size of the FFT box, $L$, is larger. If we increase the resolution by increasing $L$ to be twice as large as the simulation
Figure 12: Comparison of modal bispectrum constraints at $k_{\text{max}} = 13.5 \, k_f \approx 0.06 \, h \, \text{Mpc}^{-1}$ using different inner product methods. The voxel (green) and 1D FFT (red) methods have converged towards each other, and both disagree with the 3D FFT result (gray) that agreed with the standard bispectrum constraint in figure 8. The voxel (green) contours are not easily visible, as they are covered nearly exactly by the 1D FFT (red) contours. The 3D FFT case with $L = 3000 \, h^{-1} \, \text{Mpc}$ (dark blue) is also biased, illustrating that getting the discretization as in the measurements is important.

box, we find in both figures 12 and 13 that the resulting posterior becomes more similar to the voxel and 1D FFT case, as we would expect.

It may be the case that for a higher $k_{\text{max}}$ than what we have used in this work, the different methods for computing $\gamma$ may yield results that are similar enough that the different methods can be interchangeable. This is expected because more cosmological information is contained in non-linear scales and the continuous integration of the voxel and 1D FFT
Figure 13: Comparison of modal bispectrum constraints at $k_{\text{max}} = 24.5 \, k_f \approx 0.10 \, h \, \text{Mpc}^{-1}$ using different inner product methods. As in figure 12, the voxel (green) and 1D FFT (red) methods have converged towards each other, and both are biased relative to the correct 3D FFT result (gray). The voxel (green) contours are not easily visible, as they are covered nearly exactly by the 1D FFT (red) contours. The 3D FFT case with $L = 3000 \, h^{-1} \, \text{Mpc}$ (dark blue) is also biased, illustrating that getting the discretization as in the measurements is important.

methods becomes a better approximation to the discretized inner product when $k_{\text{max}}$ is higher. However, we emphasize that for the range of scales that we have used in this work, $k_{\text{max}} \lesssim 0.10 \, h \, \text{Mpc}^{-1}$, the different methods for computing $\gamma$ are not interchangeable, and the 3D FFT method is the only one which treats the inner product identically to how the measurements are performed, resulting in correct constraints.
The 3D FFT method is also preferable for the speed and ease of its calculation. The 3D FFTs are performed very quickly using the same FFT routines which are already necessary for the modal bispectrum (and standard bispectrum) measurements, while the other voxel and 1D FFT methods require different algorithms which must be coded independently and, in our implementation, are not as fast. As \( \gamma \) must only be computed once for a fixed \( k_{\text{max}} \), we do not anticipate that the computation of \( \gamma \) which is unique to the modal bispectrum analysis increases the computational cost of using the modal method by a significant amount.

**Dependence on FFT grid resolution.** Depending on \( k_{\text{max}} \), the FFT grid on which the 3D FFTs are calculated can have a configuration-space grid resolution much smaller than our default value of \( N_g = 256 \). Since \( L \) fixes the resolution of the Fourier grid to be \( k_f \equiv 2\pi/L \), increasing \( N_g \) increases the \( k_{\text{max}} \) that can be probed without too much aliasing contamination. [88] and [80] have suggested that the standard FFT bispectrum estimator, which takes a form very similar to the modal estimator, can probe up to \( k_{\text{max}} = k_f N_g / 3 = 2k_{Ny} / 3 \), where \( k_{Ny} \) is the Nyquist wavenumber, unlike the power spectrum estimator which is valid up to \( k_{\text{max}} = k_f N_g / 2 = k_{Ny} \). This is because the factor of \( e^{ik_{123} \cdot x} \) in the estimator is invariant under shifts (in one dimension) of each \( k_i \) to \( k_i + k_f N_g / 3 \) [80]. On the other hand, the opposite has been argued by [89] for the FFT bispectrum estimator and [68] for the modal estimator — that these estimators are valid up to \( k_{\text{max}} = k_{Ny} \).

Here we fix our \( k \)-range to have \( k_{\text{max}} = 13.5 k_f \) and test which criterion for \( N_g \), either \( N_g > 3k_{\text{max}} / k_f \approx 41 \) or \( N_g > 2k_{\text{max}} / k_f = 27 \) is sufficient to return the same constraints from the modal estimator pipeline as the benchmark value of \( N_g = 256 \). We note that changing \( N_g \) requires the pipeline to be run from the beginning, starting with the construction of the configuration-space density grid, and including the calculation of \( \gamma \) with the 3D FFT method. Figure 14 compares the constraints for different values of \( N_g = 34, 42, \) and 256. We find that using \( N_g = 34 \) leads to constraints that strongly disagree with the benchmark case of \( N_g = 256 \), while \( N_g = 42 \) gives identical constraints to the benchmark case, showing that the modal estimator is valid only up to \( 2k_{Ny} / 3 \). If this result is explained by the argument in [80], then we would expect this result to also hold for the FFT-based standard bispectrum estimator, which also has a factor of \( e^{ik_{123} \cdot x} \).

**Weighting.** In the benchmark analysis, the bispectrum was weighted by \( w \) in eq. (2.6), where the power spectrum \( P(k_i) \) was the average total halo power spectrum measured from the Minerva simulations. What is the effect of using a different weighting function?

We note that changing the weighting only changes two parts of the modal pipeline. First, the \( q^{\text{tree}}_n \) functions in eqs. (2.42)–(2.47) will change, such that the factor of \( \sqrt{k / P(k)} \) in each one will be different. This will, however, not change the fact that the six custom modes, \( Q^{\text{tree}}_n \), are able to reconstruct the tree-level halo bispectrum model exactly. The second change is that when \( \langle Q|wB \rangle \) in eq. (2.17) is estimated from simulations, the factor of \( \sqrt{k_1 k_2 k_3 / P(k_1) P(k_2) P(k_3)}^{-1/2} \) in the integrand will change to \( w / [k_1 k_2 k_3] \).

We have considered the case where \( w \) takes the same form as in eq. (2.6), but \( P(k_i) \) is set to the linear matter power spectrum \( P_L \). This power spectrum is different to the benchmark weighting in that the power spectrum does not have any halo bias, non-linearities, or shot noise. Therefore, we use this situation to reflect an analysis where the halo power spectrum in the weight is not perfectly modeled or measured. We find that this difference does not have any effect on the resulting parameter constraints, implying that the modal bispectrum constraints are not strongly affected by the particular power spectrum that is used for the weighting. In particular, it does not change how quickly the modal expansion converges.
Figure 14: Comparison of modal bispectrum constraints at $k_{\text{max}} = 13.5 \, k_f \approx 0.06 \, h \, \text{Mpc}^{-1}$ using different FFT grid resolutions, $N_g$. The case with $N_g = 42$ (dark blue) yields identical results to the benchmark case with $N_g = 256$ (gray, hidden underneath the dark blue contours), because both satisfy $N_g > 3k_{\text{max}}/k_f \approx 41$, while $N_g = 34$ (red) is insufficient and leads to incorrect constraints.

Still, there is a reason to prefer the optimal weighting with the non-linear total halo power spectrum, which is that it is in this case that the covariance of the $\beta^R$ is best approximated by the Gaussian covariance expression in eq. (2.60). If the linear power spectrum is used in the weighting, the $P(k_1)P(k_2)P(k_3)$ that appears in eq. (2.58) does not cancel out with the power spectra in the weight, such that the Gaussian covariance expression for $\beta^R$ is not eq. (2.60).

This result does not necessarily mean that the parameter constraints are totally immune to especially sub-optimal choices for $w$. We have checked that when $w = 1$ is adopted, in
other words, no weighting at all is used, the information in the bispectrum is less efficiently extracted. This is shown in figure 15, which compares the constraints in the ‘no weight’ case with the benchmark results for $k_{\text{max}} = 13.5k_f$. With no weighting, we find that the constraints using six custom modes is much weaker than, though still consistent with, the benchmark case of six custom modes with default weighting. This difference must originate from the choice of weighting, because in both cases the six custom modes, by construction, can exactly reproduce the tree-level bispectrum model that is a good description of the bispectrum up to this $k_{\text{max}}$. The fact that the no weighting constraints are weaker is consistent with the fact that less optimal weighting of the $(k_1, k_2, k_3)$ Fourier triangles should lead to less information being extracted. However, even in this case, the modal expansion method can compensate for the less-than-optimal weighting if a larger number of modes are included. For this $k_{\text{max}}$, figure 15 shows that the benchmark constraints can be recovered if 21 modes are included.

4.5 Modal expansion correlators

One way of measuring the accuracy of the modal expansion is to define and compute so-called correlators that quantify different aspects of the accuracy of the reconstruction. For example, the shape correlator $S$, amplitude correlator $A$, and total correlator $T$ are [66, 68]

$$S(B_i, B_j) = \frac{[B_i, B_j]}{\sqrt{[B_i, B_i] [B_j, B_j]}}$$

$$A(B_i, B_j) = \frac{\sqrt{[B_i, B_i]}}{\sqrt{[B_j, B_j]}}$$

$$T(B_i, B_j) = 1 - \sqrt{1 - 2S(B_i, B_j)A(B_i, B_j) + A(B_i, B_j)^2},$$

where the square brackets notation above from [68] is

$$[B_i, B_j] \propto \sum_n \beta_n^{R(i)} \beta_n^{R(j)},$$

such that $[B_i, B_j]$ is proportional to our $\langle w B_i w B_j \rangle$. The shape correlator $S$ takes values between -1 and 1 and is insensitive to constant multiplicative factors that change the bispectrum amplitude, while the amplitude correlator $A$ can take any positive value. The total correlator $T$ is sensitive to both the shape and the amplitude of the bispectrum, such that if both the shape and amplitude are perfectly matched, then $S = A = T = 1$, and if either the shape or the amplitude are not perfectly reproduced then $T < 1$. These correlators have an intuitive quantitative meaning in cases where an amplitude parameter (like $f_{\text{NL}}$, the amplitude of primordial non-Gaussianity, for example) is measured with Gaussian data covariances [68].

We show plots of $S$ and $T$ between the reconstructed bispectrum with $n$ modes, $B_i = B_{\text{rec}}(N_{\text{modes}} = n)$, and the reconstructed bispectrum with 108 modes, $B_i = B_{\text{rec}}(N_{\text{modes}} = 108)$, in figure 16. The figure is for $k_{\text{max}} = 24.5k_f \approx 0.10h\text{Mpc}^{-1}$ and considers the mean

\footnote{If $w = 1$, we note that both the last custom mode $Q_5^{\text{tree}}$ and $Q_0$ will be constants that do not have any dependence on $(k_1, k_2, k_3)$, so a modal basis that includes both of them will correspond to having a non-positive definite $\gamma$ matrix. For this reason, when $w = 1$ and custom modes are included, the basis sets with more than six modes leave out the $Q_0$ mode, but otherwise have the same ordering of $Q_n$ functions as in the rest of this work.}
Figure 15: Comparison of modal bispectrum constraints at $k_{\text{max}} = 13.5k_f \approx 0.06h\text{Mpc}^{-1}$ using the benchmark weighting function in eq. (2.6) (green) vs no weight, where $w = 1$. When the six custom modes are used in both cases, $w = 1$ (red) leads to weaker parameter constraints, but this sub-optimal choice of weighting can be fully compensated for by using more modes. For this $k_{\text{max}}$, 12 modes (dark blue) is not sufficient, but 21 modes (gray, overlapping exactly with the green contours) are able to recover the same constraints as the more optimal weighting.

modal bispectrum from 298 Minerva simulations. The vertical gray lines at $N_{\text{modes}} = 10$ and 31 mark the number of modes that we previously found in sections 4.3 and 4.4 were sufficient for converged parameter constraints, with and without custom modes, respectively. Both panels show that the correlators are already $S, T \gtrsim 0.99$ with six custom modes, and further improvements are gained slowly as more modes are accumulated. The correlators approach
unity more slowly in the absence of custom modes, but these too show small improvements after $\sim 25$ modes. This behavior implies that the $S$ and $T$ correlators are not good indicators for predicting how many modes would be sufficient to use the modal bispectrum to constrain cosmological parameters of interest. Given only the information in figure 16, it is not obvious how many modes will be needed for any specific purpose. This is partly because the correlators do not take into account other information that will influence the number of sufficient modes, such as which parameters the modal pipeline will be used to measure.

In this work, we determined a sufficient number of modes by checking that parameter posteriors had converged. However, this requires many steps, including measuring modal coefficients from a large number of simulations and running MCMC simulations multiple times for different $N_{\text{modes}}$ to validate our results. In the absence of these, one may consider calculating Fisher forecasts to estimate the number of modes that would be needed, to check that the modal bispectrum still provides a good compression of the information in the bispectrum.

Commonly in Fisher matrix analyses, the fiducial parameter values are kept fixed, and parameter errors are forecasted. However, in this work we found that even though very few modes are needed to reproduce the size and degeneracy directions of the parameter contours, more modes are typically needed to reduce the bias in the positions of the contours in parameter space. (This implies that the modes are better at capturing the derivatives of the bispectrum with respect to our chosen parameters, than it is at capturing the mean bispectrum.) Therefore, it is also prudent to estimate the bias using the Fisher formalism [90, 91].

Figure 16: Shape correlator $S$ (top) and total correlator $T$ (bottom) for $k_{\text{max}} = 24.5 k_f$. Smaller values of $1 - S$ and $1 - T$ correspond to smaller differences in the reconstructed bispectrum compared to the case where the maximum number of modes are used. The vertical gray lines mark $N_{\text{modes}} = 10$ and 31, which we previously found was sufficient to obtain robust parameter constraints when custom modes are included or excluded, respectively.
The Fisher matrix corresponding to the modal pipeline is
\[ F_{ij} = \sum_{n,m} \beta_n^{R_{\text{sys}}} \hat{C}(N_{\text{modes}})^{-1} \frac{\partial \beta_n^{R_{\text{sys}}}}{\partial \theta_j}, \] (4.7)
where the partial derivatives are evaluated for our tree-level model at a chosen fiducial. The parameter covariance matrix is then \( F^{-1} \). The bias in the parameters due to an unaccounted for systematic error can be estimated as (e.g. [92])
\[ b(\theta_i) = (F^{-1})_{ij} b_j \] (4.8)
\[ b_j = \sum_{n,m} \beta_n^{R_{\text{sys}}} \hat{C}(\max N_{\text{modes}})^{-1} \frac{\partial \beta_n^{R_{\text{sys}}}}{\partial \theta_j} \] (4.9)
where \( \beta_n^{R_{\text{sys}}} \) is a source of residual systematic uncertainty. In our case, to calculate the bias due to truncating at a certain number of modes,
\[ \beta_n^{R_{\text{true}}} = \beta_n^{R_{\text{obs}}} \quad \text{for } n < \max N_{\text{modes}} \] (4.10)
\[ \beta_n^{\text{truncated}} = \begin{cases} \beta_n^{R_{\text{obs}}} & \text{for } n < N_{\text{modes}} \\ 0 & \text{otherwise} \end{cases} \] (4.11)
\[ \beta_n^{R_{\text{sys}}} = \beta_n^{R_{\text{true}}} - \beta_n^{\text{truncated}} = \begin{cases} 0 & \text{for } n < N_{\text{modes}} \\ \beta_n^{R_{\text{obs}}} & \text{for } n \geq N_{\text{modes}} \end{cases} \] (4.12)
where \( \beta_n^{R_{\text{obs}}} \) is the average measured from the Minerva simulations. We set \( \max N_{\text{modes}} = 108 \) if custom modes are included, and \( \max N_{\text{modes}} = 102 \) if they are not. Taking the case where \( k_{\text{max}} = 24.5 k_f \), we show the Fisher forecasted errors and bias in figure 17. Explicitly, we show \( |\Delta \sigma| \) and \( |\Delta \theta| \), where
\[ \Delta \theta = \frac{b(\theta)}{\sigma_{\theta}(\max N_{\text{modes}})} \] (4.13)
\[ \Delta \sigma = \frac{\sigma_{\theta}(N_{\text{modes}})}{\sigma_{\theta}(\max N_{\text{modes}})} - 1, \] (4.14)
and \( \sigma_{\theta} \) is the Fisher forecasted error for parameter \( \theta \). To keep the plot simple, at each \( N_{\text{modes}} \) we have plotted the \( |\Delta \sigma| \) and \( |\Delta \theta| \) that is the largest among the five parameters. This illustrates a simple case where we already have MCMC simulations, and we are simply verifying, after the fact, that Fisher forecasts can provide similar indications of modal expansion convergence.

However, we note that the bias due to a truncation of the modal expansion is a purely non-Gaussian effect that cannot be estimated without the non-Gaussian covariance matrix. This is because the Gaussian covariance is diagonal, such that the \( b_j \) in eq. (4.9) would only be sensitive to the systematics in those \( \beta_n^{R_{\text{sys}}} \) modes that also explicitly vary with the \( \theta \) parameters of the modeling. Still, once a non-Gaussian covariance matrix is obtained, the Fisher formalism may allow for a forecast of how many modes are necessary for the errors and bias to converge to a desired level. This may be useful if a non-Gaussian covariance matrix is available, but one wants to estimate roughly how many modes may be needed without running potentially expensive MCMC simulations for multiple scenarios.
4.6 Covariances

All of the results we have discussed so far used covariance matrices estimated from the full set of 10,000 Pinocchio mocks. In this section, we explore how the modal bispectrum constraints are sensitive to the covariance matrix that is used. Unless otherwise mentioned explicitly, the results in this subsection use \( k_{\text{max}} = 24.5 k_f \approx 0.10 h \text{ Mpc}^{-1} \) and 10 modes.

In the limit of Gaussian covariance, the covariance matrix for the \( \beta^R_n \) modal coefficients is diagonal, with the same variance for each \( n \). When \( k_{\text{max}} = 13.5 k_f \) with six modes, we find that the Gaussian covariance approximation is very accurate, giving the same constraints as the fully non-Gaussian covariance matrix estimated from 10,000 Pinocchio mocks. However, when \( k_{\text{max}} = 24.5 k_f \) with 10 modes, as shown in figure 18, the Gaussian covariance underestimates the parameter errors by up to 20%, and the constraints are biased by up to \( 2\sigma \), depending on the parameter. Figure 18 also shows that constraints using covariance matrices estimated from 298 Minerva simulations, 298 Pinocchio mocks with matched initial conditions, and the full set of 10,000 Pinocchio mocks are in good agreement: parameter errors agree to within 10% and biases are small, less than \( \sim 0.4 \sigma \).

In figure 19, we show how the parameter means and errors can depend on the number of mocks used to estimate the covariance matrix. From the 10,000 Pinocchio mocks, we take subsets of the mocks divided into groups of \( N_s \) and compare the resulting constraints. This is along the lines of [93], which considered the impact of covariance matrix errors on cosmological parameter constraints from the power spectrum. Similarly to eqs. (4.13) and (4.14), we define
Figure 18: Comparison of parameter constraints when different covariance matrices are used to obtain constraints at $k_{\text{max}} = 24.5 \, k_f \approx 0.10 \, h \, \text{Mpc}^{-1}$ using 10 modes. The Gaussian covariance matrix (green) leads to biased and underestimated parameter constraints, but the covariance matrices estimated from 298 Minerva simulations (dark blue) and 298 Pinocchio simulations with matched initial conditions (red) are in good agreement with the benchmark modal constraints that used the full set of 10,000 Pinocchio simulations (gray, nearly identical to the dark blue and red contours).

and show

$$\Delta \theta \equiv \frac{\bar{\theta}(N_s) - \bar{\theta}(N_s = 10^4)}{\sigma_\theta(N_s = 10^4)}$$

(4.15)

$$\Delta \sigma \equiv \frac{\sigma_\theta(N_s)}{\sigma_\theta(N_s = 10^4)} - 1.$$  

(4.16)
Figure 19: Comparison of the bias and change in parameter errors, for $k_{\text{max}} = 24.5\, k_f$ with 10 modes, as a function of how many Pinocchio mocks, $N_s$, are used to estimate the covariance. $\Delta \theta$ and $\Delta \sigma$ are defined in eqs. (4.15) and (4.16). The gray circles mark the result from each set of $N_s$ mocks, while the red error bars are the $1\sigma$ scatter of the gray circles. The gray shaded bands mark the regions where deviations are within $0.1\sigma$ of the benchmark result using $N_s = 10^4$. 
Each subset of mocks corresponds to a single gray circle in each panel of figure 19, while the red points and error bars show the mean and standard deviation of the gray circles at one value of \( N_s \). This comparison shows that the parameter errors are recovered to within 10% with only 300 mocks, but many more mocks are typically necessary to reduce the bias to the same level. For example, \( N_s > 2000 \) would be needed to reduce the bias to \( \lesssim 0.1 \sigma \). One caveat to this result, however, is that the red points in the plot are not independent, since they are dividing up the same realizations, just in different groups. This fact will tend to make the different \( N_s \) appear more consistent with the case we are comparing with, using all 10,000 mocks.

### 4.7 Gaussian vs Sellentin-Heavens likelihood

We compared the two likelihoods when all \( N_s = 10^4 \) mocks are used to estimate the covariance, and we find that they result in indistinguishable parameter constraints, which is the expected behavior when \( N_s \) is very large. For some smaller value of \( N_s \), we expect that the two likelihoods will show different results. For \( k_{\text{max}} = 24.5 k_f \) with 10 modes, we show this comparison for two values of \( N_s \), \( N_s = 20 \) and 300, in figure 20. For \( N_s = 20 \), we simulate 50 analyses, and for \( N_s = 300 \) we simulate 33. \( \Delta \theta \) and \( \Delta \sigma \) are defined in eqs. (4.15) and (4.16), and for each MCMC simulation, we plot five points for \( \Delta \theta \) and \( \Delta \sigma \), one point for each parameter.

The top row of figure 20 shows that \( N_s = 300 \) is sufficiently high to make differences between the two likelihoods negligible when constraints are compared between individual sets of 300 mocks. When \( N_s = 20 \) (middle row), which is much closer to the number of data bins, \( N_{\text{modes}} = 10 \), the two likelihoods can produce posteriors that are noticeably different. For any one analysis using 20 mocks, the two posteriors will be biased relative to each other and can produce parameter errors that are too big or too small relative to the true answer, which we assume is the result from \( 10^4 \) mocks. On average though, both likelihoods have posteriors that are unbiased relative to the true answer, but the parameter error from both likelihoods will be larger than the case with \( N_s = 10^4 \). This is expected, because the parameter constraints should be worse when the covariance is less well estimated from fewer mocks. However, with the SH likelihood, the result on average is closer to the truth: the scatter in the bias \( |\Delta \theta| \) is smaller (bottom left panel), the average parameter errors are closer to the truth (bottom right panel), and the distribution of parameter errors are more tightly scattered around the true value (also bottom right panel).

Despite this, we find that in practice it does not matter which likelihood is implemented, because in either case enough mocks would have to be used to ensure that the parameter constraints are not dominated by the covariance matrix error. In this work, we find that once \( N_s \) is large enough for either likelihood to be stable to within a few tens of per cent (as shown in figure 19), the two likelihoods will produce identical results.

### 5 Conclusions

In this work, we have implemented an MCMC analysis using the compressed modal bispectrum for the first time. By using the same data, modeling, and analysis choices as [71], we are able to rigorously compare the constraints from the standard bispectrum estimator and the modal bispectrum estimator within a controlled setting. Specifically, we use the real-space tree-level halo bispectrum model to constrain the halo bias and shot noise parameters mea-
Figure 20: Comparison of the bias (left column) and errors (right column) obtained with the Gaussian and SH likelihoods when covariance matrices are estimated using $N_s = 300$ (top row) or $N_s = 20$ (middle row) mocks. $\Delta \theta$ and $\Delta \sigma$ are defined in eqs. (4.15) and (4.16). The bottom row shows histograms of posterior biases and sizes for the likelihoods when $N_s = 20$. The solid lines are Gaussian fits to the histograms and show that the Sellentin-Heavens likelihood on average is slightly closer to the answer given by the full set of $10^4$ mocks.
sured in the Minerva $N$-body simulations, which represents an idealized survey with volume $\approx 1,000 h^{-3} \text{Gpc}^3$.

Our key result is that the modal bispectrum provides a very efficient compression of the information in the bispectrum, while requiring minimal new calculations compared to the standard bispectrum analysis; the critical components of the pipeline are the modal estimator in eqs. (2.19) and (2.20) and the inner product matrix, $\gamma$, and both can be computed with minor modifications to the standard bispectrum estimator. We find that for $k_{\text{max}} = 13.5 k_f \approx 0.06 \text{ h Mpc}^{-1}$ ($24.5 k_f \approx 0.10 \text{ h Mpc}^{-1}$), the constraints on halo bias and shot noise parameters converge with only 6 (10) modal coefficients, yielding very similar constraints compared to the standard bispectrum analysis in [71] that used $\sim 20$ to 1,600 triangle bins. We showed that this convergence of the constraints with $N_{\text{modes}}$ is only qualitatively reflected by the shape and total correlators (in section 4.5), but Fisher forecasts can estimate the $N_{\text{modes}}$ needed for parameter constraints to converge to a desired level.

We tested the robustness of the modal bispectrum constraints to different user choices within the modal pipeline implementation. We find that the choice between the normal polynomials or shifted Legendre polynomials for constructing the $Q_n$ basis functions has no impact on the results, but using a near-optimal weighting function $w$ to weight Fourier triangles and including some customized basis functions, like $Q_{\text{tree}}$, that are more tuned to the parameters being constrained can help minimize the number of modes needed for more efficient compression. We also compared different methods of computing the inner product matrix, $\gamma_{nm} \equiv \langle Q_n | Q_m \rangle$, a critical piece of the pipeline, and find that only the 3D FFT method is always correct, though other methods appear to be approximately correct for higher $k_{\text{max}}$. This is because the 3D FFT method calculates the inner product between basis functions, $\langle Q_n | Q_m \rangle$, on the Fourier-space grid in the same way that the modal estimator calculates the inner product between basis functions and the data, $\langle Q | w \mathcal{B} \rangle$, treating data and theory in the most consistent way possible. The voxel and 1D FFT methods, on the other hand, take the continuous limit of the inner product, which becomes a good approximation when the Fourier grid is very fine.

We also noted that, while the modal bispectrum and standard bispectrum estimators are both summary statistics of the true bispectrum, they are performing different operations on the density grid in Fourier space, $\delta(k)$. Thus they are not always interchangeable and care should be taken when comparing the two. To illustrate this, we have shown that they agree on the mean bispectrum averaged over many simulations (i.e. the mean standard bispectrum estimator vs the mean reconstructed bispectrum), but for one realization they give different answers for the triangle-dependence of the measured bispectrum. Additionally, the two estimators have different error properties, and the covariance of $B_{\text{rec}}$ cannot be used as a substitute for the covariance of measurements made with the standard bispectrum estimator.

The highly efficient compression achieved by the modal bispectrum and the large number of simulations available have allowed us to explore how the modal estimator constraints depend on the number of simulations used to estimate the covariance, $N_s$, and whether $N$-body simulations or Pinocchio approximate mocks are used. Such calculations can usually only be done in a limited way for bispectrum data sets using the standard estimator because of its much larger size. We find that the covariance matrices from 298 $N$-body simulations, 298 Pinocchio mocks with matched initial conditions, and the full set of 10,000 mocks lead to constraints that are biased by up to $\sim 0.4 \sigma$ relative to each other, and to reduce this bias to $\lesssim 0.1 \sigma$ would require $N_s > 2,000$ mocks. We also show that the Gaussian and Sellentin-Heavens likelihood functions only show different results when $N_s$ is extremely low.
However, since $N_s$ should be large enough such that the error in the covariance matrix estimate is subdominant with either likelihood function (at which point the two likelihoods give identical parameter constraints), in practice either likelihood could be used, though in principle the Sellentin-Heavens likelihood is more theoretically motivated from a Bayesian perspective.

This work has shown that the modal method remains a promising avenue for accessing cosmological information in the bispectrum through a compressed data set, and we have developed a better understanding of how to implement and interpret the estimator and its results. However, the modal bispectrum pipeline presented here would require further work before it could be applied to a realistic galaxy catalog, including redshift-space distortions, and potentially probing a larger range of scales (higher $k_{\text{max}}$), where a theoretical model beyond the tree-level SPT bispectrum would be necessary. A larger $k_{\text{max}}$ will most likely require more modes, ideally including more custom modes that would be theoretically motivated. If a theoretical model beyond the separable tree-level SPT one is used, computational methods in the pipeline will need to be adapted so that the inner product $\langle Q | w B^\text{theory} \rangle$ could still be computed quickly. (The analogous problem in the standard bispectrum analysis is handled by evaluating the theoretical bispectrum at an effective triangle in each triangle bin [71].) It is likely that if $k_{\text{max}}$ is sufficiently high, the calculation of the inner product could be well-approximated by another method that does not require evaluating the theory on the Fourier-space grid. Additionally, the modal bispectrum method presented here would need to be extended to capture anisotropies coming from redshift-space distortions [70], which are always present in real observations and also act as a source of more cosmological information. We plan to investigate these outstanding issues in future work.
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A 1-dimensional basis functions

The separable basis functions, $Q_n(k_1, k_2, k_3)$, that we use in this work are constructed out of a product of three 1-dimensional basis functions,

$$Q_n(k_1, k_2, k_3) = q_{(p)}(k_1) q_{(r)}(k_2) q_{(s)}(k_3). \quad (A.1)$$

The $p$, $r$, and $s$ subscripts on the right side index the different 1-dimensional functions that we have chosen, and the curly brackets require that the $Q_n$ functions are invariant to permutations of $k_1$, $k_2$, and $k_3$. 




Table 2: We show the \( prs \) corresponding to the first 11 \( Q_n \) basis functions, according to our convention of grouping functions first by \( p + r + s \) (as shown by the horizontal lines) and within each group sorting by increasing \( s, r, \) and then \( p \).

| \( n \) | \( p \) | \( r \) | \( s \) |
|-------|-------|-------|-------|
| 0     | 0     | 0     | 0     |
| 1     | 0     | 0     | 1     |
| 2     | 0     | 1     | 1     |
| 3     | 0     | 0     | 2     |
| 4     | 1     | 1     | 1     |
| 5     | 0     | 1     | 2     |
| 6     | 0     | 0     | 3     |
| 7     | 1     | 1     | 2     |
| 8     | 0     | 2     | 2     |
| 9     | 0     | 1     | 3     |
| 10    | 0     | 0     | 4     |
| ...   | ...   | ...   | ...   |

In principle, the \( q_n \) basis can be any function, but in this work we implement and compare two choices: normal polynomials and shifted Legendre polynomials. The normal \( q_n \) basis we use is constructed as described in [60], while the choice of shifted Legendre polynomials is

\[
q_n(x) \equiv \tilde{P}_n(x) = P_n(2x - 1),
\]

where \( P_n \) are the usual non-shifted Legendre polynomials.

Given a definition of \( q_n \), we still need to specify how we map between \( \{prs\} \leftrightarrow n \) in eq. (A.1). Our convention is that we group the \( Q_n \) according to the maximum power of any term, \( p + r + s \), and then within each group, we order the \( Q_n \) by sorting by increasing \( s, r, \) and finally \( p \). Explicitly, our first 11 \( Q_n \) have \( prs \) as listed in table 2.

In choosing the number of modes in a basis, we will always choose a number of modes such that all modes up to a given \( p + r + s \) are included. For example, in determining how many modes are necessary for parameter constraints to converge when \( k_{\text{max}} = 24.5 \, k_f \) and custom modes are not included, we compared results with \( p + r + s \leq 3 \) (7 modes), \( p + r + s \leq 4 \) (11 modes), \( p + r + s \leq 5 \) (16 modes), and so on, up to \( p + r + s \leq 12 \) (102 modes). This is a somewhat arbitrary, but simple, way of grouping modes together to simplify the analysis whenever we check how our results depend on how many modes are used.

We note that this choice of ordering is mostly arbitrary, though larger values of \( p + r + s \) generally correspond to \( Q_n \) with smaller scale variations, such that the larger \( n \) modes are expected to have smaller amplitudes in the weighted bispectrum. This would also be true for the alternative option of ordering the modes according to their ‘distance’, \( \sqrt{p^2 + r^2 + s^2} \), which was also described in [60].
B Calculating the inner product using 1-dimensional FFT

In this appendix, we detail the calculation of eqs. (2.30) and (2.31), copied here for convenience,

\[
\langle Q_n | Q_m \rangle = \frac{1}{2\pi^5} \int \frac{dx}{x} \left\{ \frac{1}{x} \left[ F_{pa}(x)[F_{rb}(x)F_{sc}(x) + F_{rc}(x)F_{sb}(x)] + F_{pb}(x)[F_{rc}(x)F_{sa}(x) + F_{ra}(x)F_{sb}(x)] + F_{pc}(x)[F_{ra}(x)F_{sb}(x) + F_{rb}(x)F_{sa}(x)] \right]\right\},
\]

(B.1)

where

\[
F_{pa}(x) \equiv \int dk q_p(k) q_a(k) \sin(kx).
\]

(B.2)

Specifically, we use 1-dimensional FFTs to compute eq. (B.2), and we require it for a range and resolution of \(x\) such that the outer integral over \(x\) in eq. (B.1) can be numerically calculated to sufficient accuracy. Doing this requires some care, and we follow the steps described in Numerical Recipes (Chapter 13.9, “Computing Fourier Integrals Using the FFT”, hereafter NR). Here we summarize the key equations that we use in our case, and we refer the reader to NR for the step-by-step derivation of the method and more general expressions.

The aim is to numerically evaluate

\[
\int_a^b h(t) e^{iwt} \, dt,
\]

(B.3)

and we begin by approximating \(h(t)\) using an interpolation

\[
h(t) \approx \sum_{j=0}^{M} h_j \psi \left( \frac{t - t_j}{\Delta} \right) + \sum_{j=\text{endpts}} h_j \phi_j \left( \frac{t - t_j}{\Delta} \right),
\]

(B.4)

where \(\Delta \equiv (b - a)/M\), \(h_j \equiv h(t_j)\), and \(t_j \equiv a + j\Delta\) for \(j = 0, \ldots, M\). \(\psi\) and \(\phi_j\) are kernel functions that depend on the interpolation scheme, which also determines which points at the boundary count as endpoints in the second sum in eq. (B.4).

We substitute this interpolating function into eq. (B.3), interchange the sum and integral in each of the two terms, and then make the change of variable \(s \equiv (t - t_j)/\Delta\) in the first term and \(s \equiv (t - a)/\Delta\) in the second term. This leads to

\[
\int_a^b h(t) e^{iwt} \, dt \approx \Delta e^{iwa} \left[ W(\theta) \sum_{j=0}^{M} h_j e^{i\theta j} + \sum_{j=\text{endpts}} h_j \alpha_j(\theta) \right],
\]

(B.5)

where \(\theta \equiv w\Delta\) and the two functions are

\[
W(\theta) \equiv \int_{-\infty}^{\infty} ds e^{is\theta} \psi(s)
\]

(B.6)

\[
\alpha_j(\theta) \equiv \int_{-\infty}^{\infty} ds e^{is\theta} \phi_j(s - j).
\]

(B.7)

If the endpoint kernel is symmetric, then

\[
\phi_{M-j}(s) = \phi_j(-s)
\]

(B.8)

\[
\alpha_{M-j}(\theta) = e^{i\pi(b-a)} \alpha_j^*(\theta),
\]

(B.9)
so the second sum in eq. (B.5) can be more explicitly written as
\[
\sum_{j=\text{endpts}} h_j \alpha_j(\theta) = \alpha_0(\theta) h_0 + \alpha_1(\theta) h_1 + \alpha_2(\theta) h_2 + \alpha_3(\theta) h_3 + \ldots \\
+ e^{i\omega(b-a)} \left[ \alpha^*_0(\theta) h_M + \alpha^*_1(\theta) h_{M-1} + \alpha^*_2(\theta) h_{M-2} + \alpha^*_3(\theta) h_{M-3} + \ldots \right],
\]
where the ellipses represent terms that are dropped when the interpolation kernels are cubic splines (or lower order).

We perform the first sum in eq. (B.5) using an FFT. The FFT grid size \( N \) must be \( N \geq M + 1 \), and it determines the values of \( w \) (and \( \theta \)) that are sampled,
\[
w_n \Delta \equiv \frac{2\pi n}{N},
\]
for \( n = 0, \ldots, \frac{N}{2} - 1 \). Therefore, we see that \( M \) and \( N \) are both free parameters of the calculation. Larger \( M \) allows the integration to be sensitive to higher frequency oscillations in \( t \), and \( M \) must be higher if \( h(t) \) is varying rapidly with \( t \). \( N \) on the other hand is the grid resolution used for the FFT that we use to evaluate the sum in the equation above, so for a fixed \( M \), a larger \( N \) produces finer sampling in \( w \)-space, which is especially important if the result of the integral is then going to be interpolated for different values of \( w \), as we do when this is used to calculate the inner product.

In this work, we use the cubic order kernel functions in NR, which are implemented in the subroutine \texttt{dftcor} provided there, and use a modification of the code in \texttt{dftint} also provided to calculate the integral for only the \( \int_a^b \sin(wt) h(t) \, dt \) part.
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