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Abstract
Multistate current status data presents a more severe form of censoring due to the single observation of study participants transitioning through a sequence of well-defined disease states at random inspection times. Moreover, these data may be clustered within specified groups, and informativeness of the cluster sizes may arise due to the existing latent relationship between the transition outcomes and the cluster sizes. Failure to adjust for this informativeness may lead to a biased inference. Motivated by a clinical study of periodontal disease, we propose an extension of the pseudo-value approach to estimate covariate effects on the state occupation probabilities for these clustered multistate current status data with informative cluster or intra-cluster group sizes. In our approach, the proposed pseudo-value technique initially computes marginal estimators of the state occupation probabilities utilizing nonparametric regression. Next, the estimating equations based on the corresponding pseudo-values are reweighted by functions of the cluster sizes to adjust for informativeness. We perform a variety of simulation studies to study the properties of our pseudo-value regression based on the nonparametric marginal estimators under different scenarios of informativeness. For illustration, the method is applied to the motivating periodontal disease dataset, which encapsulates the complex data-generation mechanism.
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1 Introduction
Multistate models1 are becoming increasingly popular in biomedical research for event history data analysis since these models are suitable for examining patient transitions between several well-defined disease states. The disease sequence defines the finite number of states in the model, and a patient is observed to occupy a known state at any given time throughout the observation period. Patients can move reversibly or irreversibly through a succession of intermediary states before transitioning to an absorbing state. Researchers often expect to measure the exact transition times between disease states for the population under study. However, they may be restricted to observing only the disease states occupied by the patients at their inspection times. Hence, only the current status of each patient concerning the known disease progression state is observed. Such an observation scheme induces a severe form of interval censoring (case-I), and the observed data are often called current status (CS) data.

CS data arise naturally in several fields of biomedical research, including clinical trials, epidemiological studies, bioassay studies, and oral health. For example, in clinical cross-sectional studies in oral health, a patient’s teeth-related outcomes
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Figure 1. Nonparametric Turnbull estimates of (current status) tooth survival probability stratified by the number of inspected tooth-sites within a patient’s mouth at the time of inspection, classified as patients with \([6, 60)\) inspected tooth sites, \([60, 120)\) tooth sites, and \(\geq 120\) tooth sites. The CS event of interest is moderate to severe PD at the inspection time. CS: current status; PD: periodontal disease.

Datasets, such as the GAAD, are commonplace in most dental and oral epidemiological studies, with the following unique characteristics: correlated outcomes, ICS, and multistate event times, subject to case-I interval censoring. The objective of this article is to conduct a prudent cross-sectional risk assessment on the probability of occupying a particular PD state at a given inspection time. Regression analysis for CS data has been primarily discussed in the context of a traditional survival setup (two-state model) where parametric or semiparametric methods are used for inference.\(^6,7\) In the context of multivariate current-status data, Sun and colleagues\(^8\) proposed regression methods based on additive hazards or proportional hazards frailty models. Even if one extends these methods to CS data from an MSM perspective, they may not provide direct estimates of the covariate effects on the temporal functions (e.g. state occupation probabilities) of the MSM.

Regression methods for CS data from an MSM are limited in the literature. Recently, Lan et al.\(^3\) developed a nonparametric regression model applicable to clustered-correlated CS data from an MSM. Even though their model can account for ICS, it accommodates only a single covariate. To the best of our knowledge, there are no available methods or software for multivariable regression based on the CS data from MSMs. Pseudo-value regression\(^11\) is a robust alternative for measuring
the association between covariates and temporal functions of an MSM. Originally developed in the context of uncorrelated time-to-event data that is subject to right-censoring, the regression analysis is typically conducted in two steps: (i) estimation of the marginal functions of the MSM, and (ii) fitting the estimating equations that are based on the (response) pseudo-values. In the case where the transition times are clustered, and the cluster size is informative, implementing the pseudo-value regression is not straightforward since one may need to adjust for ICS in the two aforementioned steps.

In this article, we study the pseudo-value approach for cluster-correlated CS data with ICS and describe appropriate guidelines for its application in quantifying covariate effects on the state occupation probability (SOP) of an MSM. In the first step of the analysis, we estimate the marginal SOP using a combination of nonparametric regression theory and the product limit estimation as described by Datta and Sundaram. We study the properties of the jackknife pseudo-values. In the case where the transition times are clustered, and the cluster size is informative, implementing the estimation of the marginal functions of the MSM, and (ii) fitting the estimating equations that are based on nonparametric regression estimators and provide theoretical justifications for the subsequent regression analysis. For estimating the covariate effects in the second step, we formulate the estimating equations with weights that are inverse of the cluster sizes to adjust for informative cluster size. By reweighting only the estimating equations in the pseudo-value approach, we adopt the recommendation of Anyaso-Samuel and Datta who investigated the pseudo-value regression in the context of right censored multistate time-to-event data with ICS.

The rest of the article is as follows. In Section 2, we formulate a nonparametric marginal estimator of the SOP for the multistate cluster-correlated CS data with ICS. In Section 3, we describe the implementation of the pseudo-value regression. Section 4 contains simulation studies to evaluate the empirical performance of the pseudo-value approach under various data generation scenarios. In Section 5, we apply the pseudo-value regression approach to data from the GAAD study. The article concludes with a discussion in Section 6. Theoretical arguments, and additional simulation results are relegated to Appendix A, and Web Supplements A to C, respectively.

2 Nonparametric estimators for a multistate model

2.1 Notation and convention

Let \( S = \{1, 2, \ldots, Q\} \) be the finite state space for the underlying multistate system with a directed tracking structure. Let \( X_i(t) \in S \) denote the state occupied at time \( t \geq 0 \) and \( C_i \) denote the random inspection time for individual \( i = 1, \ldots, n_i \) in cluster \( i = 1, \ldots, m \). Define \( n = \sum_{i=1}^{m} n_i \). The observed CS data for such an individual is represented as the triple \( \{C_{ij}, X_{ij}(C_{ij}), Z_{ij}\} \), where \( C_{ij} \) is independent of the multistate process \( \{X_{ij}(t), t \geq 0\} \) given the \( p \)-dimensional covariate vector \( Z_{ij} \). The observations within the clusters may be correlated, while the observations across distinct clusters are independent.

Our central objective is to model the SOPs which are defined as \( \pi_{\ell}(t) = \Pr[X(t) = \ell] = \sum_{\ell' \in S} \pi_{\ell'}(0)P_{\ell \ell'}(0, t) \), where \( \pi_{\ell'}(0) \) is the initial occupation probability for state \( \ell' \), and \( P_{\ell \ell'}(s, t) \) is the \( \ell \ell' \)th element of the transition probability matrix \( P(s, t) \). The counting process denoted by \( N\ell\ell\ell'(t) \) and the at-risk process denoted by \( M\ell(t) \) is important functionals for estimating \( \pi_{\ell}(t) \) and other temporal functions of the multistate model. Here, \( N\ell\ell\ell'(t) \) counts the number of transitions from state \( \ell \) to \( \ell' \) in the time interval \( [0, t] \), and \( M\ell(t) \) represents the number of individuals at-risk of transitioning out of state \( \ell \) at time \( t \).

2.2 Marginal estimators for the clustered data

Datta and Sundaram proposed estimators of \( N\ell\ell\ell'(t) \) and \( M\ell(t) \) using the theory of nonparametric regression. We briefly describe the development of the resulting estimators under the setting where the data are cluster-correlated. Let \( U_{\ell\ell'} \) denote the (unobserved) transition time at which an individual transition from \( \ell' \) to \( \ell' \). Then, \( N\ell\ell\ell'(t) \) and \( M\ell(t) \) can be expressed as follows

\[
N_{\ell\ell'}(t) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} I(U_{ij,\ell\ell'} \leq t) \quad \text{and} \quad M_{\ell}(t) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} I(X_{ij}(t-) = \ell')
\]

where \( I(\cdot) \) denotes the indicator function and \( X(t-) \) is the state occupied just before time \( t \). By the law of large numbers

\[
n^{-1}N_{\ell\ell'}(t) \xrightarrow{P} \Pr(U_{\ell\ell'} \leq t)
\]
for any \( t \geq 0 \). Since the inspection time \( C \) is independent of the multistate process, we can write

\[
\Pr(U_{\ell' \ell} \leq t) = E(I(U_{\ell' \ell} \leq C) \mid C = t)
\]

where \( I(U_{\ell' \ell} \leq C) \) is the indicator of the event that the transition from state \( \ell \) to \( \ell' \) has taken place by time \( C \). Note that \( \Pr(U_{\ell' \ell} \leq t) \) is monotonic in \( t \), Datta and Sundaram\(^{12}\) suggested a two-step approach for estimating \( n^{-1}N_{\ell' \ell}(t) \). First, perform isotonic regression based on the pairs \((C_y, I(U_{y,\ell'} \leq C_y))\) using the pooled adjacent violators (PAVs) algorithm,\(^{14}\) and let \( \hat{N}_{\ell' \ell}(t) \) denote the solution to the weighted sum of squares with weights \( w_y \in \{1, \frac{1}{n_i}\} \). Secondly, perform kernel smoothing\(^{15-17}\) with a log-concave density, \( K > 0 \), to remove the long flat parts of \( \hat{N}_{\ell' \ell}(t) \) obtained from the first step. Note that, \( I(U_{\ell' \ell} \leq C) \) can be obtained from the observed CS data. The final estimator of \( N_{\ell' \ell}(t) \) is

\[
\hat{N}_{\ell' \ell}(t) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} \left\{ w_{ij} \times \hat{N}_{\ell' \ell}(t) \right\} \times \frac{K_h(C_{ij} - t)}{\sum_{i=1}^{m} \sum_{j=1}^{n_i} K_h(C_{ij} - t)}
\]

where \( K_h(\cdot) = h^{-1}K(\cdot/h) \) with a bandwidth sequence \( 0 < h = h(n) \downarrow 0 \) chosen by the criteria specified by Wand and Jones.\(^{18}\) Also, given that \( \Pr(X(t-) = \ell') \) is the probability limit of \( n^{-1}M_{\ell'}(t) \), Datta and Sundaram\(^{12}\) utilized the kernel smoothing approach for estimating \( M_{\ell'}(t) \). Thus

\[
\hat{M}_{\ell'}(t) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} \left\{ w_{ij} \times I(X_{ij}(C) = \ell') \right\} \times \frac{K_h(C_{ij} - t)}{n^{-1} \sum_{i=1}^{m} \sum_{j=1}^{n_i} K_h(C_{ij} - t)}
\]

where \( X_y(C_y) \) with probability 1, by assumption. Since the at-risk set out of the initial state is monotonic in \( t \), one may be able to add the PAV step for estimating the risk set out of this state. The asymptotic properties of these estimators can be established following the arguments outlined in Datta and Sundaram.\(^{12}\)

The estimators, \( \hat{N}_{\ell' \ell}(t) \) and \( \hat{M}_{\ell'}(t) \) are used to estimate the integrated transition hazard, \( \Lambda(t) \). Let \( \hat{\Lambda}(t) \) denote the estimator of \( \Lambda(t) \); its elements are expressed by

\[
\hat{\Lambda}_{\ell' \ell}(t) = \int_0^t \left. \frac{d\hat{N}_{\ell' \ell}(u)}{\hat{M}_{\ell'}(u)} \right|_{\ell' \neq \ell'} \text{d}\hat{\Lambda}(u)
\]

Further, the marginal estimator of the transition probability matrix, \( \hat{P}(s, t) \), is obtained by the product limit of \( \hat{\Lambda}_{\ell' \ell}(t) \),

\[
\hat{P}(s, t) = \prod_{t \geq j} I + d\hat{\Lambda}(u)
\]

where \( I \) denotes the \( Q \times Q \) identity matrix. Finally, the marginal estimator of the SOP is defined by

\[
\hat{S}_p(t) = \sum_{\ell' = 1}^{Q} \hat{P}_{\ell' \ell}(0) \hat{P}_{\ell' \ell}(0, t)
\]

where \( \hat{S}_p(0) = \{ \hat{M}_{\ell'}(0+) \} / \{ \sum_{\ell=1}^{Q} \hat{M}_{\ell'}(0+) \} \), and \( \hat{P}_{\ell' \ell}(0, t) \) is the \( \ell' / \ell \) th element of \( \hat{P}(0, t) \). Andersen et al.\(^{19}\) explained the relationship among (3) to (5), while Datta and Satten\(^{20}\) showed the validity of (5) for a possible non-Markov model.

We formulate the marginal estimators with weights, \( w_y \in \{1, \frac{1}{n_i}\} \). In the scenario, where the cluster sizes are informative, inverse cluster reweighting has been suggested in the literature to arrive at correct marginal inference since the marginal estimators formulated with \( w_y = 1 \) may lead to biased estimates and inflated type-I errors. By inverse cluster size reweighting, we randomly select a typical patient from a typical cluster thereby allowing equal total contribution from all clusters in the estimation procedure.

The marginal estimator of the SOP described in this section follows the theory of nonparametric regression. If covariates are available, researchers are often interested in quantifying the effect of such covariates on the temporal function of interest. Following a similar nonparametric regression theory presented in this section, Lan et al.\(^{3}\) proposed a conditional estimator of the SOP given a single covariate. Besides the smoothing parameter (bandwidth) \( h \) required in (1) and (2), their method
requires the specification of another smoothing parameter that depends on the single covariate for computing the weights need for the isotonic regression of $I(U_{\ell t} \leq C)$ on $C$. If the inference is desired for multiple covariates, the method of Lan et al. becomes inapplicable. Besides, a fully nonparametric regression modeling approach will suffer from the curse of dimensionality due to the need to specify a smoothing parameter for each covariate. The pseudo-value regression presents a flexible approach for estimating the association between multiple covariates and the quantity $\pi_{\ell}(t)$, without requiring additional smoothing parameters.

### 3 Pseudo-value regression

Previously, we defined the marginal estimator for the mean-valued quantity $\pi_{\ell}(t) = E\{I(X(t) = \ell')\} = P\{X(t) = \ell'\}$. Our interests lie in estimating the effects of covariates $Z$ on the SOP. In other words, we seek to model the quantity $E(I[X(t) = \ell'] | Z) = P\{X(t) = \ell' | Z\}$. The pseudo-value approach was proposed by Andersen et al.\textsuperscript{11} to conduct regression analysis when modeling temporal functions of a multistate model, for example, the SOP. Consider the setting where the CS times $\{C_i, i = 1, \ldots, n\}$ are uncorrelated. Given an (approximately) unbiased estimator $\hat{\pi}_{\ell}(t)$ of the SOP, the pseudo-values are defined by

$$ Y_i(t) = n \cdot \hat{\pi}_{\ell}(t) - (n-1)\hat{\pi}_{\ell, \ldots, \hat{\pi}_{\ell, i}}(t) $$

where $\hat{\pi}_{\ell, \ldots, \hat{\pi}_{\ell, i}}(t)$ is obtained by omitting the $i$th subject. For the uncorrelated CS times, (1) and (2) will be formulated with a single sum over $n$ observations, and $w_i = 1$. Under the CS setting, $Y_i(t)$ just like the jackknife, will denote the relative contribution of the $i$th subject in an approximately linear relationship leading to the marginal estimator. The pseudo-values are then used as the responses in a regression model to quantify the effects of the covariates on the SOP.

#### 3.1 Properties of the pseudo-values

For a simulated cohort of $n = 1000$ patients whose disease evolution begins at the initial state of a three-state tracking model (see Figure 2), the top, middle, and bottom panels of Figure 3 show the pseudo-values for three different patients, namely (a), (b), and (c) who were occupying states 1, 2, and 3, respectively, at their inspection time. The pseudo-values for these patients are based on the entire cohort and were computed at all observed inspection times. The solid lines in Figure 3 represent the pseudo-values calculated using the empirical estimator of the SOP with the exact transition times, while the broken lines represent the pseudo-values for the observed CS data based on the product-limit estimator. Under the analysis of exact transition times, the pseudo-values indicate whether or not patient $i$ is in a particular state at time $t$, that is, the pseudo-value is 1 when the patient occupies the state at time $t$ and 0, otherwise. For the CS data, let $Y^{[1]}$ (left column of Figure 3), $Y^{[2]}$ (center), and $Y^{[3]}$ (right) denote the pseudo-values corresponding to $\hat{\pi}_1$, $\hat{\pi}_2$, and $\hat{\pi}_3$, respectively. Notice that $Y^{[1]}$ is initially one since we assume that the disease trajectory of every patient begins at the initial state. For the patient who was inspected while occupying state 1, as time passes, $Y^{[1]}$ increases and has a turning point around the inspection time. However, for patients who were in other states at their inspection times, $Y^{[1]}$ mostly decreases and has a turning point around the inspection time. Yet, $Y^{[1]}$ gradually reduces to 0 since all patients will eventually transition out of state 1. Also, consider the pseudo-values for the absorbing state; for the patient inspected while occupying this state, $Y^{[3]}$ increases as time passes but has a turning point at inspection time. The converse is the case for patients who were not in state 3 when they were inspected, albeit, $Y^{[3]}$ is eventually 1 since all patients are likely to transition permanently to this absorbing state. For state 2, which is the transient state, the pseudo-value for each patient is initially 0. As time progresses, $Y^{[2]}$ increases for the patient inspected while occupying state 2 with a turning point at the inspection time. Ultimately, $Y^{[2]}$ returns to 0 for each patient since they will eventually transition to state 3. In general, the pseudo-values for the CS data correspond to the smoothed version of their empirical counterparts that are based on the complete data.

#### 3.2 A rationale for the pseudo-value approach

Again, consider the scenario where the observed data $\{(C_i, X_i(C_i), Z_i), i = 1, \ldots, n\}$ are uncorrelated, and the SOP is the mean-valued function of interest. Following the idea of nonparametric smoothing, consider the naïve (empirical) estimator

$$ \hat{\pi}_\ell(t) = \frac{1}{2hn} \sum_{i=1}^{n} I\{X_i(C_i) = \ell', t-h < C_i < t+h\} $$

where $0 < h = h(n) \downarrow 0$ is a user-defined bandwidth sequence. The Aalen-Johansen-type estimator $\hat{\pi}_\ell(t)$ given in (5) is a refined version of the natural estimator $\hat{\pi}_\ell(t)$, and we explain the utility of the pseudo-value regression in the context of the
Figure 2. The three-state tracking model.

Figure 3. Pseudo-values based on true transition times (solid lines) and current-status data (dashed lines) for the occupation probability of initial (left), transient (center), and absorbing (right) state of a three-state tracking model (see Figure 2). The plots (top, middle, and bottom) of the pseudo-values are shown for three different patients that were inspected while occupying the three respective states of the tracking model. The broken vertical line in each plot indicates the inspection time for a given patient.

CS data using $\tilde{\pi}_t (t)$. Let $\tilde{\pi}_{t-i} (t)$ denote the empirical estimator based on omitting the $i$th observation, the corresponding pseudo-value for the $i$th subject is given by

$$Y_i (t) = \frac{1}{2h} I \{ X_i (C_i) = \ell', \; t-h < C_i < t+h \}$$  \hspace{1cm} (6)$$

Further, regressing $Y_i (t)$ on $Z_i$ leads to

$$\mathbb{E} \{ Y_i (t) \mid z \} = \frac{1}{2h} \mathbb{P} \{ X_i (C_i) = \ell', \; t-h < C_i < t+h \mid Z_i = z \} \approx \mathbb{P} \{ X_i (t) = \ell' \mid Z_i = z \}$$

for small $h$. Therefore, the regression of the jackknife pseudo-values on the covariates will lead to correct approximate covariate inference on the probability of occupying a given state. For the scenario where the data are clustered, an extension of these arguments is presented in Appendix A.

3.3 Estimation of the covariate effects

Now, we return to the original scenario where the observed data $\{ C_{ij}, X_{ij}(C_{ij}), Z_{ij} \}$ are cluster-correlated. We are interested in estimating the measure of association between available covariates and the occupation probabilities for a typical patient in a typical cluster. The pseudo-values may be used as responses in a standard regression model to perform the covariate inference.
Let \( Y_{ij} = \{ Y_i(t_1), \ldots, Y_i(t_r) \} \) denote the vector of pseudo-values calculated at time points \{t_1, \ldots, t_r\}. Define \( g(x(t_k | Z_{ik}) = \alpha_k + \xi Z_{ik} = \beta Z_{ik}^r \), where \( Z_{ik}^r = (1(t_i = t_k), l = 1, \ldots, r; Z_{ik}) \). This allows a different intercept for each of the \( k = 1, \ldots, r \) time points, and \( \xi \) describes the covariate effects on the mean changes in the \( Y_{ij} \). Moreover, one can study the time-varying effects of the covariates by modeling the interaction between the covariates and the time points in a regression model. In the setting where the event times are uncorrelated, previous articles \( 21, 22 \) have studied the sensitivity to the choice of the number of time points for pseudo-value based inference. The recommendation is to compute the pseudo-values at five-time points, at least, equally spread on the event/time scale.

To estimate \( \beta \), we solve the following estimating equation

\[
\sum_{j=1}^m \sum_{k=1}^n w_{ij} \cdot U_{ij}(\beta, \alpha) = 0
\]

where \( U_{ij}(\beta, \alpha) = D_{ij}^T V_{ij}^{-1}(Y_{ij} - g^{-1}(\beta Z_{ij})) \)

\( D_{ij} = (\frac{\partial g^{-1}(\beta Z_{ij})}{\partial \beta}) \) and \( V_{ij} = \sigma^2 R_{ij}(\alpha) \) is the working-covariance matrix. Further, we estimate the variance of \( \hat{\beta} \) using the sandwich estimator given by

\[
\widehat{\text{Var}}(\hat{\beta}) = B^{-1} MB^{-1}
\]

where

\[
B = \sum_{j=1}^m \sum_{k=1}^n n_{ij} \cdot D_{ij}^T V_{ij}^{-1} D_{ij}
\]

\[
M = \sum_{j=1}^m \left\{ n_{ij} \cdot \left( \sum_{j=1}^n w_{ij} \cdot U_{ij}(\hat{\beta}, \hat{\alpha}) \right) \left( \sum_{j=1}^n w_{ij} \cdot U_{ij}(\hat{\beta}, \hat{\alpha}) \right)^T \right\}
\]

with \( \hat{V}_{ij} = \hat{\sigma}^2 R_{ij}(\hat{\alpha}) \), and \( \hat{\sigma} \) and \( \hat{\alpha} \) are consistent estimates of the \( \sigma \) and \( \alpha \), respectively (see Sections 2.1 & 2.3 of Wang et al. \( 23 \)). Here, we utilize the weights \( w_{ij} \in \{1, \frac{1}{n_{ij}}\} \). Wang et al. \( 23 \) discussed the properties of (7) for both choices of \( w_{ij} \), and varying choices of the working-covariance matrix for the analysis of longitudinal clustered data.

Generally, under the scenario where the cluster sizes are informative, the traditional generalized estimating equation (GEE) \( 24 \) (with \( w_{ij} = 1 \)) leads to biased inference since it assumes that the outcomes are independent of the cluster sizes. Williamson et al. \( 25 \) proposed the cluster-weighted GEE (CWGEE) that adjusts for ICS by reweighting the standard GEE with the inverse of the cluster size. For a regression analysis with the CWGEE, all clusters from the data contribute equally to the analysis, while for the GEE model, larger clusters contribute more than the smaller clusters. If the cluster sizes are informative, both marginal regression models will yield different inferential conclusions. Under the context of the pseudo-value regression, we provide theoretical justifications for the inverse cluster size reweighting for marginal analysis in Appendix A.

Situations also exist in multilevel designs where there are known groups within the clusters, and a latent relationship exists between the number of units with the same group membership and the observed outcomes for such groups. This phenomenon is often termed an informative intra-cluster group (ICG) size. \( 26 \) Let \( G_{ij} \in \{0, 1\} \) denote the group membership of patient \( j \) within cluster \( i \), and \( n_{G_{ij}} \) denotes the number of observations in cluster \( i \) with the same group membership as patient \( j \). To adjust for informative ICG sizes in marginal analysis, Huang and Leroux \( 27 \) proposed the doubly-weighted generalized estimating equations (DWGEEs) that estimate the regression parameters by reweighting the contribution from a patient \( j \) within a given cluster \( i \) by \( w_{ij} = \frac{1}{n_{G_{ij}}} \). In Web Supplement C, we will return to the analysis of cluster-correlated CS data under ICG via simulations.

Apparently, for the pseudo-value-based regression involving clustered data with ICS, the adjustment for ICS by the inverse cluster size reweighting can be implemented in the marginal estimation of the SOP and while solving the estimating equations. For the case with clustered event times subject to right-censoring, Anyaso-Samuel and Datta \( 13 \) showed that valid covariate inference is obtained by primarily adjusting for ICS when fitting the estimating equations that are based on correct pseudo-values. In the rest of this article, we calculate the pseudo-values, \( \hat{Y}_i(t) \) using the unweighted \( (w_{ij} = 1) \) marginal estimators of the SOP.
4 Simulation study

In this section, we conduct simulation studies to study the finite sample performance of our estimators. Our data generation scheme closely mimics the GAAD data setting introduced earlier. In particular, we consider a three-state tracking model (shown in Figure 2), where states 1 – 3 denote healthy, moderate, and severe conditions of the disease, respectively. Our primary goal is to evaluate the implementation of the proposed pseudo-value approach for inference when analyzing cluster-correlated CS data with ICS. In addition, we also compare methods for adjustment of ICS in fitting the pseudo-values to the covariates.

Our simulated data comprise \( \{C_{ij}, S(C_{ij}), Z_{ij}\}, i = 1, \ldots, m \) and \( j = 1, \ldots, n_i \). We simulate the cluster-correlated exit times from state 1, denoted by \( T_{i,1,j} \), via a lognormal model given by

\[
\log(T_{i,1,j}) = \delta_1 Z_{1,i,j} + \delta_2 Z_{2,i,j} + v_i + \sigma \epsilon_{ij}
\]

where \( Z_{1,i,j} \) is a cluster-level binary covariate, \( Z_{2,i,j} \sim N(0, 0.15) \) is a subject-level continuous covariate, \( v_i \sim N(0, 0.25) \) is a cluster-level random effect, and \( \epsilon_{ij} \sim N(0, 1) \) is the subject-level random error. In the PD example, \( v_i \) captures the between-teeth correlation induced by shared behavioral and genetic markers. The true exit times from state 2, denoted by \( T_{2,j} \), are obtained by

\[
T_{2,j} = D^{-1}[D(T_{1,j}) + R_2(1 - D(T_{1,j}))]
\]

where \( D() \) and \( D^{-1}() \) respectively denote the distribution function and quantile function of the lognormal distribution with parameters \( \delta^T Z \) and \( \sigma \), respectively, and \( R_2 \) is generated from the standard uniform distribution. We simulate the clustered inspection times from a Weibull distribution with parameters, \( \eta = 3 \) (shape), and \( \tau = 5 \) (scale). The cluster sizes are generated from the informative and non-informative scenarios. For the ICS, we simulate \( n_i \sim \text{Poisson}[\exp(1.5 + 3v_i - 3Z_{1,i,j})] + 2 \), such that the dependence of \( n_i \) on the cluster-specific binary covariate and the random effect induces ICS. For the non-ICS situation, we simulate \( n_i \sim \text{Poisson}(20) \). For each setting, we consider two choices for the number of clusters; \( m = 30 \) and 200, and we set \( (\delta_1, \delta_2) = (0.25, 0.8) \) and \( \sigma = 0.3 \). Unless stated otherwise, we utilize an identity link for the pseudo-value regression. All simulation results presented using the various methods are evaluated with 1000 Monte Carlo iterates.

4.1 Estimation accuracy for a single continuous covariate

First, we compared the performance of our pseudo-value approach with the method proposed by Lan et al.\(^3\) in estimating the occupation probability conditioned on the continuous covariate, \( Z_2 \). Specifically, we aim to estimate \( \pi_r(t \mid z) = \Pr \{X(t) = r \mid Z_2 = z\} \). We evaluate this quantity at \( t = 3.0 \). Note that the nonparametric conditional estimators due to Lan et al are reweighted by the inverse of the cluster size. On the other hand, estimates from the pseudo-value approach are based on the regression analysis of the pseudo-value responses on \( Z_2 \); the pseudo-values are obtained from the nonparametric marginal estimator of the SOP. Further, we compared the performance of the regression model based on the CWGEE and the GEE in estimating \( \pi_r(t \mid z) \). Although the pseudo-value regression with an identity link will lead to reliable tests of the effect of \( Z_2 \) on the occupation probability, this approach may occasionally yield estimates of \( \pi_r(t \mid z) \) that lie outside the interval \([0, 1]\). To get range preserving estimates of \( \pi_r(t \mid z) \), however, at the cost of a slight increase in estimation bias, one may transform the pseudo-value responses \( Y_r(t) \) as binary and utilize a logit mean-link function in the estimating equation. Under this specification, one may set the responses to be 1 if \( Y_r(t) > 0.5 \) and 0, if otherwise. If the primary interest lies in estimating and testing the effect of the covariate on the SOP, the binary transformation will be unnecessary.

We assess the performance of the estimators at the first, second, and third quartiles of \( Z_2 \) which we denote by \( Z_2^{Q1}, Z_2^{Q2}, \) and \( Z_2^{Q3} \), respectively. The target quantities for each state are given by

\[
\begin{align*}
\tilde{\pi}_1(t | z) &= \frac{\sum_{i=1}^m \frac{1}{n_i} \sum_{j=1}^{n_i} I(T_{i,1,j} > t) \phi\left(\frac{Z_{2,i,j} - z}{h}\right)}{\sum_{i=1}^m \frac{1}{n_i} \sum_{j=1}^{n_i} \phi\left(\frac{Z_{2,i,j} - z}{h}\right)}
\end{align*}
\]

\[
\begin{align*}
\tilde{\pi}_2(t | z) &= \frac{\sum_{i=1}^m \frac{1}{n_i} \sum_{j=1}^{n_i} I(T_{i,1,j} < t) \phi\left(\frac{Z_{2,i,j} - z}{h}\right)}{\sum_{i=1}^m \frac{1}{n_i} \sum_{j=1}^{n_i} \phi\left(\frac{Z_{2,i,j} - z}{h}\right)}
\end{align*}
\]

\[
\begin{align*}
\tilde{\pi}_3(t | z) &= \frac{\sum_{i=1}^m \frac{1}{n_i} \sum_{j=1}^{n_i} I(T_{i,1,j} < t) \phi\left(\frac{Z_{2,i,j} - z}{h}\right)}{\sum_{i=1}^m \frac{1}{n_i} \sum_{j=1}^{n_i} \phi\left(\frac{Z_{2,i,j} - z}{h}\right)}
\end{align*}
\]
where \( \phi(\cdot) \) is standard normal kernel with bandwidth \( h \). The targeted quantities are computed using the true exit times \( T_{1,j} \) and \( T_{2,j} \) simulated from a single large sample of \( m = 1000 \) clusters.

For the simulation scenario where the cluster sizes are informative, Table 1 shows the bias and Monte Carlo standard deviation of the estimates for each state in the three-state tracking model. The pseudo-value approach based on the CWGEE with an identity link performs slightly better than the inverse cluster size reweighted estimator of Lan et al. Both methods achieve the least bias among the competing methods and their corresponding bias decrease with an increasing number of clusters (\( m = 200 \)). As expected, transforming the pseudo-value responses to binary indicators does not improve the performance of the pseudo-value approach in estimating \( \pi_x(t|z) \). Also, estimators from the pseudo-value approach formulated with estimating equations that were not reweighted by the inverse of the cluster size led to poor performance.

Table 2 shows the simulation results for the various estimators of \( \pi_x(t|z) \) under the scenario where the cluster sizes are non-informative. The results show that reweighting the appropriate estimators by the inverse of the cluster size even when the cluster sizes are not informative still leads to valid estimation. The pseudo-value regression based on either CWGEE or the GEE with an identity link produces a similar performance to the method by Lan et al. These estimators yield smaller bias and standard errors, which further decreases with an increasing number of clusters. Also, the pseudo-value regression with a logit link yields worse performance among the competing methods.

### 4.2 Covariate inference based on the pseudo-value regression

Suppose we are interested in quantifying the effect of more than one covariate on the SOP. For such an investigation, the method of Lan et al. will be inapplicable. In this subsection, we evaluate the performance of the pseudo-value approach for inference when multiple covariates are available. We compute the pseudo-values at a fixed set of time points (\( k = 1, \ldots, 10 \)) equally spread across the event-time scale. For each state in the three-state tracking model, we initially conduct a power study for testing the hypothesis \( H_0 : \delta_1 = 0 \) versus \( H_1 : \delta_1 \neq 0 \). The hypothesis test is based on fitting the pseudo-value regression model: \( E(Y_{i,k}(t_i) | Z_{ij}) = \beta_0, + \beta_1 Z_{1,j} + \beta_2 Z_{2,j} \). The simulated power study is based on Wald-type tests where we vary \( \delta_1 \) in the interval \( [0, 0.75] \), and we set the nominal size \( \alpha = 0.05 \). The test statistic for the Wald test is:

\[
z = \frac{\hat{\beta}_1}{\sqrt{\text{Var}(\hat{\beta}_1)}},
\]

where \( \hat{\beta}_1 \) is the robust (sandwich) estimator of \( \hat{\beta}_1 \). Note, \( \beta_1 \) is a non-linear function of \( \delta_1 \), such that \( H_{0,5} : \delta_1 = 0 \) and \( H_{0,8} : \beta_1 = 0 \) corresponds to the same null hypothesis of no covariate effect. Again, we assess the relevance of reweighting the estimating equations (for fitting the regression models) by the inverse of the cluster size. Next, we also present results evaluating the performance of the estimating equations in estimating the pseudo-value regression coefficient \( \beta_1 \). Our evaluations also include choosing three correlation structures, namely, independent, exchangeable, and AR1, in modeling the temporal correlations.

Tables 3 and 4 present the empirical size and power estimates corresponding to the test \( H_0 : \delta_1 = 0 \), when cluster sizes are informative (non-informative). From the estimated empirical sizes (in Table 3), we infer that the GEE led to tests that were more biased than the CWGEE for each correlation structure. With increase in the number of clusters (\( m = 200 \)), the performance of GEE did not improve; however, the CWGEE led to tests that maintain the nominal size. Specifically, for the healthy and severe states, the CWGEE led to tests that were more powerful than the tests corresponding to the GEE.

The power of the tests for the CWGEE models in these states approaches 1 as the number of clusters increases. However, under cluster non-informativeness (Table 4), the simulation results from both regression models are somewhat similar. Both models led to tests that maintain the nominal size with an increasing number of clusters, and the power of the tests approaches 1 with an increasing magnitude of the effect size. Furthermore, Tables A1 and A2 (in Web Appendix A) present the simulation results for the estimation of \( \beta_1 \). Compared to the CWGEE, we observe higher estimation bias and poorer coverage probabilities for the GEE models. The CWGEE yields coverage probabilities that are close to the nominal level, and estimated standard errors that are smaller than those of the GEE.

Note that the responses of the estimating equations are the jackknife pseudo-values obtained from unweighted marginal estimators of the SOP. Under the scenario where the cluster sizes are either informative or non-informative, the simulation results for the pseudo-value regression based on current-status data show that reweighting the estimating equation by the inverse of the cluster size led to reliable inferential results. Also, the simulation results corresponding to each estimating equation do not vary significantly across the different correlation structures used in this setting.

Motivated by a reviewer’s comment, Table B1 in Web Supplement B summarizes our findings from a sensitivity assessment to the choice of the number of time points (at which the pseudo-values are calculated), spread equally across the transition scale using synthetic data. The data simulation scheme remains the same, as described earlier. We observe that the empirical coverage probabilities are fairly decent for small number of clusters (\( m = 30 \)), with marked improvement when the number of clusters increases (\( m = 200 \)). Similar findings (i.e. performance improvement with increasing \( m \)) are observed while evaluating the other metrics, such as the Monte Carlo standard deviation, average estimated standard error,
Table 1. Bias and Monte Carlo (MC) error (i.e. MC standard deviation of the estimates, in parentheses) of the estimators of the conditional occupation probabilities for the simulation scenario where the cluster sizes are informative. Also, idty = identity link, logit = logit link.

| m   | Model | Link  | \( Z_{Q1}^0 \) | \( Z_{Q2}^0 \) | \( Z_{Q1}^1 \) | \( Z_{Q2}^1 \) | \( Z_{Q1}^2 \) | \( Z_{Q2}^2 \) | \( Z_{Q1}^3 \) | \( Z_{Q2}^3 \) | \( Z_{Q1}^4 \) | \( Z_{Q2}^4 \) |
|-----|-------|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 30  | GEE   | idty  | 0.2240         | -0.0078        | 0.2491         | -0.0032        | -0.2742        | 0.2585         | 0.0017         | -0.1844        |                  |                 |
|     |       | logit | 0.3449         | -0.0290        | 0.3199         | -0.0577        | -0.2916        | 0.2778         | -0.0958        | -0.2359        |                  |                 |
|     | CWGEE | idty  | 0.0281         | 0.0169         | 0.0314         | 0.0306         | -0.0842        | 0.0191         | 0.0319         | 0.0246         |                  |                 |
|     |       | logit | 0.2512         | -0.0197        | 0.2226         | -0.0487        | -0.1966        | 0.1779         | -0.0871        | -0.1418        |                  |                 |
|     | Lan et al. | idty | 0.0282         | 0.0445         | 0.0299         | 0.0442         | -0.0741        | 0.0246         | 0.0302         | -0.0548        |                  |                 |
|     |       | logit | 0.1075         | 0.0717         | 0.1195         | 0.0797         | 0.1302         | 0.1314         | 0.0877         | 0.1432         |                  |                 |
| 200 | GEE   | idty  | 0.2688         | -0.0228        | 0.2989         | -0.0135        | -0.3072        | 0.3133         | -0.0167        | -0.2207        |                  |                 |
|     |       | logit | 0.5084         | -0.0233        | 0.4928         | -0.0531        | -0.3629        | 0.4586         | -0.0922        | -0.3067        |                  |                 |
|     | CWGEE | idty  | 0.0152         | -0.0017        | 0.0172         | 0.0099         | -0.0488        | 0.0034         | 0.0092         | 0.0636         |                  |                 |
|     |       | logit | 0.4094         | -0.0187        | 0.3936         | -0.0487        | -0.2708        | 0.3606         | -0.0881        | -0.2193        |                  |                 |
|     | Lan et al. | idty | 0.0031         | 0.0251         | 0.0102         | 0.0176         | -0.0278        | 0.0030         | 0.0043         | -0.0074        |                  |                 |
|     |       | logit | 0.0616         | 0.0566         | 0.0572         | 0.0506         | 0.0701         | 0.0635         | 0.0522         | 0.0712         |                  |                 |

GEE: generalized estimating equation; CWGEE: cluster-weighted generalized estimating equation.
Table 2. Bias and Monte Carlo (MC) error (i.e. MC standard deviation of the estimates, in parentheses) of the estimators of the conditional occupation probabilities for the simulation scenario where the cluster sizes are non-informative. Also, idty = identity link, logit = logit link.

| m   | Model | Link  | ZQ_1 | ZQ_2 | ZQ_3 | Healthy | Moderate | Severe |
|-----|-------|-------|------|------|------|---------|----------|--------|
| 30  | GEE   | idty  | -0.0117 | -0.0178 | -0.0014 | -0.0197 | 0.0009 | 0.0026 | 0.0042 |
|     |       | logit | -0.0780 | -0.0644 | -0.0144 | -0.0726 | -0.009 | -0.0261 | -0.038 |
|     | CWGEE | idty  | -0.1280 | -0.0644 | -0.0144 | -0.0726 | -0.009 | -0.0261 | -0.038 |
|     |       | logit | -0.0782 | -0.0643 | -0.0145 | -0.0723 | -0.009 | -0.0261 | -0.038 |
|     | Lan et al | idty | -0.0147 | -0.0250 | -0.0137 | -0.0028 | 0.0009 | 0.0026 | 0.0042 |
|     |       | logit | -0.0789 | -0.0645 | -0.0145 | -0.0723 | -0.009 | -0.0261 | -0.038 |
| 200 | GEE   | idty  | -0.0142 | -0.0114 | -0.0019 | -0.0200 | 0.0005 | 0.0037 | 0.0058 |
|     |       | logit | -0.1709 | -0.0814 | -0.0223 | -0.1011 | -0.0101 | -0.0184 | -0.038 |
|     | CWGEE | idty  | -0.0149 | -0.0114 | -0.0019 | -0.0200 | 0.0005 | 0.0037 | 0.0058 |
|     |       | logit | -0.1711 | -0.0815 | -0.0224 | -0.1011 | -0.0101 | -0.0184 | -0.038 |
|     | Lan et al | idty | -0.0055 | -0.0037 | -0.0005 | 0.0005 | 0.0009 | 0.0020 | 0.0034 |
|     |       | logit | -0.1711 | -0.0815 | -0.0224 | -0.1011 | -0.0101 | -0.0184 | -0.038 |

GEE: generalized estimating equation; CWGEE: cluster-weighted generalized estimating equation.
### Table 3

Empirical size (95% confidence intervals), and power comparisons of hypothesis tests corresponding to the GEE and CWGEE models (under nominal $\alpha = 0.05$), for simulation scenario where the cluster sizes are informative. The pseudo-values were computed at 10 time points equally spread on the transition time scale. We consider three different correlation structures (independent, exchangeable, and AR1) for modeling the temporal correlation in the estimating equations.

| $m$ | State  | Cor. Structure | Model  | Size (95% CI) | Power (under $\delta_1 > 0$) |
|-----|--------|----------------|--------|--------------|-------------------------------|
|     |        |                |        | 0.25         | 0.50                         | 0.75                         |
| 30  | Healthy| Independent    | GEE    | 0.3270 (0.2979, 0.3561) | 0.1970 | 0.2690 | 0.4460 |
|     |        |                | CWGEE  | 0.0640 (0.0488, 0.0792) | 0.1570 | 0.5040 | 0.8550 |
|     |        | Exchangeable   | GEE    | 0.3260 (0.2969, 0.3551) | 0.1940 | 0.2620 | 0.4430 |
|     |        |                | CWGEE  | 0.0650 (0.0497, 0.0803) | 0.1580 | 0.5040 | 0.8550 |
|     |        | AR1            | GEE    | 0.3090 (0.2804, 0.3376) | 0.1840 | 0.2270 | 0.4120 |
|     |        |                | CWGEE  | 0.0590 (0.0444, 0.0736) | 0.1550 | 0.4810 | 0.8040 |
|     |        | Moderate       | Independent | 0.1980 (0.1733, 0.2227) | 0.1460 | 0.1270 | 0.1460 |
|     |        |                | CWGEE  | 0.0710 (0.0551, 0.0869) | 0.0840 | 0.1090 | 0.0820 |
|     |        | Exchangeable   | GEE    | 0.1850 (0.1609, 0.2091) | 0.1440 | 0.1240 | 0.1420 |
|     |        |                | CWGEE  | 0.0720 (0.0560, 0.0880) | 0.0800 | 0.1030 | 0.0780 |
|     |        | AR1            | GEE    | 0.1530 (0.1307, 0.1753) | 0.1260 | 0.1430 | 0.1710 |
|     |        |                | CWGEE  | 0.0650 (0.0497, 0.0803) | 0.0880 | 0.0920 | 0.0860 |
|     |        | Severe         | Independent | 0.3310 (0.3018, 0.3602) | 0.1810 | 0.2230 | 0.3790 |
|     |        |                | CWGEE  | 0.0810 (0.0641, 0.0979) | 0.1590 | 0.5010 | 0.8130 |
|     |        | Exchangeable   | GEE    | 0.3240 (0.2950, 0.3530) | 0.1790 | 0.2190 | 0.3760 |
|     |        |                | CWGEE  | 0.0760 (0.0596, 0.0924) | 0.1570 | 0.5020 | 0.8100 |
|     |        | AR1            | GEE    | 0.3270 (0.2979, 0.3561) | 0.1700 | 0.2000 | 0.3650 |
|     |        |                | CWGEE  | 0.0690 (0.0533, 0.0847) | 0.1450 | 0.5030 | 0.7690 |
| 200 | Healthy| Independent    | GEE    | 0.6350 (0.6052, 0.6648) | 0.2060 | 0.1520 | 0.4950 |
|     |        |                | CWGEE  | 0.0480 (0.0348, 0.0612) | 0.6840 | 0.9880 | 0.9990 |
|     |        | Exchangeable   | GEE    | 0.6330 (0.6031, 0.6629) | 0.2050 | 0.1510 | 0.4960 |
|     |        |                | CWGEE  | 0.0480 (0.0348, 0.0612) | 0.6840 | 0.9880 | 0.9990 |
|     |        | AR1            | GEE    | 0.6530 (0.6235, 0.6825) | 0.2090 | 0.1560 | 0.5010 |
|     |        |                | CWGEE  | 0.0550 (0.0409, 0.0691) | 0.6340 | 0.9870 | 0.9980 |
|     |        | Moderate       | Independent | 0.2820 (0.2541, 0.3099) | 0.1450 | 0.1110 | 0.1380 |
|     |        |                | CWGEE  | 0.0460 (0.0330, 0.0590) | 0.1160 | 0.2380 | 0.2320 |
|     |        | Exchangeable   | GEE    | 0.2750 (0.2473, 0.3027) | 0.1430 | 0.1070 | 0.1380 |
|     |        |                | CWGEE  | 0.0450 (0.0322, 0.0578) | 0.1160 | 0.2330 | 0.2230 |
|     |        | AR1            | GEE    | 0.2060 (0.1809, 0.2311) | 0.1200 | 0.0880 | 0.1300 |
|     |        |                | CWGEE  | 0.0550 (0.0409, 0.0691) | 0.0840 | 0.1460 | 0.1230 |
|     |        | Severe         | Independent | 0.7600 (0.7335, 0.7865) | 0.2710 | 0.1140 | 0.4440 |
|     |        |                | CWGEE  | 0.0600 (0.0453, 0.0747) | 0.7040 | 0.9890 | 0.9990 |
|     |        | Exchangeable   | GEE    | 0.7590 (0.7325, 0.7855) | 0.2700 | 0.1140 | 0.4420 |
|     |        |                | CWGEE  | 0.0600 (0.0453, 0.0747) | 0.7010 | 0.9890 | 0.9990 |
|     |        | AR1            | GEE    | 0.7540 (0.7273, 0.7807) | 0.2700 | 0.1160 | 0.4600 |
|     |        |                | CWGEE  | 0.0600 (0.0453, 0.0747) | 0.6700 | 0.9890 | 0.9980 |

GEE: generalized estimating equation; CWGEE: cluster-weighted generalized estimating equation.

Mean squared error, and bias. This is in line with the underlying large sample theory. However, for a fixed $m$, there does not seem to be any significant improvement in estimation precision for calculating the pseudo-values using more time points beyond seven to 10. Henceforth, in subsequent data application in Section 5, we restricted our attention to 10 time points.

In Web Supplement C, we also present simulation results for the scenario where there are known groups within the clusters, and the intra-cluster group sizes are informative. For details on data generation, refer to Web Supplement C. The empirical estimates of the size (with 95% confidence intervals) and power are shown in Table C1. In terms of the effect size, the CWGEE and GEE models led to tests that are biased, even for large number of clusters ($m = 200$). However, the DWGEE led to tests that maintain the nominal size and are more powerful than the other models. Table C2 presents the simulation results for estimating $\beta_1$. The GEE and CWGEE models yield poor coverage probabilities and higher estimation bias, whereas the DWGEE is approximately unbiased and yields coverage probabilities that are close to the nominal level. Also, the estimated standard errors from the DWGEE fit tend to be smaller than those of the GEE and CWGEE. However, the results corresponding to each correlation structure are nearly identical. The results reveal that one will obtain reliable...
Table 4. Empirical size (95% confidence intervals), and power comparisons of hypothesis tests corresponding to the GEE and CWGEE models (nominal $\alpha = 0.05$) under the setting where the cluster sizes are non-informative. The pseudo-values were computed at 10 time points equally spread on the transition time scale. We consider three different correlation structures (independent, exchangeable, and AR1) for modeling the temporal correlation in the estimating equations.

| $m$ | State   | Cor. Structure | Model | Size (95% CI) | Power (under $\delta_1 > 0$) | 0.25 | 0.50 | 0.75 |
|-----|---------|----------------|-------|--------------|-------------------------------|------|------|------|
| 30  | Healthy | Independent   | GEE   | 0.0700 (0.0542, 0.0858) | 0.2050 | 0.6590 | 0.9470 |
|     |         |                | CWGEE | 0.0620 (0.0471, 0.0769) | 0.1980 | 0.6650 | 0.9540 |
|     |         | Exchangeable   | GEE   | 0.0680 (0.0524, 0.0836) | 0.2080 | 0.6570 | 0.9460 |
|     |         |                | CWGEE | 0.0620 (0.0471, 0.0769) | 0.1970 | 0.6630 | 0.9520 |
|     |         | AR1            | GEE   | 0.0660 (0.0506, 0.0814) | 0.2190 | 0.6520 | 0.9430 |
|     |         |                | CWGEE | 0.0700 (0.0542, 0.0858) | 0.2220 | 0.6620 | 0.9510 |
|     | Moderate| Independent   | GEE   | 0.0660 (0.0506, 0.0814) | 0.1640 | 0.3210 | 0.3500 |
|     |         |                | CWGEE | 0.0640 (0.0488, 0.0792) | 0.1560 | 0.3230 | 0.3630 |
|     |         | Exchangeable   | GEE   | 0.0660 (0.0506, 0.0814) | 0.1620 | 0.3180 | 0.3440 |
|     |         |                | CWGEE | 0.0640 (0.0488, 0.0792) | 0.1540 | 0.3210 | 0.3570 |
|     |         | AR1            | GEE   | 0.0660 (0.0506, 0.0814) | 0.1350 | 0.2380 | 0.2690 |
|     |         |                | CWGEE | 0.0580 (0.0435, 0.0725) | 0.1350 | 0.2390 | 0.2720 |
|     | Severe  | Independent   | GEE   | 0.0700 (0.0542, 0.0858) | 0.2390 | 0.6800 | 0.9500 |
|     |         |                | CWGEE | 0.0650 (0.0497, 0.0803) | 0.2360 | 0.6970 | 0.9540 |
|     |         | Exchangeable   | GEE   | 0.0700 (0.0542, 0.0858) | 0.2390 | 0.6770 | 0.9480 |
|     |         |                | CWGEE | 0.0650 (0.0497, 0.0803) | 0.2340 | 0.6940 | 0.9510 |
|     |         | AR1            | GEE   | 0.0660 (0.0506, 0.0814) | 0.2320 | 0.6830 | 0.9470 |
|     |         |                | CWGEE | 0.0680 (0.0524, 0.0836) | 0.2340 | 0.6950 | 0.9430 |
| 200 | Healthy | Independent   | GEE   | 0.0610 (0.0462, 0.0758) | 0.8460 | 1.0000 | 1.0000 |
|     |         |                | CWGEE | 0.0630 (0.0479, 0.0781) | 0.8540 | 1.0000 | 1.0000 |
|     |         | Exchangeable   | GEE   | 0.0610 (0.0462, 0.0758) | 0.8460 | 1.0000 | 1.0000 |
|     |         |                | CWGEE | 0.0620 (0.0471, 0.0769) | 0.8540 | 1.0000 | 1.0000 |
|     |         | AR1            | GEE   | 0.0590 (0.0444, 0.0736) | 0.8460 | 1.0000 | 1.0000 |
|     | Moderate| Independent   | GEE   | 0.0470 (0.0339, 0.0601) | 0.5580 | 0.9450 | 0.9830 |
|     |         |                | CWGEE | 0.0560 (0.0417, 0.0703) | 0.5670 | 0.9460 | 0.9770 |
|     |         | Exchangeable   | GEE   | 0.0480 (0.0348, 0.0612) | 0.5550 | 0.9430 | 0.9820 |
|     |         |                | CWGEE | 0.0550 (0.0409, 0.0691) | 0.5640 | 0.9430 | 0.9760 |
|     |         | AR1            | GEE   | 0.0490 (0.0356, 0.0624) | 0.5020 | 0.8950 | 0.9540 |
|     |         |                | CWGEE | 0.0580 (0.0435, 0.0725) | 0.4930 | 0.8920 | 0.9480 |
|     | Severe  | Independent   | GEE   | 0.0530 (0.0409, 0.0691) | 0.8840 | 1.0000 | 1.0000 |
|     |         |                | CWGEE | 0.0610 (0.0462, 0.0758) | 0.8860 | 1.0000 | 1.0000 |
|     |         | Exchangeable   | GEE   | 0.0520 (0.0382, 0.0658) | 0.8840 | 1.0000 | 1.0000 |
|     |         |                | CWGEE | 0.0630 (0.0479, 0.0781) | 0.8850 | 1.0000 | 1.0000 |
|     |         | AR1            | GEE   | 0.0570 (0.0426, 0.0714) | 0.8810 | 1.0000 | 1.0000 |
|     |         |                | CWGEE | 0.0590 (0.0444, 0.0736) | 0.8810 | 1.0000 | 1.0000 |

GEE: generalized estimating equation; CWGEE: cluster-weighted generalized estimating equation.

inference by reweighting the contribution of a cluster unit to the estimating equations via the inverse of the number of observations within the cluster having the same group membership as the cluster unit.

5 Application: GAAD data

We illustrate the implementation of the proposed approach in analyzing the dataset from the GAAD study introduced in Section 1. The GAAD study aimed to explore the relationship between PD and diabetes (determined by the marker glycosylated hemoglobin or HbA1c) among the Gullah-speaking African-Americans living on the sea islands of South Carolina.\(^4\) PD incidence was determined by calculating the clinical attachment level (CAL) at six sites of each tooth (excluding the third molars) in a patient’s mouth using a periodontal probe. CAL is defined as the distance between the cementoenamel junction and the base of the tooth’s pocket. Following the guidelines from the American Association of Periodontology,\(^25\)
Severe BMI to the tooth-site level, and, in particular, the evaluation of HbA1c with PD incidence—a well-explored topic in PD research.  

https://www.mouthhealthy.org/en/az-topics/e/eruption-charts.

The study investigators were interested in quantifying the association of risk factors to the latent time to PD incidence at the tooth-site level, and, in particular, the evaluation of HbA1c with PD incidence—a well-explored topic in PD research. The data comprise $m = 288$ patients (clusters) with at least one tooth present at the time of examination. From the marginal (no covariates) analysis presented in Section 1, patients with fewer available teeth-sites were at more risk of PD than patients with more teeth-sites. This finding indicates the potential presence of ICS in this dataset. Each patient had at least one tooth site that was identified with some form of PD incidence. We modeled the probability that a typical tooth site in a typical patient is healthy as a function of five risk factors namely: jaw location/maxilla (0 = lower jaw, 1 = upper jaw), smoking status (0 = non-smoker, 1 = smoker), gender (0 = male, 1 = female), HbA1c (0 = controlled, 1 = high level), and body mass index (BMI). Among the 288 participants, 76% were female, 31% were current or previous smokers, and 59% had high HbA1c levels. To implement the pseudo-value regression, we compute the pseudo-values at 10 time points. The pseudo-values were calculated using the unweighted marginal estimator of the occupation probability of occupying the healthy state. The time points were equally spaced across the observed CS times; this gives us an ideal summary of the distribution of the observed event times. We fit both the GEE and CWGEE models with an identity link function so that the estimated covariate effects are interpreted in terms of absolute risk reduction (ARR). Further, we use an AR1 correlation structure to describe the temporal correlation induced by computing the pseudo-values at multiple time points, while the correlation parameter is estimated by the two-stage quasi-least squares approach.

In Table 5, we report the estimates of the regression coefficients, sandwich standard errors, and corresponding $p$-values for modeling tooth sites occupying healthy and severe states, respectively. From the CWGEE model, the HbA1c marker is significantly associated (at the $\alpha = 0.05$ significance level) with the probability of occupying the healthy tooth state. Specifically, when compared to a typical tooth site from a patient with well-controlled HbA1c, a typical tooth site from a patient with high/uncontrolled HbA1c (adjusted for gender, smoking status, BMI, and maxilla-located) is on average, 10% less likely to be healthy. Note that the estimate of HbA1c, though negative, was not significant for the usual GEE model. Findings from the Lam et al. study, which analyzed the traditional current status PD responses (not multistate) recently from the GAAD data using a class of semiparametric transformation cure models, also revealed that HbA1c is a significant predictor associated with healthy teeth. With the exception of gender (though, not significant), the estimated effects from both the GEE and CWGEE models were similar in sign, but with varying magnitudes. However, under our GEE model, none of the available covariates were significantly associated with the probability of a tooth site staying healthy. On the other hand, both regression models do not identify any risk factor to be significantly associated with occupying the severe state.

Table 5. Parameter estimates, standard error (SE), and $p$-values from the CWGEE and GEE pseudo-value regression models for fitting the probability that a tooth site occupies a defined state (“Healthy” or “Severe”) from the GAAD study.

| State | Covariates | CWGEE | GEE |
|-------|------------|-------|-----|
|       |            | Estimate | SE | $p$-value | Estimate | SE | $p$-value |
| Healthy | BMI | $-0.0012$ | 0.0021 | 0.5683 | $-0.0022$ | 0.0023 | 0.3295 |
|        | Female | $-0.0324$ | 0.0489 | 0.5073 | $-0.0170$ | 0.0476 | 0.7214 |
|        | HbA1c | $-0.1089$ | 0.0520 | 0.0362 | $-0.0986$ | 0.0636 | 0.1212 |
|        | Maxilla | $-0.0510$ | 0.0464 | 0.2720 | $-0.0633$ | 0.0498 | 0.2032 |
|        | Smoker | $-0.0190$ | 0.0491 | 0.6988 | $-0.0521$ | 0.0587 | 0.3746 |
| Severe  | BMI | $-0.0036$ | 0.0027 | 0.1770 | 0.0001 | 0.0013 | 0.9566 |
|        | Female | $-0.0176$ | 0.0599 | 0.7693 | $-0.0174$ | 0.0240 | 0.4676 |
|        | HbA1c | 0.0767 | 0.0472 | 0.1042 | 0.0426 | 0.0228 | 0.0618 |
|        | Maxilla | 0.0011 | 0.0438 | 0.9793 | 0.0189 | 0.0167 | 0.2592 |
|        | Smoker | $-0.0126$ | 0.0628 | 0.8415 | $-0.0022$ | 0.0232 | 0.9249 |

GEE: generalized estimating equation; CWGEE: cluster-weighted generalized estimating equation; BMI: body mass index; GAAD: Gullah-speaking African-American diabetics.
6 Discussion
Motivated by a PD study, this article carefully extends the pseudo-value approach to conduct a cross-sectional risk assessment for cluster-correlated CS data in a multistate setting. The presence of severe censoring induced by a single observation of the study units at a random inspection time, clustering of the study units within defined clusters, and the potential association of the cluster sizes with the transition outcomes further complicate the analysis of the multistate data. We tackle this via jackknife pseudo-values, which initially compute the pseudo-values that are based on (unweighted) marginal estimators of the SOP. Next, we fit the pseudo-values to the available covariates using both the GEE and CWGEE models. In the case where the cluster sizes are non-informative, both regression models are valid. However, the GEE model yields biased estimates when the cluster sizes are informative. The proposed approach can be generalized to other epidemiological settings that generate cluster-correlated CS data.

Alternatively, one may consider using the within-cluster-resampling approach. For this approach, we create a dataset by randomly selecting a cluster unit from each of the \( m \) clusters; the pseudo-values are then calculated based on the unweighted marginal estimates of the SOP for this dataset. The traditional GEE is then used to perform the regression analysis of the pseudo-values on the covariates in the resampled data. This procedure is repeated, say \( Q \) number of times, and the estimated regression parameters are obtained by averaging over the \( Q \) estimates from the replicate datasets. Our proposed approach (CWGEE with pseudo-value responses that are based on unweighted marginal estimates) are expected to be similar to the WCR approach. However, we found the WCR method to be computationally intensive, with the final estimates to be unstable, which was also pointed out earlier in the literature.

From our current investigation, there are several future directions to consider. First, we have described our modeling approach based on the SOP; however, the techniques proposed in this article can be easily extended to other temporal parameters of interest in either competing risks or the MSM framework. For instance, one can easily estimate the covariate effects on the transition probabilities by using the pseudo-values that are based on the estimator given in (4). Other temporal parameters that may be of interest in the multistate model framework include the restricted mean survival time and the absolute risk. In the competing risks framework, one can also extend the method to model covariate effects on the cumulative incidence function. Next, our proposal focused on case-I interval censoring, however, it may be worthwhile to consider scenarios where the clustered event times are subject to more general (such as case-II) interval censoring. Furthermore, we assumed that the interval censoring is independent of the covariates. Under violations of that assumption, one may consider extending our work to the dependent censoring scenarios, where the clustered-correlated inspection times may depend on either covariates or the states of the multistate model. In settings with right-censored data, several papers have noted that the sandwich variance estimator (as in (8)) for the pseudo-value inference may be conservative, yet, the resulting bias may have an insignificant impact in practice. For the CS setting where the marginal estimators are constructed via nonparametric smoothing, it may be worthwhile to conduct a theoretical study of the (sandwich) variance estimators, and whether they yield conservative inference as in the case of right-censored data. This is also part of our future work, to be explored elsewhere.
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Appendix A. Inverse cluster size marginalization for the pseudo-value approach

Consider the case where the patients indexed by $j$ are clustered within distinct clusters indexed by $i$, and the cluster sizes $n_i$ are potentially informative. For a marginal analysis, inverse cluster size reweighting has been suggested in the literature \(^{37}\) to correct for the bias induced by the informative cluster sizes. Define the independent and identically distributed (IID) random elements $\mathbb{V}_i = \{n_i, X_{i1}, \ldots, X_{in_i}, Z_{i1}, \ldots, Z_{in_i}\}$, $i = 1, \ldots, m$, and assume that $(X_{ij}, Z_{ij})$ within a given cluster $i$ are exchangeable given the cluster size $n_i$. Let $Y_{ij}(t)$ and $Z_{ij}$ respectively denote the pseudo-value and the corresponding continuous covariate for patient $J$ in cluster $I$, where $I$ is a randomly selected cluster from the sample with $m$ clusters, and $J$ is sampled from $\{1, \ldots, n_I\}$ with probability $1/n_I$. Now, we show that by the inverse cluster size marginalization over the clusters, $\mathbb{E}\{Y_{ij}(t) \mid Z_{ij} = z\}$ will eventually lead to the SOP conditioned on the given covariate. Using the expression of the pseudo-value as shown in (6) and conditioning on $I = i$ and $J = j$, we have

$$
\mathbb{E}\{Y_{ij}(t) \mid Z_{ij} = z\} = \mathbb{E}\left[\frac{1}{m} \sum_{i=1}^{m} \frac{1}{n_i} \sum_{j=1}^{n_i} \mathbb{E}\left(\frac{1}{2h} I\{X_{ij}(C_{ij}) = \ell', t-h < C_{ij} < t+h \} \mid Z_{ij} = z\right)\right] \\
\approx \mathbb{E}\left[\frac{1}{m} \sum_{i=1}^{m} \frac{1}{n_i} \sum_{j=1}^{n_i} \mathbb{E}\left(I\{X_{ij}(t) = \ell'\} \mid Z_{ij} = z\right)\right] \\
= \mathbb{E}\left(I\{X_{ij}(t) = \ell'\} \mid Z_{ij} = z\right) \\
= \mathbb{P}\{X_{ij}(t) = \ell' \mid Z_{ij} = z\}
$$

where $\approx$ means equality up to $o(1)$ terms. The second approximation holds because the bias term in kernel smoothing is $o(1)$. The inverse cluster size marginalization described above is appropriate for inference when the cluster sizes are informative. Suppose, we have two groups in each cluster ($G \in \{0, 1\}$), and the intra-cluster group (ICG) sizes are informative. Let the index $J$ in $(Y_{ij}, Z_{ij})$ denote that a patient is sampled from cluster $I$ with probability $1/(2n_{IG})$ for those with $G = 0$, and with probability $1/(2n_{IG})$ for those with $G = 1$. The results shown above can be extended to the case with informative ICG sizes where the marginalization over the clusters is performed by reweighting each observation by $1/(2n_{IG_{ij}})$.