MODELLING THE TRANSMISSION DYNAMICS OF NIPAH VIRUS WITH OPTIMAL CONTROL
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1. INTRODUCTION

Nipah Virus Infection (NiV) is an emerging infectious disease of public health Importance in the South-East Asia Region and the world at large. NiV, of the family Paramyxoviridae and the genus Henipavirus, is a zoonotic (as it is transmitted from animals to humans) virus that causes outbreaks of fatal encephalitis in humans [1, 2, 4]. The human NiV infection was first recognized in a large outbreak of 276 reported cases in peninsular Malaysia and Singapore from September 1998 through May 1999 (see for examples [3-6, 11, 18]). The virus was first isolated from a patient from Sungai Nipah village in Malaysia and the name Nipah was first introduced according to the name of that village [1]. Fruit bats of the genus Pteropus have been identified as natural reservoirs of NiV. Given the distribution of the locally abundant fruit bats in South Asia, NiV outbreaks are likely to continue to occur in affected countries. The bats are migratory [6]. Nipah virus has been isolated from Lyle’s flying fox (Pteropus lylei) in Cambodia [8] and viral RNA found in urine and saliva from P. lylei and Horsfield’s roundleaf bat (Hipposideros larvatus) in Thailand [9]. Antibodies to a Nipah-like virus have been found in sera from fruit bats collected in India, Indonesia and Timor-Leste [10]. The status of NiV infection in other countries of the South-East Asia Region is not known. Antibodies to henipaviruses have also been found in fruit bats in Madagascar (Pteropus rufus, Eidolon dupreanum) [11] and Ghana (Eidolon helvum) [12] indicating a wide geographic distribution of the viruses. No infection of humans or other species has been observed in Cambodia, Thailand or Africa.

Infected bats shed virus in their excretion and secretion such as saliva, urine, semen and excreta but they are symptomless carriers. The NiV is highly contagious among pigs, spread by coughing. Direct contact with infected pigs was identified as the predominant mode of transmission in humans when it was first recognized in a large outbreak in Malaysia in 1999 [14]. Ninety percent of the infected people in the 1998-1999 outbreaks were pig farmers or had contact with pigs.

There is strong evidence that emergence of bat-related viral infection communicable to humans and animals has been attributed to the loss of natural habitats of bats. As the flying fox
habitats are destroyed by human activity the bats get stressed and hungry, their immune system gets weaker, their virus load goes up and a lot of virus spills out in their urine and saliva [15]. Similar fluctuation of virus shedding may be associated with stressful physiological conditions or seasons. Drinking of fresh date palm sap, possibly contaminated by fruit bats (P. giganteus) during the winter season, may have been responsible for indirect transmission of Nipah virus to humans. There is circumstantial evidence of human-to-human transmission in India in 2001. During the outbreak in Siliguri, 33 health workers and hospital visitors became ill after exposure to patients hospitalized with Nipah virus illness, suggesting nosocomial infection [17]. During the Bangladesh outbreak the virus is suggested to have been transmitted either directly or indirectly from infected bats to humans. Strong evidence indicative of human-to-human transmission of NiV was found in Bangladesh in 2004 [18].

Symptoms of NiV infection in humans are similar to that of influenza such as fever and muscle pain. In some cases, inflammation of the brain occurs leading to disorientation or coma. Encephalitis may present as acute or late onset. The latter may be difficult to diagnose since exposure may have taken place several months earlier. Further, those who may have recovered from an acute episode may also have a relapse. Nevertheless, magnetic resonance of the brain is helpful in differentiating Nipah encephalitis from other encephalitis as well as in defining between acute and late onset and a relapsed form of the disease. The case fatality rate ranges from 9 to 75%, while the incubation period of the disease ranges from 4 to 18 days.

Human-to-human transmission of NiV has been reported in recent outbreaks demonstrating a risk of transmission of the virus from infected patients to healthcare workers through contact with infected secretions, excretions, blood or tissues. Healthcare workers caring for patients with suspected or confirmed NiV should implement Standard Precautions when caring for patients and handling specimens from them. A vaccine is being developed. A recombinant sub-unit vaccine formulation protects against lethal Nipah virus challenge in cats [21].

There is no effective treatment for Nipah virus disease, but ribavirin may alleviate the symptoms of nausea, vomiting, and convulsions [20]. Treatment is mostly focused on by managing
fever and the neurological symptoms. Severely ill individuals need to be hospitalized and may require the use of a ventilator.

Formulation of mathematical models such as the one in [34-36] is playing significant roles in the study of transmission dynamics of contagious diseases, and has reshaped understanding of these communicable diseases vis-à-vis how to combat them adequately and effectively.

Some authors have improved our understanding on the dynamics of transmission of Nipah virus. Goh [14] discussed the clinical features of patients with Nipah virus encephalitis among the pig farmers in Malaysia. He suggested that the mental obtundation and neurologic signs indicate that Nipah virus probably has a predilection for the central nervous system. He concluded that Nipah virus causes a severe, rapidly progressive encephalitis with a high mortality rate and features that suggest involvement of the brain stem. However, Biswas [29] developed mathematical model comprising ordinary differential equations for the transmission dynamics of Nipah virus. He talked about mathematical model for the Nipah virus infection, commonly known as Nipah fever in Bangladesh. He solved the model numerically and then analyze the behaviour of the disease dynamics with the use of optimal control strategy. He concluded that more researches are required to investigate and obtain better control strategies. As part of few works in literature on mathematical modelling of Nipah Virus, [30] discussed the analysis of a mathematical model for the control and spread of NiV infection with vital dynamics (birth and death rates which are not equal). [29] and [30] in their works did not take into consideration the treatment class in their models, meanwhile infection can still take place in the treatment class [30]. This however, have been painstakingly taken into consideration in this study.

In this study, the main purpose is to formulate and rigorously analyze a new model for the human-to-human transmission dynamics of Nipah Virus; the model is rigorously analyzed qualitatively and numerically. We then reformulated the model by incorporating controls on key parameters in the model towards the effective control of the dynamics of its transmission.
2. Model Formulation

The total population of the people in the community at time \( t \), denoted by \( N(t) \) is split into the mutually exclusive compartments of Susceptible people \( S(t) \), Exposed people \( E(t) \), Infected people \( I(t) \), Treatment class \( T(t) \), and Recovered people \( R(t) \), so that

\[
N(t) = S(t) + E(t) + I(t) + T(t) + R(t)
\]

The population of susceptible people \( S(t) \) is generated by the birth of children at a rate \( \pi \) and diminished by individuals who acquire infection following contact with infected individuals at the rate \( \frac{\beta I}{N} \). This population is further reduced by natural death (at a rate \( \mu \); natural death occurs in all epidemiological compartments at this rate), so that;

\[
\frac{ds}{dt} = \pi - \frac{\beta IS}{N} - \mu S
\]

The population of exposed individuals \( E(t) \) is generated by susceptible individuals who came in contact with those who are infected at the rate \( \frac{\beta I}{N} \). This population is diminished by exposed individuals who progressed to infected class at the rate \( \sigma \) and natural death, so that;

\[
\frac{dE}{dt} = \frac{\beta IS}{N} - \sigma E - \mu E
\]

The population of the infected class \( I(t) \) is generated by exposed individuals who progressed to infected class at a rate \( \sigma \) and the population is further increased by individuals who are infected in the treatment class at a rate \( v \). this population is diminished by infected individuals who progressed to treatment class at the rate \( \gamma \), population of individuals who recovered naturally as a result of strong antibodies at the rate \( \epsilon_1 \), population of disease-induced death of individuals at the rate \( \delta \) and natural death rate \( \mu \), so that;
\[
\frac{dl}{dt} = \sigma E + vT - (\gamma + \varepsilon_1 + \delta + \mu)l
\]

The population of the treated class \( T(t) \) is generated by infected individuals who progressed to treatment class at the rate \( \gamma \). This population is decreased by individuals who recovered due to treatment at the rate \( \alpha \) and the individuals infected in the treatment class at the rate \( v \). This population is further diminished by natural recovery in the treated class at the rate \( \varepsilon_2 \), the disease-induced death in the treatment class at the rate \( \theta\delta \) and natural death rate \( \mu \), so that:

\[
\frac{dT}{dt} = \gamma I - (\alpha + v + \varepsilon_2 + \theta\delta + \mu)T
\]

The population of the recovered class \( R(t) \) is generated by recovery due to treatment at the rate \( \alpha \), natural recovery in the treated class and infected class at rate \( \varepsilon_2 \) and \( \varepsilon_1 \) respectively. While the population of the class diminish by natural death rate \( \mu \), so that we have:

\[
\frac{dR}{dt} = \alpha T + \varepsilon_1 I + \varepsilon_2 T - \mu R
\]

Based on the above formulations and assumptions, the following deterministic system of non-linear differential equations is the model for the transmission dynamics of Nipah Virus; the associated state variables, parameters and flow diagram of the model are depicted below:

\[
\frac{dS}{dt} = \pi - \frac{\beta IS}{N} - \mu S
\]

\[
\frac{dE}{dt} = \frac{\beta IS}{N} - \sigma E - \mu E
\]

\[
\frac{dl}{dt} = \sigma E + vT - (\gamma + \varepsilon_1 + \delta + \mu)l
\]

\[
\frac{dT}{dt} = \gamma I - (\alpha + v + \theta\delta + \varepsilon_2 + \mu)T
\]
\[
\frac{dR}{dt} = \alpha T + \varepsilon_1 I + \varepsilon_2 T - \mu R
\]

We itemize some of the main assumptions made in the formulation of model (1) as follows:

1. The disease induced death rate in the infected and treatment class \((\delta)\) and natural death rate \((\mu)\) in all classes are the same.
2. Infection can take place in the treatment class [30].
3. Natural recovery from the infection can take place perhaps due to strong antibodies.
4. Natural recovery can take place in the treatment class.

Figure 1: Flow diagram of the model
Since the model (1) monitors human population, it is pertinent that all its state variables and associated parameters are non-negative for all time, $t$. Hence, the following non-negativity results holds for the state variables in model (1).
Theorem 2.1

Let the initial data be \( (S(0), E(0), I(0), T(0), R(0)) \geq 0 \). Then, the solution set \( \{S(t), E(t), I(t), T(t), R(t)\} \) of the model equations with positive initial data, will remain positive for all time \( t > 0 \).

Proof:

From the first equation of the model

\[
\frac{dS}{dt} = \pi - \frac{\beta IS}{N} - \mu S
\]

\[
\frac{dS}{dt} = \pi - \left( \frac{\beta I}{N} + \mu \right) S \geq - \left( \frac{\beta I}{N} + \mu \right) S
\]

\[
\frac{dS}{dt} \geq - \left( \frac{\beta I}{N} + \mu \right) S
\]

By integrating both sides, we have:

\[
\int \frac{dS}{S} \geq \int - \left( \frac{\beta I}{N} + \mu \right) dt
\]

\[
\ln S \geq - \left( \frac{\beta I}{N} + \mu \right) t + C_1
\]

Taking the exponential of both sides, we have:

\[
S(t) \geq e^{-\left( \frac{\beta I}{N} + \mu \right) t + C_1}
\]

\[
S(t) \geq C_1 e^{-\left( \frac{\beta I}{N} + \mu \right) t}
\]

By applying the initial condition \( t = 0, S(0) \geq C_1 \), we have:

\[
S(t) \geq S(0) e^{-\left( \frac{\beta I}{N} + \mu \right) t} \geq 0, \quad \text{since } \left( \frac{\beta I}{N} + \mu \right) > 0
\]

Similarly, it can be shown that other state variables: \( S(t) > 0, E(t) > 0, I(t) > 0, T(t) > 0, \text{ and } R(t) > 0 \). Thus, all solutions of the model (1) remain positive for all non-negative initial conditions.

2.2 Invariance Property

There is a need to prove that all the state variables of the model are non-negative for all time \( t \), for the model (1) to be epidemiologically meaningful. In other words, the solutions of the model (1) with positive initial data will remain positive for all \( t \geq 0 \); we do this below:
Lemma 2.2 The region: $D = \{(S, E, I, T, R) \in R^5_+: N \leq \frac{\pi}{\mu}\}$ is positively-invariant and attracts all the solution in $R^5_+$

Proof: By adding the equations in the model system (1), we have

$$\frac{dN}{dt} = \pi - (S + E + I + T + R)\mu - \delta I - \theta \delta T$$

i.e., $\frac{dN}{dt} = \pi - N\mu - (I + \theta T)\delta$

The above equation can be re-written as;

$$\frac{dN}{dt} \leq \pi - N\mu$$

$$\frac{dN}{dt} + \mu N \leq \pi$$

Finding the integrating factors, $(IF) = e^{\int \mu dt} = e^{\mu t}$ we have:

$$e^{\mu t} \frac{dN}{dt} + \mu Ne^{\mu t} \leq \pi e^{\mu t}$$

$$\frac{d(Ne^{\mu t})}{dt} \leq \pi e^{\mu t}$$

Integrating on both sides we get:

$$Ne^{\mu t} \leq \frac{\pi}{\mu} e^{\mu t} + c$$

Where $c$ is a constant of integration, therefore,

$$N \leq \frac{\pi}{\mu} + ce^{-\mu t}$$

Using the initial conditions; where $t = 0$, $N(0) = N_0$

$$N_0 - \frac{\pi}{\mu} \leq c$$

$$N \leq \frac{\pi}{\mu} + \left(N_0 - \frac{\pi}{\mu}\right)e^{-\mu t}$$

By applying theorem given by [28] on the differential inequality above, we obtain $0 \leq N \leq \frac{\pi}{\mu}$ as $t \to \infty$. Thus, the region D is a positively-invariant set under the flow described by model (1) so that no solution path leaves through the boundary of region D. Hence, it is sufficient to consider the dynamics of the model (1) in region D. Thus, in this region, the model can be considered as been epidemiologically and mathematically well posed.
3. Stability of the Model

A major requirement of an epidemiological model is that it is stable (local and global stability). Therefore, in this section we analyze model (1) for its stability property.

3.1 Treatment-Free Model

Before we analyze model (1), it is necessary to study a version of it in the absence of treatment which is obtained by setting \( T = \theta = v = \gamma = \alpha = 0 \) in model (1) given by:

\[
\begin{align*}
\frac{dS}{dt} &= \pi - \frac{\beta IS}{N} - \mu S \\
\frac{dE}{dt} &= \frac{\beta IS}{N} - (\sigma + \mu)E \\
\frac{dI}{dt} &= \sigma E - (\epsilon_1 + \delta + \mu)I \\
\frac{dR}{dt} &= \epsilon_1 I - \mu R
\end{align*}
\]

For the above treatment-free model (2), it can be shown that the region:

\[
D_1 = \left\{ (S, E, I, R) \in \mathbb{R}^4_+ : S + E + I + R \leq \frac{\pi}{\mu} \right\}
\]

is positive-invariant and attracting, so that it is sufficient to consider the dynamics of the model (2) in \( D_1 \).

3.1.1 Existence of Disease-Free Equilibrium (DFE)

The steady state where there is no infection (or there is absence of disease) a point where \( E^* = I^* = R^* = 0 \), is called disease-free equilibrium (DFE) which is given by:

\[
\varepsilon_0 = (S^*, E^*, I^*, R^*) = \left( \frac{\pi}{\mu}, 0, 0, 0 \right)
\]

3.1.2 Local Stability of Disease-free equilibrium

The linear stability \( \varepsilon_0 \) can be established by using next generation operator method on system (2). By using the notation in [25], the matrices \( F \) and \( V \), for the new infection and the remaining transmission terms are respectively, given by:
\[
F = \begin{pmatrix}
0 & \frac{\beta \pi}{N \mu} \\
0 & 0
\end{pmatrix}
\quad \text{and} \quad V = \begin{pmatrix}
P_1 & 0 \\
-\sigma & P_2
\end{pmatrix}
\]

Where \( P_1 = \sigma + \mu \) and \( P_2 = \epsilon + \delta + \mu \)

It follows that reproduction number denoted by:

\[
R_0 = \rho (FV^{-1})
\]

Where \( \rho \) is the spectral radius or largest eigenvalue of \( FV^{-1} \).

Therefore, \( R_0 = \frac{\beta \pi \sigma}{N \mu (P_1 P_2)} \)

The basic reproduction number \( R_0 \) is a measurement of the potential for spreading disease in a population. Mathematically, \( R_0 \) is a threshold parameter for the stability of a disease-free equilibrium and is related to the peak and final size of an epidemic. It is defined as the expected number of secondary cases of infection which would occur due to a primary case in a completely susceptible population [23]. If \( R_0 < 1 \), then a few infected individuals introduced into a completely susceptible population will, on average, fail to replace themselves, and the disease will not spread. On the other hand, when \( R_0 > 1 \), then the number of infected individuals will increase with each generation and the disease will spread.

However, in many disease transmission models, the peak prevalence of infected hosts and the final size of the epidemic are increasing \( R_0 \), making it a useful measure of spread.

For the reproduction number as computed above to be meaningful, there is the need to interpret it, this will do as follows.

**Interpretation of the reproduction number for treatment-free model:**

There is a need to interpret our reproduction number:

\[
R_0 = \frac{\beta \pi \sigma}{N \mu (P_1 P_2)}
\]
To do this, we substitute into it the values of the variables $P_1, P_2$ therein as initially defined, to obtain:

\[
R_0 = \frac{\beta \pi \sigma}{N \mu (\sigma + \mu)(\epsilon_1 + \delta + \mu)} 
\]

that is

\[
R_0 = \frac{\beta \pi}{N \mu} \times \frac{\sigma}{\sigma + \mu} \times \frac{1}{\epsilon_1 + \delta + \mu}
\]

Where $\frac{\beta \pi}{N \mu}$ is the transmission probability, $\frac{\sigma}{\sigma + \mu}$ is probability that an individual has become infectious (that is, moved from exposed to infected class) and $\frac{1}{\epsilon_1 + \delta + \mu}$ is the average time that a person is infectious.

To health care practitioners, the reproduction number is better simply and explicitly interpreted as follows:

\[
R_0 = \text{[Infection rate at } S] \times [(\text{fraction that has become infectious and move from exposed class } E \text{ to infected class } I) \times (\text{duration in infected class } I)].
\]

By using theorem 2 in [25], the following result is established.

**Theorem 3.1** The Disease-free Equilibrium (DFE) of the model (2), given by equation (3) above, is locally asymptotically stable (LAS) if $R_0 < 1$, and unstable if $R_0 > 1$.

Biologically, the meaning of theorem 3.1 is that Nipah Virus can be eliminated from the community when the reproduction number is less than unity ($R_0 < 1$) if the initial sizes of the subpopulations of the model are in the basin of the attraction of $\epsilon_0$.

It is necessary to show that the Disease-free Equilibrium (DFE) is globally asymptotically stable in the invariance region $D_1$. We establish this as follows.

**3.1.3 Global Stability of Disease-free equilibrium**

**Theorem 3.2** The DFE of the treatment-free model (2) is globally asymptotically stable if $R_0 \leq 1$ and unstable if $R_0 \geq 1$.

**Proof:** Consider the following Lyapunov function;
\[ F = aE + bI \]

With Lyapunov derivative (where a dot represents differentiation with respect to time)

\[ F = aE + bI \]

With a little perturbation from the reproduction number, we have; \( a = \sigma \) and \( b = P_1 \).

\[ F = \sigma E + P_1 I = \sigma \left( \frac{\beta IS}{N} - P_1E \right) + P_1 (\sigma E - P_2 I) = \frac{\beta IS}{N} - P_1 \sigma E - P_2 I = I \left( \frac{\beta S\sigma}{N} - P_2 \right) \]

\[ \dot{F} \leq P_1 P_2 \left( \frac{\beta \pi \sigma}{N \mu P_2} - 1 \right) \quad \forall \; S = \frac{\pi}{\mu} \leq N \]

\[ \dot{F} = P_1 P_2 (R_0 - 1) \leq 0 \quad \forall \; R_0 \leq 1 \]

Since all the model parameters are non-negative, it follows that \( \dot{F} \leq 0 \) for \( R_0 \leq 1 \) with \( \dot{F} = 0 \) if and only if \( E = I = 0 \). Hence, \( F \) is a Lyapunov function in the invariant region. Therefore, by LaSalle’s invariance principle, every solution to the equations in the treatment-free model, with condition in the invariant region, approaches \( \varepsilon_0 \) as \( t \to \infty \).

Thus, the above theorem shows that the classical epidemiological requirement of \( R_0 \leq 1 \) is the necessary and sufficient condition for the elimination of the disease from the community.

### 3.1.4 Endemic Equilibrium (EE)

The endemic equilibrium can be obtained when \( (S, E, I, R) \neq 0 \). To obtain the conditions necessary for the existence of endemic equilibrium point, the treatment-free model (2) is solved in terms of the force of infection, \( \lambda = \frac{\beta I}{N} \).

Solving model (2) at steady state gives:

\[ S^* = \frac{\pi}{\lambda^* + \mu}, \quad E^* = \frac{\pi \lambda^*}{P_1 (\lambda^* + \mu)}, \quad I^* = \frac{\sigma \pi \lambda^*}{P_1 P_2 (\lambda^* + \mu)}, \quad R^* = \frac{\varepsilon_0 \sigma \pi \lambda^*}{\mu P_1 P_2 (\lambda^* + \mu)}, \]
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Where \( P_1 = \sigma + \mu \) and \( P_2 = \epsilon_1 + \delta + \mu \)

From \( \lambda^* = \frac{\beta I^*}{N} \) \( \text{(4)} \)

By Substituting the value of \( I^* \) into (4) we have:

\[ \lambda^* = \frac{\beta \sigma \pi \lambda^*}{NP_1 P_2 (\lambda^* + \mu)} \]

Dividing all through this by \( \lambda^* \) and simplifying we obtain:

\[ \lambda^* = \mu \left( \frac{\beta \sigma \pi - N \mu P_1 P_2}{N \mu P_1 P_2} \right) \quad \& \quad \lambda^* = \mu (R_0 - 1) \] \( \text{(5)} \)

Clearly, from (5) for \( \lambda^* \) to have a unique value, \( R_0 \) must be greater than one, that is \( R_0 > 1 \).

**Lemma 3.3**

The Endemic equilibrium (EE) is local asymptotically stable if \( R_0 > 1 \) and unstable if \( R_0 < 1 \).

3.2 TREATMENT MODEL

3.2.1 Existence of Disease-Free Equilibrium (DFE)

The steady state where there is no infection (or there is absence of disease) is called disease-free equilibrium. That is, a point where \( E^* = 0, I^* = 0, T^* = 0 \) and \( R^* = 0 \). The disease-free equilibrium (DFE) of the treatment model is given by:

\[ \varepsilon_0' = \left( S^*, E^*, I^*, T^*, R^* \right) = \left( \frac{\pi}{\mu}, 0, 0, 0, 0 \right) \]

**Basic Reproduction Number**

Using the matrices \( F \) and \( V \), for the new infection and the remaining transmission terms respectively give:

\[ F = \begin{pmatrix} 0 & \frac{\beta \pi}{N \mu} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]

\[ V = \begin{pmatrix} P_1 & 0 & 0 \\ -\sigma & P_2 & -\nu \\ 0 & -\gamma & P_3 \end{pmatrix} \]

and
Where \( P_1 = \sigma + \mu, P_2 = \gamma + \varepsilon_1 + \delta + \mu \) and \( P_3 = \alpha + v + \theta \delta + \varepsilon_2 + \mu \)

It follows that reproduction number denoted by:

\[
R'_0 = \rho \left( FV^{-1} \right)
\]

Where \( \rho \) is the spectral radius or largest eigenvalue of \( FV^{-1} \) is given by:

\[
R'_0 = \frac{\beta \pi \sigma P_3}{N \mu P_1 (P_2 P_3 - v \gamma)}
\]

For the reproduction number as computed above to be meaningful, there is the need to interpret it, this we do as follows.

**Interpretation of the reproduction number for treatment model:**

To interpret the reproduction number, we substitute into it the values of the variables \( P_1, P_2 \) and \( P_3 \) therein as initially defined, to obtain:

\[
R'_0 = \frac{\beta \pi \sigma (\alpha + v + \theta \delta + \varepsilon_2 + \mu)}{N \mu (\sigma + \mu) ((\gamma + \varepsilon_1 + \delta + \mu)(\alpha + v + \theta \delta + \varepsilon_2 + \mu) - v \gamma)}
\]

\[
R'_0 = \frac{\beta \pi \sigma}{N \mu} \times \frac{\sigma}{(\sigma + \mu)} \times \frac{(\alpha + v + \theta \delta + \varepsilon_2 + \mu)}{(\gamma + \varepsilon_1 + \delta + \mu)(\alpha + v + \theta \delta + \varepsilon_2 + \mu) - v \gamma}
\]

\( R'_0 = \) [Infection rate at \( S \)] \( \times \) [(fraction that has become infectious and move from exposed to infected class) (duration in exposed class \( E \))] \( \times \) [(fraction that survives treatment class \( T \) and moved to Recovered class \( R \)) (duration in infected class \( I \)) (duration in treatment class \( T \)) difference those that are infected in the treatment class]

**Theorem 3.4** The DFE of the treatment model is locally asymptotically stable if \( R'_0 < 1 \) and unstable if \( R'_0 > 1 \)

**3.2.2 Global Stability**

**Theorem 3.5** The DFE of the treatment model is globally asymptotically stable if \( R'_0 \leq 1 \) and unstable if \( R'_0 \geq 1 \).
**Proof:** To prove this we will consider the following Lyapunov function:

\[ F = aE + bI + cT \]

With Lyapunov derivative (where a dot represents differentiation with respect to time)

\[ \dot{F} = aE + bI + cT \]

With a little perturbation from the reproduction number from the treatment model we have:

\[ a = \sigma P_3, b = P_1 P_3 \text{ and } c = \nu P_1 \]

\[ \dot{F} = \sigma P_3 \dot{E} + P_1 P_3 \dot{I} + \nu P_1 T \]

\[ = \sigma P_3 \left( \frac{\beta I S}{N} - P_1 E \right) + P_1 P_3 \left( \sigma E + \nu T - P_2 I \right) + \nu P_1 (\gamma I - P_3 T) \]

\[ = \frac{\beta IS \sigma P_3}{N} - P_1 P_3 \sigma E + P_1 P_3 \sigma E + P_1 P_3 \nu T - P_1 P_2 P_3 I + P_1 \nu \gamma I - P_1 P_3 \nu T \]

\[ = \frac{\beta IS \sigma P_3}{N} - P_1 P_2 P_3 I + P_1 \nu \gamma I = \frac{\beta IS \sigma P_3}{N} - P_1 I (P_2 P_3 - \nu \gamma) \]

\[ = \left( \frac{\beta S \sigma P_3}{N} - P_1 (P_2 P_3 - \nu \gamma) \right) I = P_1 \left( P_2 P_3 - \nu \gamma \right) I \left( \frac{\beta S \sigma P_3}{N \mu P_1 (P_2 P_3 - \nu \gamma)} - 1 \right) \]

\[ \leq P_1 \left( P_2 P_3 - \nu \gamma \right) I \left( \frac{\beta \pi \sigma P_3}{N \mu P_1 (P_2 P_3 - \nu \gamma)} - 1 \right) \quad \forall S = \frac{\pi}{\mu} \leq N \]

\[ \dot{F} = P_1 \left( P_2 P_3 - \nu \gamma \right) I \left( R'_0 - 1 \right) \leq 0 \quad \forall R'_0 \leq 1 \]

Since all the model parameters are non-negative, it follows that \( F \leq 0 \) for \( R'_0 \leq 1 \) with \( F = 0 \) if and only if \( E = I = T = 0 \). Hence, \( F \) is a Lyapunov function in the invariant region, therefore, by the LaSalle’s invariance principle, every solution to the equations in the treatment model, with condition in the invariant region, approaches \( \epsilon'_0 \) as \( t \to \infty \). Thus, the above theorem shows that the classical epidemiological requirement of \( R'_0 \leq 1 \) is the necessary and sufficient condition for the elimination of the disease from the community.
3.2.3 Endemic Equilibrium

The endemic equilibrium can be obtained when $(S, E, I, T, R) \neq 0$. To obtain the conditions necessary for the existence of endemic equilibrium point, the treatment model is solved in terms of the force infection. By solving model (1) at steady state gives:

\[
S^{*} = \frac{\pi}{\lambda^{**}} + \mu, \quad E^{*} = \frac{\pi\lambda^{**}}{P_1(\lambda^{**} + \mu)}, \quad I^{*} = \frac{P_3\sigma\lambda^{**}}{P_1(\lambda^{**} + \mu)(P_2P_3 - \nu\gamma)},
\]

\[
T^{**} = \frac{\pi\sigma\gamma\lambda^{**}}{P_1(\lambda^{**} + \mu)(P_2P_3 - \nu\gamma)}, \quad R^{**} = \frac{\pi\sigma\lambda^{**}(\epsilon_1P_3 + \gamma P_2)}{\mu P_1(\lambda^{**} + \mu)(P_2P_3 - \nu\gamma)}.
\]

Where $P_1 = \sigma + \mu, P_2 = \gamma + \epsilon_1 + \delta + \mu, P_3 = \alpha + \nu + \theta\delta + \epsilon_2 + \mu$ and $P_4 = \alpha + \epsilon_2$.

By substituting the value of $I^{**}$ into (4) and simplifying, we have:

\[
\lambda^{**} = \mu \left( \frac{\beta\pi\sigma P_3 - N\mu P_1(P_2P_3 - \nu\gamma)}{N\mu P_1(P_2P_3 - \nu\gamma)} \right)
\]

that is

\[
\lambda^{**} = \mu (R'_0 - 1)
\]

Clearly, from (6), for $\lambda^{**}$ to have a unique value, $R'_0$ must be greater than one, that is $R'_0 > 1$

**Lemma 3.6** The Endemic equilibrium (EE) is local asymptotically stable if $R'_0 > 1$ and unstable if $R'_0 < 1$.

4. Numerical Simulation of the Model without Control

The parameters in table 2 will be used in the Simulation. Some values assigned to the parameters were obtained from the literature. The objective of these simulations is to illustrate some of the theoretical results obtained in this study.
Table 2. Base line values of the parameters of the model with total population (N) estimated at 164,700,000

| S/N | Parameters | Values          | Source        |
|-----|------------|-----------------|---------------|
| 1   | $\pi$      | 6102 $year^{-1}$ | [30]          |
| 2   | $\beta$   | 0.75 $year^{-1}$ | [29]          |
| 3   | $\sigma$  | 0.60 $year^{-1}$ | [30]          |
| 4   | $\gamma$  | 0.97 $year^{-1}$ | Inferred from [29] |
| 5   | $\delta$  | 0.76 $year^{-1}$ | [30]          |
| 6   | $\nu$     | 0.89 $year^{-1}$ | Inferred from [29] |
| 7   | $\alpha$  | 0.09 $year^{-1}$ | [30]          |
| 8   | $\epsilon_1$ | 0.0054 $year^{-1}$ | Inferred from [30] |
| 9   | $\epsilon_2$ | 0.0061 $year^{-1}$ | Inferred from [30] |
| 10  | $\theta$  | 0.51 $year^{-1}$ | Inferred from [29] |
| 11  | $\mu$     | 0.000038642 $year^{-1}$ | [30] |

Remarks from the plots

For the models without control, it is observed that the result gotten from the numerical simulation shows that reproduction number has a direct relationship with the rate of transmission ($\beta$) and the rate of infection in the treated class ($\nu$), as would be expected, when $\beta$ and $\nu$ increases, the reproduction number increases. Thus, when $\beta$ and $\nu$ decreases the reproduction number decreases. If rate of transmission ($\beta$) and the rate of infection in the treated class ($\nu$) is reduced, Nipah virus can be eradicated from the community. Based
on the results of this work, we recommend that more attention should be given to the individuals in the treatment class and standard precautions like the use of hand gloves, hand sanitizers should be placed on ground in hospitals, isolation centers, schools and homes when caring for patients infected with Nipah virus so as to control the transmission of this disease.

The graph in figure 2 above shows the number of individuals susceptible to Nipah virus over the period of 30 days. As time increases the rate of susceptible individual increases as expected. In figure 3 above observe that as time increases, the number of exposed individuals decreases. That is, the curve of the Exposed class is flattened.

In figure 4 above, observe that the infection level decreases with high recovery rate when
the rate of infection in treated class and transmission rate reduces \((v = 0.35 \text{ and } \beta = 0.45)\) as compared to when the rate of infection in the treated class and the rate of transmission is high \((v = 1.50 \text{ and } \beta = 2.00)\).

From figure 5, observe that there is a decrease in the level of treated individuals when the rate of infection in the treated class and the rate of transmission is high \((v = 1.50 \text{ & } \beta = 2.00)\) due to the fact that individual died from the disease (via disease-induced death) before progressing to the treated class and the infected individual in the treated class will progress to infected class. As the rate of infection in the treated class and the rate of transmission reduces \((v = 0.35 \text{ & } \beta = 0.45)\), we witnessed an increased in the level of treated individuals.

![Figure 6. Simulation of Recovered individuals](image)

From figure 6 above, observe that when the rate of infection in the treated class and the rate of transmission becomes high \((v = 1.50 \text{ & } \beta = 2.00)\), the chances of recovery from the disease reduces. While as the rate of infection in the treated class and the rate of transmission reduces \((v = 0.35 \text{ & } \beta = 0.45)\), the chances of recovery from Nipah virus increases.
5. Model With Optimal Control Strategy

Optimal control theory is a concept that have been applied to various mathematical models for studying the transmission dynamics of contagious diseases, such as the ones discussed in [37-39]. It has no doubt assisted in no small way to gain insights into effective control of the spread of contagious diseases. Mentioning must be made of the fact that there is only very few works in literature on the mathematical modelling of Nipah Virus, apparently because, it is a re-emerging disease. [30] discussed the analysis of a mathematical model for the control and spread of Nipah Virus infection with vital dynamics, birth and death rates that are not equal and incorporated the quarantines of infectious individuals influenced by availability of isolation centers and surveillance coverage. They also develop a control model that can be used in studying how to reduce the spread and prevention of possible occurrence of Nipah Virus infections. They concluded that if there is increase in the values of the number of quarantined individuals as well as enhanced personal hygiene, then the spread of the disease will be reduced in a short possible time.

The model (1) is now modified with time dependent controls $u_1(t), u_2(t)$ and $u_3(t)$ where the dependent control strategies are as defined below:

$u_1(t)$: Prevention efforts to protect people in susceptible compartment from contacting Nipah virus.

$u_2(t)$: Treatment effort of Nipah virus for individuals in the Infectious compartment

$u_3(t)$: Treatment effort of Nipah virus for individuals in the Treatment compartment.

(7)

where the controls $u_1(t)$, $u_2(t)$ and $u_3(t)$ correspond to case finding and the coefficients $1-u_1(t), 1-u_2(t)$ and $1-u_3(t)$ represent the effort that prevents failure of the treatment in the drug-sensitive infectious individuals.
Using the controls above, the model with control strategy becomes:

\[
\frac{dS}{dt} = \pi - (1 - u_1) \frac{BIS}{N} - \mu S
\]

\[
\frac{dE}{dt} = (1 - u_1) \frac{BIS}{N} - \sigma E - \mu E
\]

\[
\frac{dI}{dt} = \sigma E + \nu T - (\varepsilon_1 + \delta + \mu) I - (\gamma + u_2) I
\]

\[
\frac{dT}{dt} = (\gamma + u_2) I - (v + \delta_2 + \varepsilon_2 + \mu) T - (\alpha + u_3) T
\]

\[
\frac{dR}{dt} = (\alpha + u_3) T + \varepsilon_1 I + \varepsilon_2 T - \mu R
\]

The control parameters are Lebesque measurable set given by:

\[
\mu = \{u_1(t), u_2(t), u_3(t) : 0 \leq u_1 < 1, 0 \leq u_2 < 1, 0 \leq u_3 < 1, 0 \leq t < T\}
\]

The objective function to be minimized is:

\[
J = \min u_1, u_2, u_3 \int_0^T \left( b_1 E + b_2 I + \frac{1}{2} w_1 u_1^2 + \frac{1}{2} w_2 u_2^2 + \frac{1}{2} w_3 u_3^2 \right) dt
\]

In the objective function (10) above, the parameters \(w_1, w_2\), and \(w_3\) are the weight factors to help balance each term in the integrand in (10), so that none of the terms dominates. We explain the terms in the integrand in (10) above as follows:

(i) The term \(b_1 E + b_2 I\) represents the cost associated with monitoring infected individuals in all stages.

(ii) The term \(w_1 u_1^2\) and \(w_2 u_2^2\) represents the cost associated with all forms of treatment for all infected individuals in the infectious classes.

(iii) The term \(w_3 u_3^2\) represents the cost associated with all forms of treatment in the treatment class.

Our task here is to minimize the number of individuals in identified infectious classes and treatment classes giving them effective treatment in addition to reduction of their contact with the susceptible class such that we keep the cost of screening of immigrants low. Hence, we then
minimize an objective function of a form that shows the trade-off needed in minimizing the number of infectious individuals vis-à-vis procuring of effective treatment for the infected individuals and the associated relevant cost of doing this. The associated relevant cost is made up of the cost of screening immigrants coming into the population, keeping them from contracting the disease and making them receive effective treatment.

Here we assume that the cost associated with the screening of immigrants coming into the population and the cost of keeping them from contracting the disease is nonlinear and take a quadratic form.

The goal is to find an optimal triplet $u_1(t)$, $u_2(t)$ and $u_3(t)$ such that:

$$J(u_1(t)^*, u_2(t)^*, u_3(t)^*) = \min J(u_1(t), u_2(t), u_3(t)) \text{in } \Omega$$

(11)

Where $\Omega = \{(u_1(t), u_2(t), u_3(t)) \in L^1(0, t_f) \times L^1(0, t_f) \mid a_i \leq u_i \leq b_i \} \text{and } a_i, b_i, i = 1, 2, 3$ are fixed non-negative constants.

5.1 Analysis of optimal control model: the necessary conditions that an optimal control triplet must satisfy is given by Pontryagin’s Maximum Principle [32]. By using this principle, we convert (8), (9) and (10) into a problem of minimizing a Hamiltonian $H$, point wisely with respect to the controls, $u_1(t)$, $u_2(t)$ and $u_3(t)$.

The Hamiltonian is given by:

$$H = b_1E + b_2I + \frac{1}{2} w_1 u_1^2 + \frac{1}{2} w_2 u_2^2 + \frac{1}{2} w_3 u_3^2$$

$$+ \lambda_1 \left[ \pi - (1 - u_1) \frac{\beta S}{N} - \mu S \right] + \lambda_2 \left[ (1 - u_1) \frac{\beta S}{N} - \sigma E - \mu E \right]$$

$$+ \lambda_3 \left[ \sigma E + \nu T - (\varepsilon_1 + \delta + \mu) I - (\gamma + u_2) I \right] + \lambda_4 \left[ (\varepsilon_1 + \delta + \varepsilon_2 + \mu) T - (\alpha + u_3) T \right]$$

$$+ \lambda_5 \left[ (\alpha + u_3) T + \varepsilon_1 I + \varepsilon_2 T - \mu R \right]$$

(12)

By applying the Pontryagin’s Maximum Principle [32] and invoke the existence result for the optimal control triplets from [33], we obtain the following theorem:
Theorem 5.1. There exists an optimal control triplets \( u_1(t)^*, u_2(t)^* \) and \( u_3(t)^* \) and corresponding solution, \( S^*, E^*, I^*, T^* \) and \( R^* \), that minimizes \( J(u_1(t), u_2(t), u_3(t)) \) over \( \Omega \). Furthermore, there exists adjoint functions, \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \) and \( \lambda_5 \) such that:

\[
\lambda_1^1 = \frac{\beta t^* S^*(1-u_1)\lambda_1}{N^*} + \frac{\beta t^* S^*(1-u_1)\lambda_2}{N^*},
\]

\[
\lambda_2^1 = -1 - \frac{\beta t^* S^*(1-u_1)\lambda_1}{N^*} + \frac{\beta t^* S^*(1-u_1)\lambda_2}{N^*},
\]

\[
\lambda_3^1 = -1 - \frac{\beta t^* S^*(1-u_1)\lambda_1}{N^*} + \frac{\beta t^* S^*(1-u_1)\lambda_2}{N^*} - (y + u_2)\lambda_4 + (\gamma + \delta + \mu + u_2 + \varepsilon)\lambda_5,
\]

\[
\lambda_4^1 = - \frac{\beta t^* S^*(1-u_1)\lambda_1}{N^*} + \frac{\beta t^* S^*(1-u_1)\lambda_2}{N^*} - (\alpha + \theta + \mu + v + \mu - \varepsilon)\lambda_4 + (\alpha + u_3 + \varepsilon)\lambda_5,
\]

\[
\lambda_5^1 = \frac{\beta t^* S^*(1-u_1)\lambda_1}{N^*} + \frac{\beta t^* S^*(1-u_1)\lambda_2}{N^*}
\]

(13)

with transversality conditions: \( \lambda_i(t_f) = 0, \ i = 1, 2, ..., 5 \) (14)

and \( N^* = S^* + E^* + I^* + T^* + R^* \)

The following characterization holds:

\[
u_1(t)^* = \min \left[ \max \left( a_1, \frac{1}{B_1} (\lambda_2 p + \lambda_3 q - \lambda_1 (p + q)), b_1 \right) \right]
\]

\[
u_2(t)^* = \min \left[ \max \left( a_2, \frac{1}{B_2} (\lambda_3 - \lambda_4) m I^*, b_2 \right) \right]
\]

\[
u_3(t)^* = \min \left[ \max \left( a_3, \frac{1}{B_3} (\lambda_4 - \lambda_5) m T^*, b_3 \right) \right]
\]

(15)

Proposition 3.1. By virtue of Corollary 4.1 in [32], the convexity of the integrand of \( G \) with
respect to \((u_1(t), u_2(t), u_3(t))\) guarantees the existence of an optimal pair, a priori boundedness of the state solutions, and the Lipschitz property of the state system with respect to the state variables. The proof of this proposition is left as future work.

**Proof of Theorem 5.1** We apply the Pontryagin’s max principle to have:

\[
\begin{align*}
\frac{d\lambda_1}{dt} &= -\frac{\partial H}{\partial S}, \quad \lambda_1(t_f) = 0 \\
\frac{d\lambda_2}{dt} &= -\frac{\partial H}{\partial E}, \quad \lambda_2(t_f) = 0 \\
\frac{d\lambda_3}{dt} &= -\frac{\partial H}{\partial I}, \quad \lambda_3(t_f) = 0 \\
\frac{d\lambda_4}{dt} &= -\frac{\partial H}{\partial T}, \quad \lambda_4(t_f) = 0 \\
\frac{d\lambda_5}{dt} &= -\frac{\partial H}{\partial R}, \quad \lambda_5(t_f) = 0
\end{align*}
\] (16)

We shall also consider the optimality conditions:

\[
\frac{\partial H}{\partial u_1} = 0, \quad \frac{\partial H}{\partial u_2} = 0, \quad \frac{\partial H}{\partial u_3} = 0,
\]

and solving for \(u_1(t)^*, u_2(t)^*\) and \(u_3(t)^*\) subject to the state variables, the characterizations in (15) can be obtained, by taking into account the bounds on the control. By doing this, we have that:

\[
\begin{align*}
\frac{\partial H}{\partial u_2} &= 0, \quad \frac{\partial H}{\partial u_3} = 0, \\
\frac{\partial H}{\partial u_1} &= u_1w_1 + \frac{\beta I^* S^* \lambda_1}{N^*} - \frac{\beta I^* S^* \lambda_2}{N^*} = 0, \quad \Rightarrow u_1 = \frac{1}{w_1} \left(\frac{\beta I^* S^* \lambda_2}{N^*} - \frac{\beta I^* S^* \lambda_1}{N^*}\right) \\
\frac{\partial H}{\partial u_1} &= u_2w_2 - I^* \lambda_3 + I^* \lambda_4 = 0, \quad \Rightarrow u_2 = \frac{1}{w_1} \left(I^* \lambda_3 - I^* \lambda_4\right) \\
\frac{\partial H}{\partial u_3} &= u_3w_3 - T^* \lambda_4 + T^* \lambda_5 = 0, \quad \Rightarrow u_3 = \frac{1}{w_3} \left(T^* \lambda_4 - T^* \lambda_5\right)
\end{align*}
\] (17)

It is observed that the optimality conditions obtained by taking the derivatives of the Hamiltonian (12) with respect to the controls only hold in the interior of the control set.

This ends the proof.
5.2 Numerical Simulations of Optimal Control Model

We obtained the optimality screening and treatment strategy by solving the optimality system which is made up of ten ODEs from the state and adjoint equations (a combination of 5 equations from the model with controls (8) and five equations from the adjoint equations (13)). We solved the optimality system by using an iterative method with a Runge-Kutta fourth order scheme. We solved the state system with an initial condition forward in time using MATLAB ODE 45, with a guess for the controls over the simulated time, while we solved the adjoint system with values at final time $t_f$ backward in time by using the current iteration solution of the state equations by using the same MATLAB ODE 45 routine. We then update the controls by using a convex combination of the previous controls and the value from the characterizations (15). This process is repeated and we stopped the process and iterations if the values of the unknowns at the previous iteration are very close to the ones at the present iteration (that is, until the control variables converge).

**Figure 5.1** Plot of Susceptible

**Figure 5.2** Plot of Exposed

**Figure 5.3** Plot of Infectious

**Figure 5.4** Plot of Treated
Figure 5.5 Plot of Recovered Individuals

Figure 5.6 Plot of Controls

Figure 5.7 Varying Epsilon 1 Plots with Controls
We plotted the epidemiological classes of the model with controls as a function of time with the controls; these is as shown in figure 5.1, 5.2, …5.5. In Figure 5.1, we simulate the total number of susceptible humans over time, in the presence of optimal control strategies. It is observed that the total number of susceptible individuals is more when controls are applied than when controls are not applied as would be expected. It is also seen in Figure 5.2, that the total number of individuals exposed to Nipah virus is less when controls are applied than when controls are not applied. The simulations of the total number of infectious and treated individuals, depicted in Figures 5.3 and 5.4, respectively show that the controls have significant impact in reducing the burden of the disease in a population. Figure 5.5 shows the simulation of the total number of recovered individuals over time, in the presence or absence of controls. It is observed that the total number of Recovered individuals is more when controls are applied than when controls are not implemented. The solution profiles of the three optimal controls \((u_1(t), u_2(t), u_3(t))\) are depicted in figure 5.6.

Figure 5.8 Varying Epsilon 1 Plots without Controls
In figures 5.7 and 5.8, it is shown that the various populations at different treatment rates for Infectious and treated individuals, when controls are applied lead to significant reduction in the burden of the disease. It is observed that the treatment rate for treated individuals has more impact on the dynamics of the model than the treatment rate for infectious, when controls are applied.

6. DISCUSSION AND CONCLUSION

In this work, we formulated a model for the transmission dynamics of Nipah Virus; both qualitative and numerical analysis of the model with (and without) treatment were done, the qualitative analysis shows that the models have two equilibria, the disease-free equilibrium (DFE) which is locally asymptotically stable when a certain epidemiological threshold ($R_0$) is less than unity and that the disease will persist in the population when the threshold exceeds unity. Numerical results of the model without control shows that, the rate of transmission ($\beta$) and the rate of infection in the treated class ($\nu$) has a direct relationship and great effect on the reproduction number.

In literature, there were very few works on the transmission dynamics of Nipah virus with control, consequently, we were motivated to contribute to knowledge in this area. We reformulated the model by incorporating controls into it. Three controls were incorporated viz: prevention efforts to protect people in susceptible compartment from contacting Nipah virus; treatment effort of Nipah virus for individuals in the Infectious compartment and treatment effort of Nipah virus for individuals in the Treatment compartment. From the numerical results of the model with control, we obtained the following:

(i) Treatment has a positive impact in reducing the burden of disease of Nipah virus.

(ii) The total number of infected individuals in the population is reduced by the application of time dependent optimal controls.

(iii) The strategy which involves the implementation of all the controls is a good control strategy for Nipah Virus disease.
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