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Abstract
The fault diagnosis of rolling bearings is a critical technique to realize predictive maintenance for mechanical condition monitoring. In real industrial systems, the main challenges for the fault diagnosis of rolling bearings pertain to the accuracy and real-time requirements. Most existing methods focus on ensuring the accuracy, and the real-time requirement is often neglected. In this paper, considering both requirements, we propose a novel fast fault diagnosis method for rolling bearings, based on extreme learning machine (ELM) and logistic mapping, named logistic-ELM. First, we identify 14 kinds of time-domain features from the original vibration signals according to mechanical vibration principles and adopt the sequential forward selection strategy to select optimal features from them to ensure the basic predictive accuracy and efficiency. Next, we propose the logistic-ELM for fast fault classification, where the biases in ELM are omitted and the random input weights are replaced by the chaotic logistic mapping sequence which involves a higher uncorrelation to obtain more accurate results with fewer hidden neurons. We conduct extensive experiments on the rolling bearing vibration signal dataset of the Case Western Reserve University bearing data centre. The experimental results show that the proposed approach outperforms existing state-of-the-art comparison methods in terms of the predictive accuracy, and the highest accuracies are 100%, 99.71%, 98%, 100%, 100%, and 100%, respectively, in seven separate sub data environments. Moreover, in terms of the runtime cost, the experimental results indicate that the proposed logistic-ELM can predict the fault in 40 ms with a high accuracy, up to 21-1858 times more rapid than existing methods based on support vector machine, convolutional neural network and multi-scale entropy. Other experiments of fault diagnosis of the rolling bearings under four different loads also indicate that the logistic-ELM can adapt to different operation conditions with high efficiency. The relevant code is publicly available at https://github.com/TAN-OpenLab/logistic-ELM.
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1 Introduction
Rolling bearings are common components of rotating machinery, which is widely used in the electric power, metallurgical, petrochemical, machinery manufacturing, aerospace domain and other fields. Due to the long-term operation of rolling bearings in harsh operating environments, the probability of fault occurrence is extremely high. For example, in a wind turbine gearbox, bearing failure accounts for 76% of all failures [1]. Rolling bearing faults often trigger a series of chain reactions, ranging from the interruption of the production process, which leads to economic loss, to catastrophic accidents, which may lead to casualties. Therefore, the fault diagnosis of rolling bearings is of significance to both the industry and academia.
1.1 Existing situation

From the 1960s, researchers dedicated to develop fault diagnosis of rolling bearings through different mechanisms such as vibration, static electricity, temperature and ferrographs. Initially, people diagnosed rolling bearing faults by developing simple instruments, such as [2–5], which were usually based on some specific physical principles but with lower accuracy. With the rapid development of the signal analysis theory, especially after the emergence of the fast Fourier transform [6], people adopted a variety of spectrum analysers to diagnose bearing faults. Schemes based on feature extraction from time domain or frequency domain improved the performance of fault diagnosis. Time-domain feature analysis methods usually determine the possible running states of rolling bearings by calculating and analysing parameters and indexes of the vibration signals with various time-domain feature parameters, such as [7–13], while frequency-domain feature analysis methods focus on separating or strengthening the frequency components of the fault signals, such as [14–20], generally with higher accuracies than those of time-domain-based methods. The time-frequency analysis methods combine the two to form a joint function, which could describe the nonlinear and non-stationary dynamic signals of complex mechanical equipment, such as SVM-based methods [21–26], Bayesian classifier [27], and neural network-based algorithms [28–35]. More details are described in Sect. 2.

1.2 Motivation

In real industrial systems, the main challenges for the fault diagnosis of rolling bearings pertain to the accuracy and real-time requirements. However, most existing methods focus on ensuring the accuracy, and the real-time requirement is often neglected. Traditional research based on time or frequency domain usually focused on examining the properties of a certain indicator and returned an approximate diagnosis but not real-time classification of diagnosis. Machine learning- or deep learning-based methods usually directly input the vibration signals into a classifier but did not consider relevance of and redundancy in the feature indicators, owing to which the classification may need more time cost before the diagnosis output. However, in practical applications, fault diagnosis is accompanied through mechanical work where the response speed must be sufficiently high. In order to reduce the computation cost, multiple ELM-based diagnosis methods have been proposed, whereas the randomness of the input weights generated for ELM caused inherent uncertainty for the diagnosis. Consequently, we need a more accurate and faster classification for fault diagnosis of rolling bearings, which takes advantages of existing technologies as well as eliminates the uncertainty of ELM.

1.3 Solution and contribution

To improve the above-mentioned, this paper proposes a novel fault diagnosis method for rolling bearings, known as the logistic-ELM, a variant of ELM. To obtain the information contained in the vibration signals as fully as possible and ensure the accuracy, we first model the original vibration signals and extract a group of key features in the field of mechanical vibration based on the principle of mechanical signals, then utilize SFS to reduce the information redundancy may exist among the features and select the most valuable features for the fault diagnosis. To obtain a more stable predictive accuracy, we use pseudo-random sequence generated by a chaotic logistic mapping [36] to replace the random input weight matrix in ELM. Using the combination of the logistic mapping and the ELM algorithm, a pseudo-random sequence is generated through logistic mapping, and the values in the sequence are arranged into a matrix as the input weight matrix of the ELM. And the bias matrix of the ELM is set as zero. Under the same diagnosis environment, the input weight matrix needs to be generated only once, and the input weights can be reused in the subsequent diagnosis. The main contributions of this paper are as follows:

1. We consider 14 kinds of physical mechanical principles to extract time-domain features from vibration signals, which can be calculated fast during fault diagnosis. Multiple signal features are jointly considered in the processes of fault diagnosis, and the advantages of each feature are cross used to ensure the predictive accuracy and efficiency.
2. The proposed logistic-ELM fully exploits the internal uncorrelation of the chaotic logistic mapping, and enhances the difference between the hidden neurons by generating input weight matrix through logistic mapping, further ensuring the runtime efficiency and predictive accuracy in fault diagnosis of rolling bearings.
3. Experimental results show that the proposed logistic-ELM outperforms existing state-of-the-art comparison methods in terms of the predictive accuracy and can realize the fault diagnosis with a reasonable predictive accuracy in 40 ms, up to 21-1858 times more rapid than existing comparisons.

The remaining article is organized as follows. The related work and basic principle of the ELM are briefly described in Sect. 2. The design of the proposed method is described in Sect. 3. We use the rolling bearing vibration signal data set of the CWRU to perform a simulation to verify and analyse
the proposed method, as described in Sect. 4. The concluding remarks are presented in Sect. 5.

2 Related work and preliminary

2.1 Related work

Research on the fault diagnosis of rolling bearings began in the 1960s [2, 3]. Initially, people diagnosed bearing faults by using simple instruments such as listening sticks. In 1971, a Swedish instrument company first developed the shock pulse measurement (SPM) technique to detect bearing faults [4]. The SPM is based on the principle that the bearing failure impact can induce the resonance of the system, and bearing faults are diagnosed according to the magnitude of the impact pulse. However, this technique can only identify whether the bearing is faulty or not but the fault types cannot be classified, and the technique exhibits a weak anti-interference ability and low stability. In general, the identification of a fault occurrence in a rolling bearing and classification of the fault type can be realized considering the feature frequency of the faults in vibration signal spectra. In 1974, [5] presented a patent for a resonance demodulation analysis system. This system processes the fault signal considering the resonance and by using a band-pass filter, which enhances the signal-to-noise ratio of the signal. Moreover, the accuracy of the diagnosis result is increased through envelope processing. However, a certain experience is necessary to determine the centre frequency and bandwidth of the filter, and the efficiency of diagnosis is low. In recent years, with the rapid advancement of computer technologies, various new signal processing methods have emerged. Many scholars have successively proposed computer-centric rolling bearing fault diagnosis methods, and a fault diagnosis scheme based on feature extraction and fault classification has been established.

Feature extraction approaches can be primarily divided into three categories, namely time-domain, frequency-domain, and time-frequency-domain feature extraction. The time-domain feature extraction is based on various time-domain feature parameters and performance indexes of the vibration signals. By analysing the parameters and indexes, the fault of the equipment can be effectively determined in an intuitive and understandable manner [7]. In general, traditional time-domain features can be divided into dimensional and non-dimensional parameter indexes, which are easy to calculate and can reflect the working state of the bearings to a certain extent. The traditional research is focused on examining the properties of a single parameter, and fault diagnosis schemes combining multiple traditional time-domain features remain to be developed. In addition to traditional time-domain feature extraction methods, the information entropy theory has been applied for time-domain feature extraction [8–13, 37]. However, the computation time of the information entropy algorithm is usually large because of its complexity.

In contrast to the time-domain analysis, frequency-domain analysis is focused on separating or strengthening the frequency components of the fault signal. This analysis technique is widely adopted in mechanical fault diagnosis because the distribution of the frequency components of the signal in the spectrum can be obtained through the fast Fourier transform, which is more intuitive than the time-domain waveform. The Fourier transform performs statistical averaging on the signal in the time domain by integral transformation, thereby smoothening the non-stationary components in the signal. Although this approach can reflect the frequency information in the signal, it involves certain limitations as the change in the signal over time is not clarified. At present, the commonly used frequency-domain feature extraction methods include power spectrum analysis, envelope spectrum analysis [14, 15], cepstrum analysis [16, 17], high-order spectrum analysis [18] and spectral kurtosis analysis [19, 20].

In the time-frequency analysis, the time and frequency domains are combined to form a joint function to describe the nonlinear and non-stationary dynamic signals of complex mechanical equipment. Common time-frequency analysis methods include the Wigner Ville distribution (WVD), short time Fourier transform (STFT), and wavelet transform (WT). Many scholars proposed adaptive decomposition methods by studying the laws and features of complex signals. In 1998, [38] proposed a method to analyse a non-stationary signal, named empirical mode decomposition (EMD). Moreover, the authors proposed a popular time-frequency analysis method known as the Hilbert-Huang transform, based on the Hilbert transform. In 2005, [39] proposed the local mean decomposition method (LMD). The LMD can decompose a complex multi-component signal into several product functions (PF components) and a residual component. Each PF component consists of a product of an envelope signal and a pure FM signal. Compared with the EMD, the LMD method involves prompt convergence. Moreover, the latter approach can effectively reduce the errors generated in the iteration process and enhance the decomposition accuracy.

Fault classification are usually based on machine learning, and three types of algorithms are widely used. The first type pertains to the SVM [21]. For example, [22] proposed a fault diagnosis algorithm in 2011, in which the feature vectors of the vibration signals are extracted through the wavelet transform, and fault classification is conducted using the SVM algorithm. The second type pertains to the Bayesian classifier [27], which is easy to understand and exhibits a high learning efficiency. However, the algorithm is implemented assuming the independence and normality of the
independent and continuous variables, respectively, which may affect the accuracy of the algorithm to a certain extent. The third type pertains to neural-network-based algorithms, including the back propagation neural network [40], CNN [28, 41], and ELM [29]. For example, the fault diagnosis algorithm proposed by [30] in 2020 involved 2000 input neurons and a hidden layer containing 10 neurons. Reference [31] calculated the time-frequency features of vibration signals by realizing the continuous wavelet transform (CWT) of the complex Morlet wavelet and performing jointed time-frequency analysis (JTFA). Next, the CNN input was obtained through normalization, and the CNN was trained using a time-frequency map with labels. Finally, the trained model was used for fault diagnosis. The HGSA-ELM algorithm [42] proposed by Luo M et al. in 2016 optimized the input weights and bias of the ELM through the real-valued gravitational search algorithm (RGSA), and the binary-valued of the GSA (BGSA) was used to select the valuable features from a compound feature set. Three types of fault features, specifically, time and frequency features, energy features and singular value features, were extracted to compose the compound feature set by applying ensemble empirical mode decomposition (EEMD).

2.2 Preliminary: ELM

The ELM [29] algorithm can be used for a single hidden layer feedforward neural network (SLFN), as shown in Fig. 1.

Traditional feedforward neural networks involve notable limitations, such as a low speed, presence of local minimum, improper learning rate and overfitting. The ELM randomly generates the connection weight between the input and hidden layers, and this weight does not need to be adjusted during the training process. Only the number of hidden layer neurons must be set to obtain the unique optimal solution. Compared with the previous traditional training methods, the ELM exhibits a higher learning speed and generalization performance.

For \( N \) arbitrary distinct samples \((x_i, t_i)\), where \( x_i = [x_{i1}, x_{i2}, \ldots, x_{im}]^T \in \mathbb{R}^m \) and \( t_i = [t_{i1}, t_{i2}, \ldots, t_{im}]^T \in \mathbb{R}^m \), standard SLFNs with \( \tilde{N} \) hidden neurons and activation function \( g(x) \) can be mathematically modelled as

\[
\sum_{i=1}^{N} \beta_i g(w_i \cdot x_j + b_i) = o_j, j = 1, \ldots, N
\]  

(1)

where \( w_i = [w_{i,1}, w_{i,2}, \ldots, w_{i,m}]^T \) is the weight vector connecting the \( i \)th hidden neuron and input neurons, and \( b_i \) is the threshold of the \( i \)th hidden neuron. \( w_i \cdot x_j \) denotes the inner product of \( w_i \) and \( x_j \).

The standard SLFNs with \( \tilde{N} \) hidden neurons and activation function \( g(x) \) can approximate the \( N \) samples with zero error, specifically, \( \sum_{i=1}^{N} \| o_j - t_j \| = 0 \). Consequently, there exist \( \beta_i, w_i \) and \( b_i \) such that

\[
\sum_{i=1}^{\tilde{N}} \beta_i g(w_i \cdot x_j + b_i) = t_j, j = 1, \ldots, N
\]  

(2)

\( N \) can be compactly expressed as

\[
H \beta = T
\]  

(3)

where

\[
H = \begin{bmatrix} 
  g(w_1 \cdot x_1 + b_1) & \cdots & g(w_{\tilde{N}} \cdot x_1 + b_{\tilde{N}}) \\
  \vdots & \ddots & \vdots \\
  g(w_1 \cdot x_N + b_1) & \cdots & g(w_{\tilde{N}} \cdot x_N + b_{\tilde{N}}) 
\end{bmatrix}_{N \times \tilde{N}}
\]  

(4)

\[
\beta = \begin{bmatrix} 
  \beta_1^T \\
  \vdots \\
  \beta_{\tilde{N}}^T 
\end{bmatrix}_{\tilde{N} \times m}, \quad T = \begin{bmatrix} 
  t_1^T \\
  \vdots \\
  t_N^T 
\end{bmatrix}_{N \times m}
\]  

(5)

Identifying the specific \( \hat{\beta}_i, \hat{\beta}_L \) and \( \hat{\beta}_i (i = 1, \ldots, \tilde{N}) \) is equivalent to minimizing the cost function

\[
E = \sum_{j=1}^{N} \left( \sum_{i=1}^{\tilde{N}} \hat{\beta}_i g(w_i \cdot x_j + b_i) - t_j \right)^2
\]  

(6)

The input weights and hidden layer biases of the SLFNs do not need be adjusted and can be arbitrarily assigned. For fixed input weights \( w_i \) and hidden layer biases \( b_i \), training an SLFN is equivalent to finding a least-squares solution \( \hat{\beta}_i \) of

Fig. 1 Framework of the ELM
the linear system $H\beta = T$. The smallest norm least-squares solution of the above linear system is

$$\hat{\beta} = H^+ T$$

(7)

where $H^+$ is the Moore-Penrose generalized inverse of matrix $H$.

### 3 Proposed method

In this section, we describe the design of proposed logistic-ELM. Let $D : \{x_i, y_i\}_{i=1}^N$ indicate distinct samples, where $x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \in \mathbb{R}^n$ is a n-dimension vibration signal, with corresponding fault label $y_i \in \{1, \ldots, m\}$. For simplicity, let $X = [x_1, \ldots, x_N]^T \in \mathbb{R}^{N \times n}$ represent vibration signals, and $Y = [y_1, \ldots, y_N]^T \in \mathbb{R}^N$ denote the fault labels of $X$. Let $c_i \in 1, \ldots, m$ be the classification result of $x_i$, which is the factual output of the classifier. $C = [c_1, \ldots, c_N]^T \in \mathbb{R}^N$ represents the classification result of $X$. Let $F = [f_1, \ldots, f_N]^T \in \mathbb{R}^{N \times k}$ be the feature matrix of $X$, where $f_i$ is the feature vector of $x_i$. The framework of the proposed method is shown in Fig. 2. Based on the original vibration signals $X$, the feature extractor generates the feature matrix which is the input of the classifier ELM.

Next, we will introduce three important components of logistic-ELM, including feature extractor, logistic-ELM classifier, and pseudo-random sequence generator by logistic mapping.

#### 3.1 Component-1: logistic-ELM classifier

The proposed logistic-ELM classifier is the core component of the proposed method, as shown in Fig. 3. The purpose of this component is to classify faults based on the feature matrix $F$. Based on the original ELM, we generate the input weights through logistic mapping and omit the biases $b$ of the ELM with $L$ hidden neurons and activation function $g(\cdot)$, the logistic-ELM can be written as

$$\sum_{j=1}^L \beta_j g(w_j \cdot f_i) = c_i, \ i = 1, \ldots, N$$

(8)

where $w_j = [w_{j1}, w_{j2}, \ldots, w_{jk}]^T$ is the weight vector connecting the input feature $f_i$ and $j$th hidden neuron, $\beta_j = [\beta_{j1}, \beta_{j2}, \ldots, \beta_{jm}]^T$ is the weight vector connecting the $j$th hidden neuron and output $c_i$.

Let $W = [w_1, w_2, \ldots, w_L]$ be the input weights, and $\beta = [\beta_1, \beta_2, \ldots, \beta_L]^T$ be the output weights, such that, $H\beta = C$, where

$$H = \begin{bmatrix} g(w_1 \cdot f_1) & \cdots & g(w_L \cdot f_1) \\ \vdots & \ddots & \vdots \\ g(w_1 \cdot f_N) & \cdots & g(w_L \cdot f_N) \end{bmatrix}_{N \times L}$$

(9)

In the ideal situation, the factual output of the classifier is the same as the fault label, specifically, $C = Y$. Consequently, $H\beta = Y$, and $\hat{\beta} = H^+ Y$. The process is illustrated in Fig. 4.

#### 3.2 Component-2: pseudo-random sequence generator for input weights based on chaotic logistic mapping

As described previously, the ELM can randomly initialize the input weights and hidden layer biases to obtain the corresponding output weights, and thus, this method can be adapted to different applications. But random initialization may lead to a certain degree of uncertainty in the classification result. Therefore, we introduce the pseudo-random sequence generator of Logistic Mapping for input weights.
of ELM. In fact, this component is also a necessary part of logistic-ELM as shown in Fig. 3. Since the function of the input weights is to map the feature matrix to the hidden neurons, the correlation between the elements of the input weights matrix should be as small as possible. To this end, we generate the input weights through logistic mapping. Logistic mapping involves the stability and instability of the complete and part of the situation, respectively, and is
extremely appropriate to generate the initial input weights. The logistic mapping can be expressed as

$$z_k = \mu z_{k-1}(1 - z_{k-1})$$

(10)

where $z_1 \in (0, 1)$ and $\mu \in (3.56995, 4)$. Consequently, $z = (z_1, z_2, ...)$, and we can obtain the initial input weights $W$ by arranging the elements in the sequence $z$. Therefore, $W$ can be expressed as

$$W = \begin{bmatrix}
Z_1 & \cdots & Z_{K(L-1)+1} \\
\vdots & \ddots & \vdots \\
Z_K & \cdots & Z_{KL}
\end{bmatrix}$$

(11)

In this case, a high degree of irrelevance must be ensured for $W$, and thus, the biases do not need to be set. The biases can be assigned a zero value during the classification. The input weights are generated in Algorithm 1.

### Algorithm 1 Weight Generator $(z_1, \mu, L, K)$.

**Require:** $(z_1, \mu, L, K)$

**Ensure:** $W$

1: for $k$ 2 to $K \times L$ by 1 do
2: $z_k = \mu z_{k-1}(1 - z_{k-1})$
3: end for
4: for $i$ 1 to $K$ by 1 do
5: for $j$ 1 to $L$ by 1 do
6: $W_{ij} = z_i(i-1) \times L + j$
7: end for
8: end for
9: return $W$

3.3 Component-3: feature extractor based on the mechanical vibration principle

The purpose of this component is to extract the feature matrix from vibration signals, as shown in Fig. 5.

Firstly, we extract 14 time-domain features through the mechanical principle, to express a certain situation of the vibration signals from different perspective, including Mean Value, Standard Deviation, Variance, Peak-to-Peak Value, Square Root Amplitude, Average Amplitude, Mean Square Amplitude, Peak Value, Waveform Index, Peak Index, Impulsion Index, Clearance Factor, Degree of Skewness, and Kurtosis Value. Each feature represents one characteristic of the original vibration signals, and related equations are as follows.

![Fig. 5 The Process to Build the Feature Extractor](image-url)
• Mean value: \( \text{mean}(x_i) = \frac{1}{n} \sum_{t=1}^{n} x_{i,t} \)
• Standard deviation: \( \sigma(x_i) = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (x_{i,t} - \text{mean}(x_i))^2} \)
• Variance: \( \sigma^2(x_i) = \frac{1}{n} \sum_{t=1}^{n} (x_{i,t} - \text{mean}(x_i))^2 \)
• Peak-to-Peak Value: \( V_{pp}(x_i) = \max(x_i) - \min(x_i) \)
• Square root amplitude: \( X_r(x_i) = \frac{\sqrt{\sum_{t=1}^{n} (x_{i,t} - \text{mean}(x_i))^2}}{\text{mean}(x_i)} \)
• Average amplitude: \( \text{mean}(x_i) = \frac{1}{n} \sum_{t=1}^{n} x_{i,t} \)
• Mean square amplitude: \( X_{rms}(x_i) = \frac{\sum_{t=1}^{n} x_{i,t}^2}{\text{mean}(x_i)} \)
• Peak value: \( X_p(x_i) = \max(|\text{mean}(x_i)|) \)
• Waveform Index: \( X_w(x_i) = \frac{X_{rms}(x_i)}{|\text{mean}(x_i)|} \)
• Impulsion Index: \( C_f(x_i) = \frac{X_p(x_i)}{X_{rms}(x_i)} \)
• Clearance factor: \( C_e(x_i) = \frac{X_{rms}(x_i)}{\text{mean}(x_i)} \)
• Degree of skewness: \( C_w(x_i) = \frac{1}{n} \sum_{t=1}^{n} (x_{i,t} - \text{mean}(x_i))^3}{\sigma(x_i)^3} \)
• Kurtosis value: \( C_q(x_i) = \frac{1}{n} \sum_{t=1}^{n} (x_{i,t} - \text{mean}(x_i))^4}{\sigma(x_i)^4} \)

The above 14 feature models can be combined to create a feature pool \( S = (s_1, ..., s_{14}) \) of candidate features from which the best subset \( S' \) is selected by SFS procedure. Initializing the best subset as an empty set, the SFS starts the iterative processes to find appropriate features. The selection condition is of best accuracy by logistic-ELM component (described in Sect. 3.1). By comparing the classification result \( C \) with the fault label \( Y \), the accuracy can be calculated as

\[
\text{Accuracy}(C, Y) = \frac{\sum_{i=1}^{N} P(c_i = y_i) \times 100}{N}
\]

where \( P(c_i = y_i) = \begin{cases} 1, & c_i = y_i \\ 0, & c_i \neq y_i \end{cases} \)

Repeat the iteration until the accuracy of the best subset does not improve with the further addition of a feature. The feature extractor is built by the feature models in the best subset. Related SFS algorithm for feature selection is described in Algorithm 2.

**Algorithm 2 SFS \((S, Y, W, \beta)\).**

Require: \((S, Y, W, \beta)\)
Ensure: \(S'\)
1: \(S' = \emptyset, s_0 = \emptyset\)
2: \(\text{Acc} = -1, \text{sign} = 0, \text{max} = 0\)
3: while \(\text{Acc} < \text{max} \) do
4: \(\text{Acc} = \text{max}\)
5: add \(s_{\text{sign}}\) to \(S'\)
6: delete \(s_{\text{sign}}\) from \(S\)
7: for \(k = 1\) to card(\(S\)) by \(1\) do
8: \(C = g(S' \ast W) \ast \beta\)
9: if Accuracy\((C, Y) > \text{max}\) then
10: \(\text{max} = \text{Accuracy}\((C, Y)\)
11: \(\text{sign} = k\)
12: end if
13: end for
14: end while
15: return \(S'\)

Table 1 Sample description

| Type (inches) | Label | #Train | #verify | #Test |
|---------------|-------|--------|---------|-------|
| N 0           | 1     | 81926  | 20480   | 20480 |
| IF 0.007      | 2     | 81926  | 20480   | 20480 |
| IF 0.021      | 3     | 81926  | 20480   | 20480 |
| BF 0.007      | 4     | 81926  | 20480   | 20480 |
| BF 0.021      | 5     | 81926  | 20480   | 20480 |
| OF3 0.007     | 6     | 81926  | 20480   | 20480 |
| OF3 0.021     | 7     | 81926  | 20480   | 20480 |
| OF6 0.007     | 8     | 81926  | 20480   | 20480 |
| OF6 0.021     | 9     | 81926  | 20480   | 20480 |
| OF12 0.007    | 10    | 81926  | 20480   | 20480 |
| OF12 0.021    | 11    | 81926  | 20480   | 20480 |

Frequency=12 kHz; motor load=0 hp; speed=1797 r/min
4 Experiments and analysis

To demonstrate the effectiveness of the logistic-ELM, we use the rolling bearing vibration signal dataset [43] prepared by the CWRU bearing data centre to conduct experiments. This dataset is a world-recognized standard dataset for bearing fault diagnosis and contains a large number of rolling bearing vibration signals under normal and fault conditions. In this paper, we select bearing data with two kinds of fault diameter (0.007 inch and 0.021 inch) for classification. The motor load and speed are 0 hp and 1797 r/min, respectively. The sampling frequency is 12 kHz. There exist 6 fault types: normal (N), inner raceway fault (IF), ball fault (BF), and outer raceway faults located at 3 o’clock (OF3), 6 o’clock (OF6), and 12 o’clock (OF12). We select 60 original samples for each fault type, where each sample has 2048 sampling signal points. The sample description for the different fault types is presented in Table 1.

Figure 6 shows the original vibration signals of the 11 fault types, where the green and red lines indicate the normal signals and fault signals, respectively. The amplitude of the normal signal is small, as shown in Fig. 6a, and the periodicity is not notable. We observe that there are great amplitude deviations between fault signals and normal signals, as
shown in Fig. 6b–k, and some of the fault signals generally demonstrate an obvious periodicity. As shown in Fig. 6b, c, we can observe periodic in inner race fault with different sizes. The 0.007-inch inner race fault causes the amplitude to increase by approximately 4 times, while the 0.021-inch inner race fault causes the amplitude to increase by approximately 10 times. Intuitively, for inner race fault, larger diameter leads to larger amplitude. Theoretically, the inner race and the balls without any fault achieve a snug fit and run smoothly. Conversely, inner race fault can result in the gap between the inner race and the balls, as well as the vibration. Obviously, more serious fault widens the gap which causes larger amplitude of the vibration. The ball fault causes the amplitude to increase by approximately 2 times, and the signal does not exhibit any notable periodicity, as shown in Fig. 6d, e, likely because the balls roll constantly, and the contact points with the raceway change randomly. Coupled with the effect of the lubricating oil, the fault performance is not sufficiently clear. The outer raceway faults are periodic with a large amplitude as shown in Fig. 6f–k. For the outer raceway faults located at 3 o’clock and 12 o’clock, larger diameter leads to larger amplitude. On the contrary, for the outer raceway faults located at 6 o’clock, larger diameter leads to smaller amplitude. Therefore, the linear correlation between fault diameter and amplitude cannot be determined.

The vibration signals of different bearing faults have different features and exhibit a certain regularity, which is the theoretical basis for fault diagnoses. However, the features of the signals cannot be obtained through only manual observation, and thus, a scientific algorithm design must be implemented.

We deploy seven experiments to verify the accuracy and efficiency of proposed logistic-ELM with comparisons from multiple perspectives. Experiments 1-5 are the analysis of logistic-ELM itself, and Experiments 6 and 7 are the comparison with existing state-of-the-art methods. Experiments 1, 2, 3, 4 and 7 are performed on CWRU dataset with fault diameter \( d = 0.007" \) & 0.021" and load = 0hp as described above, while experiment 5 is performed on CWRU dataset with fault diameter \( d=0.007" \) & 0.021" and load = 0hp & 1hp & 2hp & 3hp. Experiment 6 is performed on CWRU database with diameters identical to the comparison methods.

The purpose of each experiment is as follows. **Experiment 1** is to select appropriate number of hidden neurons for logistic-ELM. **Experiment 2** is to select initial chaotic values \( z_1 \) and \( \mu \) for Logistic Mapping of logistic-ELM. **Experiment 3** shows the process of selecting the features for logistic-ELM by SFS. **Experiment 4** is about predictive accuracy comparison with original ELM. Parameters of Experiments 1-4 are set in Table 2. **Experiment 5** is to verify the performance of logistic-ELM under different operating conditions. **Experiment 6** is about predictive accuracy comparisons with existing fault diagnosis methods. **Experiment 7** is about runtime cost comparisons with existing fault diagnosis methods.

### 4.1 Experiment 1. Select appropriate activation function and the number of hidden neurons for logistic-ELM

The purpose of this experiment is to select the appropriate activation function and the number of hidden neurons for logistic-ELM. We deploy the experiment on CWRU dataset with fault diameter \( d = 0.007" \) and 0.021", and Fig. 7 shows the accuracies of logistic-ELM under Sigmoid, Sine,
Hardlim, Triangular, and Radial functions, respectively, with various number of hidden neurons.

Overall, the predictive accuracy of Sigmoid is higher than other four activation functions. For Sigmoid, when the number of hidden neurons ranges from 1 to 20, the predictive accuracy increases as neurons number get higher. When the number of hidden neurons ranges from 20 to 30, the predictive accuracy maintains steady, although has little different. When the number of hidden neurons is bigger than 30, the predictive accuracy is 1, but algorithms may over-fit the training set now.

In order to scientifically describe the above phenomena, Pearson correlation coefficient \([44]\) is used to calculate the linear correlation between prediction accuracy and the number of hidden neurons, as

\[
\rho(\text{accuracy, neuron}) = \frac{\sigma_{\text{accuracy, neuron}}}{\sigma_{\text{accuracy}} \sigma_{\text{neuron}}}
\]  

(13)

where \(\sigma_{\text{accuracy, neuron}}\) is the covariance between the predictive accuracy and the number of hidden neurons. \(\sigma_{\text{accuracy}}\) and \(\sigma_{\text{neuron}}\) are variances of the predictive accuracy and the number of hidden neurons, respectively. Pearson correlation coefficient returns a value between \(-1\) and 1. A higher absolute value of the correlation coefficient indicates a stronger relationship between variables.

When the number of hidden neurons ranges from 1 to 20, Pearson correlation coefficient between prediction accuracy and the number of hidden neurons is 0.833, which indicates a strong positive correlation. When the number of hidden neurons ranges from 20 to 30, Pearson correlation coefficient is 0.116, which indicates a weak positive correlation. Therefore, we choose Sigmoid as the activation function and 20 as the number of hidden neurons.

### 4.2 Experiment 2. Select initial chaotic values for logistic mapping

This experiment is to select initial chaotic values for logistic-ELM. We deploy the experiment under different initial chaotic value of \(z_1\) and \(\mu\) generated through logistic mapping. Table 3 shows the predictive accuracies of logistic-ELM on CWRU dataset with fault diameter \(d = 0.007''\) and \(0.021''\). Logistic mapping is sensitive to initial conditions, and

Table 3 Predictive accuracy of logistic-ELM under different initial value of \(\mu\) and \(z_1\)

| \(z_1\) | 3.95 | 3.96 | 3.97 | 3.98 | 3.99 |
|---|---|---|---|---|---|
| 0.1 | 1 | 1 | 0.98 | 0.99 | 1 |
| 0.2 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| 0.3 | 1 | 1 | 0.99 | 0.99 | 0.99 |
| 0.4 | 1 | 0.98 | 0.99 | 0.98 | 0.99 |
| 0.5 | 1 | 0.98 | 0.98 | 0.98 | 0.99 |
| 0.6 | 1 | 0.99 | 0.96 | 1 | 1 |
| 0.7 | 0.98 | 1 | 0.99 | 1 | 1 |
| 0.8 | 0.98 | 0.98 | 1 | 0.96 | 1 |
| 0.9 | 0.99 | 0.98 | 0.99 | 0.99 | 0.99 |

Table 4 Process of feature selection under SFS

| Initial feature pool | Round 1 | Round 2 | Round 3 | Round 4 |
|---|---|---|---|---|
| Initial feature pool | \(\emptyset\) | \{F7\} | \{F7,F4\} | \{F7,F4,F9\} |
| Feature 1 | 0.19 | 0.72 | 0.95 | 0.96 |
| Feature 2 | 0.76 | 0.80 | 0.93 | 0.99 |
| Feature 3 | 0.48 | 0.86 | 0.93 | 0.98 |
| Feature 4 | 0.70 | 0.92 | - | - |
| Feature 5 | 0.59 | 0.87 | 0.93 | 0.99 |
| Feature 6 | 0.72 | 0.89 | 0.95 | 1.00 |
| Feature 7 | 0.79 | - | - | - |
| Feature 8 | 0.63 | 0.87 | 0.91 | 0.96 |
| Feature 9 | 0.58 | 0.92 | 0.98 | - |
| Feature 10 | 0.54 | 0.83 | 0.95 | 0.98 |
| Feature 11 | 0.58 | 0.80 | 0.88 | 0.96 |
| Feature 12 | 0.58 | 0.77 | 0.84 | 0.95 |
| Feature 13 | 0.43 | 0.70 | 0.91 | 0.96 |
| Feature 14 | 0.75 | 0.85 | 0.97 | 0.97 |

| Selected Feature | Feature 7 | Feature 4 | Feature 9 | Feature 6 |
|---|---|---|---|---|
| Feature 7 | 0.92 | \{F7\} | \{F7,F4\} | \{F7,F4,F9,F6\} |

| Table 5 Predictive accuracy comparison between original ELM and logistic-ELM |
|---|---|---|
| Prediction | Probability density |
| Accuracy | Original ELM | Logistic-ELM |
| 1 | 0.18 | 0.56 |
| [0.99,1) | 0.36 | 0.19 |
| [0.98,0.99) | 0.06 | 0.19 |
| [0.97,0.98) | 0.1 | 0 |
| [0.96,0.97) | 0.08 | 0.06 |
| [0.95,0.96) | 0.06 | 0 |
| [0.94,0.95) | 0.02 | 0 |
| [0.93,0.94) | 0.04 | 0 |
| [0.92,0.93) | 0 | 0 |
| [0.91,0.92) | 0.02 | 0 |
| [0.90,0.91) | 0 | 0 |
| [0.90,0.90) | 0.06 | 0 |
| Highest | 1 | 1 |
| Expected | 0.971 | 0.993 |
the closer $\mu$ is to 4, the more chaotic the system is. Therefore, let the ranges of initial values be $z_1 \in [0.1, 0.9]$ and $\mu \in [3.95, 3.99]$.

As shown in Fig. 4, when one of $z_1$ and $\mu$ is constant, there is no correlation between the other one and the prediction accuracy. Therefore, without considering the correlation, we choose $z_1$ and $\mu$ with a prediction accuracy of 1 in the table as the initial values of the logical mapping.

### 4.3 Experiment 3. Select appropriate time-domain features for logistic-ELM

This experiment intends to show the process of feature selection under Sequence Forward Selection (SFS). We execute our scheme with different combination of features by several rounds.

As shown in Table 4, the initial feature pool is empty in the first round and we run our scheme with each of the 14 features, respectively. Then we record the results and find that Feature 7 makes the highest accuracy 0.92 which is higher than 0.79. So we put Feature 4 in the feature pool. Now the feature pool has two elements. Then we repeat the operations above until the accuracy do not increase anymore. In this way, we obtain the feature pool of [Feature 7, Feature 4, Feature 9, Feature 6].

### 4.4 Experiment 4. Predictive accuracy comparison with original ELM

In this paper, logistic mapping is used to generate the input weights only once, and these weights can be directly used in the subsequent classification. Due to the chaotic nature of logistic mapping, we do not need to set biases while the original ELM randomly generates the input weights and biases to fit the generality. This experiment is to verify the efficiency and stability of logistic-ELM comparing with original ELM.

In order to observe the accuracy and stability of logistic-ELM versus the original ELM, we conducted several tests on each of them on the CWRU dataset with fault diameter $d = 0.007"$ and 0.021". The input weight matrix $W$ of the logistic-ELM is generated by the logistic mapping using the initial values chosen in Experiment 2 and bias $b$ is omitted. In original ELM, $W$ and $b$ are generated randomly. Other parameters are identical for both methods. As shown in table 5, the expected value of the original ELM prediction accuracy is 0.971, which is lower than the expected value of logistic-ELM of 0.993, although the highest prediction accuracy of both methods is 1. Moreover, the accuracy distribution of original ELM is scattered while logistic-ELM is stable. As shown in Fig. 8, the red line indicates logistic-ELM and the blue line indicates the original ELM. The horizontal coordinate of each point in the figure is the prediction accuracy and the vertical coordinate indicates the probability density for each prediction accuracy. Observe that the probability density of logistic-ELM is higher than it of the original ELM at each accuracy. Therefore, logistic-ELM is more stable and has higher prediction accuracy than the original ELM.

### 4.5 Experiment 5. Predictive accuracy under different operating conditions

The above-mentioned experiments demonstrate that the logistic-ELM is a fast diagnosis method with high predictive accuracy, but are all deployed under 0 hp motor load. In order to verify the logistic-ELM’s adaptability to different operating conditions, we perform an experiment to observe the predictive accuracy of fault diagnosis of the rolling bearings under four different loads (0 hp, 1hp, 2 hp, and 3 hp) selected from CWRU dataset. Table 6 shows the results under different operating conditions. We find that the highest predictive accuracy of logistic-ELM is 100% in these conditions.
conditions. It indicates that the logistic-ELM can adapt to variable operating conditions.

### 4.6 Experiment 6. Predictive accuracy comparisons with existing fault diagnosis methods

In this experiment, we select four existing fault diagnosis methods of rolling bearings for comparisons with proposed logistic-ELM, including DSLS-SVM [45], PMSEn [12], FuzzyMEn [13], VAEGAN-DRA [46], RCFOA-ELM [32] and DE-ELM [33], which were proposed from 2019 to 2021. Among these methods, DSLS-SVM is an extended algorithm of the SVM. PMSEn and FuzzyMEn are extended algorithms of the multi-scale entropy, while VAEGAN-DRA utilizes the deep learning method, generative adversarial network (GAN). RCFOA-ELM and DE-ELM are based on ELM. Datasets in these methods are subsets of CWRU but different, so we perform each comparison experiment on the same subset as described in the comparison object, with fivefold cross-validation. Table 7 shows the details of related sub datasets.

Due to the lack of understanding of the implementation details of these methods, the accuracies of related comparison objects are from their public reports. Figure 9 shows the comparisons with predictive accuracy of logistic-ELM. On the four sub datasets, our proposed logistic-ELM obtains accuracies with 100%, 99.71%, 98%, 100%, 100%, and 100%, respectively, while those of the four comparison objects are 99.9%, 94.89%, 97.27%, 100%, 98.34%,

### Table 7 Predictive accuracy comparison between original ELM and logistic-ELM

| Sub dataset                      | Description of fault information                                                                 |
|----------------------------------|--------------------------------------------------------------------------------------------------|
| Dataset-1 in DSLS-SVM [45]       | N(0 hp), IF-BF-OF(0 hp, 0.007") from CWRU dataset                                                |
| Dataset-2 in PMSEn [12]          | N(0 hp), N(1 hp), N(2 hp), N(3 hp), IF-BF-OF(0 hp, 0.021") from CWRU dataset                   |
| Dataset-3 in VAEGAN-DRA [46]     | N(0 hp), IF-BF-OF(0 hp, 0.007"), IF-BF-OF(0 hp, 0.014"), IF-BF-OF(0 hp, 0.021") from CWRU dataset |
| Dataset-4 in FuzzyMEn [13]       | N(0 hp), IF-BF-OF(0 hp, 0.007"), IF-BF(0 hp, 0.021"), OF(0 hp, 0.028") from CWRU dataset        |
| Dataset-5 in RCFOA-ELM [32]      | N(2 hp), IF-BF-OF(0 hp, 0.014") from CWRU dataset                                                |
| Dataset-6 in DE-ELM [33]         | N(2 hp), IF-BF-OF(2 hp, 0.007") from CWRU dataset                                                |

### Table 8 Runtime cost comparisons (s)

| Method         | Average runtime Cost (s) |
|----------------|--------------------------|
| DSLS-LSSVM     | 0.8311                   |
| PMSEn          | 73.04                    |
| FS-CNN         | 3.586                    |
| Proposed       | 0.0393                   |
and 99.5%. Results indicate the proposed logistic-ELM is accurate in fault diagnosis and has superiority to existing methods.

4.7 Experiment 7. Runtime cost comparisons with existing fault diagnosis methods

In order to assess the runtime cost of logistic-ELM, the comparison are made with existing fault diagnosis methods. We select DSLS-LSSVM [45], PMSEn [12] and FS-CNN [47] for comparisons, which are based on SVM, multi-scale entropy, and CNN, on CWRU dataset with fault diameter \( d = 0.007\)”. All the codes are implemented in MATLAB R2018b, in operating system Win10 (64-bit), with a 16G Memory and Intel (R) Core (TM) i7-10875H CPU. To obtain the calculation time in a reasonable manner, the experiments are performed 5 times, and the average time is determined. The dataset for each experiment includes 300 samples, and the length of each sample is 2048. Table 8 shows the results, where runtime is just testing time, not training time. As we can see, the average predicting runtime cost is 0.0393 s, while the other three methods need 0.8311 s, 73.04 s, and 3.586 s, respectively. Compared with the existing method, the operating efficiency of logistic-ELM is increased by 21.15 times, 1858.52 times, and 9.12 times, respectively. Results indicate the proposed logistic-ELM is a very fast fault diagnosis method for rolling bearings.

5 Conclusion

This paper proposes a fast and efficient fault diagnosis method for rolling bearings, named logistic-ELM. We obtain optimal features by SFS and improve the stability of our method by combining original ELM with logistic mapping. Indicated by the experiments, the key conclusions of the paper are as follows:

- The proposed logistic-ELM has great high predictive accuracy and very short runtime.
- Logistic-ELM can adapt to different operating conditions.
- During all comparisons, the logistic-ELM presents high superiority in fault diagnosis of rolling bearings.

In future work, we will research on compound faults and prognostic and health management (PHM).
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