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Abstract
To extract answers from a large corpus, open-domain question answering (QA) systems usually rely on information retrieval (IR) techniques to narrow the search space. Standard inverted index methods such as TF-IDF are commonly used thanks to their efficiency. However, their retrieval performance is limited as they simply use shallow and sparse lexical features. To break the IR bottleneck, recent studies show that stronger retrieval performance can be achieved by pretraining an effective paragraph encoder that indexes paragraphs into dense vectors. Once trained, the corpus can be pre-encoded into low-dimensional vectors and stored within an index structure where the retrieval can be efficiently implemented as maximum inner product search.

Despite the promising results, pretraining such a dense index is expensive and often requires a very large batch size. In this work, we propose a simple and resource-efficient method to pretrain the paragraph encoder. First, instead of using heuristically created pseudo question-paragraph pairs for pretraining, we utilize an existing pretrained sequence-to-sequence model to build a strong question generator that creates high-quality pretraining data. Second, we propose a progressive pretraining algorithm to ensure the existence of effective negative samples in each batch. Across three datasets, our method outperforms an existing dense retrieval method that uses 7 times more computational resources for pretraining.

1 Introduction
With the promise of making the huge amount of information buried in unstructured text accessible with simple and user-friendly natural language queries, the area of open-domain QA has attracted lots of attention in recent years. Existing open-domain QA systems are typically made of two essential components (Chen et al., 2017). A retrieval module first retrieves a compact set of paragraphs from the whole corpus (such as Wikipedia) that includes tens of millions of paragraphs. Then a reading module is deployed to extract an answer span from the retrieved paragraphs.

Over the past few years, much of the progress in open-domain QA has been focusing on improving the reading module of the system, which only needs to process a small number of retrieved paragraphs. Specifically, improvements include stronger reading comprehension models (Wang et al., 2018; Yang et al., 2019; Xiong et al., 2019; Min et al., 2019a) and paragraph reranking models (Wang et al., 2017; Lin et al., 2018) that assign more accurate relevance scores to the retrieved paragraphs. However, the performance is still bounded by the retrieval components, which rely on traditional IR methods such as TF-IDF or BM25 (Robertson and Zaragoza, 2009) due to the efficiency of these methods while handling the millions of documents. These methods retrieve paragraphs solely based on n-gram lexical overlap and usually fail on cases that require deep semantic matching and when there are no common lexicons between the question and the target paragraph.

While neural models have proven effective at learning deep semantic matching between text pairs (Bowman et al., 2015; Parikh et al., 2016; Chen et al., 2016; Devlin et al., 2019), such matching usually requires fine-grained token-level attention matching, suggesting that we need to store all the token representations of all documents or calculate question-aware paragraph encodings to achieve good performance. However, these approaches are formidable considering space constraints and retrieval efficiency in practice. Inspired by the breakthroughs of large-scale language model pretraining,
more recent studies (Lee et al., 2019; Chang et al., 2020; Guu et al., 2020) show that such dilemma can be resolved with matching-oriented pretraining that imitate the matching between the question and paragraph in open-domain QA. As these approaches use separate encoders for questions and paragraphs and simply model the matching using inner products of the output vectors, they only need to pre-encode the whole corpus into dense vectors in a question-agnostic fashion and the retrieval could be efficiently implemented using existing maximum inner product search (MIPS) methods. These dense retrieval methods have achieved significant improvements over the BM25 baseline across a set of information-seeking QA datasets. However, the existing pretraining strategies could be highly sample-inefficient and typically require a very large batch size (up to thousands) such that diverse and effective negative question-paragraph pairs could be included in each batch. Our experiments show that a model trained with random and small batches almost ceases improving after certain updates. Given that a 12G GPU can only store around 10 samples with the BERT-base architecture, the wider usage of these methods to different corpora is largely hindered given the resource limitation of many organizations.\footnote{As there is typically a domain gap between different corpora, the index needs to be retrained constantly.}

In this work, we propose a simple and energy-efficient method for pretraining the dense corpus index. We achieve on-par or stronger open-domain QA performance compared to an existing method (Lee et al., 2019) that uses around 7 times more computational resources. Besides, our method uses a much smaller batch size and can be implemented with only a small number of GPUs, \textit{i.e.}, we use at most 4 TITAN RTX GPUs for all our experiments. In a nutshell, the proposed method first utilizes a pretrained sequence-to-sequence model to generate high-quality pretraining data instead of relying on simple heuristics to create pseudo question-paragraph pairs; for the training algorithm, we use clustering techniques to get effective negative samples for each pair and progressively update the clusters using our updated corpus index. The efficacy of our method is further validated through ablation studies where we replicate existing methods that use the same amount of resources. For the downstream QA experiments, we carefully investigate different finetuning objectives and show the different combinations of the reranking and span prediction losses have non-trivia effect on the final performance. We hope these studies could save the efforts on trying out various fine-tuning strategies of future research that focus on improving the retrieval component of open-domain QA systems.

2 Framework

We begin by introducing the network architectures used in our retrieval and reading comprehension model. Next, we present how to generate high-quality question-paragraph pairs for pretraining and how we make sure there are effective negative samples within each small batch using a progressive training algorithm. Finally, we show how to fine-tune the whole system for QA.

2.1 Model Architectures

Notations We introduce the following notations which will be used through our paper. The goal of open-domain QA is to find the answer derivation \((p, s)\) from a large text corpus \(C\) given a question \(q\), where \(p\) is an evidence paragraph and \(s\) is a text span within the evidence paragraph \(p\). The start and end token of \(s\) are denoted as \(\text{START}(s)\) and \(\text{END}(s)\) respectively. We refer the retrieval module as \(P_P(p|q)\), with learnable parameters \(\theta\). Similarly, we refer the reading comprehension module as \(P_\phi(s|p, q)\), which can be decomposed as \(P_\phi(\text{START}(s)|p, q) \times P_\phi(\text{END}(s)|p, q)\). We use \(D^k\) to represent the top-k paragraphs from the retrieval module; a subset of \(D^* \in D^k\) represents the paragraphs in \(D^k\) that actually cover the correct answer; for each paragraph \(p \in D^*\), we define \(S_p^s\) as all the spans in \(p\) that match the ground-truth answer string.

The Retrieval Module We uses two separate encoders to encode the questions and paragraphs, and the inner product of the output vectors is used as the matching score. Both the question encoder and the paragraph encoder are based on the BERT-base architecture. We add linear layers \(W_q \in \mathbb{R}^{768 \times 128}\) and \(W_p \in \mathbb{R}^{768 \times 128}\) above the final representations of the [CLS] token to derive the question and paragraph representations. Formally, we have

\[
h_q = W_q \text{BERT}_Q(q)([\text{CLS}])
\]
\[
h_p = W_p \text{BERT}_P(p)([\text{CLS}]),
\]
The matching score is modeled as $h_q^\top h_p$. Thus, the probability of selecting $p$ given $q$ is calculated as:

$$P_\theta(p|q) = \frac{e^{h_q^\top h_p}}{\sum_{p' \in \mathcal{C}} e^{h_q^\top h_{p'}}}.$$

In practice, we only consider the top-k retrieved paragraphs for normalization. Both the encoders in this module will be pretrained using our progressive method, then we use the paragraph encoder to build the dense index.

**The Reading Module**   The architecture of our reading comprehension model is identical to the one in the original BERT paper (Devlin et al., 2019). We use two independent linear layers to predict the start and end position of the answer span. At training time, when calculating the span probabilities, we apply the shared-normalization technique proposed by Clark and Gardner (2018), which normalizes the probability across all the top-k retrieved paragraphs. This encourages the model to produce globally comparable answer scores. We denote this probability as $P_{sn}(s|p, q)$ in contrast to the original formulation $P_{\phi}(s|p, q)$ that normalizes the probability within each paragraph.

### 2.2 The Pretraining Method

With the predefined model architectures, we now describe how to pretrain the retrieval module using a better data generation strategy and a progressive training paradigm. Figure 1 depicts the whole pretraining process.

**Pretraining Data Generation** As mentioned in previous sections, previous dense retrieval approaches rely on simple heuristics to generate the pretraining data. However, these synthetic matching pairs not necessarily reflect the underlying matching pattern between questions and paragraphs. To minimize the gap between pretraining and the end task, we adopt a state-of-the-art pretrained sequence-to-sequence model, i.e., BART (Lewis et al., 2019), to generate high-quality questions. This model is pretrained on a large corpus with denoising auto-encoder objectives. We finetune this model on the NaturalQuestions dataset (Kwiatkowski et al., 2019) such that it learns to generate questions given the groundtruth answer string and the groundtruth paragraph (labeled as long answer in NaturalQuestions). As the multi-head attention in this model already captures fine-grained interactions between tokens, we directly concatenate the paragraph and the answer string with a separating token as the input to the BART model. After being finetuned, the model learns to generate high-quality questions, achieving a 3.86 perplexity and a 55.6 ROGUE-L score on the development set. Afterward, we utilize the spaCy package to recognize at most three named entities or dates in all paragraphs in the corpus. These entities and date spans are considered as potential answer strings. Then we use the finetuned BART model to generate the questions conditioned on the paragraph and each of the potential answers. The question-paragraph pairs $(q, p)$ are collected to pretrain the retrieval module.

It is worth noting that the groundtruth answer paragraph supervision at this step could be eventually dropped and we could just use weakly supervised paragraphs to train the question generator, thus our system becomes fully weak-supervised.
As the pretraining process takes lots of resources and we did not adopt the weak-supervised setting at the early stage, we conduct additional question generation experiments to verify this claim: while using weakly-supervised paragraphs, the question generator still generates high-quality questions, achieving an average ROUGE-L score of 49.6 on the same development set. Additionally, our final QA performance on two other datasets suggests that the question generator does not end up with QA systems that bias towards NaturalQuestions, *i.e.*, we achieve larger improvements on other QA datasets.

**In-batch Negative Sampling** To save the computation and improve sample-efficiency, we choose to use in-batch negative sampling (Logeswaran and Lee, 2018) instead of gathering negative samples for each \((q, p)\) pair to pretrain the retrieval module. For each pair \((q, p)\) within a batch \(B\), the paragraphs paired with other questions are regarded as negative paragraphs for \(q\). Thus, our pretraining objective for each generated question is to minimize the negative log likelihood of selecting the correct \(p\) among all paragraphs in the batch:

\[
L_{pre} = -\log P_\theta(p|q). \tag{1}
\]

A graphic illustration of this strategy can be found in Figure 1. As the batch size is usually very small compared to the number of all the paragraphs in the corpus, the pretraining task is actually easier compared to the final retrieval task. In the whole corpus, there are usually lots of similar paragraphs and these paragraphs could act as strong distractors for each other in the QA system. A good retriever should be able to learn fine-grained matching instead of just learning to distinguish obviously different paragraphs. Since existing dense retrieval methods typically use random examples in each batch, there could be many easy negative samples in the batch. These easy negative samples can only provide ineffective supervision signals. Thus, a large batch size is usually adopted to include enough diverse negative samples. However, this is not applicable without hundreds of GPUs.

**The Progressive Training Paradigm** To provide effective negative samples under the case of small batch size, we adopt a progressive training algorithm, shown in the lower part of Figure 1. Since the goal of the retrieval pretraining is to produce effective vector representations of paragraphs, we could leverage the model itself to find hard negative samples as the pretraining progresses. At a certain time step, we use the paragraph encoder to encode the whole corpus and cluster all \((q, p)\) pairs into many groups based on the paragraph encodings. These groups are supposed to include similar paragraphs and potentially similar questions. Then, we continue our pretraining by sampling each batch from one of the clusters. By doing this, we provide more challenging and effective negative samples for each pair even with small batch size. Every time we recluster the whole corpus, the model will be encouraged to learn finer-grained matching between questions and paragraphs. Algorithm 1 provides a formal description of the whole process.

**Algorithm 1 The Clustering-based Progressive Pretraining**

1: **Input:**
2: a) all \((q, p)\) pairs from the question generation model;
3: b) the retrieval module \(BERT_Q\) and \(BERT_P\);
4: while not finished do
5: Encode the whole corpus with \(BERT_P\);
6: Clustering all paragraphs into \(C\) clusters based on the dense encodings;
7: for updates = 1:K do
8: Random sample a paragraph cluster;
9: Sample B paragraphs from the cluster;
10: Fetch the corresponding questions;
11: Calculate gradients wrt \(L_{pre}\);
12: if updates % 8 == 0 then
13: Update \(BERT_Q\) and \(BERT_P\);
14: end if
15: end for
16: end while

**2.3 QA Finetuning**

Once pretrained, we use the paragraph to encode the corpus into an index of dense vectors. Following previous practice, we only finetune the question encoder and the reading comprehension model so that we can use the same corpus index for different datasets. For every training question, we obtain the question representation \(h_q\) from the question encoder and retrieve the top-\(k\) paragraphs \(D^k\) on the fly using existing maximum inner product search
tools. For the reading module, we apply the shared-normalization trick and optimize marginal probability of all matched answer spans in the top-k paragraphs:

\[
    \mathcal{L}_{\text{reader}} = -\log \sum_{p \in D^*} \sum_{s \in S^*_p} P^s_n(s|p, q).
\]  

(2)

In additional to the reader loss, we also incorporate the “early” loss used by Lee et al. (2019), which updates the question encoder using the top-5000 dense paragraph vectors. If we define \( D^{*}_{5000} \) as those paragraphs in the top-5000 that contain the correct answer, then the “early” loss is defined as:

\[
    \mathcal{L}_{\text{early}} = -\log \sum_{p \in D^{*}_{5000}} P^\theta(p|q).
\]  

(3)

Thus our total finetuning loss is \( \mathcal{L}_{\text{early}} + \mathcal{L}_{\text{reader}} \). Note this is different from the joint formulation used by Lee et al. (2019) and Guu et al. (2020), which consider the paragraphs as latent variables when calculating \( P(s|q) \). We find the joint objective does not bring additional improvements especially after we use shared normalization. More variants of the finetuning objectives will be discussed in §3.5. At inference time, we use a linear combination of the retrieval score and the answer span score to rank the answer candidates from the top-5 retrieved paragraphs.

3 Experiments

3.1 Datasets

We center our experiments on QA datasets that simulate real-world information-seeking scenarios. Namely, we consider 1) NaturalQuestions-Open (Kwiatkowski et al., 2019; Lee et al., 2019), which includes real-user queries from Google Search; 2) WebQuestions (Berant et al., 2013), which is original designed for knowledge base QA and includes questions generated by Google Suggest API; 3) CuratedTREC (Baudis and Sedivy, 2015), which includes real-user queries from MSNSearch and AskJeeves logs. Compared to other datasets such as SQuAD (Rajpurkar et al., 2016) and TriviaQA (Joshi et al., 2017), these questions are created without the presence of ground-truth answers or the target paragraphs, thus are less likely to have overlapped lexicons with the answer paragraph, which usually oversimplify the realistic open-domain QA problem. Additionally, these datasets excludes context-dependent questions (Clark and Gardner, 2018) that are meaningless in open-domain settings.

3.2 Implementation Details

For pretraining, we use a batch size of 80 and aggregate the gradients every 8 batches. We use the Adam optimizer with learning rate 1e-5 for optimization and conduct 90K parameter updates. Following previous work (Lee et al., 2019; Min et al., 2019a), we use the 12-20-2018 snapshot of English Wikipedia as our open-domain QA corpus. When splitting the documents into chunks, we try to reuse the original paragraph boundaries and create a new chunk every time the length of the current one exceeds 256. Overall, we created 12,494,770 text chunks, which is close to the number (13M) reported in previous work. These chunks are viewed as paragraphs in our framework. For clustering, we recluster all the chunks around every 20k updates. The number of clusters is set as 1024 at the beginning and 10000 at later steps. For better efficiency, we use a paragraph subset for finding the centroids.

While finetuning the modules for QA, we fix the paragraph encoder in the retrieval module, such that we only need to encode the corpus once and reuse the index for different datasets. For each question, we use the top-5 retrieved paragraphs for training and omit the question if the top-5 paragraphs fail to cover the answer. The MIPS-based retrieval is implemented with FAISS (Johnson et al., 2017). On NaturalQuestions-Open, we finetune for at most 3 epochs. For WebQuestions and CuratedTREC, we finetune for 10 epochs.

3.3 QA Performance

In Table 1, we first show that our progressive method (denoted as ProQA) is superior to most of the open-domain QA systems (the upper part of the table) that use conventional IR methods, even though we only use the top-5 paragraphs to predict the answer while these methods use dozens of retrieved paragraphs. For the dense retrieval method, we compare with ORQA (Lee et al., 2019), which is most relevant to our study but simply uses pseudo question-paragraph pairs for pretraining and also requires a larger batch size (4,096). We achieve stronger performance than ORQA with much less updates and a limited number of GPUs. To the best
of our knowledge, this is the first work showing that an effective dense corpus index can be obtained without using highly expensive computational resources, which are generally not accessible to most of the academic labs. The reduced requirement of computation also makes our method easier to replicate for corpus in different domains.

It is worth noting that stronger open-domain QA performance have been achieved with much larger pretrained model (Raffel et al., 2019), i.e., T5 (Roberts et al., 2020) or better designed pretraining paradigm combined with more updates, i.e., REALM (Guu et al., 2020). In Table 2, we compare our method with these state-of-the-art approaches in terms of QA performance and computational resources. As T5 simply converts the QA problem into a sequence-to-sequence (decode answers after encoding questions) problem, it does not pretrain the corpus index. The disadvantage of this method is its inefficiency at inference time, as the model is orders of magnitude larger than the others. In contrast, REALM uses the same amount of parameters as our approach and achieves significant improvements. However, it relies on ORQA initialization and further pretraining updates, thus is still computational expensive at pretraining. As our method directly improves the ORQA pretraining, we believe our method is complementary to the REALM approach.

### 3.4 Ablation Studies

To validate the sample efficiency of our method, we replicate the inverse-cloze pretraining approach from ORQA using the same amount of resource as we used while training our model, i.e., the same batch size and updates (90k). We also study the effect of the progressive training paradigm by pretraining the model with the same generated data but without the clustering-based sampling. We test the retrieval performance on WebQuestions before any finetuning. We use Recall@k as the evaluation metric, which measures how often the answer paragraphs appear in the top-k retrieval. The results are shown in Table 3. With the limited results of the non-clustering version of our method, we validate the strong effect of the clustering-based progressive training algorithm, which brings 7-10% improvements on different metrics. We also report the results of early checkpoints of the non-clustering

| Method | EM | model size | batch size | # updates |
|--------|----|------------|------------|-----------|
| ORQA 33.3 | 330M | 4096 | 100K |
| T5 34.5 | 11318M | - | - |
| REALM 40.4 | 330M | 512 | 200K |
| ProQA 33.4 | 330M | 80*8 | 90K |

Table 2: Resource comparison with SOTA models. EM scores are measured on NaturalQuestions-Open. *Our reimplementation.

| Method | R@5 | R@10 | R@20 |
|--------|-----|------|------|
| ProQA (90k) | 46.9 | 56.7 | 64.4 |
| ORQA* (90k) | 21.4 | 29.6 | 38.8 |
| ProQA (no clustering, 90k) | 36.9 | 47.7 | 57.0 |
| ProQA (no clustering; 70k) | 39.0 | 47.0 | 56.2 |
| ProQA (no clustering; 50k) | 35.7 | 44.1 | 52.9 |

Table 3: Ablation studies on different pretraining strategies. The retrieval modules (Recall@k) are tested on WebQuestions. *Our reimplementation.
version. We can see that with the limited batch size, the improvements are diminishing as training goes on. This suggests the importance of introducing more challenging negative examples in the batch. Comparing the no-clustering version of our method and ORQA, we see that using the generated data results in much better retrieval performance (more than 15% improvements on all metrics).

### 3.5 Analysis on Finetuning Objectives

With the pretrained retrieval model $P_\theta(p|q)$, how to finetune it along with the reading module can have nontrivial effects on the final QA performance. Here we use the development set of NaturalQuestions-Open to investigate the effects of different finetuning objectives.

First, we investigate the effect of the joint objective as used by Guu et al. (2020):

$$L_{\text{joint}} = -\log \sum_{p \in D^*} P_\theta(p|q) \sum_{s \in S^*_p} P_\phi(s|p,q).$$

Table 4 show the results of different objective settings. Comparing the results of (1) vs (2), we find that the joint objective does not yield improvements when we use shared-normalization. Even without shared-normalization, as shown by (4) and (5), the improvements are trivial. By comparing (1) and (3), we see that with the pretrained retrieval model, adding an extra reranking module that uses question-aware paragraph encodings is not helpful. Finally, from entries (1) and (5), we see that the shared normalization is essential in open-domain QA, which aligns with the findings in Wang et al. (2019).

| id | Objective Settings | EM  |
|----|-------------------|-----|
| 1  | joint rerank shared-norm | ✓ 34.3 |
| 2  | ✓ - ✓ | 33.4 |
| 3  | - ✓ ✓ | 32.1 |
| 4  | ✓ - - | 31.4 |
| 5  | - - - | 31.2 |

Table 4: Analysis on different finetuning objectives. EM scores are measured on the development set of NaturalQuestions-Open.

We test the joint formulation with and without the shared normalization. These two objectives correspond to the entries (2) and (4) in Table 4. For methods that use conventional IR methods, it is often beneficial to introduce a paragraph reranker that uses question-aware paragraph encoders, usually based on the [CLS] representation from BERT[$q$; $p$] that takes the question and paragraph concatenation as input. This kind of reranker can usually provide more accurate paragraph scores than the TF-IDF or BM25 based retriever while ranking the answer candidates. Here we investigate whether the additional reranking component is necessary with the presence of the pretrained dense index. Specifically, we add another reranking scoring layer to our span prediction module $P_\phi(p|q)$, which encodes the paragraphs in a question-aware fashion. We try to use the paragraph scores predicted by this reranking component instead of the pretrained retrieval model while selecting the best answer from the top-5 paragraphs.

### 4 Related Work

The problem of answering questions without setting the limits on specific domains has been intensively studied since the earlier TREC QA competitions (Voorhees, 1999). Studies in the early stage (Kwok et al., 2001; Brill et al., 2002; Ferrucci et al., 2010; Baudiš, 2015) mostly rely on highly sophisticated pipelines and heterogeneous resources. Based on the recent advances in machine reading comprehension, Chen et al. (2017) shows that the open-domain QA problem can be simply formulated as a reading comprehension problem with the help of a standard IR component that provides the candidate paragraphs for answer extraction. This two-stage formulation is clean and effective enough to achieve competitive performance while only using Wikipedia as the knowledge resource.

Following this formulation, a couple of recent studies have proposed to improve the system using stronger reading comprehension models (Yang et al., 2019; Wang et al., 2018), more effective learning objectives (Clark and Gardner, 2018; Min et al., 2019a; Wang et al., 2019) or paragraph reranking models (Wang et al., 2017; Lin et al., 2018; Lee et al., 2018). However, the retrieval components in these systems are still based on traditional inverted index methods, which are efficient but might fail when the target passage does not have enough lexicon overlap with the question.

In contrast to the sparse term-based features used in TF-IDF or BM25, dense paragraph vectors learned by deep neural networks (Zhang et al.,
2017; Conneau et al., 2017) can capture much richer semantics beyond the n-gram term features. In order to build effective paragraph encoders tailored for the paragraph retrieval in open-domain QA, more recent studies (Lee et al., 2019; Chang et al., 2020; Guu et al., 2020) propose to pretrain Transformer encoders (Vaswani et al., 2017) using objectives that simulate the semantic matching between questions and paragraphs. For instance, the Inverse Cloze Task used by ORQA trains a two-encoder model to match a sentence and its original paragraph. These approaches demonstrate promising open-domain QA performance but they require a lot of resources for pretraining, and often a huge batch size to introduce effective negative matching pairs. The focus of this paper is to reduce the computational requirements of building an effective corpus index such that the dense retrieval approach can be easily and cheaply adapted for other corpora in different domains.

5 Conclusion

We propose a resource-efficient method for pretraining a dense corpus index which can replace the traditional IR methods that use sparse features in open-domain QA systems. The proposed approach is powered by a better data generation strategy and a simple yet effective data sampling protocol for pretraining. With careful finetuning, we achieve stronger QA performance than a method that uses seven times more computational resources. We hope our method could encourage more energy-efficient pretraining methods in this direction such that the dense retrieval methods could be widely used for corpora from different domains.
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