Structural Similarity of Boundary Conditions and an Efficient Local Search Algorithm for Goal Conflict Identification

Abstract—In goal-oriented requirements engineering, goal conflict identification is of fundamental importance for requirements analysis. The task aims to find the feasible situations which make the goals diverge within the domain, called boundary conditions (BCs). However, the existing approaches for goal conflict identification fail to find sufficient BCs and general BCs which cover more combinations of circumstances. From the BCs found by these existing approaches, we have observed an interesting phenomenon that there are some pairs of BCs are similar in formula structure, which occurs frequently in the experimental cases. In other words, once a BC is found, a new BC may be discovered quickly by slightly changing the former. It inspires us to develop a local search algorithm named LOGION to find BCs, in which the structural similarity is captured by the neighborhood relation of formulae. Based on structural similarity, LOGION can find a lot of BCs in a short time. Moreover, due to the large number of BCs identified, it potentially selects more general BCs from them. By taking experiments on a set of cases, we show that LOGION effectively exploits the structural similarity of BCs. We also compare our algorithm against the two state-of-the-art approaches. The experimental results show that LOGION produces one order of magnitude more BCs than the state-of-the-art approaches and confirm that LOGION finds out more general BCs thanks to a large number of BCs.
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I. INTRODUCTION

Requirements engineering is an essential phase of the software development life cycle [1]. It is important to attain the correct software requirements specification. Many researches have demonstrated the significant advantages that formal and goal-oriented approaches bring to the generation of correct specifications [2]–[4]. In such approaches, domain properties and goals, represented in the Linear-time Temporal Logic (LTL), can capture requirements naturally [5]. Goal conflict identification is an important stage of formal and goal-oriented requirements engineering, which aims to find inconsistencies between goals. The inconsistencies are captured by boundary conditions (BCs) under which goals are unsatisfiable as a whole within the domain properties. Below we illustrate BCs using a MinePump example [6].

Example 1. Consider a system to control a pump inside a mine. The main goal of the system is to avoid flood in the mine. The system has two sensors. One detects the high water level (h), the other detects methane in the environment (m). When the water level is high, the system should turn on the pump (p). When there is methane in the environment, the pump should be turned off. Domain property and goals are represented via the following LTL formulae.

Domain Property:
1) Name: PumpEffect
Description: The pump is turned on for two time steps, then in the following one the water level is not high.
Formula: □((p ∧ ◯p) → ◯(□¬h))

Goals:
1) Name: NoFlooding
Description: When the water level is high, the system should turn on the pump.
Formula: □(h → ◯(p))
2) Name: NoExplosion
Description: When there is methane in the environment, the pump should be turned off.
Formula: □(m → ◯(¬p))
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Two of BCs of this specification are:

\[ BC_1 = \Box(h \land m) \]
\[ BC_2 = \Diamond(h \land m) \]

Intuitively, \( BC_1 \) captures the situation that high water level and methane always happen, while \( BC_2 \) captures the situation that high water and methane will happen in the future. Under the \( BC_1 \) or \( BC_2 \), two goals are unsatisfiable simultaneously within domain property.

Van Lamsweerde [5] pointed out that we must identify as many BCs as possible, which is important to refine requirements. Identifying more BCs helps us select more general BCs. Intuitively, the more general BC is of higher quality because it can cover more combinations of circumstances. Once it is worked out, less general BCs will also be worked out. In order to find more BCs, previous approaches can be mainly categorized into construct-based approaches and search-based approaches. Construct-based approaches focus on generating BCs based on constructing templates [7] or tableau structure [8]. However, they suffer from scalability issues because the templates and the tableau structure could be generated only in a small requirement specification. The search-based approach [9] focuses on finding BCs. It produces lots of LTL formulae and checks whether they are BCs one by one. But it searches without guided and wastes a lot of time checking the formulae that are not BCs.

When we fixed our eyes on the BCs computed by the existing approaches to generating BCs [8], [9], we found an interesting phenomenon that there exist some pairs of BCs which are similar on the structure. Recall that \( BC_1 \) and \( BC_2 \) are presented in Example [1] these two formulae are similar on the structure: they differ from each other in only one place. Furthermore, \( BC_2 \) is more general than \( BC_1 \) because \( BC_1 \) is just a special case of \( BC_2 \). Based on structural similarity, we can find more general \( BC_2 \), not just \( BC_1 \). We will give a formal definition of general BC in section [II-A]. In consequence, once one BC is found, the other one may be found via simply changing the former. Fortunately, we have observed that this case occurs frequently in the specifications, which allows us to find more BCs quickly and help us to select more general BCs via taking advantage of such a kind of structural similarity. To formalize the slighty change of formulae, we propose three formula edit operations: Rename, Insert, and Delete. For that, we introduce an efficient local search based algorithm to compute BCs, in which the structural similarity is captured by the neighborhood relation of formulae. A formula differs from its neighbor on only one or two variables or operators.

In this paper, we evaluate to what extent our approach LOGION exploits the structural similarity of BCs on a set of classical cases. The experimental results show that the BCs successively computed by LOGION are quite similar on the formula structure.

We also compare our approach LOGION against Tableaux-based [8] and the GA-based [9] approaches. The experiment results show that our approach LOGION finds one order of magnitude more BCs than these two approaches in almost all cases. We also choose more general BCs based on the large number of BCs found by LOGION.

Our main contributions are summarized as follows.

1) From the BCs found by the Tableaux-based [8] and the GA-based [9] approaches, we discover an interesting phenomenon that there are some pairs of BCs are similar in formula structure.
2) We propose an efficient local search algorithm named LOGION for goal-conflict identification, in which the neighborhood of formula captures the structural similarity of BCs.
3) Empirical evidence shows that our approach LOGION has superiority on the efficiency of computing BCs, over the Tableaux-based [8] and the GA-based [9] approaches.

The remainder of the paper is organized as follows. In Section [II], we give preliminaries about goal-conflict identification, linear-time temporal logic, tree edit distance, and local search algorithms. Next, we show how the similarity of BCs occurs frequently in Section [III] and describe our approach in detail in Section [IV]. In Section [V] we carry out our experiments to validate our approach and compare it with related approaches. Finally, we discuss related work in Section [VI] and make some conclusions in the last section.

II. BACKGROUND

In this section, we introduce the background of goal conflict identification, linear-time temporal logic, tree edit distance, and local search algorithm. We briefly recall some basic notions for the rest of the paper.

A. Goal Conflict Identification

In goal-oriented requirements engineering methodologies [5], goals and domain properties are formed in linear-time temporal logic. Goals are prescriptive statements that the system must achieve, while domain properties are descriptive statements that capture the domain about the problem world. It is unrealistic to require requirements specification to be complete or all goals to be satisfiable ideally, because unanticipated cases may occur. It suggests identifying the conflicts as early as possible. The goal-conflict identification stage is important in the conflict analysis phase.

The conflict analysis phase [5], [10] has three main stages:

1) the identification stage is to identify condition whose occurrence makes the goals diverge;
2) the assessment stage is to assess and prioritize the identified conflicts according to their likelihood and severity;
3) the resolution stage is to resolve the identified conflicts by providing appropriate countermeasures.

In this paper, we focus on the identification stage. A conflict represents a condition that occurrence results in the loss of satisfaction of the goals.
Definition 1. Given a set \( \{G_1, \ldots, G_n\} \) of goals and a set \( \text{Dom} \) of domain properties, the goals are said to be divergent in the context of \( \varphi \) if there exists an expression \( \varphi \), called a boundary condition, such that the following properties hold:

\[
\begin{align*}
\text{Dom} & \land G & \land \varphi & \models \bot & \quad \text{(logical inconsistency)} \\
\text{Dom} & \land G_{-i} & \land \varphi & \models \bot, \text{ for each } 1 \leq i \leq n & \quad \text{(minimality)} \\
\neg G & \neq \varphi & \quad \text{(non-triviality)}
\end{align*}
\]

where \( G = \bigwedge_{1 \leq i \leq n} G_i \) and \( G_{-i} = \bigwedge_{j \neq i} G_j \).

Intuitively, a BC captures a situation where the goals as a whole are not satisfiable. The logical inconsistency condition means that the conjunction of goals \( G_1, \ldots, G_n \) becomes inconsistent when \( \text{BC} \) holds. The minimality condition states that disregarding one of the goals no longer results in the consistency. The non-triviality condition forbids a BC to be a trivial condition, which is the negation of the conjunction of the goals. Note that the minimality condition requires a BC itself to be consistent.

Specifying software requirements in the LTL formulation allows us to employ automated LTL satisfiability (SAT) solvers to check for the feasibility of the corresponding requirements. With an efficient LTL SAT solvers, we can automatically check if the generated candidate formulae are valid BCs or not by checking if they satisfy the properties.

Given a set of BC \( S \), we call BC \( \varphi_i \in S \) is more general than another BC \( \varphi_j \in S \) if \( \varphi_j \) implies \( \varphi_i \). Intuitively, a more general BC captures all the particular combinations of circumstances captured by the less general BCs than \( \varphi \). Therefore, it is also important to find more general BCs.

B. Linear-Time Temporal Logic

Linear-Time Temporal Logic (LTL) \([11]\) is widely used to describe infinite behaviors of discrete systems. LTL formulae are defined from a countably infinite set \( \mathbb{P} \) of propositional variables, classical propositional connectives including \( \neg, \land, \lor \) and temporal operators \( \Box \) (always), \( \Diamond \) (eventually), \( \bigcirc \) (next), \( U \) (until), \( R \) (release) and \( W \) (weak-untill), as follows:

1. \( b \in \mathbb{B} \) is an LTL formula, where \( \mathbb{B} = \{ \top, \bot \} \);
2. every propositional \( p \in \mathbb{P} \) is an LTL formula;
3. if \( \varphi_1 \) and \( \varphi_2 \) are LTL formulae, then so are \( \neg \varphi_1, \varphi_1 \land \varphi_2, \varphi_1 \lor \varphi_2, \bigcirc \varphi_1, \Box \varphi_1, \Diamond \varphi_1, \varphi_1 U \varphi_2, \varphi_1 R \varphi_2, \varphi_1 W \varphi_2 \).

LTL formulae are interpreted over linear-time structures. A linear-time structure is a pair of \( M = (S, \varepsilon) \) where \( S \) is an \( \omega \)-sequence \( s_0, s_1, \ldots \) of states and \( \varepsilon : S \to 2^P \) is a function mapping each state \( s_i \) to a set of propositional variables that hold in \( s_i \). Let \( M \) be a linear-time structure, \( i \in \mathbb{N} \) a position, and \( \varphi, \psi \) LTL formulae. We define the satisfaction relation \( \models \) as follows:

\[
M, i \models p \quad \text{iff} \quad p \in \varepsilon(s_i), \text{ where } p \in \mathbb{P} \\
M, i \models \neg \varphi \quad \text{iff} \quad M, i \not\models \varphi \\
M, i \models \varphi \land \psi \quad \text{iff} \quad M, i \models \varphi \text{ and } M, i \models \psi \\
M, i \models \bigcirc \varphi \quad \text{iff} \quad M, i + 1 \models \varphi \\
M, i \models \varphi U \psi \quad \text{iff} \quad \exists k \geq i \text{ s.t. } M, k \models \psi \text{ and } \forall i \leq j < k, M, j \models \varphi
\]

Operator release (\( R \)), eventually (\( \Diamond \)), always (\( \Box \)), and weak-untill (\( W \)) are commonly used, and can be defined as \( \varphi_1 R \varphi_2 := \neg (\neg \varphi_1 U \neg \varphi_2), \Box \varphi := \top U \varphi, \Diamond \varphi := \neg (\top U \neg \varphi), \) and \( \varphi_1 W \varphi_2 := \varphi_1 U (\varphi_2 \lor \Box \varphi_1) \), respectively.

An LTL formula \( \varphi \) is satisfiable if there exists a linear-time structure \( M \) such that \( M, 0 \models \varphi \), and it is valid if \( M, 0 \models \varphi \) for all linear-time structures \( M \). The LTL satisfiability and validity problems are decidable and PSPACE-complete [12].

An LTL formula \( \varphi \) implies an LTL formula \( \varphi' \), in notation \( \varphi \models \varphi' \), when \( M, 0 \models \varphi \) for every linear-time structure \( M \) such that \( M, 0 \models \varphi' \). Two LTL formulae \( \varphi_1 \) and \( \varphi_2 \) are said to be logically equivalent, denoted by \( \varphi_1 \equiv \varphi_2 \), if \( \varphi_1 \models \varphi_2 \) and \( \varphi_2 \models \varphi_1 \).

An LTL formula \( \psi \) is a subformula of an LTL formula \( \varphi \) if \( \psi \) is a part of \( \varphi \). We use \( |\varphi| \) to denote the size of the formula \( \varphi \), i.e., the number of variables and operators in \( \varphi \).

We refer the reader to [13] for further details on LTL.

C. Tree Edit Distance

The tree edit distance [14] is used to measure the similarity between two ordered labeled trees and has successfully been applied in a wide range of applications. The tree edit distance is the cost of the minimal-cost sequence of node edit operations that transforms one tree into another. For ordered label trees, there are three node edit operations:

- **relabel** the label of a node in tree;
- **insert** a node between an existing node and a subsequence of consecutive children of this node;
- **delete** a non-root node and connect its children to its parent maintaining the order.

Generally, the cost of each node edit operation is one, and the cost of a sequence is the sum of the cost of its node edit operations. So, the tree edit distance is considered as the length of the sequence with the minimal cost. We use \(|T|\) to denote the size of the tree \( T \), i.e., the number of nodes in \( T \). Given two trees \( T_1 \) and \( T_2 \), the tree edit distance is denoted by \( \delta(T_1, T_2) \).

In fact, for the trees with large sizes, the tree edit distance becomes unsuitable to represent the difference between these trees. For example, a tree edit distance of 5 means a big gap between two trees with the size 10 but a small gap between two trees with the size 1000. To capture the relative similarity w.r.t. the size, the notion of the normalized tree edit distance was proposed in [13], which is defined as:

\[
\Delta(T, T') = \frac{\delta(T, T')}{|T| + |T'|} \in [0, 1].
\]

For further details on the tree edit distance, we refer the reader to [16].

D. Local Search

Local search is a kind of meta-heuristic search algorithm. More formally, given a problem instance \( \pi \), we use \( S(\pi) \) to denote its search space, which is the set of all candidate solutions. The neighborhood function \( N : S(\pi) \to 2^S(\pi) \) maps each candidate solution to its neighbors. The set \( N(s) \) is called
the neighbors of $s$. The objective function $f : S(\pi) \rightarrow \mathbb{R}$ is a mapping of candidate solutions to their objective function value. Typically, a local search algorithm constructs an initial candidate solution and modifies it iteratively. At each search step, the algorithm evaluates the neighbors of the current candidate solution by the objective function and move to the best neighbor. The search procedure terminates when it runs out of time or the best solution found has not been improved in a given number of steps.

Due to the limited amount of local information when choosing a neighbor to move to, the local search suffers from cycling, that is, some candidate solutions of high quality are being frequently revisited. Tabusearch [17], [18] is a fundamentally different approach to reduce cycling which forbids steps to recently visited candidate solutions. The simplest and most widely applied implementation of tabu search consists of an iterative improvement algorithm enhanced with a form of short-term memory $M$ which stores the last $T$ visited solutions, where $T$ is called the tabu tenure. In each search step, the algorithm chooses the best neighbor in $N(s) \setminus M$, where $s$ is the current candidate solution.

For further details on the local search algorithm, we refer the reader to [19].

### III. Similarity of Boundary Conditions

As we show in the introduction section, we have observed that there are some pairs of BCs similar on the structure. In this section, we show the structural similarity of BCs in the classical cases.

#### A. Cases

We use 16 cases introduced by Degiovanni [9]. Table I summarizes the numbers of domain properties (“#Dom”), goals (“#Goal”), variables (“#Var”), and the total size of all formulae (“Size”) for the specification of each case study.

#### B. Structural Similarity

In order to capture the structural similarity of LTL formulae, we borrow the notion of the similarity on ordered label trees. It is notable that every LTL formula corresponds to a parse tree which is also an ordered label tree [20]. Then we use $T_\varphi$ to denote the parse tree of the formula $\varphi$. Note that the size of the formula $\varphi$ equals to the size of its parse tree $T_\varphi$, i.e., $|T_\varphi| = |\varphi|$. The parse tree of the formula $\square (h \rightarrow o(p))$ is shown in Figure I(a).

Next, we define the distance between two formulae as the tree edit distance between their corresponding parse trees. Formally, for two formulae $\varphi$ and $\varphi'$, we use $\delta(\varphi, \varphi') = \delta(T_\varphi, T_{\varphi'})$ to denote the formula distance between $\varphi$ and $\varphi'$. As BCs in different specifications may differ seriously on the formula size, we also consider the relative distance between two formulae w.r.t. their sizes. Similarly, we use $\Delta(\varphi, \varphi') = \Delta(T_\varphi, T_{\varphi'})$ to denote the normalized formula distance between $\varphi$ and $\varphi'$.

Intuitively, the distance between two formulae indicates their divergence on the structure: the distance is bigger, the divergence is bigger. Indeed, the formula distance also has the property of the tree edit distance:

- $\delta(\varphi, \varphi) = \Delta(\varphi, \varphi) = 0$
- $\Delta(\varphi, \varphi') \in [0, 1]$

**Example 2** (Example 1 cont.). Let $\varphi_1 = \square (h \rightarrow o(p))$, $\varphi_2 = \square (h \land m)$ and $\varphi_3 = \diamond (h \land m)$. For formula distance, $\delta(\varphi_1, \varphi_2) = 3$ and $\delta(\varphi_2, \varphi_3) = 1$. For normalized formula distance, $\Delta(\varphi_1, \varphi_2) = 0.333$ and $\Delta(\varphi_2, \varphi_3) = 0.125$.

According to the similarity notion of LTL formulae, here we have our first research question:

**RQ1:** How frequently similar BC pairs do occur in these cases?

As there is no set of BCs for these specifications, we generated BCs by applying the existing approaches [8], [9] for 24 hours (10 runs in parallel). After removing the identical BCs, the numbers of BCs of different cases are shown in Table II, denoted by “#total BC”.

In order to explore how frequently similar BC pairs occur, for each case study, we compute the proportion of BCs which have at least a similar BC whose formula distance is not greater than $l$ ($l = 1, 2, 3$), on the total number of BCs. Formally, we use $\%BC(\delta \leq l)$ to denote the proportion, which is defined as:

$$\%BC(\delta \leq l) = \frac{|\{ BC \mid \exists BC', \delta(BC, BC') \leq l\}|}{\text{total BC}}.$$

We also compute the average number of similar BCs of each BC whose distance is not greater than $l$. Formally, given a set of BCs and a boundary condition $BC$, we use $\sim(BC, l) = \{ BC' \mid \delta(BC, BC') \leq l\}$ to denote the set of BCs whose formula distance to $BC$ is not greater than $l$. We use $\sim(\delta \leq l)$ to denote the average number of similar BCs, which is defined as:

$$\frac{\#sim(\delta \leq l)}{\text{total BC}}.$$
The results are shown in Table II. Taking the example of LAS, for each boundary condition BC, there are averagely 6 BCs which differ from BC only on one or two variables or operators. From the table, we can observe that in most cases except for Load Balancer and LiftController, there are more than 70% BCs which can be obtained by applying two or three formula edit operations from another BC. In these cases, every BC averagely has more than one BCs with at most variables or operators differing.

Besides the formula distance, we also consider the normalized formula distance in the cases of different upper bound \( k \) (\( k = 0.1, 0.2, 0.3 \)). The results are also shown in Table II. For example, in RRCS, every boundary condition BC averagely has 6.6 BCs which has a normalized formula distance to BC less than 0.2. The results illustrate that in each case, there are more than 90% BCs having a relatively similar BC whose normalized formula distance is at most 0.3. The results also show that each BC averagely has more than two similar BC whose normalized formula distance is at most 0.2.

Next, in order to explore how close the similar BC pairs are, for each case study, we compute the average minimum distance between BCs and their most similar BCs. The results are shown in the column “avg min” in Table II. It shows that in most cases, most BCs have a similar BC whose formula distance is less than 2.

To sum up, in most cases, there are more than 70% BCs which have both an absolutely similar BC (\( \delta \leq 3 \)) of relatively similar BC (\( \Delta \leq 0.3 \)). Similar BC pairs are very common in cases.

**IV. THE LOGION ALGORITHM**

In this section, we develop a local search algorithm named LOGION for goal conflict identification, which exploits the structural similarity of BCs to design the neighborhood relation. Next, we specify each component of our algorithm LOGION and then give its entire description.

**A. Neighborhood**

The search space of LOGION is composed of LTL formulae. To search for BCs, we define the syntactic neighborhood of an LTL formula. Inspire by node edit operations, we introduce LTL formula edit operations, which can slightly modify an LTL formula to another LTL formula.

Let \( \forall_1, \forall_1' \) be two different LTL unary operators (i.e., \( \forall_1, \forall_1' \in \{\neg, \Box, \Diamond, \lozenge\} \)) and \( \forall_2, \forall_2' \) be two different LTL binary operators (i.e., \( \forall_2, \forall_2' \in \{\land, \lor, \land', \lor', \lor, \land\} \)). Given a formula \( \psi \), its neighbor \( \psi' \) can be constructed by one of three formula edit operations defined below:

1) **Rename**
   a) \( \psi' = \psi'' \), when \( \psi = \forall \psi, \forall \in \mathbb{P} \cup \mathbb{B} \) and \( \forall \neq \forall'' \)
   b) \( \psi' = \forall_1' \psi_1 \), when \( \psi = \forall_1 \psi_1 \)
   c) \( \psi' = \psi_1 \forall_2' \psi_2 \), when \( \psi = \psi_1 \forall_2 \psi_2 \)

2) **Insert**
   a) \( \psi' = \forall_1' \psi \)

3) **Delete**
   a) \( \psi' = \psi_1 \), when \( \psi = \psi_1 \psi_1 \)
   b) \( \psi' = \psi_1 \) or \( \psi' = \psi_2 \), when \( \psi = \psi_1 \psi_2 \psi_2 \)

The Rename operation replaces the top symbol of \( \psi \) with another same type symbol. The Insert adds a new LTL operator to be top operator of \( \psi \). Note that if the new LTL operator is binary operator, it need to add a new proposition \( \psi \) for creating the valid formula \( \psi' \). The Delete removes the top operator of \( \psi \). If the top operator of \( \psi \) is a binary operator, one of the children is a proposition. Then, the Delete removes the top operator and the proposition.

**Theorem 1.** For any formulae \( \psi_1 \) and \( \psi_2 \), \( \psi_1 \) can be changed to \( \psi_2 \) by a limited number of formula edit operations.

*Proof. *We can change \( \psi_1 \) to a proposition by Delete and Rename. Then we change the proposition to \( \psi_2 \) by Insert and Rename. \( \square \)

Based on the formula edit operation, we design the neighborhood of an LTL formula.

**Definition 2.** Given an LTL formula \( \varphi \) as input, the neighborhood function w.r.t. \( \varphi \), denoted by \( N(\varphi) \), returns all formulae obtained by applying a formula editing operation to a sub-formulae of \( \varphi \).

Specifically, we first extract all subformulae of \( \varphi \), then we modify each subformulae with the above formula edit operations to get \( N(\varphi) \).

**Property 1.** For an LTL formula \( \varphi \), if \( \varphi' \in N(\varphi) \), then \( \delta(\varphi', \varphi) = 1 \) or 2.

*Proof. *As \( \varphi' \) is a neighbor of \( \varphi \), \( \varphi' \) is obtained from \( \varphi \) via a formula edit operation. Then we consider the formula edit operation in three cases:

1) In the case of Rename operation, i.e., \((1a)-(1e), T_{\varphi'} \) is obtained from \( T_{\varphi} \) by relabeling the top label of the corresponding node. So \( \delta(\varphi', \varphi) = 1 \).
2) In the case of unary Insert operation \((2a)\) or unary Delete operation \((3a)\), \( T_{\varphi'} \) is obtained by inserting/deleting the corresponding node. So \( \delta(\varphi', \varphi) = 1 \).
3) In the case of binary Insert operation \((2b)\) or binary Delete operation \((3b)\), \( T_{\varphi'} \) is obtained from \( T_{\varphi} \) by inserting or deleting two corresponding nodes. So \( \delta(\varphi', \varphi) = 2 \).

\( \square \)

Property 1 shows that the structural similarity of formulae, as all the neighbors of a formula are formulae whose distance to it is at most 2.

Since there are too many neighbors for \( \varphi \) (such as the \( \Box(h \land m) \) of Example 1, the number of all its neighbors is 90), to efficiently select a good candidate BC, we bound the number of neighbors to \( k \) in \( N(\varphi) \), denoted by \( \mathcal{N}_k(\varphi) \), where \( k \) is a hyperparameter. Specifically, we first select \( k \) sub-formulae of
TABLE II
Experimental results on the similarity of BCs computed by the GA-based approach and Tableaux-based approach (Tableaux for short)

| Case | %BC(δ ≤ l) | #sim(δ ≤ l) | GA-based Approach and Tableaux | #sim(Δ ≤ k) | avg min | #total BC |
|------|-------------|-------------|---------------------------------|-------------|--------|-----------|
|      | l = 1      | l = 2      | l = 3                           | k = 0.1     | k = 0.2 | k = 0.3   |
| RP1  | 85.3%      | 96.4%      | 98.0%                           | 91.9%       | 97.1%  | 98.7%     | 5.1       | 21.0    | 42.3 | 1.1 | 308 |
| RP2  | 84.2%      | 96.6%      | 98.8%                           | 87.6%       | 97.2%  | 99.1%     | 8.1       | 39.4    | 61.0 | 1.1 | 566 |
| Ele  | 65.9%      | 93.5%      | 97.6%                           | 35.8%       | 90.2%  | 97.6%     | 1.0       | 4.8     | 11.6 | 1.2 | 124 |
| TCP  | 69.3%      | 91.9%      | 98.7%                           | 52.8%       | 93.2%  | 98.2%     | 1.7       | 6.9     | 16.2 | 1.1 | 382 |
| AAP  | 63.2%      | 92.0%      | 97.9%                           | 24.7%       | 85.8%  | 95.1%     | 0.5       | 3.4     | 7.3  | 1.2 | 289 |
| MP   | 68.4%      | 93.4%      | 98.2%                           | 54.7%       | 90.8%  | 98.6%     | 1.9       | 10.0    | 22.0 | 1.1 | 913 |
| ATM  | 72.6%      | 94.6%      | 98.5%                           | 77.9%       | 97.2%  | 98.5%     | 3.6       | 17.5    | 37.2 | 1.1 | 681 |
| RRCs | 40.8%      | 81.0%      | 90.2%                           | 66.5%       | 93.4%  | 98.1%     | 1.6       | 6.6     | 14.7 | 1.5 | 317 |
| Tel  | 39.2%      | 72.0%      | 82.9%                           | 80.5%       | 95.1%  | 97.9%     | 3.1       | 10.5    | 23.9 | 1.7 | 534 |
| LAS  | 80.4%      | 92.5%      | 99.1%                           | 95.3%       | 97.2%  | 97.2%     | 18.0      | 24.4    | 27.4 | 1.1 | 108 |
| PA   | 58.8%      | 79.1%      | 87.8%                           | 74.7%       | 86.9%  | 92.8%     | 2.5       | 7.3     | 15.5 | 1.5 | 321 |
| RRA  | 86.2%      | 95.6%      | 97.8%                           | 92.5%       | 98.1%  | 99.4%     | 4.0       | 16.8    | 36.6 | 1.1 | 319 |
| SA   | 29.4%      | 64.7%      | 76.5%                           | 64.7%       | 82.4%  | 88.2%     | 2.1       | 3.8     | 7.1  | 1.8 | 18  |
| LB   | 7.1%       | 29.8%      | 41.7%                           | 63.1%       | 84.5%  | 91.7%     | 0.8       | 2.1     | 3.1  | 3.6 | 85  |
| LC   | 0.9%       | 12.4%      | 27.8%                           | 36.9%       | 66.5%  | 81.7%     | 0.9       | 3.4     | 6.8  | 4.2 | 443 |
| AMBA | 1.8%       | 43.3%      | 72.0%                           | 38.4%       | 76.8%  | 91.5%     | 1.1       | 6.9     | 12.5 | 1.9 | 165 |

“%BC(δ ≤ l)” and “%BC(Δ ≤ k)” mean the proportion of BCs which have at least a similar BC whose formula distance is at most l and whose normalized formula distance is at most k, respectively. “#sim(δ ≤ l)” and “#sim(Δ ≤ k)” mean the average number of similar BCs of each BC whose formula distance are at most l and whose normalized formula distance is at most k. “avg min” means the average distance between BCs and their most similar ones. “#total BC” stands for the total number of different BCs found by the GA-based approach and Tableaux-based approach for 24 hours (10 runs in parallel).

In order to avoid that some formulae are frequently visited, we employ the tabu search strategy [17], [18]. An LTL formula is called a T-tabu formula iff it has been visited during the last T search steps, where T is called tabu tenure and is a hyperparameter. For an LTL formula ϕ, its neighborhood w.r.t. a T-tabu is defined as its neighbors which are not T-tabu formulae. formally, \( N_k(\varphi, T) = \{ \beta | \beta \in N_k(\varphi) \text{ and } \beta \text{ is not a } T\text{-tabu formula} \} \).

### B. Initialization and Objective Function

In order to find BCs quickly, the initial formula should be as “close” to a BC as possible. Therefore, we propose \( \neg(G_1 \land \cdots \land G_n) \), called trivial condition, as the initial formula. It is easily constructed and “close” to a BC because it only violates non-triviality in Section II.

**Example 4 (Example 1 cont.). Consider the Example 1, the initial formula is \( \neg([h \to \circ(p)] \land [m \to \circ(\neg p)]) \).**

Next, we use an objective function to measure how “close” the formula is to a BC. According to the three properties of BCs, Degiovanni et al. [9] proposed an objective function to capture the similarity between formula and BC. Here we follow their objective function. Given an LTL formula \( \varphi \), the objective function \( f \) is defined as:

\[
f(\varphi) = l_i(\varphi) + \sum_{i=1}^{G} \min(\varphi, G_{i-1}) + nt(\varphi) + \frac{1}{|\varphi|}
\]

where \( |G| \) is the number of the goals and the functions \( l_i, nt, \) and \( nt \) are defined as follows:

\[
l_i(\varphi) = \begin{cases} 
1 & \text{if } (Dom \land G \land \varphi) \text{ is UNSAT} \\
0 & \text{otherwise}
\end{cases}
\]

\[
\min(\varphi, G_{i-1}) = \begin{cases} 
\frac{1}{|G_{i-1}|} & \text{if } (Dom \land G_{i-1} \land \varphi) \text{ is SAT} \\
0 & \text{otherwise}
\end{cases}
\]

\[
nt(\varphi) = \begin{cases} 
0.5 & \text{if } G \neq \varphi \\
0 & \text{otherwise}
\end{cases}
\]

**Example 3 (Example 1 cont.). Considering the formula \( \square(h \to \circ(p)) \) and \( k = 3 \), suppose we select the subformula \( \psi \) of \( \varphi \), i.e., \( h, h \to \circ(p) \) and \( \circ(p) \). Figure (b), (c) and (d) show the result of Rename, Insert and Delete, respectively.**

In order to avoid that some formulae are frequently visited, we employ the tabu search strategy [17], [18]. An LTL formula is called a T-tabu formula iff it has been visited during the last T search steps, where T is called tabu tenure and is a hyperparameter. For an LTL formula \( \varphi \), its neighborhood w.r.t. a T-tabu is defined as its neighbors which are not T-tabu formulae. formally, \( N_k(\varphi, T) = \{ \beta | \beta \in N_k(\varphi) \text{ and } \beta \text{ is not a } T\text{-tabu formula} \} \).
In this section, we give the entire description of the LOGION algorithm based on the components described above. LOGION is shown in Algorithm 1. In the beginning, LOGION uses the trivial condition to construct an initial LTL formula $\varphi^*$ (line 2). After that, LOGION executes a search step iteratively until the time budget is reached. During the searching procedure, $\varphi^*$ represents the current best formula. $N_k(\varphi^*, T)$ is not always empty because T-tabu formulae update at the end of each iteration. LOGION computes the score of each formula in $\mathfrak{B}$ according to the objective function mentioned in IV-B and walks to the formula with the highest score (line 6). LOGION adds all BCs from $\mathfrak{B}$ into $\mathfrak{B}$ (line 9). Finally, it returns all BCs $\mathfrak{B}$ (line 9).

V. EXPERIMENTS

In this section, we conduct extensive experiments on a broad range of cases shown in Section III to evaluate the effectiveness of our LOGION algorithm by comparing it with the state-of-the-art approaches. We start by presenting two research questions and presenting the state-of-the-art competitors and experimental preliminaries about the experiments. Then, we show the experimental results and give some discussions about the empirical results. Finally, we show an application of BC.

As a start, we propose the following research questions to evaluate our LOGION algorithm.

RQ2: To what extent does LOGION exploit the structural similarity of BCs?

RQ3: How does LOGION compare against the state-of-the-art competitors on cases?

A. The State-of-the-art Competitors

We compare LOGION against two state-of-the-art approaches. One [9] is based on a genetic algorithm, the other [8] is a Tableaux-based LTL satisfiability procedure. We call them as the GA-based approach and the Tableaux-based approach, respectively.

The GA-based approach [9] is effective in finding multiple BCs in different forms since it applies suitable crossover and mutation operators.

The Tableaux-based approach [8] is a deterministic algorithm. It constructs paths that “escape” from the tableau structure and generates a small number of BCs.

B. Experimental Settings

LOGION is implemented in Java, which uses the Java Metaheuristics Search Framework (JAMES) [22], [23], and integrating the LTL2Buchi library [24] to parse LTL requirements specifications, and the LTL satisfiability checker Aalta [21].

In our experiments, the tabu tenure $T$ is set to 4, $k$ is set to 50.

We run the GA-based approach and LOGION 10 times on each of the 16 cases. In addition, we run Tableaux-based approaches once only one time because it is a deterministic algorithm. The cutoff time for our approach LOGION and the GA-based approach is set to 1 hour, while the cutoff time for the Tableaux-based approach is set to 3 hours.

All the experiments were run on the 2.13GHz Intel E7-4830, with 128 GB memory under GNU/Linux (Ubuntu 16.04).

To compare the more general BCs among different algorithms, we first computed a set of BCs $\Pi$ that fulfills the following three requirements. (1) $\Pi$ is composed of BC obtained by all algorithms, (2) $\not\exists \psi, \varphi \in \Pi$ s.t. $\psi \rightarrow \varphi$, and (3) for each BC identified by each algorithm, it is either in $\Pi$ or less general than a BC in $\Pi$. Intuitively, $\Pi$ covers all the circumstances captured by all BCs identified by each algorithm. Then, we counted the number of BCs in $\Pi$ identified by each algorithm, denoted by “#gen.”. The larger “#gen.” means that the BCs identified by the algorithm as a whole is more general than the ones identified by other algorithms.

In addition, we use the method in [25] to evaluate the likelihood of the BCs. In practice, the likelihood can be used to prioritize conflicts to be resolved, and suggest which goals to drive attention to for refinements. Specifically, we first computed the likelihood of the more general BCs. Then, based on the likelihood, we ranked BCs: the BC with the larger likelihood ranks higher. We reported the average ranking of the more general BCs with the highest likelihood of each competitor, denoted by “rank”.

C. Experimental Results

In this subsection, we present the experimental results and then answer the research questions mentioned above.

Experiments on to what extent LOGION exploits the structural similarity of BCs (RQ2): For each case study, we

\[\text{http://dc.exa.unrc.edu.ar/staff/rdegiovanni/ASE2018.html}\]

\[\text{https://dc.exa.unrc.edu.ar/staff/rdegiovanni/ase2016}\]
compute the average distances ($\delta(BC_i, BC_{i+1})$) and normalized distance ($\Delta(BC_i, BC_{i+1})$) between the average distance between boundary condition $BC_i$ and its next boundary condition $BC_{i+1}$ computed successively by our algorithm LOGION. The results are shown in Table III. From the table, we can observe that in most cases (except LB, LC and AMBA), the $BC_i$ and $BC_{i+1}$ successively computed are quite similar. In other words, it is possible that once a BC is found, a new BC may be found after two to five neighbor jumps. For LB, LC and AMBA cases, the normalized distances are less than 0.1 but it needs more neighbor jumps to find the next BCs because the BCs have a bigger size.

The similarity between the pairs of BCs computed successively reflects that our algorithm LOGION in fact exploits the structural similarity to find BCs.

Experiments on comparing LOGION against its state-of-the-art competitors (RQ3): The results are shown in Table IV present that LOGION performs substantially better on all cases than Tableaux-based approach and GA-based approach. Firstly, LOGION can handle more cases than others in one hour. Secondly, comparing the BCs found (“#BCs”), LOGION outperforms the GA-based approach and the Tableaux-based approach by one order of magnitude in almost all cases. Thirdly, LOGION generally have higher “#gen.” and “#rank” than others. It indicates that the local search algorithm exhibits a faster search process to search for BCs than the tableaux and genetic algorithm. LOGION potentially identifies more general BCs based on a large amount of BCs. This shows that LOGION not only finds more BCs but also more general BCs. Fourthly, for the first 15 cases, we can observe that the success rate of LOGION is higher than that of the two approaches, which demonstrates that our approach LOGION is more robust.

Besides, we reported the time of identifying the first BC (“$T_{FBC}$”) and the size of the best BC (the most compact BC “$S_{BFC}$”). LOGION not only identifies first BCs fast but also performs better search bias towards compact formulae.

We notice that none of the approaches identified BCs on the AMBA. We think that the reason is as follows. For the Tableaux-based approach, it cannot generate the tableau structure of AMBA within 3 hours. Actually, it can only generate tableau structure of RP1, RP2, TCP, AAP, and ATM within 3 hours. For the GA-based approach and LOGION, to verify whether a formula is BC in AMBA, they need to call the LTL satisfiability checker 24 times (logical inconsistency 1 time, minimality 21 times, and non-trivial 2 times). Each time the size of the formula checked by the LTL satisfiability checker is large. Therefore, both approaches can only search for a small number of formulae within an hour on AMBA, resulting in not finding BCs.

In short, LOGION significantly outperforms the state-of-the-art approaches, especially in computing BCs and general BCs.

D. Application

The direct application of BC is used to repair requirements specifications. One of the common strategies for resolving divergence is goal weakening. Its principle is to weaken the formulation of one or several among the divergent goals so as to make divergence disappear. For Example 1 Emmanuel Letier et al. [25] resolved divergence by weakening the first goal to cover $BC_2 (\Diamond(h \land m_1))$. The first goal after the change is “the pump is switched on when the water level is high and there is no methane”. Formally, $\Box((h \land \neg m) \rightarrow \Diamond(p))$.

BCs are also used to explain the synthesis unrealizability. For Example 1 we ask some synthesis tools, like Ratsy [27], to build a controller that satisfies the specified goals. We will get as an answer that the specification is unrealizable. Recall that two BCs are presented in example 1. These formulae give us information about some admissible behaviors of the system, that lead us to violate the goals. It means that the environment always has a winning strategy to make the controller reach the BC. Such a BC could be thought of as an explanation of why the controller cannot satisfy all goals.

VI. RELATED WORK

Besides the inconsistency management approaches based on the informal or semi-formal way, such as [28], a series of formal approaches [4], [32]–[34] recently have been proposed, which only focus on logical inconsistency or ontology mismatch. Another related approach is Nuseibeh and Russo’s work [35], which generates a conjunction of ground literals as an explanation for the unsatisfiable specification based on abduction reasoning. For consistency checking methods, we have to mention the approach of Harel et al. [33], which identifies inconsistencies between two requirements represented as conditional scenarios. While in this paper, we are interested in identifying the situations that lead to goal divergences, which
are nothing but weak inconsistencies. The works on reasoning about conflicts in requirements also include [35]–[38].

For the assessment of conflicts, Degiovanni et al. [25] recently have proposed an automated approach to assess how likely conflict is, under an assumption that all events are equally likely. For the resolution of conflicts, Murukannaiah et al. [39] resolved the conflicts among stakeholder goals of system-to-be based on the Analysis of Competing Hypotheses technique and argumentation patterns. Related works on conflict resolution also include [40] which calculates the personalized repairs for the conflicts of requirements with the principle of Model-based Diagnosis. However, these approaches presuppose that the conflicts have been already identified and our approach for BC discovery provides a footstone for solving these problems.

In goal-oriented requirements engineering, we have to mention the work on obstacle analysis. An obstacle, first proposed in [41], is a particular goal conflict, which captures the situation that only one goal is inconsistent with the domain properties. Alrajeh et al. [42] exploited model checking technique to generate tracks that violate or satisfy the goals, and then compute obstacles from these tracks based on the machine learning technique. Other approaches of obstacle analysis include [41], [43]–[45]. Whereas, as obstacles only capture the inconsistency for single goals, these approaches fail to deal with the situations where multiple goals are conflicting.

Let us come back to the goal-conflict identification problem. The concept of goal conflict was first proposed by van Lambweerde et al. [17], who also proposed a pattern-based approach to identify a goal conflict in a requirement specification. But the syntactical restrictions on the goal specifications and the ability of computing only one BC indeed limit the applicability of the approach. While our approach LOGION has no limitation on the specifications and is able to generate BCs in any form theoretically.

In 2016, Degiovanni et al. [8] paid attention on goal-conflict identification again. They provided a tableaux-based approach to generate BCs, consisting of two phases. It first generates a conjunction of domain properties and goals \((Dom \land G)\) via a tableaux, then identifies BCs with a complex logical algorithm based on tableaux. However, for the specifications with a large number of domain properties and goals, the approach suffers from an efficiencies issue because tableaux are difficult to be generated. It limits the approach to be applicable only on small specifications. As shown in the last section, our approach LOGION, as an anytime algorithm, generates significantly more BCs and solves more cases within the same time interval.

Another related work lies in Degiovanni et al. [9] which applies a genetic algorithm to BCs. Based on the definition of BCs, they defined a fitness function to guide towards finding compact BCs. However, our approach is more efficient than the GA-based approach and generates significantly more BCs. Because the neighborhood relation of formulae captures the structural similarity, our approach finds another BCs within a few iterations once a BC is found.

### VII. Conclusion and Future Work

In this paper, we discover a frequent phenomenon that some BCs are similar on the formula structure and give a formal analysis w.r.t. the formula distance. Based on such an observation, we present an efficient local search algorithm LOGION, to automatically identify BCs, which is featured as capturing the similarity in formula structure of BCs. By taking experiments on the classical cases, we show that our approach LOGION is more efficient than the state-of-the-art approaches of computing BCs and general BCs. In future work, we hope to optimize the BC verification procedure by reducing the calls of the LTL satisfiability checker.
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