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Abstract: Despite recent progress in landslide susceptibility mapping, a holistic method is still needed to integrate and customize influential factors with the focus on forest regions. This study was accomplished to test the performance of geographic object-based random forest in modeling the susceptibility of protected and non-protected forests to landslides in northeast Iran. Moreover, it investigated the influential conditioning and triggering factors that control the susceptibility of these two forest areas to landslides. After surveying the landslide events, segment objects were generated from the Landsat 8 multispectral images and digital elevation model (DEM) data. The features of conditioning factors were derived from the DEM and available thematic layers. Natural triggering factors were derived from the historical events of rainfall, floods, and earthquake. The object-based image analysis was used for deriving anthropogenic-induced forest loss and fragmentation. The layers of logging and mining were obtained from available historical data. Landslide samples were extracted from field observations, satellite images, and available database. A single database was generated including all conditioning and triggering object features, and landslide samples for modeling the susceptibility of two forest areas to landslides using the random forest algorithm. The optimal performance of random forest was obtained after building 500 trees with the area under the receiver operating characteristics (AUROC) values of 86.3 and 81.8% for the protected and non-protected forests, respectively. The top influential factors were the topographic and hydrologic features for mapping landslide susceptibility in the protected forest. However, the scores were loaded evenly among the topographic, hydrologic, natural, and anthropogenic triggers in the non-protected forest. The topographic features obtained about 60% of the importance values with the domination of the topographic ruggedness index and slope in the protected forest. Although the importance of topographic features was reduced to 36% in the non-protected forest, anthropogenic and natural triggering factors remarkably gained 33.4% of the importance values in this area. This study confirms that some anthropogenic activities such as forest fragmentation and logging significantly intensified the susceptibility of the non-protected forest to landslides.
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1. Introduction

Despite the importance of physical-resisting forces of forests to the propensity for landslide occurrence, human and non-human variables can accelerate the spatial probability of landslide occurrence through slope stability in a given area [1]. However, the holistic understanding of the importance of conditioning and triggering factors that control the susceptibility of forest areas to
landslides has not been appropriately customized yet. Anthropogenic triggering factors may reduce the resisting forces of forests to landslides by deforestation [2–10], logging [4,11–16], and mining [17], or may increase the susceptibility of forest areas to landslides by the fragmentation induced by infrastructure development such as road-network expansion [4,5,16,18–23] with the consequences of mass movements and slope failures. Likewise, natural triggering factors such as earthquake [24–27], rainfall [28–32], and flooding [33,34] may increase the propensity for occurring landslides by reducing the resisting forces in forest areas. Meanwhile, a comparison between the importance of conditioning and triggering factors in protected and non-protected forests may reveal the effects of anthropogenic activities on the susceptibility of disturbed forests to landslides.

Various methods have been developed for assessing landslide susceptibility with respect to knowledge-driven approaches, physical and statistical models, and machine learning algorithms [35,36]. Knowledge-driven approaches are subjective, and determines the influence of a variable through an expert’s opinion [37] that may affect the real expectation of landslide susceptibility [38]. Moreover, the physical models are appropriate for assessing the susceptibility of small areas to landslide in the presence of detailed geological, pedological, hydrological, and geomorphological information [39,40]. The statistical models are dependent on the input data characteristics, where any uncertainty in data may lead to a huge error in mapping the landslide susceptibility [40,41]. In contrast, machine learning applies algorithms for modeling through learning data, where their high ability in the estimation of a model has made them more popular for analyzing the landslide susceptibility at a regional scale [42] such as artificial neural networks (ANN) [43], decision trees (DT) [44], Bayesian network (BN) and naïve Bayes [45], support vector machines (SVM) [46], and random forest (RF) [42,47–53]. RF, as an ensemble machine learning algorithm, is known for its ability in handling both parametric and non-parametric variables, working with big data without any selection, reduction, or preprocessing, handling missing values automatically, avoiding the risk of over-fitting, self-testing using “out of bag” data, and yielding high satisfactory accuracy in modeling [54]. Furthermore, RF has achieved robust performance for the mapping of landslide susceptibility in comparison with the conventional statistical models such as weights-of-evidence [55], logistic regression [41,55,56], and generalized additive models (GAM) [55]; or even other machine learning techniques such as boosted regression trees [42,57], regression tree [58], ANN [56,59], and SVM [55,60]. For example, Vorpahl et al. [57] concluded that RF indicated a higher performance than statistical and other machine learning methods such as GAM, generalized linear models (GLM), the maximum entropy method (MEM), classification tree analysis, multivariate adaptive regression splines, and ANN for analyzing influential variables that control natural landslides in a montane tropical forest, South Ecuador. Likewise, Dou et al. [61] reported that RF performed higher overall efficiency than DT for mapping rainfall-induced landslide susceptibility at a regional scale in Japan.

Recent studies have criticized the current derived landslide susceptibility mapping in terms of applying similar geo-environmental factors over different regions and times [36,62,63], considering fixed effects of a variable [2,63] such as distance to roads [63] and land-use/land-cover derived from the current available images without assessing their dynamic changes [2,62]. However, the current land-cover may not reflect its actual status during the time a landslide occurs in a specific area [2,64], and human-induced triggering factors such as logging and road construction may reduce slope stability over time. For example, Wolter et al. [12] showed that landslide events were observed in forests that had been opened by logging activities or fragmented by road construction in the Chilliwack River Valley, British Columbia, and reported that other geo-environmental variables did not show significant effects on the slope instability.

The Hyrcanian ecoregion has been degraded by different human and natural triggering factors such as forest and rangeland conversion [65,66], forest fires [67,68], flooding [69], landslides [70–72], soil erosion [73], and climate hazards [74,75] in northeast (NE) Iran. Several studies have accomplished mapping landslide susceptibility in Hyrcanian forests, but have mostly focused on applying models
and using common conditioning factors [51,76–79] with less attention given to the temporal dynamics of natural and anthropogenic triggering factors.

Less is known about the influence of different conditioning factors such as natural and particularly anthropogenic triggering factors for mapping landslide susceptibility in forest areas. For this purpose, a holistic approach needs to be developed to model the actual importance of conditioning and triggering factors, which control the susceptibility of protected and disturbed forests to landslides. Therefore, this research was designed to evaluate the performance of applying object-based random forest for mapping landslide susceptibility in a protected forest and a non-protected forest in NE Iran. Furthermore, we compared the importance of influential variables that control the susceptibility of these forests to landslides. Specifically, we aimed to find appropriate answers to the following questions: (i) Does object-based random forest show a satisfactory performance for modeling landslide susceptibility in protected and non-protected forests? (ii) Which conditioning and triggering factors are at the top in modeling the susceptibility of these two forest areas to landslides? and (iii) How do natural and anthropogenic triggering factors affect the susceptibility of protected and non-protected forests to landslides?

2. Materials and Methods

2.1. Description of Study Area

We selected a protected and a non-protected forest for analyzing landslide susceptibility in the eastern part of the Hyrcanian forests, southeast Caspian Sea, Iran. The largest Iranian National Park, Golestan, is assigned as a protected forest (approx. 500 out of 920 km²) (Figure 1a). The protection of this park has taken place since 1957 and was registered by UNESCO as a biosphere reserve in 1976 as it contains fifty percent of the total of Iran’s mammal species and above 1400 plant species registered by UNESCO [80,81]. A non-protected forest was selected in the neighborhood of this protected area (approx. 1500 km²). This area has been affected by a variety of human activities such as deforestation [65], logging, mining, and road construction [82]. The annual rate of deforestation was reported at about 0.85% [65], the number of forest logging parcels increased to 400 (34,000 ha), the number of mines reached 12 plans (12,520 ha), and the length of roads increased from 120 to 1257 km between 1966 and 2016 (Figure 1b). The average elevation, slope, and rainfall of the two studied forests are about 1280 m, 30° and 600 mm, with the predominant forest type of Quercus castaneafolia-Carpinus betulus.

However, dominated lithology types of the protected and non-protected forests are Jl (limestone, oolitic-porous dolomitic limestone; Lar formation; Mesozoic era; Jurassic period) and Js (upper: shale, marl, sandstone, nodular Ls, Ammonite, Belemnite, and lower: shale, sandstone with thin-bedded limestone; Shemshak formation; Mesozoic era; Jurassic period), respectively.

2.2. Landslide Surveying

Landslide events were collected from different sources. The CORONA KH-4B image (Mission ID: 1110-1089Fore) of 1970 (~2 m) (https://corona.cast.uark.edu/atlas) and aerial photos (1:20,000) from 1966 were used to survey old landslides (~230 samples) mostly in the protected forest. The new landslides (~430 samples) were obtained from field observations, the available database [83], and high-resolution images of Google Earth for 2016 (Figure 1). In addition to these samples, about 210 and 1650 polygons of old and new landslides, which were mapped using Sentinel images by Shirvani et al. [72], were used along with the landslide samples for the two study areas (Figure 1). The size of the landslide samples ranged between 0.095 and 239.6 ha in the protected forest and between 0.018 and 60.82 ha in the non-protected forest.
Figure 1. Location of the study areas in the Hyrcanian ecoregion in NE Iran: the Golestan National Park as a “protected forest” (a); and disturbed forests by mining, logging, and road building as a “non-protected forest” (b). Landslide events I were collected from different resources in the current research and the landslide events II were adopted from Shirvani et al. [72].

2.3. Image Segmentation for Generating Objects

A group of pixels that have similarity in their spectral and spatial properties is defined as an object [84]. The object-based paradigm has the ability to derive all possible features from the spectral, geometrical, contextual, and textural properties of either satellite images [84] or GIS (Geospatial Information Systems)-based data [85]. To obtain homogeneous objects, multi-resolution segmentation was implemented on the spectral bands of Landsat 8 of 2016 and SRTM (Shuttle Radar Topography Mission)-derived digital elevation model (30 m) [86]. After testing different scales by trial and error, the scale of 150 was selected with a higher weight for the near-infrared band (NIR) and the compactness and shape values of 0.8 and 0.2, respectively. The final segmentation was optimized using some digital elevation model (DEM) derivatives [72] such as slope, hillshade, terrain ruggedness index (TRI), and flow direction river (FDR). These image-segmented objects were assigned to calculate anthropogenic-induced deforestation and forest fragmentation from remote sensing data (Figure 2). Moreover, the summary statistics of conditioning and other triggering factors were calculated within each object segment.

2.4. Conditioning and Triggering Factors

We divided the driving forces of landslide susceptibility into conditioning and triggering factors based on the previous studies in the literature review [51,87] and the landslide characteristics of the
study areas. Conditioning factors are cumulative events that show the potential of landslide occurrence, but do not necessarily trigger landslides [88], while triggering factors activate the landslides and increase the probability of occurrence by disturbing the balance between driving and resisting forces [89]. The selected conditioning variables included topographic, hydrologic, geology, soil, and vegetation layers. We generated topographic layers from the DEM; the hydrologic layers from the DEM and digital topographic maps (1:25,000); geological maps (1:100,000) from the Geological Survey and Mineral Explorations of Iran (GSI) and soil maps (1:100,000) from the Agriculture Department of Iran; and forest types were based on the thematic maps of forest management plans (Table 1). Furthermore, triggering factors were classified into natural (i.e., rainfall, earthquake, and flood) and anthropogenic (i.e., forest fragmentation, forest loss, logging, and mining). Rainfall intensity and earthquake magnitude were created by kriging [90] and inverse distance weighted (IDW) interpolation methods [91] from the historical events (Table 2). Flood frequency was calculated based on the frequency of flood occurrence along the main rivers within a specific catchment during the last five decades (Table 2).

We created the forest layer of 1970 from CORONA images and aerial photos using object-based nearest neighbor classification (Figure 2). A multispectral image was created from the original band of the images and two created channels using the sharpening and embossing filters. The segmentation was implemented through the multispectral resolution algorithm on these images. The possible classes were defined and some objects from each class were selected as training samples. Varieties of ancillary spectral and textural features were created to improve the accuracy of the classification. After optimizing the dimensions of the features, the standard nearest neighbor algorithm was applied for classifying the images to the forest and non-forest classes [82]. Moreover, the forest layer of 2016 was mapped from Landsat 8 using the object rule-based classification (Figure 2). After image segmentation as described earlier in Section 2.3, some objects from each class were selected. Then, different spectral, contextual, and textural features were derived from the main spectral bands of Landsat 8. The thresholds of non-forest classes from the forest class were determined by matching their values within the derived object features. The objects that had maximum difference values less than 0.52 were classified as water, residential areas, and grasslands; objects that had green vegetation index (GVI) [92] values that were negative and standard deviations derived from the gray-level co-occurrence matrix (GLCM) less than 21 were classified as dry-farming; the objects that had enhanced vegetation index2 [93] values higher than 0.98 and entropy derived from the GLCM less than 7 were classified as irrigated-farming; and the remaining unclassified objects were classified as forest [82]. The accuracy of the classifications was validated using the provided ground truth samples and confusion matrix [94], as shown in Table A1.

We calculated a number of forest loss and forest fragmentation metrics by comparing these two forest layers such as the rate of forest loss [65], edge density (ED), mean patch size (MPS), mean shape index (MSI), mean patch edge (MPE), mean perimeter-area ratio (MPAR), and number of patches (NumP) within each object [95] (Table 2). These metrics were included as triggering of landslide susceptibility along with the other variables. The total volumes of logging and weights of mining materials were calculated within each object from 1970 to 2016 as indicators of logging and mining intensity in the two studied forests.
Figure 2. The process of discriminating forests from non-forests using object-based nearest neighbor and rule-based classifications by utilizing CORONA images/aerial photos of 1970 and Landsat 8 of 2016 over the protected and non-protected forests in NE, Iran (after Shirvani et al. [82]). Abbreviations: stdDev.: Standard deviation; Max. diff.: Maximum difference; GVI: Green Vegetation Index; EVI2: Enhanced vegetation index2; GLCM: Gray-level co-occurrence matrix.

2.5. Landslide Susceptibility

The object-based random forest approach was employed to assess the susceptibility of the protected and non-protected forests to landslides by contributing the conditioning and triggering factors as well as historical landslide samples. Spatially, the landslide samples are joined to the objects of predictor variables. An object where over 50% of its area was affected by landslides was indicated as a landslide-affected object (LAO) and otherwise as a non-affected landslide object (NLAO). Roughly 20% of the LAO and NLAO objects were randomly selected for determining the importance of variables that control landslide susceptibility and modeling the spatial probability of landslide using a classification and regression trees (CART) procedure of RF [96,97].

RF is an ensemble-learning algorithm that builds several decision trees during the process of model formation. The training of each tree was carried out by bootstrap sampling from the generated dataset; about two-thirds of the samples were used for training a decision tree (in bag samples) and the remaining one-third was used to test the accuracy of the formed tree (out of bag (OOB) samples).

Multiple RFs were built to determine the optimal number of variables that needed to be applied for every splitting in each tree of the forest [98] in both study areas (Figure 3a,b). The OOB prediction was computed using the majority vote obtained from the OOB data for each object. The OOB error of an object was computed from the OOB prediction of that object. The results over all of the objects
were used to calculate the error rate. The optimal performance of RF was determined with respect to the maximum area under the receiver operating characteristic (AUROC) [99,100] and the evaluating metrics of model performance such as sensitivity (Equation (1)), specificity (Equation (2)), precision (Equation (3)), and F-measure (Equation (4)) that were computed using the status of OOB errors including the objects that were labeled as LAO and also classified as LAO (TP); the objects that were labeled as NLAO and classified as NLAO (TN); the objects that were labeled as LAO but classified as NLAO (FN); and the objects that labeled as NLAO but classified as LAO (FP) [99,100].

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{1}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{2}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \tag{4}
\]

RF calculates the importance of each variable in the classification through Gini importance or Permutation importance [101]. The importance of variables was determined depending on the internal Gini method [102] in this study. The probability value of assigning an object to the class LAO—depending on a specific threshold—was indicated as the susceptibility of that object to the landslide. All objects were scored depending on the optimal-trained model for calculating their susceptibility to landslide from zero (very-low probability) to one (very-high probability) in both protected and non-protected forests.

**Figure 3.** The optimal number of trees and the number of variables for splitting in each tree of the random forest based on the minimum misclassification error for mapping landslide susceptibility in the protected forest (a) and non-protected forest (b); the area under the ROC curve obtained from the out-of-bag error for testing the performance of random forest for mapping landslide susceptibility in the protected forest (c) and non-protected forest (d) in NE Iran.
Table 1. Conditioning factors for mapping landslide susceptibility used in NE Iran.

| Category                        | Variables                  | Description                                                                 | Sources                                      |
|---------------------------------|----------------------------|-----------------------------------------------------------------------------|----------------------------------------------|
| Conditioning factors of landslide | Elevation                  | The average of elevation (m) [103] in an object.                             |                                               |
|                                 | Slope (°)                  | The average of maximum changes in elevation value [115] within each object.  |                                               |
|                                 | Aspect                     | The average of the slope direction [115] within each object.                |                                               |
|                                 | Curvature                  | The average rate of changing in slope or aspect [116] within an object.     |                                               |
|                                 | Plan curvature             | The average values of the position of the curvature surface to the direction of slope perpendicularly within each object. The convex position indicates by positive values and concave position by negative values [117]. |                                               |
|                                 | Profile curvature          | The average of the amount of the curvature surface in the direction of maximum slope within each object. The convex surface indicates by negative values and concave surface by positive values [118]. |                                               |
| Topographic                     | Terrain convergence index (TCI) | TCI measures the intensity of the divergence or convergence within an object. Divergent surface indicates by positive values while convergent surface indicates by negative values [119]. TCI = \( \left( \frac{1}{n} \sum_{i=1}^{n} \theta_i \right) - 90° \) 0: average degree between the direction of adjacent cells and the direction to the central cell. |
|                                 | Topographic position index (TPI) | TPI measures the difference between the elevation of the central point \((z_0)\) against the average elevation \((\bar{z})\) in a specific radius (R) [120,121]. TPI = \( z_0 - \bar{z} \) \( \bar{z} = \frac{1}{n} \sum_{i \in R} z_i \). Positive values: higher position of the central points Negative values: lower position of the central points |
|                                 | Terrain ruggedness index (TRI) | TRI measures the heterogeneity in the landscape [122]. TRI = \( \sqrt{\sum(\text{max} - \text{min})^2} \) max: maximum values of elevation within a \( 3 \times 3 \) cell window min: minimum values of elevation within a \( 3 \times 3 \) cell window. |
|                                 | Distance to river          | Nearest distance to river based on Euclidean distance [123].                |                                               |
|                                 | River density              | Magnitude of river (m) per hectare [124].                                   |                                               |
|                                 | Topographic wetness index (TWI) | TWI measures topographic dimension of hydrological processes [116]. TWI = ln(\( \frac{A_c}{\tan \beta} \) A_c: Catchment area \( \beta \): Slope gradient (degree) [116,120]. |
| Hydrologic                      | Stream power index (SPI)   | SPI measures the erosive severity of a stream [116]. SPI = \( A_c \times \tan \beta \) A_c: The area of a catchment \( \beta \): Slope gradient (degree) |
|                                 | Sediment transport index (STI) | STI measures the erodability of a stream [125]. STI = \( (\frac{A_c}{\tan \beta})^{0.6} \left( \frac{\sin \beta}{\tan \beta} \right)^{1.3} A_c: The area of a catchment \( \beta \): Slope gradient (degree) [126]. |
| Geology                         | Lithology                  | Lithology units                                                             |                                               |
|                                 | Distance to faults         | Nearest distance to the fault lines based on Euclidean distance [123].       |                                               |
|                                 | Fault density              | Magnitude of fault (m) per hectare [124].                                   |                                               |
| Soil                            | Soil texture               | Soil textures                                                                |                                               |
|                                 | Soil hydro group           | Soil drainage                                                                | [50,76,106,107]                               |
|                                 | Vegetation                 | Forest type Dominant tree species [50] within an object.                    | [42,50,107,128,129]                           |
Table 2. Triggering factors for mapping landslide susceptibility used in NE Iran.

| Category | Variables | Description | Sources |
|----------|-----------|-------------|---------|
| Triggering factors of landslide | Natural triggering factors | Rainfall | Long-term regional average annual raining data \((\text{mm/y})\) for 30 years interpolated by kriging [74,90]. | [52,60,69,76, 106,109,127, 130] |
| | | Earthquake | Long-term regional average of the magnitude of earthquakes (1970 to 2016) mapped by inverse distance weighting (IDW) interpolation method [91,131]. | |
| | Flood frequency (FF) | FF measures the frequency of flood occurrence along the main rivers during last five decades within a specific catchment. \(\text{FF} = \sum_{i=1}^{n} L_i \times F_i\) \(L_i\): Length of a specific river \((i)\) \(F_i\): The frequency of flood for the long-term \(A_S\): The area of the catchment | Current study |
| | | Patch density and size metrics [95] | Number of patches within an object \((\text{NumP})\) | |
| | | | Mean patch size within an object \((\text{MPS})\) \(\text{PS} = \frac{\text{TCA}}{\text{NumP}}\) \(\text{TCA}\): Total area of patches in an object \(\text{NumP}\): Number of patches within an object | |
| | | Edge metrics [95] | Edge density within an object \((\text{ED})\) \(\text{ED} = \frac{\text{TE}}{\text{TCA}}\) \(\text{TE}\): Total edge of patches within an object \(\text{TCA}\): Total area of patches in an object | Current study |
| | Forest fragmentation | | Mean patch edge within an object \((\text{MPE})\) \(\text{MPE} = \frac{\text{TE}}{\text{NumP}}\) \(\text{NumP}\): Number of patches within an object \(\text{TE}\): Total edge of patches within an object | Current study |
| | | | Mean shape index \((\text{MSI})\) within an object \(\text{MSI} = \frac{\text{TE}}{\sqrt{\text{TCA}}}\) \(\text{TE}\): Total edge of patches within an object \(\text{TCA}\): Total area of patches in an object | Current study |
| | Shape metrics [95] | | Mean perimeter-area ratio \((\text{MPAR})\) within an object \(\text{MPAR} = \frac{\text{ED}}{\text{NumP}}\) \(\text{ED}\): Edge density within an object \(\text{NumP}\): Number of patches within an object | Current study |
| | | Forest loss (FL) | \(\text{FL} = \frac{(F_a - F_b)}{T}\) \(T\): The time duration of each period \(F_a\) and \(F_b\): The forest area at the beginning and end of each period [65]. | Current study |
| | Logging | Total volume of logging (1966–2016) within an object | Current study |
| | Mining | Total weight of mining (1966–2016) within an object | Current study |

3. Results

3.1. Summary of Model Validation

The evaluation measures indicated that object-based random forest showed good performance in assessing the importance of variables that control the susceptibility of protected and non-protected forests to landslides. The optimal number of variables for every splitting in each tree was obtained as 7 and 11 in the protected and non-protected forests, respectively, depending on the minimum misclassification error (Figure 3a,b). The optimal AUROC values of protected and non-protected forest obtained about 86.31 and 81.77% after the formation of 500 trees. The sensitivity values of 77.54 and 74.56% were obtained from mapping the landslide susceptibility in the protected and non-protected forests, as shown in Table 3.
Table 3. The results of the accuracy assessment of landslide susceptibility mapping based on the influential variables that control the occurrence of the landslide in the protected and non-protected forests.

| Metrics                        | Specificity (%) | Sensitivity (%) | Precision (%) | F1 Statistic (%) | Misclassification Rate (%) | AUROC 1 (%) |
|--------------------------------|-----------------|----------------|--------------|-----------------|----------------------------|-------------|
| Landslide susceptibility PF 2  | 77.85           | 77.54          | 92.62        | 84.41           | 23.38                      | 86.31       |
| Landslide susceptibility NPF 3 | 73.02           | 74.56          | 73.37        | 73.96           | 26.21                      | 81.77       |

1 AUROC: Area under the receiver operating characteristics; 2 PF: Protected forest; 3 NPF: Non-protected forest.

3.2. The Importance of Variables

The analysis of variable importance indicated that the top variables that controlled landslide susceptibility belonged to the topographic and hydrologic categories in both the protected and non-protected forests. The most influential variables were terrain ruggedness index (TRI) and river density with 19.54 and 6.07% of importance values in the protected and non-protected forests, respectively (Figure 4). The triggering variables had a significant influence on the landslide susceptibility in both regions; however, the score values of natural triggering factors (16.20%) were higher than the values of anthropogenic triggering factors (<1%) in the protected forest. On the other hands, anthropogenic factors (16.89%) such as forest fragmentation, logging, and mining activities recorded slightly higher score values than the natural triggering factors (16.50%) such as rainfall, flood, and earthquake in the non-protected forest (Figure 4). The geological variables recorded higher values in the non-protected forest in comparison to the protected forest. The type of forest variable showed a score value of 2.58% in the protected forest and a trivial importance in the non-protected forest. However, soil variables recorded total values of less than one percent for expressing landslide susceptibility in the two study areas.

Figure 4. Comparison of the variable’s importance in controlling the susceptibility of protected forest (a) and non-protected forest (b) to landslides in NE Iran. While topographic, hydrologic, and natural triggering factors were dominant variables in the protected forest, the anthropogenic triggering factors recorded higher importance values than the natural triggering factors with a total value close to the importance of topographic and hydrologic variables in the non-protected forest in NE Iran.

3.3. Landslide Susceptibility Mapping

The output maps indicate that the distribution of the landslide susceptibility of non-protected forest (0.51 ± 0.36) was higher than in the protected forest (0.34 ± 0.33) in the study area (Figure 5). The high susceptibility values of landslide were distributed in the east of the protected forest (Figure 5a), which resulted from the extremely rugged and steep surfaces as well as the magnitude of the occurred earthquake and hydrological variables such as topographic wetness index (TWI) and distance to river (Figure 4). Although different parts of non-protected forest were occupied by high values of
landslide susceptibility, those forests affected by the interaction of hydrologic and topographic variables with anthropogenic and natural triggering factors received higher values of landslide susceptibility, particularly in the central and southern parts of the non-protected forest (Figure 5b).

Figure 5. The landslide susceptibility maps of the protected forest (a) and the non-protected forest (b) in NE Iran. The maps show that the majority of high susceptibility values of landslide were distributed in the eastern parts of the protected forest (a) occupied by highly and extremely rugged or steep surfaces, while the high values of landslide susceptibility were distributed throughout the non-protected forest (b), particularly where anthropogenic and natural triggering factors interacted with the hydrologic and topographic variables.

4. Discussion

4.1. The Accuracy of Landslide Susceptibility Maps in the Protected and Non-Protected Forests

The results of the model assessment indicated the high accuracy of the obtained landslide susceptibility maps from the RF model with the contribution of influential conditioning and triggering variables for both the protected and non-protected forests. However, the landslide susceptibility map of the protected forest showed a higher AUROC value than the landslide susceptibility map of the non-protected forest (Table 3). The high performance of RF for landslide susceptibility mapping has also been verified in previous studies [41,42,57,58,60]. This study adds that the application of an object-based random forest resulted in a high accuracy of landslide susceptibility mapping, whereas the pixel-based random forest was the model of interest by the aforementioned researchers.

4.2. The Importance of Conditioning Factors for Mapping Landslide Susceptibility in Protected and Non-Protected Forests

Our analysis of comparing the influential variables revealed that the topographic factors obtained the highest scores for mapping landslide susceptibility in the protected forest; however, there was
a relative balance between the scores of topographic, hydrologic, and triggering factors in the non-protected forest. The topographic features obtained about 60% of the total importance values in the protected forest; 36% of the values were assigned to the TRI (19.5%) and slope (16.5%) (Figure 4). The majority of landslide events fell in the old type in the protected forest, which are scattered in the steeped slopes and coarse rugged surfaces [72]. Furthermore, our analysis showed that the spatial probability of landslide significantly increased from 0.75 to 1 when the TRI increased from 14 to 27 (Figure 6a) and the slope increased from 25° to 51° (Figure 6b) in the protected forest. The high importance of the TRI [42,52] and slope [41,48,50,132] for mapping the landslide susceptibility has also been reported in several studies. Nevertheless, some research has addressed the low importance of slope for mapping landslide susceptibility [42,47,58].

Although topographic features gained about 36% of importance in the non-protected forest, their score was lower than the score of the topographic features in the protected forest. Both studied forests showed almost similar topographic characteristics; however, the aspect (Figure 7b) and elevation (Figure 7c) recorded higher scores among the topographic features in the non-protected forest (Figure 4). Likewise, several studies have confirmed the high importance of aspect and elevation for landslide susceptibility mapping [49–53].

The hydrological features obtained about 18% of scores with the top variables of TWI (7%) and distance to rivers (4.7%) in the protected forest. While in the non-protected forest, the importance of hydrological features increased to 28.5% with the top variables of river density (Figure 7a) and sediment transportation index (STI) (Figure 7e). We can infer from these results that it is likely that increasing human activities such as deforestation may cause changes in the hydrological system and increase the sediment [133,134] through the rivers with the consequences of increasing the susceptibility of landslide [11]. For example, Swanson and Dyrness [16] concluded that clear-cutting-induced landslides has substantially increased transported sediment materials in forest areas. The importance of the TWI [48,53,132] and distance to river [4,50,53] has also been reflected in earlier studies mapping landslide susceptibility.

The importance values of natural triggering factors were relatively equal between the two forests. The top variables of this category were earthquake (9.3%) and rainfall (4.6%) in the protected forest (Figure 4a), while all three variables roughly gained equal values in the non-protected forest (Figure 4b). Although the importance of natural triggering factors such as earthquake [52] and rainfall [49,52,53,78] has been reported for mapping landslide susceptibility, earthquakes trigger landslides by generating primary slips and intensifying liquefaction in the saturated soils [52]. The intensification of natural hazards due to human intervention can increase the landslide susceptibility, as the importance of flood in the mapping of landslide susceptibility increased from 2.3% in the protected forest to 5.6% in the non-protected forest.

Although anthropogenic triggering factors obtained less than one percent of importance in the protected forest, their importance was recorded at roughly 17% in the non-protected forest. The features of forest fragmentation (Figure 8) ranked the highest among the anthropogenic factors, which resulted from forest conversion and road-network expansion for logging, rural usages, and transporting mine materials in the non-protected forest since the 1970s [82]. For example, the length of the rural roads have increased from 113 to 752 km between 1970 and 2016, and about 245 and 155 km of logging and mine roads were built before 2016, respectively. All the fragmentation metrics showed higher values in the non-protected forest in comparison to the protected forest (Figures 4 and 8). Moreover, the importance of logging and mining was 2.6% and 1.5% in the non-protected forest, respectively. The number of parcels for timber harvesting increased from 0 to 404 between 1970 and 2016; the area of mining plans also expanded to 12,520 ha in the non-protected forest prior to 2016.

Most previous studies have frequently pointed to the anthropogenic triggering factors such as distance to roads [51,53,78,105,130], road density [76,105,135], land-use/land-cover types [42,47,49,58,78,106], and land-use changes [3,136,137] for the mapping of landslide susceptibility.
However, the current study explicitly localized and classified the significant anthropogenic triggering factors depending on the human footprint including forest fragmentation, forest conversion, timber harvesting, and mining within the forests. The influences of building forest roads [15,18,21–23], logging [4,11–15], deforestation [2–8], forest fragmentation [5], and mining [17] on the occurrence, frequency, and distribution of landslides have been demonstrated in the forest areas. For example, Guns and Vanacker [7] highlighted that anthropogenic activities such as forest conversion increased the occurrence of small landslides and sediment deposition in tropical forests. Borga et al. [18] concluded that forest roads changed the stream flows and increased the susceptibility of the forest to shallow landslides on steep slopes. Guthrie [13] reported that the frequency and density of landslides have significantly increased, following timber harvesting in the forested watersheds.

Although a number of studies have reported geological features as the main causes of increasing landslide susceptibility [49,51,76,132], our analysis revealed that the importance of these variables was lower than the topographic, hydrologic, and natural triggering factors in both the protected and non-protected forests as well as lower than the importance of anthropogenic triggering factors in the non-protected forest. Distance to faults with a value of 4.6% was the top variable of the geological features in the non-protected forest. In addition, some studies reported the low importance of lithology [41,50,58,78], but the high importance of distance to faults [58] for mapping landslide susceptibility.

Moreover, forest type did not show considerable importance for landslide susceptibility mapping in both forests. With respect to the importance of forest loss and forest fragmentation in the non-protected forest, we can argue that forest dynamics are superior to the forest type in landslide susceptibility mapping. Soil variables showed neutral influence on landslide susceptibility [50] in both forests.

This study indicated that the influential conditioning and triggering factors that control the susceptibility of the protected and non-protected forests to landslides are different. Likewise, some studies have verified the variety of landslide triggering factors for different regions [48,63]. The triggering factors of landslides have regional differences and the types of data in different study areas are not exactly the same.

Figure 6. The layers of the top influential factors that control landslide susceptibility in the protected forest in NE Iran: terrain ruggedness index (TRI) (a); slope (b); earthquake (EQ) (c); elevation (Elev.) (d); topographic wetness index (TWI) (e); and profile curvature (Profile Curv.) (f).
(rainfall, flood, earthquake, deforestation, forest fragmentation, logging, and mining) were applied.
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as ground water flow [138] in forest regions that need to be explored in the upcoming studies.

Furthermore, this research used multiple conditioning and triggering factors to assess the susceptibility of forest areas to landslides. However, the comparison of the integration of other machine learning algorithms with the object-based approach needs to be considered to improve the best method to map the landslide susceptibility in the forest regions. However, other factors may trigger landslide hazards such as ground water flow [138] in forest regions that need to be explored in the upcoming studies.

5. Conclusions

This study investigated the performance of a geographic object-based random forest for modeling the susceptibility of protected and non-protected forests to landslides. Various object features of conditioning (topographic, hydrologic, geologic, geology, soil, and vegetation) and triggering factors (rainfall, flood, earthquake, deforestation, forest fragmentation, logging, and mining) were applied.

Figure 7. The layers of the top influential factors that control landslide susceptibility in the non-protected forest in NE Iran: river density (a); aspect (b); elevation (Elev.) (c); rainfall (d); sediment transport index (STI) (e); and flood (f).

Figure 8. The top influential anthropogenic triggering factors for mapping landslide susceptibility in the non-protected forest, NE Iran: the edge density and mean shape index indicating the forest fragmentation induced by road-network expansion and forest conversion (a, c); and the aggregation of logging volumes (b) from 1970 to 2016.
as a database for the mapping of landslide susceptibility in the two forest areas using the random forest algorithm.

Although the random forest exhibited good performance for the mapping of landslide susceptibility in both the protected and non-protected forests, its sensitivity in the protected forest was higher than that in the non-protected forest. The influential variables controlling the susceptibility of these two forests to landslides were different. Approximately 88% of the susceptibility of protected forests were explained by the conditioning factors focusing on the topographic (60%) and hydrologic (18%) features. Moreover, triggering factors recorded 22% of importance, focusing on natural triggering factors (16%). The top five variables were TRI, slope, earthquake, elevation, and TCI for the mapping of landslide susceptibility in the protected forest. In contrast, the importance values were distributed among the object features of both the conditioning and triggering factors in the non-protected forests. While the importance of topographic factors has significantly decreased, the importance of triggering factors focusing on anthropogenic features has substantially increased from less than 1% in the protected forest to about 17%—focusing on forest fragmentation and logging—in the non-protected forest. Moreover, the effects of some features of hydrologic and natural triggering factors such as sediment transport index and flood frequency were amongst the top variables that control landslide susceptibility in the non-protected forest. The effects of these features could be caused or intensified by human activities such as deforestation, forest fragmentation, logging, and mining. These results provide managers and decision-makers with information in which to assess the consequences of developing destructive schemes such as road building, logging, and mining before any intervention in forest areas. The importance of geology and soil features was lower than the importance of other variables in the non-protected forest.

This study indicates that different forest areas can be affected by different conditioning and triggering factors that control their susceptibility to landslides. Consequently, there are no uniformly predefined influential variables for mapping landslide susceptibility in forest areas.
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Appendix A

Table A1. The results of the accuracy assessment of forest and non-forest classification categories using aerial photos and Landsat images in NE, Iran.

| Metric       | Category       | User’s Accuracy | Producer’s Accuracy |
|--------------|----------------|-----------------|---------------------|
| Time         | 1966 2016      | 1966 2016       |                     |
| Method       | NN 1 RB 2      | NN RB           |                     |
| Category     | Forest Non-forest | 0.8102 0.96     | 0.9911 0.9320       |
|              |                | 0.9841 0.93     | 0.7045 0.9588       |
| Observed agreement | 0.865 0.945      | —               | —                   |
| Kappa coefficient | 0.7175 0.89      | —               | —                   |

1 NN: Nearest neighbor classification; 2 RB: rule-based classification using object-based image analysis.
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