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We propose a basic theory of nonrelativistic spinful electrons on curves and surfaces. In particular, we discuss the existence and effects of spin connections, which describe how spinors and vectors couple to the geometry of curves and surfaces. We derive explicit expressions of spin connections by performing simple dimensional reductions from three-dimensional flat space. The spin connections act on electrons as spin-dependent magnetic fields, which are known as “pseudomagnetic fields” in the context of, for example, graphenes and Dirac/Weyl semimetals. We propose that these spin-dependent magnetic fields are present universally on curves and surfaces, acting on electrons regardless of the nature of their spinorial degrees of freedom or their dispersion relations. We discuss that, via the spin connections, the curvature effects will cause the spin Hall effect, and induce the Dzyaloshinskii–Moriya interactions between magnetic moments on curved surfaces, without relying on relativistic spin-orbit couplings. We also note the importance of spin connections on the orbital physics of electrons in curved geometries.

Spinors are geometrical objects. Spinors rotate, together with vectors, when we rotate a physical system. They can also generate vectors through the familiar bilinear form $\psi^\dagger \sigma^i \psi$ using the Pauli matrices $\sigma^i$. Being geometrical objects, spinors can couple to the background geometry in which they live. Spin connections describe how spinors (and vectors) couple to their background geometry. Spin connections have been used to study spinors in curved spacetimes in the realm of general relativity. The same formalism can also be applied to nonrelativistic spinors on curves and surfaces embedded in our daily three-dimensional flat space.

What spin connections are, and why they are (expected to be) present on curves and surfaces, can be understood as follows. For comparison, let us first consider the case where we rigidly rotate a bulk material at an angular velocity $\Omega$. In the rotating material, the physics of an electron is dragged by the rotation of its surrounding environment (e.g., a lattice). Such dragging arises from quantum mechanical interactions owing to the overlap between the wavefunctions of the electron and the environment. As a result, the magnetic moment $M$ of an electron, for example, is forced to rotate together with its environment; its time derivative (for a laboratory observer) changes as $\partial_t M \rightarrow \partial_t M - \Omega \times M$. This is known as the Barnett effect. What happens to electrons on curves and surfaces can be regarded as the spatial counterpart of the Barnett effect. On curves and curved surfaces, the local environment of an electron gradually rotates as an electron propagates in the geometry, where the local anisotropy of the system is characterized by the tangent vectors $T$ for curves and the normal vectors $n$ for surfaces. The local physics of an electron is dragged by the rotation of its local environment as it propagates. The situation is rather analogous to the Barnett effect; the only difference is that spatial derivatives are involved rather than time derivatives. In terms of the magnetic moment, the spatial derivative $\partial_\mu$ tangential to a curve or surface changes as $\partial_\mu M \rightarrow \partial_\mu M - \Omega_\mu \times M$, with $\Omega_\mu \sim \partial_\mu T$ for curves and $\Omega_\mu \sim \partial_\mu n$ for surfaces. This $\Omega_\mu$ is to be called the spin connection on curves and surfaces. Because the magnetic moment is related to a spinor $\psi$ as $M = \psi^\dagger \sigma^i \psi$, the spinor also rotates as it propagates on a curve or surface; its spatial derivative changes as $\partial_\mu \psi \rightarrow (\partial_\mu + i \Omega_\mu \cdot \nabla) \psi$. In this way, electrons couple to the geometry in which they exist, and the spin connections $\Omega_\mu$ describe the coupling.

In the case of curves, the discussion so far can be rephrased as follows. Let us regard a curve as being deformed from a straight line. Each infinitesimal portion of the curve is related to the original portion of the straight line by a rotation. Then, using the corresponding SU(2) rotation matrix $U$, the Hamiltonian density $H_{\text{curve}}$ of the portion of the curve is related to the Hamiltonian density $H_{\text{line}}$ of the straight line by $H_{\text{curve}} = U^\dagger H_{\text{line}} U$ (cf. Ref.[19]). In particular, the derivative operator $\partial_\mu \psi$ is transformed as $U^\dagger \partial_\mu (U \psi) = (\partial_\mu + i \Omega_\mu \cdot \nabla) \psi$ with $i \Omega_\mu \cdot \nabla = U^\dagger \partial_\mu U$. Thus, the spin connection $\Omega_\mu$ appears due to the position-dependent rotation of each portion of the curve with respect to the straight line. In the case of surfaces, the discussion is more complicated due to the intrinsic curvature of surfaces, and the derivation of spin connections should be performed more systematically as will be described in this paper.

We also note the necessity of spin connections in view of the Dirac theory. Spin connections are naturally required in order for the Dirac theory on a curve or surface to be Hermitian or to yield the Schrödinger equation as its nonrelativistic limit (see Appendix A for details). A related discussion is given by Meijer et al.[20]. They discussed that the relativistic spin-orbit coupling (SOC) term on a curved geometry needs a correction; without this correction, the SOC term is not Hermitian. Interestingly, their correction coincides with the spin connection.
to be derived in this paper [Eq.(7)], Meijer et. al. added the correction only to the SOC term, not to the usual kinetic term. However, because both the kinetic term and the SOC term have the Dirac theory as the common origin, these terms should be treated in a unified way: the correction, i.e., the spin connection, should be added also to the usual kinetic term.

In most previous work in condensed matter physics that studies nonrelativistic spinful electrons on curves and surfaces, spin connections have not been taken into account. (An exception is the study of the quantum Hall effect where spin connections acting on the “orbital spin” are introduced.) There seem to be mainly two reasons for this situation.

The first reason is that the so-called “thin-layer approach”, originally used for the spinless case, has been applied too straightforwardly to the spinful case. In this approach, for the case of surfaces, one starts from a three-dimensional bulk Hamiltonian and reduces the thickness of the system, to derive a surface Hamiltonian. It is difficult to apply this approach to the spinful case. Physically, an electronic state near a surface is affected by the surface normal direction \( \mathbf{n} \); both a spinor and the normal direction \( \mathbf{n} \) are directional quantities and they are generally coupled. However, a three-dimensional bulk Hamiltonian does not contain such coupling terms, simply because it describes only a bulk and ignores the terms which are present only near the surface. It is therefore difficult to derive a surface Hamiltonian from such a bulk Hamiltonian with no information about the surface, only by narrowing the domain of the bulk Hamiltonian in the thin-layer approach.

The second reason is that the previous studies where spin connections for electrons on curves and surfaces are taken into account have mainly focused on the case of (quasi)-relativistic Dirac dispersion relation. This may be partly because the formalism of general relativistic spinors applies directly to this case; or partly because the Dirac dispersion relation appears in graphene, the most representative and mechanically flexible two-dimensional material. However, at least in principle, there is no reason for spin connections to be relevant only to a specific dispersion relation.

In this paper, we introduce the concept of spin connections and derive their expressions on curves and surfaces in as simple a way as possible. Then, we discuss the basic properties of nonrelativistic electrons constrained on the surface is measured in Cartesian coordinates, the usual differentiation, which we call here the “flat differentiation” \( \nabla^{(\text{flat})} \), acts on \( V \) simply as \( \nabla^{(\text{flat})} V^i = \partial_{\mu} V^i \). On the other hand, when a vector is measured in the curvilinear coordinates as \( V^\mu = e^i_\mu V^i \), then \( \nabla^{(\text{flat})} \) acts as \( \nabla^{(\text{flat})} V^N = \partial_{\mu} V^N + \Gamma^N_{\mu L} V^L \). The quantity \( \Gamma^N_{\mu L} \) is called a “connection” for \( \mu \), \( L \) \( k \). It is determined by the relation \( \nabla^{(\text{flat})} V^N = e^i_\mu (\nabla^{(\text{flat})} V^i) \), and is given by \( \Gamma^N_{\mu L} = e^i_\lambda \partial_{\mu} e^N_{ij} \).

Compared with \( \nabla^{(\text{flat})} \), we can define another kind of differentiation with a nontrivially curved connection, which is determined by the geometry of the surface. We call it here the “curved derivative”, and express it as \( \nabla \). The largest difference between these two types of differentiation, \( \nabla^{(\text{flat})} \) and \( \nabla \), is the way they act on the normal component \( V^\perp \) of a vector \( V^M \). A two-dimensional observer living on the surface (e.g., an electron) has the freedom to change his coordinate system \( x^\mu \) on the surface to a new one, \( x^\mu \to x'^\mu \), but he observes that \( V^\perp \) is invariant under this coordinate transformation. Then, \( V^\perp \) is a scalar for him, whereas, for us, it is just a particular component of the three-component vector \( V^M \).

The curved derivative \( \nabla \) takes the viewpoint of this two-dimensional observer and acts as \( \nabla_\mu V^\perp = \partial_\mu V^\perp \) since \( V^\perp \) is just a scalar. On the other hand, the flat derivative acts as \( \nabla^{(\text{flat})} V^\perp = \partial_\mu V^\perp + \Gamma^\perp_{\mu N} V^N \). This means that \( \Gamma^\perp_{\mu N} \) is truncated to be zero for the curved derivative \( \nabla \). The same reasoning for \( V^\parallel \) requires that \( \Gamma^\parallel_{\mu \nu} \) is also truncated for \( \nabla \mu \). These truncations also determine how \( \nabla_\mu \) acts on the tangential components \( V^\nu \) of a vector \( V^M \): \( \nabla_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\mu \lambda} V^\lambda \). To summarize, the flat derivative \( \nabla^{(\text{flat})}_\mu \) and the curved derivative \( \nabla_\mu \) act differently on the curvilinear indices as

\[
\begin{align*}
\nabla^{(\text{flat})}_\mu V^N &= \partial_\mu V^N + \Gamma^N_{\mu L} V^L; \\
\nabla_\mu V^\perp &= \partial_\mu V^\perp, \quad \nabla_\mu V^\parallel = \partial_\mu V^\parallel + \Gamma^\parallel_{\mu \lambda} V^\lambda. \quad (1)
\end{align*}
\]

After all, dimensional reduction of \( \Gamma^M_{NL} \) is performed for \( \nabla \), where the direction to be reduced is the normal direction at each point of the surface.

Next, let us look at the way the curved derivative \( \nabla \) acts on a vector \( V^\mu \) with Cartesian indices. It is given by \( \nabla_\mu V^i = e^j_i \partial_\mu V^j + \Omega^j_i \nabla^j \), with

\[
\Omega^j_i = e^j_\nu \Gamma^\nu_{\mu \lambda} e^\lambda_j + e^N_\nu \partial_\mu e^N_j. \quad (2)
\]

We call \( \Omega^j_i \) the “spin connection” on a surface: it is a connection represented in Cartesian indices. We can express \( \Omega^j_i \) as follows in terms of the surface normal vector \( n^i = \partial x^i / \partial x^\perp \) at each point on the surface. By subtracting from Eq.(2) the relation \( \Omega = e^N_\nu \Gamma^\nu_{\mu L} = e^N_\nu \partial_\mu e^N_j \), which follows immediately from \( \Gamma^N_{\mu L} = e^i_\nu \partial_\mu e^N_i \), we can see that the spin connection is given by the truncated components of the connection \( \Gamma^M_{NL} \) (see Appendix B for...
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As seen explicitly in Eq. (3), \( \Omega_{\mu} \) is antisymmetric with
respect to \( i \) and \( j \), and it can therefore be written as \( \Omega_{\mu}^i = \epsilon_{ijk} \Omega_{\mu}^k \). This means that, when a vector is transported
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which is equivalent to Eq. (1).
We have so far discussed vectors. Let us next consider spinors and the way the curved derivative \( \nabla \) acts
on them. We can easily see this by taking the spin magnetic
moment vector \( V^i = \psi^i \sigma^i \psi \) with \( \psi \) a spinor and \( \sigma^i \)
the Pauli matrices. For the curved derivative \( \nabla \) to act on the
magnetic moment as in Eq. (4), the derivative must
act on a spinor as
\[ \nabla_\mu \psi = \left( \partial_\mu + i \Omega_\mu \frac{\sigma}{2} \right) \psi \quad \text{with} \quad \Omega_\mu = n \times \partial_\mu n, \] \hspace{1cm} (5)
assuming the Leibniz rule for the derivative. The expression
of the spin connection in Eq. (5) agrees with those in, for example, Refs. [13,23,24]. As a spinor propagates on a surface, it receives a torque and gets rotated at the rate \( \Omega_\mu \). Physically, this torque is to be interpreted as being exerted by the environment (e.g., a lattice), which confines the spinor to the surface. The normal vector \( n \) gives the local anisotropy of the environment, and \( \Omega_\mu \sim \partial_\mu n \)
is the rotation rate of such local anisotropy.
Let us next study some of the basic properties of electrons confined on surfaces. We can see vividly the effects of the spin connection by rotating the spinor frame to what we call here the "intrinsic frame". We have so far used the laboratory spinor frame, where we take the spin-quantization axis to lie along the \( z \) direction in the laboratory (Cartesian) coordinates. For electrons on a surface, a more natural frame is the intrinsic spinor frame where the spin-quantization axes are taken to lie along the directions of the normal vectors \( n \) distributed over the surface. The transformation from the laboratory spinor frame \( \psi \) to the intrinsic spinor frame \( \tilde{\psi} \) is described by \( \tilde{\psi} = U \psi \) with an SU(2) matrix \( U \) satisfying \( U \nu \cdot n U = \sigma^3 \)
with \( \sigma^3 = \left( \begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix} \right) \). The spin connection \( \omega_\mu \) in the intrinsic spinor frame is defined as \( (\partial_\mu + i \Omega_\mu) \psi = U (\partial_\mu + i \omega_\mu) \psi \), where \( \omega_\mu \equiv \Omega_\mu \cdot \frac{\sigma}{2} \), and it is given by (see Appendix [C] for details)
\[ \omega_\mu = U \nu \cdot n \psi - iU \nu \partial_\mu U \]
\[ = (1 - \cos \theta) \partial_\mu \psi \frac{\sigma^3}{2}, \] \hspace{1cm} (6)
with \( n^i = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^i \). From Eq. (6), we see that the intrinsic frame diagonalizes the spin connection. In particular, the Schrödinger equation for a freely propagating electron reads \( i \hbar \partial \psi / \partial t = - (\frac{\hbar^2}{2m_e}) \nabla^2 \psi \) with \( m_e \) being the electron mass, and the Laplacian \( \nabla^2 \) is given by \( \nabla^2 \psi = g^{\mu \nu} (\partial^\mu \nabla_\nu - \Gamma^\gamma_{\mu \nu} \nabla_\gamma) \psi = \frac{1}{\sqrt{g}} \nabla_\mu (\sqrt{g} g^{\mu \nu} \nabla_\nu) \psi \). Here, \( g_{\mu \nu} \equiv (\partial x^\mu / \partial x'^\mu)(\partial x'^\nu / \partial x^\nu) \) is the induced metric on the surface and \( \nabla_\mu \) is given as in Eq. (5) with \( \nu \) replaced by \( \omega_\mu \). The spin-up and down components decouple in the Schrödinger equation; an electron with spin in the \( \pm n \) direction propagates keeping the \( n \)-up/down states.

The expression in Eq. (6) is that of the gauge field of a magnetic monopole[3]. Monopole gauge fields with magnetic charges \( \pm \frac{1}{2} \) are coupled with the spin \( n \)-up/down components. As a result, the spin \( n \)-up and \( n \)-down components are subjected to the ‘magnetic fields’ \( B_m n \) and \( -B_m n \), respectively (see Appendix [C] for details). The field strength \( B_m \) is given by \( B_m = K/2 \), where \( K \equiv \det(\nabla_{(\text{flat})}^\mu n^\nu) \) is the Gaussian curvature[13,22,24] at a point on the surface (e.g., \( K = a^{-2} \) everywhere on a sphere of radius \( a \)). When \( K \sim 1 \) m\(^{-2}\), then \( (\hbar/e) B_m \sim 3 \times 10^2 \) tesla, with \( e \) the electric charge. Owing to this field strength of the spin connection, the curvature effects cause cyclotron motions of electrons, which are in opposite directions for the spin \( n \)-up and \( n \)-down components, yielding a vortical spin current circulating around each point of the surface.

This kind of spin-dependent gauge field is known as a strain-induced[24] "pseudomagnetic field" in, for example, graphene[13,22,23] and transition-metal dichalcogenides[24].
and Dirac/Weyl semimetal [47] (see also Ref. [45]). The main interest seems to have been focused on pseudomagnetic fields acting on valley or orbital degrees of freedom rather than on the true spin (exceptions are, e.g., Refs [41–43], which treat spin connections acting on electron spin). Interest has also been focused on the case of the Dirac/Weyl dispersion relations. As discussed at the beginning of this paper, spin connections effectively represent the effects of the local rotation of the environment on electronic quantum states; their presence is quite general, regardless of the kinds of spinorial degrees of freedom (whether spin or pseudospin [29]) and the electron dispersion relations.

The curvature effects are expected to induce the spin Hall effect, because the spin-up and -down components of electrons undergo $E \times (\pm B_m)$ drifts in opposite directions, where $E$ is an externally applied electric field and $\pm B_m$ are the pseudomagnetic fields. We also observe that electrons on surfaces generally have finite spin currents in their ground states: because the surface curvature $K$ is generally position dependent, the strengths of vortical spin currents caused by the pseudomagnetic fields $\pm (K/2)n$ are also position dependent, and the vortical spin currents are not canceled among nearby points; the net result is a finite spin current flowing on the surface. In a flat space, spin currents in ground states have been known to be induced by relativistic spin-orbit coupling with broken inversion symmetry (such as the Rashba effect [39]). It has recently been shown [44–46] that spin currents are a direct origin of the Dzyaloshinskii–Moriya interaction [41–43] in magnets. Therefore, curvature-induced spin currents in ground states on surfaces will lead to intricate magnetic interactions, which we can engineer by the geometry of surfaces. More details will be reported elsewhere.

Next, let us consider spin connections on curves, which seem to have been discussed rarely in the literature. For a curve, a natural orthonormal frame [27] is defined at each point by the unit vectors $T(s) \equiv \gamma'(s)$, $N(s) \equiv T'(s)/|T'(s)|$, and $B(s) \equiv T(s) \times N(s)$, where $\gamma'(s)$ specifies a point on the curve and $s$ is the arc length parametrizing the curve. We define a curvilinear coordinate system $x^M$ with $M = s, n, b$ by $x^i(x^M) = \gamma^i + x^sN^i + x^nB^i$. Following the same procedure as in the case of surfaces, we truncate all the components of $T^{M}$ except the tangential component $T^s$. Then, the spin connection for a curve is given by (see Appendix [E] for details)

$$\Omega_s = \kappa B + \tau T$$

in the laboratory frame, where $\kappa \equiv N \cdot T'$ and $\tau \equiv B \cdot N'$ are the curvature and the torsion of the curve, respectively. The quantity $\Omega_s$ in Eq. (7) satisfies $dX/ds = \Omega_s \times X$ for $X = T, N, B$ (known as the Frenet–Serret formulas [27, 45]), representing the way the orthonormal frame rotates as it moves along the curve. The nontrivially curved derivative for a spinor on a curve reads $\nabla_s \psi \equiv \left(\frac{d}{ds} + i\Omega_s \cdot \frac{s}{2}\right)\psi$. A vector or a spinor transported by $\nabla_s V = 0$ or $\nabla_s \psi = 0$, respectively, changes its direction following the rotation of the $(T, N, B)$ frame, as in Fig. 2. When we go from the laboratory frame to the intrinsic frame consisting of $(T, N, B)$ as its basis vectors, the spin connection vanishes (see Appendix [F]). This is expected, because a one-dimensional curve is geometrically trivial in the intrinsic sense: its internal metric is always $g_{ss} = 1$.

Finally, let us mention that spin connections also act on atomic orbitals ($p$-orbitals, $d$-orbitals, etc.) of electrons, where the orbital degrees of freedom are expressed as an additional index $\alpha$ on a wavefunction $\psi_{\alpha}$. The discussion is completely parallel to the spin [27] case. The nontrivial derivative acting on the orbital magnetic moment $\psi^\dagger \ell \psi$, with the orbital angular momentum matrix $\ell$, implies that it also acts on a spinor as $\nabla_{\mu} \psi = (\partial_{\mu} + i\ell_{\mu}) \psi$. The explicit forms of $\ell$ are given as $\ell^i_{\alpha\beta} = -i\varepsilon_{\alpha\beta}$ for $p$-orbitals, $\ell^i_{\alpha\beta} = -2i\varepsilon_{ijk} ([\xi^\alpha, \xi^\beta])_{jk}$ for $d$-orbitals [29], etc. The spin connections acting on the orbitals will be useful for describing the orbital physics on curved geometries made of, for example, transition-metal dichalcogenides [20, 21]. Similar to the spin [27] case, the orbital Hall effect [22, 23] and orbital angular-momentum currents in ground states, will be induced purely by the curvature effects. More generally, spin connections act on all kinds of particles (e.g., atoms, magnons and photons), which have their own angular momenta.

In summary, we have discussed the physics of spin connections on curves and surfaces, derived their explicit expressions with their geometrical meaning clarified, and studied their basic effects on electrons. Many fundamental questions of electrons on curves and surfaces are to be investigated. Derivation of spin connections from more microscopic viewpoints should be performed for their theoretical foundation. Theories on
transportation phenomena and order-parameter physics on curved geometry are necessary to be compared with experiments. The presence of spin connections on curved geometry will enrich many classic physics such as the Hubbard model, the Kondo effect, superconductivity, and the quantum Hall effect, which are usually studied on flat geometry. Photonic crystals and possibly optical lattices give a highly controllable platform for curvature physics. Spintronics using circuits is technologically important application. Spin connections arising from phonon excitations and lattice deformation are essential ingredients to fully understand mechanical effects on electrons in solids, where the backreaction on lattice will also have intriguing effects. It is of interdisciplinary interest to study biochemical objects such as DNA helices from physics viewpoints.
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Appendix A: The Dirac theory favors nontrivial spin connections.

Here, we show that the relativistic Dirac theory on curves and surfaces imposes the presence of nontrivial spin connections for its self-consistency, and, as the result, show that non-relativistic theories obtained as descendants of the Dirac theory should include nontrivial spin connections.

Let us first consider a surface. We employ the curvilinear coordinate system $x^M = (x^\mu, x^i)$ and the Cartesian coordinate system $x^i = (x, y, z)$ as in the main text. The full Dirac theory needs a four-component Dirac spinor $\Psi$. The Dirac action on a surface embedded in a four-dimensional flat Minkowski spacetime will read

$$S = -i \int dt d^{2}x \sqrt{g} \gamma^{0} \{ \gamma^{0} \partial_{t} + e_{i}^{\mu} \gamma^{i} (\partial_{x}^{\mu} + i \Omega_{\mu}^{i}) + m_{e} \} \Psi, \quad (A1)$$

where $e_{i}^{\mu} = \partial x^{i} / \partial x^{\mu}$ and $g_{\mu \nu} = e_{i}^{\mu} e_{i}^{\nu}$ with $e_{i}^{\mu} = \partial x^{i} / \partial x^{\mu}$ is the induced metric on the surface, and $m_{e}$ is the electron mass. We employ the natural unit, $\hbar = 1$ and $c = 1$. The $\gamma$-matrices are given by $\gamma^{0} = -i \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ and $\gamma^{i} = -i \begin{pmatrix} 0 & 0 \\ 0 & \sigma^{i} \end{pmatrix}$ in the Dirac representation, satisfying $(\gamma^{0})^{2} = -1$, $(\gamma^{i}, \gamma^{j}) = 2 \delta^{ij}$ and $\{ \gamma^{0}, \gamma^{i} \} = 0$ [we take the Minkowski metric as diag$(-1, 1, 1, 1)$]. We assume that the spin connection $\Omega_{\mu}^{i}$ has an expansion as $\Omega_{\mu}^{i} = \frac{1}{2} \Omega_{\mu}^{ij} \Sigma^{j}$ with $\Sigma^{i} \equiv -\frac{1}{2} [\gamma^{i}, \gamma^{j}]$.

Even if we set the spin connection $\Omega_{\mu}^{ij}$ undetermined when writing down Eq. (A1), the Hermitian (reality) condition of the action, $S^\dagger = S$, imposes a condition on $\Omega_{\mu}^{ij}$ as

$$g^{\mu \nu} (D_{\mu} e_{i}^{\nu} + \Omega_{\mu}^{ij} e_{j}^{\nu}) = 0. \quad (A2)$$

Here, $D_{\mu} e_{i}^{\nu} \equiv \partial_{\mu} e_{i}^{\nu} - \Gamma_{\mu \nu \rho} e_{i}^{\rho}$ is the partial covariant derivative acting only on the two-dimensional curved indices $\mu, \nu, \ldots$, but not on the Cartesian indices $i, j, \ldots$ Eq. (A2) is an inhomogeneous equation for $\Omega_{\mu}^{ij}$, thus imposing a nonzero $\Omega_{\mu}^{ij}$ in the laboratory frame. As a particular solution, we can see that the spin connection given in Eq. (A2),

$$\Omega_{\mu}^{ij} = e_{N}^{i} D_{\mu} e_{j}^{N} = -e_{N}^{i} D_{\mu} e_{N}^{i}, \quad (A3)$$

satisfies Eq. (A2). [The second equality in Eq. (A3) follows by (i) $D_{\mu} g^{\mu \nu} = 0$ since the nonzero components of $g^{\mu \nu} \equiv \partial_{\mu} x^{\nu} / \partial x^{\nu}$ are $g^{t t} = 1$ and $g^{\mu \nu}$, and therefore (ii) $e_{N}^{i} D_{\mu} e_{j}^{N} + e_{N}^{i} D_{\mu} e_{N}^{i} = e_{N}^{i} D_{\mu} e_{N}^{i} + e_{N}^{j} D_{\mu} e_{N}^{j} = \partial_{\mu} (e_{N}^{i} e_{N}^{j}) = 0$.] See also Ref. [29] for spin connections in the Dirac theory on curved surfaces.

From the Dirac equation $(\gamma^{0} \partial_{t} + e_{i}^{\mu} \gamma^{i} (\nabla_{\mu} + m_{e}) \Psi = 0$, with $\nabla_{\mu} \equiv \partial_{\mu} + i \Omega_{\mu}^{i}$, we obtain the Klein-Gordon equation,

$$\left( \gamma^{0} \partial_{t} + e_{i}^{\mu} \gamma^{i} D_{\nu} - m_{e} \right) (\gamma^{0} \partial_{t} + e_{i}^{\mu} \gamma^{i} (\nabla_{\mu} + m_{e}) \Psi = 0, \quad (A4)$$

where $D_{\lambda}$ is the total covariant derivative acting both on the Cartesian and the curvilinear indices (e.g., $D_{\mu} V_{\nu}^{\lambda} = \partial_{\mu} V_{\nu}^{\lambda} - \Gamma_{\mu \nu \rho}^{\lambda} V_{\rho}^{\lambda} + \Omega_{\mu}^{\lambda \nu} V_{\rho}^{\lambda}$), and $D^{\nu} \equiv g^{\mu \nu} D_{\mu}$ is the Laplacian. Here, we have used that $D_{\mu} \Psi$ or $\nabla_{\mu} \Psi$ does not act on $\gamma^{i}$. (To be precise, it acts on all of the indices of $\gamma^{i} \sigma^{m}$, and results in zero, $D_{\mu} \gamma^{i} = \partial_{\mu} \gamma^{i} + \Omega_{\mu}^{\lambda \gamma^{i}} = 0$.) We have also used $D_{\mu} e_{i}^{\nu} = 0$, which is valid only for $\Omega_{\mu}^{ij}$ chosen as Eq. (A3) (if we impose also $\nabla_{\mu} \Psi = 0$). Without the condition $D_{\mu} e_{i}^{\nu} = 0$, the derivation of the Klein-Gordon equation from the Dirac equation as in Eq. (A4) would be difficult. This is another supportive fact for the necessity of the spin connection Eq. (A3).

Let us consider the lowest-order non-relativistic limit. Separating the energy $i \partial_{t}$ into the rest energy and the non-relativistic energy as $i \partial_{t} \rightarrow m_{e} + i \partial_{t}$ with an approximation $i \partial_{t} \ll m_{e}$, we have, from Eq. (A4),

$$i \partial_{t} \Psi = \left(-\frac{1}{2m_{e}} D^{2} + \frac{1}{4m_{e}c} K\right) \Psi, \quad (A5)$$

In the Dirac representation, where the upper two components of $\Psi$ correspond to a particle and the lower two components of $\Psi$ to an antiparticle, the $\Sigma^{ij}$ in
\[ \Omega_\mu = \frac{1}{2} \Omega^i_\mu \Sigma^j \text{ is diagonal as } \Sigma^{ij} = \frac{1}{2} \varepsilon^{ijk} \begin{pmatrix} \sigma^k \\ 0 \\ \sigma^i \end{pmatrix}. \] Therefore, the upper two components of Eq. (A5) are the usual non-relativistic Schrödinger equation, and it includes the nontrivial spin connection \( \Omega^{ij}_\mu \) given in Eq. (3). [The term proportional to the Gaussian curvature \( K \) in Eq. (A5), which we neglect entirely in this paper as well as the "geometric potentials" in Refs. [4,5,13]] is akin to the electromagnetic Zeeman term \( \sigma \cdot B \), in that the field strength \( K \) of the gauge field \( \Omega \) directly couples to the fermion.

Next, let us consider a curve. The discussion is completely parallel. We employ the curvilinear coordinate system \( x^M = (s, n, b) \) as in the main text. The Dirac action on a curve reads

\[ S = -i \int dt ds \Psi^\dagger \gamma^0 \left[ \gamma^0 \partial_t + e^i_\gamma \gamma^i (\partial_s + i \Omega_s) + m_c \right] \Psi. \] (A6)

In order for \( S \) to be real, \( \Omega_s \) must satisfy

\[ \partial_t e^i_\gamma + \Omega^{ij}_s e_s^j = 0. \] (A7)

Note that \( \Gamma^s_{ss} = 0 \) (see Appendix [E]). Again, this is an inhomogeneous equation for \( \Omega^{ij}_s \) and therefore the trivial connection \( \Omega^i_s = 0 \) is not allowed. As a particular solution, we can see that the spin connection given in Eq. (7) (see Appendix [E]),

\[ \Omega^i_s = e^i_M \partial_s e^M, \] (A8)

satisfies the requirement Eq. (A7). By taking the non-relativistic limit as in the case of surfaces described above, we obtain the Schrödinger equation

\[ i \partial_t \Psi = -\frac{1}{2m_c} \nabla_s \Psi \] (A9)

with \( \nabla_s = \partial_s + i \Omega_s \).

Thus, to be Hermitan and to derive the Klein-Gordon equation (and the resulting Schrödinger equation), the Dirac theory on curves and surfaces favors the nontrivial spin connections \( \Omega \) as in Eq. (A5) and Eq. (A8), and its non-relativistic limit inherits these nontrivial spin connections. In other words, non-relativistic theories on curved geometry should have nontrivial spin connections to be consistent with the Dirac theory.

We can understand the discussion in this section as follows. In purely non-relativistic terms such as \( (\partial \mu \psi)^2 \), the spinorial index of \( \psi \) can be either geometrical or non-geometrical, since the indices are contracted (summed over) only among them. Self-consistency of such terms does not require spin connections, since, if spin connections are absent, we can always regard (or pretend) that the spinorial index of \( \psi \) is non-geometrical and hence the spin connections are absent as a matter of course. On the other hand, in terms such as \( g^{\mu \nu} e^i_\gamma e^j_\gamma \partial_\nu \Psi \) in the Dirac theory, the spinorial index of \( \Psi \) must be geometrical, since it is related to the spatial index (\( i \) or \( \mu \)) via the \( \gamma \)-matrices. In this case, self-consistency of the terms requires nontrivial spin connections, reflecting the geometrical nature of the spinor.

**Appendix B: Details of Eq. (6)**

Here, we calculate some of the components of \( \Gamma^M_{NL} \) and then derive Eq. (6). First, the Cartesian coordinates \( x^i \) and the curvilinear coordinates \( x^M = (x^\mu, x^i) \) are related by, as in Ref. [10],

\[ x^i (x^M) = r^i (x^\mu) + x^\mu n^i (x^\mu), \] (B1)

where \( r^i (x^\mu) \) specifies a point on a surface, and \( n^i (x^\mu) \) is the surface normal at each point \( r^i (x^\mu) \). Hereafter, any quantity is eventually evaluated just on the surface, i.e., \( x^\mu = 0 \).

It is very convenient to give a name to \( \partial_i n^j \). We call it the extrinsic curvature tensor or the second fundamental form [15,21,23],

\[ K_i^j \equiv \partial_i n^j, \] (B2)

where we have extended the domain of \( n^j \) infinitesimally off the surface in a way such that \( \partial_i n^j = 0 \). We can easily see that \( n^\mu K_i^j = \partial_i n^j = 0 \) and \( K_i^j n^j = 0 \). Therefore, when we express \( K \) by the curvilinear indices as \( K^N_M = \nabla^{(flat)}_M n^N \), then \( n^M K^N_M = K^N_N = 0 \) and \( K^N_M n_M = K^\perp_M = 0 \) (note that \( n^M = \delta^M_M \) and \( n_M = \delta^\perp_M \)). Therefore, only the tangential components \( K^\perp \) are nonzero. (B3)

Moreover, since \( \nabla^{(flat)}_M n^N = \partial_M n^N + \Gamma^N_M n^L = \Gamma^N_M \) and \( \nabla^{(flat)}_M n^N = \partial_M n^N - \Gamma^L_M n^L = -\Gamma^L_M n_N \), we have

\[ \Gamma^N_M = K^N_M, \quad \Gamma^L_M = -K^L_M. \] (B4)

From this and Eq. (B3), we see that the components of \( \Gamma^M_{NL} \) with more than one normal index (\( \perp \)), such as \( \Gamma^\perp_{MN} \), are zero. The nonzero components with the normal index are

\[ \Gamma^\perp_{\mu \perp} = K^\perp, \quad \Gamma^\perp_{\mu \mu} = -K_{\mu \mu}. \] (B5)

Let us next consider the contraction of \( K \) with \( e^i_M = \partial x^i / \partial x^M \) and \( e^\gamma_M = \partial x^\gamma / \partial x^M \). This is easy, because \( K \) is a tensor and multiplication of it with \( e^i_M \) or \( e^\gamma_M \) just changes its corresponding index. For example,

\[ K_{\mu N} e^N_j = K_{\mu \nu} e^\nu_j = K^j_\mu = \nabla^{(flat)}_\mu n^j = \partial_\mu n^j. \] (B6)

(Note that we do not have to make a distinction between raised and lowered Cartesian indices.) From Eq. (B3), Eq. (B6), and \( e_\perp = e^i_\perp = n^i \), the detail of Eq. (3) reads

\[ \Omega^i_\mu = -e^i_\perp \Gamma^\perp_{\mu \perp} e_j^\perp + e^\gamma_\mu \Gamma^\perp_{\mu \gamma} e_j^\gamma = n^i K_{\mu \perp} e_j^\perp - n^j K^\perp_{\mu \perp} e^i_\perp = n^i \partial_\mu n^j + n^j \partial_\mu n^i. \] (B7)

We can derive this expression more directly from Eq. (2) or Eq. (A3) as follows. A useful identity is

\[ \partial_\mu e^\nu_\gamma = \partial_\mu e_\perp^\nu - \gamma^{\nu \rho} e_\perp^i = -K_{\mu \rho} n^i, \] (B8)
which follows from (i) $e_i^j \mathcal{D}_\mu e^i_\nu = 0$ by using $\Gamma^\lambda_{\mu\nu} = e^j_i \partial^i_{\nu} e^k_j - e^j_i \partial^i_{\mu} e^k_j$ and (ii) $K_{\mu\nu} = -n^i \partial_{\nu} e^i_\mu = -n^i \mathcal{D}_\mu e^i_\nu$ by applying $\partial_{\mu}$ on $n^i e^i_\nu = 0$. Then,

$$
\Omega^{ij}_\mu = g^{\mu\nu} e^i_\nu \mathcal{D}_\mu e^j_\nu + n^i \partial_{\mu} n^j = -e^i_\nu K^\nu_{\mu} n^j + n^i \partial_{\mu} n^j = -\partial_{\mu} n^i n^j + n^i \partial_{\mu} n^j. \quad (B9)
$$

Appendix C: Details of Eq. (6)

A useful identity to show Eq. (6) is

$$
i \mathcal{D}_\mu U^\dagger = - (n \times \partial_{\mu} n) \frac{\sigma}{2} + (1 - \cos \theta) \partial_{\mu} \phi \left( n \cdot \frac{\sigma}{2} \right). \quad (C1)
$$

Here, $U$ is defined as a SU(2) matrix satisfying $U^\dagger n \cdot \sigma U = \sigma^3$, whose particular form we choose is

$$
U = i m \cdot \sigma \quad \text{where} \quad m = \begin{pmatrix} \sin \phi \cos \theta \\ \sin \phi \sin \theta \\ \cos \phi \end{pmatrix} \quad (C2)
$$

with $n = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. The definition of $U$ has ambiguity up to the $U(1)$ rotation around the $\sigma^3$-axis, $U \rightarrow U \exp(i \chi \sigma^3/2)$ with $\chi$ an arbitrary function. This $U(1)$ indeterminacy corresponds to the $U(1)$ gauge transformation on the ‘monopole gauge field’ $(1 - \cos \theta) \partial_{\mu} \phi$ in the second term in Eq. (C1). When we parameterize a general SU(2) matrix $U$ by the Euler angles $(\theta, \phi, \psi)$,

$$
U \equiv e^{-i \psi \frac{\sigma^3}{2}} e^{-i \theta \frac{\sigma}{2}} e^{-i \phi \frac{\sigma^1}{2}}, \quad (C3)
$$

the matrix $U$ in Eq. (C2) corresponds to the restriction $\psi = -\phi - \pi$, that is, $U|_{\psi=-\phi=\pi} = U$.

We define a rotation matrix $R_{ia}$ by $R_{ia} \sigma^a = U^\dagger \sigma^a U$, whose explicit form is $R_{ia} = 2m^a n^a - \delta^a$ for $U$ chosen as Eq. (C2). Then, the detail of Eq. (6) is

$$
\omega^a_{\mu} = U^\dagger \Omega_{\mu} U - iU^\dagger \partial_{\mu} U = R_{ia} \left[ (n \times \partial_{\mu} n) \frac{\sigma^a}{2} - (n \times \partial_{\mu} n) i \frac{\sigma^a}{2} \right] + (1 - \cos \theta) \partial_{\mu} \phi \left( n^i \frac{\sigma^a}{2} \right) = (1 - \cos \theta) \partial_{\mu} \phi \frac{\sigma^a}{2}, \quad (C4)
$$

where we have used $R_{ia} n^i = \delta^a$.

The calculation above can be rephrased for the case of vectors. When we define $\omega^a_\mu$ as

$$
\partial_{\mu} V^i - \varepsilon_{ijk} \Omega^{j}_{\mu} V^k = R_{ia} \left( \partial_{\mu} V^a - \varepsilon_{abc} \omega^b_{\mu} V^c \right) \quad (C5)
$$

with $V^i = R_{ia} V^a$, then

$$
\omega^a_{\mu} = R_{ia} \Omega^{i}_{\mu} + \frac{1}{2} \varepsilon_{abc} (R^{-1} \partial_{\mu} R)_{bc} = \delta^a (1 - \cos \theta) \partial_{\mu} \phi. \quad (C6)
$$

Appendix D: Details of spin-dependent magnetic field

Here, we show that the “pseudomagnetic field” $\pm B_m$ calculated from the spin connection in Eq. (6) is given as $B_m = (K/2)n$.

We can roughly expect $B_m = (K/2)n$ as follows. The pseudomagnetic field is a quantity of the second-order derivative. In order to evaluate it, we may approximate the portion of the surface near a point in interest by a sphere, whose radius is $1/\sqrt{K}$ with $K$ the (Gaussian) curvature of the point. Within this approximation, the normal vectors $n$ of the surface are the radial unit vectors of the sphere, and the intrinsic spin connection $\omega_\mu = (1 - \cos \theta) \partial_{\mu} \phi \frac{\sigma^3}{2}$ can be regarded as the electromagnetic gauge fields of magnetic monopoles with charges $\pm 1$ put at the center of the sphere. Generally, the magnetic field at a point $r$, yielded by a monopole with charge $q$ put at the origin, is given by $\frac{q}{4\pi r^2}$. Therefore, the pseudomagnetic fields are given by $\pm B_m = \pm (K/2)n$.

We calculate the pseudomagnetic fields more rigorously below. First, the two-dimensional Riemann tensor $R_{\nu\rho\sigma\tau}$ on a surface is defined by

$$
R_{\nu\rho\sigma\tau} \equiv \partial_{\rho} \Gamma^\lambda_{\nu\sigma} + \Gamma^\mu_{\rho\lambda} \Gamma^\lambda_{\nu\sigma} - (\rho \leftrightarrow \sigma). \quad (D1)
$$

Comparing this with an obvious identity

$$
0 = \partial_{\rho} \Gamma^\mu_{\nu\sigma} + \Gamma^\mu_{\rho\lambda} \Gamma^\lambda_{\nu\sigma} - (\rho \leftrightarrow \sigma) \quad (D2)
$$

(giving the tangential components of the Riemann tensor in the flat three-dimensional space, which are of course zero), we have

$$
R_{\nu\rho\sigma\tau} = - \Gamma^\mu_{\rho\lambda} \Gamma^\lambda_{\nu\sigma} - (\rho \leftrightarrow \sigma) = K_{\rho \sigma} K_{\nu \tau} - K_{\nu \tau} K_{\rho \sigma} \quad (D3)
$$

where $K_{\nu \tau}$ is the extrinsic curvature tensor (see Appendix B). Then, the Ricci scalar $R$ is given by

$$
R \equiv R_{\mu\nu} \frac{\sigma^\mu \sigma^\nu}{2} = (K_{\nu \tau})^2 - K_{\nu \tau} K_{\mu \sigma} = 2K, \quad (D4)
$$

where $K \equiv \det(K_{\nu \tau})$ is the Gaussian curvature, and we have used an identity det$A = \frac{1}{6}[(trA)^2 - tr(A^2)]$ valid for any $2 \times 2$ matrix $A$.

The Riemann tensor can be defined in another way as

$$
R_{\mu\nu\psi\lambda} \equiv -i [\mathcal{D}_\mu, \mathcal{D}_\nu] \psi
= (\partial_{\mu} \Omega_{\nu} - \partial_{\nu} \Omega_{\mu} + i[\Omega_{\mu}, \Omega_{\nu}]) \psi
= [n \cdot (\partial_{\mu} n \times \partial_{\nu} n)] \frac{\sigma^3}{2} \psi, \quad (D5)
$$

where $\mathcal{D}_\mu$ is the total covariant derivative acting both on the curvilinear and the Cartesian indices (e.g., $\mathcal{D}_\mu V^a = \partial_{\mu} V^a - \Gamma^a_{\mu\nu} V^\nu + \Omega^a_{\mu} V^\nu$), and $\Omega^a_{\mu} = \Omega^a_{\mu} \cdot \frac{\sigma^3}{2}$ is the spin.
connection Eq. [5] in the laboratory frame. We have used
$\partial_\mu \mathbf{n} \times \partial_\nu \mathbf{n} = [\mathbf{n} \cdot (\partial_\mu \mathbf{n} \times \partial_\nu \mathbf{n})] \mathbf{n}$. Defining $R^i_{\mu \nu} \equiv R_{\mu \nu}^i$, and $R^i_{\mu \nu} \equiv \varepsilon^{ijk} R_{\mu \nu k}$, the two ways of the definition of the
torsion tensor, Eq. (D1) and Eq. (D5), are related by
\begin{equation}
R_{\mu \nu \rho \sigma} = e^i_\mu e^j_\nu R^i_{\mu \rho}, \quad R^i_{\mu \nu} = e^j_\rho e^k_\sigma R^i_{\mu \nu \rho \sigma}, \quad (D6)
\end{equation}
where $e^j_\mu \equiv \partial x^j / \partial x^\mu$ and we have implicitly used
$n^i R^i_\mu = 0$. The relation Eq. (D6) follows from
$[\mathcal{D}_\mu, \mathcal{D}_\nu] e^j_\rho \equiv R^j_{\mu \nu} e^j_\rho - R^j_{\mu \rho} e^k_\nu e^k_\sigma$, which vanishes due to $\mathcal{D}_\mu e^j_\nu = 0$. Then, from Eq. (D5) and Eq. (D6), we have
\begin{equation}
R = e^j_\mu e^j_\nu R_{\mu \nu} \equiv [\mathbf{n} \cdot (e^j_\mu \times e^j_\nu)] [\mathbf{n} \cdot (\partial_\mu \mathbf{n} \times \partial_\nu \mathbf{n})] / g \equiv 2 \mathbf{n} \cdot (\partial_1 \mathbf{n} \times \partial_2 \mathbf{n}) \quad (D7)
\end{equation}
where we have used $e^1 \times e^2 = \frac{1}{\sqrt{g}} \mathbf{n}$ (or $e_1 \times e_2 = \sqrt{g} \mathbf{n}$). Eq. (D7) means, from Eq. (D4), that the Gaussian curvature $K = \partial x^1 \partial x^2$ with
\begin{equation}
K = \frac{1}{\sqrt{g}} \mathbf{n} \cdot (\partial_1 \mathbf{n} \times \partial_2 \mathbf{n}) \quad (D8)
\end{equation}
at a point $x = (x^1, x^2)$ is given by the solid angle spanned by the normal vectors at $x$, $(x^1 + \delta x^1, x^2)$ and $(x^1, x^2 + \delta x^2)$.

The Riemann tensor $\widetilde{R}_{\mu \nu}$ in the intrinsic frame is given by
\begin{equation}
\widetilde{R}_{\mu \nu} = \partial_\mu \omega_\nu - \partial_\nu \omega_\mu
\end{equation}
with $\omega_\mu = (1 - \cos \theta) \partial_\mu \phi (\sigma^3 / 2)$ as in Eq. [6]. Then, the pseudomagnetic field $B^i_m$ is defined by $B^i_m \equiv \frac{1}{2} \varepsilon^{ijk} F_{jk}$ with $F_{jk} \equiv e^j_\rho e^k_\sigma F_{\rho \sigma}$ and $F_{\mu \nu} \sigma^3 \equiv \widetilde{R}_{\mu \nu}$. Then, from Eq. (D8) and Eq. (D9), we have
\begin{equation}
B^i_m = \frac{1}{4} (\mathbf{n} \cdot (\partial_\mu \mathbf{n} \times \partial_\nu \mathbf{n})) (e^j_\mu \times e^j_\nu)
\end{equation}
\begin{equation}
= \frac{K}{2} \mathbf{n}. \quad (D10)
\end{equation}

Appendix E: Details of Eq. [1]

Let $\gamma(s)$ be the position of a point on a curve parametrized by its arclength $s$. The curve determines by itself a natural orthonormal frame consisting of unit vectors $(\mathbf{T}, \mathbf{N}, \mathbf{B})$, where $\mathbf{T}(s) \equiv \gamma'(s)$, $\mathbf{N}(s) \equiv \mathbf{T}'(s) / |\mathbf{T}'(s)|$ and $\mathbf{B}(s) \equiv \mathbf{T}(s) \times \mathbf{N}(s)$. With these orthonormal vectors, we define a curvilinear coordinate system $x^M$ with $M = s, n, b$ by
\begin{equation}
x^i(x^M) = \gamma^i(x^s) + x^n N^i(x^s) + x^b B^i(x^s). \quad (E1)
\end{equation}

Hereafter, all quantities are eventually evaluated just on the curve, i.e., at $x^s = x^b = 0$. The nonzero components of the geometric connection $\Gamma^M_{\cal NL}$ in this curvilinear coordinate system are
\begin{equation}
-\Gamma^n_{ss} = \Gamma^n_{ss} = \kappa, \quad -\Gamma^n_{sb} = \Gamma^n_{sn} = \tau, \quad (E2)
\end{equation}
where $\kappa \equiv \mathbf{N} \cdot T'$ and $\tau \equiv -\mathbf{N} \cdot B'$ are the curvature and the torsion of the curve, respectively. These components can be calculated directly by an expression
\begin{equation}
\Gamma^M_{\cal NL} = \frac{1}{2} G_{MPN} \left( \frac{\partial G_{PN}}{\partial x^L} + \frac{\partial G_{PL}}{\partial x^N} - \frac{\partial G_{NL}}{\partial x^P} \right), \quad (E3)
\end{equation}
where $G_{MN} = (\partial x^i / \partial x^M)(\partial x^i / \partial x^N)$ is the metric defined in the three-dimensional space. We can also calculate $\Gamma^M_{\cal NL}$ more quickly by deriving the Euler-Lagrange equation for $L = \frac{1}{2} G_{MN}(X) \dot{X}^M \dot{X}^N$ for the position $X^M(t)$ of a point particle at time $t$, as explained in Chap. 2 in Ref.[3].

Defining $e^i = \partial x^i / \partial x^M$ and $e^i_M \equiv \partial x^M / \partial x^i$, we can easily see that $e^i_s = e^i = T^i$, $e^i_b = e^i_n = N^i$ and $e^i_b = e^i = B^i$. With all of this setup, a procedure similar to the case of surfaces gives an expression of the spin connection $\Omega^j_s$ on curves. Let us start from an obvious identity
\begin{equation}
0 = e^j_N \Gamma^n_{sL} e^L_j + e^j_s \partial_s e^N_j, \quad (E4)
\end{equation}
which simply states that the spin connection for the flat derivative is zero, $\nabla^\flat T^j_i = \partial_\mu T^j_i$. Then, the spin connection for the curved derivative is given by truncating all of the components of $\Gamma^M_{\cal NL}$ other than $\Gamma^n_{ss}$,
\begin{equation}
\Omega^j_s = e^j_N \partial_s e^N_j \quad (E5)
\end{equation}
(note that $\Gamma^n_{ss} = 0$). By comparing these equations, we have, by Eq. (E2),
\begin{equation}
\Omega^j_s = e^j_N \Gamma^n_{sn} e^n_j + e^j_s \Gamma^n_{ns} e^n_j + e^n_n \Gamma^n_{sn} e^s_j + e^n_b \Gamma^n_{sb} e^n_j = \kappa (T^i N^j - N^i T^j) + \tau (N^i B^j - B^i N^j), \quad (E6)
\end{equation}
which gives Eq. (E7) by $\Omega^j_s = \frac{1}{2} \varepsilon^{ijk} \Omega^j_{ik}$.

We can derive this expression more directly from Eq. (E5),
\begin{equation}
\Omega^j_s = T^i T^j_i + N^i N^j_i + B^i B^j_i \quad (E7)
\end{equation}
where we have used the Frenet–Serret formula.

Appendix F: Spin connections on curves vanish in the intrinsic frame.

As described in the main text, the spin connection for a curve is $\Omega_s = \kappa B + \tau T$ in the laboratory frame. Here, we show that this spin connection vanishes when we go to the intrinsic frame.
The relevant SO(3) transformation matrix is
\[ R_{ia} \equiv (N, B, T)_{ia}. \] (F1)

It is obvious that
\[ R_{ia} N^i = \delta^a_1, \quad R_{ia} B^i = \delta^a_2, \quad R_{ia} T^i = \delta^a_3, \] (F2)
which means that \( R_{ia} \) is the rotation matrix from the laboratory (Cartesian) frame to the intrinsic frame, in the latter of which \( N, B \) and \( T \) are the basis vectors.

The spin connection \( \Omega_s \) on a curve is simply the ‘angular velocity’ of \( R \):
\[ \Omega_s^i = \frac{1}{2} \varepsilon^{ijk} \left( R \frac{d}{ds} R^{-1} \right)_{jk}, \] (F3)
which is equivalent to \( dR_{ia}/ds = \varepsilon^{ijk} \Omega_s^j R_{ka} \), or the Frenet–Serret formulas \( dX/\sigma = \Omega_s \times X \) for \( X = T, N, B \). Eq. (F3) means that \( R_{ia} \) transforms \( \Omega_s^i \) to zero, as
\[ R_{ia} \Omega_s^i + \frac{1}{2} \varepsilon^{abc} \left( R^{-1} \frac{d}{ds} R \right)_{bc} = 0. \] (F4)

These can be rephrased by using the SU(2) matrix \( \mathcal{U} \) defined as \( \mathcal{U} \sigma^i \mathcal{U}^\dagger = R_{ia} \sigma^a \). From an identity
\[ -i \mathcal{U} \frac{d}{ds} \mathcal{U}^\dagger = \frac{1}{2} \varepsilon^{ijk} \left( R \frac{d}{ds} R^{-1} \right)_{jk} \sigma^i, \] (F5)
we have
\[ \Omega_s \cdot \frac{\sigma}{2} = -i \mathcal{U} \frac{d}{ds} \mathcal{U}^\dagger, \] (F6)
which is transformed to zero in the intrinsic frame as
\[ \mathcal{U}^\dagger \left( \Omega_s \cdot \frac{\sigma}{2} \right) \mathcal{U} - i \mathcal{U}^\dagger \frac{d}{ds} \mathcal{U} = 0. \] (F7)

---
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