Distortion of magnetotelluric sounding curves by three-dimensional structures

Stephen K. Park*

ABSTRACT
Distortions of magnetotelluric fields caused by three-dimensional (3-D) structures can be severe and are not predictable using one-dimensional or two-dimensional modeling. I used a 3-D modeling algorithm based upon an extension of a generalized thin sheet analysis due to Ranganayaki and Madden (1980) to examine field distortions in crustal environments. Three major physical mechanisms cause these distortions. These mechanisms are resistive coupling between the electrical mantle and upper crust, resistive coupling between conductive features within the upper crust, and local induction of current loops within good conductors. Each mechanism produces different spatial and frequency effects upon the background field, so identification of the dominant mechanism can be used as an interpretational aid. I finally use this analysis to identify distortion mechanisms seen in magnetotelluric data from Beowawe, Nevada to aid in an interpretation of that area.

INTRODUCTION
Large-scale induction processes generate low-frequency (below 100 Hz) electromagnetic (EM) fields in the Earth. The magnetotelluric (MT) method, introduced by Cagniard (1953), uses measurement of these fields to map subsurface conductivity variations. Geologic structure is then inferred from these conductivity variations and combined with other geophysical and geologic information. The MT method has been used to map sedimentary basin structure (Vozoff, 1972), locate geothermal reservoirs (Morrison et al., 1979), delineate mineral deposits (Strangway et al., 1973), and study deep crustal structure (Swift, 1967).

Resistivity heterogeneities in the upper crust locally perturb the MT fields. Previous analyses (Berdichevskiy et al., 1973; Berdichevskiy and Dmitriev, 1976) of distortions in MT sounding curves caused by structural heterogeneity have been limited to asymptotic solutions for two-dimensional (2-D) or one three-dimensional (3-D) models. We now have methods for modeling the MT response of complicated 3-D structures (Madden and Park, 1982). An understanding of these distortions is essential because severe errors may result if data collected in a 3-D environment are interpreted with one-dimensional (1-D) or 2-D techniques. For example, Madden (1980) showed that lower crustal resistivities may be severely underestimated if 1-D interpretation methods are applied to data around 3-D structures.

I identified three distortion mechanisms in my studies of synthetic data. Each mechanism perturbs MT fields differently, so identification of the dominant distortion can be useful in interpretation. The first is resistive coupling between the upper crust and electrical mantle across the resistive lower crust. Berdichevskiy et al., (1973) were unable to examine this effect because they used an infinite resistivity for the lower crust in their analytic 2-D models. This resistive coupling was extensively discussed in Ranganayaki and Madden (1980). Its effect upon sounding curves was qualitatively examined by Park et al. (1983). The second mechanism is resistive coupling of conductive features in the upper crust. Berdichevsky and Dmitriev (1976) referred to this mechanism as the concentration, or wraparound, effect. The third mechanism is local induction of current cells within good conductors with finite dimensions. This induction effect involves coupling the source field with conductors, rather than inductive coupling between conductors. My local induction is thus quite different from the inductive coupling discussed by Berdichevskiy et al. (1973). For simplicity, I refer to these mechanisms as vertical current distortion, horizontal current distortion, and local induction, respectively.

My analysis for these mechanisms is based upon model studies of conductive features in a resistive host. Ranganayaki (1978) analyzed the opposite problem of a resistive body in a conductive ocean, where vertical current distortion was present. Berdichevsky and Dmitriev (1976) also showed that horizontal current distortion occurred around a resistive feature (wraparound effect). My local induction mechanism is not present in a resistive feature.

I show how each distortion mechanism manifests itself in synthetic sounding curves and then quantitatively evaluate the order-of-magnitude contribution from each mechanism using simple methods which can be applied to real data. I then use my methods and conventional modeling techniques to interpret MT data from the Beowawe Known Geothermal Resource Area (KGRA) in Nevada. Finally, I briefly review the theory behind my 3-D modeling algorithm.
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FIELD DISTORTION MECHANISMS

The low-frequency magnetic field induces regional electric fields (equilibrium fields) which are locally distorted by resistivity heterogeneities. I recognize three different mechanisms responsible for these perturbations at low frequencies: vertical current distortion, horizontal current distortion, and local induction. Figure 1 illustrates current patterns for these mechanisms. Current perturbations within any low-frequency band are caused by these three mechanisms acting simultaneously. The effects of one mechanism may dominate over the effects of others under certain geologic conditions. I deliberately choose models in which one mechanism, or a combination of two mechanisms, is the controlling factor for field distortions.

Current distortion mechanisms have essentially dc behavior—their electric field distortions are frequency-independent at low frequencies. Local induction, however, produces frequency-dependent effects. The regional magnetic field induces current cells in a good conductor. I use simple estimating methods to determine the order-of-magnitude effects of perturbations due to each mechanism and to examine three models whose fields exhibit current distortion and local induction.

The electric fields presented in Table 1 are approximations of the contributions from each distortion mechanism. The estimate for each mechanism is made by solving analytically an appropriate simplified model. I use an analytic solution due to Ranganayaki and Madden (1980) for an anisotropic 2-D thin layer to approximate the contribution from vertical current distortion. The contribution from horizontal current distortion is estimated using a simplified form of a solution due to Lee (1977) for a conducting ellipsoid. The electric field due to local induction is approximated using a wire loop with cross-sectional area equal to that of the heterogeneity. The details of these approximations are presented in the Appendix. Background fields are also provided at each site. The background field outside a heterogeneous feature is simply the 1-D field. The background field inside a heterogeneous body is the average current density for the crust divided by the conductivity of the body, in the absence of distortion mechanisms. This average current density is approximated from the outside 1-D electric field. Note that my background field includes the “S effect” (Berdichevskiy and Dmitriev, 1976).

Vertical current distortion

Vertical current distortion is a result of resistive coupling between the upper crust and upper mantle. Figure 2 presents the model I use to illustrate the effects of vertical and horizontal current distortion. The model consists of an L-shaped valley with a resistivity of 10 Ω·m. The surrounding region has a resistivity of 400 Ω·m. The heterogeneous layer at the surface is underlain by the 1-D structure also shown in Figure 2. I reduce the resistivity of the 10 000 Ω·m lower crust to 1 000 Ω·m to illustrate the adjustment-distance effect. The adjustment distance is a measure of how easily vertical current can flow into or out of a surface heterogeneity and is discussed in the Appendix. This distance is essentially a horizontal “skin depth” associated with vertical current flow. The adjustment distance decreases as the resistivity of the lower crust decreases and vertical current flow becomes easier.

Table 1. Estimates of electric field contributions (in V/m) from vertical current distortion (VCD), horizontal current distortion (HCD), and local induction (LI) for models presented in Figures 2 and 5. Background fields are provided for reference. Background field outside a heterogeneity is the corresponding 1-D field at infinity. Background field inside is the outside 1-D current density divided by the conductivity of the heterogeneity. Contributions have been calculated for .01 Hz. Two sets of sounding curves are presented in each of Figures 3 and 4, so these sites are appended with the lower crustal resistivity used to generate the curves.

| Site       | North-south contribution estimates | East-west contribution estimates |
|------------|-----------------------------------|----------------------------------|
|            | VCD      | HCD     | LI       | Back    | VCD      | HCD     | LI       | Back    |
| Figure 3 (10^4) | 10°^-3   | 2.6 × 10°^-4 | 2.0 × 10°^-5 | 10°^-4 | 4.1 × 10°^-4 | 3.1 × 10°^-5 | 2.0 × 10°^-5 | 10°^-4 |
| Figure 3 (10^3) | 1.9 × 10°^-3 | 2.5 × 10°^-4 | 2.2 × 10°^-5 | 9.0 × 10°^-5 | 10°^-3 | 3.0 × 10°^-5 | 2.0 × 10°^-5 | 9.0 × 10°^-5 |
| Figure 4 (10^4) | 4.7 × 10°^-4 | 2.5 × 10°^-4 | 0 | 3.9 × 10°^-3 | Not computed | Not computed |
| Figure 4 (10^3) | 10°^-8 | 2.4 × 10°^-4 | 0 | 3.7 × 10°^-3 | Not computed |
| Figure 6     | 2.3 × 10°^-5 | 4.4 × 10°^-5 | 7.5 × 10°^-5 | 1.5 × 10°^-5 | 8.2 × 10°^-6 | 5.0 × 10°^-6 | 8.0 × 10°^-5 | 1.5 × 10°^-5 |

Fig. 1. Current patterns generated by distortion mechanisms around a conductive body.
The sounding curves in Figure 3 are for site A within the conductive feature (Figure 2). Two sets of curves are presented: one for a lower crustal resistivity of 10 000 Ω·m (solid lines); and one for a lower crustal resistivity of 1 000 Ω·m (dotted lines). As Table 1 indicates, vertical current distortion is the dominant mechanism controlling field behavior inside the heterogeneity for both values of lower crustal resistivity. The electric field estimates given in Table 1 for Figure 3 are largest for vertical current distortion. The adjustment distance decreases from 191 km to 136 km (see the Appendix) on reducing the lower crustal resistivity by an order of magnitude. Vertical current flow into the conductive feature thus becomes easier, and the sounding curves are shifted up for the model with the smaller lower crustal resistivity. The parallel offset in Figure 3 reflects the frequency-independent nature of vertical current distortion at low frequencies.

The shapes of the curves (and hence the phases) to the left of the maxima in Figure 3 are dictated by the structure beneath the heterogeneous layer. The structure used here is homoge-
neous, so the low-frequency portions of the sounding curves resemble the outside 1-D curve (dashed line). The extrema on the sounding curves in Figure 3 between .01 and .1 Hz are not due to deep structure, but are caused by surface heterogeneity. The resistivity contrast, thickness, and size of the heterogeneity control the amount of shift and location of inflection points. The result is a curve which resembles a shifted version of the outside 1-D curve at low frequencies.

**Horizontal current distortion**

The effect of a heterogeneity upon the fields at a distant site diminishes as the adjustment distance decreases. The sounding curves at site B in Figure 2 are shown in Figure 4. This site is in a locally 1-D environment, yet the sounding curves indicate heterogeneity. Site B is 5 adjustment distances from the L-shaped valley for the lower crustal resistivity of 10 000 Ω·m and 18 adjustment distances for the resistivity of 1 000 Ω·m. Accordingly, vertical current distortion is expected to be relatively more important at site B for the more resistive lower crust. Comparison of the electric field estimates for Figure 4 given in Table 1 shows that horizontal current distortion is the dominant mechanism for the lower crustal resistivity of 1 000 Ω·m. Independent confirmation of the dominance of horizontal current distortion is shown in Figure 4. Reduction of the lower crustal resistivity should produce significant differences between the two sets of curves in Figure 4 if vertical current distortion is dominant. Minor changes will result if horizontal current distortion is dominant. Minor shifts in the sounding curves are observed as the adjustment distance is decreased by a factor of 3. The ratio of the maximum to minimum apparent resistivity curves remains the same. Horizontal current distortion is thus the dominant mechanism. This type of distortion also results in parallel offset sounding curves because it is a frequency-independent effect at these low frequencies.

**Local induction**

The distortion mechanisms discussed thus far produce frequency-independent shifts of sounding curves at low frequencies. The sounding curves within a heterogeneity resemble shifted versions of the 1-D sounding curve outside the heterogeneity. Local induction, however, is a frequency-dependent phenomenon. Apparent resistivity as expected to be proportional to frequency $[E \times f]$ from equation (A-13) and $\rho_a E^2 / f$ in the absence of other mechanisms. This frequency-dependent offset from the outside 1-D curve is seen in the sounding curves at site A which is shown in Figure 5. These sounding curves are presented in Figure 6.

The shape of the north-south apparent resistivity in Figure 6 is more similar to that of the outside 1-D curve than is the shape of the east-west apparent resistivity. I deduce from the electric field estimates for Figure 6 in Table 1 that current distortion is dominant. Minor changes will result if horizontal current distortion is dominant. Minor shifts in the sounding curves are observed as the adjustment distance is decreased by a factor of 3. The ratio of the maximum to minimum apparent resistivity curves remains the same. Horizontal current distortion is thus the dominant mechanism. This type of distortion also results in parallel offset sounding curves because it is a frequency-independent effect at these low frequencies.

---

**Fig. 5.** Model of 1 Ω·m conductor used to generate sounding curves in Figure 6 (site A). The conductor consists of a 50 km wide, 150 km long, and 4 km thick body. Model presentation is identical to that in Figure 2.

**Fig. 6.** Sounding curves inside a good conductor (site A in Figure 5). The corresponding 1-D curve (dashed line) outside the conductor is shown for reference. Maximum and minimum apparent resistivities are labeled with their appropriate directions. Fields were only computed up to frequencies of .1 Hz because of numerical inaccuracies at higher frequencies for this conductor.
Distortion and local induction are equally important in the north-south direction. Local induction effects are an order of magnitude larger than those of current distortion in the east-west direction, however. Evidence for this conclusion consists of the steeper slope on the east-west sounding curve in Figure 6 and the electric field estimates for Figure 6 in Table 1. The balance between current distortion and local induction is affected by two factors in this case. First, induction in thin, tabular bodies [see equation (A-13)] is independent of geometry except for thickness. The contribution from local induction is thus almost constant for the north-south and east-west directions (some variation exists because of magnetic field differences for these directions). Second, current distortion effects in a particular direction inside a heterogeneity are increased by lengthening the body in that direction. More vertical current may be attracted by a longer conductor (see the Appendix). Current distortion is hence relatively more important in the north-south direction than in the east-west direction.

Local induction effects enhance the electric field within a conductor. This is enhancement over the background field, however, not the inside 1-D field. The background field (1.5 × 10⁻⁵ V/m) is much smaller than the inside 1-D field (2.9 × 10⁻⁵ V/m) for the model in Figure 5, and adding an induction term (7.5 × 10⁻⁵ V/m) does not raise the total field to the level of the 1-D field. It is thus possible to produce apparent resistivities that are less than intrinsic resistivities and still have local induction as the dominant mechanism.

Summary

Heterogeneities distort the low-frequency "equilibrium" fields in different ways, depending upon which mechanism is dominant. The perturbations appear as parallel offsets of sounding curves when current distortion is important. The principal difference between horizontal and vertical current distortions is that the variations decay away from the contacts differently [see equations (A-3), (A-4), and (A-10) in the Appendix]. Local induction effects, however, are frequency-dependent distortions. These effects are only seen in regions where interaction of the source field with high resistivity contrasts (10⁰ : 1 or larger) produces closed current cells.

BEOWAWE KGRA, NEVADA

I now present MT sounding curves from the Beowawe KGRA in Nevada which exhibit both the current distortion and local induction effects discussed above. I discuss the interpretation of these data, highlighting evidence for these mechanisms. These data were collected by Geotronics Corporation for Chevron Resources Company, and they were qualitatively interpreted by Swift (1979). My interpretation substantially agrees with Swift's, with one exception as noted.

Removal of surface heterogeneity

The locations of the 11 sites used from this survey are shown on a generalized geologic map in Figure 7. I have grouped these sites according to geographical location and similarity in sounding curve shape and overlap the curves in Figures 8 and 9. The curves roughly cluster into one set to the northeast and another to the southwest.

The effects of surface heterogeneity are next removed from these sites. I conclude that the dominant mechanism is current distortion (both horizontal and vertical) from the parallel offsets of the sounding curves in the frequency range 10⁻¹⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻apg of resistance. These effects are only seen in regions where interaction of the source field with high resistivity contrasts (10⁰ : 1 or larger) produces closed current cells.

Effect of surrounding basins

I constructed a model accurately reflecting the 3-D heterogeneity of the top 1 500 m at Beowawe to examine the effects of the alternating basin-outcrop structure. This model was based upon drill holes, gravity data (Erwin, 1974), surface geology (Figure 7), and dc resistivity (Smith, 1979). Smith (1979) observed that resistivities of the alluvium in Whirlwind Valley differed little from those of the surrounding outcrop. Whirlwind Valley is only 50 m deep, based on drilling information (Chevron Resources Company, 1976). Hence, all the sites essentially lie above resistive (~100 Ω·m) material. Small splits in the sounding curves, with maximum-to-minimum apparent resistivities at 100 s periods of 1.5, result from distortion of the fields by the neighboring valleys. A structure consisting solely of the observed laterally heterogeneous features is an inadequate model for Beowawe, and deeper structures must be present.

Two-dimensional interpretation

The direction of maximum apparent resistivity is consistently northeast-southwest at low frequencies, based upon the rotation angles for these sites. The upper directions, however, show a consistent northwest-southeast trend for regional current flow. (The 3-D model discussed above was incapable of producing these rotation angles and upper directions.) Stewart et al. (1975) inferred a series of north-northwest trending diabase dikes beneath this region based on aeromagnetic data and geologic evidence. Proprietary MT data (Chevron Resources Co., 1976) to the southeast closely resemble our sounding curves and rotation angles. I conclude from all of these data that my sites lie over elongated, anisotropic body with a northwest strike direction. I was unable to produce an isotropic body which the direction of maximum apparent resistivity was at right angles to the direction of current flow. [Swift (1979) also concluded that Beowawe must be underlain by an anisotropic body.] The anisotropy is not an intrinsic material property—its results from fine-scale heterogeneity. Vertically emplaced resistive dikes intruding into conductive sediments would produce a structure which is resistive across strike and conductive along strike. The direction of maximum apparent resistivity is just the direction of maximum electric field, and the present anisotropic feature as described would produce this same maximum direction.

Evidence of current entrapment in the upper crust can be seen in Figure 11. The maximum apparent resistivity is in-
versely proportional to frequency in the range 0.01–0.1 Hz. The impedance $|E/H|$ is thus constant in this frequency band. Current is not escaping into the mantle at the lower frequencies, or the impedance would decrease. I infer from this that the lower crust must be resistive in order to trap this current. My conclusion here differs from the conclusion reached by Swift (1979) that the lower crust must be conductive. My structure is a buried, elongated feature with a northwest strike direction. The body is conductive along strike and resistive across it. This body is underlain by a resistive lower crust. The cross-section of a 2-D model which yields a good fit to the sounding curves in Figures 10 and 11 is shown in Figure 12. I use a 2-D model because it satisfactorily fits all of my data and the geology. Three-dimensional modeling is not justified in this case, except to verify that the 2-D model is adequate.

Current distortion effects are seen when comparing the maximum apparent resistivity curves in Figures 10 and 11. The low-frequency portions of these curves are parallel, but offset. Current distortion is the dominant mechanism in the northeast direction. The maximum curve in Figure 11 is lower than that

FIG. 7. Generalized geologic map of Beowawe, Nevada (after Roberts et al., 1967, and Stewart et al., 1977). MT sites are heavy black dots, and site numbers are shown.
Distortion of MT Sound Curves

Fig. 8. Sounding curves for generalized site 1 uncorrected for surface heterogeneity. Individual phase plots for sites 10, 11, and 12 are not shown because of congestion on plot.

Fig. 9. Sounding curves for generalized site 2. These are not yet corrected for surface heterogeneity. Individual site numbers are shown next to each curve.

Fig. 10. Sounding curves at generalized site 1 corrected for surface heterogeneity. A good fit (dashed line) to the data generated with the model in Figure 12 is shown.

Fig. 11. Sounding curves at generalized site 2 corrected for surface heterogeneity. A good fit (dashed line) to the data generated for the model in Figure 12 is shown.
in Figure 10, so generalized site 2 is closer to an edge of the buried feature. The lack of shape similarity for the maximum and minimum curves in either Figures 10 or 11 suggests that local induction is important in the northwesterly direction. The minimum apparent resistivities decrease proportionally with frequency, which also suggests local induction effects. Local induction occurs only when the structure is very conductive, so the feature is conductive in the northwest-southeast direction. The structural inferences drawn from analysis of the distortion mechanism evident in the data thus confirm certain aspects of my qualitative interpretation.

I deduce from my analysis of local induction that the length (or width) of a thin, tabular body is not a critical feature of the model. Equation (A-13) reduces to

$$E_m, i = \frac{j\omega \mu H \Delta Z}{2},$$

if $\Delta Y \gg \Delta Z$. Induction effects are dependent only upon the thickness of the conductive feature. The sounding curves for the generalized sites were fitted with sounding curves generated using a 2-D modeling program, although the structure is 3-D. The 2-D sounding curves in Figures 10 and 11 do not change appreciably when the 2-D body is truncated because local induction dominates the field behavior in the northwest direction.

The effects of truncation upon the sounding curves from the 2-D model have been examined, and the results from this test are shown in Table 2. The apparent resistivities presented in Table 2 were generated for a frequency of 0.01 Hz using my 3-D modeling program. I varied the length-to-width ratio (aspect ratio) for a conductive valley. The cross-section of the conductive valley was identical to that in Figure 12, except that the aspect ratio of 3:1 was replaced by an isotropic, 1 $\Omega$·m conductor. The apparent resistivity along strike only varied by 30 percent as I changed the length-to-width aspect ratio from $\infty$ to 1. (Any observation concerning the apparent resistivity across strike is irrelevant because the model is also conductive in that direction.)

**Summary**

I used the insights learned from my study of distortion mechanisms to interpret MT data from Beowawe qualitatively. Comparison of sounding curves from different sites yields evidence of current distortion. This evidence is used to constrain the structural geometry. The steep slopes for the minimum apparent resistivities indicate local induction effects, and thus the structure is conductive in the northwest-southeast direction. I am not able to limit the length along strike of our buried feature. I can only establish a minimum length of 120 km from the present study of aspect ratios (Table 2).

**FORMULATION**

The synthetic sounding curves examined above were generated using a 3-D modeling program discussed in Madden and Park (1982). The program is based on an extension of the generalized thin sheet analysis (Ranganayaki and Madden, 1980). Their original work used only one heterogeneous layer, while I can stack many heterogeneous layers to build up a general 3-D medium. The following is a brief review of the theory behind the modeling algorithm.

Conductivities in the crust range from 0.00001 $\Omega$·m to 10 $\Omega$·m, so displacement currents are much smaller than conduction currents for the MT method. Maxwell's equations thus reduce to

$$\mathbf{V} \times \mathbf{E} = j\omega \mu \mathbf{H}$$

and

$$\mathbf{V} \times \mathbf{H} = \sigma \mathbf{E}$$

using a time dependence of exp ($-\omega t$). Assume that the medium is transversely isotropic, with the z-axis as a symmetry axis. The conductivity tensor may thus be partitioned into a horizontal conductivity tensor $[\sigma_h]$ and a vertical conductivity $\sigma_z$. This generalization allows modeling of the anisotropic conductivity, if desired. The conductivity tensor for the medium is thus

| Aspect ratio | Model size | $\rho_a$ across strike | $\rho_a$ along strike |
|--------------|------------|------------------------|----------------------|
| $\infty$     | 40 km x $\infty$ | .58                    | 1.56                 |
| 7:1          | 40 km x 280 km | .58                    | 1.93                 |
| 3:1          | 40 km x 120 km | .56                    | 1.74                 |
| 3:1*         | 40 km x 120 km | .60                    | 1.52                 |
| 1:1          | 40 km x 40 km  | .99                    | .99                  |

*Denotes test of repetition assumption using rectangular blocks with aspect ratio of 3:1.
The heterogeneous thin layers are stacked to build up a general
and used to continue fields across a heterogeneous thin layer.

where \( E_z = (E_x, E_y) \), \( H_z = (H_x, H_y) \), \( \mathbf{V}_s = (\partial / \partial x, \partial / \partial y) \), \( \rho_s = 1 / \sigma_s \), and \( i_z \) is the unit vector in the \( z \)-direction (downward). This formulation is similar to that of Ranganayaki and Madden (1980).

The vertical derivatives in equations (5) and (6) are approximated using finite differencing (hence the term "thin sheet") and get

\[
E_z = E_z^- + \Delta z [j \omega \mu_i (i_z \times H_z^-)]
\]

and

\[
H_z = H_z^- + \Delta z [i_z \times (\mathbf{q} \times E_z^-)]
\]

where \( E_z^- \) and \( H_z^- \) are the fields above the thin layer, and \( E_z^+ \) and \( H_z^+ \) are the fields below the thin layer. Equations (7) and (8) are used to continue fields across a heterogeneous thin layer.

The horizontal derivatives in equations (7) and (8) are not approximated using finite-differences because I use a horizontal step size equal to the smallest scale length for conductivity variations. Instead I assume the conductivity structure, and thus the field variations, are accurately represented with a finite set of wavenumbers. Horizontal derivatives are computed exactly in the wavenumber domain using wavenumber multiplication. This assumption places restrictions upon the model: the structure shown in Figure 13 repeats indefinitely in the \( x \)- and \( y \)-directions, and the minimum wavelength of the lateral heterogeneities must be greater than the Nyquist wavelength.

The results of a test of the effects of model repetition are included in Table 2. The second entry for an aspect ratio of 3 was calculated using a single, rectangular block 40 km by 120 km. This change moved the nearest north-south image feature 4 times farther away. The apparent resistivity along strike is virtually unchanged from the 2-D value. I thus believe most of the variability seen in Table 2 is due to repetition effects and not truncation of the 2-D body.

Spectral analysis (Orszag, 1972) is used for the fields at the Earth's surface. I first find all possible solutions to the problem (a finite set because I am restricted to a finite set of wavenumbers) and then apply source and boundary conditions at the Earth's surface. These boundary conditions allow me to combine my set of all possible solutions into a single solution which simultaneously satisfies Maxwell's equations and the boundary conditions everywhere.

The next step is to determine the set of all possible solutions. The magnetic field at the bottom of the stack of heterogeneous layers \( H_s \) is completely represented by a finite-length Fourier series with exponential terms \( \exp(j k_x x + j k_y y) \). A fast and efficient procedure for computing the set of all possible solutions is to propagate the fields formed with each exponential term up through the heterogeneous stack separately. The fields so propagated will not be composed of a single exponential term at the surface, but they will contain the complete set of exponential terms. The heterogeneous conductivity structure imparts a wavenumber structure to the fields at the surface. I use \( (k_x, k_y) \) to denote the original wavenumber structure chosen for the starting fields and \( (k_s', k_s') \) to denote the total wavenumber structure.

The Fourier coefficient \( A(k_x', k_y') \) for each exponential is initially unknown, but is determined by solving a set of simultaneous equations representing the source and boundary conditions at the Earth's surface. I must use two orthogonal polarizations because \( H_s \) is a vector. The two trial forms for \( H_s \) are thus

\[
H_s = (A, 0) \exp (-i \cdot r),
\]

and

\[
H_s = (0, A') \exp (-i \cdot r).
\]

An impedance boundary condition is applied at the bottom of the heterogeneous stack to account for the medium beneath the stack. The electric field corresponding to \( H_s \) is thus \( E_s(k_x', k_y') = \mathbf{Z}(k_x', k_y') H_s(k_x', k_y') \). The magnetic fields given by equations (9) and (10), and their corresponding electric fields, are continued up through the heterogeneous stack to the Earth's surface using equations (7) and (8). The continuation is done for each possible \( (k_x', k_y') \) wavenumber pair.

The Fourier coefficients \( A \) and \( A' \) are carried up through the stack of layers without modification because the Fourier transform, the tensor impedance \( \mathbf{Z}(k_x', k_y') \), and the differential operators in equations (7) and (8) are linear operators. Suppose one wants to continue \( (E_z^+ , H_z^+) = (A E_z^- , A^* H_z^-) \) up through one layer. Equations (7) and (8) can be represented by the linear equations

\[
E_z^+ = E_z^- + F H_z^-,
\]

and

\[
H_z^+ = H_z^- + G E_z^-.
\]

![Fig. 13. Stack of heterogeneous and homogeneous layers used by modeling algorithm. Coordinate system is shown (not to scale).](image-url)
Substitute \((E', H')\) into equations (11) and (12) to get
\[
E' = AE' + AFH'
\] (13)
and
\[
H' = AH' + AGE'.
\] (14)
I use the linearity properties of \(F\) and \(G\) and the definitions \(E' = E_+ + FH_+\) and \(H' = H_+ + GE_+\) to rewrite equations (13) and (14)
\[
E' = AE_+ ,
\] (15)
and
\[
H' = AH_+ .
\] (16)
The coefficient multiplying \((E_+, H_+)\) is the same scalar constant multiplying \((E_-, H_-)\). There is a unique, but undetermined, coefficient \(A(k', k')\) for each trial value of \(H_{SB}\).

Our set of all possible solutions at the Earth’s surface is complete because \(H_{SB}\) is completely characterized by a finite Fourier series. Every possible horizontal wavenumber pair has been used, under the assumption of a finite set as a starting solution. The fields at the Earth’s surface are thus given by
\[
E_{SR}(kx, ky) = \frac{1}{\mu} A(k', k')
\] (17)
and
\[
H_{SR}(kx, ky) = \frac{1}{\nu} A(k', k')
\] (18)
where \(E_i(kx, ky; k', k')\) and \(H_i(kx, ky; k', k')\) are the fields computed for each one of the starting wavenumber pairs \((k', k')\).

I use a current sheet at the Earth’s surface as a source and an outgoing admittance condition to represent the air (Ranganayaki and Madden, 1980). The surface boundary condition is thus
\[
Y_{\text{air}} \cdot E_{SR} - H_{SR} = i_z \times J_z .
\] (19)
Substituting equations (17) and (18) into equation (19) and rewriting to get a system of equations involving \(A(k', k')\), there results
\[
\sum_{k', k'} A(k', k') [Y_{\text{air}} (kx, ky) E_i (kx, ky; k', k') - H_i (kx, ky; k', k')] = i_z \times J_z (kx, ky).
\] (20)
Equation (20) gives one equation for each unique \((k_x, k_y)\) pair, so one can solve for \(A(k', k')\). Substituting these coefficients back into equations (17) and (18) yields the surface electric and magnetic fields.

**Comparison to 2-D modeling**

The above assumption that the conductivity structure is accurately represented with a finite set of horizontal wavenumbers forces the structure to repeat indefinitely. Image structures may contribute to field changes near the primary structure being modeled. Figure 14 presents a comparison of results over a 2-D body computed using the algorithm described above and a 2-D network modeling program (Madden, 1971). The body has infinite length along strike for both programs, but the 3-D program has image conductors spaced every 180 km apart. My model with its imaged conductors has an effective horizontal conductance for the top layer 11 percent higher than that for the network model with its single conductor. More current flows in the heterogeneous layer of my model than that for the network model, but the outside resistivity is the same. Hence, the perpendicular apparent resistivity \(\rho_{\perp}\) outside the heterogeneity is larger for the 3-D program than for the network program. This difference is apparent in Figure 14. The increased horizontal conductance also affects the phase of the perpendicular magnetic field. Thus, the phase of the parallel \(\rho_{\|}\) differs (Figure 14). Results from the two modeling programs otherwise agree. I then expect field errors of a few percent due to the repetition assumption in the following analysis of distortion mechanisms.

**CONCLUSIONS**

I have presented a method for modeling magnetotelluric fields near 3-D structures. Analysis of modeling results shows...
that fields near such structures are perturbed by three distortion mechanisms: resistive coupling of the upper crust and electrical mantle; resistive coupling between conductive features in the upper crust; and induction of local current loops in good conductors. My analysis was done for a conductive body in a resistive host, but the first two mechanisms still appear in the problem of a resistive feature in a conductive background.

All three mechanisms produce different spatial and frequency behavior in data, so identification of the dominant mechanism can aid an interpretation. I have shown an example of such an interpretation with data from the Beowawe KGRA in Nevada.

I am presently developing an efficient 3-D inversion based on our forward modeling scheme. Generalized reciprocity (Lanczos, 1956) is used to express the surface field change due to a conductivity perturbation in terms of the solution to the adjoint problem. It is hoped this inversion will lend insight into the question of uniqueness for 3-D structures.
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Madden (1980) gave the solution for the perpendicular electric field over an anisotropic thin sheet (see Figure A-1):

$$ E_1 = E_0_1 - \frac{\sigma_1 E_0_1 - \sigma_2 E_0_2}{\sigma_1 + \sigma_2} \times \exp \left[ -\frac{|x|}{\sqrt{\sigma_1 \Delta Z_{1} \rho_1 \Delta Z_2}} \right] \quad (A-1) $$

and

$$ E_2 = E_0_2 + \frac{\sigma_1 E_0_1 - \sigma_2 E_0_2}{\sqrt{\sigma_1 \sigma_2}} \times \exp \left[ -\frac{|x|}{\sqrt{\sigma_2 \Delta Z_1 \rho_2 \Delta Z_2}} \right] \quad (A-2) $$

where $E_0_1$ and $E_0_2$ are the respective 1-D solutions, $\sigma_1$ and $\sigma_2$ are horizontal conductivities, and $\rho_1$ and $\rho_2$ are vertical resistivities. Observe from equation (A-2) that the electric field is enhanced on the resistive side of the contact (side 2) because the conductor attracts current. This excess current is responsible for the electric field distortion. The distortion is thus given by

$$ \Delta E_{out, VCG} = \frac{\sigma_1 E_0_1 - \sigma_2 E_0_2}{\sqrt{\sigma_1 \sigma_2}} \times \exp \left[ -\frac{|x|}{\sqrt{\sigma_1 \Delta Z_1 \rho_1 \Delta Z_2}} \right] \quad (A-3) $$

APPENDIX

I present in this appendix the simple methods I used to estimate the order-of-magnitude contributions from each of the distortion mechanisms discussed. The estimation procedures used for vertical and horizontal current distortion are dc approximations. The estimates are thus only valid at low frequencies where the thickness of the heterogeneous region is much greater than the skin depth. All estimates are based upon a rudimentary knowledge of the geometry and conductivity of the structure, so they may also be used as an interpretational aid.

Vertical current distortion

Consider vertical current distortion first. Rangaranyaki and Madden (1980) gave the solution for the perpendicular electric field over an anisotropic thin sheet (see Figure A-1):
current flow is the difference between the field in equation (A-1) and the field at the contact, and is

$$\Delta E_{\text{in,VCG}} = \frac{\sigma_1 E_{01} - \sigma_2 E_{02}}{\sigma_1 + \sigma_2} \times \left[ 1 - \exp \left[ -|x|/\sqrt{(\sigma_1 \Delta Z_1 \Delta Z_2)} \right] \right]. \quad (A-4)$$

The parameter given by $\sqrt{(\sigma_1 \Delta Z_1 \Delta Z_2)}$ is called the “adjustment distance” (Ranganayaki and Madden, 1980) and is a measure of how easily vertical current is attracted by a conductor. The adjustment distance is calculated from the integrated conductance of the surface layer and the integrated resistance of the underlying structure. A resistive lower crust prevents current flow from the mantle, and fields would thus remain depressed inside a conductive feature for many kilometers. Both field distortions in equations (A-3) and (A-4) have exponential behavior, so the adjustment distance is essentially a horizontal “skin depth” associated with vertical current flow. Finally, the distortions in equations (A-3) and (A-4) are frequency-independent in the frequency ranges where thin-sheet analysis (Ranganayaki and Madden, 1980) is valid.

**Horizontal current distortion**

I simplify the solution by Lee (1977) for telluric fields around a 3-D ellipsoid to estimate horizontal current distortion effects. His solution for the 3-D ellipsoid contains both horizontal and vertical current effects, but I want just horizontal ones. I thus reduce the problem to a vertically oriented 2-D body with elliptical cross-section (Figure A-1). The electric fields inside and outside the body are

$$E_{\text{in}} = \left[ \frac{E_o}{1 + A_0 (\varepsilon - 1)} \right], \quad (A-5)$$

and

$$E_{\text{out}} = \left[ \frac{E_o}{1 + A_0 (\varepsilon - 1)} \right] \left( -A_k - x \frac{\partial A_k}{\partial x} \right),$$

$$\times \left[ \frac{E_o (\varepsilon - 1)}{1 + A_0 (\varepsilon - 1)} \right] \left( -y \frac{\partial A_k}{\partial y} \right), \quad (A-6)$$

where the background field is $E_o$ in the $x$-direction, $\varepsilon = \sigma_1/\sigma_2$, and $A_k$ is given by

$$A_k = \frac{ab}{2} \int_0^X \frac{du}{(a^2 + u)^{1.5} (b^2 + u)^{0.5}}. \quad (A-7)$$

$A_0$ is $A_k$ evaluated for $\lambda = 0$, and $\lambda$ is the positive real root of

$$\frac{X^2}{a^2 + \lambda} + \frac{Y^2}{b^2 + \lambda} = 1. \quad (A-8)$$

I wish only to examine $E_{\text{out}}$ along the symmetry axis of the body given by $y = 0$, so equation (A-6) reduces to

$$E_{\text{out}} = \left[ \frac{E_o}{1 + A_0 (\varepsilon - 1)} \right] \left( \frac{x}{\sqrt{x^2 - a^2 + b^2} - 1} \right)$$

$$\times \left( \frac{ab}{a^2 - b^2} \right), \quad (A-9)$$

The change in the outside field due to horizontal current gathering is the field increase over the background field ($E_o$), and is

$$\Delta E_{\text{out,HC}} = \frac{E_o (\varepsilon - 1)}{1 + A_0 (\varepsilon - 1)} \left( \frac{x}{\sqrt{x^2 - a^2 + b^2} - 1} \right)$$

$$\times \left( \frac{ab}{a^2 - b^2} \right). \quad (A-10)$$

The field distortion inside is not so simple. The electric field change due to excess current attracted to the conductor is needed. The background current density is $\sigma_2 E_o$ in the absence of the elliptical body. I define the “background” field inside as that field which would be present if the background current density were flowing in a uniform conductor with conductivity $\sigma_1$. This is identical to the treatment by Berdichevskiy and Dmitriev (1976) of their “$S$ effect”. The background field inside

---

**Fig. A-1. Models used to estimate current distortion effects.** The upper model is used for horizontal current distortion (HCG), and the lower model is used for vertical current distortion (VCQ). The upper model is a vertical body of ellipsoidal cross-section as shown and conductivity $\sigma_1$ immersed in a homogeneous medium with conductivity $\sigma_2$. The background field is shown by $E_o$. The lower model is that of an anisotropic thin sheet. The sheet is divided into two half-planes, each with vertical resistivity $\rho_1$, horizontal conductivity $\sigma_1$ and total thickness $\Delta Z_1 + \Delta Z_2$. **
is thus $E_0/e$, and the distortion inside caused by horizontal current gathering is

$$\Delta E_{\text{h, HCG}} = \frac{E_0}{1 + A_0(e + 1)} - \frac{E_0}{e}. \quad (A-11)$$

The electric field perturbations due to horizontal current distortion vary as a low-order polynomial in distance outside the heterogeneity and are constant with position inside. These solutions are strictly dc solutions, so they only apply at low frequencies.

**Local Induction**

The last mechanism I examine is local induction. The ac magnetic field induces current cells in a conductive body. The magnetic field has a large, spatially constant component (80-90 percent of the total field) within the body, and this component is coupled to internal current cells. An analysis of the transient response of a dissipative waveguide shows that the fundamental mode of excitation decays least fast. I assume that only the fundamental mode is present for this approximation. The decay time for a 2-D conductor of width $\Delta Y$ and thickness $\Delta Z$ in an insulating medium is

$$T_{\text{me, decay}} = \frac{2\mu_0 \sigma \Delta Z^2}{\pi} \left( n^2 + m^2 \frac{\Delta Y^2}{\Delta Z^2} \right)^{-1}. \quad (A-12)$$

The lowest order mode is given by $m = n = 1$, and the decay time for this mode for the conductor in Figure 5 is 13 s. Hence, the decay time is in the range of periods in which we are interested. The electric field due to this coupling is estimated using Faraday's law

$$\int E \cdot dl = j\mu_0 \int H \cdot da, \quad (A-13)$$

where $A$ is the area encircled by the path $l$. The area of the current loop is roughly the cross-section of the body ($\Delta Y$ long and $\Delta Z$ thick), and $E$ is assumed constant on the path. Evaluation of equation (A-13) yields

$$E_{m,1} = j\mu_0 H \Delta Y \Delta Z / (2 \Delta Y + 2 \Delta Z). \quad (A-14)$$

Equation (A-14) also gives the distortion caused by local induction because this mechanism contributes nothing to the background field. Local induction effects will also exist outside the conductive body. An approximation of these effects is the field due to a horizontal magnetic dipole with moment $m = l(\Delta Y \Delta Z)$. Stratton (1941) gave the far-field electric field for this dipole as

$$E_\phi = \frac{k^2}{4\pi} \frac{1}{\sqrt{\frac{1}{\varepsilon} \left( \frac{k R^2}{R} + \frac{k R^2}{R^2} \right)}} |m| \sin \theta, \quad (A-15)$$

where $E_\phi$ is the $\phi$ component in a spherical coordinate system aligned along the axis of the horizontal dipole, $R$ is the distance to the dipole, and $k^2 = \omega^2 \mu_0$.

The simple-minded estimates in equations (A-3), (A-4), (A-10), (A-11), (A-14), and (A-15) for field perturbations due to vertical current distortion, horizontal current distortion, and local induction are approximate at best. None of the models used to derive these estimates are accurate representations of 3-D bodies. The estimates thus only suffice for an order-of-magnitude study of the dominant distortion mechanism.