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Abstract. We consider constrained partial differential equations of hyperbolic type with a small parameter $\varepsilon > 0$, which turn parabolic in the limit case, i.e., for $\varepsilon = 0$. The well-posedness of the resulting systems is discussed and the corresponding solutions are compared in terms of the parameter $\varepsilon$. For the analysis, we consider the system equations as partial differential–algebraic equation based on the variational formulation of the problem. For a particular choice of the initial data, we reach first- and second-order estimates. For general initial data, lower-order estimates are proven and their optimality is shown numerically.
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1. Introduction

Singularly perturbed differential and evolution equations have been analyzed for many decades already (see [KP03] for a review) and cover the entire spectrum of elliptic, parabolic, as well as hyperbolic systems. In this paper, we are concerned with the asymptotics of hyperbolic–parabolic singular systems, i.e., hyperbolic systems with a parabolic limit case. These systems are well-studied in the unconstrained case: In [Lio73, GG06], linear and rooty convergence rates for the variables of the linear damped wave equation are proven. Later, these results were extended to nonlinear systems [EW88, Esh90, HY07, GG12] as well as integral expressions [Esh87b, LLX05]. Resulting estimates can be used, e.g., in the theory of boundary layers or as a tool for the design of numerical algorithms [Esh87a], which also serves as motivation for the present work.

For the particular case of one-dimensional gas networks, i.e., a coupled system of hyperbolic equations, perturbation results have been derived in [EK18b]. In general, such network structures can be modeled as constrained partial differential equations, where the constraints are naturally given by the junctions within the network, reflecting fundamental physical properties. Such an approach leads to partial differential–algebraic equations (PDAEs), cf. [EM13, LMT13, Alt15], which may be interpreted as differential–algebraic equations in Banach spaces. For the sake of completeness, we would like to mention that one may also consider the network as a domain on which the differential equations are stated [Mug14]. In this approach, however, inhomogeneous boundary conditions still account for constraints on the solution.

In this paper, we focus on singularly perturbed (linear) PDAEs of first order (in time) that are hyperbolic, i.e., we consider hyperbolic partial differential equations including a small parameter $\varepsilon$, which underlie an additional constraint. The singular perturbation of
the considered PDAEs is characterized through the property that the system is of hyperbolic nature for \( \varepsilon > 0 \) and parabolic in the limit case \( \varepsilon = 0 \). Throughout the paper, we present three examples in more detail.

**Example 1.1** (Damped acoustic wave equation). Consider the damped wave equation \( \ddot{u} + d \dot{u} - c^2 \Delta u = 0 \) with the damping parameter \( d \) being proportional to the square of the speed of sound \( c \). Setting \( \varepsilon = 1/c^2 \), we can rewrite this as

\[
\dot{u} + \nabla \cdot w = 0,
\varepsilon \dot{w} + \nabla u + \frac{d}{c^2} w = 0,
\]

cf. [Bra07, Ch. I.1]. In particular, \( \varepsilon \) is small (i.e., \( c \) is large) if we consider the propagation of acoustic waves in solids [Hay13]. Note that, for the limit case \( \varepsilon = 0 \), this system reduces to the (parabolic) heat equation in mixed form with thermal diffusivity \( c^2/d \). In both cases, Dirichlet boundary conditions can be incorporated with the help of a Lagrange multiplier leading to a PDAE [HPUU09, Alt15].

**Example 1.2** (Viscoelastic Stokes problem). Flows of fluids with complex microstructure, e.g., molten polymers, can be modeled by

\[
\rho \dot{v} - \nabla \cdot T + \nabla p = f, \\
\varepsilon \dot{T} - \eta \left( \nabla v + (\nabla v)^\top \right) + T = g,
\]

together with the constraint \( \nabla \cdot v = 0 \), cf. [Ren89]. Here, \( v \) denotes the velocity field, for which we assume homogeneous Dirichlet boundary conditions, \( T \) the Cauchy stress tensor, and \( p \) the pressure. Moreover, the density \( \rho \), the zero-shear-rate viscosity \( \eta \), and the relaxation time \( \varepsilon \) are positive constants. This model can be seen as the linearized Navier–Stokes equation for viscoelastic fluids. In particular, the system reduces to the unsteady Stokes equation for a vanishing relaxation time \( \varepsilon \).

**Example 1.3** (Electro-magnetic energy propagation in power networks). The third example describes the electro-magnetic energy propagation in power networks [MWT A00, GHS16] as well as the propagation of pressure waves in a network of gas pipes [Osi87, BGH11, JT14, EKLS +18]. The geometry of the underlying network can be encoded by a directed graph. In power networks, the edges represent transmission lines, whereas the vertices model a customer, a power supplier, or an interconnection.

From an analytical point of view, it is sufficient to consider a single transmission line [EK18b]. Hence, we consider the unit interval as physical domain. Under certain simplifying model assumptions, the associated system in its strong form is given by

\[
\dot{p} + a p + \partial_x m = f, \\
\varepsilon \dot{m} + \partial_x p + d m = g,
\]

where \( a \) and \( d \) are (space-dependent) damping parameters describing the resistance and conductance in the transmission line. This system is also known as telegrapher’s equation [GHS16]. Similar to the first example, constraints may occur due to inhomogeneous Dirichlet boundary conditions for the voltage \( p \) or as modeling tool to include the network structure.

For the propagation of pressure waves, where we have \( a = 0 \) (cf. [EK18a, AZ18b]), \( \varepsilon \) equals the product of the adiabatic coefficient and the square of the Mach number and is of order \( 10^{-3} \), cf. [BGH11].

The first main result of this paper compares the two corresponding solutions and shows that they only differ by a term of order \( \varepsilon \), as long as the initial data is chosen appropriately.
At this point, we would like to emphasize that such a condition does not occur in the respective finite-dimensional setting, which was analyzed in [KKO99, Ch. 2.5]. Also in the infinite-dimensional setting, one can renounce such a condition if the initial values are sufficiently regular [GG06, Ch. 2]. For general initial data, on the other hand, we loose half an order, leading to an order of \( \sqrt{\epsilon} \) only. The second main contribution considers a second-order approximation of the original solution. Again, sufficient conditions on the initial data and regularity assumptions on the right-hand sides are discussed, which guarantee the full approximation order of two. Similarly as before, general initial data reduces the order to \( \epsilon^{3/2} \) or even \( \sqrt{\epsilon} \). To show that the presented estimates are indeed sharp, we examine specific numerical examples.

The remaining parts of the paper are organized as follows. In Section 2 we introduce the functional analytic setting for linear first-order PDAEs of hyperbolic type, including a small parameter \( 0 < \epsilon \ll 1 \). Moreover, we show that the particular examples introduced above fit into the presented framework. The existence of mild and classical solutions as well as stability estimates are then discussed in Section 3. This also covers the discussion of the limit case for \( \epsilon = 0 \), which is of parabolic nature. The main results of the paper in Section 4 are devoted to the comparison of the solutions of the original and the limit equations, leading to first and second-order estimates in terms of the parameter \( \epsilon \). Finally, the theoretical approximation orders a numerically verified by a number of experiments in Section 5.

Throughout this paper, we use for estimates the notion \( a \lesssim b \) for the existence of a generic constant \( c > 0 \) such that \( a \leq cb \).

2. Hyperbolic PDAE Model

In this section, we introduce the system class of interest namely first-order hyperbolic systems with a small parameter \( \epsilon \), which satisfy an additional constraint. Moreover, we discuss the already mentioned examples and show that they fit in the given framework.

2.1. Function spaces and system equations. For a general formulation of constrained hyperbolic systems of first order, we introduce the three Hilbert spaces \( \mathcal{P} \), \( \mathcal{M} \), and \( \mathcal{A} \). The corresponding solution components will be denoted by \( p \), \( m \), and \( \lambda \), respectively. In general, one may think of \( p \) modeling a potential whereas \( m \) is a flow variable. The variable \( \lambda \) serves as Lagrange multiplier for the incorporation of the given constraint. We assume that \( \mathcal{P} \) forms a Gelfand triple with pivot space \( \mathcal{H} \), i.e., \( \mathcal{P} \hookrightarrow \mathcal{H} \cong \mathcal{H}^* \hookrightarrow \mathcal{P}^* \) where all embeddings are dense. On the other hand, \( \mathcal{M} \) is assumed to be identifiable with its own dual space, i.e., \( \mathcal{M} \cong \mathcal{M}^* \). For the applications in mind, \( \mathcal{M} \) equals an \( L^2 \)-space, see Section 2.2.

As we consider time-dependent problems, appropriate solution spaces are given by Sobolev–Bochner spaces; see [Rou05, Ch. 7] for an introduction. Denoting the space of quadratic Bochner integrable functions with values taken in a Banach space \( X \) by \( L^2(0, T; X) \), we use the notion \( H^m(0, T; X) \), \( m \in \mathbb{N} \), for functions with higher regularity in time. Moreover, we define for two Sobolev spaces \( X_1 \hookrightarrow X_2 \) the space
\[
W(0, T; X_1, X_2) := \{ v \in L^2(0, T; X_1) \mid \dot{v} \text{ exists in } L^2(0, T; X_2) \}.
\]

Within this paper, we consider PDAEs of the form
\[
\begin{align*}
(2.1a) & \quad \dot{p} + Ap - K^*m + B^*\lambda = f \quad \text{in } \mathcal{P}^*, \\
(2.1b) & \quad \epsilon \dot{m} + Kp + Dm = g \quad \text{in } \mathcal{M}^*, \\
(2.1c) & \quad Bp = h \quad \text{in } \mathcal{A}^*.
\end{align*}
\]
with initial conditions for $p(0)$ and $m(0)$. Note that (2.1a) and (2.1b) are differential equations, whereas (2.1c) reflects a constraint on $p$, which defines the PDAE structure. Further note that all three equations are formulated in the respective dual spaces, which display the corresponding space of test functions. Within this setting, the operators $A$ and $D$ introduce damping, $K$ is a differential operator, and $B$ incorporates the constraint. The precise assumptions are summarized in the following and will be validated for the given examples in Section 2.2 below.

**Assumption 2.1.** All operators

$$
A: \mathcal{H} \rightarrow \mathcal{H}^*, \quad K: \mathcal{P} \rightarrow \mathcal{M}^*, \quad D: \mathcal{M} \rightarrow \mathcal{M}^*, \quad B: \mathcal{P} \rightarrow \Lambda^*.
$$

are linear and bounded. The operator norm of $A$ is denoted by $C_A \geq 0$ and analogously for $K$, $D$, and $B$. Further, we assume that the operator $D$ is elliptic with

$$
c_D \|m\|^2_{\mathcal{M}} \leq \langle Dm, m \rangle
$$

and that $B$ is inf-sup stable, i.e., there exists a positive constant $\beta$ with

$$
\inf_{\mu \in A \setminus \{0\}} \sup_{q \in \mathcal{P} \setminus \{0\}} \frac{\langle Bq, \mu \rangle}{\|q\|_{\mathcal{P}} \|\mu\|_A} = \beta > 0.
$$

Finally, a constant $c_K > 0$ exists, such that for all $q_{ker} \in \mathcal{P}_{ker} := \ker B \subseteq \mathcal{P}$ we have

$$
(2.2) \quad c_K \|q_{ker}\|_{\mathcal{P}} \leq \|Kq_{ker}\|_{\mathcal{M}^*}.
$$

As usual for constrained systems, the inf-sup stability of the constraint operator $B$ is a crucial property for the well-posedness of the PDAE (2.1). This is due to the saddle point structure of the system equations. Further note that $B$ is automatically inf-sup stable if it is surjective and $\Lambda^*$ is a finite-dimensional space; see [AZ18b]. Contrariwise, the inf-sup condition implies surjectivity of the operator $B$ as well as injectivity of its dual $B^*$. The classical result presented in [Bra07, Lem. III.4.2] implies the existence of a right inverse $B^-: \Lambda^* \rightarrow \mathcal{P}$ and the estimates

$$
\|Bq\|_{\Lambda^*} \geq \beta \|q\|_{\mathcal{P}} \quad \text{and} \quad \|B^- h\|_{\mathcal{P}} \leq \beta^{-1} \|h\|_{\Lambda^*}
$$

for all $q \in \mathcal{P}_{ker}^\perp$ and $h \in \Lambda^*$.

The right-hand sides in (2.1) are of the form

$$
f: [0, T] \rightarrow \mathcal{P}^*, \quad g: [0, T] \rightarrow \mathcal{M}^*, \quad h: [0, T] \rightarrow \Lambda^*.
$$

Finally, the parameter $\varepsilon > 0$ is expected to be small such that the term $\varepsilon \dot{m}$ in (2.1b) takes the role of a singular perturbation. The limit case for $\varepsilon = 0$ will be subject of Subsection 3.4. An initial value of $p$ is called consistent if the difference $p(0) - B^- h(0)$ is an element of the closure of $\mathcal{P}_{ker}$ in $\mathcal{H}$, which we denote by $\mathcal{H}_{ker}$ in the sequel. For $p(0) \in \mathcal{P}$, the consistency conditions turns into $B_p(0) = h(0)$.

2.2. **Examples.** In this subsection we explain the meaning of the operators and spaces in the context of the three examples introduced in Section 1.

**Example 1: Damped acoustic wave equation.** Recall the wave equation from Example 1.1 on a bounded domain $\Omega \subset \mathbb{R}^n$ with Dirichlet boundary conditions for the state $u$. For the corresponding PDAE formulation, we consider the spaces

$$
\mathcal{P} = H^1(\Omega), \quad \mathcal{H} = L^2(\Omega), \quad \mathcal{M} = [L^2(\Omega)]^n, \quad \Lambda = H^{-1/2}(\partial \Omega),
$$

where the state $p$ denotes the density (called $u$ in the introduction) and $m$ the velocity. The operators are given by $A = 0$, $B$ denotes the trace operator to include Dirichlet boundary conditions, $D$ equals the multiplication by the positive constant $d/c^2$, and $K$ is the weak
gradient, meaning that \( \langle K_q, m \rangle_{M^*, M} = \int_\Omega \nabla q \cdot m \, dx \). In particular, the operator is \( B \) is inf-sup stable and the assumption (2.2) on \( K \) is satisfied for all \( \eta_{ker} \in \mathcal{P}_{ker} = H_0^1(\Omega) \) by the Poincaré inequality [Bra07, Ch. II.1]. Furthermore, it is well-known that \( H_0^1(\Omega) \) is dense in \( L^2(\Omega) \), such that \( H_{ker} = \mathcal{H} \). The right-hand sides are given by \( f = 0, g = 0, \) and \( h \) including the Dirichlet data.

**Example 2: Viscoelastic Stokes problem.** We consider the equations from Example 1.2 with a rescaling such that \( \rho = 1 \) and \( \eta = 1/2 \). Given a bounded domain \( \Omega \subset \mathbb{R}^n \), we define

\[
\mathcal{P} = [H_1^1(\Omega)]^n, \quad \mathcal{H} = [L^2(\Omega)]^n, \quad M = [L^2(\Omega)]_{sym}^{n,n}, \quad A = L^2(\Omega) \setminus \mathbb{R},
\]

where \([L^2(\Omega)]_{sym}^{n,n}\) denotes the space of symmetric \( n \times n \) matrices with coefficients in \( L^2(\Omega) \) and \( L^2(\Omega) \setminus \mathbb{R} \) the space of \( L^2 \) functions with vanishing mean value. Here, \( p, m, \) and \( \lambda \) denote the velocity field, the Cauchy stress tensor, and the pressure, respectively. For the operators, we define \( A = 0 \) and \( D \) as the identity. Moreover, \( B \) equals the (inf-sup stable) divergence operator such that \( \mathcal{P}_{ker} \) is the space of divergence-free functions and \( H_{ker} \) its closure in \( L^2 \). For more details on these spaces, we refer to [Tar06]. Finally, \( K \) denotes the negative (weak) symmetric gradient, i.e., \( \langle K_q, m \rangle_{M^*, M} = -\frac{1}{2} \int_\Omega (\nabla q + (\nabla q)^\top) : m \, dx \), using the classical double dot notation from continuum mechanics.

**Example 3: Electro-magnetic energy propagation in power networks.** In this final example, we recall the equations of the propagation of the electro-magnetic energy in a transmission line, cf. Example 1.3. The unknowns \( p \) and \( m \) equal the voltage and the current, respectively. For the weak formulation, we define

\[
\mathcal{P} = H^1(0,1), \quad M = \mathcal{H} = L^2(0,1), \quad A = \mathbb{R}^2.
\]

If we incorporate the boundary conditions for the potential \( p \) in form of a constraint, then \( B \) equals the trace operator (point evaluation at the end points) and, hence, \( \mathcal{P}_{ker} = H_0^1(0,1) \) and \( H_{ker} = \mathcal{H} \), since \( H_0^1(0,1) \) is dense in \( L^2(0,1) \). The operators \( \mathcal{A} \) and \( \mathcal{D} \) denote the multiplication by constants and include possibly state-dependent damping and friction to the model, whereas \( \mathcal{K}: \mathcal{P} \to M^* \) equals the spatial derivative. With the help of the right-hand sides one can incorporate, e.g., the slope of a pipe.

If the full power network is considered, then one may define \( \mathcal{P} \) as the space of globally continuous and piecewise \( H^1 \)-functions and \( M \) as the space of piecewise \( L^2 \)-functions. In this setting, typical coupling conditions resemble the Kirchhoff circuit laws, which can be formulated as a right-hand side \( f \). For more details, we refer to [AZ18b]. An alternative approach to the network case is considered in [Mug14].

### 3. Existence of solutions

In order to prove the existence of mild and classical solutions as well as weak solutions for the parabolic limit case, we first discuss the solvability of a related stationary problem.

#### 3.1. An auxiliary problem

It turns out that the following auxiliary problem is helpful for the upcoming analysis,

\[
\begin{align*}
(3.1a) & \quad (\mathcal{A} + C_A \text{id}) \bar{p} - \mathcal{K}^* \bar{m} + \mathcal{B}^* \bar{\lambda} = f \quad \text{in } \mathcal{P}^*, \\
(3.1b) & \quad \mathcal{K} \bar{p} + \mathcal{D} \bar{m} = 0 \quad \text{in } M^*, \\
(3.1c) & \quad \mathcal{B} \bar{p} = 0 \quad \text{in } A^*.
\end{align*}
\]
Note that the system does not include time derivatives of the variables but that the right-hand side may still be time-dependent. To show the existence of a unique solution \((\bar{p}, \bar{m}, \bar{A})\) we first define an elliptic operator \(L\).

**Lemma 3.1.** Given Assumption 2.1, the operator \(L := \mathcal{K}^*D^{-1}\mathcal{K}: \mathcal{P} \to \mathcal{P}^*\) is linear, continuous, and non-negative. Furthermore, its restriction to \(\mathcal{P}_{\text{ker}}\) is elliptic, i.e., there exists a constant \(c_L > 0\) such that for all \(q_{\text{ker}} \in \mathcal{P}_{\text{ker}}\) we have that
\[
\langle Lq_{\text{ker}}, q_{\text{ker}} \rangle \geq c_L \|q_{\text{ker}}\|_{\mathcal{P}}^2.
\]

**Proof.** By the ellipticity of \(D\), the operator \(L\) is well-defined and its linearity and continuity are obvious. For the non-negativity, we apply the ellipticity of \(D\), leading to
\[
\langle Lq, q \rangle_{\mathcal{P}^*} = \langle D^{-1}Kq, q \rangle_{\mathcal{M}, \mathcal{M}^*} = \langle D^{-1}Kq, DD^{-1}Kq \rangle_{\mathcal{M}, \mathcal{M}^*} \geq c_D \|D^{-1}Kq\|_{\mathcal{M}}^2 \geq 0
\]
for all \(q \in \mathcal{P}\). In addition, for \(q_{\text{ker}} \in \mathcal{P}_{\text{ker}}\) we can apply the properties of \(K\). This yields
\[
\langle Lq_{\text{ker}}, q_{\text{ker}} \rangle_{\mathcal{P}^*} \geq c_D \|D^{-1}Kq_{\text{ker}}\|_{\mathcal{M}}^2 \geq \frac{c_D}{C_D^2} \|DD^{-1}Kq_{\text{ker}}\|_{\mathcal{M}^*}^2 \geq \frac{c_D CK}{C_D^2} \|q_{\text{ker}}\|_{\mathcal{P}}^2,
\]
which shows the claimed ellipticity.

Based on the newly introduced operator from the previous lemma, we now prove the existence of a solution to (3.1).

**Lemma 3.2** (Existence result for the auxiliary problem). Given Assumption 2.1 and a right-hand side \(f \in H^m(0, T; \mathcal{P}^*)\) for some \(m \in \mathbb{N}\), system (3.1) has a unique solution
\[(\bar{p}, \bar{m}, \bar{A}) \in H^m(0, T; \mathcal{P}_{\text{ker}}) \times H^m(0, T; \mathcal{M}) \times H^m(0, T; \Lambda),\]
which depends continuously on the right-hand side \(f\).

**Proof.** We show that for \(f \in \mathcal{P}^*\) (independent of time) system (3.1) has a unique solution
\[(\bar{p}, \bar{m}, \bar{A}) \in \mathcal{P}_{\text{ker}} \times \mathcal{M} \times \Lambda.\]
The result for a time-dependent right-hand side \(f \in H^m(0, T; \mathcal{P}^*)\) then follows immediately by considering system (3.1) pointwise in time. The resulting solution is \(H^m\)-regular in time, since all involved operators are time-independent.

Now consider \(f \in \mathcal{P}^*\). Since the operator \(D\) is invertible, we can insert equation (3.1b) into (3.1a), which results in the system
\[
(\mathcal{L} + A + C_A \text{id})\bar{p} + B^*\bar{A} = f \quad \text{in } \mathcal{P}^*,
\]
\[
B\bar{p} = 0 \quad \text{in } \Lambda^*.
\]
By standard arguments [BF91, Ch. II.1.1] this system has a unique solution \(\bar{p} \in \mathcal{P}_{\text{ker}}, \bar{A} \in \Lambda\), which is bounded in terms of \(f\). The existence of \(\bar{m}\) and the stability bound \(||\bar{p}||_{\mathcal{P}} + ||\bar{m}||_{\mathcal{M}} + ||\bar{A}||_{\Lambda} \lesssim ||f||_{\mathcal{P}^*}\) then follow by \(\bar{m} = -D^{-1}K\bar{p}\).

As another preparation for the existence results in the upcoming subsection, we consider the following lemma.

**Lemma 3.3.** Consider Assumption 2.1 and define the (unbounded) operator
\[
A_\gamma := \begin{bmatrix} -\gamma A & \mathcal{K}^* \\ -\mathcal{K} & -\mathcal{D}/\gamma \end{bmatrix} : D(A_\gamma) \subseteq (\mathcal{H}_{\text{ker}} \times \mathcal{M}) \to \mathcal{H}_{\text{ker}} \times \mathcal{M}
\]
for an arbitrary positive parameter \(\gamma > 0\). Then, \(A_\gamma\) generates a \(C_0\)-semigroup with the domain
\[D(A_\gamma) = \mathcal{P}_{\text{ker}} \times \left\{ m \in \mathcal{M} \mid \exists h \in \mathcal{H}_{\text{ker}} : (h, q_{\text{ker}})_{\mathcal{H}} = \langle \mathcal{K}^*m, q_{\text{ker}} \rangle \text{ for all } q_{\text{ker}} \in \mathcal{P}_{\text{ker}} \right\}.\]
Proof. The proof is given in Appendix A.

With the previous lemmata, we are now in the position to discuss the unique solvability of the PDAE (2.1).

3.2. Existence of mild and classical solutions. In this subsection, we first discuss the existence of mild solutions and turn to classical solutions afterwards. We emphasize that the property of ε being small is not needed for the here presented existence results.

Proposition 3.4 (Existence of a mild solution). Consider Assumption 2.1 and right-hand sides \( f = f_1 + f_2 \) with \( f_1 \in H^1(0,T;\mathcal{P}^*) \), \( f_2 \in L^2(0,T;\mathcal{H}^*) \), \( g \in L^2(0,T;\mathcal{M}^*) \), and \( h \in H^1(0,T;\mathcal{A}^*) \). Further assume initial data \( p(0) \in \mathcal{H} \) with \( p(0) - B^* h(0) \in \mathcal{H}_{ker} \) and \( m(0) \in \mathcal{M} \). In this case, there exists a unique mild solution \((p,m,\lambda)\) of (2.1) with

\[
p \in C([0,T],\mathcal{H}) \cap H^1(0,T;\mathcal{P}^*) \quad \text{and} \quad m \in C([0,T],\mathcal{M}).
\]

Moreover, the Lagrange multiplier \( \lambda \) exists in a distributional sense with a regular primitive in the space \( C([0,T],\mathcal{A}) \) and it satisfies that

\[
p + B^* \lambda \in L^2(0,T;\mathcal{P}^*).
\]

Proof. Let \((\tilde{p},\tilde{m},\tilde{\lambda}) \in H^1(0,T;\mathcal{P}_{ker}) \times H^1(0,T;\mathcal{M}) \times H^1(0,T;\mathcal{A})\) be the unique solution of system (3.1) with given right-hand side \( f_1 \), cf. Lemma 3.2. The introduction of

\[
(3.3) \quad \tilde{p} := p - \tilde{p} - B^* h, \quad \tilde{m} := m - \tilde{m}, \quad \tilde{\lambda} := \lambda - \tilde{\lambda}
\]

leads, together with (2.1), to the system

\[
\begin{align*}
\hat{p} + A\tilde{p} - \mathcal{K}^* \tilde{m} + B^* \tilde{\lambda} &= f_2 + C_A \tilde{p} - \hat{p} - A B^* h - B^* h \quad \text{in } \mathcal{P}^*, \\
\varepsilon \hat{m} + \mathcal{K} \tilde{p} + \mathcal{D} \tilde{m} &= g - \mathcal{K} B^* h - \varepsilon \tilde{m} \quad \text{in } \mathcal{M}^*, \\
\mathcal{B} \tilde{p} &= 0 \quad \text{in } \mathcal{A}^*
\end{align*}
\]

with initial values \( \tilde{p}(0) = p(0) - \tilde{p}(0) - B^* h(0) \in \mathcal{H}_{ker} \) and \( \tilde{m}(0) = m(0) - \tilde{m}(0) \in \mathcal{M} \). Since we have \( \mathcal{B} \tilde{p} = 0 \), the solution \( \tilde{p} \) takes values in \( \mathcal{P}_{ker} \). Hence, we can reduce the system to an unconstrained problem, for which we can prove existence of a solution, cf. the details in Appendix A.

Considering higher regularity for the given data, we can show the existence of a classical solution. For this, we again analyze the corresponding Cauchy problem.

Proposition 3.5 (Existence of a classical solution). Let Assumption 2.1 hold and the right-hand sides satisfy \( f = f_1 + f_2 \) with \( f_1 \in H^2(0,T;\mathcal{P}^*) \), \( f_2 \in H^1(0,T;\mathcal{H}^*) \), \( g \in H^1(0,T;\mathcal{M}^*) \), and \( h \in H^2(0,T;\mathcal{A}^*) \). Further assume consistent initial data \( p(0) \in \mathcal{P} \), i.e., \( \mathcal{B} p(0) = h(0) \), \( m(0) \in \mathcal{M} \), and the existence of an element \( \mathfrak{h} \in \mathcal{H}_{ker} \) with

\[
(\mathfrak{h},q_{ker})_{\mathcal{H}} = (\mathcal{K}^* m(0) + f_1(0),q_{ker})
\]

for all \( q_{ker} \in \mathcal{P}_{ker} \). Then there exists a unique classical solution \((p,m,\lambda)\) of (2.1) with

\[
p \in C([0,T],\mathcal{P}) \cap C^1([0,T],\mathcal{H}), \quad m \in C^1([0,T],\mathcal{M}), \quad \lambda \in C([0,T],\mathcal{A}).
\]

Proof. The proof is given in Appendix A.

Remark 3.6. Exemplarily, we comment on the existence of \( \mathfrak{h} \) in the setting of Example 1.3, cf. Section 2.2. Here, a sufficient condition for the existence of \( \mathfrak{h} \in \mathcal{H}_{ker} \) is \( m(0) \in H^1(0,1) \) and \( f_1(0) \in L^2(0,1) \). The function \( \mathfrak{h} \) then equals the spatial derivative of \( m(0) \) plus \( f_1(0) \).
3.3. **An energy estimate.** In the upcoming analysis of Section 4, we need energy estimates of the mild solution of (2.1). One particular estimate is subject of the following lemma.

**Lemma 3.7.** Suppose that the assumptions of Proposition 3.4 are satisfied. Then, the mild solution fulfills the energy estimate

\[
\|p(t)\|^2_{H} + \varepsilon \|m(t)\|^2_{\mathcal{M}} + c_D \int_0^t \|m(s)\|^2_{\mathcal{M}} \, ds \leq e^{(1+2C_A)t} \left( \|p(0)\|^2_{H} + \varepsilon \|m(0)\|^2_{\mathcal{M}} + C^2_{\text{data}} \right)
\]

with the constant

\[
C^2_{\text{data}} := \|f_1\|^2_{L^2(0,T;\mathcal{P}^*)} + \|f_2\|^2_{L^2(0,T;\mathcal{H}^*)} + \|g\|^2_{L^2(0,T;\mathcal{M}^*)} + \|h\|^2_{L^1(0,T;\mathcal{A}^*)}.
\]

**Proof.** We first consider the classical solution from Proposition 3.5 and \((\tilde{p}, \tilde{m})\) as defined in (3.3). As shown in Appendix A, this pair solves system (A.1) such that the application of \(\tilde{p}\) and \(\tilde{m}\) as test functions yields

\[
\|\tilde{p}(t)\|^2_{H} + \varepsilon \|\tilde{m}(t)\|^2_{\mathcal{M}} + c_D \int_0^t \|\tilde{m}(s)\|^2_{\mathcal{M}} \, ds \leq \|\tilde{p}(0)\|^2_{H} + \varepsilon \|\tilde{m}(0)\|^2_{\mathcal{M}} + (1 + 2C_A) \int_0^t \|\tilde{p}(s)\|^2_{H} \, ds + \int_0^t \|f_2 + C_A\tilde{p} - \Lambda B^{-1}h - B\tilde{m}(s)\|^2_{\mathcal{H}^*} + \frac{1}{c_D} \|g - \Lambda B^{-1}h - \varepsilon \tilde{m}(s)\|^2_{\mathcal{M}^*} \, ds.
\]

By the continuity result of Lemma 3.2, the last two integrals are bounded by a multiple of \(C^2_{\text{data}}\). Hence, an application of Gronwalls lemma hence yields

\[
\|\tilde{p}(t)\|^2_{H} + \varepsilon \|\tilde{m}(t)\|^2_{\mathcal{M}} + c_D \int_0^t \|\tilde{m}(s)\|^2_{\mathcal{M}} \, ds \leq e^{(1+2C_A)t} \left( \|p(0)\|^2_{H} + \varepsilon \|m(0)\|^2_{\mathcal{M}} + C^2_{\text{data}} \right).
\]

Using the continuity of the semigroup generated by \(A_{\gamma}\), the density of \(D(A_{\gamma})\) in \(H_{\text{ker}} \times \mathcal{M}\), and the density of \(H^{\ell+1}(0,T;X)\) in \(H^{\ell}(0,T;X)\) for a Banach space \(X\) and \(\ell \geq 0\), it follows that this estimate is also satisfied for \((\tilde{p}, \tilde{m})\) being the mild solution of (A.1). In particular, this means that the latter energy estimate is already valid under the assumptions of Proposition 3.4. Finally, by \(p = \tilde{p} + \tilde{p} + B^{-1}h\) and \(m = \tilde{m} + \tilde{m}\) we conclude (again by Lemma 3.2) the claimed estimate (3.5). \(\square\)

3.4. **Parabolic limit case.** Finally, we consider the limit case of the PDAE (2.1) for \(\varepsilon = 0\), which leads to a PDAE of parabolic type. The corresponding solution is denoted by \((p_0, m_0, \lambda_0)\) and fulfills the system equations

\[
\begin{align*}
(3.7a) \quad & \dot{p}_0 + Ap_0 - \mathcal{K}^*m_0 + \mathcal{B}^*\lambda_0 = f \quad \text{in } \mathcal{P}^*, \\
(3.7b) \quad & \mathcal{K}p_0 + Dm_0 = g \quad \text{in } \mathcal{M}^*, \\
(3.7c) \quad & \mathcal{B}p_0 = h \quad \text{in } \mathcal{A}^*.
\end{align*}
\]

Since there is only a single differential variable (in time) left – recall that \(m_0\) does not appear anymore – we consider as initial condition \(p_0(0) = p(0)\). As before, we discuss the existence of solutions for different regularity assumptions.

**Proposition 3.8** (Existence of a weak solution \((p_0, m_0)\)). Consider Assumption 2.1 and right-hand sides \(f \in L^2(0,T;\mathcal{P}^*), g \in L^2(0,T;\mathcal{M}^*), h \in H^1(0,T;\mathcal{A}^*)\). Further
assume that the initial data is consistent in the sense that \( p_0(0) - B^\ast h(0) \in \mathcal{H}_{\text{ker}} \). Then, system (3.7) has a unique weak solution with

\[
p_0 \in L^2(0, T; \mathcal{P}) \cap C([0, T], \mathcal{H}) \quad \text{and} \quad m_0 \in L^2(0, T; \mathcal{M}).
\]

The Lagrange multiplier \( \lambda_0 \) exists in a distributional sense with \( \tilde{p}_0 + B^\ast \lambda_0 \in L^2(0, T; \mathcal{P}^\ast) \).

**Proof.** Since equation (3.7b) is stated in \( \mathcal{M}^\ast \cong \mathcal{M} \) and \( \mathcal{D} \) is invertible, we can insert this equation into (3.7a), which results in

\[
(3.8a) \quad \tilde{p}_0 + (\mathcal{L} + \mathcal{A})p_0 + B^\ast \lambda_0 = f + K^\ast \mathcal{D}^{-1}g \quad \text{in} \ \mathcal{P}^\ast,
\]

\[
(3.8b) \quad Bp_0 = h \quad \text{in} \ \Lambda^\ast
\]

with the operator \( \mathcal{L} \) introduced in Lemma 3.1. Note that the operator \( \mathcal{L} + \mathcal{A} \) satisfies a Gårding inequality on \( \mathcal{P}_{\text{ker}} \). As a result, the existence of a unique partial solution \( (p_0, \lambda_0) \) with the claimed properties follows by [EM13, Th. 3.3]. Finally, with equation (3.7b) the flow variable is given by \( m_0 = \mathcal{D}^{-1}(g - Kp_0) \) and therefore unique and an element of \( L^2(0, T; \mathcal{M}) \).

For the subsequent analysis we also need solutions with higher regularity including a continuous multiplier \( \lambda_0 \). This is subject of the following proposition.

**Proposition 3.9** (Weak solution with higher regularity). Consider Assumption 2.1 and right-hand sides \( g \in H^1(0, T; \mathcal{M}), f \in \mathcal{W}(0, T; \mathcal{P}^\ast, \mathcal{P}^\ast_{\text{ker}}), \) and \( h \in H^2(0, T; \Lambda^\ast) \). Further assume consistent initial data \( p_0(0) \in \mathcal{P} \) with \( Bp_0(0) = h(0) \) and the existence of a function \( p \in \mathcal{H}_{\text{ker}} \) such that

\[
(3.9) \quad (p, q_{\text{ker}})_{\mathcal{H}} = (f(0) - (\mathcal{L} + \mathcal{A})p_0(0) - B^\ast \hat{h}(0) + K^\ast \mathcal{D}^{-1}g(0), q_{\text{ker}})
\]

for all \( q_{\text{ker}} \in \mathcal{P}_{\text{ker}} \). Then the solution of system (3.7) satisfies

\[
p_0 \in H^1(0, T; \mathcal{P}) \cap C^1([0, T], \mathcal{H}), \quad m_0 \in H^1(0, T; \mathcal{M}), \quad \lambda_0 \in C([0, T], \Lambda).
\]

**Proof.** Due to (3.8) the function \( \tilde{p}_0 := p_0 - B^\ast h \) satisfies \( B\tilde{p}_0 = 0 \) and

\[
(3.10) \quad \tilde{p}_0 + (\mathcal{L} + \mathcal{A})\tilde{p}_0 = f - (\mathcal{L} + \mathcal{A})B^\ast h - B^\ast \hat{h} + K^\ast \mathcal{D}^{-1}g \quad \text{in} \ \mathcal{P}^\ast_{\text{ker}}.
\]

The given assumptions imply that the right-hand side is an element of \( H^1(0, T; \mathcal{P}^\ast_{\text{ker}}) \) and \( \tilde{p}_0(0) = p \in \mathcal{H}_{\text{ker}} \). By [Wlo92, Th. IV.27.2] we conclude that \( \tilde{p}_0 \in H^1(0, T; \mathcal{P}^\ast_{\text{ker}}) \cap C^1([0, T], \mathcal{H}) \). This, in turn, implies the stated regularity for \( m_0 = \mathcal{D}^{-1}(g - Kp_0) \) and the existence of \( \lambda_0 \) by [Bra07, Lem. III.4.2].

**Remark 3.10.** Considering again Example 1.3, a sufficient condition for the existence of \( p \) as in (3.9) is that the difference between \( g(0) \) and the spatial derivative of the initial value \( p(0) \) has a weak derivative in space and that \( f(0) \) is an \( L^2 \)-function. Hence, for sufficiently smooth right-hand sides this reduces to \( p_0(0) \in H^2(\Omega) \).

### 4. Expansion of the Solution

This section is devoted to an expansion of the solution triple \( (p, m, \lambda) \) of (2.1) in terms of the small parameter \( \varepsilon \). Assuming \( \varepsilon \ll 1 \), we consider the expansion

\[
(4.1) \quad p = p_0 + \varepsilon p_1 + \ldots, \quad m = m_0 + \varepsilon m_1 + \ldots, \quad \lambda = \lambda_0 + \varepsilon \lambda_1 + \ldots.
\]

Note that the triple \( (p_0, m_0, \lambda_0) \) is the solution of (2.1) in the limit case \( \varepsilon = 0 \), i.e., of system (3.7). The aim of this section is to prove approximation properties of first order for \( p_0 \) and \( m_0 \) as well as of second order for

\[
\hat{p} := p_0 + \varepsilon p_1 \quad \text{and} \quad \hat{m} := m_0 + \varepsilon m_1.
\]
Resulting approximation properties of the Lagrange multiplier will then be discussed in Section 4.3.

4.1. First-order approximation. We first discuss the approximation property of the pair $(p_0, m_0)$, i.e., we compare the solutions of the two systems (2.1) and (3.7). For the third example discussed in Section 2.2, it was shown in [EK18a, Th. 1] that this approximation is of order $\sqrt{\varepsilon}$ and – under certain assumptions on the initial data – of order $\varepsilon$. We will rediscover this result in the more general setting, using an alternative technique of proof.

For this, we consider the difference of the two systems (2.1) and (3.7), which leads to

\begin{align}
(4.2a) & \quad \frac{1}{2}\partial_t (p-p_0) + A(p-p_0) - \mathcal{K}^*(m-m_0) + \mathcal{B}^*(\lambda - \lambda_0) = 0 \quad \text{in } \mathcal{P}^*, \\
(4.2b) & \quad \mathcal{K}(p-p_0) + \mathcal{D}(m-m_0) = -\varepsilon \dot{m} \quad \text{in } \mathcal{M}^*, \\
(4.2c) & \quad \mathcal{B}(p-p_0) = 0 \quad \text{in } \Lambda^*.
\end{align}

The corresponding initial condition reads $(p-p_0)(0) = 0$. Due to (4.2c) we expect the difference $p - p_0$ to take values in $\mathcal{P}_{\text{ker}}$. Because of this, we will often restrict the test space in (4.2a) to $\mathcal{P}_{\text{ker}}$. In this case, the Lagrange multipliers vanish and we have the equation

\begin{equation}
(4.3) \quad \frac{1}{2}\partial_t (p-p_0) + A(p-p_0) - \mathcal{K}^*(m-m_0) = 0 \quad \text{in } \mathcal{P}_{\text{ker}}^*.
\end{equation}

In the following, we consider two approaches to derive error estimates: First, we understand (4.2) as a parabolic system with a right-hand side $-\varepsilon \dot{m}$. Second, we will subtract $\varepsilon \dot{m}_0$ from (4.2b) and consider the result as a hyperbolic system with a right-hand side $-\varepsilon \dot{m}_0$.

**Theorem 4.1** (First-order approximation I). Suppose that all assumptions of Proposition 3.5 are satisfied such that the PDAE (2.1) has a classical solution. Then the difference of $(p, m)$ and $(p_0, m_0)$ is bounded for $0 \leq t \leq T$ by

\[
\|(p-p_0)(t)\|_H^2 + c_L \int_0^t \|(p-p_0)(s)\|_H^2 \, ds + c_D \int_0^t \|(m-m_0)(s)\|_M^2 \, ds \\
\quad \lesssim \varepsilon e^{(1+4CA)t} \|g(0) - \mathcal{K}p(0) - \mathcal{D}m(0)\|_{\mathcal{M}^*}^2 + \varepsilon^2 e^{(1+4CA)t} \mathcal{C}_{\text{data}}
\]

with a constant $\mathcal{C}_{\text{data}}$ only depending on $\|p(0)\|_H$, $\|b\|_H$, and the right-hand sides $\|f_1\|_{H^2(0,T;\mathcal{P}^*)}$, $\|f_2\|_{H^1(0,T;\mathcal{H}^*)}$, $\|g\|_{H^0(0,T;\mathcal{M}^*)}$, and $\|h\|_{H^2(0,T;\Lambda^*)}$.

**Proof.** We test (4.3) and (4.2b) by $p-p_0$ and $m-m_0$, respectively. Adding and integrating the resulting equations, we obtain by Young’s and Gronwall’s inequality

\begin{equation}
(4.4) \quad \|(p-p_0)(t)\|_H^2 + c_L \int_0^t \|(m-m_0)(s)\|_M^2 \, ds \leq \varepsilon^2 c_D e^{2CA} \int_0^t \|\dot{m}(s)\|_M^2 \, ds.
\end{equation}

On the other hand, considering test functions $(\mathcal{D}^{-1})^* \mathcal{K}(p-p_0)$ in place of $m-m_0$, we conclude by the continuity of the operators that

\begin{equation}
(4.5) \quad \|(p-p_0)(t)\|_H^2 + c_L \int_0^t \|(p-p_0)(s)\|_M^2 \, ds \leq \varepsilon^2 c_D e^{2CA} \int_0^t \|\dot{m}(s)\|_M^2 \, ds.
\end{equation}

Note that we have used that $\dot{m}(t) \in \mathcal{M}$, which is guaranteed by Proposition 3.5. Further, we note that the derivative of the classical solution $(m, p, \lambda)$ is again a mild solution of (2.1) where we replace the right-hand sides by their temporal derivatives. Hence, we can apply estimate (3.5), which yields

\[
c_D \int_0^t \|\dot{m}(s)\|_M^2 \, ds \lesssim e^{(1+2CA)t} \left( \|\dot{p}(0)\|_H^2 + \varepsilon \|\dot{m}(0)\|_M^2 + \mathcal{C}_{\text{data}}^2 \right)
\]
with the constant \( \bar{C}_{\text{data}}^2 \) defined accordingly to (3.6), namely

\[
\bar{C}_{\text{data}}^2 := \|f_1\|^2_{H^2(0,T;\mathcal{P}^*)} + \|f_2\|^2_{H^1(0,T;\mathcal{M}^*)} + \|g\|^2_{H^1(0,T;\mathcal{M}^*)} + \|h\|^2_{H^2(0,T;\mathcal{A}^*)}.
\]

It remains to bound the initial values of \( \dot{p} \) and \( \dot{m} \). For \( \ddot{p}(0) \) we use (2.1a) and the fact that \( \mathcal{K}^*m(0) + f_1(0) \) has a representation in \( \mathcal{H}_{\ker} \) by (3.4),

\[
\|\ddot{p}(0)\|^2_{\mathcal{H}} = (f(0) - \mathcal{A}p(0) + \mathcal{K}^*m(0), \dot{p}(0)) = (b + f_2(0) - \mathcal{A}p(0), \dot{p}(0)).
\]

Thus, we have \( \|\ddot{p}(0)\|^2_{\mathcal{H}} \lesssim \|b\|^2_{\mathcal{H}} + \|\dot{p}(0)\|^2_{H^1(0,T;\mathcal{H}^*)} + \|p(0)\|^2_{\mathcal{H}} \). For an estimate of \( \dot{m}(0) \), we simply apply (2.1b) to obtain

\[
\varepsilon \|\dot{m}(0)\|^2_{\mathcal{M}} = \varepsilon^{-1} \|g(0) - \mathcal{K}p(0) - \mathcal{D}m(0)\|^2_{\mathcal{M}^*}.
\]

In total, this gives

\[
\varepsilon^2 \int_0^t \|\dot{m}(s)\|^2_{\mathcal{M}} ds \lesssim \varepsilon e^{(1+2C_A)t} \left[ \varepsilon \|g(0) - \mathcal{K}p(0) - \mathcal{D}m(0)\|^2_{\mathcal{M}^*} + \varepsilon^2 \left( \|p(0)\|^2_{\mathcal{H}} + \|b\|^2_{\mathcal{H}} + \bar{C}_{\text{data}}^2 \right) \right],
\]

which completes the proof. \( \square \)

As mentioned above, the second approach considers system (4.2) as a hyperbolic system. For this, we need to assume the existence of \( \tilde{m}_0 \) (cf. Proposition 3.9), which then appears on the right-hand side.

**Theorem 4.2 (First-order approximation II).** Under the assumptions of Proposition 3.9, the difference of the solutions of (2.1) and (3.7) satisfy for \( 0 \leq t \leq T \) the estimate

\[
\|\dot{p} - p_0(t)\|^2_{\mathcal{H}} + \varepsilon \|(m - m_0)(t)\|^2_{\mathcal{M}} + cD \int_0^t \|\dot{m}(s)\|^2_{\mathcal{M}} ds \lesssim \varepsilon e^{2C_A t} \|m(0) - m_0(0)\|^2_{\mathcal{M}} + \varepsilon^2 e^{4C_A t} \bar{C}_{\text{data}}^2
\]

with a constant \( \bar{C}_{\text{data}} \) only depending on the initial data, \( \|p\|^2_{\mathcal{H}_{\ker}} \), and the right-hand sides \( \|g\|^2_{H^1(0,T;\mathcal{M}^*)}, \|f\|^2_{W(0,T;\mathcal{P}^*,\mathcal{P}^*_\ker)}, \) and \( \|h\|^2_{H^2(0,T;\mathcal{A}^*)} \).

**Proof.** Adding \( -\varepsilon \tilde{m}_0 \) to (4.2b), we obtain the to (4.2) equivalent system

\[
\begin{align*}
\frac{d}{dt}(p - p_0) + A(p - p_0) - \mathcal{K}^*(m - m_0) + \mathcal{B}^*(\lambda - \lambda_0) &= 0 \quad \text{in} \ \mathcal{P}^*, \\
\varepsilon \frac{d}{dt}(m - m_0) + \mathcal{K}(p - p_0) + D(m - m_0) &= -\varepsilon \tilde{m}_0 \quad \text{in} \ \mathcal{M}^*, \\
\mathcal{B}(p - p_0) &= 0 \quad \text{in} \ \Lambda^*.
\end{align*}
\]

We would like to emphasize that this system has the same structure as the original PDAE (2.1). By Proposition 3.9 we conclude that \( \tilde{m}_0 \in L^2(0,T;\mathcal{M}) \). Hence, we can apply the estimate for mild solutions (3.5) with right-hand sides \( f = 0 \), \( g = -\varepsilon \tilde{m}_0 \), and \( h = 0 \).

With \( p(0) = p_0(0) \) we conclude

\[
\|\dot{p} - p_0(t)\|^2_{\mathcal{H}} + \varepsilon \|(m - m_0)(t)\|^2_{\mathcal{M}} + cD \int_0^t \|\dot{m}(s)\|^2_{\mathcal{M}} ds \lesssim \varepsilon e^{2C_A t} (\varepsilon \|m(0) - m_0(0)\|^2_{\mathcal{M}} + \varepsilon^2 \|\tilde{m}_0\|^2_{L^2(0,T;\mathcal{M}^*)}).
\]

The second term of the right-hand side is bounded by \( \varepsilon^2 \bar{C}_{\text{data}} \), since \( \mathcal{D}\tilde{m}_0 = \dot{g} - \mathcal{K}\dot{p}_0 = \dot{g} - \mathcal{K}\mathcal{B}^{-1}h - \mathcal{K}\tilde{p}_0 \), where \( \tilde{p}_0 \) solves the formal derivative of (3.10) with initial value \( p \); see also [Wlo92, Th. IV.27.2]. \( \square \)
Remark 4.3. In the case \( \epsilon \hat{m}(0) = g(0) - Kp(0) - Dm(0) = 0 \), which is equivalent to \( m(0) = m_0(0) \), Theorems 4.1 and 4.2 state that \( p_0 \) is a first-order approximation of \( p \) in terms of \( \epsilon \), measured in \( L^\infty(0, T; \mathcal{H}) \) and \( L^2(0, T; \mathcal{P}) \). Further, \( m_0 \) is a first-order approximation of \( m \) in \( L^2(0, T; \mathcal{M}) \) and, under the conditions of Theorem 4.2, an approximation of order \( 1/2 \) in \( C([0, T], \mathcal{M}) \).

Remark 4.4. In the finite-dimensional case, the obtained results for \( m - m_0 \) also match with [KKO99, Ch. 2.5, Th. 5.1]. For \( p - p_0 \), however, one has \( \|p - p_0\|_{L^\infty(0, T)} = O(\epsilon) \) in the finite-dimensional setting, independent of the initial data. Ghisi and Gobbino showed the same convergence rates for the damped wave equation (Example 1.1) with homogeneous right-hand side and regular enough initial values as well as proved their sharpness [GG06, Th. 2.2 & 2.3]. Our assumed initial values, however, are less regular and a careful analysis shows that the here derived estimates are optimal [AZ18b, App. C]. This is also numerically confirmed in Section 5.

Remark 4.5. If the operator \( A \) is non-negative in addition to Assumption 2.1, then the constant \( C_A \) in the estimates of Theorems 4.1 and 4.2 can be set to zero. If \( A \) is elliptic, then the bounds can be further improved such that the exponential function therein is strictly monotonic decreasing.

4.2. Second-order approximation. So far, we have shown that \( (p_0, m_0) \) provides a first-order approximation of \( (p, m) \) if the initial value of \( m \) is chosen appropriately. We now include the second term of the expansion (4.1). To be precise, we analyze the approximation properties of \( \hat{p} = p_0 + \epsilon p_1 \) and \( \hat{m} = m_0 + \epsilon m_1 \). We are especially interested in the needed regularity assumptions to gain an additional half or full order in terms of \( \epsilon \).

As a first step, we note that the tuple \((p_1, m_1, \lambda_1)\) introduced in (4.1) solves the PDAE

\[
\begin{align}
\dot{p}_1 + Ap_1 - K^*m_1 + B^*\lambda_1 &= 0 \quad \text{in } \mathcal{P}^*, \\
Kp_1 + Dm_1 &= -\hat{m}_0 \quad \text{in } \mathcal{M}^*, \\
Bp_1 &= 0 \quad \text{in } \Lambda^*
\end{align}
\]

with the initial condition \( p_1(0) = 0 \). For the solvability of system (4.6) we note that it has the same structure as (3.7). Hence, we only need to analyze the regularity of the right-hand side, i.e., of \( \hat{m}_0 \). The weak differentiability of \( m_0 \) has been discussed in Proposition 3.9 such that an application of Proposition 3.8 leads to the following result.

**Proposition 4.6 (Existence of a weak solution \((p_1, m_1)\)).** Given the assumptions of Proposition 3.9, system (4.6) is uniquely solvable with

\[
p_1 \in L^2(0, T; \mathcal{P}_{\ker}) \cap C([0, T], \mathcal{H}) \quad \text{and} \quad m_1 \in L^2(0, T; \mathcal{M}).
\]

Furthermore, \( \lambda_1 \) exists in a distributional sense.

In the previous subsection, we have observed that the initial data may cause a reduction in the approximation order, cf. Remark 4.3. To focus on the improvements resulting from the incorporation of \( p_1 \) and \( m_1 \), we assume in the following that \( g(0) - Kp(0) - Dm(0) = 0 \), i.e., \( m(0) = m_0(0) \).

**Theorem 4.7 (Second-order approximation).** Consider the assumptions of Proposition 3.5 with additional regularity of the form \( f = f_1 + f_2 \) with \( f_1 \in H^3(0, T; \mathcal{P}^*) \), \( f_2 \in H^2(0, T; \mathcal{H}^*) \), \( g \in H^2(0, T; \mathcal{M}^*) \), and \( h \in H^2(0, T; \Lambda^*) \). Further assume the existence of an element \( p \in \mathcal{P}_{\ker} \) satisfying (3.9), \( g(0) - Kp(0) - Dm(0) = 0 \), and that \( f_1(0) = 0 \). In this setting, the difference of the solution of (2.1) and \( (\hat{p}, \hat{m}) \) is bounded by

\[
\|(p - \hat{p})(t)\|_{\mathcal{H}}^2 + cL \int_0^t \|(p - \hat{p})(s)\|_{\mathcal{H}}^2 ds + cP \int_0^t \|(m - \hat{m})(s)\|_{\mathcal{M}}^2 ds
\]
for }0 \leq t \leq T\text{ and with }\tilde{C}_{\text{data}}\text{ depending on the initial data, }\|p\|_{H_{\text{ker}}}^2\text{, and the right-hand sides }\|f_1\|_{H^2(0,T;P^*)}^2, \|f_2\|_{H^2(0,T;M^*)}^2, \|g\|_{L^2(0,T;M^*)}^2, \text{ and }\|h\|_{H^2(0,T;A^*)}^2.

Proof. The difference of the solution \((p, m, \lambda)\) of (2.1) and \((\hat{p}, \hat{m}, \hat{\lambda})\) solves

\[
\frac{d}{dt}(p - \hat{p}) + A(p - \hat{p}) - K^*(m - \hat{m}) + B^*(\lambda - \hat{\lambda}) = 0 \quad \text{in } P^*,
\]

\[
K(p - \hat{p}) + D(m - \hat{m}) = -\varepsilon (\hat{m} - \hat{m}_0) \quad \text{in } M^*,
\]

\[
B(p - \hat{p}) = 0 \quad \text{in } A^*
\]

with initial condition \((p - \hat{p})(0) = 0\). Considering \(p - \hat{p}\) as test function in the first equation, the Lagrange multipliers vanish. Thus, following the proof of Theorem 4.1, we obtain

\[
\| (p - \hat{p})(t) \|^2_{H^2} + \int_0^t \| (p - \hat{p})(s) \|^2_{P^*} + \| (m - \hat{m})(s) \|^2_{M^*} ds \leq \varepsilon^2 e^{2C_A t} \int_0^t \| (\hat{m} - \hat{m}_0)(s) \|^2_{M^*} ds
\]

and it remains to find an estimate of the integral of the error \(\hat{m} - \hat{m}_0\). For this, we consider the formal derivative of system (4.2). Similar to the estimate (4.4), we can show that

\[
\int_0^t \| (\hat{m} - \hat{m}_0)(s) \|^2_{M^*} ds \leq \| (\hat{p} - \hat{p}_0)(0) \|^2_{H^2} + \varepsilon^2 \int_0^t \| \hat{m}(s) \|^2_{M^*} ds.
\]

As mentioned in Remark 4.3, the assumption \(g(0) - K\hat{p}(0) - Dm(0) = 0\) implies that \(m(0) = m_0(0)\). Equation (4.2a) thus implies \(\hat{p}(0) = \hat{p}_0(0)\) in \(H\). For an estimate of \(\hat{m}\), we consider the formal derivative of (2.1) and obtain by estimate (3.5) that

\[
\int_0^t \| \hat{m}(s) \|^2_{M^*} ds \leq e^{(1+2C_A)t} (\| \hat{p}(0) \|^2_{H^2} + \varepsilon \| \hat{m}(0) \|^2_{M^*} + \tilde{C}_{\text{data}}^2).
\]

Here, \(\tilde{C}_{\text{data}}^2\) denotes the constant similarly defined as in (3.6) but with two additional derivatives on each occurring function. For an estimate of \(\hat{m}(0)\) we note that (2.1b) implies together with \(\hat{m}(0) = 0\) that

\[
\varepsilon^5 \| \hat{m}(0) \|^2_{M^*} = \varepsilon^3 \| \hat{g}(0) - K\hat{p}(0) - D\hat{m}(0) \|^2_{M^*} = \varepsilon^3 \| \hat{g}(0) - K\hat{p}(0) \|^2_{M^*}.
\]

Note that the right-hand side is bounded due to \(g \in H^2(0,T;M^*)\) and \(\hat{p}(0) = \hat{p}_0(0) + p + B^-h(0) \in P\).

In order to find a bound of \(\hat{p}(0)\), we apply the decomposition \(p = \overline{p} + \tilde{p} + B^-h\) with \(\overline{p}\) being the solution of (3.1) with right-hand side \(f_1\) and \(\tilde{p}\) the function introduced in (3.3). By Lemma 3.2 we know that \(\overline{p}(0)\) is bounded by the \(H^3(0,T;P^*)\)-norm of \(f_1\). Further, \(B^-h\) is bounded by the \(H^3(0,T;A^*)\)-norm of \(h\). Finally, (A.1a) implies that

\[
\| \tilde{p}(0) \|^2_{H^*} = \| \hat{f}_2(0) - A\hat{p}(0) - AB^-\hat{h}(0) - \overline{p}(0) - B^-\hat{h}(0) \|^2_{H^*}.
\]

Here, we used that \(\hat{m}(0) = \hat{m}(0) + \hat{m}(0)\) vanishes by the assumptions \(\varepsilon \hat{m}(0) = g(0) - K\hat{p}(0) - Dm(0) = 0\) and \(\hat{f}_1(0) = 0\). Finally, since \(p(0) = p_0(0), m(0) = m_0(0)\), and \(\hat{m}(0) = 0\) imply that \(\hat{p}(0) = \hat{p}_0(0)\) by (A.1) and (3.10), we have \(\tilde{p}(0) = p - \overline{p}(0) = p \in H_{\text{ker}}\) and thus the term \(A\hat{p}(0)\) is bounded in \(H^*\).

Remark 4.8. In Theorem 4.7 we have assumed \(\hat{f}_1(0) = 0\) to show that \(\hat{m}(0)\) vanishes and, hence, \(K\hat{m}(0)\) is bounded in \(H_{\text{ker}}^*\). To conclude this boundedness, however, it is sufficient (and necessary) that \(\hat{f}_1(0) \in H_{\text{ker}}^*\).
Remark 4.9. Under the additional assumption $0 = \dot{f}(0) - K\dot{p}(0) = \varepsilon \hat{m}(0)$, which is equivalent to $m(0) = \hat{m}(0)$ and $\dot{m}(0) = \hat{m}_0(0)$, Theorem 4.7 states that $\dot{p}$ is a second-order approximation of $p$ in terms of $\varepsilon$, measured in $L^\infty(0, T; \mathcal{H})$ and $L^2(0, T; \mathcal{P})$, respectively. Further, $\hat{m}$ is a second-order approximation of $m$ measured in $L^2(0, T; \mathcal{M})$.

Remark 4.10. A comparison of Theorem 4.7 with the corresponding finite-dimensional case shows once more that the results for $m - \hat{m}$ coincide but that the difference $p - \dot{p}$ converges with a half $\varepsilon$-order less for general initial data, cf. [KKO99, Ch. 2.5, Th. 5.2]. For a numerical validation of this result, we refer to Section 5.

### 4.3. Estimate of the Lagrange multiplier

At this point, we would like to take a closer look at the Lagrange multiplier $\lambda$ and its approximation $\lambda_0$. Since an estimate of $\lambda - \lambda_0$ depends on the derivatives $\dot{p}$ and $\hat{p}_0$, the regularity assumptions of the first-order estimates in Section 4.1 are not sufficient. Hence, we consider the assumptions of Theorem 4.7.

By Proposition 3.5 we know that $\lambda \in C([0, T], A)$, whereas $\lambda_0 \in C([0, T], A)$ was shown in Proposition 3.9. By the inf-sup stability of $\mathcal{B}$ we have

$$
\|\lambda(t) - \lambda_0(t)\|_A \leq \frac{1}{\beta} \|\mathcal{B}^*(\lambda(t) - \lambda_0(t))\|_{\mathcal{P}^*} = \frac{1}{\beta} \sup_{q \in \mathcal{P}} \langle \mathcal{B}^*(\lambda(t) - \lambda_0(t)), q \rangle \|q\|_{\mathcal{P}}
$$

and thus, by equation (4.2a),

$$
\|\lambda(t) - \lambda_0(t)\|_A \lesssim \|\dot{p}(t) - \hat{p}_0(t)\|_{\mathcal{P}^*} + \|p(t) - p_0(t)\|_{\mathcal{H}} + \|m(t) - m_0(t)\|_{\mathcal{M}}.
$$

Hence, the $L^2(0, T; A)$-error of $\lambda - \lambda_0$ can be bounded by

$$
\int_0^t \|\lambda(s) - \lambda_0(s)\|^2_A ds 
\lesssim \int_0^t \|\dot{p}(s) - \hat{p}_0(s)\|^2_{\mathcal{P}^*} + \|p(s) - p_0(s)\|^2_{\mathcal{H}} + \|m(s) - m_0(s)\|^2_{\mathcal{M}} ds 
\lesssim \int_0^t \|\dot{p}(s) - \hat{p}_0(s)\|^2_{\mathcal{H}} ds + \varepsilon^2 e^{4C_A t} \tilde{C}_{data}
\lesssim \int_0^t \frac{1}{2} \varepsilon^{-1/2} \|\dot{p}(s) - \hat{p}_0(s)\|^2_{\mathcal{P}^*_{ker}} + \frac{1}{2} \varepsilon^{1/2} \|\dot{p}(s) - \hat{p}_0(s)\|^2_{\mathcal{P}^*_{ker}} + \varepsilon^2 e^{4C_A t} \tilde{C}_{data}
\lesssim \varepsilon^{3/2} e^{(1+4C_A) t} \|\dot{p}_0(0) - K\hat{p}_0(0)\|^2_{\mathcal{M}^*} + \varepsilon^{3/2} + \varepsilon^2 e^{4C_A t} \tilde{C}_{data} + \varepsilon^{5/2} e^{(1+4C_A) t} \tilde{C}_{data}
$$

with the constants $\tilde{C}_{data}$ and $\tilde{C}_{data}$ from Theorems 4.1 and 4.7, respectively. Here, we used on the one hand that $\dot{p} - \hat{p}_0$ can be estimated in $\mathcal{P}^*_{ker}$ analogously to the lines of Theorem 4.1. On the other hand, $\dot{p} - \hat{p}_0$ and $\dot{m} - \hat{m}_0$ satisfy the formal derivative of the parabolic system (4.2) with the initial condition $\dot{p}(0) - \hat{p}_0(0) = 0$. Similarly to estimate (4.5) we then have $\int_0^t \|\dot{p} - \hat{p}_0\|^2_{\mathcal{P}^*} ds \lesssim \varepsilon^2 \int_0^t \|\hat{m}\|^2_{\mathcal{M}} ds$, where the right-hand side can be bounded in the same manner as in the proof of Theorem 4.7.

Remark 4.11. If the interpolation space $[\mathcal{P}^*_{ker}, \mathcal{P}^*_{ker}]_{\theta}$ with $\theta > \frac{1}{2}$ can be embedded in $\mathcal{P}^*$, then the estimate of $\int_0^t \|\lambda(s) - \lambda_0(s)\|^2_{\mathcal{A}} ds$ can be improved to the order $O(\varepsilon^{1+\theta})$. For more details on this, we refer the reader to [Zim21, Rem. 8.39].

### 4.4. Discussion and possible extensions

Before considering several numerical experiments, we would like to summarize the obtained results and give an outlook in view of higher-order estimates. For this, we consider sufficiently smooth data.

In Section 4.1, we have shown that the general approximation of $(p, m)$ by $(\hat{p}_0, \hat{m}_0)$ is only of order $\sqrt{\varepsilon}$. However, this can be improved if the condition $m(0) = m_0(0)$ is
satisfied. This means that the reduction of the convergence rate is due to a boundary layer or inconsistent initial data.

We would like to emphasize that the worst-case estimate does not improve if we add another term in the expansion, i.e., also the approximation by \( \langle \hat{\rho}, \hat{m} \rangle \) is only of order \( \sqrt{\epsilon} \) if \( m(0) \neq m_0(0) \). Assuming \( m(0) = m_0(0) \), we obtain the order \( \epsilon^{3/2} \). This can be further improved to the full order of \( \epsilon^2 \) if the conditions \( m(0) = \hat{m}(0) \) and \( \hat{m}(0) = m_0(0) \) are satisfied. Again, we observe that the reduction of the convergence rate is caused by a boundary layer.

If one is interested in higher-order expansions in \( \epsilon \), then the expansion terms \( \epsilon^\ell p_\ell \) and \( \epsilon^\ell m_\ell \) exist under the condition that \( \frac{d\ell}{dt} p_0 \) exists. Even for moderate \( \ell \), however, this requires very restrictive compatibility conditions on the right-hand sides \( f, g, \) and \( h \) as well as on the initial value \( p_0(0) = p(0) \), which are only hardly practical; cf. [Tem82] and (3.10). In addition, one would need \( m(0) = m_0(0) \) and \( m^{(k)}(0) = 0 \), \( k = 1, \ldots, \ell \), in order to obtain an approximation of order \( \mathcal{O}(\epsilon^{\ell+1/2}) \).

5. Numerical Validation

This final section is devoted to the numerical confirmation of the convergence results of Section 4, including the differences in the approximation orders in the finite- and infinite-dimensional setting. For this, we consider the propagation of gas in a single pipe of unit length, cf. Section 2.2 Example 3. The associated PDE in its strong form is given by

\[
\begin{align*}
(5.1a) & \quad \dot{p} + \partial_x m = 0 \quad \text{in } (0,1), \\
(5.1b) & \quad \epsilon \dot{m} + \partial_x p + m = 0 \quad \text{in } (0,1).
\end{align*}
\]

Moreover, the pressure \( p \) satisfies homogeneous Dirichlet boundary conditions. In the corresponding weak formulation, these boundary conditions are included explicitly in form of a constraint. With the trace operator denoted by \( B, A := 0, \) and \( D := \text{id} \), this then leads to the PDAE (2.1) with vanishing right-hand sides. In this particular case, the associated Lagrange multiplier \( \lambda \) equals the trace of the mass flux \( m \) (if \( m \) is sufficiently smooth).

The numerical experiments of this section illustrate the transition of the approximation order in terms of \( \epsilon \) from the finite- to the infinite-dimensional setting, cf. Remarks 4.4 and 4.10. Recall that Theorems 4.1 and 4.2 imply the estimate

\[
\|p - p_0\|_{C(0,T; L^2(0,1))} + \|m - m_0\|_{L^2(0,T; L^2(0,1))} \leq C_{\text{cons}} \sqrt{\epsilon} + \mathcal{O}(\epsilon)
\]

with \( C_{\text{cons}} = 0 \) if the initial data satisfies \( \partial_x p(0) = -m(0) \). In finite dimensions, one shows \( \|p - p_0\|_{C(0,T; \mathbb{R}^n)} = \mathcal{O}(\epsilon) \) independent of the initial data; see [KKO99, Ch. 2.5, Th. 5.1]. We would like to emphasize that this is an asymptotic result, whereas the bounds in Theorem 4.1 and 4.2 are valid for all \( \epsilon > 0 \). Similar statements hold true for Theorem 4.7 and its finite-dimensional counterpart.

For the numerical validation of the approximation orders obtained in Section 4, we consider system (5.1) for different initial values. These are given by

\[
(5.2) \quad p(x,0) = \sum_{k=1}^{\infty} \frac{\sin(\pi k x)}{k^{1.55}} \in H^1_0(0,1) \quad \text{and} \quad m(x,0) = 0 \in H^1(0,1)
\]

considering Theorem 4.1 and

\[
(5.3) \quad p(x,0) = 0 \in H^2_0(0,1) \quad \text{and} \quad m(x,0) = \pi \sum_{k=1}^{\infty} \frac{\cos(\pi k x)}{k^{0.55}} \in L^2(0,1)
\]
Figure 5.1. Estimate of the approximation order $\alpha$ corresponding to Theorem 4.1 with the initial values from (5.2).

Figure 5.2. Estimate of the approximation order $\alpha$ corresponding to Theorem 4.2 with the initial values from (5.3).

For Theorem 4.2. Note that both pairs do not satisfy the condition $\partial_x p(0) = -m(0)$, i.e., $C_{\text{cons}} \neq 0$.

For the spatial discretization, we consider enriched spectral finite elements given by $P_n := \text{span}\{e^{-x}, e^x, \sin(\pi x), \ldots, \sin(n \pi x)\} \subset P = H^1(0,1)$ for the pressure variable and $M_n := \text{span}\{1, \cos(\pi x), \ldots, \cos(n \pi x)\} \subset M = L^2(0,1)$ for the mass flux, $n \in \mathbb{N}$. Since the space $\Lambda$ for the Lagrange multiplier is simply $\mathbb{R}^2$, there is no need for an additional discretization. To identify the approximation rate as a function of the discretization parameter $n$, we calculate for fixed $n$ the differences $p_n(\cdot; \varepsilon) - p_0(n)$, $m_n(\cdot; \varepsilon) - m_0(n)$, and $\lambda_n(\cdot; \varepsilon) - \lambda_0(n)$ for $\varepsilon = 1/(8\sqrt{2})$, $j = 1, \ldots, 30$. For each error measure $\text{err}(n, \varepsilon)$ – we consider different variables in different norms – we make the ansatz $\text{err}(n, \varepsilon) = C(n) \varepsilon^{\alpha(n)}$. With this, we obtain an approximation of the rate by the median of the slopes of the logarithmic errors between two successive values of $\varepsilon$.

For the initial data mentioned above, Figures 5.1 and 5.2 illustrate the estimated approximation orders as a function of the discretization parameter $n$. For the pressure $p$, we observe a fading from order one (as expected for the finite-dimensional case) to a value...
Figure 5.3. Estimate of the approximation order $\alpha$ corresponding to Theorems 4.1 and 4.2 with consistent initial values given in (5.4), i.e., with $m(0) = m_0(0)$.

close to 0.5. A rigorous analysis shows that the asymptotic limit is 0.525. The difference in the mass flux $m$ has a constant rate of 0.5 for the second example (with initial data (5.3)), whereas the rate is slightly lower in the first example (with initial data (5.2)). We believe the latter to be a consequence of round-off errors, since analytic calculations predict a constant order of 0.5 as well. In addition to the pressure and the mass flux, the two figures also include the estimated rate for the Lagrange multiplier $\lambda$. Recall that we have no theoretical predictions for these particular regularity assumptions. For small $n$, it is close to 0.5, since

$$\lambda_n - \lambda_{0,n} = (B_n M_n^{-1} B_n^T)^{-1} B_n M_n^{-1} K_n^T (m_n - m_{0,n})$$

with the mass matrix $M_n$, the discrete partial derivative $K_n$, and the discrete trace operator $B_n$. For increasing $n$, however, the approximation orders decrease. Due to the structure of system (5.1), one can prove that $\|\partial_x (m - m_0)\|_{L^2(0,T;L^2(0,1))} = O(1)$ for the example considered in Figure 5.1. Since

$$[L^2(0,1), H^{-1}(0,1)]^{1/2 - \delta} = [H^{1/2-\delta}(0,1)]^* \hookrightarrow [H^1(0,1)]^*$$

for every $\delta \in (0,0.25)$, cf. [LM72, Ch. 1, Th. 11.1 & 12.3], the limit rate in the first example is 0.25; see also Section 4.3. For the second example, the rate $\alpha$ analytically tends to zero.

In Section 4.1 we also proved that the convergence orders improve by half an order if $m(0) = m_0(0)$ or, equivalently, $\partial_x p(0) = -m(0)$ is satisfied. This is numerically confirmed in Figure 5.3, where the associated initial values are given by

$$p(x,0) = \sum_{k=1}^{\infty} \frac{\sin(\pi k x)}{k^{2.55}} \in H^2_0(0,1) \quad \text{and} \quad m(x,0) = -\pi \sum_{k=1}^{\infty} \frac{\cos(\pi k x)}{k^{1.55}} \in H^1(0,1).$$

At this point, we would like to emphasize that this also improves the rate of the Lagrange multiplier $\lambda$ to 0.78 for larger $n$. With similar arguments as made for the first example, we would expect a rate 0.75.

Finally, to verify the results of Theorem 4.7, i.e., considering $\hat{p}$ and $\hat{m}$, we set as initial data

$$p(x,0) = \sum_{k=1}^{\infty} \frac{\sin(\pi k x)}{k^{3.55}} \in H^2_0(0,1) \quad \text{and} \quad m(x,0) = -\pi \sum_{k=1}^{\infty} \frac{\cos(\pi k x)}{k^{2.55}} \in H^2(0,1).$$
These values are obviously consistent, i.e., \( \partial_x p(0) = -m(0) \), and satisfy the smoothness requirements of Theorem 4.7. The resulting approximations of the rates are displayed in Figure 5.4. Here, the approximated order for the pressure fades from two to around 1.525, which is the expected rate. As before, the mass flux shows a slightly worse result than proven in Theorem 4.7, presumably due to round off errors. A rigorous calculation proves the predicted order of 1.5 in this case.

In summary, apart from small discrepancies due to round-off errors, all \( \varepsilon \)-rates for the pressure and the Lagrange multiplier show a decreasing asymptotic behavior in the discretization parameter \( n \). The approximate orders for the mass flux \( m \), on the other hand, are more or less independent of \( n \) as predicted in Section 4.

6. Conclusion

In this paper, we have considered linear PDAEs of hyperbolic type with a small parameter \( \varepsilon > 0 \), which turn parabolic in the limit case, i.e., for \( \varepsilon = 0 \). Depending on the consistency of the initial data and the regularity of the right-hand sides, we have shown first- and second-order estimates of the corresponding expansion in terms of \( \varepsilon \). In a number of numerical experiments, we have validated these results and compared them with the finite-dimensional setting. The presented expansion may be used for the construction of novel numerical methods. For this, the approach needs to be combined with integration schemes for PDAEs of parabolic type such as splitting schemes [AO17], Runge-Kutta methods [AZ18a, Zim21], discontinuous Galerkin methods [VR19], or exponential integrators [AZ20, Zim21].
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By construction, we then have
\[
\text{Let elements } (A, p, m) \text{ as test function under the embedding } \mathcal{D} \rightarrow \gamma C_A \text{id}_{\ker M} \text{ and use } [Paz83, \text{p. 12}]. \text{This then updates the operator } \mathcal{D} \text{ in the (2, 2)}-\text{component of } A_\gamma \text{ to } \mathcal{D} + \gamma^2 C_A \text{id}_M, \text{which is still elliptic on } M \text{ for every } \gamma > 0.
\]

Since the term \( Aq_{\ker} \) is an element of \( \mathcal{H}_0 \subseteq \mathcal{H}_0^* \) for every \( q_{\ker} \in \mathcal{P}_\ker \), the operator \( A_\gamma \) is bounded on its domain \( D(A_\gamma) \). We show that \( A_\gamma \) is a densely defined, closed, and dissipative operator with a dissipative adjoint \( A_\gamma^* \). The statement then follows by [Paz83, Ch. 1.4, Cor. 4.4]. By Lemma 3.2 the operator \( A_\gamma \) is linear, bounded, maps from \( \mathcal{P}_\ker \times M \rightarrow \mathcal{P}_\ker^* \times M^* \), and has a bounded inverse. In particular, it holds that \( A_\gamma^{-1}(g, f) \in D(A_\gamma) \) for all \((g, f) \in \mathcal{H}_\ker \times M \rightarrow \mathcal{P}_\ker^* \times M^* \). This proves the closeness by a simple calculation. Furthermore, the operator \( A_\gamma \) is dissipative by Definition 4.1 in [Paz83, Ch. 1.4]. To see this, consider a given \((p, m) \in D(A_\gamma) \rightarrow \mathcal{P}_\ker \times M \) and choose the same element as test function under the embedding \( \mathcal{P}_\ker \times M \rightarrow \mathcal{H}_\ker \times M \). The adjoint \( A_\gamma^* \) is dissipative as well, since the adjoint operators \( \mathcal{A}^*: \mathcal{P} \rightarrow \mathcal{P}^* \) and \( \mathcal{D}^*: M \rightarrow M^* \) have the same properties as \( \mathcal{A} \) and \( \mathcal{D} \), respectively.

It remains to show that \( A_\gamma \) is densely defined. Since \( D(A_\gamma) \) is independent of \( \gamma \), we may fix \( \gamma = 1 \) for the remainder of the proof. Let \((h_{\ker}, m) \in \mathcal{H}_\ker \times M \) be arbitrary. By the embeddings given by the Gelfand triple \( \mathcal{P}_\ker, \mathcal{H}_\ker, \mathcal{P}_\ker^* \), there exist for every \( \delta > 0 \) elements \( p_{\ker} \in \mathcal{P}_\ker \) and \( f' \in \mathcal{H}_\ker \) with \( \|p_{\ker} - h\|_{\mathcal{H}_\ker} < \delta \) and \( \|f' - (A_{\mathcal{P}_{\ker}} - K^* m)\|_{\mathcal{P}_\ker} < \delta \). Let \((p'_{\ker}, m') \in \mathcal{P}_\ker \times M \) be the unique solution of
\[
\begin{align*}
A_{p'_{\ker}}^* - K^* m' &= f' \quad &\text{in } \mathcal{P}_\ker^*, \\
K_{p'_{\ker}} + Dm' &= K_{p_{\ker}} + Dm \quad &\text{in } M^*.
\end{align*}
\]

By construction, we then have \((p'_{\ker}, m') \in D(A_1) = D(A_\gamma) \). We finally choose \((p'_{\ker}, m')\) as approximation of \((h, m)\) and conclude with the boundedness of \(-A_1^{-1}\) that
\[
\|h - p'_{\ker}\|_{\mathcal{H}_\ker} + \|m - m'\|_{M} \leq \|h - p_{\ker}\|_{\mathcal{H}_\ker} + \|p_{\ker} - p'_{\ker}\|_{\mathcal{P}} + \|m - m'\|_{M} \leq \|h - p_{\ker}\|_{\mathcal{H}_\ker} + \|f' - (A_{p_{\ker}} - K^* m)\|_{\mathcal{P}_{\ker}} < 2\delta. \quad \Box
\]
We now turn to the existence of mild and classical solutions of the considered PDAE model.

Proof of Proposition 3.4. Recall the equations for \((\tilde{p}, \tilde{m}, \tilde{\lambda})\) including the constraint \(B\tilde{p} = 0\). This allows to reduce the ansatz and test space accordingly, leading to the equivalent system

\[
\begin{align*}
(A.1a) & \quad \dot{\hat{p}} + A\hat{p} - \mathcal{K}^*\tilde{m} = f_2 + C_A\hat{p} - \hat{\lambda}B^*\tilde{h} - B^*\dot{\hat{\lambda}} & \text{in } \mathcal{P}^*_{\ker}, \\
(A.1b) & \quad \varepsilon \dot{\tilde{m}} + \mathcal{K}\tilde{p} + \mathcal{D}\tilde{m} = g - \mathcal{K}B^*\tilde{h} - \varepsilon \dot{\tilde{m}} & \text{in } \mathcal{M}^*.
\end{align*}
\]

At this point, we would like to emphasize that an equation stated in \(\mathcal{P}^*_{\ker}\) means that we only consider test functions in \(\mathcal{P}^*_{\ker}\). With the state \(x := [\frac{1}{\sqrt{\varepsilon}}\tilde{p}, \tilde{m}]^T\), equation (A.1) becomes the abstract Cauchy problem

\[
\begin{align*}
(A.2a) & \quad \dot{x} = \frac{1}{\sqrt{\varepsilon}}A_{\gamma}x + F = \frac{1}{\sqrt{\varepsilon}}A_{\gamma}x + \left[\frac{1}{\sqrt{\varepsilon}}(f_2 + C_A\hat{p} - \hat{\lambda}B^*\tilde{h} - B^*\dot{\hat{\lambda}})\right] \\
(A.2b) & \quad x(0) = [\frac{1}{\sqrt{\varepsilon}}\tilde{p}(0), \tilde{m}(0)]^T.
\end{align*}
\]

Here, \(A_{\gamma}\) equals the operator from Lemma 3.3 and \(\gamma = \sqrt{\varepsilon}\). Since the right-hand side satisfies \(F \in L^2(0,T; \mathcal{H}^* \times \mathcal{M}^*)\) and \(x(0) \in \mathcal{H}^*_{\ker} \times \mathcal{M}\), the Cauchy problem has a unique mild solution \(x \in C([0,T], \mathcal{H}^*_{\ker} \times \mathcal{M})\). Thus, \(p = \tilde{p} + \tilde{\lambda}B^*\tilde{h} \in C([0,T], \mathcal{H})\) has a derivative in \(L^2(0,T; \mathcal{P}^*_{\ker})\) by (A.1a) and \(m = \tilde{m} + \tilde{\tilde{m}}\) is an element of \(C([0,T], \mathcal{M})\). Finally, \(\lambda\) can be constructed as in the proof of [EM13, Th 3.3]. \(\square\)

Proof of Proposition 3.5. Consider the auxiliary problem (3.1) with right-hand side \(f_1\), leading to \((\tilde{p}, \tilde{m}, \tilde{\lambda}) \in H^2(0,T; \mathcal{P}^*_{\ker}) \times H^2(0,T; \mathcal{M}) \times H^2(0,T; \mathcal{A})\), cf. Lemma 3.2. Following the proof of Proposition 3.4, we notice that the right-hand side of the Cauchy problem (A.2) is an element of \(H^1(0,T; \mathcal{H}^* \times \mathcal{M}^*)\) by the more regular right-hand sides. For the initial data from (A.2b), we note that \(x(0) \in D(A_{\sqrt{\varepsilon}})\), since \(\tilde{p}(0) \in \mathcal{P}^*_{\ker}\) and \(\tilde{m}(0)\) satisfies

\[
\mathcal{K}^*\tilde{m}(0) = \mathcal{K}^*m(0) - \mathcal{K}^*\tilde{m}(0) = \mathcal{K}^*m(0) + f_1(0) - A\tilde{p}(0) = \mathcal{h} - A\tilde{p}(0)
\]

due to (3.1a). This means that \(\mathcal{K}^*\tilde{m}(0)\) has a representation in \(\mathcal{H}^*_{\ker}\). The claimed solution spaces of \(p\) and \(m\) follow by [Paz83, Ch. 4, Cor. 2.10]. Since the operator \(\mathcal{B}\) satisfies an inf-sup condition by assumption, there exists a unique (and continuous) multiplier \(\lambda\), which satisfies (2.1a), cf. [Bra07, Lem. III.4.2]. \(\square\)
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