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Abstract: In the next generation of computing environment e-health care services depend on cloud services. The Cloud computing environment provides a real-time computing environment for e-health care applications. But these services generate a huge number of computational tasks, real-time computing and comes with a deadline, so conventional cloud optimization models cannot fulfill the task in the least time and within the deadline. To overcome this issue many resource optimization meta-heuristic models are been proposed but these models cannot find a global best solution to complete the task in the least time and manage utilization with the least simulation time. In order to overcome existing issues, an artificial neural-inspired whale optimization is proposed to provide a reliable solution for healthcare applications. In this work, two models are proposed one for reliability estimation and the other is based on whale optimization technique and neural network-based binary classifier. The predictive model enhances the quality of service using performance metrics, makespan, least average task completion time, resource usages cost and utilization of the system. From results as compared to existing algorithms the proposed ANN-WHO algorithms prove to improve the average start time by 29.3%, average finish time by 29.5% and utilization by 11%.
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1 Introduction

Internet-based computing puts the demand of the service-oriented computing paradigm. Among the developers, businesses and end-users cloud computing has become popular providing storage, computing and network resources. In the global business world, cloud computing provides an optimal assignment of cloud resources [1]. Resources are provided to the various category of users using pricing models pay-as-you-go model and subscription model [2,3]. The heterogeneous virtualized...
resources shared pool handles the user requests using a set of virtual machines [4,5]. Cloud computing supports the features of the market-oriented computing paradigm which provides optimal resource utilization with minimum operational cost. The operational cost and time play a prominent role in the performance evaluation and analysis process [6,7]. The provisioning tasks on virtual machines perform using static, dynamic and meta-heuristic approaches. Broad classification of scheduling in a scalable cloud environment performs virtual machine level. First category include user request mapping on virtual machine and second category include virtual machine mapping on host machine [8,9]. The primary focus of the scheduling of tasks on a virtual machine and virtual machine on a host improves the performance evaluation parameters time and cos. The optimal assignment of the tasks-vm and vm-host mapping comes under the category of Np-hard problem. Hence when the size of the universal solution space increases the optimal solution may converge slowly and exponential time is required for the optimal solution findings. The meta-heuristic techniques provide better results than simple static, dynamic approaches which provide the solution using polynomial time for the completion of the tasks execution and virtual machine execution. The meta-heuristic techniques Genetic, ACO, and PSO and their variations are used for effective mapping of virtual machine level [10–13]. The optimal solution depends on the fitness values of the individual schedule of the evolutionary technique. Meta-heuristic techniques follow the features of the biological and nature-inspired methodologies [14]. The optimization technique whale optimization algorithm (WOA) is a meta-heuristic technique that supports the global search capability. It plays a prominent role in the domain of science and engineering.

The healthcare sector is one of the highest data-generated industries. Due to advanced medical facilities life expectancy of a human is rapidly increased. The increased population aging required additional resources and diverse medical facilities. A large volume of data on patients is generated daily that plays a vital role in decision making to propose treatment strategies for patients. To store and analyze it some innovative and cost-effective strategies are required to help the healthcare sector to meet our challenges at the global level. Cloud computing is one such cost-effective method that helps in real-time data collection, storage, and exchange of data. Cloud infrastructure is used for high-volume storage and efficient data analysis. It becomes necessary to transit paper-based services of the health sector on the cloud using information technology. Though, cloud infrastructure is very effective, but security, reliability and privacy are prominent concerns associated with the use of the cloud in the health sector. By ensuring the reliability and security of cloud infrastructure cloud computing can play a centerpiece role in the transformation of paper records to modern information technology tools. This transformation can establish a better relationship between doctors and patients, as well as helps in better decision making. So, presently scientists should focus on ensuring the reliability of cloud infrastructure in the health sector. Up to the best of our knowledge, reliability aspects of the cloud in the health sector are not so much explored. Some work on the reliability of cloud and computing networks is available in the literature. The main issue with cloud healthcare applications is real-time processing and the need for a highly reliable infrastructure to complete the task within a deadline with the least processing time. So to achieve there exist many solutions but the solution like genetic and interactive algorithms have high simulation time/searching time to find the best solution. So in order to remove this, an artificial neural-based optimization is proposed to find the best solution in constant time by training the machine learning model once with the best solution from the Whale algorithm. Here whale algorithm is proposed because it has a high probability to find the best solution in the least time as compare ACO, PSO, Bat and genetic algorithm as shown in results.

In this manuscript, our focus is to develop a reliability model for cloud infrastructure as well as proposing a hybrid approach ANN-WOA technique that provides an optimal solution using
performance metrics time and resource utilization. The performance evaluation process includes the training process and validation. The whale optimization technique provides the training data set of the ANN-WOA model. The major contribution of the proposed ANN-WOA model and reliability model summarizes as follows.

1) The tasks execution on virtual machine enhances using the proposed ANN-WOA, Our focus includes to introduce a neural inspired whale optimization model for task scheduling and apply the hybrid model to solve the virtual machine level scheduling problem.
2) The proposed ANN-WOA focuses on efficient task scheduling by incorporating advanced optimization strategies to improve both the convergence speed and accuracy of the whale optimization approach.
3) The detailed design and implementation of neural inspired whale optimization technique described and compare it against existing meta-heuristics technique Genetic, and BB-BC cost. Our results and discussions section demonstrates that hybrid technique ANN-WOA outperforms using resource utilization in a scalable cloud environment.
4) The proposed model focuses on the identification of the sensitive component of cloud infrastructure by estimating the reliability of the cloud and measuring the effect of variation in failure and repair rates. The proposed model improves the performance of task and cloud infrastructure both at the same time.

The rest of this manuscript is organized as follows. In Section 2 covers the related works. Section 3 includes the motivations of task scheduling optimization. Section 4 presents the proposed ANN-WOA approach and its implementation details. In Section 5, incorporates a reliability model of cloud infrastructure. The performance evaluation and analysis includes in Section 6, and finally, Section 7 concludes the work.

2 Related Work

Resource assignment to the tasks in a cloud computing environment is a challenging concern. It is complex problem of assignment of storage, computing and network resources. The datacenter provides heterogeneous resources to the users in a scalable cloud environment. Optimal assignment of tasks on virtual machines follows the various static, dynamic and meta-heuristic techniques. The researchers have been proposed the techniques using multiple performance evaluation criteria. In exiting work [15–19] author has showcased a study on the issue in cloud computing and existing work to solve those issues. Malawski et al. [20] focused on performance metrics deadline of the tasks and the cost of the resources used in a hybrid cloud scenario. Su et al. presented a task scheduling in a cloud environment using performance metrics cost of the storage, computing and network resources across the globe. The presented approach follows the features of the Pareto dominance [21]. Researchers focused on cluster base scheduling and list base scheduling approaches DSC [22] and list scheduling algorithm (e.g., DSL [23]). The meta-heuristic approaches have wide application in a cloud computing system. Still, there may be low quality of service due to an exponential increase in the number of user requests [24]. Various meta-heuristic techniques follow the features of nature-inspired and bio-inspired techniques. The meta-heuristic techniques include Genetic awareness, ACO, and PSO. Aziza et al. presented the bio-inspired Genetic time shared and space shared techniques. The proposed technique enhances the performance using evaluation metrics makespan and cost [25]. Li et al. demonstrated ACO base tasks scheduling using load balancing in a cloud computing environment [26]. Wang et al. presented an enhanced PSO technique for the optimal placement of the virtual machine. The performance is evaluated using performance metric power savings and quality of service parameters
of Global optimization [27]. The performance can be improved using a hybrid technique that follows the features of multiple nature-inspired techniques. Chen et al. [28] proposed swarm optimization and ant colony optimization-based hybrid tasks scheduling techniques which focused on performance metrics makespan of the tasks on a virtual machine. Liu et al. [29] demonstrated the bio-inspired technique which follows the features of the bio-inspired technique which provides a Global optimal solution. Tsai et al. [30] proposed a hyper-heuristic technique based on Genetic, PSO, and ACO techniques. Performance is evaluated using makespan. Further, the efficiency can be improved using whale optimization technique of task scheduling on a virtual machine. The multi-objective model provides better performance than simple meta-heuristic techniques. The multi-objective performance metrics in a scalable cloud computing environment include time, cost and power savings [31]. Ramezani et al. [32] multi-objective particle swarm optimization technique which provides the better quality of service using performance metrics execution time and cost paid in the duration of execution time. Mao et al. [33] focused on performance metrics stability of the cloud computing system and time. Liu et al. [34] presented a framework that focused on the performance metrics response time and resource utilization of cloud environments. The reliability modeling and estimation of communication networks is very vital and attracted the researcher [35]. Various redundancy strategies have been utilized in designing a cloud infrastructure [36]. As redundancy is very helpful in increasing the efficiency of cloud infrastructure. The performance of big data applications is also assessed using concurrent modeling [37]. Reliability estimation of cloud service-based applications is also done using SRGM and NMSPN methodologies [38]. Various subsystems of cloud infrastructure were also discussed as a reliability point of view [39]. The semi-Markovian approach is utilized for the availability assessment of the cloud having multiple pools of physical and virtual equipment [40].

The concepts of switching failure, common cause failure and vacations along with warm standby units in computer networks have been used extensively [41]. The technique for the development of a stochastic model of cloud infrastructure is discussed in the literature [42]. End-to-end performance analysis in a cloud using stochastic models has been done [43]. The 80/20 rule has been suggested to improve the reliability of cloud-based data centers [44]. Markovian approach applied in fuzzy reliability investigation of data center [45]. Hence meta-heuristic techniques are widely used in multi-objective resource optimization in a cloud environment as well as Markovian is used in reliability evaluation. In this work, our key focus will be to proposed ANN-WOA model which follows the features of multi-objective intelligent meta-heuristic technique and reliability investigation of cloud infrastructure. Our objective is to improve the performance of the state-of-the-art method of task scheduling in the cloud computing environment. This is best of our knowledge to propose a neural whale optimization model which will improve the performance of the cloud datacenter resources using the optimal placement of tasks on a virtual machine.

3 Motivation for Work

The key focuses are to improve the quality of service using enhanced meta-heuristic techniques and investigate the reliability of cloud infrastructure. The existing meta-heuristic technique and static approaches include the performance metrics time, cost and power savings. Our objective is to improve the research gaps in existing approaches. The major focus of the researchers includes time and resource utilization cost. The state of art methodologies provides the direction to improve the performance of the static, dynamic and meta-heuristic techniques using multi-objective performance evaluation metrics. The proposed model will integrate the whale optimization meta-heuristic technique with a neural network. The artificial neural network-inspired whale optimization (ANN-WOA) technique will focus on multi-objective criteria i.e., time, cost, power, and service level agreement.
The performance evaluation and analysis parameters are shown in the Tab. 1 are evaluated using real-time workload and fabricated workload. The proposed model ANN-WOA will be validated against the static, dynamic and meta-heuristic techniques, GA-Cost, GA-Exe, Max-Min, and PSO respectively. The state of art methods and proposed ANN-WOA will be implemented using the integrated environment of cloudsim 4.0 and NetBeans IDE 8.0.1. The results and discussions section will show the comparisons of the simulation results using different user requests and population sizes.

4 Proposed Model

The proposed model is based on the hybrid technique ANN-WOA. It includes the whale optimizer to prepare the training data sets. The training data sets includes (ti, vmj) pair of tasks mapping on the virtual machine using optimal objective parameters. The output of the whale optimizer acts as input parameters to the neural classifier which predicts the virtual machine identity for the allocation of the tasks on virtual machines with an optimal solution. The data set is prepared using the whale optimization technique. The prepared data sets is divided into training and testing data sets for the training and testing of the neural network-based binary classifier which ensures the selection of an appropriate virtual machine for the assignment of the tasks. The preparation of the data set depends on the input parameters of the whale optimizer. The ANN-WOA model assures the high quality of service in a complex cloud computing environment having \( n \gg m \) i.e., number of tasks assigned to the limited number of virtual machines in a scalable cloud computing environment. The ANN whale optimization technique provides an optimal assignment of the tasks on virtual machines in a scalable cloud computing environment.

The following steps are used in the case of ANN-WOA model.

4.1 Initialization of the Parameters

In this phase the parameters of the whale optimizer, neural network-based binary classifier initialize. Once the parameters initialize the whale optimizer provides an optimal set of the tasks and associated virtual machine decisions.

4.2 Dataset Preparation for Training Purpose

This subsection covers the allocation of the tasks on virtual machines using the nature-inspired meta-heuristic whale optimizer technique. This whale optimizer technique provides data sets that are used for training and testing purposes. This subsection also covers all the steps used in this data set preparation for training purposes.

4.2.1 Initialization

The initialization step generates the random population of the search agent. The search agents provide the solution space which includes multiple local optimal search agents and may include global optimal search agents.

4.2.2 Calculation of Fitness Function

Step 2 calculates the fitness function values using the following equations.

\[
f = \frac{1}{\text{distance}}
\]  

(1)
distance = \text{cloudletLength}/MIPS \tag{2}

The fitness values evaluate for all the search agents and select the Global optimal agent with the fittest function value.

4.2.3 Encircling Prey

The agent becomes aware of the prey and the agent considers itself as an optimal agent i.e., according to the position of the humpback whale (acts as an optimal agent) other solution agents update their position. The parameters associated with the agent acts as input parameters to the whale-inspired scheduler. The input parameters include tasks count, virtual machine count and the position vector of the best agent, position vector of the agents in the search space, coefficient vector, and search vector respectively. The encircling pray step of the whale optimizer includes search agent position according to the best search agent position as shown in Eq. (3).

\[ \vec{s} = \vec{Q} \cdot \vec{p}^* (x) - \vec{p} (x) \tag{3} \]

where \( \vec{s} \) presents the position of the search agent. The variable \( x \) represents the current iteration. \( \vec{p} \) presents the position vector and \( \vec{p}^* \) presents the position vector of the best agent in the solution space, and \( \vec{Q} \) shows the coefficient vector. The new position of the search agent updates using Eq. (4).

\[ \vec{p}(x + 1) = \vec{p}^* (x) - \vec{M} \cdot \vec{s} \tag{4} \]

where \( \vec{M} \) represents the coefficient vector, and operator \( \bullet \) indicates the element-wise multiplication. The coefficient vector \( \vec{Q}, \vec{M} \) calculated using Eqs. (5) and (6) respectively.

\[ \vec{M} = 2 \vec{l} \cdot \vec{k} - \vec{l} \tag{5} \]

\[ Q = 2 \cdot \vec{k} \tag{6} \]

where \( \vec{l} \) varies from 2 to 0, and random vector \( k \rightarrow [0,1] \).

4.2.4 Exploitation and Exploration

The exploitation phase includes shrinking the encircling mechanism and agent position updating in a spiral manner. In the exploration phase the position of the search agent updates in a random fashion.

4.2.5 Termination

The data set prepared used for the training process of the Binary classifier for the prediction of the appropriate virtual machine identity. It follows the iterations of the steps used to obtain an optimal solution.

Algorithm of the Proposed Resource Provisioning Technique WOA

Input data, max iteration, population

Initialize whales population \( \vec{X}_i \) \((i = 1, 2, 3 \ldots \ldots n)\)

Initialize \( A, C, l, a \) and \( p \)

Calculate the fitness of each search agent
X\* = best agent at the beginning

While (It < max\_iteration)
   for each search\_agent
      if (p < 0.5)
         if (|A| < 1)
            update search agent with \( \vec{p}(x + 1) = \vec{p}(x) - \vec{M} \cdot \vec{s} \)
         else if (|A| >= 1)
            select random search agent (P\_rand)
            update the current search agent
      end
      else if (p >= 0.5)
         update the position of current search agent
   end

Calculate fitness of each search agent \( \text{distance} = \text{cloudletLength}/\text{MIPS} \)

Update X\* if better agent found

It = It + 1

Update A, C, l, a and p

end while

return X\*

### 4.3 Design of Neural Computing Model

The initialization parameters and the output of the whale optimizer act as an input to the multi-layer neural network classifier. The multi-layer classifier configuration contains the input layer, hidden layers and output layer respectively. The number of hidden layers, number input parameters, and the number of output parameters depends on the number of virtual machines and the number of submitted tasks on the virtual machine. Fig. 1 exhibits the block diagram of the presented ANN-WOA model which includes a detailed description of the multi-layer perceptron and whale optimization technique that generates the scheduling decision of the tasks on virtual machines. The output of the nature-inspired technique acts as an input (X1, X2) to the neural network classifier. The output of the ANN-WOA provides the virtual machine identity of allocation to tasks with optimal performance metrics time and cost. Fig. 1 shows the proposed model using whale optimization and ML model.

![Figure 1: Proposed solution architecture](image)
4.4 Training of the Neural Model (Using Data Set Prepared Using WOA)

The scheduling decisions of the WOA provide the data sets which is used for the training of the neural network model. The training process trains the model using free parameters, hyperparameters and input parameters of the ANN-WOA model. The prepared data sets divide into two parts 80% data set used for the training of the model shown in the block diagram and 20% data set to use for the testing of the training model using variations of iterations.

The training process includes the following steps
1. Initialization of the bias parameter and connection weights.
2. Training the model using data sets generated using whale optimization base scheduling in cloud computing
3. Validation must be performed using 20% data sets for the accuracy test and efficiency improvement of the proposed model.
4. Once the model is validated then the network runs to predict the values of the expected outputs.

The linear and non-linear activation functions use for the activation of the neurons in a scalable cloud computing environment. The complexity of the neural network classifier i.e., number of hidden layers and types of activation functions depends on the complexity of the datacenter node. Hence training step plays a prominent role in a scalable cloud computing environment.

4.5 Accuracy Improvement Using Error Backpropagation and Correction

In this phase, our objective is to mitigate the difference between the desired output and target output. Hence in this supervised learning process, the error difference must be minimum. Smaller the difference between target and desired output better the accuracy of the model in a complex, scalable distributed data center network environment.

\[ e_k(n) = d_k(n) - y_k(n) \]  
\[ \delta_k = \frac{1}{2} \cdot e_k^2(n) \]  

In Eqs. (7) and (8), the parameter \( d_k(n) \) denotes the desired output, \( y_k(n) \) denotes the calculated output, and \( e_k(n) \) is the error, and \( \delta_k \) is the cost function used in the learning process of the ANN model respectively.

4.6 Tasks Assignment on Virtual Machine Decision

This phase covers the assignment of the tasks on virtual machines using ANN-WOA model. The trained model provides an accuracy, correctness of the predictive outcomes in a complex scalable cloud environment.

Hence using the WOA-ANN model predict an output which includes the solution array of the scheduling assignment of the tasks on an appropriate virtual machine using multiple epochs and test the accuracy of the model using independent variable test values. The target outcomes and desired outcomes measure the level of accuracy. The quality of service of the model ensures using makespan and resource utilization cost which depends on utilization duration of the IaaS, PaaS and SaaS service delivery architecture. Fig. 2 shows the flow diagram of the proposed algorithm using the whale algorithm and artificial neural network.
5 Reliability Modeling of Cloud Infrastructure

In the last few years cloud infrastructure becomes very popular in MNC’s. In the cloud customers have the freedom to manage applications, data, and operating systems. Many services like networking, security, billing, recovery, and load balancing are managed by cloud services. But all these tasks can be effectively performed if cloud infrastructure work with high reliability. As cloud infrastructure is a very complex structure involving various physical and virtual components and it is very difficult to attain desired performance. It can be only achieved if it is operated with high reliability. For this purpose, here a stochastic model is proposed to attain the highest reliability of cloud infrastructure.

5.1 Assumptions

In the development of the model, the following assumptions have been utilized:

- All the subsystems arranged in a series configuration, i.e., failure of one cause complete cloud failure
- No provision of simultaneous failure
- Perfect repair and switch devices
- All failure and repair rates are exponentially distributed and independent of each other
- No correlated failure

5.2 Notations

The following assumptions shown in Tab. 1.1 has been made to develop the model for cloud infrastructure: for cloud infrastructure:
Table 1.1: Assumptions for cloud model

| S. No. | Sub-system | Operative model | Failure mode | Failure rate | Repair rate |
|--------|------------|-----------------|--------------|--------------|-------------|
|        |            |                 | H/w          | S/w          | H/w         | S/w         |
| 1      | Client     | A               | a_h          | a_i          | τ_2         | τ_1         | μ_2         | μ_1         |
| 2      | Database   | B               | b_h          | b_i          | τ_9         | τ_8         | μ_9         | μ_8         |
| 3      | Standby database | B1 | b_h          | b_i          | τ_9         | τ_8         | μ_9         | μ_8         |
| 4      | Cloud      | C               | c_h          | c_i          | τ_4         | τ_3         | μ_4         | μ_3         |
| 5      | Service    | D               |              | d_i          | τ_5         | . . .        | μ_5         |
| 6      | Network    | E               | e_h          | e_i          | τ_7         | τ_6         | μ_7         | μ_6         |
|        | Load failure |                 | CF           |              | τ_10        | μ_10        |

\[ P_i(t) \text{ Probability that at time } t \text{ system is in } i^{th} \text{ state} \]
\[ P'_i(t) \text{ Derivate of } P_i(t) \]

5.3 System Description

The cloud infrastructure is very complex having several physical and virtual components. Broadly, it has five subsystems namely clients, databases, cloud, service, and network. The clients, databases, cloud, and network may suffer due to hardware and software failures while the service facility suffers only due to snags in software. The complete system may collapse due to overload on the cloud and the whole cloud infrastructure causes failure. The hardware failures are rectified by the repairman and software undergoes rejuvenation upon failure. After all types of repair activities system work as good as new. All failure and repair rates are exponentially distributed.

5.4 Stochastic Model Development and Analysis

In this section, a stochastic model is developed and analyzed using Runge-Kutta method of 4th order. The Markovian birth-death process is applied to develop C-K differential-difference equations. The simulated results are obtained using MATLAB R2019a. The expression of the stochastic model is as follows:

\[ P_1'(t) = -\sum_{i=1}^{10} \tau_i P_i(t) + \mu_1 P_1(t) + \mu_2 P_2(t) + \mu_3 P_3(t) + \mu_4 P_4(t) + \mu_5 P_5(t) + \mu_6 P_6(t) + \mu_7 P_7(t) + \mu_8 P_8(t) + \mu_9 P_9(t) + \mu_{10} P_{10}(t) \]

\[ + \mu_7 P_{11}(t) + \mu_8 P_{12}(t) + \mu_9 P_{13}(t) + \mu_{10} P_{14}(t) \]

\[ (9) \]

\[ P_2'(t) = -[\mu_4 + \sum_{i=1}^{10} \tau_i] P_2(t) + \tau_4 P_1(t) + \mu_4 P_3(t) + \mu_4 P_4(t) + \mu_4 P_5(t) + \mu_4 P_6(t) + \mu_4 P_7(t) + \mu_4 P_8(t) + \mu_4 P_9(t) + \mu_4 P_{10}(t) \]

\[ + \mu_4 P_{11}(t) + \mu_4 P_{12}(t) + \mu_4 P_{13}(t) + \mu_4 P_{14}(t) + \mu_4 P_{15}(t) \]

\[ + \mu_4 P_{16}(t) + \mu_4 P_{17}(t) + \mu_4 P_{18}(t) + \mu_4 P_{19}(t) + \mu_4 P_{20}(t) + \mu_4 P_{21}(t) \]

\[ (10) \]

\[ P_3'(t) = -[\mu_5 + \sum_{i=1}^{10} \tau_i] P_3(t) + \mu_5 P_1(t) + \mu_5 P_2(t) + \mu_5 P_3(t) + \mu_5 P_4(t) + \mu_5 P_5(t) + \mu_5 P_6(t) + \mu_5 P_7(t) + \mu_5 P_8(t) + \mu_5 P_9(t) + \mu_5 P_{10}(t) \]

\[ + \mu_5 P_{11}(t) + \mu_5 P_{12}(t) + \mu_5 P_{13}(t) + \mu_5 P_{14}(t) + \mu_5 P_{15}(t) + \mu_5 P_{16}(t) + \mu_5 P_{17}(t) + \mu_5 P_{18}(t) + \mu_5 P_{19}(t) + \mu_5 P_{20}(t) + \mu_5 P_{21}(t) + \tau_5 P_1(t) \]

\[ (11) \]
\[ P_4'(t) = -\mu_1 P_4(t) + \tau_1 P_1(t) \] (12)

\[ P_5'(t) = -\mu_2 P_5(t) + \tau_2 P_1(t) \] (13)

\[ P_6'(t) = -\mu_3 P_6(t) + \tau_3 P_1(t) \] (14)

\[ P_7'(t) = -\mu_4 P_7(t) + \tau_4 P_1(t) \] (15)

\[ P_8'(t) = -\mu_{10} P_8(t) + \tau_{10} P_1(t) \] (16)

\[ P_9'(t) = -\mu_5 P_9(t) + \tau_5 P_1(t) \] (17)

\[ P_{10}'(t) = -\mu_6 P_{10}(t) + \tau_6 P_1(t) \] (18)

\[ P_{11}'(t) = -\mu_7 P_{11}(t) + \tau_7 P_1(t) \] (19)

\[ P_{12}'(t) = -\mu_2 P_{12}(t) + \tau_2 P_2(t) \] (20)

\[ P_{13}'(t) = -\mu_2 P_{13}(t) + \tau_2 P_2(t) \] (21)

\[ P_{14}'(t) = -\mu_1 P_{14}(t) + \tau_1 P_2(t) \] (22)

\[ P_{15}'(t) = -\mu_1 P_{15}(t) + \tau_1 P_2(t) \] (23)

\[ P_{16}'(t) = -\mu_4 P_{16}(t) + \tau_4 P_2(t) \] (24)

\[ P_{17}'(t) = -\mu_{10} P_{17}(t) + \tau_{10} P_2(t) \] (25)

\[ P_{18}'(t) = -\mu_8 P_{18}(t) + \tau_8 P_2(t) \] (26)

\[ P_{19}'(t) = -\mu_3 P_{19}(t) + \tau_3 P_2(t) \] (27)

\[ P_{20}'(t) = -\mu_4 P_{20}(t) + \tau_4 P_2(t) \] (28)

\[ P_{21}'(t) = -\mu_3 P_{21}(t) + \tau_3 P_2(t) \] (29)

\[ P_{22}'(t) = -\mu_3 P_{22}(t) + \tau_3 P_3(t) \] (30)
\[ P_{23}'(t) = -\mu_4 P_{23}(t) + \tau_4 P_3(t) \quad (31) \]

\[ P_{24}'(t) = -\mu_5 P_{24}(t) + \tau_5 P_3(t) \quad (32) \]

\[ P_{25}'(t) = -\mu_7 P_{25}(t) + \tau_7 P_3(t) \quad (33) \]

\[ P_{26}'(t) = -\mu_9 P_{26}(t) + \tau_9 P_3(t) \quad (34) \]

\[ P_{27}'(t) = -\mu_5 P_{27}(t) + \tau_5 P_3(t) \quad (35) \]

\[ P_{28}'(t) = -\mu_6 P_{28}(t) + \tau_6 P_3(t) \quad (36) \]

\[ P_{29}'(t) = -\mu_{10} P_{29}(t) + \tau_{10} P_3(t) \quad (37) \]

\[ P_{30}'(t) = -\mu_2 P_{30}(t) + \tau_2 P_3(t) \quad (38) \]

\[ P_{31}'(t) = -\mu_1 P_{31}(t) + \tau_1 P_3(t) \quad (39) \]

\[ P_i(0) = \begin{cases} 1 & \text{if } i = 1 \\ 0 & \text{if } i \neq 1 \end{cases} \quad (40) \]

\[ \text{Steady state Availability (SSA)} = P_1(t) + P_2(t) + P_3(t) \quad (41) \]

As the mathematical model (9)–(39) along with the initial condition (40) is very complex and in this situation, numerical solution is recommended instead of an analytical approach. The availability of the cloud infrastructure is given by.

6 Result and Discussions

In this section, the simulation setup and result using various simulation configurations are discussed. Simulation is performed using Cloudsim 3.0. The simulation uses workload traces for real-time task simulation which is an SWF format workload file from parallel workload, a free open-source dataset from parallel workload repository. Tab. 1.2 shows the configuration of tasks with its size varying from 200 instructions to 40000 Instruction. Where the instructions are of small, moderate and large size.

The simulation is carried out with ANN model with 3 hidden layers and leaky Relu function as smoothening function at output layer and hidden layers. The number of neurons in each hidden layer is 50. In Figs. 3a and 3b shows a comparison of the average start time of task with 5 and 10 virtual machines in 4 datacenters. The results show the proposed algorithm provides better performance and the least average start time with increasing task load as compared to existing approaches. This shows that the waiting time in queue for the task in the least for most of the tasks. Figs. 4a and 4b discusses a comparison of the average finish time of task with 5 and 10 virtual machines in 4 datacenters. The
experiment shows that the proposed algorithm completes tasks with the least average finish time with increasing tasks in different scenarios. This shows that most of the tasks are allocated to resources with high computation performance which can complete the task in the least time within the deadline.

| Table 1.2: Configuration parameters of user tasks |
|-------------------------------------------------|
| Task parameters & Values                        |
| Task length & 200–40000                         |
| Input size & 300 Byte                           |
| Output size & 300 Byte                          |
| PE & 1/2                                        |

![Figure 3](image-url)  
**Figure 3:** (a) Comparison average start time vs. number of tasks for 5 VM (b) Comparison average start time vs. number of tasks for 5 VM

Figs. 5a and 5b discusses a comparison of the execution time of tasks with 4 datacenters. The results show the proposed algorithm provides the least execution time with scaling tasks and virtual machines. For less number of tasks, the proposed algorithm proves to provide similar to existing best meta-heuristic algorithms like genetic algorithm, harmony search and bat-inspired algorithms.

Figs. 6a and 6b discusses a comparison of the change in utilization of with 5 and 10 virtual machines in 4 datacenters. The results show the proposed algorithm provides better performance and high utilization with increasing task load. This shows the proposed algorithm provides better resource management by utilizing the resources and high performance. This also shows that there is a low probability of hot spots in the cloud infrastructure. Where power is directly promotional to the utilization of the server. Better the utilization least the power consumption of the system, in existing systems there exist host spots which are highly loaded which consume more power leaver other consuming power without been utilized.
The simulated results of steady state availability were obtained for a particular set of parametric values with respect to time. The base values are as follows: $\tau_1 = 0.0002$, $\tau_2 = 0.0006$, $\tau_3 = 0.0003$, $\tau_4 = 0.0001$, $\tau_5 = 0.002$, $\tau_6 = 0.00025$, $\tau_7 = 0.017$, $\tau_8 = 0.0018$, $\tau_9 = 0.021$, $\tau_{10} = 0.0038$, $\mu_1 = 0.221$, $\mu_2 = 0.181$, $\mu_3 = 0.451$, $\mu_4 = 0.204$, $\mu_5 = 0.218$, $\mu_6 = 0.458$, $\mu_7 = 0.259$, $\mu_8 = 0.456$, $\mu_9 = 0.318$, $\mu_{10} = 0.318$. From Tab. 2, it is revealed that SSA decreases with time, h/w failure rate and software failure rate. At time $t = 20$, initially cloud infrastructure availability is 0.911775 while after making 100% variation in the failure rate of hardware and software of client, it is observed that availability more rapidly declined in case of software failure. The 100% variation in h/w repair and software rejuvenation shows that
software rejuvenation is more sensitive than hardware repair. Tab. 2 shows that hardware failure and repair rates of the cloud are more sensitive instead of software failure and rejuvenation. Tab. 2 depicted that software failures of services and load failure of cloud infrastructure highly influence the SSA of the cloud infrastructure. Tab. 2 revealed that software failure in network and software rejuvenation sharply decline of the incline the availability of the system. Tab. 2 revealed that software failure in databases decreases the SSA of cloud infrastructure.

![Figure 6](image)

**Figure 6**: (a) Comparison average utilization vs. number of tasks for 5 VM (b) Comparison average utilization vs. number of tasks for 5 VM

**Table 2**: Analysis of impact on failure and repair rates

| Impact of client’s failure and repair rates | Average base values | Average H/w failure | Average S/w failure | Average H/w repair | Average S/w rejuvenation |
|--------------------------------------------|---------------------|---------------------|---------------------|---------------------|--------------------------|
| Impact of cloud’s failure and repair rates  | 0.9114029           | 0.910652            | 0.908663            | 0.911778            | 0.9127762                |
| Impact of service & load failure and repair rates | 0.9114029 | 0.910851 | 0.910996 | 0.911679 | 0.9116063 |
| Impact of network’s failure and repair rates | 0.9114029 | 0.903851 | 0.901584 | 0.915223 | 0.9163935 |

(Continued)
### Table 2: Continued

| Impact of database's failure and repair rates | Average base values | Average H/w failure | Average S/w failure | Average H/w repair | Average S/w rejuvenation |
|---------------------------------------------|---------------------|---------------------|---------------------|--------------------|-------------------------|
| 0.9114029                                   | 0.910978            | 0.901793            | 0.911608            | 0.9141128          |

### 7 Conclusions and Future Directions

This work presented a whale optimization and neural-inspired virtual machine assignment to the user requests approach based on the features of the human brain and optimization method for healthcare cloud applications. The proposed algorithm tries to improve the fault tolerance of the cloud environment and managing to improve the performance of the system at the same time using machine learning techniques. The results and discussions section illustrates that WHA-ANN performs better than existing meta-heuristic techniques. The study of the proposed algorithm is performed with scaling task load and resources. The proposed stochastic model revealed that software failure of network subsystem is most sensitive and needs additional care for operation. In the future work may focus on virtual machine allocation in a data center network. The drawback of the proposed algorithm is that the neural network needs to be trained after some time with updated upcoming tasks to overcome the decay of the trained model. This training time will although be much lesser than the total sum of the simulation time of the existing algorithm. In the future, the algorithm may be tried to improve the power consumption and scalability in the cloud environment. In future work, the idea of arbitrary failure and repair rates and multiple failures can be incorporated to enhance the availability of the cloud infrastructure.
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