A Tutorial on Time-Dependent Cohort State-Transition Models in R Using a Cost-Effectiveness Analysis Example
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In an introductory tutorial, we illustrated building cohort state-transition models (cSTMs) in R, where the state transition probabilities were constant over time. However, in practice, many cSTMs require transitions, rewards, or both to vary over time (time dependent). This tutorial illustrates adding 2 types of time dependence using a previously published cost-effectiveness analysis of multiple strategies as an example. The first is simulation-time dependence, which allows for the transition probabilities to vary as a function of time as measured since the start of the simulation (e.g., varying probability of death as the cohort ages). The second is state-residence time dependence, allowing for history by tracking the time spent in any particular health state using tunnel states. We use these time-dependent cSTMs to conduct cost-effectiveness and probabilistic sensitivity analyses. We also obtain various epidemiological outcomes of interest from the outputs generated from the cSTM, such as survival probability and disease prevalence, often used for model calibration and validation. We present the mathematical notation first, followed by the R code to execute the calculations. The full R code is provided in a public code repository for broader implementation.
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Cohort state-transition models (cSTMs), commonly known as Markov models, are decision models that simulate disease dynamics over time. cSTMs are widely used in health decision sciences to evaluate various health policies and clinical strategies, such as screening and surveillance programs, diagnostic procedures, disease management programs, and interventions. The simplest cSTMs are time independent (time homogeneous), meaning that the transition probabilities and other model parameters remain fixed over the simulated time horizon. The implementation of time-independent cSTMs is described in an introductory tutorial. However, a time-independent cSTM is limited in many applications, because key parameters may vary over time. For example, background mortality changes as the cohort ages, the risk of cancer recurrence might change as a function of time since diagnosis, or the incidence of vector-borne diseases may have temporal or seasonal trends. The costs and utility of residing in a particular health state might also vary over time. For example, cancer-related health care costs and utilities might depend on whether a patient is in their first year of remission or their fifth. Similarly, a person’s last year of life is often the most expensive in
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health care spending. Therefore, capturing time-varying dynamics is often essential in realistic models.

This tutorial expands the cSTM framework described in the introductory time-independent cSTM tutorial by allowing time dependence on transition probabilities, costs, and utilities. We distinguish between 2 types of time dependency that require different approaches: 1) simulation-time dependence, which represents dependence on the time since the start of the simulation, and 2) state-residence time dependence, representing dependence on the time spent in a health state. A common example of simulation-time dependence is age-specific background mortality. Since all members of the cohort in the simulation age together, we can implement this dependence by changing the transition to death as the simulation progresses. Similarly, in a model simulating a cohort starting from disease diagnosis, any dependence on time since diagnosis can be implemented as dependent on the time since the simulation starts. Simulation-time dependence can also be used to incorporate seasonal or temporal variation in disease incidence, where the risk of developing a disease can vary based on the current season or year in the simulation.

Unlike simulation-time dependence, state-residence time dependence captures time dependence on events that members of the cohort could experience at different times. For example, members of a cohort of healthy individuals may experience disease onset at different times. Thus, parameters that depend on the time since disease onset cannot be implemented based on simulation time; instead, we need to track cohort members from their diseaseonset time. We implement state-residence time dependence by expanding the model state space to capture the history of the disease since disease onset. For example, instead of a single “sick” state, individuals would transition first to the “sick - cycle 1” state at disease onset, then “sick - cycle 2” at the next cycle, and so on. Each intermediate “sick” state can have different transition probabilities (e.g., mortality, risk of complications, etc.), costs, or utilities. We can also use this state expansion approach to model simulation-time dependence. However, as we see below, substantial state expansion can be cumbersome and potentially computationally expensive. For simplicity, modelers should always consider simulation-time dependence first. Besides describing the 2 forms of time dependence, we illustrate the concept and implementation of transition rewards, which capture 1-time event-driven outcomes (e.g., costs or utilities) that individuals experience when transitioning between 2 states, for example, a higher cost immediately at disease onset due to diagnostic tests or the 1-time cost of transition to the dead state incurred from end-of-life interventions or management.

This tutorial describes how to incorporate simulation-time and state-residence time dependence in a cSTM in R using a cost-effectiveness analysis (CEA) example. We illustrate the calculation of various epidemiological outcomes beyond the simple cohort trace, including survival, life expectancy, and prevalence. Such epidemiological outcomes can be informative, but they are also used to calibrate and validate the model against observed real-world data.

Readers can find the R code for this tutorial’s analysis and graphs in the accompanying GitHub repository (https://github.com/DARTH-git/cohort-modeling-tutorial-timedep). We encourage readers to first review the basics of decision modeling and the introductory tutorial on time-independent cSTMs in R.
Simulation-Time Dependence

Simulation-time dependence represents the time since the model starts and can be represented by defining the transition probability matrix as a function of time, $P_t$,

$$
P_t = \begin{bmatrix}
P_{[1,1],t} & P_{[1,2],t} & \cdots & P_{[1,n_S],t} \\
P_{[2,1],t} & P_{[2,2],t} & \cdots & P_{[2,n_S],t} \\
\vdots & \vdots & \ddots & \vdots \\
P_{[n_S,1],t} & P_{[n_S,2],t} & \cdots & P_{[n_S,n_S],t}
\end{bmatrix},
$$

where $p_{[i,j],t}$ is the transition probability of moving from state $i$ to state $j$ in time $t$, $\{i,j\} = 1, \ldots, n_S$, $t = 0, \ldots, n_T$, $n_S$ is the number of health states of the model, and $n_T$ is the number of cycles that represent total simulation time.

We implement this dependence in R with a 3-dimensional transition probability array, $P$, coded in R as $a_{i,j,t}$, where the third dimension represents the time since the start of the simulation. Note that in each cycle $t$, all rows of the transition probability matrix must sum to 1, $\sum_{j=1}^{n_S} p_{[i,j],t} = 1$ for all $i = 1, \ldots, n_S$ and $t = 0, \ldots, n_T$.

Next, we specify the initial distribution of the cohort at $t = 0$. We then define $m_0$ as the row vector that captures the distribution of the cohort among the states at $t = 0$ (i.e., the initial state vector). As illustrated in the introductory tutorial, we iteratively compute the cohort distribution across the health states in each cycle using the transition probability matrix and the cohort’s distribution at the prior cycle. The row state vector at the next cycle $t + 1$ ($m_{t+1}$) is then calculated as the matrix product of the row state vector at cycle $t$, $m_t$, and the transition probability matrix that the cohort faces in cycle $t$, $P_t$.

$$
m_{t+1} = m_t P_t \quad \text{for} \quad t = 0, \ldots, (n_T - 1). \quad (1)
$$

Equation (1) is iteratively evaluated until $t = n_T$.

The cohort trace matrix, $M$, is a matrix of dimensions $(n_T + 1) \times n_S$, where each row is a state vector ($-m_i$), such that

$$
M = \begin{bmatrix}
-m_0 \\
-m_1 \\
\vdots \\
-m_{n_T}
\end{bmatrix}.
$$

$M$ stores cohort’s distribution across states over time. Thus, $M$ can be used to compute various epidemiological outcomes, such as prevalence and survival probability over time, and economic outcomes, such as cumulative resource use and costs.

Time Dependence on State Residence

The implementation of state-residence time dependence is more involved than simulation-time dependence. To account for state-residence time dependence, we expand the state of interest with as many transient states as the number of cycles required to track the history of the cohort in that state. For example, if a transition rate decreases over the first 3 cycles spent in a state and then is constant from the fourth cycle onward, 4 transient states would be needed for that state. These transient states are often called tunnel states, in which the cohort resides in each transient state for exactly 1 cycle, after which they either exit the tunnel or transition to the next tunnel state. The total number of states for a cSTM with tunnels is $n_{\text{tunnels}} = n_S + n_{\text{tunnels}} - 1$, where $n_{\text{tunnels}}$ is the total number of times a health state needs to be expanded to capture the relevant residence-time dependence. We subtract 1 because the original state is replaced by the $n_{\text{tunnels}}$ tunnel states. The transition probability matrix also needs to be expanded to incorporate these additional transient states, resulting in a transition probability matrix of dimensions $n_{\text{tunnels}} \times n_{\text{tunnels}}$. If the transition probabilities are also dependent on simulation time, as described in the previous section, we need to expand to a 3-dimensional transition array, with dimensions $n_{\text{tunnels}} \times n_{\text{tunnels}} \times n_T$.

The algorithm below (algorithm 1) describes populating the transition probability array for state-residence time-dependent cSTMs.

The transition probability array with tunnels is populated similarly to the simulation-time dependence case. However, we need a different approach for the state expanded with tunnel states and any state(s) with transitions to or from the tunnel. Filling in the transition probabilities for these states requires iterating through the tunnel states. There is typically some probability that the cohort remains in that state in the last tunnel state, like for other nontransient states. Here, we discuss only models with a single tunnel. The same principles can be applied for adding more tunnels as needed.

Table 1 describes the core components of time-dependent cSTMs and their suggested R code names. The Supplementary Material contains a more detailed description of these components with their variable types, including their R data structure and dimensions.

Case Study: A Cost-Effectiveness Analysis Using a Time-Dependent Sick-Sicker Model

We demonstrate simulation-time and state-residence time-dependence in R by expanding the time-independent 4-state “sick-sicker” model described in the introductory
We first modify this cSTM to account for simulation-time dependence by incorporating age-dependent background mortality. We then expand it to account for state-residence time dependence in the “sick” state. We will use the time-dependent cSTM to conduct a CEA of different treatment strategies, which we will also use to demonstrate the implementation of transition rewards in cSTM-based CEs. We assume the cycle length is 1 year for the case study, but modelers can adjust the transition probabilities and rewards for a different cycle length. A detailed description of determining the cycle length has been described in the literature.

In the introductory tutorial, healthy individuals faced a constant risk of death. In this tutorial, we assume that healthy individuals face an age-specific background mortality. To account for the unique quality-of-life impacts and health care needs at the initial onset of the illness, we include a 1-time utility decrement of 0.01 (du_HS1) and a transition cost of $1,000 (ic_HS1) for each person making the transition from H to S1 in a given cycle. We assume that when individuals die (i.e., transition to “D”), they incur a 1-time cost of $2,000 (ic_D) for the expected acute care received right before dying. These impacts are included to illustrate the implementation of transition rewards.

We use this cSTM to evaluate the cost-effectiveness of different treatment strategies involving up to 2 different treatments (treatment A and treatment B) for the sick-sicker disease. We assume that it is not clinically possible to distinguish between individuals in S1 and S2, so any treatment strategy involves treating individuals in both S1 and S2, regardless of whether they experience a benefit. Treatment A increases the quality of life (QoL) of individuals only in S1 from 0.75 (utility without treatment, u_S1) to 0.95 (utility with Treatment A, u_trtA),

### Algorithm 1

Populate transitions from, to, and within state expanded with tunnels.

Ensure: \( P_t \) is the transition probability matrix for cycle \( t \), \( P_t[i,j] \) is the entry corresponding to the transition probability from state \( i \) to state \( j \) at time \( t \), parameterized as \( p_{i,j,t} \).

Ensure: \( r \) is the state expanded as a tunnel with \( n_{tunnels} \) tunnel states and \( r_t \) is the tunnel state corresponding to state-residence cycle \( r \), where \( r = 1, \ldots, n_{tunnels} \).

For all \( i \) and \( j \) states different from \( r \) do

\[
P_t[i,j] = p_{i,j,t}
\]

This is similar to the simulation-time dependence case

For States \( i \) that can transition to the \( r \) state do

\[
P_t[i,r_t] = p_{i,r_t,t}
\]

End for

For States \( i \) that can transition from any \( r_t \) state do

For \( \tau = 1 \) to \( n_{tunnels} \) do

\[
P_t[r_t,i] = p_{r_t,i,t}
\]

If \( \tau = n_{tunnels} \) then

\[
P_t[r,r_t] = p_{r,r_t,t}
\]

Else

\[
P_t[r,r_t+1] = p_{r,r_t+1,t}
\]

End if

End for

End for

End for

---

### Table 1

| Element | Description | R Name |
|---------|-------------|--------|
| \( n_S \) | Number of states | \( n\_states \) |
| \( m_0 \) | Initial state vector (row vector) | \( v\_m\_init \) |
| \( m_t \) | State vector in cycle \( t \) (row vector) | \( v\_m_t \) |
| \( M \) | Cohort trace matrix | \( m\_M \) |
| \( P \) | Time-dependent transition probability array | \( a\_P \) |
| \( A \) | Transition-dynamics array | \( a\_A \) |
| \( n_{tunnels} \) | Number of tunnel states | \( n\_tunnel\_size \) |
| \( n_{states\_tunnels} \) | Number of states including tunnel states | \( n\_states\_tunnels \) |
| \( v_{m\_init\_tunnels} \) | Initial state vector for the model with tunnel states | \( v\_m\_init\_tunnels \) |
costs $12,000 per year \((c_{\text{trtA}})\), and does not affect the transition rates. Treatment B reduces the progression rate from S1 to S2, with a hazard ratio (HR) of 0.6 \((hr_{S1S2_{\text{trtB}}})\), costs $13,000 per year \((c_{\text{trtB}})\), and does not affect QoL. We consider 4 treatment strategies: standard of care with no treatment (SoC strategy), treatment A only (strategy A), treatment B only (strategy B), and treatment A and B used in combination (strategy AB). When combined, the effects of treatment A and B are assumed to be independent, and treatment costs are additive. Note that for strategy A, the model has identical transition probabilities to SoC. The differences are the added cost of the treatment for S1 and S2 and QoL increases for S1. After comparing the 4 strategies in terms of expected quality-adjusted life-years (QALYs) and costs, we calculate the incremental cost per QALY gained between nondominated strategies as explained below.

Model parameters and the corresponding R variable names are presented in Table 2. We follow the notation described in the DARTH coding framework.\(^{14}\)

| Parameter | R Name | Base Case | Distribution |
|-----------|--------|-----------|--------------|
| Number of cycles \((n_T)\) | n_cycles | 75 y | — |
| Names of health states | v_names_states | H, S1, S2, D | — |
| Annual discount rate for costs | d_c | 3% | — |
| Annual discount rate for QALYs | d_e | 3% | — |
| Number of PSA samples \((K)\) | n_sim | 1,000 | — |
| Annual transition rates | | | |
| Disease onset (H to S1) | r_HS1 | 0.15 | gamma(30, 200) |
| Recovery (S1 to H) | r_S1H | 0.5 | gamma(60, 120) |
| Time-independent disease progression (S1 to S2) | r_S1S2 | 0.105 | gamma(84, 800) |
| Time-dependent disease progression (S1 to S2) | v_r_S1S2_tunnels | | |
| Weibull parameters | | | |
| Scale \((\lambda)\) | r_S1S2_scale | 0.08 | MVLN\((\mu = (0.08, 1.10), \sigma = (0.02, 0.05), \rho = 0.5)\) |
| Shape \((\gamma)\) | r_S1S2_shape | 1.10 | — |
| Annual mortality | | | |
| Age-dependent background mortality rate (H to D) | v_r_HDage | Age-specific | |
| Hazard ratio of death in S1 v. H | hr_S1 | 3.0 | lognormal\((log(3.0), 0.01)\) |
| Hazard ratio of death in S2 v. H | hr_S2 | 10.0 | lognormal\((log(10.0), 0.02)\) |
| Annual costs | | | |
| Healthy individuals | c_H | $2,000 | gamma(100.0, 20.0) |
| Sick individuals in S1 | c_S1 | $4,000 | gamma(177.8, 22.5) |
| Sick individuals in S2 | c_S2 | $15,000 | gamma(225.0, 66.7) |
| Dead individuals | c_D | $0 | — |
| Utility weights | | | |
| Healthy individuals | u_H | 1.00 | beta(200, 3) |
| Sick individuals in S1 | u_S1 | 0.75 | beta(130, 45) |
| Sick individuals in S2 | u_S2 | 0.50 | beta(230, 230) |
| Dead individuals | u_D | 0.00 | — |
| Treatment A: cost and effectiveness | | | |
| Cost of treatment A, additional to state-specific health care costs | c_trtA | $12,000 | gamma(73.5, 163.3) |
| Utility for treated individuals in S1 | u_trtA | 0.95 | beta(300, 15) |
| Treatment B: cost and effectiveness | | | |
| Cost of treatment B, additional to state-specific health care costs | c_trtB | $12,000 | gamma(86.2, 150.8) |
| Reduction in rate of disease progression (S1 to S2) as hazard ratio (HR) | hr_S1S2_trtB | log(0.6) | lognormal\((log(0.6), 0.02)\) |
| Transition rewards | | | |
| Utility decrement of healthy individuals | du_HS1 | 0.01 | beta(11, 1088) |
| When transitioning to S1 | Cost of healthy individuals | ic_HS1 | $1,000 | gamma(25, 40) |
| When transitioning to S1 | Cost of dying when transitioning to D | ic_D | $2,000 | gamma(100, 20) |

MVLN, multivariate log-normal distribution.
Incorporating Simulation-Time Dependence

To illustrate simulation-time dependence in the sick-sicker cSTM, we model all-cause mortality as a function of age. We obtain all-cause mortality from life tables in the form of age-specific mortality hazard rates, $\mu(a)$, where $a$ refers to age. For this example, we create a vector $v_{r\text{-mort\_by\_age}}$ to represent age-specific background mortality hazard rates for 25 to 100-y-olds obtained from US life tables. The .csv file with the life tables is included in the Supplementary Material and the GitHub repository. We repeat each of the 1-y-specific rates in $\mu(a)$ (R variable name $v_{r\text{-mort\_by\_age}}$) as many times as the number of cycles in a year for these ages. To compute the transition probability from state $H$ to state $D$, corresponding to the cohort’s age at each cycle, we transform the rate $\mu(a)$ to a transition probability assuming a constant exponential hazard rate within each year of age

$$p_{[H,D,t]} = 1 - \exp\{-\mu(a_0 + t)\},$$

where $a_0 = 25$ is the starting age of the cohort. We transform the resulting R variable, $v_{r\text{-HDage}}$, to a vector of probabilities, $v_{p\_HDage}$, adjusting by the cycle length.

---

```r
## Load life table mortality rates from `.csv` format
lt_usa_2005 <- read.csv("LifeTable_USA_Mx_2015.csv")
# Extract age-specific all-cause mortality for ages in model time horizon
v_r_mort_by_age <- lt_usa_2015 %>%
dplyr::filter(Age >= n_age_init & Age < n_age_max) %>%
dplyr::select(Total) %>%
as.matrix()
# Age-specific mortality rate in the Healthy state (background mortality)
# for all cycles
v_r_HDage <- rep(v_r_mort_by_age, each = 1/cycle_length)
# Transform to age-specific background mortality risk for all cycles adjusting
# by cycle length
v_p_HDage <- 1 - exp(-v_r_HDage * cycle_length)
```

Because mortality in S1 and S2 are relative to background mortality, which depends on age, mortality in S1 and S2 will also be age dependent. To generate the age-specific mortality in S1 and S2, we multiply the age-specific background mortality rate, $v_{r\text{-HDage}}$, by the constant HRs $hr_{S1}$ and $hr_{S2}$, respectively. We then convert the resulting age-specific mortality rates to probabilities.

```r
## Age-specific mortality rates in the Sick and Sicker states
v_r_S1Dage <- v_r_HDage * hr_S1 # when Sick
v_r_S2Dage <- v_r_HDage * hr_S2 # when Sicker
## Age-specific probabilities of dying in the Sick and Sicker states
v_p_S1Dage <- 1 - exp(-v_r_S1Dage) # when Sick
v_p_S2Dage <- 1 - exp(-v_r_S2Dage) # when Sicker
```

To incorporate simulation-time dependence into the transition probability matrix, we expand the dimensions of the matrix and create a 3-dimensional transition probability array, $P$, and use $a\_P$ in R, of dimensions $n_S \times n_S \times n_T$. The first 2 dimensions of this array correspond to transitions between states, where the rows determine departing states and columns destination states. The third dimension refers to the time since the simulation started. The $t$-th element in
the third dimension corresponds to the transition probability matrix at cycle $t$. A visual representation of $a_P$ is shown in Figure 1.

First, we initialize the transition probability array for SoC, $a_P_{SoC}$, with a default value of zero for all transition probabilities.

```r
# Initialize the transition probability array
a_P_SoC <- array(0, dim = c(n_states, n_states, n_cycles),
                 dimnames = list(v_names_states, v_names_states, 0:(n_cycles - 1)))
```

The code below illustrates how to assign age-dependent transition probabilities in the third dimension of the array $a_P_{SoC}$.

```r
### Fill in array
## From H
a_P_SoC["H", "H", ] <- (1 - v_p_HDage) * (1 - p_HS1)
a_P_SoC["H", "S1", ] <- (1 - v_p_HDage) * p_HS1
a_P_SoC["H", "D", ] <- v_p_HDage
## From S1
a_P_SoC["S1", "H", ] <- (1 - v_p_S1Dage) * p_S1H
a_P_SoC["S1", "S1", ] <- (1 - v_p_S1Dage) * (1 - (p_S1H + p_S1S2))
a_P_SoC["S1", "S2", ] <- (1 - v_p_S1Dage) * p_S1S2
a_P_SoC["S1", "D", ] <- v_p_S1Dage
## From S2
a_P_SoC["S2", "S2", ] <- 1 - v_p_S2Dage
a_P_SoC["S2", "D", ] <- v_p_S2Dage
## From D
a_P_SoC["D", "D", ] <- 1
```

```r
### Initialize transition probability matrix for Strategy A as a copy of SoC's
a_P_strA <- a_P_SoC
```
Most of this code is equivalent to populating the matrix $P$ for time-independent cSTM. The only difference is the empty index added to the third dimension of $a_{P_{\text{SoC}}}$ to represent the vector of transitions over time. For time-varying transitions, we provide a vector of transition probabilities. We need to provide only 1 value for the transition probability for constant transitions over time, and R replicates the value of such transitions as many times as the number of cycles ($n_T + 1$ times in our example). To ensure that the sum of each row of each cycle-specific matrix equals 1, we define the probability of staying in each state by subtracting the sum of the exiting probability vectors from 1 after conditioning on surviving each cycle. Finally, we initialize the transition probability array for strategy A as a copy of SoC’s because treatment A does not alter the cohort’s transition probabilities.

Each slice along the third dimension of $a_{P_{\text{SoC}}}$ corresponds to a transition probability matrix from $t$ to $t + 1$. For example, the transition matrix for 25-y-olds in the sick-sicker model under the SoC strategy can be retrieved by indexing the first slice of the array using

$$a_{P_{\text{SoC}}}[\cdot, \cdot, 1]$$



```r
## Initialize transition probability array for Strategy B
a_{P_{\text{strB}}} <- a_{P_{\text{SoC}}}
## Update only transition probabilities from S1 involving $p_{S1S2}$
a_{P_{\text{strB}}}[^{"S1"}, ^{"S1"}, ] <- (1 - v_{p_{S1Dage}}) * (1 - (p_{S1H} + p_{S1S2_{trtB}}))
a_{P_{\text{strB}}}[^{"S1"}, ^{"S2"}, ] <- (1 - v_{p_{S1Dage}}) * p_{S1S2_{trtB}}

## Initialize transition probability matrix for Strategy AB as a copy of B's
a_{P_{\text{strAB}}} <- a_{P_{\text{strB}}}
```

We instantiate $a_{P_{\text{strB}}}$ as a copy of $a_{P_{\text{SoC}}}$ and update the probability of remaining in S1 and the transition probability from S1 to S2 (i.e., $p_{S1S2}$ is replaced with $p_{S1S2_{trtB}}$). Next, we create the transition probability array for strategy AB, $a_{P_{\text{strAB}}}$, as a copy of $a_{P_{\text{strB}}}$, since the cSTMs for strategies B and AB have identical transition probabilities but are different only in cost, as illustrated below.

We used the functions `check_sum_of_transition_array` and `check_transition_probability` in the darthtools package (https://github.com/DARTH-git/darthtools) to check if the transition probability arrays are valid (i.e., ensuring transition probabilities are between 0 and 1, and transition probabilities from each state sum to 1). The Supplementary Material includes the code for these functions.

In the sick-sicker model, the entire cohort starts in H. The creation of the initial state vector, $v_{m_{\text{init}}}$, and the cohort trace, $m_{\text{M}}$, for all strategies is identical to the time-independent cSTM in the introductory tutorial. The code below iteratively computes the cohort’s distribution across health states over time for the SoC Strategy.

```r
# Iterative solution of age-dependent cSTM under SoC
for(t in 1:n_cycles){
    m_{M_{\text{SoC}}}[t + 1, ] <- m_{M_{\text{SoC}}}[t, ] %*% a_{P_{\text{SoC}}}[\cdot, \cdot, t]
}
```
The state vector of the cohort’s distribution at cycle $t + 1$ is obtained by applying Equation (1), the matrix product between the row vector $m_{M_{SoC}[t, \cdot]}$ and the transition probability matrix $a_{P_{SoC}[\cdot, t]}$. This equation is comparable to the one described for the time-independent model in the introductory tutorial. The only modification required is to index the third dimension of the transition probability arrays by $t$ to obtain the SoC’s cycle-specific transition probability matrix. The vectors across all cycles are obtained by iteratively applying Equation (1) to each transition probability matrix of $a_{P_{SoC}}$ across the third dimension using a for loop. Figure 2 shows the cohort’s trace for all cycles of the age-dependent cSTM under SoC. The complete code for all the strategies is included in the Supplementary Material.

**Incorporating Time Dependence on State Residence (Tunnel States)**

We add the dependence on state residence to the simulation-time-dependent sick-sicker model defined above. We assume the risk of progression from S1 to S2 increases as a function of the time $\tau = 1, \ldots, n_{tunnels}$ the cohort remains in the S1 state. This increase follows a Weibull hazard function, $h(\tau)$, defined as

$$h(\tau) = \gamma \lambda (\tau)^{\gamma - 1},$$

with a corresponding cumulative hazard, $H(\tau)$,

$$H(\tau) = (\lambda \tau)^\gamma,$$

where $\lambda$ and $\gamma$ are the scale and shape parameters of the Weibull hazard function, respectively.

To derive a transition probability from S1 to S2 as a function of the time the cohort spends in S1, $p_{S1, t, S2}$, we assume constant rates within each cycle interval (i.e., piecewise exponential transition times), where the cycle-specific probability of a transition is

$$p_{S1, t, S2} = 1 - \exp\left(-\mu_{[S1, S2, \tau]}\right),$$

where $\mu_{[S1, S2, \tau]}$ is the rate of transition from S1 to S2 in cycle $\tau$ defined as the difference in cumulative hazards between consecutive cycles:

$$\mu_{[S1, S2, \tau]} = H(\tau) - H(\tau - 1).$$

Substituting the Weibull cumulative hazard from Equation (2) into Equation (4) gives

$$\mu_{[S1, S2, \tau]} = (\lambda \tau)^\gamma - (\lambda (\tau - 1))^\gamma,$$

and the transition probability

$$p_{S1, S2, \tau} = 1 - \exp\left(-(\lambda \tau)^\gamma - (\lambda (\tau - 1))^\gamma\right).$$

We assume that state-residence dependence affects the cohort in the S1 state throughout the whole simulation (i.e., $n_{tunnels} = n_T$) and create a new variable called $n_{tunnel\_size}$ with the length of the tunnel equal to $n_{cycles}$. Thus, there will be 75 S1 tunnel states plus 3 more states (H, S2, D) resulting in a total of $n_{tunnels} = 78$.

Figure 3 shows the state-transition diagram of the sick-sicker model with state-residence dependency with $n_{tunnels}$ tunnel states for S1.

To implement state-residence dependence in the sick-sicker cSTM, we create the vector variables $v_{\_Sick\_tunnel}$ and $v_{\_names\_states\_tunnels}$ with the names of the sick tunnel states’ and all the states of the cSTM, including tunnels, respectively, and use the parameters listed in Tables 1 and 2.
Figure 3 State-transition diagram of the sick-sicker model with tunnel states expanding the sick state ($S_{11}, S_{12}, \ldots, S_{1n}$). The circles represent the health states, and the arrows represent the possible transition probabilities. The labels next to the arrows represent the variable names for these transitions.

```r
## Number of tunnels
n_tunnel_size <- n_cycles
## Vector with cycles for tunnels
v_cycles_tunnel <- 1:n_tunnel_size
## Vector with the names of the Sick tunnel state
v_Sick_tunnel <- paste("S_i", seq(1, n_tunnel_size), "Yr", sep = "")
## Create variables for model with tunnels
v_names_states_tunnels <- c("H", v_Sick_tunnel, "S2", "D") # state names
n_states_tunnels <- length(v_names_states_tunnels) # number of states
## Initialize first cycle of Markov trace accounting for the tunnels
v_m_init_tunnel <- c(1, rep(0, n_tunnel_size), 0, 0)

Then, the transition rate and probability dependent on state residence from sick to sicker, v_r_S1S2_tunnels and v_p_S1S2_tunnels, respectively, based on a Weibull hazard function are

```r
# Weibull parameters
r_S1S2_scale <- 0.08 # scale
r_S1S2_shape <- 1.10 # shape
# Weibull function
v_r_S1S2_tunnels <- (v_cycles_tunnel*r_S1S2_scale)^r_S1S2_shape -
((v_cycles_tunnel - 1)*r_S1S2_scale)^r_S1S2_shape
v_p_S1S2_tunnels <- 1 - exp(-v_r_S1S2_tunnels*cycle_length)
```
To adapt the 3-dimensional transition probability array to incorporate both age and state-residence dependence in the sick-sicker model under SoC, we first create an expanded 3-dimensional array accounting for tunnels, \( a_{P_{\text{tunnels}} \text{-} \text{SoC}} \). The dimensions of this array are \( n_{\text{S tunnels}} \times n_{\text{S tunnels}} \times n_{T} \). A visual representation of \( a_{P_{\text{tunnels}} \text{-} \text{SoC}} \) of the sick-sicker model with tunnel states expanding the Sick state is shown in Figure 4.

```r
# Initialize array
a_P_tunnels_SoC <- array(0, dim = c(n_states_tunnels, n_states_tunnels, n_cycles),
                        dimnames = list(v_names_states_tunnels,
                                        v_names_states_tunnels,
                                        0:(n_cycles - 1)))
```

Filling \( a_{P_{\text{tunnels}} \text{-} \text{SoC}} \) with the corresponding transition probabilities works similarly to \( a_{P_{\text{SoC}}} \) above. The difference is that we now fill the transition probabilities to/from tunnel states by iterating over the tunnel and assigning the appropriate disease progression transition probabilities for each state as described in the “Time Dependence on State Residence” section and algorithm 1.

```r
### Fill in array
## From H
a_P_tunnels_SoC["H", "H", ] <- (1 - v_p_HDage) * (1 - p_HS1)
a_P_tunnels_SoC["H", v_Sick_tunnel[1], ] <- (1 - v_p_HDage) * p_HS1
a_P_tunnels_SoC["H", "D", ] <- v_p_HDage
## From S1
for (i in 1:n_tunnel_size) {
  a_P_tunnels_SoC[v_Sick_tunnel[i], "H", ] <- (1 - v_p_S1Dage) * p_S1H
  a_P_tunnels_SoC[v_Sick_tunnel[i], "S2", ] <- (1 - v_p_S1Dage) * v_p_S1S2_tunnels[i]
  a_P_tunnels_SoC[v_Sick_tunnel[i], "D", ] <- v_p_S1Dage
  if (i == n_tunnel_size) {
    # If reaching last tunnel state, ensure that the cohort that does not
    # transition out of the Sick state, remain in the last Sick tunnel state
    a_P_tunnels_SoC[v_Sick_tunnel[i],
                    v_Sick_tunnel[i], ] <- (1 - v_p_S1Dage) *
                              (1 - (p_S1H + v_p_S1S2_tunnels[i]))
  } else{
    a_P_tunnels_SoC[v_Sick_tunnel[i],
                    v_Sick_tunnel[i + 1], ] <- (1 - v_p_S1Dage) *
                              (1 - (p_S1H + v_p_S1S2_tunnels[i]))
  }
}
## From S2
a_P_tunnels_SoC["S2", "S2", ] <- 1 - v_p_S2Dage
a_P_tunnels_SoC["S2", "D", ] <- v_p_S2Dage
## From D
a_P_tunnels_SoC["D", "D", ] <- 1
```
Again, we check that the 3-dimensional transition probability array with tunnels is valid using the `darthtools` package.

To simulate the cohort and store its state occupation over $n_T$ cycles for the cSTM accounting for state-residence time dependence, we initialize a cohort trace matrix for the SoC strategy, $m_{M_{tunnels \_SoC}}$. The dimensions of the matrix are $(n_T + 1) \times n_{S_{tunnels}}$.

```
# Initialize cohort for state-residence cSTM under SoC
m_{M_{tunnels \_SoC}} <- matrix(0,
    nrow = (n\_cycles + 1), ncol = n\_states\_tunnels,
    dimnames = list(0:n\_cycles, v\_names\_states\_tunnels))

# Store the initial state vector in the first row of the cohort trace
m_{M_{tunnels \_SoC}}[1,] <- v\_m\_init\_tunnels
```

We then use the matrix product, similar to the simulation-time-dependent cSTM, to generate the full cohort trace.

```
# Iterative solution of state-residence-dependent cSTM under SoC
for(t in 1:n\_cycles){
    m_{M_{tunnels \_SoC}}[t + 1,] <- m_{M_{tunnels \_SoC}}[t,] %*% a\_P_{tunnels \_SoC}[t,]
}
```

To compute a summarized cohort trace to capture occupancy in the H, S1, S2, and D states under SoC, we aggregate over the S1 tunnel states in each cycle. The complete code for all the strategies is included in the Supplementary Material.

```
# Create aggregated trace
m_{M_{tunnels \_SoC\_sum}} <- cbind(H = m_{M_{tunnels \_SoC}}[, "H"],
    S1 = rowSums(m_{M_{tunnels \_SoC}}, which(v\_names\_states\_SoC == "S1")
        (n\_tunnel\_size + 1)],
    S2 = m_{M_{tunnels \_SoC}}[, "S2"],
    D = m_{M_{tunnels \_SoC}}[, "D"])
```

Figure 4 The 3-dimensional transition probability array of the sick-sicker model expanded to account for simulation-time and state-residence time dependence using $\tau$ tunnel states for S1.
Economic Outcomes

In a CEA, the main outcomes are typically the total expected discounted QALYs and costs accrued by the cohort over the predefined time horizon. Below, we calculate economic outcomes from state and transition rewards. A “state reward” refers to a value (e.g., cost, utility) assigned to individuals for remaining in a given health state for 1 cycle. A “transition reward” refers to the increase or decrease in either costs or utilities of transitioning from 1 health state to another, which may be associated with a 1-time cost or utility impact. The introductory tutorial describes how to incorporate state rewards in CEA in detail. Here, we describe and illustrate how to implement state and transition rewards together using a transition array.

Transition Rewards

Dying (i.e., transitioning to D) incurs a 1-time cost of $2,000 that reflects the acute care that might be received immediately preceding death. We also assume a disutility and a cost increment on the transition from H to S1 (Table 2). Incorporating transition rewards requires keeping track of the proportion of the cohort that transitions between health states in each cycle while capturing the origin and destination states for each transition. The cohort trace, , does not capture this information. However, obtaining this information is relatively straightforward in a cSTM and is described in detail by Krijkamp et al. Briefly, this approach involves changing the core computation in a traditional cSTM, from to . This simple change allows us to compute the proportion of the cohort that transitions between any 2 states in a cycle . The result is no longer a cohort trace matrix but rather a 3-dimensional array that we refer to as a transition-dynamics array (A) with dimensions . The slice of A, , is the matrix that stores the proportion of the population that transitioned between any two states from cycles to . Similarly, we define the transition rewards by the states of origin and destination.

To account for state and transition rewards, we create a matrix of rewards of dimensions . The off-diagonal entries of , store the transition rewards, and the diagonal of , stores the state rewards for cycle and assumes that rewards occur at the beginning of the cycle. The array of rewards, , contains all for all cycles. Finally, we multiply this matrix by , the -th slice of A, apply discounting and within-cycle correction, and compute the overall reward for each strategy outcome. Below, we illustrate these computations in R.

To compute for the simulation-time–dependent sick-sicker model under SoC, we initialize a 3-dimensional array of dimensions and set the diagonal of the first slice to the initial state vector .

```r
# Initialize transition-dynamics array under SoC
a_A_SoC <- array(0,
                  dim = c(n_states, n_states, (n_cycles + 1)),
                  dimnames = list(v_names_states, v_names_states, 0:n_cycles))
# Set first slice to the initial state vector in its diagonal
diag(a_A_SoC[, , 1]) <- v_m_init
```

We then compute a matrix multiplication between a diagonal matrix of each of the -th rows of the cohort trace matrix under SoC denoted as , by the -th matrix of the array of the transition matrix, , over all cycles.

```r
# Iterative solution to produce the transition-dynamics array under SoC
for (t in 1:n_cycles){
  a_A_SoC[, , t + 1] <- diag(m_M_SoC[t, ]) %*% a_P_SoC[, , t]
}
```
The arrays of rewards for costs and utilities for the simulation-time–dependent sick-sicker cSTM under SoC are created by filling each row across the third dimension with the vector of state rewards.

```r
# Arrays of state and transition rewards under SoC
# Utilities
a_R_u_SoC <- array(matrix(v_u_SoC, nrow = n_states, ncol = n_states, byrow = T),
                     dim = c(n_states, n_states, n_cycles + 1),
                     dimnames = list(v_names_states, v_names_states, 0:n_cycles))
# Costs
a_R_c_SoC <- array(matrix(v_c_SoC, nrow = n_states, ncol = n_states, byrow = T),
                     dim = c(n_states, n_states, n_cycles + 1),
                     dimnames = list(v_names_states, v_names_states, 0:n_cycles))
```

To account for the transition rewards, we either add or subtract them in the corresponding location of the reward matrix representing the transitions of interest. Thus, for example, to account for the disutility of transitioning from H to S1 under SoC, we subtract the disutility to the entry of the array of rewards corresponding to the transition from H to S1 across all cycles.

```r
# Add disutility due to transition from H to S1
a_R_u_SoC["H", "S1", ] <- a_R_u_SoC["H", "S1", ] - du_HS1
```

In a similar approach, we add the costs of transitioning from H to S1 and the cost of dying.

```r
# Add transition cost due to transition from H to S1
a_R_c_SoC["H", "S1", ] <- a_R_c_SoC["H", "S1", ] + ic_HS1
# Add transition cost of dying from all non-dead states
a_R_c_SoC[-n_states, "D", ] <- a_R_c_SoC[-n_states, "D", ] + ic_D
```

The state and transition rewards are applied to the model dynamics by element-wise multiplication between A and R, indicated by the ⊙ sign, which produces the array of economic outcomes for all \( n_T \) cycles, \( Y \). Formally,

\[
Y = A ⊙ R \tag{7}
\]

To obtain \( Y \) for QALYs and costs for all 4 strategies, we apply Equation (7) by the element-wise multiplication of the transition array \( a_A_{SoC} \) by the corresponding array of rewards.

```r
# For SoC
a_Y_c_SoC <- a_A_SoC * a_R_c_SoC
da_Y_u_SoC <- a_A_SoC * a_R_u_SoC
```
The total rewards for each health state at cycle $t$, $y_t$, is obtained by summing the rewards across all $j = 1, \ldots, n_S$ health states for all $n_T$ cycles.

$$y_t = Y_t^T = \left[ \sum_{i=1}^{n_T} Y_{i,1,t}, \sum_{i=1}^{n_T} Y_{i,2,t}, \ldots, \sum_{i=1}^{n_T} Y_{i,n_S,t} \right]. \quad (8)$$

To obtain the expected costs and QALYs per cycle under SoC, $y$, we apply Equation (8) again across all the matrices of the third dimension of $Y$ for all the outcomes. The complete code for all the strategies is presented in the Supplementary Material.

```r
# Vectors of rewards under SoC
# QALYs
v_qaly_SoC <- rowSums(t(colSums(a_Y_u_SoC)))

# Costs
v_cost_SoC <- rowSums(t(colSums(a_Y_c_SoC)))
```

**Within-cycle correction and discounting future rewards.** We use Simpson’s one-third rule for within-cycle correction$^{17,18}$ and use exponential discounting for costs and QALYs. Please see the Supplementary Material and introductory cSTM tutorial for a detailed description of implementing discounting and within-cycle correction in R.$^7$

**Incremental Cost-Effectiveness Ratios**

We followed the coding approach described in the introductory cSTM tutorial to conduct the cost-effectiveness analysis.$^7$ We use the R package dampack (https://cran.r-project.org/web/packages/dampack/)$^{19}$ to calculate the incremental costs and effectiveness and the incremental cost-effectiveness ratio (ICER) between nondominated strategies. dampack organizes and formats the results as a data frame, df_cea, that can be printed as a formatted table.

**Table 3 Cost-Effectiveness Analysis Results for the Simulation-Time–Dependent Sick-Sicker Model**

| Strategy         | Costs ($) | QALYs   | Incremental Costs ($) | Incremental QALYs | ICER ($/QALY) | Status |
|------------------|-----------|---------|-----------------------|-------------------|---------------|--------|
| Standard of care | 116,374   | 18.879  | NA                    | NA                | NA            | ND     |
| Strategy B       | 202,536   | 20.199  | 86,162                | 1.320             | 65,288        | ND     |
| Strategy AB      | 296,300   | 21.097  | 93,764                | 0.898             | 104,461       | ND     |
| Strategy A       | 218,789   | 19.636  | NA                    | NA                | NA            | D      |

D, dominated strategy; ICER, incremental cost-effectiveness ratio; ND, nondominated strategy; QALY, quality-adjusted life-year.

**Figure 5 Cost-effectiveness efficient frontier of all 4 strategies for the simulation-time-dependent sick-sicker model.**

The SoC strategy is the least costly and effective strategy, followed by strategy B, producing an expected benefit of 1.32 QALYs per individual for an additional expected cost of $86,162 with an ICER of $65,288/QALY, followed by strategy AB with an ICER $104,461/QALY. Strategy A is a dominated strategy. The results of the CEA of the simulation-time–dependent sick-sicker model are presented in Table 3. The nondominated strategies, SoC, B, and AB, form the cost-effectiveness efficient frontier of the CEA based on the simulation-time–dependent sick-sicker model (Figure 5).

**Probabilistic Sensitivity Analysis**

We conducted a probabilistic sensitivity analysis (PSA) to quantify the effect of model parameter uncertainty on cost-effectiveness outcomes.$^{20}$ In a PSA, we randomly draw parameter sets from distributions that reflect the current uncertainty in model parameter estimates. The parameters’ distributions and their values are described
in Table 2 and in more detail in the Supplementary Material. We compute model outcomes for each sampled set of parameter values (e.g., total discounted cost and QALYs) for each strategy. We follow the steps to conduct a PSA from a previously published article describing the decision analysis in R for technologies in health (DARTH) coding framework.\textsuperscript{14} The R code to generate the PSA is included in the Supplementary Material. The description of the functions and steps and a brief discussion on choosing distributions are described in more detail in the introductory tutorial.\textsuperscript{7}

To conduct the PSA of the CEA using the simulation time-dependent sick-sicker cSTM, we sampled 1000 parameter sets. We computed the total discounted costs and QALYs of each simulated strategy for each parameter set. We generated the cost-effectiveness scatter plot\textsuperscript{21} in which each of the 4000 simulations (i.e., 1000 combinations of total discounted expected costs and QALYs for each of the 4 strategies) are plotted as a point in the graph (Figure 6A). We also added the 95\% confidence ellipse, and the expected values of the total discounted costs and QALYs for each strategy. The CE scatter plot shows that strategy AB has the highest expected costs and QALYs. Standard of care has the lowest expected cost and QALYs. Strategy B is more effective and less costly than strategy A. Therefore, strategy A is strongly dominated by strategy B.

In Figure 6B, we present the cost-effectiveness acceptability curves (CEACs), showing the probability that each strategy is cost-effective, and the cost-effectiveness frontier (CEAF), displaying the probability of the optimal strategy being cost-effective over a range of willingness-to-pay (WTP) thresholds. At WTP thresholds less than $70,000 per QALY, SoC is the strategy.
with the highest probability of being cost-effective and the highest expected NMB. Strategy B has the highest probability of being cost-effective and the highest expected NMB for WTP thresholds greater than $70,000 and lower than $105,000 per QALY. Strategy AB has the highest expected NMB for WTP thresholds greater than or equal to $105,000 and is the strategy with the highest probability of being cost-effective.

We quantify the expected loss from each strategy over a range of WTP thresholds with the expected loss curves (ELCs) to complement the PSA results (Figure 6C). The expected loss considers both the probability of making the wrong decision and the magnitude of the loss due to this decision, representing the foregone benefits of choosing a suboptimal strategy. The SoC strategy has the lowest expected loss for WTP thresholds less than $65,000 per QALY, and strategy B has the lowest expected loss for WTP thresholds greater than or equal to $70,000 and less than $105,000. Strategy AB has the lowest expected loss for WTP thresholds greater than or equal $105,000 per QALY. At a WTP threshold of $100,000 per QALY, the expected value of perfect information is highest at $7,836 (Figure 6C,D). For a more detailed description of these outputs and the R code to generate them, we refer the reader to a previous publication by our group.22

Epidemiological Outcomes

cSTMs can be used to generate epidemiological outcomes that can be of direct interest to the decision maker or be helpful for model calibration and validation. Some common epidemiological outcomes include survival, prevalence, incidence, the average number of events, and lifetime risk of events.23 We provide the epidemiological definitions of some of these outcomes and how they can be generated from the trace and transition probability objects of a cSTM using the simulation time-dependent sick-sicker model under SoC. Similar to the PSA of the economic outcomes, we generated the epidemiological outcomes for each of the parameter sets drawn from their distributions and applied the equations described below. We summarized the outcomes with the 95% posterior predicted interval, defined as the estimated range between the 2.5th and 97.5th percentiles of the model-predicted posterior outputs. The Supplemental Material provides the code to generate these outcomes from the state-residence dependent cSTM.

Survival Probability

The survival probability, $S(t)$, captures the proportion of the cohort remaining alive by cycle $t$. To estimate $S(t)$ from the simulated cohort of the simulation-time dependent sick-sicker model, shown in Figure 7A, we sum the proportions of the nondeath states for all $n_T$ cycles in $m_{M_{SoC}}$.

```r
v_S_SoC <- rowSums(m_M_SoC[, -which(v_names_states == "D")]) # vector with survival curve
```

Life Expectancy

Life expectancy (LE) refers to the expected number of time units remaining to be alive.24 In continuous-time, LE is the area under the entire survival curve.25

$$LE = \int_{t = 0}^{\infty} S(t)dt.$$ 

In discrete-time using cSTMs, we often calculate restricted LE over a fixed time horizon (e.g., $n_T$) at which most of the cohort has transitioned to the dead state and is defined as

$$LE = \sum_{t = 0}^{n_T} S(t).$$

In the simulation-time dependent sick-sicker model, where we simulated a cohort over $n_T = 75$ cycles, restricted LE $le_{SoC}$ is 40.8 (95% credible interval: [38.4, 43.6]) cycles (Figure 7B), which is calculated as

```r
le_SoC <- sum(v_S_SoC) # life expectancy
```

Note that this equation expresses LE in the units of $t$. We use an annual cycle length; thus, the resulting LE will be in years. Analysts can also use other cycle lengths (e.g., monthly or daily), but the LE must be correctly converted to the desired unit if different than the cycle length units.

Prevalence

Prevalence is defined as the proportion of the population or cohort with a specific condition (or being in a particular health state) among those alive.26 To calculate the prevalence of S1 at cycle $t$, prev($t$), we compute the ratio between the proportion of the cohort in S1 and the proportion alive at that cycle.27 The proportion of the cohort alive is given by the survival probability $S(t)$ defined above. The individual prevalence of the S1 and S2 health
Discussion

In this tutorial, we conceptualize time-dependent cSTMs with their mathematical description and a walk-through of their implementation for a CEA in R using the sick-sicker example. We described 2 types of time dependence: on the time since the start of the simulation (simulation-time dependence) or on the time spent in a health state (state-residence time dependence). We illustrated how to generate various epidemiological outcomes from the model, incorporate transition rewards in CEAs, and conduct a PSA.

We implemented simulation-time dependence by expanding the 2-dimensional transition probability matrix: 

$$ v_{\text{prev}_1} \leftarrow \frac{m_{\text{M}_{\text{SoC}}}}{v_{\text{S}_{\text{SoC}}}} \quad \text{# vector with prevalence of Sick} $$

$$ v_{\text{prev}_2} \leftarrow \frac{m_{\text{M}_{\text{SoC}}}}{v_{\text{S}_{\text{SoC}}}} \quad \text{# vector with prevalence of Sicker} $$

$$ v_{\text{prev}_{12}} \leftarrow \frac{\text{rowSums}(m_{\text{M}_{\text{SoC}}}[, c(S1, S2)])}{v_{\text{S}_{\text{SoC}}}} \quad \text{# prevalence of Sick and Sicker} $$
matrix into a 3-dimensional transition probability array, in which the third dimension captures time since the start of the simulation. However, there are alternative implementations of simulation-time dependence in cSTMs. For example, the model could be coded such that the time-varying elements of the transition probability matrix $P_t$ are updated at each time point $t$ as the simulation is run. This would eliminate the need for the transition probability array $a \cdot P$, reducing computer memory requirements. But this comes at the expense of increasing the number of operations at every cycle, potentially slowing down the simulation.

We incorporated state-residence time dependence using tunnel states by expanding the corresponding health states on the first and second dimensions of the three-dimensional array to account for time spent in the current state in addition to simulation-time dependence. Another approach to account for state-residence time dependence is to use a 3-dimensional transition probability array with dimensions for the current state, future state, and time in the current state. However, combining simulation-time and state-residence time dependencies could necessitate a 4-dimensional array, which may prove challenging.

Any time-varying feature in a discrete-time model can most generally be implemented as tunnel states with, at the extreme, every state having a different tunnel state for each time step. The cohort would then progressively move through these tunnel states to capture their progression through time and the model features (e.g., transition probabilities, costs, or utilities) that change over time. Using time-varying transition probabilities is a shortcut when the cohort experiences these time-varying processes simultaneously as a function of the time from the simulation start. Even if the time-varying process has a different periodicity than the cycle length, either tunnel states or time-varying transition probabilities can be used to capture these effects. However, this time-varying process must be represented or approximated over an integer number of cycle lengths.

As described in the introductory tutorial, cSTMs are recommended when the number of states is considered “not too large.” Incorporating time dependence in cSTMs using the provided approaches requires expanding the number of states by creating a multidimensional array for simulation-time dependence and/or creating tunnel states for state-residence time dependence, increasing the amount of computer memory (RAM) required. For example, as state-residence time dependence extends in more health states, the total number of health states will increase, causing a “state explosion.” It is possible to build reasonably complex time-dependent cSTMs in R as long as there is sufficient RAM to store the transition probability array and outputs of interest. For example, a typical PC with 8GB of RAM can handle a transition probability array of about 1,000 states and 600 time-cycle slices. However, if a high degree of granularity is desired, the dimensions of these data objects can grow quickly; if the required number of states gets too large and difficult to code, it may be preferable to use a stochastic (Monte Carlo) version of the state-transition model—often called individual-based state-transition models (iSTM) or microsimulation models—rather than a cohort simulation model. In an iSTM, the risks and rewards of simulated individuals need not depend only on a current health state; they may also depend on an individual’s characteristics and attributes. In addition, modelers can store health state history and other events over time for each individual to determine the risk of new events and corresponding costs and effects. Thus, we recommend carefully considering the required model structure before implementing it. An iSTM will require additional functions to describe the dependence of transition probabilities and rewards on individuals’ histories. A previous tutorial showed how to construct these functions for an iSTM using the sick-sicker example.

We described the concept and implementation of transition rewards. While these event-driven impacts could instead be captured by expanding the model state-space to include an initial disease state or a predeath, end-of-life state, we can avoid state-space expansion by calculating incurred rewards based on the proportion of the cohort making the relevant transition. For implementation, this requires storing not just the cohort trace, which reflects how many individuals are in each state at a given cycle, but also a cohort state-transition array, which records how many individuals are making each possible transition at a given cycle. We model the effectiveness of treatment B as an HR. However, other effect measures can be used, such as odds ratio, risk ratio, or risk differences, depending on the methods used to estimate them. We assume that all parameters are known for the case study. However, in a real-world CEA, parameters are estimated from electronic health records, clinical trials, and observational studies, and when there is no individual-level data to inform them, through model calibration.

We use base R to implement time-dependent cSTMs as the most transparent way to illustrate how to translate the mathematical specification of cSTMs into code. Using a base R implementation maximizes flexibility and customizability to model any disease that can be specified as a cSTM. However, there are R packages for building and running cSTMs and conducting CEAs, such...
as heemod\textsuperscript{35} and hesim\textsuperscript{36} that are made such that they can support modeling arbitrary patient populations or many treatment strategies. Since much of the programming burden has already been done, these packages can reduce programming time. Users do not need to write functions themselves but instead need to call a series of prewritten functions. And in the case of hesim, all the memory preallocation and loops are made at the C++ level, making it more efficient than looping over base R but might require more RAM. Ultimately, it is up to the analyst to decide the most appropriate approach to implementing their cSTM-based CEAs.

This tutorial extends our conceptualization of time-independent cSTMs to allow for time dependence. It provides a step-by-step guide to implementing time-dependent cSTMs in R to generate epidemiological and economic outcomes, accounts for transition rewards, and conducts a CEA and a corresponding PSA. We hope that health decision scientists and health economists find this tutorial helpful in developing their cSTMs in a more flexible, efficient, and open-source manner. Ultimately, our goal is to facilitate R in health economic evaluations with the overall aim to increase model transparency and reproducibility.
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