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Abstract
Live migration is an essential feature in virtual infrastructure and cloud computing datacenters. Using live migration, virtual machines can be online migrated from a physical machine to another with negligible service interruption. Load balance, power saving, dynamic resource allocation, and high availability algorithms in virtual data-centers and cloud computing environments are dependent on live migration. Live migration process has six phases that result in live migration cost. Several papers analyze and model live migration costs for different hypervisors, different kinds of workloads and different models of analysis. In addition, there are also many other papers that provide prediction techniques for live migration costs. It is a challenge for the reader to organize, classify, and compare live migration overhead research papers due to the broad focus of the papers in this domain. In this survey paper, we classify, analyze, and compare different papers that cover pre-copy live migration cost analysis and prediction from different angels to show the contributions and the drawbacks of each study. Papers classification helps the readers to get different studies details about a specific live migration cost parameter. The classification of the paper considers the papers’ research focus, methodology, the hypervisors, and the cost parameters. Papers analysis helps the readers to know which model can be used for which hypervisor and to know the techniques used for live migration cost analysis and prediction. Papers comparison shows the contributions, drawbacks, and the modeling differences by each paper in a table format that simplifies the comparison. Virtualized Data-center and cloud computing clusters admins can also make use of this paper to know which live migration cost prediction model can fit for their environments.
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1 Introduction

Virtualization concept relies on resources sharing such that the datacenters resources of compute, network and storage can be shared between different operating systems and applications with a physical layer based isolation [1]. Virtual Machines (VMs) is the virtualization of the compute layer in the datacenter resources; such that the physical server CPU, cache, memory and all other compute hardware can be shared across several VMs. Each VM has its dedicated Operating System (OS), platforms and applications. Virtual machines isolation, configuration and resource allocation is basically done by the system hypervisor which manages the relationship between the VMs and the physical machines. The benefits of datacenter virtualization are basically higher physical resources utilization, less power consumption, lower infrastructure Total Cost of Ownership (TCO), higher system availability, dynamic resource management, less vendor lock-in and adoption to cloud computing. These vital benefits to the IT industry lead to having more than eighty percent of the global datacenters utilizing virtualization technologies.

Live Migration is a key technology and essential feature in datacenter virtualization. With live migration, the VMs can be moved from a physical host to another with almost no impact on the running applications availability. This makes the running applications do not get impacted by the entire physical server issues; which enhances the service availability dramatically. Live migration traffic is sent over the TCP/IP protocol that utilizes the Ethernet network which interconnects the cluster servers. The content that should be migrated is basically the CPU cache, memory and buffers content; however the big bulk to be migrated is the memory content. The CPU cache and buffers content is almost negligible compared to the memory content and that what most of the papers assume in live migration modelling.

Live migration is supported by almost all hypervisors in the market; VMware ESXi, Microsoft Hyper-V, Xen and KVM. Clusters load balance, power saving, resource allocation flexibility and fault tolerance are all dependent on live migration.

- For load balance, live migration is used to update the allocation mapping between the VMs and the physical machines from time to time. This update is based on the physical machines utilization to keep all the cluster physical servers utilization balanced by avoiding system bottlenecks.
- In power saving, live migration is used to concatenate the VMs within less number of physical machines during the low utilization hours and so to minimize the number of active physical servers and switch the other idle servers into sleep mode.
- Fault tolerance also relies on live migration between two physical servers at least with keeping two copies of the VM; one at the source host and another copy at the target host. So in case of failure in the primary VM at the primary host, the secondary VM on the secondary host will takeover and act as a new primary VM.
VMs live migration is an essential feature in cloud computing environments, however live migration cost can not be ignored. The challenges that the readers face in live migration cost topic is finding tens of papers that discuss different cost parameters, different hypervisors and different analysis methodologies. So in this survey paper, we summarize the related work in pre-copy live migration cost topic. The proposed summary is based on related work cost parameters classification that shows the modeling comparison and research methodologies differences between the related papers.

Live migration of VMs has three different types; pre-copy, post-copy and hybrid-copy. In this paper, we focus on Pre-copy live migration as the most robust migration type. In pre-copy migration, the source host memory content copy starts and keeps transferring until meeting a stopping condition. Then the VM stops at the source host and be initiated at the target host. This is the most commonly used migration type by commercial and open source hypervisors as the most reliable migration type.

Compared to other survey papers, to the best of our knowledge, this paper is the first paper that provides the below contributions:

- We summarize in this paper tens of research articles that discussed the live migration cost modeling and prediction topic for different hypervisors.
- Cost parameter based classification that shows the modeling comparison for the same cost parameter proposed by different papers.
- The provided classification is presented in a table format that highlights the missing points that are still open for research.
- To introduce live migration with persistent memory technology as a new trend in servers memory technology.

The rest of this paper is organized as follows, in Sect. 2, we introduce the different configurations and types of live migration in general to explain the definition of pre-copy migration and its difference with other migration types. Because networking is an essential topic in VMs migration performance, we discuss networking set up of virtualized cluster in Sect. 3. The networking set up section discussed the networking details for VMware vSphere, Microsoft Hyper-V, KVM and Xen hypervisors clusters. Migration cost parameters are presented in Sect. 4 and the cost parameters modeling is discussed in Sect. 5. Then the prediction techniques of migration cost is presented in Sect. 6. The proposed classification of live migration cost modeling and prediction papers is proposed in Sect. 7. In Sect. 8, we discuss PMem and live migration support for servers with PMem DIMMs as a new trend in servers memory technology that is recently supported by many servers vendors. Finally, we list the open research areas in Sect. 9 that can extend the work in live migration cost modeling and prediction and conclude the paper in Sect. 10.
2 Live migration configurations and types

Live migration of VMs is supported in different configuration scenarios depending on which resource should be migrated. The migration process sequence has also different mechanisms that define the migration types. In this section, we discuss in details Live migration configurations and types.

2.1 Live migration configurations

Live migration can be achieved with different configuration scenarios; as shown in Fig. 1.

- The first scenario is to migrate the VM compute resources to another physical host without the VM storage virtual disk migration. This can be applied only under the condition of having a shared storage environment between the source and the target servers. In this case, mainly the memory content is migrated. For example the VM in Fig. 1 can be migrated with this scenario only between S1 and S2 hosts through the management IP network of the cluster.
- The second scenario is to migrate the compute and storage resources of the VM from a source to a target host through the management IP network of the cluster. In this case the memory and the virtual disk storage content should be migrated. So the VM in Fig. 1 can be migrated from S1 or S2 to S3 host or vice versa.
- The third scenario is to migrate the compute and storage resources of the VM from the source to the target host through the WAN or the Internet network. This scenario is mainly useful for datacenter migrations or disaster recovery solutions between datacenters in different locations. So to migrate the VM in Fig. 1 from S1, S2 or S3 to S4
- The fourth scenario of live migration is to have multiple VMs migration simultaneously. The number of simultaneous VMs to be migrated has a maximum limit. This limit is defined by the source host of the migration that is responsible
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for resources allocation and migration success verification process. Referring to Fig. 1, in multiple simultaneous VMs migration, there can be many VMs in different hosts that can be migrated from any of the hosts to another.

### 2.2 Live migration types

From migration processes point of view, live migration has three different types; as shown in Fig. 2. The three types are Pre-copy, Post-copy and Hybrid-copy.

- In Pre-copy, live migration starts with transferring the whole content of the source host memory to the target host, however due to the fact that the application is still writing data on the source host memory, this new data is called dirty pages that should be transferred also to the target host in other iterations. This iterative copy runs until a stopping condition is met. There are different stopping conditions, as we will discuss. After the stopping condition is met, the last copy of the memory and the CPU state is transferred to the target host and the this is the time when the VM is handed-over to the target host. During this handover, there is a down-time that should be very short to avoid the running application interruption. This means that in Pre-copy, the handover of the VM only occurs when there is little amount of data to be transferred to minimize the down-time and to have robust migration. That is the the reason for considering Pre-copy live migration as the most reliable live migration type. VMware, KVM, Hyper-V and Xen are all using Pre-copy live migration. The dis-advantage of Pre-copy live migration is the migration time which is not predictable because the number of copy iterations can not be predicted. It depends basically on the dirty pages rate and the network transmission rate. In some cases the migration might take too long time or even fails due to high dirty pages rate with lower network transmission rate. But when this case happens, the VM continues running on the source host without disruption, which make Pre-copy as the most reliable technique.

The stopping condition in Pre-copy differs from a hypervisor to another. The number of pre-copy iterations, the residual amount of data to be migrated in the source host memory, or ratio between the transferred data and the memory content to be migrated are the main stopping conditions for pre-copy. The stopping conditions in the Xen platform are [2]:
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(a) Less than 50 pages are dirtied during the last pre-copy iteration.
(b) To have 29 pre-copy iterations have been carried out.
(c) More than three times the total amount of RAM allocated to the VM has been copied to the destination.

While the stopping conditions for VMware are [3]:

(a) Less than 16 megabytes of modified pages are left.
(b) There is a reduction in changed pages of less than one megabyte.

• In Post-copy migration, the source host transfers only the data required for the VM boot to the target host and then stops the VM at the source host to hand it over. After the VM activation at the target host, the source host starts sending the memory data in one iteration to the target host. This means that the memory copy is done in a one shot after the VM handover, and so post-copy migration time is predictable. However, this means that if the memory content transfer is fails for any reason, the VM will be destroyed and data loss might occur [4]. So, it is not a reliable migration technique as Pre-copy. And so, post-copy is not used by any commercial hypervisor. In [5] a detailed comparison between pre-copy and post-cop migration is presented. The comparison in [5] shows that pre-copy technique is a more safe and reliable and so it is the commonly used technique by the hypervisors Xen, VMware, Microsoft Hyper-V, Oracle VM server, KVM, Virtuozzo, OVirt and Google Compute Engine. Post-copy migration is used also in KVM, Virtuozzo, OVirt and Google Compute Engine.

• Hybrid-copy technique has several algorithms that try to mix steps of pre-copy and post-copy to get higher robust migration with migration time prediction. One of these algorithms firstly migrates [6] and [7] the memory content of the VM is transferred to the target host and during this migration, new dirty pages are written to the source host memory, so several pre-copy iterations are run but with limited number to keep the migration time predictable. Then the VM state is transferred and handover occurs to activate the VM at the target host. The residual memory pages are transferred to the target host in a post-copy manner. Hybrid-copy depends on having low amount of residual memory pages in the post-copy phase to enhance the migration robustness compared to post-copy, however it does not show the same reliability and robustness level of pre-copy. So in case of transfer failure in the post-copy phase, data loss might occur.

3 Live migration networking

Virtual networking is an essential requirement for virtualized datacenters and cloud computing platforms [8]. Each VM has a virtual network adapter and at least one virtual port. The VMs are inter-connected to virtual switches (vSwitches) that use physical Ethernet switches in the back-end. In this section we discuss in more details
the concept of network virtualization and how live migration is implemented in the four hypervisors; VMware vSphere, Microsoft Hyper-V, Xen and KVM.

In virtual networking, each VM has virtual Network Interface Cards (vNICs). Each vNIC has one or more virtual ports (vPorts). Each vPort is connected to a vSwitch. This virtual switch can be a local switch inside the physical host only to connect the VMs within this host, or can be a cluster virtual switch to connect between the VMs in a cluster. Each vSwitch has at least one uplink port which is mapped to a physical switch port. Each group of ports in the vSwitch can create a separate vLAN or port group that can be labeled. For one or more physical hosts connection, a cluster vSwitch is used as a centralized vSwitch that connects all the VMs of the cluster physical nodes. This vSwitch concept applies to all hypervisors [9]. However, the hypervisors are different to each other when it comes to live migration networking set up. We discuss in this section live migration networking configuration details for VMware vSphere, Microsoft Hyper-V, Xen and KVM.

3.1 VMware vSphere live migration networking

Live migration feature in VMware is called vMotion. Figure 2 shows an example of the best practice for vMotion networking using a cluster of two physical machines. These two servers are connected to a shared storage using FC-SAN switch and connected to the IP network using an Ethernet switch. The solid lines represent physical connections and the dotted lines represent the virtual connections for the virtual distributed switch. Figure 2 represents a commonly used scenario in enterprise datacenters where a storage array is shared between the cluster servers using FC-SAN network. Live migration uses TCP/IP protocol and so it utilizes the IP network. From best practice point of view, each physical host should have at least 2 physical NICs and each VM should have at least 2 NICs [10]. The VMs in the cluster are connected to a virtual distributed switch. Using port groups, the IO traffic of the VMs can be isolated. There are two types of port groups in VMware; VMkernel distributed port group and VM network distributed port group. VM network port group is responsible for the production traffic like applications traffic. VMkernel port group is responsible for the special classes of traffic like vMotion, management, iSCSI, NFS, Fault tolerance, replication traffic and VMware vSAN as a Software Defined Storage (SDS) traffic [11]. The physical machines NICs ports should be mapped to the distributed switch as uplink ports. The uplink port is responsible for the in-going and the out-going traffic into and from the distributed switch. Each port group should have at least one uplink port from each physical host. Each uplink port can be shared between many port groups. For vMotion traffic, it is a best practice to create a dedicated VMkernel port group between the VMs in the cluster. This vMotion distributed port group should include at least one uplink port from each physical host [10]. This uplink port assignment is actually not only for vMotion port group, but also for any other VMkernel based port group. From physical port isolation, vMotion traffic is physically isolated on the host port level from the applications traffic. However, depending on the back-end network topology, vMotion and workload traffic might compete on the back-end network bandwidth.
3.2 Microsoft hyper-V live migration networking

Virtual layer two switches in Hyper-V have the same concept like VMware. It is basically a software-based switch that connects the VMs vNICs with the physical ports uplinks [12]. Also, live migration in Microsoft Hyper-V has the same concept like VMware vMotion. The best practice for Hyper-V is to configure a separate virtual network or VLAN for live migration in order to isolate the migration network traffic from the applications traffic [13].

3.3 Xen hypervisor live migration networking

In Citrix Xen, virtual Switch concept is also used as in vSphere and Hyper-V, such that each VM has at least one vNIC and vport that are connected to a distributed vSwitch. The distributed vSwitch connects the VMs across the cluster and includes the hosts physical NICs as the vSwitch uplinks. The difference in Xen compared to vSphere and Hyper-V is having a separate OpenFlow controller. This OpenFlow controller is a centralized server that controls the Xen servers virtual network and is responsible for the vSwitches configuration, traffic management and performance monitoring [14]. Live migration feature in Xen is called XenMotion. XenMotion networking best practice is to create a cross server private network that isolates XenMotion traffic from other other management or workload traffic. This private network provisions dedicated virtual management interface of the VMs for live migration traffic [15].

3.4 KVM live migration networking

Libvirt is used for KVM Hypervisor virtual networking [16]. Libvirt uses APIs that talks to Quick EMUlator (QEMU) for network and storage configurations. Each VM has its own QEMU instance. The vSwitch that is created by libvirt can connect the VMs vNICs across the KVM cluster with the physical hosts uplink ports. For KVM live migration networking, Redhat best practice is to create separate the storage network from the migration network. So live migration isolation from other management traffic or workload traffic is not mentioned [17]. This means that live migration network traffic might be in contention with the workload traffic or with other management traffic.
4 Live migration cost parameters

Live migration is a key technology for data-centers and cloud computing environments, however there is a cost for the live migration process. The cost includes down time, migration time, network overhead, power consumption overhead, memory overhead and CPU utilization overhead.

Cost modeling and prediction of live migration is a very important topic. Based on the definition of live migration cost modeling and prediction techniques, IT admins can:

- Correlate the relationship between the VM size and the migration cost.
- Get an estimation about VM migration cost before proceeding with the migration event [18].
- Receive a recommendation with the optimal timing for a specific VM live migration; depending on the VM size and the DC network utilization [19].

There are many research articles that analyze and model live migration cost [20–22] and [23]. In addition, there are also many other papers that predict the migration cost for pre-copy migration in order to resolve the disadvantage of not having a predictable migration cost [24, 25]. However, it is a challenge for readers of these papers to track the differences and map the suitable use-case for each model of these papers.

In this paper, we review, compare, classify and summarize different up to date research articles in the area of live migration overhead modelling and prediction. Also, we cover in this paper live migration overhead for servers with persistent memory inside; as an emerging memory technology recently used in modern datacenters. Finally, we discuss in this paper the outstanding research topics in the area of live migration cost analysis and prediction.

This paper contribution can be summarized in the following points:

1. Analyze the other related survey papers that cover pre-copy live migration topic and show their differentiation compared to this paper.
2. Categorize and compare related live migration cost papers based on the papers focus (analysis or prediction), the cost parameters that are discussed and the hypervisors used.
3. Discuss live migration in modern datacenter servers with persistent memory technology.
4. Share the outstanding research problems in the area of live migration cost.

The rest of this paper is organized as following; the next section provides more details about live migration overhead background. Sections 3 and 4 classify and compare research articles that cover live migration cost analysis, modeling and prediction. In Sect. 5, we discuss live migration cost for modern datacenters with persistent memory servers. We share the open research areas in the area of live migration cost in Sect. 6 and then conclude in Sect. 7.
In this paper, we focus on the pre-copy live migration cost as the mainly used technique by all virtualization hypervisors due to higher robustness; as mentioned in the previous section. In this section, we discuss in more details pre-copy live migration phases, the migration cost parameters considering their root causes, and the different methods for migration cost analysis and prediction.

Pre-copy live migration has mainly six phases; as shown in Fig. 3 [26]. These phases are:

(a) **Initialization** Initiating the migration by selecting the VM to be migrated and selecting the target machine.

(b) **Reservation** The source machine sends a request to the target machine for resources reservation and the target machine answers with an acknowledgment after reserving the required resources for the migration.

(c) **Iterative pre-copy** The entire RAM is sent in the first iteration, then pages modified during the previous iteration are transferred to the destination. Using shadow page table for memory dirty pages mapping.

(d) **Stop-and-copy** When the stop conditions are met, the VM is halted on the source for a final transfer round. At the same round of stop- and-copy while transferring the final dirty pages, the migrated VM’s CPU state is transferred to the destination.

(e) **Commitment** the destination host checks if it has received successfully a consistent copy of the migrated VM. Then the target machine sends a message telling the source that it has successfully synchronized the migrated VM states.
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(f) **Activation** After target host informs source host that it has synchronized their states, source VM can be discarded. The migrated VM running on target host is the primary host now and takes over the services offered by source VM (Fig. 4).

### 5 Live migration cost modeling

Pre-copy live migration cost is basically a result of the six phases of live migration that are mentioned in the previous section. In this section, we discuss in details the definition of each cost parameter, the root cause of it and its verified modeling for different hypervisors. The cost parameters are:
(1) **Migration time** Migration time is the period between the VM migration request initialization and having the VM activated at the destination server. This time can take from seconds to minutes depending on the VM memory content size, the network transmission rate during the migration and the dirty pages rate.

(2) **Down time** This is the time consumed in the stop and copy phase, when the VM stopping condition applies and the last iteration of the migration copy should start and then the VM networking being attached to the target server and until being activated. Down time should typically be in the range of milli-seconds and so the applications and the users do not feel interruption, however in some cases it takes several seconds [27].

(3) **Network throughput overhead** Network average rate is the average throughput at which data was transmitted from the physical host NIC card during the migration time interval. This represents the consumed bandwidth of the network in Bps for live migration process. Live migration process is managed by the cluster manager server which uses the Transmission Control Protocol/Internet Protocol (TCP/IP) in the networks layers 3 and 4 for the live migration management and the iterative copies of memory pages.

(4) **Power consumption overhead** Live migration process consumes CPU cycles from the source and the target servers [28]. This overhead parameter should not be ignored especially when live migration is used for data-centers power saving algorithms. Live migration transmission rate is the dominant parameter that controls the power consumption during the migration process [29].

(5) **CPU overhead** VMs live migration consumes also from the source and target servers CPU resources due to handling the iterative copy phase; as a CPU intensive phase of the migration [30]. Meanwhile, the more available CPU resources, the less migration time in case of having available network bandwidth.

Optimization of live migration is proposed by many research articles with an objective to minimize one or many of the migration cost parameters. This survey paper [31] summarizes and classifies the different approaches in live migration optimization algorithms. As presented in [31], the optimization techniques can be based on compression, de-duplication, check-pointing and other optimization techniques. There is a major difference between the survey proposed in [31] and this survey paper. This paper focuses on classification and comparison between the papers discuss live migration cost modelling and prediction techniques for the built-in live migration algorithms in different hypervisors. However in [31], the focus is to classify and summarize the papers that discuss the live migration optimization algorithms to minimize the migration cost.

Live migration cost is covered by different researchers, we list many of them in Table 1 and classify the articles based on research focus if it is cost prediction or just analysis, the validated hypervisors and the cost parameters that are considered.

We proposed empirical modeling techniques in [20] for VMs live migration in VMware environments to characterize live migration time, network rate and power consumption overhead. The proposed modeling is based on applying the regression techniques on the obtained test results to present a linear or non-linear
| Paper | Research scope                        | Mig. time | Down time | CPU | Network | Power | Testing env.            |
|-------|--------------------------------------|-----------|-----------|-----|---------|-------|-------------------------|
| [20]  | Regression modeling                  | X         | –         | –   | X       | X     | VMware                  |
| [21]  | Perf. comparison                     | X         | X         | –   | –       | –     | All                     |
| [22]  | Analysis and comparison              | X         | X         | –   | –       | –     | Xen VMware              |
| [23]  | Perf. evaluation                     | X         | X         | –   | –       | –     | Xen                     |
| [24]  | Analysis on apps perf.               | X         | X         | –   | –       | –     | Xen                     |
| [25]  | Multi-VMs scheduling                 | X         | –         | –   | –       | –     | VMware                  |
| [26]  | Analytical & regression based modeling | X       | X         | –   | X       | X     | Xen                     |
| [27]  | Analysis and model checker           | X         | –         | –   | –       | X     | Xen                     |
| [28]  | Analytical modeling                  | X         | X         | –   | –       | –     | All                     |
| [29]  | Cost analysis                         | X         | –         | –   | –       | X     | KVM                     |
| [30]  | Cost prediction                      | X         | X         | –   | –       | X     | Xen                     |
| [31]  | Cost prediction                      | X         | –         | –   | –       | X     | KVM                     |
| [32]  | Cost prediction                      | –         | –         | X   | X       | X     | VMware but not vMotion |
| [33]  | Prediction                           | X         | –         | –   | –       | –     | Oracle Virtual Box      |
| [34]  | Prediction                           | X         | X         | X   | X       | –     | All                     |
| [35]  | Prediction                           | X         | X         | –   | –       | –     | Xen                     |
| [36]  | Prediction                           | X         | –         | X   | –       | –     | VMware/Xen/KVM          |
| [37]  | Prediction                           | X         | –         | X   | –       | –     | Xen                     |
| [38]  | Prediction                           | –         | –         | X   | X       | X     | CloudSim                |
| [39]  | Prediction                           | X         | –         | X   | –       | –     | Xen                     |
| [40]  | Prediction                           | X         | –         | –   | X       | X     | VMware                  |
| [41]  | Prediction                           | X         | X         | X   | X       | –     | All                     |
| [42]  | Prediction                           | X         | X         | –   | –       | –     | Xen                     |
| [43]  | Prediction                           | X         | X         | –   | –       | –     | VMware/Xen/KVM          |
| [44]  | Prediction                           | X         | –         | X   | –       | –     | Xen                     |
| [45]  | Markov model prediction              | –         | –         | X   | –       | –     | CloudSim                |
| [46]  | Prediction                           | X         | –         | –   | –       | –     | Xen                     |
| [47]  | ML based prediction                  | X         | –         | –   | X       | X     | VMware                  |
| [48]  | Analytical modeling                  | X         | X         | –   | X       | –     | All                     |
| [49]  | Cost modeling                        | –         | –         | –   | –       | X     | Xen                     |
regression based models for these migration cost parameters. In Reference [21], an analysis of live migration time and downtime is provided and then a comparison between Xen, KVM, Hyper-V and VMware vSphere hypervisors is presented in terms of storage migration and live migration time and downtime. A comparison between Xen and VMware live migration time and downtime is also presented in [22] with more investigation on the parameters that control the live migration time and downtime duration. The authors [49] show the impact of a VM live migration on the running applications performance from client side. The performance degradation of the application from client side was measured in operations per second. The impact of live migration on Internet Web 2.0 applications performance is discussed in [23]. This is important for environments with SLA requirements. For this purpose, a test-bed is built in [23] where the running Web 2.0 workload is Olio application, combined with Faban load generator that access the Apache 2.2.8 Web server with MySQL database. In [33] the authors propose a scheduling weighted based approach for Multi-VMs live migration requests in VMware. The objective of the proposed technique is to minimize the total migration time for Multi-VMs. The weight assigned to each request is based on the memory usage and the network bandwidth and the article shows the impact of scheduling the migration requests using this weight on the total migration time of the VMs. Article [34] studies the impact of virtualization technology and live migration on multi-tier workloads as well as the migration performance. Experimental tests show that virtualization technology does not have significant overhead on Multi-Tier applications, however live migration causes performance decrease due to the migration cost and down time. This performance degradation is more significant with memory intensive multi-tier workloads.

The authors in [50] use Probabilistic Model Checking (PMC) and Markov Decision Process (MDP) to study the impact of VM size, page size, dirty pages rate, network rate and pre-copy iterations threshold on the live migration time and down time. The proposed approach uses numerical analysis and the results should be valid for any pre-copy based live migration. In [35], the authors build a performance model for live migration using several migration tests in a Xen hypervisor based test bed and then use Probabilistic Symbolic Model Checker (PRISM) for modelling verification. The proposed approach is used to model live migration time for single and multiple concurrent VMs migration. In [36], analytical modeling is also used to formalize live migration time and down time for single and multiple VMs. Then a Markov model is build for inter-DC network to study the impact of network bandwidth, number of migration requests rate and the number of interconnected DCs on the blocking probability for migration requests.

In [37], the author studies the relationship between live migration cost parameters; namely the migration time, the network bandwidth, the power consumption and their correlation with the size of the VM memory. Testing results show that the migration time exponentially decreases as the network rate increases. The average power usage of the source as well as the destination server linearly increases as the network rate increases. The migration time and the energy consumption linearly increase as the size (memory content) of the virtual machine...
increases. The models presented in this paper are experimental models that are obtained using KVM Hypervisor based test-bed.

6 Live migration cost prediction

The other category of papers focus on live migration cost prediction. Classification of Live migration cost is provided in [24] with an explanation of the parameters that control migration time, downtime and energy consumption. Also, Mathematical models are proposed to estimate live migration time, downtime and energy consumption. Machine learning is used in [40] for VM placement elements predictive modeling like (CPU, memory, network and energy). The authors in [42] analyze the parameters that control the migration time and the downtime and show the impact of the workload on the migration performance. Markov chains are used in [51] for hosts utilization prediction after live migration. The proposed Markov based prediction model is used for power saving algorithm that can achieve lower SLA violations, lower VM migrations as well as less power consumption [51]. Time series is used in [44] for time varying resources load prediction. The proposed model is used for power saving by minimizing the number of active physical machines with less live migration times and with satisfying the SLA requirements. The proposed technique is tested in a Xen cluster. A mathematical based prediction framework is also proposed in [25]. In [45], a Linear Regression based CPU Utilization Prediction (LiRCUP) method is proposed to determine the future CPU utilization. The objective is to minimize the power consumption and SLA violation level during VMs live migration. This article compares four benchmark algorithms using CloudSim simulation tool. The first algorithm migrates a VM when the current CPU utilization exceeds a certain threshold. The second and third algorithms adjust the utilization threshold dynamically based on the median absolute deviation (MAD) and the inter Quartile range (IQR). The fourth method utilizes a local regression (LR) technique to predict the CPU utilization.

Authors in [46] evaluate the pre-copy migration in Xen hypervisor. The study objective is to minimize live migration duration and down time in Xen hypervisor by optimizing the total number of memory pages that should be transferred. The proposed approach achieves this target by combining two techniques. Firstly by avoiding repeated dirty pages based on using LRU (Least Recent Used) Stack Distance or using Probability Prediction that can predict the repeated pages. Secondly by using memory pages compression technique.

In [52] the authors propose a host CPU load detection algorithm called Median Absolute Deviation Markov Chain Host Detection algorithm (MADMCHD). The objective of the proposed algorithm is to minimize the SLA violation and to reduce the number of VMs migrations. This objective is achieved by using the past readings for hosts CPU utilization as input for Markov Chains that can therefore predict the future CPU states. Based on the servers CPU prediction, the proposed algorithm decides when to migrate VMs to consider SLAs and with minimizing the VMs migrations numbers. The authors of [53] propose an idea to enhance the compression for VMs memory pages before live migration. The idea is to characterize the
memory pages and to identify the pseudo-stable pages. So these pages are predicted to change slowly during the iterations of live migration; which enhances the compression ratio for the pages before being migrated. The proposed algorithm is tested in a KVM lab that shows enhancement in the compression from 10 to 16%.

We have proposed in [18] our machine learning based approach to predict live migration cost in VMWare environments. The proposed prediction approach uses regression techniques to predict the migration transmission rate, migration time and peak power increases given the VM active memory size.

In [54], the authors make use of the Intel EPT A/D hardware feature to track the VM disk and memory access sequence during live migration and based on that prediction methods of the disk read working-set information and memory write working-set are proposed. Then the data transfer sequence is adjusted to based on the working-set information. Also de-duplication is used to minimize the data that should be migrated; which decreases the migration cost [54].

7 Live migration cost classification

In this section, we classify live migration cost related articles listed in Table 1 based on the the live migration cost. The objectives of this classification are to show:

- A simple presentation the different models for a cost parameter; which is useful for readers who search about specific live migration cost attribute modelling and the different testing environments used for modeling validation.
- How the same live migration cost parameter is modelled differently or similarly by different researchers with different tests and distinguished hypervisors. This should help the reader to identify for the same cost parameter how much modelling might change by different test-beds, or if it is a generic model that is independent on the testing environment.
- A comparison for prediction techniques of the same cost parameter in terms of prediction dependencies, accuracy and approach complexity.
- How the proposed classification list should help identifying the research area that are still open or need more research contributions for specific cost parameters modeling or prediction.

In the next subsections, we classify Table 1 papers in modeling and prediction summary for the different cost parameters that are listed in Table 1.

7.1 Migration time modeling and prediction

As shown in Table 1, live migration time is studied by many articles from modeling and prediction points of view. In Table 2 more details about live migration time modeling and prediction are discussed.
| Paper | Equation | Hyper. | Methodology |
|-------|----------|--------|-------------|
| [20] & [18] | $T_{\text{mig}} = a(V_{\text{mem}}/R_s) + b T_{\text{mig}}$: is the migration time duration in seconds | VMware | Regression based approach is proposed to obtain the constants and predict the migration time |
|       | $a$ and $b$ are the equation constants |        |             |
|       | $R_s$: is the source host network throughput |        |             |
|       | $V_{\text{mem}}$: is the source host active memory size in kB at the time when the live migration should start |        |             |
| [34] | $T_{\text{mig}} = \frac{V_{\text{mem}}}{R} \cdot \frac{1 - \frac{1}{e^x}}{1 - \frac{1}{e^a}}$ | Xen | Provides an analytical model for live migration time based on the analysis of pre-copy migration phases and iterative copy iterations |
|       | $T_{\text{mig}}$: Total migration time |        |             |
|       | $V_{\text{mem}}$: Current size of VM memory during migration |        |             |
|       | $R$: Memory transmission rate during migration |        |             |
|       | $D$: Memory dirtying rate during migration $\lambda = D/R$ |        |             |
| [35] | $y = a + \beta \cdot (\text{VMsize}(\text{GB})) \cdot x$ | Xen | Uses empirical modeling and then probabilistic Symbolic Model Checker (PRISM) for model verification |
|       | $y$: Total migration time (sec) |        |             |
|       | $a$ & $\beta$: Constants |        |             |
|       | $x$: Concurrent migrating VMs |        |             |
| [36] | $T_{\text{mig},j}^{(z)} = \frac{V_{\text{mem}}}{R_j} \cdot \frac{1 - \frac{1}{e^y}}{1 - \frac{1}{e^x}}$ | All | Single and multiple VMs migration time analytical modeling. Then a Markov model is built for inter-DC network to study the impact of network bandwidth, number of migration requests rate and the number of interconnected DCs on the blocking probability for migration request |
|       | $n_{\text{mig},j}^{(z)} = \min\{\log_{8y} \frac{V_j}{V_{\text{mem}}}, n_{\text{max}}\}$ |        |             |
|       | $T_{\text{mig},j}^{(z)}$: Total migration time of the j-th VM |        |             |
|       | $V_{\text{mem}}$: Total memory content to be migrated for request $z$ |        |             |
|       | $R_j$: transfer rate for the j-th VM in the requested set |        |             |
|       | $\gamma_j$: ratio between the dirtying rate and the network bit rate |        |             |
| [37] | $t = as + b$ | KVM | Experimental modeling using KVM platform |
|       | $t$: Migration latency |        |             |
|       | $s$: size of the VM memory |        |             |
| Paper | Equation | Hyper. | Methodology |
|-------|----------|--------|-------------|
| [24]  | \( \frac{V_{mem}}{b} \leq t_{mig} \leq ((m_{th} + 1)\frac{V_{mem}}{b}) \) | Xen    | Analytical modeling for migration cost based on related work survey |
|       | \( V_{mem}: \text{Total Memory Size} \) |        |             |
|       | \( b: \text{Network transfer rate} \) |        |             |
|       | \( m_{th}: \text{Number of pre-copy iteration} \) |        |             |
| [38]  | \( t = A + (B * s)/b \) | Xen    | Experimental modeling to study VM size and network bandwidth on the migration cost |
|       | \( t: \text{Migration time} \) |        |             |
|       | \( s: \text{VM memory size} \) |        |             |
|       | \( b: \text{Network rate} \) |        |             |
|       | \( A \) and \( B \) are constants |        |             |
| [42]  | \( \text{Overheads} + \left( \frac{VMSize}{\text{LinkSpeed}} \right) \leq \text{TotalMigrationTime} \leq \text{Overheads} + (5 * (VMSize - 1) * \text{page}/\text{LinkSpeed}) \) | Xen    | Studying link speed and page dirty rate impact on migration time |
|       | \( \text{Overhead}: \text{Pre- and post- migration overheads} \) |        |             |
|       | \( \text{VMSize}: \text{VM active memory size} \) |        |             |
| [43]  | Mig. Time = \( \text{min}(t_1, t_2) + f(t_2)/r_u - t_0 \) | Xen, KVM and VMware | Migration cost prediction modelling given the live migration characteristic parameters |
|       | \( t_1, t_2: \text{The time when stop condition } x \text{ is satisfied} \) |        |             |
|       | \( f(t): \text{Estimated number of memory pages that remain to be copied} \) |        |             |
|       | \( r_u: \text{Memory dirty pages migration rate} \) |        |             |
|       | \( t_0: \text{Start time of the live migration procedure} \) |        |             |
| [44]  | \( y = 0.0904x + 2.455 \) | Xen    | Proposes a Prediction based Dynamic Resource Scheduling (PDRS) technique to minimize the number of active physical machines with satisfying the SLA |
|       | \( y: \text{Migration time} \) |        |             |
|       | \( x: \text{VM memory size} \) |        |             |
Migration time is a critical cost parameter because this is the time consumed during the whole migration process. So in Table 2, there are many models with common parameters that control having long or short migration duration.

From Table 2 we get that the commonly used modeling and prediction formulas for migration time is directly proportional with the VM active memory size and inversely proportional with the network transmission rate, and this relationship is valid for all hypervisors. The next cost parameter to discuss is the migration down time; when the VM is handed over to the target host and not actually responding to the application requests.

7.2 Down time modeling and prediction

Live migration down time is studied also by many articles as shown in Table 1. In Table 3, we show more details about live migration down time modeling and prediction.

Different analysis and prediction models of live migration down time as presented in Table 3. As shown, there is no common formula that is shared by the related papers. However, the proposed formulas show that the down time is directly proportional with the dirty pages rate and the page size; while the down time is inversely proportional with the transmission rate. In the next section, we discuss live migration CPU cost modeling and prediction techniques.

7.3 CPU modeling and prediction

In this subsection, we present live migration CPU overhead modeling and prediction formulation.

Table 4 indicates that the contribution in live migration CPU cost is obviously lower than other cost parameters. This might be due to the modeling and prediction complexity for CPU overhead during the live migration process. So, we consider modeling and prediction of CPU overhead as one of the open research areas in pre-copy live migration cost. From Table 4, we see that the CPU cost of live migration has different formulations. In [25], the CPU overhead of the physical server is directly proportional with the number of vCPU and the estimated CPU utilization of the VM. In [44] and [45], the future physical host CPU overhead is obtained from the last CPU utilization. In the next subsection, we discuss the network cost of live migration.

7.4 Network modeling and prediction

In Fig. 3, we explained the network setup of the VMware cluster as an example of virtualized platforms to show how live migration network is configured. In this subsection, we present the network overhead in kBps as a result of live migration of VMs.

Network cost requires also more contribution as obvious in Table 5; same as the CPU cost. So it is added also as one of the open research areas that requires more
Table 3 Down time modeling and prediction

| Paper | Equation | Hyper. | Methodology |
|-------|----------|--------|-------------|
| [34]  | $T_{down} = T_n + T_{resume}$  
$n = \log_2 \frac{V_{thd}}{V_{mem}}$  
$T_n$: Remaining dirty pages transferred during the stop-and-copy phase  
$T_{resume}$: time spent on VM resuming at the destination host | Xen | Analytical model for live migration down time based on the analysis of pre-copy migration phases |
| [36]  | $T_{z-down}^{(2)} = \frac{V}{b} \gamma n + (M-1) \frac{V}{b} \frac{1-\gamma^{n+1}}{1-\gamma} + T_{res}$  
$T_{z-down}^{(2)}$: Down time for request $z$ of $M$ VMs migration in series  
$T_{z-down}^{(3)}$: Down time for request $z$ of $M$ VMs migration in parallel  
$V$: Total memory content to be migrated for request $z$  
$b$: Network pipe bandwidth  
$\gamma$: ratio between the dirtying rate and the network bit rate | All | Single and multiple VMs down time analytical modeling |
| [24]  | $t_{down} = (d \times l \times t_n)/b$  
t_{down}: Migration down time  
d: Dirty pages rate  
l: Page size  
b: Link speed  
t_n: Last pre-copy round $n$ duration | Xen | Analytical modeling for migration down time |
| [42]  | $Post - migrationOverhead \leq TotalDownTime \leq Post - migrationOverhead + (VMSize)/LinkSpeed$  
Post - migrationOverhead: Time consumed in commitment and activation phases of a VM migration | Xen | Studying link speed and page dirty rate impact on migration downtime |
| [43]  | Down time $\approx f(t_2)/r_u$  
f(t_2): The number of remaining pages in the stop-and-copy phase.  
r_u: Transmission rate of non-empty pages | Xen, KVM and VMware | $f(t)$ depends on the hypervisor, and in this paper, different hypervisors are tested to measure $f(t)$ and so to predict the down time |
Table 4: CPU overhead modeling and prediction

| Paper | Equation | Hyper. | Methodology |
|-------|----------|--------|-------------|
| [25]  | $PM_{i,\text{Pred}} = (\alpha \times (\sum_{j=1}^{VM_{\text{reqCPUs}}} \frac{VM_{\text{predCPUs}}}{100} )) + \beta) + (PM_{i,\text{Curr}} - PM_{i,\text{Idle}})$ | KVM   | A linear regression model is applied to predict the PMs CPU utilisation based on the used ratio of the requested number of vCPU for the VMx with consideration of its current workload as the PMs |
|       | $PM_{i,\text{Pred}}$: The predicted PMi CPU utilization |        |             |
|       | $VM_{\text{reqCPUs}}$: Requested vCPU for each VM |        |             |
|       | $VM_{\text{predCPUs}}$: Predicted utilisation for each VM |        |             |
|       | $PM_{i,\text{Curr}}$: Current PMi utilisation |        |             |
|       | $PM_{i,\text{Idle}}$: Idle PMi utilisation |        |             |
| [44]  | $R_{k+1} = \phi_0 R_k + \ldots + \phi_p R_{k-p+1} + \epsilon_{k+1} + \theta_0 \epsilon_k + \ldots + \theta_q \epsilon_{k+1-q}$ | Xen   | Auto-Regressive Integrated Moving Average (ARIMA) model is used as the basic prediction model to predict the time series of the CPU and memory usage at time $k$ |
|       | $R_{k+1}$: Is the first step prediction for CPU resource usage $R_k$ |        |             |
|       | $\phi_i$ and $\theta_j$: Constants estimated from the available data |        |             |
|       | $\epsilon_k$: Independent error terms |        |             |
| [45]  | $\text{PredictUtil} = \beta_0 + \beta_1 \times \text{CurrTotalUtil}(h)$ | All   | This technique used the last utilization over one hour ago and approximated a function. This function can forecast the short-term future utilization based on the current requested utilization in each host |
|       | $\text{PredictUtil}$: Host CPU utilization prediction |        |             |
|       | $\beta_0, \beta_1$: Regression coeff. parameters that estimate based on the last $k$ CPU utilization of the host |        |             |
|       | $\text{CurrTotalUtil}(h)$: Current CPU utilization of the host (h) |        |             |
| Paper | Equation | Hyper. | Methodology |
|-------|-----------|--------|------------|
| [20] & [18] | \( R_s = a e^{V_{mem}} + \beta \) | VMware | Non-linear Regression approach is applied to model and predict the migration network rate given the \( V_{mem} \) |
| | \( R_s \): is the source host network throughput \( a \) and \( \beta \) are the equation constants \( V_{mem} \): is the source host active memory size in kB at the time when the live migration should start | | |
| [34] | \( R = D + \delta \) | Xen | Migration data transmission rate for each round is determined by adding a constant increment to the previous round’s memory dirrying rate |
| | \( R \): Memory transmission rate during migration \( D \): Memory dirrying rate during migration \( \delta \): is a constant variable and its default value is empirically set as 100 Mb/s | | |
| [47] | \( C_z^c = a C_z^{c_{app}} + (1 - a) C_z^{c_{net}} \) | All | Presents an analytical model for assessing inter-DC network performance in cloud federations, assuming that network load is caused by live migration of multiple VMs |
| | \( C_z^p = a C_z^{p_{app}} + (1 - a) C_z^{p_{net}} \) | | |
| | \( 0 \leq a \leq 1 \) | | |
| | \( C_z^{c_{net}} = \frac{1 - \gamma}{\gamma} \frac{C_z^{c_{app}}}{(n_{max} + 1)(1 - \gamma)} \) | | |
| | \( C_z^{p_{net}} = \frac{1 - (M_z \gamma)\gamma}{(n_{max} + 1)(1 - M_z \gamma)} \) | | |
| | \( C_z^{c_{app}} = \frac{V_z(1 + (M_z - 1)(n_{max} + 1)) + T_{res} b}{V_z(1 + (M_z - 1)(n_{max} + 1)) + T_{res} b} \) | | |
| | \( C_z^{p_{app}} = \frac{M_z V_z(1 + (M_z - 1)(n_{max} + 1)) + T_{res} b}{M_z V_z + T_{res} b} \) | | |
| | \( M_z \): Number of migrated VMs for request \( z \) \( V_z \): Allocated memory for each VM \( \gamma \): Ratio of the dirrying rate to the maximum transfer rate \( T_{res} \): Time required to resume a VM at the destination host \( b \): Network pipe max. transfer rate \( n_{max} \): Maximum number of iterations that trigger the stop and-copy phase \( n \): Number of remote DCs in the cloud federation | | |
study in modeling and prediction. The formulas proposed in Table 5 show that the network transmission rate has an exponential relationship with the VM active memory size as in [20] and [18]. In [34], the network transmission rate has a directly proportional relationship with the dirty pages rate during the migration process. In [47] the transmission rate is function of the number of VMs to be migrated, the dirty pages rate, the maximum bandwidth of the network pipe and the time required to resume the VM at the destination host. The last cost parameter table to discuss is for the power and energy modeling and prediction in Table 6.

7.5 Power and energy modeling and prediction

In this subsection, we present the energy and power overhead modeling and prediction due to live migration.

Table 6 lists different live migration energy cost models. The energy overhead in Joule is directly proportional with the memory content to be migrated as mentioned in [24, 34] and [38]. Another representation is shown in [20] and [18] for the power overhead in Watt as directly proportional with the transmission rate. Other models proposed in [25] and [48] say that the power consumption prediction in Watt is directly proportional with the CPU utilization.

Because live migration is basically a migration for the memory volume, so in the next section we discuss a new memory technology which is persistent memory that is recently provided by different servers manufactures and supported by many software vendors [55].

8 Live migration with persistent memory

Persistent memory is a recently developed technology that keeps the data stored at the memory tier even with system reboot or power off [56]. This technology is now supported by many hardware, operating systems, middle-ware and applications vendors [55]. Memory intensive and in-memory applications are one of the main drives for persistent memory utilization. These applications use memory capacity intensively to gain high performance and low latency. However, the admins for these applications face challenges in large memory cost with DRAM and system reboot duration due to running a volatile memory. Persistent memory is a new tier of storage that is added between DRAM and standard flash SSDs; as shown in Fig. 5. This new byte-addressable tier of storage minimizes the bottlenecks in read and write operations between the DRAM and NAND SSDs due to the big gap in performance. So adding this new storage tier provides a more balanced data management for computer systems [56].

Persistent memory comes in two main silicon technologies; Non-Volatile DIMMs (NVDIMMs) or Non-Volatile RAM (NVRAM) and 3D xPoint Persistent Memory (PMem) which is 3D-xPoint based silicon technology released only by Intel [57] and Micron [58] in 2019. From the CPU prospective, Intel Xeon Cascadelake CPU
### Table 6  Power and energy modeling and prediction

| Paper | Equation | Hyper. | Methodology |
|-------|----------|--------|-------------|
| [20] & [18] | $P_{mig} = c R_s$ | VMware | Regression based approach is proposed to obtain the constants and predict the peak power overhead due to migration |
| | $P_{mig}^\ast$: peak power overhead in Watt c: is constant $R_s$: is the source host network throughput | | |
| [34] | $E_{mig} = (\alpha_s + \alpha_d)V_{mig} + (\beta_s + \beta_d)$ | Xen | Analytical model for live migration energy overhead at source and target stations |
| | $E_{mig}$: Migration energy consumption overhead in Joules $V_{mig}$: Current size of memory content to be migrated in MB $\alpha_s, \alpha_d, \beta_s$ and $\beta_d$ : model parameters to be trained | | There is very little difference of energy consumption between source and target stations energy overhead |
| [24] | $E_{mig} = a \ast V_{mig} + \beta$ | Xen | Analytical modeling for migration cost. The authors validated their approach based on five different benchmarks running on the migrated VM |
| | $E_{mig}$: Energy overhead of VM migration $V_{mig}$: Total Memory Size $a$ and $\beta$: trained parameters in offline experiments | | |
| [38] | $E_{ov} = A + B \ast s + C \ast b$ | Xen | Experimental modeling to propose a lightweight, linear model to estimate the energy cost of live migration of virtual machines |
| | $E_{ov}$: VM migration energy overhead $s$: VM memory size $b$: Network rate $A$, $B$ and $C$: are constants to be trained | | |
| [25] | $PM_{iPred} = (a \ast PM_{iPred} + \beta)$ | KVM | Propose steps to predict the PMs/VMs workload and power consumption, then estimate the total cost of the migrated VMs |
| | $PM_{iPred}$: The predicted PMi Power consumption for the source station in Watt $PM_{iPred}^\ast$: The predicted PMi CPU utilization $a$ and $\beta$: constant parameters | | |
| [48] | $P = a \ast Util. + b$ | Xen | Proposes a practical experimental approach to evaluate the power consumption of VM migration. And then we quantify the power cost of VM migration both source and target servers |
| | $P$: The predicted Power consumption of the source server in Watt $Util.$: The predicted CPU utilization $a$ and $b$: constant parameters | | |
8.1 Non volatile DIMM (NVDIMMs)

NVRAM or NVDIMMs is based on the CMOS transistor that is used in the standard DDR4 RAM, however the memory architecture and power management ICs are modified to run with battery-backed power source that flushes the data from the DRAM to an internal NAND drive in order to have data persistence during power failures or system restart [60–62] and [63]. So NVRAM has the same performance as the volatile DRAM but has the endurance of NAND technology [64, 65] and [62]. NVDIMMs are supported by VMware vSphere 6.7 and above [66].

8.2 3D xPoint PMem

3D xPoint is a new silicon technology developed by the memory vendors Intel and Micron [67]. Compared to NVRAM, 3D xPoint PMem has higher capacity density, lower cost per GB, higher durability and native persistent; without batteries [67]. From performance point of view, 3D xPoint PMem has comparable bandwidth, however PMem has 10x more latency compared to DDR4 DRAM memory. That is why 3D xPoint PMem is not proposed as a replacement for DDR4 DRAM, but to be added as a new tier of memory between DRAM and the standard flash NAND SSDs as a higher capacity and a more cost effective memory solution that provides also higher system availability due the storage persistence [68].

Table 7 shows a comparison between DRAM, NVDIMMs and 3D xPoint PMem specifications. As shown; DRAM has advantages in latency and endurance, however the dis-advantages in DRAM are the low capacity per DIMM, volatile storage
medium and the cost per GB. NVDIMMs has advantages in latency, and in data persistent, however the disadvantages in NVDIMMs are the low capacity per DIMM which is exactly as DRAM, the medium endurance and the cost per GB. The 3D xPoint PMem has advantage in the capacity per DIMM, the medium endurance, the data persistent and the lower cost per GB. However the disadvantages in 3D xPoint PMem is the higher latency compared to DRAM and NVDIMMs.

3D xPoint PMem has two modes of operations; Memory Mode (MM) and app direct mode (AppDir); as shown in Fig. 6. In MM, the PMem acts as a volatile memory and the only gains of using it are the capacity per DIMM and the endurance. In MM, there is no need to do any development in the hypervisor, the OS and the application to discover the PMem as the system discovers it as normal DRAM. In MM also, if there are PMem DIMMs as well as DDR4 DIMMs in the same server, the DDR4 DIMMs act as memory cache for the PMem DIMMs [62].

In AppDir mode, the PMem acts as persistent memory and in this case DDR4 and PMem are presented as two different types of memory to the hypervisors, the OS and the applications. So all these three software stacks should be developed to decide which part of the data should be stored in the PMem to utilize the larger capacity and persistent storage and which part should reside on the DDR4 to get the lower latency. PMem in both modes is supported by many applications (like SAP HANA, Apache Cassandra, Apache Spark SQL and Microsoft SQL server 2019), OSs vendors (like Windows Server 2019, RHEL 7.6, Ubuntu 18.10, CentOS* 7.6 and SLES* 12 SP4), hypervisors vendors (VMware* ESXi 6.7 EP 10 or

| Mem. tech.      | Max. cap. per DIMM (GB) | Latency (ns) | Endurance | Silicon tech | Persistent | Cost/GB   |
|-----------------|-------------------------|--------------|-----------|--------------|------------|-----------|
| DRAM            | 128                     | 10’s         | CMOS      | CMOS         | No         | Medium   |
| NV-DIMM         | 128                     | 10’s         | NAND      | CMOS and NAND | Yes        | Highest  |
| 3D xPoint PMem  | 512                     | 100’s        | 3D xPoint | 3D xPoint    | Yes        | Lowest   |

Fig. 6 AppDir mode vs memory mode [67]
later, Xen project and Microsoft Hyper-V 2019) and servers vendors (like Dell, Supermicro, Lenovo and HPE) [69] and [57].

For the AppDir mode presented in Fig. 6, we show how VMware vSphere discovers PMem in Fig. 7 as an example of a commonly used hypervisor that supports PMem starting with vSphere 6.7 release [70]. Figure 7 is presented in [62]. As shown; for vSphere 6.7 and above, the hypervisor can actually recognize the PMem as a persistent memory device or as a very fast block storage disk; which is a memory class of storage. The decision of the PMem module representation is done using the server BIOS. For utilizing the PMem as a persistent memory, the logical persistent volume vNVDIMM should be used by the hypervisor to represent the PMem to the VM OS. For utilizing the PMem as a fast block storage, the logical volume vSCSI should be used to represent the PMem to the VM OS [69].

Live migration of VMware vSphere VMs with PMem inside is supported, however the high availability features is not supported yet. So for future research, it might be interesting to study if live migration cost modeling and cost prediction techniques there were studied on the DDR4 DRAM will be valid also for PMem as a new memory technology.

9 Open research areas

Based on this survey study, we can list the open research areas for pre-copy live migration cost in the below points:
(a) To propose lightweight and practical prediction techniques for live migration cost that can be integrated with the hypervisors interfaces to be used by clusters’ admins. Most of the proposed prediction techniques consume time and CPU intensively to train the models and predict live migration cost prediction [71]; which results in a challenge to have a technique that can be practically implemented.

(b) Live migration cost aware load balance techniques for cloud environments. This is because load balance utilizes live migration in virtual and cloud computing environments [72]. So since live migration cost can not be ignored, it should be considered as an overhead for load balance techniques.

(c) Live migration cost aware power saving techniques for cloud environments. Same as load balance, power saving also utilizes live migration [73, 74] and [75]. So, it is important to consider live migration cost and especially the power overhead in power saving techniques for virtual and cloud computing environments.

(d) Live migration cost modeling and prediction for WAN scale migration [76] and [77]. Most of the proposed modeling and prediction techniques were tested and proposed for LAN scale live migration; where the source and target hosts are within the same datacenter. So, it is an open research area to provide models and tests for WAN scale live migration.

(e) Live migration cost analysis and prediction for VMWare and Hyper-V. This is taking into account the fact that most of the proposed modeling and prediction techniques tests focus mainly on open source hypervisors like Xen and KVM. So more research work is needed toward commercially used hypervisors.

(f) Live migration cost modeling and prediction with different in memory data analytics applications like Apache Spark [78] and in memory data base applications like Redis [79]. These in memory applications are memory intensive application and show example for modern applications trend that run on private and public cloud environments.

(g) Referring to Table 4, more research work is still needed in live migration CPU cost modeling and prediction. Since few papers could be found that consider this cost parameter modeling and prediction.

(h) Referring to Table 5, more research work is still needed in live migration network cost modeling and prediction. Since also few papers could be found that consider this migration network modeling and prediction.

(i) From Tables 2, 3, 4, 5 and 6, to compare between different prediction techniques for the same cost parameter. The comparison can be in terms of the prediction accuracy and the prediction CPU consumption overhead.

(j) Live migration cost analysis and prediction for VMs with Persistent Memory (PMem) and to compare the cost versus the standard DRAM. This includes the different memory configurations of PMem as following:

- VMs with 3D xPoint PMem in memory mode.
- VMs with 3D xPoint PMem in App Direct mode.
- VMs with NVDIMMs in memory mode.
- VMs with NVDIMMs in App direct mode.
(k) Consider variant memory capacities in the PMem test, in order to add contribution about very large memory VMs migrations; especially with 3D xPoint PMem as a high capacity/DIMM memory technology.

10 Conclusion

Live migration is an essential feature for private, public and hybrid cloud environments. This feature is a basic requirement for dynamic management of the VMs as well as system load balance, power saving and fault tolerance. Pre-copy is a commonly used type of live migration by almost all the commercial hypervisors, and this is due to this type of copy robustness and reliability against failures during the migration process.

In this paper, we studied, compared and analyzed different articles that discuss pre-copy live migration cost modeling and prediction techniques. The paper starts with introducing live migration concept, benefits, types, configuration scenarios and networking set up. This is to give a detailed background to the readers about pre-copy live migration feature. Then we discuss live migration drawbacks in Sect. 4 in the form of cost parameters that are presented and analyzed as a result for the six phases of pre-copy live migration. In Sects. 5 and 6, many research articles are discussed to show the main related work in pre-copy live migration cost modeling and prediction.

The main contribution of this paper is presented in Sect. 7 which is a classification proposal of these papers based on the cost parameter. Such that, all papers that have proposed the same cost parameter modeling or prediction were added in the same table including the proposed models equations. This shows to the readers of this paper, how modeling or prediction of the same cost parameter might change from a research article to another depending on the hypervisor, the modeling or the prediction methodology. This classification shows also how different research articles might have similar cost modeling and prediction relations for a specific cost parameter; which gives a more credibility to this model or prediction relationship. Because live migration is basically data transfer for the memory pages of the VMs, we discussed the persistent memory technology topic in Sect. 8 as a new trend in servers industry that is recently supported by many hardware and software vendors. In this section, we showed the difference between DRAM and persistent memory technologies specifications to introduce that live migration cost might change with using persistent memory. Finally, we proposed many research directions in Sect. 9 that are still open in the area of pre-copy migration cost modeling and prediction.
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