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Highlights
• The paper focuse on proposing a new optimization algorithm called Group Optimization.
• GO can be used to solve optimization constrained and unconstrained problems in different sciences.
• The proposed GO is tested on 23 standard benchmark test functions.
• The performance of GO is also examined on one engineering design problem.
• The results show the merits of the GO as compared to the existing algorithms.
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Abstract
This article introduces a modern optimization algorithm to solve optimization problems. Group Optimization (GO) is based on concept that uses all agents to update population of algorithm. Every agent of population could to be used for population updating. For these purpose two groups is specified for any agent. One group for good agents and another group for bad agents. These groups is used for updating position of each agent. twenty-three standard benchmark test functions are evaluated using GO and then results are compared with eight other optimization method.

1. INTRODUCTION

1.1. Motivation

In optimizing each problem, it consists of three parts: constraints, objective functions, and decision variables [1]. In optimization, the goal is to achieve the most appropriate solution among the possible answers, so that first, to observe the constraint of the problem and then to optimize the objective function. [2]. Various optimization algorithms were proposed in recent decades to address various problems of optimization [3-6].

1.2. Literature Survey

Optimization algorithms are used in different science such as: power engineering [7, 8], civil engineering [9], energy planning [10, 11], energy commitment [12], data mining [13], bioinformatics [14], protection [15], and transmission network [16]. Physics related, Evolutionary related, and Swarm related methods are categories of optimization algorithms approaches.

Algorithms based on physics are kinds of algorithms for optimization that simulate physical laws [17], the one class of the kind that imitates the process of gradual heating and refining of metals is Simulated
Annealing (SA) [18]. Hooke's law is used to invent and design an optimization algorithm as Spring Search Algorithm (SSA) [3, 4]. Based on the relations and equations of the law of gravitational force Gravitation Search Algorithm (GSA) is proposed [19]. Small World Optimization Algorithm (SWOA) designed by small-world phenomenon process [20], Curved Space Optimization (CSO) based on principles of general relativity theory [21], Artificial Chemical Reaction Optimization Algorithm (ACROA) [22], Charged System Search (CSS) [23], Ray Optimization (RO) algorithm [24], Galaxy-based Search Algorithm (GbSA) [25], Black Hole (BH) [26], and Magnetic Optimization Algorithm (MOA) [27] are several other algorithms focused on physics.

An alternative type of optimization algorithms is evolutionary algorithms that simulate the birth cycle [28]. Algorithms that are included in this group are: Differential Evolution (DE) [29], Genetic Algorithm (GA) [30], Biogeography-based Optimizer (BBO) [31], Evolution Strategy (ES) [32], and Genetic Programming (GP) [33].

One another group of optimization techniques is Swarm-based algorithms, which are inspired by normal plant cycles, insects activities and animals' social behavior. [34]. For example, an idea of group motion of birds has been used in the design of Particle Swarm Optimization (PSO) [35]. The process of moving ants in achieving the shortest path has been the idea of introducing the Ant Colony Optimization (ACO) [36]. Various other ideas have been used by scientists in the design of these kind of algorithms, such as: Bat-inspired Algorithm (BA) [37], Spotted Hyena Optimizer (SHO) [38], Bat Algorithm (BA) [39], Cuckoo Search (CS) [40], Artificial Bee Colony (ABC) [41], Emperor Penguin Optimizer (EPO) [42], Dragonfly Algorithm (DA) [43], Donkey Theorem Optimization (DTO) [44], Grasshopper Optimization Algorithm (GOA) [45], ‘Following’ Optimization Algorithm (FOA) [46], and Grey Wolf Optimizer (GWO) [47].

1.3. Paper Contribution

Current research, introduces a modern optimization method named Group Optimization (GO) to address optimization problems in different sciences. In GO every agent could to be influenced for population updating. In this regards two groups is introduced for each agent. One group for good agents called good group and another group for bad agents that called bad group. These groups is used for updating position of each agent.

1.4. Paper Organization

The other sections of this article is arranged as follows that first in Section 2 introduces Group Optimization (GO). Section 3 discusses the study findings and discussion. In the final section, i.e. Section 4 some of the conclusions are expressed.

2. GROUP OPTIMIZATION (GO)

In this section, the simulation and mathematically modeling of GO is presented. First, initial population of GO is defined in Equation (1):

\[ X_i = (x^d_1, ..., x^d_i, ..., x^d_n). \]  

Here, \( x^d_i \) is the position ‘d’ of agent ‘i’ and \( n \) is the number of variables. The position of best and worst agent are specified in Equations (2) and (3).

\[ X_{best} = \text{location of } \min(fit). \]  
\[ X_{worst} = \text{location of } \max(fit). \]

Here, \( X_{best} \) is the position of best agent, \( X_{worst} \) is the position of the worst agent and \( fit \) is the fitness function.
In GO for each agent, good group and bad group are calculated by Equations (4) and (5)

$$[GG_i]_{N_g \times n} & \text{fit(agent} \in GG_i) < \text{fit}(i).$$  \hspace{1cm} (4)

$$[BG_i]_{N_b \times n} & \text{fit(agent} \in BG_i) > \text{fit}(i).$$  \hspace{1cm} (5)

Here, $GG_i$ is the good group of agent ‘$i$’ that includes better agents than the $i$’th agent, $BG_i$ is the bad group of agent ‘$i$’ that includes worse agents than the $i$’th agent, $N_g$ is the number of agent of good group and $N_b$ is the number of agent of bad group.

Now, in this stage mean of above groups of each agent is calculated in Equations (6) and (7)

$$MGG_i = \begin{cases} X_i & \text{if } \text{size}(GG_i) = 0 \text{ or } \text{fit}(\text{mean}(GG_i)) > \text{fit}(i), \\ \text{mean}(GG_i) & \text{else} \end{cases}$$ \hspace{1cm} (6)

$$MBG_i = \begin{cases} X_i & \text{if } \text{size}(BG_i) = 0 \text{ or } \text{fit}(\text{mean}(BG_i)) < \text{fit}(i) \\ \text{mean}(BG_i) & \text{else} \end{cases}$$ \hspace{1cm} (7)

Here, $MGG_i$ is the mean of good group and $MBG_i$ is the mean of bad group.

Finally, the new position of $i$’th agent is updated by Equations (8) and (9)

$$X'_i = X_i + r_1(X_{\text{best}} - X_i) + r_2(MGG_i - X_i) - r_3(X_{\text{worst}} - X_i) - r_4(MBG_i - X_i),$$  \hspace{1cm} (8)

$$X_i = \begin{cases} X'_i & \text{if } \text{fit}(X'_i) \leq \text{fit}(i), \\ X_i & \text{else} \end{cases}.$$ \hspace{1cm} (9)

Here, $r_i$ is the random number in $[0 - 1]$. The flowchart of GO shown in Figure 1.

![Flowchart of GO](image)
3. SIMULATION

GO efficiency is compared to some other algorithms in this section. The algorithms examined in this comparison include: Genetic Algorithm (GA) [30], Particle Swarm Optimization (PSO) [48], Gravitational Search Algorithm (GSA) [19], Teaching–Learning-Based Optimization (TLBO) [49], Grey Wolf Optimizer (GWO) [47], Grasshopper Optimization Algorithm (GOA) [45], Spotted Hyena Optimizer (SHO) [38] and Emperor Penguin Optimizer (EPO) [42].

3.1. Benchmark Test Functions

GO efficiency is measured by twenty-three benchmark standard test functions. These set of functions are classified into three major classes: Unimodal [50], Multimodal [51], and Fixed-dimension Multimodal [51]. Tables 1-3 lists these 23 benchmark test functions.

### Table 1. Unimodal test functions

| Function | Expression | Domain |
|----------|------------|--------|
| \( F_1(x) = \sum_{i=1}^{m} x_i^2 \) | \([-100,100]^m\) |
| \( F_2(x) = \sum_{i=1}^{m} |x_i| + \prod_{i=1}^{m} |x_i| \) | \([-10,10]^m\) |
| \( F_3(x) = \sum_{i=1}^{m} \left( \sum_{j=1}^{i} x_j \right)^2 \) | \([-100,100]^m\) |
| \( F_4(x) = \max \{ |x_i|, 1 \leq i \leq m \} \) | \([-100,100]^m\) |
| \( F_5(x) = \sum_{i=1}^{m} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2] \) | \([-30,30]^m\) |
| \( F_6(x) = \sum_{i=1}^{m} (|x_i + 0.5|)^2 \) | \([-100,100]^m\) |
| \( F_7(x) = \sum_{i=1}^{m} ix_i^4 + \text{random}(0,1) \) | \([-1.28,1.28]^m\) |

### Table 2. Multimodal test functions

| Function | Expression | Domain |
|----------|------------|--------|
| \( F_8(x) = \sum_{i=1}^{m} -x_i \sin(\sqrt{|x_i|}) \) | \([-500,500]^m\) |
| \( F_9(x) = \sum_{i=1}^{m} |x_i^2 - 10 \cos(2\pi x_i)| + 10 \) | \([-5.12,5.12]^m\) |
| \( F_{10}(x) = -20 \exp \left( -0.2 \sqrt{\frac{1}{m} \sum_{i=1}^{m} x_i^2} \right) - \exp \left( \frac{1}{m} \sum_{i=1}^{m} \cos(2\pi x_i) \right) + 20 + e \) | \([-32,32]^m\) |
| \( F_{11}(x) = \frac{1}{4000} \sum_{i=1}^{m} x_i^2 - \prod_{i=1}^{m} \cos \left( \frac{x_i}{\sqrt{10}} \right) + 1 \) | \([-600,600]^m\) |
| \( F_{12}(x) = \frac{1}{m} \left[ 10 \pi \sin(\pi y_1) + \sum_{i=1}^{m} (y_i - 1)^2 [1 + 10 \sin^2(\pi y_{i+1})] + (y_n - 1)^2 \right] + \sum_{i=1}^{m} u(x_i, 10, 100, 4) \) | \([-50,50]^m\) |
| \( u(x_a, a, i, n) = \begin{cases} k(x_a - a)^n & x_i > -a \\ 0 & -a < x_i < a \\ k(-x_a - a)^n & x_i < -a \end{cases} \) | \([-50,50]^m\) |
| \( F_{13}(x) = 0.1 \left\{ \sin^2(3\pi x_1) + \sum_{i=1}^{m} (x_i - 1)^2 [1 + \sin^2(3\pi x_{i+1})] + (x_n - 1)^2 [1 + \sin^2(2\pi x_m)] \right\} + \sum_{i=1}^{m} u(x_i, 5, 100, 4) \) | \([-50,50]^m\) |
3.2. Evaluation of Unimodal test function with high dimensions

The F₁ – F₇ are unimodal test functions used to determine the optimization algorithm’s operational capability. Table 4 displays the effects of optimization for these functions. GO performs better than other algorithms in all these functions.

### Table 4. Results for GO and other algorithms in Unimodal test functions

| Function | GA | PSO | GSA | TLBO | GOA | GWO | SHO | EPO | GO |
|----------|----|-----|-----|------|-----|-----|-----|-----|----|
| F₁ Ave   | 1.95×10⁻⁴ | 4.98×10⁻⁴ | 1.16×10⁻⁴ | 3.55×10⁻⁴ | 2.81×10⁻⁴ | 7.86×10⁻⁴ | 4.61×10⁻⁴ | 5.71×10⁻⁴ | 5.32×10⁻⁴ |
| F₁ Std   | 2.01×10⁻⁴ | 4.10×10⁻⁴ | 1.10×10⁻⁴ | 4.09×10⁻⁴ | 1.79×10⁻⁴ | 7.68×10⁻⁴ | 5.69×10⁻⁴ | 5.37×10⁻⁴ | 5.32×10⁻⁴ |
| F₂ Ave   | 6.51×10⁻³ | 7.29×10⁻³ | 1.70×10⁻² | 3.23×10⁻² | 3.96×10⁻² | 5.99×10⁻² | 1.20×10⁻¹ | 6.20×10⁻² | 6.25×10⁻² |
| F₂ Std   | 5.10×10⁻⁴ | 2.29×10⁻⁴ | 4.09×10⁻³ | 1.97×10⁻³ | 1.91×10⁻³ | 1.41×10⁻³ | 1.00×10⁻² | 1.00×10⁻² | 1.00×10⁻² |
| F₃ Ave   | 2.30×10⁻¹ | 1.40×10⁻¹ | 1.40×10⁻¹ | 4.16×10⁻¹ | 4.91×10⁻¹ | 4.31×10⁻¹ | 9.19×10⁻¹ | 2.10×10⁻¹ | 7.12×10⁻¹ |
| F₃ Std   | 1.76×10⁻² | 7.13 | 1.56×10⁻² | 3.89×10⁻² | 8.97 | 6.16×10⁻¹ | 4.10×10⁻¹ | 1.07×10⁻¹ | 5.61×10⁻¹ |
| F₄ Ave   | 9.17×10⁻⁴ | 6.00×10⁻⁴ | 1.12 | 1.87×10⁻⁴ | 8.80×10⁻⁴ | 8.73×10⁻⁴ | 2.02×10⁻³ | 4.32×10⁻⁴ | 2.14×10⁻⁴ |
| F₄ Std   | 5.67×10⁻⁴ | 1.72×10⁻⁴ | 9.89×10⁻⁴ | 8.21 | 2.50×10⁻⁴ | 1.19×10⁻⁴ | 2.43×10⁻⁴ | 3.98×10⁻⁴ | 6.85×10⁻⁴ |
| F₅ Ave   | 4.16×10⁻⁴ | 3.89×10⁻⁴ | 3.47×10⁻⁴ | 2.47×10⁻⁴ | 1.98×10⁻⁴ | 1.43×10⁻⁴ | 2.97×10⁻¹ | 1.84 | 4.90×10⁻¹ | 4.85×10⁻² |
| F₅ Std   | 3.15×10⁻⁴ | 9.23×10⁻⁴ | 1.08×10⁻³ | 4.88 | 3.15×10⁻⁴ | 8.18×10⁻⁴ | 6.58×10⁻⁴ | 7.01×10⁻⁴ | 3.15×10⁻⁴ |
| F₆ Ave   | 9.98×10⁻⁵ | 1.78×10⁻⁴ | 4.00×10⁻⁴ | 9.75×10⁻⁴ | 9.98×10⁻⁴ | 1.70×10⁻⁴ | 3.38×10⁻⁴ | 4.39×10⁻⁴ | 6.31×10⁻⁴ |
| F₆ Std   | 6.79×10⁻⁴ | 6.92×10⁻⁴ | 7.68×10⁻⁴ | 3.88×10⁻⁴ | 2.02×10⁻³ | 5.37×10⁻¹ | 7.80×10⁻¹ | 2.71×10⁻¹ | 2.16×10⁻¹ |
| F₇ Ave   | 3.29×10⁻⁴ | 2.87×10⁻⁴ | 2.77 | 5.79×10⁻⁴ | 7.43×10⁻⁴ | 1.89×10⁻⁴ | 3.85×10⁻⁴ | 9.26×10⁻⁴ | 1.24×10⁻⁴ |

### 3.3. Evaluation of Multimodal Test Functions with High Dimensions.

The number of local responses is exponentially increased in the multimodal functions from F₈ to F₁₃ by increasing the functional dimensions. Consequently, it is difficult to obtain a minimum answer to these functions. The results of optimization are shown in Table 5 for these functions. GO is now able to work and more quickly find the best possible solution.
Table 5. Results for GO and other algorithms in Multimodal test functions

|   | GA | PSO | GSA | TLBO | GOA | GWO | SHO | EPO | GO |
|---|----|-----|-----|------|-----|-----|-----|-----|----|
| F1 | Ave | -5.11×10⁻² | -5.01×10⁻² | -2.75×10⁻² | -3.81×10⁻² | -6.92×10⁻² | -6.14×10⁻² | -8.76×10⁻² | -1.2×10⁻² |
|   | std | 4.37×10⁻² | 4.28×10⁻² | 5.72×10⁻² | 2.83×10⁻² | 9.19×10⁻² | 3.94×10⁻² | 9.32×10⁻² | 5.92×10⁻² |
| F2 | Ave | 1.23×10⁻¹ | 1.20×10⁻¹ | 3.35×10⁻¹ | 2.23×10⁻¹ | 1.01×10⁻¹ | 4.85×10⁻² | 4.34×10⁻² | 6.90×10⁻² |
|   | std | 4.11×10⁻² | 4.01×10⁻² | 1.19×10⁻³ | 3.25×10⁻³ | 1.89×10⁻¹ | 3.91×10⁻⁵ | 1.66 | 4.81×10⁻² |
| F3 | Ave | 5.31×10⁻³ | 5.20×10⁻³ | 8.25×10⁻⁷ | 1.55×10⁻¹ | 1.15 | 2.83×10⁻⁵ | 1.63×10⁻⁶ | 8.03×10⁻⁶ |
|   | std | 9.11×10⁻⁶ | 1.08×10⁻⁶ | 1.90×10⁻⁸ | 8.11 | 7.87×10⁻¹ | 4.34×10⁻³ | 3.14×10⁻⁵ | 2.74×10⁻⁵ |
| F4 | Ave | 3.31×10⁻⁶ | 3.24×10⁻⁶ | 8.19 | 3.01×10⁻³ | 5.74×10⁻¹ | 2.49×10⁻¹ | 2.92×10⁻⁵ | 4.20×10⁻⁵ |
|   | std | 4.23×10⁻⁸ | 4.11×10⁻⁸ | 3.70 | 2.89×10⁻³ | 1.12×10⁻¹ | 1.34×10⁻⁵ | 4.73×10⁻⁴ | 4.15×10⁻⁵ |
| F5 | Ave | 9.16×10⁻⁶ | 8.93×10⁻⁶ | 2.65×10⁻⁵ | 5.21×10⁻¹ | 1.27 | 1.34×10⁻¹ | 3.93×10⁻² | 5.09×10⁻² |
|   | std | 4.88×10⁻⁷ | 4.77×10⁻⁷ | 3.14×10⁻¹ | 2.47×10⁻¹ | 1.02 | 6.23×10⁻⁴ | 2.42×10⁻⁴ | 3.75×10⁻⁴ |
| F6 | Ave | 6.39×10⁻⁷ | 6.26×10⁻⁷ | 5.73×10⁻³ | 2.81×10⁻¹ | 6.66×10⁻¹ | 9.94×10⁻⁴ | 4.75×10⁻¹ | 1.25×10⁻⁴ |
|   | std | 4.49×10⁻² | 4.39×10⁻² | 8.95×10⁻⁶ | 8.63×10⁻² | 4.33×10⁻¹ | 2.61×10⁻⁵ | 2.38×10⁻⁵ | 2.61×10⁻⁴ |

3.4. Evaluation of Multimodal Test Functions with Low Dimensions

Functions F14 to F23 have a low local response and a low number of dimensions. The optimization results for these functions are shown in Table 6. These results demonstrate the good performance of GO in these types of problems over other algorithms.

Table 6. Results for GO and other algorithms in Multimodal test functions with low dimension.

|   | GA | PSO | GSA | TLBO | GOA | GWO | SHO | EPO | GO |
|---|----|-----|-----|------|-----|-----|-----|-----|----|
| F14 | Ave | 4.39 | 2.77 | 3.61 | 6.79 | 9.98×10⁻¹ | 1.26 | 3.71 | 1.08 |
|   | std | 4.41×10⁻² | 2.32 | 2.96 | 1.12 | 9.14×10⁻¹ | 6.86×10⁻¹ | 3.86 | 4.11×10⁻¹ |
| F15 | Ave | 7.36×10⁻² | 9.09×10⁻³ | 6.84×10⁻² | 5.15×10⁻² | 7.15×10⁻² | 1.01×10⁻² | 3.66×10⁻² | 8.21×10⁻² |
|   | std | 2.39×10⁻⁷ | 2.38×10⁻⁷ | 7.37×10⁻⁴ | 3.45×10⁻⁷ | 1.26×10⁻⁷ | 3.75×10⁻⁷ | 7.60×10⁻⁷ | 4.09×10⁻⁷ |
| F16 | Ave | -1.02 | -1.02 | -1.02 | -1.02 | -1.02 | -1.02 | -1.02 | -1.02 |
|   | std | 4.19×10⁻⁰ | 0.00 | 0.00 | 3.64×10⁻⁵ | 4.74×10⁻⁵ | 3.23×10⁻⁵ | 7.02×10⁻⁵ | 9.80×10⁻⁵ |
| F17 | Ave | 3.98×10⁻¹ | 3.98×10⁻¹ | 3.98×10⁻¹ | 3.98×10⁻¹ | 3.98×10⁻¹ | 3.98×10⁻¹ | 3.98×10⁻¹ | 3.98×10⁻¹ |
|   | std | 3.71×10⁻⁷ | 9.03×10⁻¹⁶ | 1.13×10⁻¹⁶ | 9.45×10⁻¹⁵ | 1.15×10⁻⁷ | 7.61×10⁻⁷ | 7.00×10⁻⁷ | 5.39×10⁻¹⁰ |
| F18 | Ave | 3.00 | 3.00 | 3.00 | 3.00 | 3.00 | 3.00 | 3.00 | 3.00 |
|   | std | 6.33×10⁻⁷ | 6.59×10⁻³ | 3.24×10⁻² | 1.94×10⁻¹⁰ | 4.18×10⁻¹⁰ | 2.25×10⁻⁵ | 7.16×10⁻⁶ | 1.15×10⁻⁵ |
| F19 | Ave | -3.81 | -3.80 | -3.86 | -3.73 | -3.77 | -3.75 | -3.84 | -3.86 |
|   | std | 4.37×10⁻¹⁰ | 3.37×10⁻¹⁵ | 4.15×10⁻⁹ | 9.69×10⁻⁴ | 3.53×10⁻⁴ | 2.55×10⁻¹⁰ | 1.57×10⁻⁵ | 6.50×10⁻¹⁰ |
| F20 | Ave | -2.39 | -3.32 | -1.47 | -2.17 | -3.23 | -2.84 | -3.27 | -2.81 |
|   | std | 4.37×10⁻¹⁰ | 2.66×10⁻¹⁰ | 5.32×10⁻¹⁰ | 1.64×10⁻¹⁰ | 5.37×10⁻¹⁰ | 7.27×10⁻⁵ | 7.12×10⁻⁴ | 3.51×10⁻⁴ |
| F21 | Ave | -5.19 | -7.54 | -4.57 | -7.33 | -7.38 | -2.28 | -9.65 | -8.07 |
|   | std | 2.34 | 2.77 | 1.30 | 1.29 | 2.91 | 1.80 | 1.54 | 2.29 |
| F22 | Ave | -2.97 | -8.55 | -6.58 | -1.00 | -8.50 | -3.99 | -1.04 | -1.01 |
|   | std | 1.37×10⁻² | 3.08 | 2.64 | 2.89×10⁻⁴ | 3.02 | 1.99 | 2.73×10⁻⁴ | 3.97×10⁻¹⁰ |
| F23 | Ave | -3.10 | -9.19 | -9.37 | -2.46 | -8.41 | -4.49 | -1.05×10⁻⁵ | -3.41 |
|   | std | 2.37 | 2.52 | 2.75 | 1.19 | 3.13 | 1.96 | 1.81×10⁻¹⁰ | 1.11×10⁻⁴ |

Figure 2 displays GO convergence curves and other optimization algorithms. GO is highly competitive over other algorithms for optimisation. It draws up convergence curves of three function models. Multimodal test functions with high dimensions such as F12 and multimodal test functions with low dimensions such as F15 GO converge more accurately and quickly in the search space due to its adaptive mechanism in unimodal functions such as F5.
3.5. Pressure Vessel Design

The proposed GO method is evaluated to optimize an engineering design problem named pressure vessel design. The objective function and complete information of this design problem are stated in [52]. The efficiency of GO and other mentioned algorithms is shown in Tables 7 and 8. The numbers in these tables indicate the superiority of the proposed GO over other methods in solving this problem.

Table 7. Comparison results for pressure vessel design problem

| Algorithm | Optimum variables | Optimum cost |
|-----------|-------------------|--------------|
|           | $T_i$ | $T_h$ | $R$ | $L$ |               |
| GO        | 0.778099 | 0.383241 | 40.315121 | 200.00000 | 5880.0700 |
| EPO       | 0.778210 | 0.384889 | 40.315040 | 199.65029 | 5885.5773 |
| SHO       | 0.779035 | 0.384660 | 40.327793 | 200.00000 | 5889.3689 |
| GWO       | 0.778961 | 0.384683 | 40.320913 | 200.00000 | 5891.3879 |
| GOA       | 0.845719 | 0.418564 | 43.816270 | 156.38164 | 6011.5148 |
| TLBO      | 0.817577 | 0.417932 | 41.74939 | 183.57270 | 5890.3279 |
| GSA       | 1.085800 | 0.946144 | 49.345231 | 169.48741 | 11550.2976 |
| PSO       | 0.752362 | 0.399540 | 40.452514 | 198.00268 | 5890.3279 |
| GA        | 1.099523 | 0.906579 | 44.456397 | 179.65887 | 6550.0230 |

Table 8. Statistical result for pressure vessel design problem.

| Algorithms | Best | Mean | Worst | Std. Dev. | Median |
|------------|------|------|-------|-----------|--------|
| GO         | 5880.0700 | 5884.1401 | 5891.3099 | 024.341 | 5883.5153 |
| EPO        | 5888.5773 | 5887.4441 | 5892.3207 | 002.893 | 5886.2282 |
| SHO        | 5889.3689 | 5891.5247 | 5894.6238 | 013.910 | 5890.6497 |
| GWO        | 5891.3879 | 6531.5032 | 7394.5879 | 534.119 | 6416.1138 |
| GOA        | 6011.5148 | 6477.3050 | 7250.9170 | 327.007 | 6397.4805 |
| TLBO       | 6137.3724 | 6326.7606 | 6512.3541 | 126.609 | 6318.3179 |
| GSA        | 11550.2976 | 23342.2909 | 33226.2526 | 5790.625 | 24010.0415 |
| PSO        | 5890.3279 | 6264.0053 | 7005.7500 | 496.128 | 6112.6899 |
| GA         | 6550.0230 | 6643.9870 | 8005.4397 | 657.523 | 7586.0085 |
3.6. Wilcoxon Signed Rank Test

In two groups depending on each other, Wilcoxon signed rank test [53] is used to compare the results. Considering fitness function, the Wilcoxon test was conducted on a level of confidence of 95% (the zero-hypothesis in this test is representative of lack of difference and the other hypothesis indicates the differences). Tables 9 and 10 show the results of Wilcoxon signed rank test on twenty-three fitness functions which number 1 means better, number 0 means equal, and number -1 means worse. These results indicate the superiority of the proposed GO algorithm over other compared algorithms.

Table 9. Result of wilcoxon signed rank test on $F_1$-$F_{23}$.

|        | EPO | SHO | GWO | GOA | TLBO | GSA | PSO | GA |
|--------|-----|-----|-----|-----|------|-----|-----|----|
| $F_1$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_2$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_3$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_4$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_5$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_6$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_7$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_8$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_9$  | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{10}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{11}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{12}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{13}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{14}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{15}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{16}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{17}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{18}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{19}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{20}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{21}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{22}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |
| $F_{23}$ | -1 | -1  | -1  | -1  | -1   | -1  | -1  | -1 |

Table 10. Result of wilcoxon signed rank test on pressure vessel design problem.

|        | EPO | SHO | GWO | GOA | TLBO | GSA | PSO | GA |
|--------|-----|-----|-----|-----|------|-----|-----|----|
| Pressure vessel design | -1  | -1  | -1  | -1  | -1   | -1  | -1  | -1 |

4. CONCLUSION

In this paper, a novel optimization method called Group Optimization (GO) is introduced. GO is based on concept that uses all agents to update population of algorithm. Every agent of population could be used for population updating. For these purpose two groups is specified for any agent. One group for good agents and another group for bad agents. These groups is used for updating position of each agent.

GO has been tested on 23 benchmark test functions. The results demonstrate that GO has good performance as compared with GA, PSO, GSA, TLBO, GWO, GOA, SHO and EPO. The results on the unimodal and multimodal test functions show the superior exploitation and exploration capability of GO.

In future works, the authors propose several ideas for study. One may create a binary variant of GO as an important potential contribution. GO may also be used to overcome many-objective real-life optimization as well as multi-objective problems.
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