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Abstract: Numerous techniques have been developed in order to prevent attacks on web servers. Anomaly detection techniques are based on models of normal user and application behavior, interpreting deviations from the established pattern as indications of malicious activity. In this work, a systematic review of the use of anomaly detection techniques in the prevention and detection of web attacks is undertaken; in particular, we used the standardized method of a systematic review of literature in the field of computer science, proposed by Kitchenham. This method is applied to a set of 88 papers extracted from a total of 8041 reviewed papers, which have been published in notable journals. This paper discusses the process carried out in this systematic review, as well as the results and findings obtained to identify the current state of the art of web anomaly detection.
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1. Introduction & Motivation

Web applications have changed our way of life, allowing daily operations such as making bank transfers, booking a flight, making online purchases, etc. The detection of attacks on web applications, with the purpose of safeguarding their integrity, confidentiality and availability, has become an area of special interest.

According to Liao et al. [1], Intrusion Detection Systems (IDS) can generally be divided into three categories based on the detection principle: Signature-based Detection (SD), Anomaly-based Detection (AD) and Stateful Protocol Analysis (SPA). The characteristics of the methods are as follows:

- **Signature-based detection (SD):** A signature corresponds to a known pattern of attack. In order to detect possible intrusions, the patterns are compared to the captured data. Alternative names for SD are Knowledge-Based Detection or Misuse Detection.
- **Anomaly-based detection (AD):** An anomaly is detected when there is a deviation from usual behavior, which is represented by profiles (static or dynamic). Anomaly detection is made by comparing the normal profiles with the observed events in order to detect attacks or intrusions. AD is also called Behavior-Based Detection.
- **Stateful protocol analysis (SPA):** SPA relies on generic profiles for specific protocols developed by the providers. Generally, SPA network protocol models are typically based on standards of protocols from international organizations. This is also known as specification-based detection.
Current scientific literature abounds with surveys, comparative studies and reviews of intrusion detection using anomaly detection techniques, for example:

Jyothsna et al. [2] present an overview of the main anomaly-based technologies for network intrusion detection, along with their operational architectures, and also present a classification based on the type of processing that relates to the behavior model of the target system.

Kakavand et al. [3] provided an overview of data mining methods used by HTTP web services anomaly detection, concluding that most studies do not use public datasets that allow replication of the experiments. Those studies that do use public datasets showed high percentages of accuracy in most of the intrusion detection techniques employed, but these studies were not replicated with a different set of datasets.

Samrin and Vasumathi [4], reviewed the results of applying different anomaly detection techniques on KDD Cup 99 dataset.

None of the existing surveys, comparative studies and reviews address in depth a comprehensive review in which the techniques, results, metrics and datasets used are detailed and compared in an objective and critical manner. As the reader will see in detail in Section 4.3, one of the biggest problems that have been detected when carrying out this systematic review lies in the fact that most of the studies reviewed do not work on public datasets that allow the validation and replication of the experimental results.

To the best of the authors’ knowledge, there is currently no systematic review of the existing scientific literature, specifically focused on the detection and prevention of web attacks using anomaly detection techniques. Authors fully agreed with Kitchenham and Charters [5] when they state that: "(...) unless a literature review is thorough and fair, it is of little scientific value. This is the main rationale for undertaking systematic reviews. A systematic review synthesises existing work in a manner that is fair and seen to be fair.”

Considering the lack of systematic reviews in this area, it has been decided to undertake a systematic review on using anomaly detection techniques in web attack detection, adopting a formal and systematic procedure for the conduction of the bibliographic review, with the definition of explicit protocols for obtaining information. This systematic review was done following the guidelines of Kitchenham et al. [5–9].

This paper makes the following contributions:

• An extensive and rigorous review of the existing scientific literature on the use of anomaly detection techniques in web attack detection.
• Identification and classification of the papers reviewed according to the types of datasets, techniques, metrics, results, etc. of each one of them.
• The results and metrics obtained by the different anomaly detection techniques studied in the papers reviewed are detailed.
• Identification of opportunities to improve research aimed at the prevention and detection of web attacks through the use of anomaly detection techniques. These opportunities include: generation of publicly available datasets that allow replication and validation of the experimental work, incorporation of metrics such as F-Score, Area Under the Curve (AUC) and Precision that allow complementing the usual metrics in this type of research, better definition of the attacks analyzed in each study since, as will be seen in Section 5, most of the studies reviewed do not detail the types of attack that are attempted to be detected.

The rest of this paper is structured as follows: Section 2 presents the background: related works and research, definitions, overview and theories on anomaly detection technologies. Section 3 presents the planning of the systematic review, the research questions, as well as the method that has been used to carry out the selection and review of the papers of interest. Section 4 presents the results obtained. In Section 5 the findings are discussed. Finally, Section 6 details the conclusions and makes recommendations for future work.
2. Background

Anomaly detection algorithms have broad applications in business, scientific, and security domains where isolating and acting on the results of outlier detection is critical. Firstly, we provide an overview of related work in the area of study, as well as some definitions and classification of anomaly detection technology:

2.1. Related Work

Patel et al. [10] worked on a systematic review of IDS in cloud environments, focusing mainly on the requirements that an Intrusion Detection and Prevention System (IDPS) should meet in order to be deployed in a cloud computing environment. This paper does not specify the use of any systematic methodology for searching bibliographic sources, nor the definition of specific protocols for obtaining information.

Raghav, Chhikara and Hasteer [11] analyzed in a systematic review the approaches of Intrusion Prevention System (IPS) in a cloud computing environment. Again, this systematic review does not indicate the use of any specific methodology for information gathering and does not pose a set of initial questions to be answered.

In 2007, Patcha and Park [12] conducted a survey of anomaly detection techniques, detailing the existing techniques at that time, but without referring to sections such as the datasets used in the studies reviewed, or the metrics used in the validation of the experiments.

In 2009, Chandola, Banerjee and Kumar [13] conducted a survey of the studies carried out on detection of anomalies in a wide range of knowledge domains. Despite being a great work, it is too general and does not include important aspects in the field of study of web attack prevention by detecting anomalies, such as the datasets used, metrics, etc.

In 2018, Jose et al. [14], provide an overview of various aspects of anomaly based host intrusion detection systems.

Fernandes et al. [15] reviewed the most important aspects pertaining to anomaly detection, covering an overview of a background analysis as well as a core study on the most relevant techniques, methods, and systems within the area. They also discussed the description of an IDS and its types.

Kwon et al. [16], investigated deep learning techniques employed for anomaly-based network intrusion detection; however, a review of the datasets is missing, as they only describe the KDD Cup 1999 and NSL-KDD datasets, the former being heavily criticized in several studies [17–20].

In 2018, Ieracitano et al. [21] propose an innovative statistical analysis driven optimized deep learning system for intrusion detection, extracting optimized and more correlated features using big data visualization and statistical analysis methods, followed by a deep autoencoder (AE) for potential threat detection. Specifically, a preprocessing module eliminates the outliers and converts categorical variables into one-hot-encoded vectors. In 2020, Ieracitano et al. [22] combine traditional data analysis and statistical techniques incorporating advances in Machine Learning (ML). Specifically, Deep Learning (DL) technology is employed in conjunction with statistical analysis. In both studies, the NSL-KDD dataset was used.

Khraisat et al. [23] presented a taxonomy of contemporary IDS, a comprehensive review of recent works and an overview of the datasets commonly used. They also presented an overview of evasion techniques used by attackers.

Ahmed, Naser Mahmood and Hu [24] provide an overview of different network anomaly detection techniques, as well as various alternative datasets to KDD Cup 1999 and NSL-KDD. However, datasets such as CSIC 2010 are not included in the work. The metrics used for the validation of the various studies reviewed are also not listed in this study.

The present work aims to remedy the weaknesses of the above-mentioned studies, through a systematic review of the available literature, strictly following the principles of a methodology widely accepted by the scientific community as proposed by Kitceham and Charters [5], carrying
out an analysis of publicly available datasets, metrics used for the evaluation of results obtained and discussion of techniques used by the various studies reviewed.

2.2. Anomaly Detection Definition

Kotu and Deshpande [25] define anomaly detection as “the process of finding outliers in a given dataset”. Outliers are the data objects that stand out amongst other data objects and do not conform to the expected behavior in a dataset. An outlier is a data object that is markedly different from the other objects in a dataset. Hence, an outlier is always defined in the context of other objects in the dataset.

2.3. Types of Anomaly Detection Algorithms

It is common to divide the anomaly detection algorithms according to their purpose. The main categories are listed below: [26,27]:

- **Supervised algorithms**: Supervised algorithms model the relationships between input data and prediction. They try to predict the output values that will be obtained when feeding the model with new input data. This prediction is based on the relationships learned from the tagged training data. Examples of supervised algorithms are Nearest Neighbor, Naive Bayes, Decision Trees, Linear Regression, Support Vector Machines (SVM), Neural Networks.

- **Unsupervised algorithms**: As there is no tagged training data on which the algorithm can perform its learning, these algorithms perform pattern detection on the input data. Examples of unsupervised algorithms are association rules and k-means.

- **Semi-supervised algorithms**: Semi-supervised algorithms use little tagged data and a lot of untagged data as part of the training set. These algorithms try to explore the structural information contained in the unlabeled data to generate predictive models that work better than those that only use labeled data. Common examples of unsupervised algorithms are: Generative models, Low-density separation and Graph-based methods.

- **Reinforcement algorithms**: The objective is the development of a system (called agent) that is intended to improve its efficiency by performing a certain task based on the interaction with its environment, receiving rewards that allow it to adapt its behavior. As the agent receives rewards, it must develop the right strategy (called policy) that leads it to obtain positive rewards in all possible situations. Common examples of reinforcement algorithms are: Q-Learning, Temporal Difference (TD) and Deep Adversarial Networks.

There are different auxiliary techniques used in the process of detecting anomalies in a given dataset [28–30].

- **Feature extraction**: N-grams, Bag of Words, multi-features information entropy prediction model.
- **Dimensionality reduction**: Principal Component Analysis (PCA), Random Projection, Diffusion Maps.
- **Parameter estimation**: Limited-memory Broyden—Fletcher—Goldfarb—Shanno (L-BFGS) algorithm.
- **Regular expression generator**: Simple (SREG) and Complex (CREG) Expression Generator.

2.4. Advantages and Disadvantages of Anomaly Detection Algorithms

According to García-Teodoro et al. [31], signature-based schemes provide very good detection results for specified, well-known attacks, but they are not capable of detecting new intrusions, even if they are built as minimum variants of already known attacks. On the contrary, anomaly detection algorithms are capable of detecting previously unseen intrusion events. However, the rate of false positive (FP, events erroneously classified as attacks) in anomaly-based systems is usually higher than in signature-based ones.
3. Review Methodology

This systematic review has been conducted following the guidelines outlined by Kitchenham et al [5–9]. The methodology includes: development of a review protocol, managing the review, analysis and reporting of results, and discussion of findings.

3.1. Preparing the Review

In the generation of the review protocol, we considered the definition and details of the research questions, the bibliographic databases to be included in the search, as well as the methods used to identify and evaluate the papers susceptible to inclusion in our work. In order to carry out the review, we identified the main studies, applying the inclusion and exclusion criteria to them and synthesizing the results. In order to reduce investigator bias, the review protocol was drafted by one of the authors, reviewed by the other authors and finalized by a discussion among all the authors. The online databases were searched widely and their studies are reported. In total, the initial search returned 8041 articles.

3.2. Research Questions

The main objective of our work was to analyze and classify the available scientific literature focused on the detection of web attacks using anomaly detection techniques. For proper planning of the review, a set of research questions were generated. The method for generating the set of research questions is as follows: first, each of the authors contributes those they consider appropriate for the objective of the paper; then, all the proposals contributed are discussed, and finally, the most relevant questions are chosen by agreement of all the authors. In Table 1 we detail the research questions details.

| Research question                                                      | Details                                                                 |
|------------------------------------------------------------------------|------------------------------------------------------------------------|
| (1) What is the current state of web anomaly detection?                | An overview of the types of web attacks that most concern the scientific community is achieved. |
| What kind of attacks are attempted to be detected or prevented?        | An overview of the status of the different methods and techniques for detecting anomalies in web applications is achieved. The different studies that evaluate and compare the different anomaly detection techniques are explored. |
| What web anomaly detection methods are used?                          | Advantages and disadvantages of different methods and techniques        |
| How often are they cited in specialized literature?                   |                                                                        |
| (2) Systematic reviews of anomaly detection in web applications       | The different studies are quantified and tabulated by each method or technique |
| What studies and research have been done                              | A critical review of the studies provided is made                       |
| Identification of the strengths and lacks of these works              |                                                                        |
| (3) Key areas of interest in the different studies carried out in the detection of anomalies in web applications | An objective view of the number of studies is obtained for each subarea that helps identify key areas for future research |
| Featured areas, number of studies carried out in each area and main findings | A time-based count shows how the key area has evolved over time          |
| Evolution of the number of studies carried out in each area over time  |                                                                        |

3.3. Information Sources

As recommended by [5–9], a wide search in electronic sources was made to increase the probability of finding relevant articles. In our case, the following databases were searched:
3.4. Search Criteria

An exhaustive search has been carried out on the different online resources; the search sequence included the keywords “anomaly detection” and (“web” or “network”). The search covered the papers published in the period from January 1993 to December 2019. The search terms have been searched in the title and abstract of the publication, whenever possible. This phase returned 8,041 results. Table 2 shows the search strategy in the different online resources.

| Resource                  | Search Query                                                                 | Years         | Content Type Description                  | # Results |
|---------------------------|-------------------------------------------------------------------------------|---------------|-------------------------------------------|-----------|
| ieeeexplore.ieee.org      | In title and abstract: “anomaly detection” AND (web OR network)               | 1993–2019     | Conferences, Journals, Early Access Articles, Books | 4063      |
| sciencedirect.com         | In title and abstract: “anomaly detection” AND (web OR network)               | 1993–2019     | Journals, Books                          | 528       |
| link.springer.com         | In title: “anomaly detection” AND (web OR network)                             | 1993–2019     | Chapter, Conference Paper, Article        | 962       |
| onlinelibrary.wiley.com   | In title and abstract: “anomaly detection” AND (web OR network)               | 1993–2019     | Journals, Books                          | 31        |
| acm.org                   | In abstract: “anomaly detection” AND (web OR network)                          | 1993–2019     | Articles, Proceedings                     | 2457      |

|                                                                 | Total Results:                        |               |                                           | 8041      |

3.5. Criteria for Inclusion and Exclusion of Papers

Papers were considered for inclusion in the review if their field of study was web anomaly detection. This systematic review includes only quantitative studies written in English. In a first stage, duplicate results have been detected and eliminated. A publication is considered to be duplicated if its Digital Object Identifier (DOI) is equal to the DOI of another publication. In a second phase, irrelevant documents were manually excluded based on their level of relevance. In that case, the number of irrelevant documents is significant, as research articles on the detection of anomalies in biology, medicine, social networks and study disciplines other than computer security are difficult to distinguish from the detection of web anomalies in an online database search. In a later stage, a selection based on title and abstract was done. Papers that do not contain “web” or “http” in the title or abstract were rejected. Finally, the selected documents were fully read to select a definitive list of documents according to the inclusion/exclusion criterion.

As shown in Figure 1, our search returned over 8041 total papers, which were narrowed down to 6906 after removing duplicates papers. Subsequently, based on their relevance, 1124 papers were selected, from which 189 papers were further selected based on their titles and abstracts. Then, these 189 papers were read entirely to select a final list of 106 papers based on the inclusion and exclusion criterion.
3.6. Quality Assurance

After applying the inclusion/exclusion criteria to select the relevant papers, an analysis of the quality of the remaining papers was carried out. Following the guidelines cited by [5–9], all studies were evaluated for bias, internal and external validity of results.

A questionnaire Appendix A was made to evaluate the quality of each paper to be included in the systematic review. Each team member evaluated the studies using the quality questionnaire. Only papers that passed the evaluation of the quality questionnaire by unanimity of the five team members were included in the systematic review. After evaluating the papers with the questionnaire, a total of 88 papers conform to this systematic review.

3.7. Quality Evaluation Results

In the last 5 years (2015 to 2019) the interest of the scientific community in anomaly detection techniques applied to web intrusion detection has increased; proof of this is that 67% of the studies analysed (59 out of 88 studies) are concentrated in this period. Figure 2 shows the evolution of the number of papers selected by year. Similarly, Table 3, shows the number of studies selected in each year.
Figure 2. Papers selected by year.

Table 3. Papers selected by year.

| Year | Selected by Title and Abstract | Selected after Complete Reading | Selected after Quality Questionnaire |
|------|---------------------------------|---------------------------------|--------------------------------------|
| 1993 | 0                               | 0                               | 0                                    |
| 1994 | 0                               | 0                               | 0                                    |
| 1995 | 0                               | 0                               | 0                                    |
| 1996 | 0                               | 0                               | 0                                    |
| 1997 | 0                               | 0                               | 0                                    |
| 1998 | 0                               | 0                               | 0                                    |
| 1999 | 0                               | 0                               | 0                                    |
| 2000 | 0                               | 0                               | 0                                    |
| 2001 | 0                               | 0                               | 0                                    |
| 2002 | 0                               | 0                               | 0                                    |
| 2003 | 2                               | 1                               | 1                                    |
| 2004 | 1                               | 1                               | 1                                    |
| 2005 | 2                               | 2                               | 1                                    |
| 2006 | 5                               | 4                               | 2                                    |
| 2007 | 5                               | 3                               | 2                                    |
| 2008 | 11                              | 6                               | 6                                    |
| 2009 | 5                               | 3                               | 2                                    |
| 2010 | 7                               | 4                               | 3                                    |
| 2011 | 4                               | 4                               | 3                                    |
| 2012 | 6                               | 4                               | 3                                    |
| 2013 | 5                               | 1                               | 0                                    |
| 2014 | 14                              | 5                               | 5                                    |
| 2015 | 20                              | 13                              | 11                                   |
| 2016 | 25                              | 14                              | 13                                   |
| 2017 | 26                              | 16                              | 13                                   |
| 2018 | 20                              | 14                              | 13                                   |
| 2019 | 31                              | 11                              | 9                                    |
| **Total** | **189** | **106** | **88** |
3.8. Information Retrieval

The data retrieval form presented in Appendix B gives guidelines for the retrieval of data from all studies covered in this systematic literature review. It also includes details of the main study itself and the information needed to target the research questions. The entire paper has been read to collect the necessary data and the specific information has been extracted from each document: source, authors, title, year of publication and responses to the research questions.

4. Results

This study aims to investigate the available literature according to the research questions mentioned in Table 1. 29 (32.95%) of the 88 studies included in our systematic review of the literature were published in journals specializing in computer and network security, data science, etc., while 59 (67.05%) were published in leading conferences and workshops in the same or similar areas. Table 4 lists the total of studies selected by year, grouped by conferences and journals, while Figure 3 summarizes the percentage of studies published in journals and conferences.

| Year | Conferences | Journals | Total Studies |
|------|-------------|----------|---------------|
| 2003 | 1           | 0        | 1             |
| 2004 | 0           | 1        | 1             |
| 2005 | 0           | 1        | 1             |
| 2006 | 2           | 0        | 2             |
| 2007 | 2           | 0        | 2             |
| 2008 | 5           | 1        | 6             |
| 2009 | 2           | 0        | 2             |
| 2010 | 3           | 0        | 3             |
| 2011 | 1           | 2        | 3             |
| 2012 | 3           | 0        | 3             |
| 2014 | 4           | 1        | 5             |
| 2015 | 7           | 4        | 11            |
| 2016 | 10          | 3        | 13            |
| 2017 | 11          | 2        | 13            |
| 2018 | 8           | 5        | 13            |
| 2019 | 0           | 9        | 9             |
| Total| 59          | 29       | 88            |

Table 4. Studies selected by year, grouped by conferences and journals.

![Pie chart](image.png)

Figure 3. % of studies published in journals and conferences.
4.1. Specific Attack Detection/Prevention

In our research, we have detected that some of the studies reviewed are focused on protecting web servers against specific kinds of attacks, mainly on DDoS and Injection Attacks. A list of the most studied types of attacks is presented below; in addition, Table 5, details the specific attacks, the number of studies dealing with each particular attack, as well as a list of the corresponding citations.

| Attack         | Number of Studies | Citations       |
|----------------|-------------------|-----------------|
| DDoS           | 11                | [32–42]         |
| Injection      | 10                | [43–52]         |
| Botnets        | 2                 | [53,54]         |
| Defacement     | 2                 | [55,56]         |
| Other Attacks  | 62                | [57–118]        |

4.1.1. DDoS Attacks

Denial of Service (DoS) attacks are a form of attack that seeks to make a network resource unavailable due to overloading the resource or machine with an overwhelming number of packets, thereby crashing or severely slowing the performance of the resource. Distributed Denial of Service (DDoS) is a large scale DoS attack which is distributed in the Internet. In a first phase, the attacker proceeds to identify and exploit vulnerabilities in one or more networks for the installation of malware programs in multiple computers in order to obtain control of them remotely. At a later stage, these compromised computers are exploited for the mass sending of attack packets to the target(s) that will usually be located outside the original network of infected computers. These attacks occur without the knowledge of the compromised hosts [119].

Thang and Nguyen [32] proposed a framework to detect DDoS attacks; this framework was based on using an on-line scanning process to detect certain traits of DDoS attack and building a dynamic blacklist. Tripathi and Hubballi [33] proposed the use of chi-square test in order to detect slow rate denial of service attacks against HTTP/2 protocol. In [34], Najalabadi et al. proposed a detection method for the application layer DDoS attacks that worked extracting instances of user behaviors requesting resources from HTTP web server logs and using Principal Component Analysis (PCA) in order to detect anomalous behavior instances. Zolotukhin and Kokkonen [35] focused on detection of application-layer DoS attacks that utilize encrypted protocols by applying an anomaly-detection-based approach to statistics extracted from network packets headers using the stacked autoencoder algorithm. Shirani, Azgomi and Alraeae [36] proposed the detection of DDoS attacks on Web Services using time series and applying the ARIMA model. Tripathi, Hubballi and Singh [37] used Hellinger distance between two probability distributions generated in training and testing phases to detect Slow HTTP DoS attacks. Wang et al. [38] proposed a sketch-based anomaly detection scheme for application layer DDoS attacks. The scheme utilizes the divergence of sketches in two consecutive detection cycles to detect the occurrence of an anomaly, designing a variant of Hellinger Distance to measure the divergence for mitigating the impact of network dynamics. Wang et al. [39] proposed multifeatures information entropy prediction model in order to prevent flooding App-DDoS attacks; for asymmetric attacks, a second-order Markov detection model was proposed. Xie and Tang [40] proposed a Web user browsing behavior model to detect DDoS attacks based on Hidden Markov Model. Markov states represent the click-behavior of users while hyperlink among pages is represented by different states. Lin et al. [41] proposed a new statistical model to detect DDoS attacks called Rhythm Matrix (RM), based on the packet size and the interarrival time of consecutive HTTP-request packets in a flow that indicated the users’ behaviour when opening and browsing web pages. RM characterized the user access trajectory fragments distribution, including the order of visiting pages and the time spent on
each page. Change-rate abnormality in the RM was used to detect DDoS attacks, and further identify the malicious hosts according to their drop points in the RM.

4.1.2. Injection Attacks

Injection flaws allow attackers to relay malicious code through an application to another system. These attacks include calls to the operating system via system calls, the use of external programs via shell commands, as well as calls to backend databases via SQL (i.e., SQL injection) [120]. SQL Injection (SQLI) constitutes an important class of attacks against web applications. By leveraging insufficient input validation, an attacker could obtain direct access to the database underlying an application [121].

Kozik, Choras and Holubowicz [43] used token extraction of HTTP request, as well as an evolutionary-based token alignment unsupervised algorithm to detect SQLI and Cross Site Scripting (XSS) attacks. Wang et al. [44] proposed a new algorithm called FCERMining (Frequent Closed Episode Rules Mining) for mining frequently closed episode rules, dealing with big data on Spark to find the valid rules quickly. They made some experiments with the SQLMAP map tool in order to test the proposed method against SQLI attacks. Yuan et al. [45] presented a comprehensive three-step approach aimed at detecting and preventing SQLI attacks: Firstly, an ensemble clustering model is applied to separate anomalies from normal samples. In the second phase, word2vec algorithm is used to get the semantical presentations of anomalies. Finally, another multi-clustering approach clusters anomalies into specific types. Kozik, Choras and Holubowicz [49] proposed an algorithm for SQL injection attack detection using a modified Linear Discriminant Analysis (LDA), including dimensionality reduction using Singular Value Decomposition (SVD), and an adaptation of Simulated Annealing for LDA projection vector computation.

4.1.3. Botnets Attacks

A bot is a compromised computer that can carry out the commands of its master, and bots are networked to form a botnet with a topology chosen by their master [122]. Differences botnet than other types of attacks is the existence of Command and Control (C&C) that work in giving orders from botmaster to bot. Bots always hide while looking for an unattended target, when bot find the target they will report to the botmaster [123].

Yu, Guo and Stojmenovic [53] established a four-parameter semi-Markov model to represent browsing behavior. Based on this model, they found that it was impossible to detect mimicking attacks based on statistics if the number of active bots of the attacking botnet is sufficiently large (though it is hard for botnet owners to satisfy the condition to carry out a mimicking attack most of the time). They concluded that mimicking attacks could be discriminated from genuine flash crowds using second order statistical metrics, defining a new correntropy metric. Sakib and Huang [54] proposed the detection of HTTP-based C&C traffic using statistical features based on client generated HTTP request packets and DNS server generated response packets. They applied three different anomaly detection methods: Chebyshev’s Inequality, One-class Support Vector Machines (OCSVM) and Nearest Neighbor based Local Outlier Factor.

4.1.4. Defacement

In the web defacement attack the invader changes the visual appearance of the webpage. The business competitor, insurgent and extremist groups defame the reputation of the organizations and mislead public through these types of attacks, modifying the content of home page. Web defacement can be broadly categorized into Text Defacement and Image Defacement. [124].

Davanzo, Medvet and Bartoli [56] proposed a test framework for a web defacement monitoring service, working with different algorithms aimed at producing an item’s (a document downloaded from a specific URL) binary classification. The algorithms evaluated were: kth nearest, Local Outlier Factor, Hotelling’s T-Square, Parzen windows, Support Vector Machines and Domain Knowledge aggregator. Best results were obtained with Domain Knowledge, Support vector Machines, Parzen
Medvet and Bartoli [55] considered the problem of corruption in the learning data, concerning a Web Site Defacement detection system, presenting a procedure for detecting whether a learning set is corrupted.

4.1.5. Other Attacks

This group includes all those studies in which the type of attack studied is not clearly specified, either because it makes use of non-publicly accessible datasets and does not provide information on the type of attack it is trying to detect, or because it does not try to detect a specific type of attack but any web request which is considered anomalous, etc.

4.2. Current Status of Anomaly Detection

An anomaly detection process implies the use of different strategies and different techniques to achieve the final objective: clustering algorithms, classification, dimensionality reduction, use of auxiliary techniques, etc. The main algorithms and techniques detected in the different studies analyzed are detailed below.

4.2.1. Clustering Algorithms

Clustering is the task of grouping a set of objects in such a way that objects in the same group are more similar to each other than to those in other groups (clusters) [125]. Depending on the comparison of the new data received against the model generated by the clustering algorithm, it is determined whether it is an anomaly point (the way to do this varies depending on the type of clustering algorithm used, and can be based on distance or probabilities). The clustering algorithms most used are:

- **K-Means:** K-means is an unsupervised classification (clustering) algorithm that groups objects into k groups based on their characteristics. Clustering is done by minimizing the sum of distances between each object and the centroid of its group or cluster. The quadratic distance is usually used. The k-means algorithm solves an optimization problem. The function to optimize (minimize) is the sum of the quadratic distances of each object to the centroid of its cluster. [126]

  The objects are represented with real vectors of n dimensions \((x_1, x_2, \ldots, x_n)\) and the k-means algorithm constructs k groups where the sum of distances of the objects is minimized, within each group \(S = \{S_1, S_2, \ldots, S_k\}\), to its centroid. The problem can be formulated as follows [126]:

  \[
  \min_s E(\mu_i) = \min_s \sum_{i=1}^{k} \sum_{x_j \in S_i} ||x_j - \mu_i||^2
  \]

  where \(S\) is the set of data whose elements are the objects \(x_j\) represented by vectors, where each of its elements represent a characteristic or attribute. We will have k groups or clusters with their corresponding centroid \(\mu_i\) [126].

  In each update of the centroids, from the mathematical point of view, we impose the necessary end condition on the function \(E(\mu_i)\) which, for the quadratic function (1) is:

  \[
  \frac{\partial E}{\partial \mu_i} = 0 \Rightarrow \mu_i^{(t+1)} = \frac{1}{|S_i^{(t)}|} \sum_{x_j \in S_i^{(t)}} x_j
  \]

  and the average of the elements of each group is taken as a new centroid.

- **Gaussian Mixture Model:** Gaussian mixture models are a probabilistic model for representing normally distributed subpopulations within an overall population. Mixture models, in general don’t require knowing which subpopulation a data point belongs to, allowing the model to learn

windows and Hotelling’s T-Square.
the subpopulations automatically. Since subpopulation assignment is not known, this constitutes a form of unsupervised learning. The Gaussian Mixture function is formed by several Gaussians, individually identified by $k \in \{1, \ldots, K\}$, where $K$ is the number of groups formed in the data set. Each Gaussian $k$ is composed of mean $\mu$ (defines its center), $\Sigma$ covariance (defines its width), a mixture probability $\pi$ (defines the size of the Gaussian function). The mixing coefficients are probabilistic and must meet this condition:

$$\sum_{k=1}^{K} \pi_k = 1$$

In general, the Gaussian density function is defined by:

$$N(x|\mu, \Sigma) = \frac{1}{(2\pi)^{D/2} |\Sigma|^{1/2}} \exp\left(-\frac{1}{2}(x - \mu)^T \Sigma^{-1}(x - \mu)\right)$$

Where $x$ represents the data points, $D$ is the number of dimensions of each data point. $\mu$ is the mean and $\Sigma$ is the covariance.

- **Mahalanobis Distance**: The Mahalanobis Distance is a multivariate distance metric that measures the distance between a point (vector) and a distribution. The most common use for Mahalanobis Distance is to find multivariate outliers, which indicates unusual combinations of two or more variables. The formal definition is:

$$D^2 = (x - m)^T \cdot C^{-1} \cdot (x - m)$$

where $D^2$ is the square of the Mahalanobis Distance, $x$ is the vector of observations, $m$ is the vector of mean values of independents variables, $C^{-1}$ is the inverse covariance matrix of independent variables.

- **Affinity Propagation**: Affinity Propagation does not require the number of clusters to be determined before running the algorithm. The data points can be seen as a network where all the data points send messages to all other points [127]. The subject of the messages is the determination of the points being an exemplar. The exemplars are points that explain the other data points “better” and are the most significant of their aggregation. All data points want to determine collectively the data points that are an exemplar to them. These messages are saved in two matrices:

  - **Responsibility Matrix** $R$. In this matrix, $r(i,k)$ reflects how well point $k$ is adjusted to be an exemplar for point $i$.
  - **Availability Matrix** $A$. $a(i,k)$ reflects how accurate it would be for point $i$ to select point $k$ as an exemplar.

Let $(x_1, x_2, \ldots, x_n)$ be a set of data points, with no internal structure assumptions, and let $s$ be a function that measures the degree of similarity between any two points, such that $s(x_i, x_j) > s(x_i, x_k) \iff x_i$ is more similar to $x_j$ than to $x_k$.

Similarity matrix $S$ gives us information about the similarity between two data points:

$$s(i, k) = -\|x_i - x_k\|^2$$

that is defined as the negative of the euclidean distance between the two instances. The greater the distance between any two instances, smaller is the similarity between them. The diagonal of $S$ $s(i, i)$ represents the input preference, i.e., the probability that a given input will become an exemplar. When the same value is set for all entries, it controls how many classes the algorithm
produces. A value close to the lowest possible similarity produces fewer classes, while a value close to or greater than the highest possible similarity produces many classes. It is usually initialized with the median similarity of all pairs of entries.

The algorithm proceeds by alternating two message passing stages, to update the Responsibility Matrix and the Availability Matrix. Both matrices are initialized with zeros and can be viewed as log probability tables. These updates are performed on an iterative basis:

First, Responsibility updates are sent:

\[ r(i,k) \leftarrow s(i,k) - \max_{k' \neq k} \{ a(i,k') + s(i,k') \} \]

Then, availability is updated per:

\[ a(i,k) \leftarrow \min \left( 0, r(k,k) + \sum_{i' \in \{i,k\}} \max(0, r(i',k)) \right) \]

for \( i \neq k \) and

\[ a(k,k) \leftarrow \sum_{i' \neq k} \max(0, r(i',k)) \]

The iterations are performed until either the cluster boundaries remain unchanged over a number of iterations, or after some predetermined number of iterations. The exemplars whose sum of responsibility and availability is positive are obtained:

\( (r(i,i) + a(i,i)) > 0 \)

- **DBSCAN**: Density-based spatial clustering of applications with noise (DBSCAN) \[128\] is a density-based clustering algorithm because it finds a number of groups (clusters) starting with a given density distribution of the corresponding nodes. Clustering happens based on two parameters: **Neighbourhood**, cutoff distance of a point from core point for it to be considered a part of a cluster. Commonly referred to as \( \varepsilon \). **Minimum points**, minimum number of points required to form a cluster. Commonly referred to as \( \text{minPts} \).

There are three types of points after the DBSCAN clustering is complete: **Core**, this is a point which has at least \( \text{minPts} \) points within distance \( \varepsilon \) from itself. **Border**, this is a point which has at least one Core point at a distance \( \varepsilon \). **Noise**, this is a point which is neither a Core nor a Border. It has less than \( \text{minPts} \) points within distance \( \varepsilon \) from itself.

DBSCAN can be summarized in following steps: The algorithm begins with an arbitrary point that has not been visited. The neighborhood of this point is limited, and if it contains specific points, a cluster starts on it. Otherwise, the point is labeled as noise. Note that the point in question may belong to another neighborhood than the specific one in the corresponding cluster. If a point is included in the dense part of a cluster, its neighborhood is also part of the cluster. Thus, all points in that neighborhood are added to the cluster, as are the neighborhoods of these points that are sufficiently dense. This process continues until a densely connected cluster is completely built. Then, a new point not visited is visited and processed in order to discover another cluster or noise.

- **Nearest Neighbor based Local Outlier Factor**: The Local Outlier Factor (LOF) \[129\] is based on the concept of a local density, where the locality is given by the k-nearest neighbours. The density is estimated by the distance between close neighbours. If an object’s density is compared with the densities of its neighbours, regions with similar density values and points with density values far below the values obtained by its neighbours will be identified. These points are considered outliers. The steps to calculate the LOF are detailed below:
– Calculate distance between the pair of observations.
– Find the kth nearest neighbor observation; calculate the distance between the observation and k-Nearest neighbor.
– Calculate the reachability distance between object \( p \) and \( o \):

\[
reach-dist_k(p, o) = \max\{k-distance(o), d(p, o)\}
\]

– Calculate Local Reachability Density (LRD): the most optimal distance in any direction from the neighbor to the individual point. The local reachability density of an object \( p \) is the inverse of the average reachability distance based on the MinPts (minimum number of objects) nearest neighbors of \( p \).

\[
LRD_{\text{MinPts}}(x) = \frac{1}{\sum_{o \in N_{\text{MinPts}}(p)} \frac{reach-dist_{\text{MinPts}}(p, o)}{|N_{\text{MinPts}}(p)|}}
\]

– Calculate Local Outlier Factor: It is the average of the ratio of the local reachability density of \( p \) and those of \( p \)’s MinPts-nearest neighbors; captures the degree to which we call \( p \) an outlier.

\[
\text{LOF}_{\text{MinPts}}(p) = \frac{\sum_{o \in N_{\text{MinPts}}(p)} \text{lr}d_{\text{MinPts}}(o)}{|N_{\text{MinPts}}(p)|}
\]

**Expectation–Maximization**: The Expectation–Maximization (EM) algorithm is a way to find maximum likelihood estimates for model parameters when the data is incomplete, has missing data points, or has unobserved (hidden) latent variables. It is an iterative way to approximate the maximum likelihood function \([130,131]\). The basics steps for the algorithm are:

– An initial guess is made for the model’s parameters and a probability distribution is created (E-step).
– Until stability is reached, do:
  * Newly observed data is added to the model.
  * The probability distribution from the E-step is tweaked to include the new data (M-step).

Formally:

Given the statistical model which generates a set \( X \) of observed data, a set of unobserved latent data or missing values \( Z \), and a vector of unknown parameters \( \theta \), along with a likelihood function \( L(\theta; X, Z) = p(X, Z|\theta) \), the maximum likelihood estimate (MLE) of the unknown parameters is determined by maximizing the marginal likelihood of the observed data. \([132]\)

\[
L(\theta; X) = p(X|\theta) = \int p(X, Z|\theta)dZ
\]

The EM algorithm finds the MLE by iteratively calculating the \([132]\):
4.2.2. Classification Algorithms

The idea behind the classification algorithms is very simple: it is about predicting the target class by analyzing the training dataset. The training dataset is used to get better boundary conditions which could help to determine each target class. When boundary conditions are determined, target class can be predicted. The classification of new data as anomalous or not, depends on the class in which it is classified.

All classification algorithms can be generalized as algorithms that receive a training set and learn a classification function of the form $f: \mathbb{R}^n \rightarrow \{-1, 1\}$. This function is applied to news inputs and its value represents the class to which the input is classified [133].

The classification algorithms most used are:

- **One Class Support Vector Machine**: The problem addressed by One Class Support Vector Machine (OCSVM) is novelty detection [134]. The idea of novelty detection is to detect rare events, i.e., events that happen rarely, and hence, with very little samples. The problem is then, that the usual way of training a classifier will not work. Here the idea is to find a function that is positive for regions with high density of points, and negative for small densities.

Consider a dataset:

$\Omega = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}; x_i \in \mathbb{R}^d$ in a multi-dimensional space where $x_i$ is the $i$-th input data point and $y_i \in \{-1, 1\}$ is the $i$-th output pattern, indicating the class membership.

SVMs can create a non-linear decision boundary by projecting the data through a non-linear function $\phi$ to a space with a higher dimension. This means that data points which can’t be separated by a straight line in their original space $I$ are lifted to a feature space $F$ where there can be a straight hyperplane that separates the data points of one class from another. When that hyperplane would be projected back to the input space $I$, it would have the form of a non-linear curve.

OCSVM separates all the data points from the origin (in feature space $F$) and maximizes the distance from this hyperplane to the origin. This results in a binary function which captures regions in the input space where the probability density of the data lives.

- **Hidden Markov Model**: A Hidden Markov Model (HMM) is a statistical model in which the system to be modeled is assumed to be a Markov process of unknown parameters. The objective is to determine the hidden parameters of that string from the observable parameters. In a normal Markov model, the state is directly visible to the observer, so the transition probabilities between states are the only parameters. In a hidden Markov model, the state is not directly visible, but only the variables influenced by the state are visible. Each state has a probability distribution over the possible output symbols. Consequently, the symbol sequence generated by an HMM provides some information about the state sequence [135].

Formally, a HMM is a quintuple $(S, V, \pi, A, B)$, characterized by the following elements [136]:

- Expectation Step (E-Step): Define $Q(\theta|\theta(t))$ as the expected value of the log likelihood function of $\theta$, with respect to the current conditional distribution of $Z$ given $X$ and the current estimates of the parameters $\theta(t)$.

$$Q(\theta|\theta(t)) = E_{Z|X,\theta(t)}[\log L(\theta; X, Z)]$$

- Maximization step (M step): Find the parameters that maximize:

$$\theta(t+1) = \arg\max_\theta Q(\theta|\theta(t))$$
– $S = \{S_1, S_2, \ldots, S_N\}$ is the set of states, where $N$ is the number of states. The triplet $(S, \pi, A)$ represents a Markov chain; the states are hidden and never observable directly.

– $V = \{V_1, V_2, \ldots, V_M\}$ is the discrete set of possible symbol observations, where $M$ represents the number of observations.

– $\pi : S \to [0, 1] = \{\pi_1, \pi_2, \ldots, \pi_N\}$ is the initial probability distribution on states. It gives the probability of starting in each state. It can be expected that:

$$\sum_{s \in S} \pi(s) = N \sum_{i=1}^{N} \pi_i = 1$$

– $A = (a_{ij})_{i \in S, j \in S}$ is the transition probability of moving from state $S_i$ to state $S_j$. It can be expected that $a_{ij} \in [0, 1]$ for each $S_i$ and $S_j$ and that $\sum i \in S a_{ij} = 1$ for each $S_j$.

– $B = (b_{ij})_{i \in V, j \in S}$ is the emission probability that symbol $v_i$ is seen in state $S_j$.

The model makes two assumptions:

– **The Markov assumption:** represents the memory of the model, so current state depends only on the previous state. Formally:

$$P(q_t|q_{t-1})$$

– **The independence assumption:** the output observation at time $t$ is dependent only on the current state and it is independent of previous observations and states. Formally:

$$P(o_t|o_{t-1}, q_t) = P(o_t|q_t)$$

**K-Nearest Neighbors:** The K-Nearest Neighbors (KNN) algorithm classifies new objects according to the outcome of the closest object or the outcomes of several closest objects in the feature space of the training set [137]. An object is classified by a majority vote of its neighbors, with the new object being assigned to the class that is most common among its $k$ nearest neighbors ($k$ is a positive integer, and typically small). The neighbors are taken from a set of objects for which the correct classification is known. In the classification phase, $k$ is a user-defined constant, and a new object with given features is classified by assigning to it the label that is most frequent among the $k$ training samples nearest to that new object. With continuous features, Euclidean distance is used as distance metric, while with categorical features the Hamming distance is used. Finally, the input $x$ gets assigned to the class with the largest probability.

**Naive Bayes:** The Naive Bayesian classifier is based on Bayes’ theorem with the independence assumptions between predictors [138–140]. Bayes theorem provides a way of calculating the posterior probability, $P(c|x)$, from $P(c)$, $P(x)$, and $P(x|c)$. Naive Bayes classifier assumes that the effect of the value of a predictor ($x$) on a given class ($c$) is independent of the values of other predictors, i.e., *class conditional independence*. Formally:

$$P(C_k|x) = \frac{p(C_k)p(x|C_k)}{p(x)}$$

where $P(C_k|x)$ is the posterior probability of class given predictor.

– $p(C_k)$ is the prior probability of class.

– $p(x|C_k)$ is the likelihood which is the probability of predictor given class.

– $p(x)$ is the prior probability of predictor.
As the denominator does not depend on $C$ and the values of the features $x_i$ are given, the denominator is constant. The numerator is equivalent to the joint probability model $p(C_k, x_1, x_2, \ldots, x_n)$ and, using the chain rule:

$$p(C_k, x_1, x_2, \cdots, x_n) =$$

$$= p(x_1, x_2, \cdots, x_n, C_k)$$

$$= p(x_1|x_2, \cdots, x_n, C_k)p(x_2, \cdots, x_n, C_k)$$

$$= p(x_1|x_2, \cdots, x_n, C_k)p(x_2|x_3, \cdots, x_n, C_k)$$

$$p(x_3, \cdots, x_n, C_k)$$

$$= \cdots$$

$$= p(x_1|x_2, \cdots, x_n, C_k)p(x_2|x_3, \cdots, x_n, C_k) \cdots$$

$$p(x_{n-1}|x_n, C_k)p(x_n|C_k)p(C_k)$$

Supposing that all features in $x$ are independent of each other, depending on the category $C_k$, then:

$$p(x_i|x_{i+1}, \cdots, x_n, C_k) = p(x_i|C_k)$$

Thus, the joint model can be expressed as:

$$p(C_k|x_1, \cdots, x_n) \propto p(C_k, x_1, \cdots, x_n)$$

$$= p(C_k)p(x_1|C_k)p(x_2|C_k)p(x_3|C_k) \cdots$$

$$= p(C_k) \prod_{i=1}^{n-1} p(x_1|C_k)$$

where $\alpha$ denotes proportionality.

4.2.3. Neural Network

A neural network is a network or circuit of neurons, or in a modern sense, an artificial neural network, composed of artificial neurons or nodes [141]. The connections between neurons are modeled as weights. A positive weight reflects an excitatory connection, while a negative weight results in an inhibitory connection. There is a linear combination that modifies all inputs applying the corresponding weights and proceeding to the sum of modified inputs. There is also, an activation function that controls the amplitude of the output. When the neural network receives a new anomalous data, it will have difficulty in processing it, as it is trained to process normal data, so it will generate a high mean square error (MSE).

- **Stacked Auto-encoder**: Autoencoder is a kind of unsupervised learning structure that owns three layers: input layer, hidden layer, and output layer. The structure of a stacked auto-encoder consists of several hidden layers of auto-encoders in a neural network. The output of each hidden layer is connected to the input of the next layer. The hidden layers are trained by an unsupervised algorithm and then tuned by a supervised method. Stacked autoencoder mainly consists of three steps [142]:

  - Train the first autoencoder by input data and obtain the learned feature vector.
  - The feature vector of the former layer is used as the input for the next layer, and this procedure is repeated until the training completes.
After all the hidden layers are trained, backpropagation algorithm (BP) \[143\] is used to minimize the cost function and update the weights with labeled training set to achieve fine-tuning.

- **Word2vec**: Word2vec is a two-layer neural net that processes text by transforming words into vectors. Its input is a text corpus and its output is a set of vectors: feature vectors that represent words in that corpus. Word2vec tries to group vectors of similar words together in vectorspace \[144,145\]. There are two different architectures capable of representing words in a distributed way: continuous bag of words (CBOW) and continuous skip-gram. Word2vec is capable of using any of them. The word prediction is done in a different way depending on the selected architecture: in the CBOW architecture, the prediction is done based on a window of context words, without being influenced by the order of those contextual words. In the skip-gram architecture, the surrounding context words are predicted from the current word, with the nearby words having more weight in the context than those that are distant.

### 4.2.4. Feature Selection and Extraction

Features are the specific variables that are used as input to an algorithm. Features can be selections of raw values from input data or can be values derived from that data. Feature extraction starts from an initial set of measured data and builds derived values (features) intended to be informative and non-redundant, facilitating the subsequent learning and generalization steps. In feature selection and extraction models, an anomaly is defined in terms of the redundancy present in the model, i.e., the semantic information is modelled in multiple ways. The most commonly used algorithms and techniques for selecting and extracting features are listed below.

- **N-Grams**: This is a consecutive sequence of \( n \) elements that constitute a text sample; based on a probabilistic language model, the next element in the sequence is predicted in the form of an \((n - 1)\) order Markov Model. An \( n \)-gram model predicts \( x_i \) based on \( x_{i-(n-1)}, \ldots, x_{i-1}, \) i.e., \( P(x_i|x_{i-(n-1)}, \ldots, x_{i-1}) \). Formally \[146,147\]: Given a sequence of tokens \( S = (s_1, s_2, \ldots, s_{N+(n-1)}) \) over the token alphabet \( A \), where \( N \) and \( n \) are positive integers, an \( n \)-gram of the sequence \( S \) is any \( n \)-long subsequence of consecutive tokens. The \( ihn \)-gram of \( S \) is the sequence \( s_i, s_{i+1}, \ldots, s_{i+n-1} \).

- **Bag Of Words**: Bag Of Words (BOW) algorithm encodes words of the text (that represent categorical features) into real-valued vectors, making a list of unique words in the text corpus called *vocabulary*. Each sentence or document can be represented as a vector with a value of 1 if the word is present in the vocabulary, or 0 otherwise. Another representation can be done by counting the number of times each word appears in the document, using the **Term Frequency-Inverse Document Frequency (TF-IDF)** technique \[148,149\].

  - **Term Frequency (TF)**: \( TF = \frac{TD}{ND} \) where \( TD \) is the number of times term \( t \) appears in a document and \( ND \) is the number of terms in the document.
  
  - **Inverse Document Frequency (IDF)**: \( IDF = \log \left( \frac{N}{n} \right) \), where \( N \) is the number of documents and \( n \) is the number of documents a term \( t \) has appeared in. The IDF of a rare word is high, whereas the IDF of a frequent word is likely to be low.
  
  - **Term Frequency-Inverse Document Frequency (TF-IDF)**: \( TF-IDF = TF \cdot IDF \)

### 4.2.5. Attribute Character Distribution

The attribute character distribution model captures the concept of a “normal” or “regular” query parameter by looking at its character distribution. The approach is based on the observation that attributes have a regular structure, are mostly human-readable, and almost always contain only
printable characters. In case of attacks that send binary data, a completely different character distribution can be observed. Characters in regulars attributes are drawn using the corresponding ASCII table values [98].

• **Idealized Character Distribution**: In [98] approach, the Idealized Character Distribution (ICD) is obtained during the training phase from normal requests sent to web application. The IDC is calculated as the mean value of all character distributions. During the detection phase, the probability that the character distribution of a sequence is an actual sample drawn from its ICD is evaluated. For that purpose Chi-Square metric is used. Let $D_{\text{chisq}}(Q)$ be the Chi-Square metric for a sequence $Q$ where $N$ indicates the length of $Q$, ICD the distribution established for all the samples, $\sigma$ the standard deviation from the ICD, and $h$ the distribution of the sequence that is being tested $Q$, then the value of $D_{\text{chisq}}(Q)$ is computed as:

$$D_{\text{chisq}}(Q) = \frac{1}{\sigma^2} \sum_{n=0}^{N-1} [\text{ICD}_n - h(Q_n)]^2$$

In [87], Kozik et al. group the characters for which the decimal value in ASCII table belongs to the follows ranges: $< 0, 31 >$, $< 32, 47 >$, $< 48, 57 >$, $< 58, 64 >$, $< 65, 90 >$, $< 91, 96 >$, $< 97, 122 >$, $< 123, 127 >$, $< 128, 255 >$.

4.2.6. Dimensionality Reduction

Dimensionality reduction is the process of reducing the number of random variables under consideration by obtaining a set of principal variables [150]. In this case, an anomaly will be detected depending on the distance between a new data and the standard deviation of the training data set.

• **Principal Component Analysis**: This is the most commonly used technique of dimensionality reduction; it works by linearly reducing the existing data to a lower dimensionality space, trying to preserve the maximum variance of the data in the lower dimensionality space. [151],[152]. Principal Component Analysis (PCA) is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by some scalar projection of the data comes to lie on the first coordinate, the second greatest variance on the second coordinate, and so on [153]. The process of obtaining PCA from a given dataset can be summarized as:

– Take a whole dataset of $d + 1$ dimension ignoring the label field, so the dataset becomes $d$ dimensional.
– Compute the mean of every dimension of the whole $d$ dimension dataset and represent it in a matrix $A$.
– Compute the covariance matrix of $A$. The result would be a square matrix of $d \times d$ dimensions.
– Compute Eigenvectors and corresponding Eigenvalues.
– Sort the Eigenvectors by decreasing Eigenvalues and choose $k$ Eigenvectors with the largest Eigenvalues to form a $d \times k$ dimensional matrix $W$.
– Transform the samples onto the new subspace.

• **Linear Discriminant Analysis**: Linear discriminant analysis (LDA) is a generalization of Fisher’s linear discriminant to find a linear combination of features that characterizes or separates two or more classes of objects or events. LDA attempts to express one dependent variable as a linear combination of other features or measurements [154–156]. The goal of an LDA is to project a $n$ dimensional feature space onto a smaller subspace $k$ where $k \leq n - 1$. The process of obtaining LDA from a given dataset can be summarized as:
– Compute the \(d\)-dimensional mean vectors for the different classes from the dataset.
– Compute the scatter matrices.
– Compute the eigenvectors \(\{e_1, e_2, \cdots, e_d\}\) and corresponding eigenvalues \(\{\lambda_1, \lambda_2, \cdots, \lambda_d\}\) for the scatter matrices.
– Sort the eigenvectors by decreasing eigenvalues and choose \(k\) eigenvectors with the largest eigenvalues to form a \(d \times k\) dimensional matrix \(W\), where every column represents an eigenvector.
– Use \(W\) matrix to transform the samples onto the new subspace.

• **Diffusion Map:** Unlike others popular dimensionality reduction techniques like PCA and LDA, Diffusion Maps are non-linear and focus on discovering the underlying manifold, i.e., lower-dimensional constrained “surface” upon which the data is embedded \([157–159]\). It achieves dimensionality reduction by re-organising data according to parameters of its underlying geometry. A diffusion map embeds data in (transforms data to) a lower-dimensional space, such that the Euclidean distance between points approximates the diffusion distance in the original feature space. The dimension of the diffusion space is determined by the geometric structure underlying the data, and the accuracy by which the diffusion distance is approximated.

4.2.7. Statistical Techniques and Probability Distribution

In addition to the algorithms and techniques described above, there are a number of statistical techniques commonly used in the studies reviewed. These techniques are listed below:

• **Chebyshev’s Inequality.** Let \(K\) is any positive real number greater than 1. Chebyshev’s Inequality says that at least \(1 - \frac{1}{K^2}\) of data from a sample must fall within \(K\) standard deviations from the mean \([160]\). In a normal distribution, 68% of the data is one standard deviation from the mean, 95% is two standard deviations from the mean, and approximately 99% is three standard deviations from the mean. If data set is not normally distributed then the use of Chebyshev’s Inequality provides a way to, knowing only the mean and standard deviation of the sample, estimate the worst scenario in which the data is distributed: i.e.,: for any distribution, at least 75% of the data must be between two standard deviations from the mean. For example:

  – If \(\sigma = 2\), then \(1 - (1/2^2) = 3/4 = 75\%\) of the data values of any distribution must be within two standard deviations of the mean.
  – If \(\sigma = 3\), then \(1 - (1/3^2) = 8/9 = 89\%\) of the data values of any distribution must be within three standard deviations of the mean.
  – If \(\sigma = 4\), then \(1 - (1/4^2) = 15/16 = 93.75\%\) of the data values of any distribution must be within four standard deviations of the mean.

• **Pearson’s Chi Square Test.** Pearson’s chi-squared test \(\chi^2\) is a statistical test applied to sets of categorical data to evaluate how likely it is that any observed difference between the sets arose by chance. The chi-square test belongs to the so-called goodness-of-fit or contrast tests, which aim at deciding whether the hypothesis that a given sample comes from a population with a probability distribution fully specified in the null hypothesis can be accepted, allowing the comparison of the goodness of fit, the independence of the variables and the level of homogeneity of a distribution. The comparisons are based on the comparison of observed frequencies (empirical frequencies) in the sample with those that would be expected (theoretical or expected frequencies) if the null hypothesis were true. Thus, the null hypothesis is rejected if there is a significant difference between the observed and expected frequencies. \([161]\). To calculate the statistic, the procedure is as follows:
– Calculate the chi-squared test statistic.
– Determine the degrees of freedom (df) of that statistic.
– Select a desired level of confidence.
– Compare $\chi^2$ to the critical value from the chi-squared distribution with df degrees of freedom and the selected confidence level.
– The difference between the observed and expected frequencies of a distribution is evaluated using the $\chi^2$ statistic. If the difference between observed and expected frequencies is large, the null hypothesis $H_0$ is false and may be rejected, i.e., this distribution does not fit the theoretical distribution. The alternative hypothesis $H_1$ can be accepted.

**Bayesian Probability.** Bayesian Probability theory provides a mathematical framework for performing inference, or reasoning, using probability. It is most often used to judge the relative validity of hypotheses in the face of noisy, sparse, or uncertain data, or to adjust the parameters of a specific model [162]. The combined probability of two events, A and B, can be expressed as $P(AB) = P(A|B)P(B) = P(B|A)P(B)$. Assuming that one of the events is the hypothesis $H$ and the other is data $D$, it is possible to judge the relative certainty of the hypothesis in relation to the data: According to Bayes’ rule:

$$P(H|D) = \frac{P(D|H)P(H)}{P(D)}$$

Another way of interpreting Bayes’ rule is by taking into account the acquired learning. That is, the transformation from $P(H)$ to $P(H|D)$ reflects the level of learning about the validity of the hypothesis from the data.

On Table 6, the different clustering algorithms found in the studies analyzed are listed. Table 7 lists the main classification algorithms. Finally, in Table 8, we detail the main auxiliary techniques used on different papers analyzed.

| Algorithm                                           | Number of Studies | Citations                                      |
|-----------------------------------------------------|-------------------|------------------------------------------------|
| K-Means                                             | 7                 | [35,60,67,73,74,88,91]                         |
| Gaussian Mixture Model                              | 4                 | [45,93,94,163]                                 |
| Mahalanobis Distance                                | 4                 | [82,93,102,113]                                |
| Affinity Propagation                                | 3                 | [58,91,103]                                    |
| DBSCAN                                              | 2                 | [32,35]                                        |
| Convolutional Autoencoder                           | 2                 | [71,115]                                       |
| Nearest Neighbor based Local Outlier Factor         | 2                 | [54,56]                                        |
| Expectation Maximization                            | 2                 | [93,163]                                       |
| Single-linkage clustering algorithm                  | 1                 | [35]                                           |
| Fuzzy C-Means                                       | 1                 | [35]                                           |
| Self-Organizing Maps (SOM)                          | 1                 | [35]                                           |
| Deep Learning Enabled Subspace Spectral Ensemble Clustering (DEP-SSEC) | 1 | [45] |
| Subspace Spectral Ensemble Clustering (SSEC)         | 1                 | [45]                                           |
| Min-Max-Tree                                        | 1                 | [69]                                           |
| Graph-based segmentation                             | 1                 | [72]                                           |
| Outlier Gaussian Mixture                            | 1                 | [79]                                           |
| Birch                                               | 1                 | [88]                                           |
| Mean shift                                          | 1                 | [88]                                           |
| Subspace Weighted Ensemble Clustering               | 1                 | [94]                                           |
| Query based projected clustering                     | 1                 | [106]                                          |
| Infinite Bounded Generalized Gaussian mixture model (InBGG) | 1 | [116] |
| Session Feature Similarity (SFAD)                   | 1                 | [42]                                           |
| Lambda Cut                                          | 1                 | [42]                                           |
Table 7. Main classification algorithms used.

| Algorithm                              | Number of Studies | Citations                                      |
|----------------------------------------|-------------------|------------------------------------------------|
| Markov Models ¹                       | 15                | [39,40,48,53,63,66,84,88,98,104,105,107,109,111,116] |
| One-Class Support Vector Machine (OCSVM) | 11                | [45,54,56,63,64,77,81,90,94,103,114]            |
| Decision Tree ²                        | 9                 | [43,47,65,66,70,85,91,101,103]                   |
| K-Nearest Neighbors (K-NN)             | 5                 | [56,83,91,103,112]                               |
| Neural Network ³                       | 2                 | [86,89]                                        |
| Random Forest                          | 2                 | [75,117]                                       |
| Isolation Forest                       | 2                 | [59,114]                                       |
| Needleman-Wunsch Algorithm             | 2                 | [72,74]                                        |

¹ Markov Models include: Hidden Markov Model, Hidden Semi-Markov Model, Continuous Time Markov Chains, Markov Random Field, Event-driven Hidden Semi Markov Model, Markov Chain Monte Carlo, Second Order Markov. ² Decision Tree Models include: Reduced Error Pruning Tree (REPTree), Decision Stump, Information Gain, C4.5 decision tree, XGBoost, SPAM tree, Modified DFS Pruning. ³ Neural Network Models include: Extreme Learning Machine, C-LSTM, Convolutional Neural Network, Recurrent Neural Network, Long Short Term Memory, Deep Neural Network, Softmax Classifier.

Table 8. Detail of auxiliary techniques used.

| Technique                                      | Type                        | Number of Studies | Citations                                      |
|-----------------------------------------------|------------------------------|-------------------|------------------------------------------------|
| N-Grams                                       | Feature Selection           | 12                | [57,59–61,69,77,82,90,93,102,113,118]           |
| Bag-Of-Words (BOW)                           | Feature Selection           | 2                 | [48,115]                                       |
| Filter Based subset Evaluation (FBSE)         | Feature Selection           | 1                 | [75]                                           |
| Uniformed Conditional Dynamic Mutual Information (UCDMIFS) | Feature Selection | 1 | [78] |
| Multifeatures Information Entropy Prediction Model | Feature Selection | 1 | [39] |
| Genetic Algorithm (GA)                       | Optimization & Searching    | 4                 | [43,81,85,97]                                  |
| Principal Component Analysis (PCA)            | Dimensionality Reduction    | 6                 | [34,57,60,91,113,118]                          |
| Random Projection (RP)                       | Dimensionality Reduction    | 1                 | [57]                                           |
| Diffusion Map (DM)                           | Dimensionality Reduction    | 1                 | [57]                                           |
| Sample Entropy                               | Dimensionality Reduction    | 1                 | [60]                                           |

4.3. Datasets

One of the biggest problems in conducting experiments to evaluate web anomaly detection techniques is the lack of a suitable framework to ensure the reproducibility of the experiments and the validity of the conclusions reached; one of the main components of such a framework should be one or more datasets with updated normal and attack records. One of the attempts to establish an adequate framework was the DARPA/MIT Lincoln Lab framework in 1998 and 1999 [164] and the KDD Cup dataset [165] derived from them. However, these frameworks suffer from significant limitations and have been repeatedly criticized [166]. The lack of publicly available data is explained by the data’s sensitive nature: the inspection of network traffic can reveal highly sensitive information of an organization. Due to the lack of public data, researchers are forced to assemble their own datasets, generally with no access to appropriately sized networks: activity found in a small laboratory network cannot be generalized to larger scale network [167].

The public datasets that have been used in the different studies to carry out the proposed experiments are detailed below:
• **DARPA**: Created in 1998 by Lincoln Laboratory, Massachusetts Institute of Technology (MIT), promoted by DARPA and the Air Force Research Laboratory. After some time, due to the quickly changing of technology, another version of the dataset was created in 1999 (including novel attacks and a Windows NT target) [168]. DARPA98 and DARPA99 consist of raw tcpdump data, allowing testing of 244 labeled instances of 58 different attacks on four operating systems (SunOS, Solaris, Linux, and Windows NT) [164]. These datasets have been widely criticized by several academic papers [18,19], mainly due to the use of artificial data: customized software was used to synthesize typical user behavior and usual network traffic to generate a small, isolated network as if it were part of an Air Force network. According to McHugh [18], the dataset suffers from flaws in traffic data collection as there is no statistical evidence of similarity to typical Air Force network traffic (mainly with respect to the false alarm rate), attack taxonomy and distribution, and evaluation criteria. In the work of Mahoney et al. [19], numerous irregularities were found, including the fact that, due to the way the data had been generated, all malicious packets had a TTL of 126 or 253, while most normal traffic had a TTL of 127 or 254.

• **KDD Cup 99**: This is a transformed version of the DARPA dataset containing 41 features appropriate for machine learning classification algorithms. The data set can be obtained in three different versions: a complete training set, a 10% version of the training set and a test data set. Records duplication on both training and test sets can produce skewed results for more common cases [17]. Based on the works of McHugh [18] and Mahoney and Chan [19], the archival authority of Irvine KDD Archive, University of California, discourage the use of DARPA and KDD Cup 99 data sets [20].

• **NSL-KDD**: Created in 2009 by the Information Security Center of Excellence (ISCX), University of New Brunswick (UNB), in order to solve the problem of duplicate records found in KDD Cup 99 [17]; this duplication of records could cause biased results by the learning algorithms, as well as the lack of learning of infrequent records. After applying the cleanup operations, the recordset of 4,900,000 and 2,000,000 in the KDD Cup 99 training and test data set was reduced to 125,973 and 22,544 in the new NSL-KDD training and test data sets, respectively.

• **UNSW-NB15**: This dataset was created on by the IXIA PerfectStorm tool in the Cyber Range Lab of the Australian Centre for Cyber Security (ACCS) for generating a hybrid of real modern normal activities and synthetic contemporary attack behaviours; has nine types of attacks, namely, Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode and Worms [169,170]. The number of records is 175,341 and 82,332 in the training and testing sets respectively. The simulation period was 16 h on 22 January 2015 and 15 h on 17 February 2015 [171].

• **Kyoto 2006**: Both KDD Cup ‘99 dataset and NSL-KDD dataset do not reflect real data flow in computer network since they are generated by simulation over the virtual network. The Kyoto 2006+ data set is built on real three year-traffic data from November 2006 to August 2009. This data set is captured using honeypots, darknet sensors, e-mail server and web crawler [172].

• **ISCX**: Shiravi et al. [173] devised a systematic approach to be able to generate datasets to analyse and evaluate intrusion detection systems, mainly through the use of anomaly detection techniques. It is intended that researchers will be able to generate datasets from a set of profiles that can be combined to create a diverse set of dataset. From this work, the ISCX (Information Security Centre of Excellence) dataset emerged. This dataset consists of simulated traffic for one week, each record consists of 11 different features. The dataset is labeled, containing a description of the legitimate network traffic and attacks.

• **CSIC-2010**: The CSIC 2010 dataset contains the generated traffic targeted to an e-commerce Web application developed at Spanish Research National Council (CSIC) . In this web application, users can buy items using a shopping cart and register by providing some personal information. The dataset was generated automatically and contains 36,000 normal requests and more than 25,000 anomalous requests; the requests are labeled as normal or anomalous [174].
• **ECML/PKDD 2007**: As part of the 18th European Conference on Machine Learning (ECML) and the 11th European Conference on Principles and Practice of Knowledge Discovery in Databases (PKDD)—ECML/PKDD 2007 Discovery Challenge, a dataset was provided containing 35,006 requests classified as normal traffic and 15,110 requests classified as attacks. The dataset was generated by collecting real traffic which was then processed to mask parameter names and values, replacing them with random values [175].

Table 9 summarizes the public datasets that have been used in the analyzed works while Figure 4 provides an overview of the percentage of datasets used in the different studies reviewed.

| Dataset          | Number of Studies | Citations                                      |
|------------------|-------------------|------------------------------------------------|
| CSIC 2010        | 13                | [43, 59, 64, 65, 72, 74, 80, 85–87, 93, 114, 117] |
| KDD-Cup 99       | 8                 | [58, 78, 80, 81, 91, 97, 106, 116]              |
| DARPA            | 4                 | [77, 82, 100, 102]                              |
| NSL-KDD          | 2                 | [75, 80]                                       |
| UNSW-NB15        | 2                 | [75, 115]                                      |
| Kyoto 2006       | 2                 | [80, 116]                                      |
| ISCX             | 1                 | [116]                                          |
| ECML/PKDD 2007   | 1                 | [114]                                          |
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### 4.4. Metrics

This section details the most commonly used metrics to evaluate the different experiments carried out in the works that have been reviewed. A summary is given in Table 10.

- **Accuracy**: Accuracy (ACC) is ratio of payloads correctly identified divided by the total generated payloads.

  \[
  ACC = \frac{TP + TN}{TP + TN + FP + FN}
  \]
• **False Alarm Rate, False Positive Rate**: False Alarm Rate (FAR) or False Positive Rate (FPR), it’s the probability that a false alarm will be raised: that a positive result will be given when the true value is negative.

\[
FAR = \frac{FP}{FP + TN}
\]

• **True Negative Rate, Specificity**: True Negative Rate (TNR) or Specificity measures the proportion of actual negatives that are correctly identified.

\[
TNR = \frac{TN}{FP + TN}
\]

• **True Positive Rate, Recall, Sensitivity, Detection Rate**: True Positive Rate (TPR), Recall, Sensitivity or Detection Rate (DR) measures the proportion of actual positives that are correctly identified.

\[
TPR = \frac{TP}{TP + FN}
\]

• **Precision, Positive Predictive Value**: Precision or Positive Predictive Value (PPV) is the ratio of the number of malicious payloads correctly detected divided by the number of total malicious payloads.

\[
PPV = \frac{TP}{TP + FP}
\]

• **False Negative Rate**: False Negative Rate (FNR) is the proportion of positives that yield negative test outcomes with the test, i.e., the conditional probability of a negative test result given that the condition being looked for is present.

\[
FNR = \frac{FN}{FN + TP}
\]

• **F1-Score**: F1 score is a measure of test’s accuracy, considering both the precision and recall. The F1-Score, also called F-measure or F-Score, is the weighted harmonic mean of two measures: precision (P) and recall (R) [176–178].

\[
F1 - Score = \frac{1}{\alpha \cdot \frac{1}{P} + (1 - \alpha) \cdot \frac{1}{R}}
\]

• **Classification error**: Classification error (CE) depends on the number of samples incorrectly classified (false positives plus false negatives) and is evaluated by the formula:

\[
CE = \frac{f}{n} \cdot 100
\]

where \(f\) is the number of sample cases incorrectly classified, and \(n\) is the total number of sample cases.

• **Matthews Correlation Coefficient**: The Matthews Correlation Coefficient (MCC) is used in machine learning as a measure of the quality of binary (two-class) classifications [179]. MCC is a correlation coefficient between the observed and predicted binary classifications; it returns a value between −1 and +1. A coefficient of +1 represents a perfect prediction, 0 no better than
random prediction and $-1$ indicates total disagreement between prediction and observation. It’s equivalent to phi coefficient.

$$MCC = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

- **Area Under the Curve**: A Receiver Operating Characteristic Curve or ROC curve is a graph that shows the performance of a classification model at all classification thresholds, representing the true positive rate (TPR) against the false positive rate (FPR). The AUC measures the entire two-dimensional area below the full ROC curve, ranging from 0 (model with 100% incorrect predictions) to 1 (model with 100% correct predictions), representing degrees of separability and thus indicating a model’s ability to distinguish between classes. [180].

### Table 10. Metrics used to evaluate experiments.

| Metric            | Number of Studies | Citations                                                                 |
|-------------------|-------------------|---------------------------------------------------------------------------|
| FPR / FAR         | 61                | [32,33,35,36,38–46,48–50,52,55,56,58,60,62–67,69,71,72,74,75,79,81–83,85–87,91,94–102,104,105,107–113,116–118] |
| TPR/Recall/Sensitivity/DR | 49            | [33,35–42,45–50,52,53,60,65–67,69–72,74–76,79–83,85–87,89,91,93,94,97,98,100–102,105–115,117,118] |
| Accuracy          | 24                | [35,36,41,47,48,50,53,59,60,64,66,75,80,81,88,89,92,99,100,103,105,113,114,116] |
| F-Score           | 12                | [47,59,62,65,71,76,80,89,113–115,118]                                      |
| Precision         | 11                | [41,43,59,65,66,76,80,89,113–115]                                         |
| ROC/AUC           | 10                | [34,50,55,71,72,77,83,90,107,115]                                         |
| FNR               | 4                 | [55,56,95,100]                                                            |
| TNR/Specificity   | 3                 | [59,93,114]                                                               |
| CE                | 1                 | [163]                                                                     |
| MCC               | 1                 | [71]                                                                      |

### 5. Discussion

This section details the different findings after careful review of the different studies evaluated.

- **Attacks**: 11 (12.5%) of the 88 studies reviewed focus on prevention and mitigation of SQLI attacks. The same amount and percentage applies to prevention and mitigation of denial of service (DDoS) attacks. Both types of attacks are included as high risk in various attack classification systems such as OWASP Top Ten Project [181], Common Attack Pattern Enumeration and Classification (CAPEC) [182], Common Weakness Enumeration (CWE) [183], OWASP Automated Threat Handbook Web Applications [184], etc. Only 2 of the studies reviewed target the detection of Botnet attacks (2.27%) and two more focus on the detection of Defacement attacks (2.27%). Also, the type of attack is not clearly specified in the vast majority of studies reviewed: 62 out of 88 (70.45%). Figure 5 presents an overview of the percentage of studies focused on the prevention or detection of specific attacks.

Due to the wide variety of web attacks that currently exist, it seems necessary to make efforts aimed at specifying clearly and in detail the types of attacks studied in the new papers that will be published from now on. In addition, it is suggested to use recognized resources (e.g., OWASP Top Ten, CAPEC, etc.) to be able to determine the types of attacks with the highest prevalence and thus be able to focus on their study and detection.
• **Algorithms and techniques used:**

  - **Clustering Algorithms:** 27 (30.68%) of the 88 studies reviewed used some kind of clustering algorithm. 7 (25.93%) of these 27 studies used more than one type of clustering algorithm: for example, Zolotukhin et al. [35] used 5 clustering algorithms, namely: K-Means, DBSCAN, single-linkage clustering, Self-Organizing Map (SOM), Fuzzy C-Means. The K-Means clustering algorithm is the most used: it is included in 7 of the 27 studies, although in 3 of them it is combined with other clustering algorithms. Gaussian Mixture Model (GMM) is used in 4 different studies, always in combination with other clustering algorithms: Yuan et al. [45] combine GMM with deep learning enabled subspace spectral ensemble clustering (DEP-SSEC) and Subspace Spectral Ensemble Clustering (SSEC). In [163], Kozik, Choras and Holubowicz combine GMM with Expectation Maximisation (EM). Betarte et al. [93] combine GMM with Mahalanobis Distance and Expectation Maximisation (EM). In [94], Lin et al. combine GMM with Subspace Weighted Ensemble Clustering (SWEC).

  - **Classification Algorithms:** 47 (53.41%) of the 88 studies reviewed propose some kind of classification algorithm (including those that propose the use of neural networks). Markov-type models represent a 31.91% (15 of 47 studies): Hidden Markov Model (HMM), Semi-Markov Model, Continuous Time Markov Chains, Markov Chain Monte Carlo, Markov Random Field, etc. In 13 (27.66%) of the 47 studies reviewed, the use of decision tree algorithms is proposed, Random Forest and Isolation Forest: Reduced Error Pruning Tree (REPTree), Decision Stump (DS), Isolation Forest, Information Gain (IG), XGBoost, etc. The use of Support Vector Machine (SVM) is proposed in 11 (23.40%) of the 47 studies, although 9 (19.15%) of them are of the One-Class Support Vector Machine (OCSVM) type, while the K-Nearest Neighbors (K-NN) algorithm is proposed in 5 (10.64%) of the 47 studies. Combining different classification algorithms is common: Wang and Zhang [103] introduced Information Gain based attribute selection, and then K-NN and OCSVM were used to detect anomalies. Zhang, Lu and Xu [63] propose a multi-model approach: First, the web request is partitioned into 7 fields: method, web resource, HTTP version, headers and headers inputs values are inspected by a probability distribution model, attribute sequence is inspected by HMM and attribute value is inspected by OCSVM. If one of the algorithms detects the request as anomalous, it is classified as anomalous. Kim and Cho [89] proposed a C-LSTM neural network to model the spatial and temporal information contained in traffic data. More complex characteristics are extracted from the data, combining Convolutional
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Neural Network (CNN) and Recurrent Neural Network (RNN)—used to reduce frequency variation in the spatial information—, Long Short Term Memory (LSTM)—reduces temporal variation—and a Deep Neural Network (DNN)—used as a classifier, mapping the data in a more defined space. The detection of anomalies is done through the use of a SOFTMAX function.

**Feature Selection and Extraction:** 17 of the 88 studies reviewed propose some kind of classification Feature Selection algorithm. 12 (70.59%) of these 17 studies are based on the N-grams algorithm for selection and feature extraction. 2 (11.76%) are based on the Bag of Words (BOW) algorithm. Vartouni, Kashi and Teshnehlab [59] propose an anomaly detection model in which the characteristics of web requests are extracted using an n-grams model based on character distribution. Subsequently, a dimensionality reduction is performed by means of SAE and finally, a classification task is performed by means of Isolation Forest. Zolotukhin et al. [60] propose an anomaly detection model in which n-grams are applied to extract the characteristics of web requests. Sample Entropy is used to capture the degree of dispersion or concentration of the web request parameter distribution in a given time interval. Unsupervised models are then used to generate a normal pattern. Using PCA, a dimensionality reduction is performed. Once PCA is applied, SVDD is applied to the transformed vectors of the training set, to build a hypersphere containing all the data in one category. To detect anomalies in the parameters of a web request, k-means is used. The detection of intrusions inside the user agent is carried out by DBSCAN. Asselin, Aguilar-Melchor and Jaklari [61] propose the use of n-grams to extract all the bi-grams from the URLs of a web server and generate a harmonic average of the probabilities that a given bi-gram is part of a normal request. New requests are classified as normal or abnormal depending on the probability of their bi-grams. Ren et al. [48] propose a model in which by means of BOW the extraction of characteristics of the web requests is carried out. Then, the detection of anomalies is done by HMM.

**Dimensionality Reduction:** Only in 7 (7.95%) of the studies reviewed is some kind of dimensionality reduction technique applied. Principal Component Analysis (PCA) is applied in 6 of these 7 studies although in one of them it is combined with Random Projection (RP) and Diffusion Map (DM) and, in another one, it is combined with Sample Entropy. The remaining study applies Linear Discriminant Analysis (LDA) as a dimensionality reduction technique. Juvonen, Sipola and Hämäläinen [57] present the results from three methods that can be used for web log dimensionality reduction in order in order to allow the analysis and detection of anomalies: random projection, principal component analysis and diffusion maps. Based on the experimental results, they propose that RP and DM should be used together. RP methodology is efficient for daily analysis of huge amounts of traffic, while DM produces better visualizations and more accurate analysis of smaller amounts of data when needed. PCA falls in between of the other methods, but does not seem to offer any major advantages. In [49], Kozik, Choraś and Holubowicz estimated LDA transformation vector with Simulated Annealing approach in order to increase the effectiveness of SQL injection attack detection.

The use of dimensionality reduction techniques is recommended as an area for improvement in new research work. As previously mentioned, less than 8% of the papers reviewed incorporate this type of techniques, which allow the reduction of the number of characteristics of complex data samples, thus generating simpler models that avoid their overfitting to the training data and, therefore, a low performance with real data.

- **Datasets:** Only 26 (29.55%) of the 88 papers include public datasets in their experiments. The rest (70.45%) include private, synthetic or unspecified datasets, making it impossible to replicate the experiments and verify the results. Of the 26 studies that include public datasets, 12 of them
include datasets that belong to the DARPA and KDD families, which have been widely criticized in several studies [17–20].

The creation of public datasets, including new types of attacks, appears to be a major area to which new research efforts should be directed. Of considerable concern is the fact that the results obtained by 70% of the papers reviewed cannot be audited, replicated or validated because there is no access to the data on which these results are based. The availability of public data endorsed by the scientific community would allow further progress in the prevention of web attacks while avoiding problems associated with data privacy.

- **Metrics:** While most of the studies reviewed use FPR (61 of 88), TPR/Recall/Sensitivity/DR (49 of 88) and Accuracy (24 of 88), and which represent 69.32%, 55.68%, and 27.27% respectively, only 12 of them use F-Score (13.64%), 11 use precision (12.5%), and 10 use ROC/AUC (11.36%) as metrics to evaluate the experiments performed with the different algorithms analyzed. This fact is noteworthy because F-Score, accuracy and ROC/AUC are widely used metrics in work related to vulnerability detection, tool comparison, etc. [185].

The comparison of the results of the different techniques applied in the studies reviewed is difficult since there is no single public dataset widely accepted by the scientific community that allows for the replication of results, with most of the studies reviewed being based on non-publicly accessible datasets; because of this, the authors have decided to analyse the most representative results of the studies that are based on publicly accessible datasets.

Nguyen, Nguyen and Vu [77] combine an n-gram model for feature extraction and OCSVM for anomaly detection, based on the DARPA dataset, obtaining an AUC of 0.91425 for generic attacks, an AUC of 0.9912 for Shell-Code attacks and an AUC of 0.9831 for Traditional Polymorphic Attacks (CLET). Jamdagni et al. [102] propose an anomaly detection model based on Geometrical Structure Anomaly Detection (GSAD): this is a pattern recognition technique used in image processing. GSAD analyzes the correlations between various payload characteristics, using Mahalanobis Distance Map (MDM) to calculate the difference between normal and abnormal traffic, based on the DARPA dataset. The results obtained are 100% True Positive Rate (TPR) and 0.087% False Positive rate (FPR). Angiulli, Argento and Furfaro [82] identify anomalous packets in the DARPA dataset, by dividing the payload into segments of equal length, using n-grams to learn the byte sequences that usually appear in each chunk. Using a semi-supervised approach, a model is built that associates the protocol-packet length pair. This model is used to classify incoming traffic. Anomaly detection is carried out using Mahalanobis distance to determine whether a sequence of n-grams is unusual or not. A TPR of 100% and an FPR of 0.588% are obtained, but only for FTP traffic.

Wang et al. [58] use the Affinity Propagation (AP) algorithm by which they learn a subject’s behavior through dynamic clustering of the data flow. It automatically tags the data and adapts to normal changes in behavior while detecting anomalies. Its study is based on the KDD-Cup 99 dataset and obtains a TPR of 98.4% and an FPR of 1.01%. Kaur and Bansal [81] implement the genetic algorithm (GA) to form clusters of normal and abnormal traffic in the training data set. The resulting clusters are used to generate normal and abnormal data partitions in the test data set. Finally, a classification of attack types is performed using SVM. The study is based on the KDD-Cup 99 dataset and obtains a TPR of 99.46%, an FPR of 1.96% and an Accuracy of 92.09%. Li et al. [97] propose an anomaly detection system based on Transductive Confidence Machines for K-NN (TCM-KNN). GA is used to reduce the size of the training dataset for the TCM-KNN model. Based on the KDD-Cup 99 dataset, it obtains a TPR of 99.38% and an FPR of 3.87%, complementing the TCM-KNN model with CHC (A genetic Algorithm called heterogeneous recombination and cataclysmic mutation used as search strategy).
Kamarudin et al. [75] propose a web anomaly detection model based on two stages: pre-processing and data mining. Pre-processing adopts the Hybrid Feature Selection (HFS) technique. In this phase, the characteristics are extracted. In the data mining phase, the classification is done by the LogitBoost algorithm. This study is based on the NSL-KDD and UNSW-NB15 datasets, obtaining a TPR of 89.75%, a FPR of 8.22% and a 90.33% of Accuracy in the NSL-KDD dataset; in the UNSW-NB15 dataset, the results obtained are as follows TPR: 99.1%, FPR: 0.18%, Accuracy: 99.45%.

Moustafa, Misra and Slay [79] propose a 4-step methodology: 1- Collect attack data by crawling websites and represent this data as feature vectors, 2- Extract features by association rules (ARM), 3- Use the extracted features to simulate web attacks, 4- Use a new Outlier Gaussian Mixture (OGM) algorithm to detect attacks. The data is obtained from the UNSW-NB15 dataset and from a non-publicly accessible dataset; a TPR of 95.56% and an FPR of 4.43% are obtained with the UNSW-NB15 dataset data. The metrics obtained with the data from the private dataset are TPR of 97.28% and FPR of 2.72%.

Alhakami et al. [116] propose a model in which patterns of activities (both normal and abnormal) are learned through Bayesian-based MCMC inference for infinite bounded generalized Gaussian mixture models. Unlike classical clustering methods, this approach does not need to specify the number of clusters, takes into account uncertainty by introducing prior knowledge for the parameters of the model, and allows to solve problems related to over and under evaluation. To obtain better cluster performance, weights of characteristics, model parameters and number of clusters are estimated simultaneously and automatically. The model evaluation data come from the KDD-Cup 99, Kyoto 2006 and ISCX datasets. The following metrics are obtained: Accuracy 83.49%, 87.41%, 90.4% FPR: 16.84%, 14.24%, 9.79% in the KDD-Cup 99, Kyoto 2006 and ISCX datasets respectively.

Alrawashdeh and Purdy [80] propose a rapid activation Adaptive Linear Function (ALF) that increases the speed of convergence and the accuracy of deep learning networks in real-time applications. Accuracy levels are as follows: 96.57%, 98.59%, 99.96% and 98.4% in the CSIC-2010, KDD-Cup 99, NSL-KDD and Kyoto 2006 datasets respectively.

Vartouni, Kashi and Teshnehlab [59] propose a model in which the characteristics of the web requests are extracted through an n-grams model based on character distribution. Subsequently, a dimensionality reduction is performed by means of SAE and finally a classification task is carried out by means of Isolation Forest. The evaluation data come from the dataset CSIC-2010; the metrics obtained are TPR: 88.34%, Precision: 80.29%, Accuracy: 88.32%, Specificity: 88.32%, F-Score: 84.12%.

Parhizkar and Abadi [64] propose a model in which, in the training phase, an initial set of One-Class Support Vector Machine is extracted (OCSVM) on the basis of legitimate requests. This initial set of OCSVM is then pruned using the ABC BeeSnips algorithm, with the aim of finding a “quasi-optimal” subset. In the detection phase, the outputs of the OCSVM present in the subset are combined to classify a new request as normal or abnormal. Based on the CSIC-2010 dataset, the metrics obtained are as follows: TPR: 95.9%, FPR: 2.82%, Accuracy: 96.54%.

Betartte et al. [93] try to improve the detection of ModSecurity through two approaches: the first, by building a One-Class Classification model. The second, by using N-grams for anomaly detection. In the One-Class Classification model, Gaussian Mixture Model (GMM) is used as the probability density distribution of the training data. Expectation Maximisation (EM) is used to estimate GMM parameters and the number of clusters. In the use of n-grams, Mahalanobis distance is used to detect the anomalies. The model evaluation data come from the CSIC-2010 dataset; for N-grams = 3, it obtains a TPR of 96.1% and a specificity of 99.5%.
Moradi Vartouni, Teshnehab and Sedighian Kashi [114] propose a model that uses stacked auto-encoder (SAE) and deep belief network as feature learning methods in which only normal data is used in the learning phase. Subsequently, OCSVM, Isolation Forest and Elliptic Envelope are used as classifiers. The model is based on the datasets CSIC-2010 and ECML/PKDD 2007; the best values obtained are DR: 89.48%, Specificity: 89.11%, F-Score: 85.35% in the CSIC-2010 dataset and TPR: 89.75%, Specificity: 78.25%, F-Score: 84.93% in the ECML/PKDD 2007 dataset.

Kozik and Choraś [65] propose a model in which, firstly, an extraction of the tokens and the data between them is performed, to later transform them into a characteristics vector by distributing characters in different ranges of the ASCII table, thus achieving a reduction in dimensionality. The classification is carried out by means of a set of One Class Classifiers, specifically Decision Stump (DS) and RepTree. The data come from the dataset CSIC-2010 and the results obtained are TPR: 98.3%, FPR: 1.9%, Precision: 94.6%, F-Score: 96.4%.

Choraś and Kozik [72] propose a model in which they use a graphical approach to build a set of regular expressions to model HTTP requests. An attempt is made to group similar web requests and represent them using a single pattern. The measure of dissimilarity between components is done by the Needleman-Wunsch algorithm. The data come from the dataset CSIC-2010, obtaining a TPR of 94.46% and an FPR of 4.5%.

Kozik et al. [87] present a model in which a character pattern extraction method is used in web requests, based on the ICD (Ideal Character Distribution) proposed by Kruegel [186], but applied to different ranges of the ASCII table in order to reduce the dimensionality. The data come from the dataset CSIC-2010 and the results obtained are TPR: 86.6%, FPR: 1.8% for 1% of the dataset (300 samples), TPR: 95.6%, FPR: 5.8% for 10% of the dataset (3000 samples), TPR: 96.9%, FPR: 6.8% for 20% of the dataset (6000 samples), TPR: 97.7%, FPR: 8.1% for 100% of the dataset (32,400 samples).

Kozik, Choraś and Hołubowicz [43] propose a model in which the genetic algorithm is used to determine the valid subset of extracted tokens and their correct order. The data between tokens is classified by assigning the distribution of characters to different intervals in the ASCII table. RepTree and DS are used as classifiers. The data come from the extended CSIC-2010 dataset (CSIC-2010+) using new data samples collected during penetration tests carried out in a web-based Geographic Information System (GIS)-system. The total number of records from the original dataset was increased by 3.6%, adding 2.08% of normal samples (around 1500 requests) as well as 7.9% of new attacks (around 2000 anomalous requests). This results in a Precision level of 98%.

In [74], Kozik, Choraś and Hołubowicz propose the processing of web requests in order to extract vectors of constant length characteristics. Then k-means is applied in order to group web requests of similar characteristics. Finally, through multiple sequence alignment (MSA), an analysis of the request structure is performed. The data come from the dataset CSIC-2010+, obtaining a TPR of 92.7% and a FPR of 6.4%.

Kozik and Choraś [85] propose a model in which a genetic algorithm (GA) is used to realign HTTP payload sequences and extract their structure. The number of characters falling into different ranges of the ASCII table is counted. A hybrid classification technique combining REPTree and AdaBoost is used. The data come from the dataset CSIC-2010+, obtaining a TPR of 91.5% and an FPR of 0.7%.

In [86], Kozik et al. propose a model in which, after extracting the characteristics of web requests by distributing characters that fall within a given range of the ASCII table, Extreme Learning Machine is applied to classify the data as normal or abnormal. The data come from the dataset CSIC-2010+, obtaining a TPR of 94.98% and an FPR of 0.79%.
In [117], Kozik and Choras propose a modified version of the Random Forest algorithm as a classifier. The study uses data from the dataset CSIC-2010+ and the results obtained are TPR: 93.5% and FPR: 0.5%.

Please note that the results of studies using data from the DARPA and KDD-Cup 99 datasets should be taken with caution, as these datasets have been widely criticized by the scientific community [17–20].

Table 11 provides a summary of the results of the different studies based on public datasets. The authors recommend selecting the appropriate result validation metrics based on the type of vulnerability scenario to be protected (Business-Critical Applications, Heightened-Critical Applications, Best Effort, Minimum Effort) as recommended in [185].

Table 11. Metrics by study and dataset.

| Study                          | TPR  | FPR  | Precision | Accuracy | Specificity | F-Score | AUC  | Dataset            |
|-------------------------------|------|------|-----------|----------|-------------|---------|------|--------------------|
| Nguyen, Nguyen and Vu [77]    | 91.42% | 3.87% | 88.32% | 96.54% | 88.32% | 84.12% | DARPA |
| Angiulli, Argento and Furfaro [82] | 100%  | 0.59% | 90.33% | 99.12% | 98.98% | | DARPA |
| Jamdagni et al. [102]         | 100%  | 0.087% | 93.33% | 98.59% | 97.28% | | DARPA |
| Wang et al. [58]              | 98.4% | 1.01% | 93.33% | 99.96% | 99.45% | | KDD-Cup 99 |
| Kaur and Bansal [81]          | 99.46% | 1.96% | 93.33% | 99.96% | 99.45% | | KDD-Cup 99 |
| Li et al. [97]                | 93.33% | 3.87% | 93.33% | 99.96% | 99.45% | | KDD-Cup 99 |
| Kamarudin et al. [75]         | 89.75% | 8.22% | 93.33% | 99.96% | 99.45% | | UNSW - NB15 |
| Moustafa, Misra and Slay [79] | 95.56% | 4.43% | 93.33% | 99.96% | 99.45% | | Private Dataset |
| Alhakami et al. [116]         | 16.84% | 83.49% | 93.33% | 99.96% | 99.45% | | KDD-Cup 99 |
| Purdy [58]                    | 96.57% | 98.59% | 93.33% | 99.96% | 99.45% | | KDD-Cup 99 |
| Alrawashdeh and Purdy [58]    | 98.59% | 98.59% | 93.33% | 99.96% | 99.45% | | KDD-Cup 99 |
| Vartouni, Kashti and Teshnehlab [99] | 88.34% | 80.29% | 88.32% | 88.32% | 84.12% | | CSIC 2010 |
| Varhizkar and Abadi [64]      | 95.9%  | 2.82% | 96.54% | 96.54% | 96.54% | | CSIC 2010 |
| Betartte et al. [93]          | 96.1%  | 99.5% | 96.54% | 96.54% | 96.54% | | CSIC 2010 |
| Moradi Vartouni, Teshnehlab and Sedighian Kashti [114] | 89.48% | 89.11% | 85.35% | 85.35% | 85.35% | | CSIC 2010 |
| Kozik and Choras [65]         | 98.3%  | 1.9% | 94.6% | 94.6% | 94.6% | | CSIC 2010 |
| Choras and Kozik [72]         | 100%  | 0.5% | 94.6% | 94.6% | 94.6% | | CSIC 2010 |
| Kozik and Choras and Hołubowicz [43] | 98% | 98% | 98% | 98% | 98% | | CSIC 2010 + |
| Kozik and Choras and Hołubowicz [74] | 92.7% | 6.4% | 92.7% | 92.7% | 92.7% | | CSIC 2010 + |
| Kozik and Choras [88]         | 91.5% | 0.7% | 91.5% | 91.5% | 91.5% | | CSIC 2010 + |
| Kozik and Choras [86]         | 94.98% | 0.79% | 94.98% | 94.98% | 94.98% | | CSIC 2010 + |

1 For generic attacks. 2 For Shell Code. 3 For CLET. 4 Only for FTP traffic. 5 For N-grams = 3. 6 1% of dataset (300 samples). 7 10% of dataset (3000 samples). 8 20% of dataset (6000 samples). 9 100% of dataset (32,400 samples).
6. Conclusions

In this work, a systematic review of the available literature on the detection of web attacks using anomaly detection techniques has been carried out, following the guidelines provided by Kitchenham et al. [5–9]. One of the major drawbacks detected in this systematic review is the unavailability of a standardized, updated and correctly labeled dataset, which allows the verification of the experimental results obtained in the different studies. It is worrying that only 29.55% of the experimental results obtained in the studies reviewed are based on public datasets; of these, approximately 50% are based on datasets that are strongly criticized by the scientific community, so it seems clear that more research efforts are needed to allow for the creation and validation of a public dataset, maintained by the scientific community, that incorporates a sufficient number of normal and abnormal requests, so as to allow for the replication and validation of studies conducted on that dataset.

A small number of studies in which dimensionality reduction techniques are applied have also been detected. Dimensionality reduction allows the analysis of a larger amount of data in a shorter period of time, simplifying the complexity of sample spaces with many dimensions while preserving their information. If PCA is used, the use of robust methods is recommended, as the PCA method is highly sensitive to outliers. If an observation has an anomaly in one of its variables, the variance in this direction will be artificially high. Since PCA tries to identify the directions with the highest variance, the subspace created will have been over-guided in this direction.

Most of the studies reviewed apply grouping algorithms using K-means and GMM classification with Markov and SVM type models. A combination of two or more clustering and/or classification algorithms is common.

A reduced use of classic metrics is detected in works related to vulnerability detection such as F-Score, accuracy and ROC/AUC; however metrics such as FPR, DR/Accuracy and TPR are widely used. Although these last metrics may be valid, the authors believe that more research efforts should be made in this area, in order to establish a concrete methodology that facilitates the choice of particular metrics depending on the type of study being conducted.

In the review of the studies carried out, it was found that most of them do not clearly specify the type of attack they are trying to prevent, although there is a small number that investigate DDoS, injection, botnets and defacement attacks. Further research efforts may be needed to generate studies that investigate the prevention and detection of other types of attacks.

In general, high statistical performances are observed in the different papers that incorporate deep learning techniques, but in those that report on the datasets used, it is detected that the results depend largely on the datasets, with Accuracy’s percentages decreasing as the dataset becomes more recent. Therefore, in addition to encouraging the generation and use of public datasets that allow the replication and validation of experiments as indicated above, it should be further analyzed whether deep learning really improves intrusion detection systems.
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Appendix A. Appendix Quality Assurance Form

Appendix A.1. Section 1

Does the study refer to the use of anomaly detection to improve security and prevent attacks in web environments?

- This section includes: intrusion detection, DDoS attacks, IDS/IPS improvement, WAF, RASP, detection and prevention of any attack classified in OWASP Top Ten.
- The study should focus on the detection of anomalies using different techniques: probability distribution models, Markov models, one-class SVM, clustering models, data mining and, in general, any automatic learning technique.

The first section sets out the basis for the initial selection of the study. If the answer to this section is positive, we will move on to the next section. Otherwise, the study will not be included in the systematic review.

Appendix A.2. Section 2

Is the study quantitative?

- Check whether the study provides any kind of empirical measure that allows the objective interpretation of the data obtained.

Only quantitative studies are to be included in the systematic review, so if the answer to this section is yes, we will move on to the next section. Otherwise, the study will not be included in the systematic review.

Appendix A.3. Section 3

Please indicate for each of the following questions the score among the following possible values: (1)—Yes, (−1)—No, (0.5)—Partially, (0)—Not applicable.

1. Are the research objectives clearly defined?
2. Is the choice of techniques used correctly justified?
3. Are the techniques used correctly detailed?
4. Is the measurement of the variables involved correct?
5. Are data collection methods correctly described?
6. Are objective indicators applied for the analysis of the results obtained?
7. Are the objective indicators applied adequate, correctly described and justified?
8. Are all research objectives adequately addressed?
9. Are negative results specified?
10. Are problems of validity or trust of the results obtained adequately discussed?
11. Is there a clearly defined relationship between objectives, data obtained, interpretation and conclusions?

This section details the quality assessment questions for the study itself. Each of the questions has 4 possible answers with an associated score: Yes (1 point), No (−1 point), Partially (0.5 points), Not Applicable (0 points). Each study can obtain from 0 to 11 points (if the score obtained by a study is negative, it will be left at 0); the second quartile (11/2 = 5.5) is taken as the cut-off point, in such a way that those studies whose score is lower than 5.5 points will not be included in the systematic review.
## Appendix B. Appendix Data Retrieval Form

| Data Item                                      | Description                                                                 |
|------------------------------------------------|-----------------------------------------------------------------------------|
| Study identifier                               | Unique ID for the study                                                     |
| Date of data retrieval                         | Title of the study, name(s) of the author(s), publication year              |
| Bibliographic data                             | Journal, conference, workshop, etc.                                        |
| Type of study                                  | What is the principal objective of the study, what research areas the study is focused on |
| Study objective                                | Case study, experiment, survey, comparative analysis, etc.                 |
| Study classification                           |                                                                            |
| Type of anomaly detection technique used       | Values of the statistical indexes used for the objective validation of the results of the study experiments |
| What statistical indexes are used and its values|                                                                            |
| Type of dataset                                | It refers specifically to the type of dataset used for the development of the experiment or the validation of the proposed model. (Publicly available, from private institution, synthetically generated, etc.) |
| Study findings                                 | Major findings or conclusions from the study                                |
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