EXISTENCE OF INVARIANT VOLUMES IN NONHOLONOMIC SYSTEMS SUBJECT TO NONLINEAR CONSTRAINTS
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Abstract. We derive conditions for a nonholonomic system subject to nonlinear constraints (obeying Chetaev’s rule) to preserve a smooth volume form. When applied to affine constraints, these conditions dictate that a basic invariant density exists if and only if a certain 1-form is exact and a certain function vanishes (this function automatically vanishes for linear constraints). Moreover, this result can be extended to geodesic flows for arbitrary metric connections and the sufficient condition manifests as integrability of the torsion. As a consequence, volume-preservation of a nonholonomic system is closely related to the torsion of the nonholonomic connection. Examples of nonlinear/affine/linear constraints are considered.

1. Introduction. An invariant volume is a powerful tool for understanding the asymptotic nature of a dynamical system. In particular, it is a well-known fact that unconstrained mechanical systems are volume-preserving. The case of nonholonomic systems is more nuanced as these systems generally fail to preserve the symplectic form (which follows from the fact that nonholonomic systems are not variational) and hence, the induced volume form. This makes the study of invariant volumes in nonholonomic systems nontrivial. A famous example of this is the Chaplygin sleigh; this system, although energy-preserving, experiences “dissipation” which results in asymptotic stability (cf. [50] for a general discussion on stability of nonholonomic systems or [43] for an interpretation via impact systems).

The existence of an invariant volume for a nonholonomic system offers two key insights. The first is the usual case in dynamical systems where an invariant measure allows for the use of the Birkhoff Ergodic Theorem (cf. e.g. 4.1.2 in [28]) as well as for recurrence (with the caveat of the volume being finite). The other is unique to nonholonomic systems; even though nonholonomic systems are not Hamiltonian, “nonholonomic systems which do preserve volume are in a quantifiable sense closer to Hamiltonian systems than their volume changing counterparts.” [19] (see also [2, 6, 10, 12, 33]). Therefore, being able to find an invariant measure...
for a nonholonomic system allows for ergodic-like understanding of its asymptotic behavior and can provide a way to “Hamiltonize” a nonholonomic system (although most systems with an invariant volume still cannot be Hamiltonized, cf. [27]).

There exists an abundance of research into finding invariant volumes for nonholonomic systems where the constraints are linear and symmetries are present: Chaplygin systems are studied in, e.g. [12, 14, 23, 24, 29, 40, 41], Euler-Poincaré-Suslov systems are studied in, e.g. [8, 26], systems with internal degrees of freedom are studied in, e.g. [8, 9, 49], and [18] studies the case of symmetric kinetic systems where the dimension assumption does not hold. Related work on asymptotic dynamics may be found in [48]. There are also results demonstrating that no invariant volumes exist, e.g. [11, 22].

The contribution of this work is to consider conditions for the existence of invariant volume in nonholonomic systems such that

1. the constraints need not be linear/affine in the velocities,
2. the analysis can be carried out on the ambient manifold rather than resorting to local coordinates, and
3. absolutely no symmetry assumptions are used.

Such an approach seems to be new.

Our main result is an existence condition for an invariant measure for a hyperregular Lagrangian system with an admissible set of nonlinear nonholonomic constraints obeying Chetaev’s rule. In the linear case the existence of a basic invariant density reduces to checking whether or not a certain 1-form can be made to be exact, [7], and this special case is similar to results in [18, 23].

Preliminaries on nonholonomic systems are presented in Section 2. Section 3 presents the construction of the “extended nonholonomic vector fields” on the entire cotangent space $T^*Q$ which restricts to the nonholonomic vector field on $M$. Although there does not exist a canonical choice for the extended vector field, they will agree once restricted. An advantage of this approach is that one is able to design extended vector fields which ensure that the constraint manifold is an exponentially stable invariant manifold. The divergence calculation for a nonholonomic system is performed in Section 4 via extended nonholonomic vector fields. The main results, Theorem 5.2 and Theorem 5.5, are proved in Section 5 (cf. Theorems 5.2 and 5.5). Additionally, it is shown that the invariant volume does not depend on the choice of extended nonholonomic vector field chosen and is unique up to a constant of motion. Section 6 presents an interpretation of the linear constraint case to the torsion of the nonholonomic connection, which seems to be a novel observation. This paper concludes with examples in Section 7.

This paper is a continuation of the work done in [13] and, as such, many of the results below can be found there.

2. Preliminaries and Notation.

2.1. Unconstrained Mechanics. We will first briefly cover the case of unconstrained mechanical systems before discussing nonholonomic systems. A smooth (finite-dimensional, $\dim(Q) = n$) manifold $Q$ is called the configuration space, the tangent bundle $TQ$ is called the state space, and the cotangent bundle $T^*Q$ is called the phase space. The bundle projection maps will be denoted by $\tau_Q : TQ \to Q$ and $\pi_Q : T^*Q \to Q$. 
2.1.1. Lagrangian Systems. Lagrangian systems are described by a smooth real-valued function on the state space called the Lagrangian, \( L : TQ \rightarrow Q \). The dynamics generated from the Lagrangian function arise from Hamilton’s principle and are given by the Euler-Lagrange equations,

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = 0.
\]

2.1.2. Hamiltonian Systems. In contrast to Lagrangian systems, Hamiltonian systems evolve on the phase space. For a given Lagrangian, denote \( FL : TQ \rightarrow T^*Q \) as its fiber derivative.

**Definition 2.1.** A Lagrangian, \( L : TQ \rightarrow \mathbb{R} \), is hyperregular if the fiber derivative is a global diffeomorphism. Furthermore, a Lagrangian is natural if it has the form

\[
L(v) = \frac{1}{2}g(v,v) - \tau_Q^*V(v),
\]

where \( g \) is a Riemannian metric on \( Q \) and \( V \in C^\infty(Q) \).

Throughout this work, all Lagrangians will be assumed to be hyperregular. Moreover, when affine constraints are considered, the Lagrangian will be assumed to be natural.

For a given Lagrangian, we define the Hamiltonian \( H : T^*Q \rightarrow \mathbb{R} \) via the Legendre transform:

\[
H(p) = \langle p, v \rangle - L(v), \quad p = FL(v).
\]

Let \( \omega = dq^i \wedge dp_i \) be the canonical symplectic form on \( T^*Q \). The resulting Hamiltonian vector field arising from the Hamiltonian \( H \) and the symplectic form \( \omega \) is denoted by \( X_H \) and is given by

\[
i_{X_H} \omega = dH,
\]

where \( i_X \omega = \omega(X, \cdot) \) is the contraction. An important feature of Hamiltonian vector fields is that they preserve the symplectic form, and thus are volume-preserving.

**Theorem 2.2** (Liouville’s Theorem). Hamiltonian dynamics preserve the symplectic form and, additionally, preserve the volume form \( \omega^n \).

Liouville’s theorem does not apply to general nonholonomic systems as they are generally not symplectic. Determining when an analogous version of this theorem applies to constrained systems is the main goal of this work.

2.2. Constrained Dynamics. For unconstrained Lagrangian systems, motion is allowed to occur in the entire state space, \( TQ \). For constrained systems, motion is restricted to lie on a constraint manifold \( N \subset TQ \) and we tacitly assume that \( \tau_Q(N) = Q \). For the purposes of this work, we will not differentiate between nonholonomic and holonomic constraints as the machinery for the former will suffice for the latter.

Let \( N \subset TQ \) be the constraint submanifold which is, locally, described via the zero level-set of a regular function \( G : TQ \rightarrow \mathbb{R}^k, \ k < n = \dim(Q) \). Let us denote each component of this function by \( \Psi^\alpha, \ \alpha = 1, \ldots, k \), i.e.

\[
N = \bigcap_{\alpha=1}^k (\Psi^\alpha)^{-1}(0).
\]
To transfer to the Hamiltonian point of view, we assume that the Lagrangian, $L : TQ \to \mathbb{R}$, is hyper-regular. The constraints on the cotangent bundle become

$$\Phi^\alpha = (FL^{-1})^* \Psi^\alpha, \quad M = FL(N) = \bigcap_{\alpha=1}^k (\Phi^\alpha)^{-1}(0).$$

These constraints are admissible if the following matrix is non-singular [40].

$$m^{\alpha\beta} = C^* d\Phi^\beta (X_{\Phi^\alpha}), \quad (m^{\alpha\beta}) = (m^{\alpha\beta})^{-1},$$

where $X_{\Phi^\alpha}$ is the Hamiltonian vector field generated by $\Phi^\alpha$ and $C : T(T^*Q) \to T(T^*Q)$ is the FL-related almost-tangent structure, explained below.

The constrained Euler-Lagrange equations become modified via Chetaev’s rule (which is not necessarily the physically correct procedure, cf. [36] for a discussion), which will provide equivalent results to those in [34] where the “almost-tangent” structure of the tangent bundle is utilized. For Lagrangian systems, Chetaev’s rule states that if we have the nonlinear constraints $\Psi^\alpha$, then the constraint forces have the following form

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \lambda^\alpha \cdot S^* d\Psi^\alpha,$$

(1)

where $S : T(TQ) \to T(TQ)$ is a (1,1)-tensor called the almost-tangent structure and, in local coordinates, is given by

$$S = \frac{\partial}{\partial \dot{q}^i} \otimes dq^i.$$

If, rather than being general nonlinear, the constraints are affine in the velocities,

$$\Psi^\alpha(v) = \eta^\alpha(v) + \tau^*_Q \xi^\alpha(v),$$

where $\eta^\alpha \in \Omega^1(Q)$ are 1-forms and $\xi^\alpha \in C^\infty(Q)$ are functions, then (1) becomes

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \lambda^\alpha \cdot \tau^*_Q \eta^\alpha.$$

However, this work will focus on the Hamiltonian formalism. The constraint manifold, $M \subset T^*Q$, is locally described by the joint level-set of the functions $\Phi^\alpha : T^*Q \to \mathbb{R}$ where $\Phi(p) = \Psi \circ FL^{-1}(p)$. Moving (1) to the cotangent side, the constrained Hamiltonian equations of motion become

$$i_{X^M_H} \omega |_M = dH|_M + \lambda^\alpha \cdot C^* d\Phi^\alpha |_M,$$

(2)

where $C : T(T^*Q) \to T(T^*Q)$ is the FL-related almost-tangent structure, i.e. if $L$ is natural, then

$$C^* (\alpha_i dq^i + \beta^j dp^j) = g_{ij} \beta^j dq^i.$$

2.3. Notation. Throughout this work, $L : TQ \to \mathbb{R}$ will be a hyperregular Lagrangian with corresponding Hamiltonian $H : T^*Q \to \mathbb{R}$. The constraint manifold will be called $N \subset TQ$ or $M = FL(N) \subset T^*Q$. These submanifolds will be locally described by the joint zero level-set of a collection of smooth functions,

$$N = \bigcap_{\alpha=1}^k (\Psi^\alpha)^{-1}(0), \quad M = \bigcap_{\alpha=1}^k (\Phi^\alpha)^{-1}(0).$$
If the constraints are affine in the velocities/momentum, the Lagrangian will be assumed to be natural with Riemannian metric \( g \). In this case, the constraining functions will have the form
\[
\Psi^\alpha(v) = \eta^\alpha(v) + \pi_Q^*\xi^\alpha(v), \\
\Phi^\alpha(p) = P(W^\alpha)(p) + \pi_Q^*\xi^\alpha(p),
\]
where \( \eta^\alpha \) are 1-forms, \( \xi^\alpha \) are functions, \( W^\alpha = \mathbb{P}L^{-1}(\eta^\alpha) \) are vector fields, and \( P(W^\alpha) \) is the vector field’s momentum
\[
P(W^\alpha)(p) = \langle p, W^\alpha(\pi_Q(p)) \rangle.
\]
In this case of affine constraints, \( D \subset TQ \) will be the distribution
\[
D_q = \bigcap_{\alpha=1}^k \ker \eta^\alpha_q,
\]
and \( D^* = \mathbb{P}L(D) \subset T^*Q \).

Finally, the nonholonomic vector fields with Hamiltonian \( H \) and constraint manifold \( M \) will be denoted by \( X^M_H \).

3. **Extended Nonholonomic Vector Fields.** Given a constraint manifold, \( M \subset T^*Q \), we can determine the nonholonomic vector field, \( X^M_H \in \mathfrak{X}(M) \) via (2). Commonly local, noncanonical, coordinates are chosen for \( M \) (cf. §5.8 in [8] and [45]). However, we will instead work with a tubular neighborhood (for ease, this will be written as the entire manifold \( T^*Q \) and define an extended vector field \( X^ext_H \in \mathfrak{X}(T^*Q) \) such that \( X^ext_H|_M = X^M_H \). This section outlines an intrinsic (albeit non-unique) way to determine such a vector field.

**Definition 3.1.** For a given constraint submanifold \( M \subset T^*Q \), a realization of \( M \) is an ordered collection of functions \( \mathcal{C} := \{ \Phi^\alpha : T^*Q \to \mathbb{R} \} \) such that zero is a regular value of \( G = \Phi^1 \times \ldots \times \Phi^k \) and
\[
M = \bigcap_{\alpha} (\Phi^\alpha)^{-1}(0).
\]
If the functions \( \Phi^\alpha \) are affine in momenta, i.e. \( \Phi^\alpha = P(X^\alpha) + \pi_Q^*f^\alpha \), then the realization is called affine.

**Remark 1.** In the case where the Lagrangian is natural (which provides a Riemannian metric on \( Q \)) and the constraint submanifold is affine, we can choose the realization to be affine:
\[
\mathcal{C} = \{ P(W^1) + \pi_Q^*\xi^1, \ldots, P(W^k) + \pi_Q^*\xi^k \},
\]
where \( W^i = \mathbb{P}L^{-1}\eta^i = (\eta^i)^\flat \).

By replacing \( M \) with a realization \( \mathcal{C} \), we can extend the nonholonomic vector field to a vector field on \( T^*Q \) such that \( \Phi^\alpha \) are first integrals. Recall that the form of the nonholonomic vector field is \( i_{X^M_H}\omega = dH + \lambda_\alpha\xi^\alpha \). We construct the extended nonholonomic vector field, \( \Xi^\mathcal{C}_H \), by requiring that:
\[
\text{NH.1) } i_{\Xi^\mathcal{C}_H}\omega = dH + \lambda_\alpha\xi^\alpha \Phi^\alpha \text{ for smooth functions } \lambda_\alpha : T^*Q \to \mathbb{R}, \text{ and}
\text{NH.2) } \mathcal{L}_{\Xi^\mathcal{C}_H}\Phi^\alpha = 0 \text{ for all } \Phi^\alpha \in \mathcal{C}.
\]
Under reasonable compatibility assumptions on \( \mathcal{C} \) (cf. §3.4.1 in [40], see Definition 3.2 below), such a vector field exists and is unique. However, given two different realizations, \( \mathcal{C} \) and \( \mathcal{C}' \), of the same constraint manifold \( M \), it is not generally true that \( \Xi^\mathcal{C}_H = \Xi^{\mathcal{C}'}_H \), however \( \Xi^\mathcal{C}_H|_M = \Xi^{\mathcal{C}'}_H|_M \).
Remark 2. The constraint manifold is given by the joint zero level-sets of the $\Phi^\alpha$ while the realization provides additional irrelevant information off of the constraint manifold. This is why $\Xi^{CH}_{\alpha} \neq \Xi^{CH}_{\beta}$ but they agree once restricted as will be proved in Proposition 1 below.

Definition 3.2. For a realization $\mathcal{C} = \{\Phi^1, \ldots, \Phi^k\}$, the constraint mass matrix, $(m^\alpha\beta)$, is given by “orthogonally” pairing the constraints,

$$m^\alpha\beta = C^* d\Phi^\alpha (X_{\Phi^\beta}).$$

The realization is admissible if this matrix is non-singular on a tubular neighborhood of $M$. The inverse matrix will be denoted by $(m^\alpha\beta)^{-1} = (m^\alpha\beta)^{-1}$.

When the constraints are affine (along with a natural Lagrangian), the constraint mass matrix becomes

$$m^\alpha\beta = g(W^\alpha, W^\beta) = \eta^\alpha (W^\beta),$$

and admissibility of the constraints is equivalent to the constraints being linearly independent.

We can now write down a formula for $\Xi^{CH}_H$. Using (NH.1) and (NH.2), we get that (where $\{\cdot, \cdot\}$ is the standard Poisson bracket)

$$L_{\Xi^{CH}_H} \Phi^\beta = i_{X_{\Phi^\beta}} \omega(\Xi^{CH}_H)$$
$$= -i_{\Xi^{CH}_H} \omega(X_{\Phi^\beta})$$
$$= -dH (X_{\Phi^\beta}) - \lambda_\alpha C^* d\Phi^\alpha (X_{\Phi^\beta})$$
$$= \{\Phi^\beta, H\} - \lambda_\alpha C^* d\Phi^\alpha (X_{\Phi^\beta}) = 0.$$

This implies that $\{\Phi^\beta, H\} = m^\alpha\beta \lambda_\alpha$. Due to the constraint mass matrix being non-degenerate, the multipliers are uniquely determined and the extended nonholonomic vector field is determined by

$$i_{\Xi^{CH}_H} \omega = dH - m^\alpha\beta \{H, \Phi^\alpha\} C^* d\Phi^\beta$$

(3)

Definition 3.3. The 1-form on $T^*Q$ given by

$$\nu^{CH}_{\alpha} := dH - m^\alpha\beta \{H, \Phi^\alpha\} C^* d\Phi^\beta,$$

is called the nonholonomic 1-form with respect to the realization $\mathcal{C}$.

Proposition 1. Given two different realization, $\mathcal{C}$ and $\tilde{\mathcal{C}}$, the extended nonholonomic vector fields given by (3) agree on $M$.

Proof. Let $\mathcal{C} = \{\Phi^\alpha\}$ and $\tilde{\mathcal{C}} = \{\tilde{\Phi}^\alpha\}$ be two different realizations of the same manifold $M$ and let $x \in M$. Their differentials span the annihilator,

$$\text{span} \{d\Phi_x^\alpha\} = \text{Ann}(T_x M).$$

As the map $C : T(T^*Q) \to T(T^*Q)$ is linear, we have

$$\text{span} \{C^* d\tilde{\Phi}_x^\alpha\} = \text{span} \{d\Phi_x^\alpha\}.$$
Remark 3. A consequence of Proposition 1 is that this procedure of extending
the nonholonomic vector field is still valid when $M$ is not globally defined as the
level-set of functions. Suppose that $U, V \subset M$ are two neighborhoods characterized
by the zero level-sets of functions $\Phi, \phi : T^*Q \to \mathbb{R}$. Then $\Phi$ and $\phi$ both define
different realizations on $U \cap V$. However, their corresponding vector fields agree on
the intersection. This observation will make the constructions required for Theorem
5.2 well-defined even if $M$ cannot be globally defined as a level set.

3.1. Stabilizing Extended Vector Fields. The extended nonholonomic vector
field, $X^M_H$, is a vector field on the ambient space $T^*Q$ and has $M$ as an invariant
manifold. As such, an integral curve of $X^M_H$ is only a valid trajectory if its initial
condition lies in $M$. In practice using numerical techniques, round off errors can
result in trajectories drifting away from $M$. To counter this effect, the condition
(NH.2) can be replaced to include something in the spirit of a “control Lyapunov
function” [25]. This modification will only be explored in this section while the rest
of this paper will be concerned with the unmodified approach explained above.

Let the modified feedback nonholonomic criteria be:

(NH.1) $\iota_{\xi_H^\alpha} \omega = dH + \lambda_\alpha C^*d\Phi^\alpha$, for smooth functions $\lambda_\alpha : T^*Q \to \mathbb{R}$, and
(NH.2') $L_{\xi_H^\alpha} \Phi^\alpha = -\kappa_\alpha \Phi^\alpha$ for some positive constants $\kappa_\alpha$,

where there is no summation in (NH.2').

This approach has the advantage that if $x_0 \notin M$, its trajectory exponentially ap-
proaches $M$, i.e. suppose that $\varphi_t$ is the flow of the extended feedback nonholonomic
vector field, then

$$\Phi^\alpha (\varphi_t(x_0)) = e^{-\kappa_\alpha} \Phi^\alpha (x_0) \to 0.$$ 

Mimicking the derivation of (3), we arrive at

$$\iota_{\xi_H^\alpha} \omega = dH - m_{\alpha\beta} (\{H, \Phi^\alpha\} - \kappa^\alpha \Phi^\alpha) \cdot C^*d\Phi^\beta. \quad (4)$$

Example 1 (Simple Pendulum). Consider the simple pendulum viewed as a con-
strained system in $\mathbb{R}^2$. The Hamiltonian and constraint are

$$H = \frac{1}{2m} (p_x^2 + p_y^2) + mgy, \quad \Phi = xp_x + yp_y = 0,$$

where $m$ is the mass of the pendulum and $g$ is the acceleration due to gravity. The equations of motion from (4) are

\[
\begin{align*}
\dot{x} &= \frac{1}{m} p_x, \quad \dot{y} = \frac{1}{m} p_y, \\
\dot{p}_x &= \frac{x}{x^2 + y^2} \left[ mgy - \frac{1}{m} (p_x^2 + p_y^2) - \kappa (xp_x + yp_y) \right], \\
\dot{p}_y &= \frac{y}{x^2 + y^2} \left[ mgy - \frac{1}{m} (p_x^2 + p_y^2) - \kappa (xp_x + yp_y) \right] - mg.
\end{align*}
\]  

(5)

A valid initial condition, $z_0 = (x(0), y(0), p_x(0), p_y(0))$, for (5) needs to satisfy the constraint $\Phi(z_0) = 0$. However, due to running numerical errors, the constraint will not be preserved as the state is integrated. By choosing $\kappa > 0$, a correcting feedback is introduced to help preserve $\Phi = 0$ as shown in Figure 1.
3.2. **Ideal Constraints.** We end this section with a brief consideration of ideal constraints - constraints that perform no work on the system. As discussed in [34], a constraint $\Psi$ on $TQ$ is ideal if and only if

$$\dot{q}^i \frac{\partial \Psi}{\partial \dot{q}^i} \bigg|_M = 0.$$  

On the cotangent side, this condition becomes

$$C^* d\Phi (X_M H) |_M = 0.$$  

In particular, if all the constraints are ideal, then energy is conserved. Indeed,

$$\dot{H} = m_{\alpha\beta} \{ H, \Phi^\alpha \} C^* d\Phi^\beta (X_H).$$

Constraints will not be assumed to be ideal. Indeed, examples 7.1.2, 7.1.3, and 7.2.1 will all be subject to non-ideal constraints. In particular, these examples will be volume-preserving but not energy-preserving (although a modified energy integral exists for the first two examples [16]).

4. **Nonholonomic Volume.** For a given nonholonomic vector field $X^M_H \in \mathcal{X}(M)$, a volume-form $\mu \in \Omega^{2n-k}(M)$ is invariant if and only if

$$\text{div}_\mu (X^M_H) = 0.$$  

This section offers a way to choose a volume-form $\mu$ based off a (non-canonical choice) of realization $\mathcal{C}$ as well as showing how to compute the divergence of the nonholonomic vector fields with respect to this volume.
4.1. **Nonholonomic Volume form.** The symplectic manifold $T^*Q$ has a canonical volume form $\omega^n$. However, the nonholonomic flow takes place on a submanifold $M \subset T^*Q$ which is $2n - k$ dimensional. Therefore, $\omega^n$ is *not* a volume form on $M$. Here, we construct a volume form on $M$ which is unique up to the choice of realization. The derivation of this will be similar to the construction of the volume form on an energy surface in §3.4 of [1]. For the realization $\mathcal{C} = \{\Phi^1, \ldots, \Phi^k\}$, define the $k$-form

$$\sigma_{\mathcal{C}} := d\Phi^1 \wedge \ldots \wedge d\Phi^k.$$  

**Definition 4.1.** If we denote the inclusion map by $\iota : M \hookrightarrow T^*Q$, then a nonholonomic volume, $\mu_{\mathcal{C}}$, is given by

$$\mu_{\mathcal{C}} = \iota^* \sigma, \quad \sigma_{\mathcal{C}} \wedge \sigma = \omega^n.$$  

**Proposition 2.** Given an ordered collection of constraints, $\mathcal{C}$, the induced volume form $\mu_{\mathcal{C}}$ is unique.

**Proof.** Suppose that $\varepsilon$ and $\varepsilon'$ are two forms satisfying $\sigma_{\mathcal{C}} \wedge \varepsilon = \omega^n$. Then

$$\varepsilon - \varepsilon' = \alpha, \quad \sigma_{\mathcal{C}} \wedge \alpha = 0.$$  

Now let $\iota : M \hookrightarrow T^*Q$ be the inclusion. Then from the above, we see that

$$\iota^* \varepsilon = \iota^* \varepsilon' + \iota^* \alpha.$$  

The result will follow so long as $\iota^* \alpha = 0$. Suppose that $\iota^* \alpha \neq 0$ and choose vectors $v^1, \ldots, v^{2n-k} \in T_xM \subset T_xT^*Q$ such that $\alpha(v^1, \ldots, v^{2n-k}) \neq 0$. Complete this collection of vectors to a basis of $T_xT^*Q$: $v^1, \ldots, v^{2n-k}, v^{2n-k+1}, \ldots, v^{2n}$ such that $\sigma_{\mathcal{C}}(v^{2n-k+1}, \ldots, v^{2n}) \neq 0$. Then we have

$$\sigma_{\mathcal{C}} \wedge \alpha(v^1, \ldots, v^{2n}) = (-1)^{(2n-k)k} \alpha(v^1, \ldots, v^{2n-k}) \cdot \sigma_{\mathcal{C}}(v^{2n-k+1}, \ldots, v^{2n}) \neq 0,$$

which is a contradiction. □

**Remark 4.** Notice that for an ordered collection of constraints the volume form is unique. However, changing the order of the constraints changes the sign of the induced volume form and re-scaling constraints re-scales the volume form. In this sense, $\mathcal{C}$ uniquely determines $\mu_{\mathcal{C}}$, but $M$ only determines $\mu_{\mathcal{C}}$ up to a multiple. This is to be expected as all volume-forms are related by a multiplicative factor.

While examining the failure of Liouville’s theorem (Theorem 2.2) for nonholonomic systems, we will see when $\mu_{\mathcal{C}}$ is preserved under the flow of $X_H^\mathcal{C}$. More generally, we will consider the existence of a smooth density $f \in C^\infty(M)$ when $f \mu_{\mathcal{C}}$ is preserved.

4.2. **Divergence.** Let $\omega = dq^i \wedge dp_i$ be the standard symplectic form on $T^*Q$. This in turn induces a volume form $\omega^n$. A measure of how much a flow fails to preserve a volume form is described by its divergence. We proceed with computing the divergence of a nonholonomic vector field, $\text{div}_{\mu_{\mathcal{C}}}(X_H^\mathcal{C})$. When this is nonzero, we will be interested in finding a density, $f$, such that $\text{div}_f (X_H^\mathcal{C}) = 0$. This problem will be addressed in §5.

Before we begin with the divergence calculation, we first present a helpful lemma which allows us to relate the divergence of the extended nonholonomic vector field with the corresponding restricted vector field.

**Lemma 4.2.** If $\mathcal{C}$ is a realization of the constraint manifold $M \subset T^*Q$, then

$$\text{div}_{\omega^n}(\Xi_H^\mathcal{C})|_M = \text{div}_{\mu_{\mathcal{C}}}(X_H^\mathcal{C}).$$
Proof. Leibniz’s rule for the Lie derivative provides
\[
\mathcal{L}_{\mathfrak{X}_H} \omega^n = \mathcal{L}_{\mathfrak{X}_H} (\sigma \wedge \varepsilon) = \left( \mathcal{L}_{\mathfrak{X}_H} \sigma \right) \wedge \varepsilon + \sigma \wedge \left( \mathcal{L}_{\mathfrak{X}_H} \varepsilon \right).
\]
However, \(\mathcal{L}_{\mathfrak{X}_H} \sigma = 0\) because the constraints are preserved under the flow. Applying this, we see that
\[
\mathcal{L}_{\mathfrak{X}_H} \omega^n = \sigma \wedge \left( \mathcal{L}_{\mathfrak{X}_H} \varepsilon \right),
\]
which gives
\[
(\text{div}_H (\mathfrak{X}_H)) \sigma \wedge \varepsilon = \sigma \wedge \left( \mathcal{L}_{\mathfrak{X}_H} \varepsilon \right).
\]
Due to the fact that the Lie derivative commutes with restriction, the result follows.

This lemma allows for us to calculate the divergence of the extended nonholonomic vector field and to restrict to the constraint distribution afterwards.

Using Cartan’s magic formula along with Lemma 4.2, we see
\[
\mathcal{L}_{\mathfrak{X}_H} (\omega^n) = i_{\mathfrak{X}_H} d\omega^n + di_{\mathfrak{X}_H} \omega^n
\]
\[
= n \cdot d \left( i_{\mathfrak{X}_H} \omega \wedge \omega^{n-1} \right)
\]
\[
= n \cdot d \left( i_{\mathfrak{X}_H} \omega \right) \wedge \omega^{n-1} - n \cdot \left( i_{\mathfrak{X}_H} \omega \right) \wedge d\omega^{n-1}
\]
\[
= n \cdot d\nu_H \wedge \omega^{n-1}.
\]
The divergence of the system is controlled by the failure of \(\nu_H\) to be closed. Its derivative is given by
\[
d\nu_H = ddH - d \left( m_{\alpha\beta} \{ H, \Phi^\alpha \} \cdot C^* d\Phi^\beta \right).
\]
Let \(\phi_\alpha = m_{\alpha\beta} \Phi^\beta\). As \(\Phi^\beta = 0\) on \(M\), the derivative becomes (where restriction to \(M\) is implied)
\[
d\nu_H = -d\{ H, \phi_\beta \} \wedge C^* d\Phi^\beta + \{ H, \phi_\beta \} \cdot dC^* d\Phi^\beta.
\]
The form \(d\nu_H\) is a general 2-form. However, the only terms that survive once it is wedged with \(\omega^{n-1}\) are the diagonal terms, \(dq^i \wedge dp_i\). Using local coordinates, \(a^\beta_i dq^i = C^* d\Phi^\beta\), we have
\[
(d\nu_H)_{\text{diag}} = \left( \frac{\partial \{ H, \phi_\beta \}}{\partial p_i} a^\beta_i - \{ H, \phi_\beta \} \frac{\partial a^\beta_i}{\partial p_i} \right) dq^i \wedge dp_i.
\]
Therefore, the divergence is given by
\[
\text{div}_{\mu_\phi}(X^M_H) = n \cdot \left( \frac{\partial \{ H, \phi_\beta \}}{\partial p_i} a^\beta_i - \{ H, \phi_\beta \} \frac{\partial a^\beta_i}{\partial p_i} \right).
\]
The first component of this expression can be written intrinsically. Notice that
\[
d\pi_Q \cdot X_f = \frac{\partial f}{\partial p_i} \frac{\partial}{\partial q^i},
\]
where \(\pi_Q : T^* Q \to Q\) is the cotangent bundle projection. Therefore, the divergence can now be written as
\[
\text{div}_{\mu_\phi}(X^M_H) = -n \cdot \left( C^* d\Phi^\beta \left( [X_H, X_{\phi_\beta}] \right) + \{ H, \phi_\beta \} \frac{\partial a^\beta_i}{\partial p_i} \right).
\]
4.3. **Intrinsic Forms of the Divergence.** Suppose the Lagrangian is natural with Riemannian metric $g = (g_{ij})$. Then

$$C^* d\Phi^\beta = g_{ij} \frac{\partial \Phi^\beta}{\partial p_j} dx^i, \quad a_i^\beta = g_{ij} \frac{\partial \Phi^\beta}{\partial p_j}, \quad \frac{\partial a_i^\beta}{\partial p_i} = g_{ij} \frac{\partial^2 \Phi^\beta}{\partial p_i \partial p_j}.$$ 

Let us call this final double sum $M^\beta$. Applying this to (6), we have

$$\text{div}_{\mu^\varepsilon} (X^M_H) = -n \cdot C^* d\Phi^\beta ([X_H, X_{\phi^\beta}]) - n \cdot \{H, \phi^\beta\} M^\beta.$$ 

Next, assume that (in addition to the Lagrangian being natural), the constraints are affine which makes $M^\beta = 0$. Also the matrix, $m^\alpha\beta$, does not depend on $p$ and therefore, the divergence can be written as

$$\text{div}_{\mu^\varepsilon} (X^M_H) = -n \cdot m^\alpha\beta \cdot \pi^* Q \eta^\beta ([X_H, X_{\phi^\alpha}]).$$ 

For affine systems, the divergence can be expressed intrinsically via (8). To understand the divergence in the general nonlinear case, we need an intrinsic way to interpret the term $M^\beta$. This can be accomplished via the following procedure:

[Diagram]

The divergence for a nonholonomic system subject to nonlinear constraints is thus

$$\text{div}_{\mu^\varepsilon} (X^M_H) = \dim(\Omega) \cdot (C^* d\Phi^\beta ([X_H, X_{\phi^\beta}]) + \{H, \phi^\beta\} \Delta_C (\Phi^\beta)),$$

which is the key to proving the main result, Theorem 5.2.

5. **Invariant Volumes and the Cohomology Equation.** In general, the divergence of a nonholonomic system does not vanish as (6) shows. When does there exist a different volume form on $M$ that is invariant under the flow? i.e. does there exist a density $\rho > 0$ such that $\text{div}_{\rho^\varepsilon} (X^M_H) = 0$? Finding such a $\rho$ requires solving a certain type of partial differential equation which is known as the smooth dynamical cohomology equation. Solving this PDE is generally quite difficult. However, when the constraints are affine and the density is assumed to be basic, the problem becomes considerably more tractable.

5.1. **The Cohomology Equation.** What conditions need to be met for $\rho$ such that $\rho^\varepsilon$ is an invariant volume form? Using the formula for the divergence as well as the fact that the Lie derivative is a derivation yields:

$$\text{div}_{\rho^\varepsilon} (X^M_H) = \text{div}_{\mu^\varepsilon} (X^M_H) + \frac{1}{\rho} \mathcal{L}_{X^M_H} (\rho).$$

Therefore the density, $\rho$, yields an invariant measure if and only if

$$\frac{1}{\rho} \mathcal{L}_{X^M_H} (\rho) = -\text{div}_{\mu^\varepsilon} (X^M_H).$$ 

(10)

Notice that the left hand side of (10) can be integrated to

$$\frac{1}{\rho} \mathcal{L}_{X^M_H} (\rho) = d (\ln \rho) (X^M_H).$$
Calling $\lambda = \ln \rho$, we have the following lemma.

**Lemma 5.1.** For a nonholonomic vector field, $X^M_H$, there exists a smooth invariant volume, $\rho \mu_C$, if there exists an exact 1-form $\alpha = d\lambda$ such that

$$\alpha \left( X^M_H \right) = -\text{div}_{\mu_C} \left( X^M_H \right).$$

Then the density is (up to a multiplicative constant) $\rho = e^\lambda$.

Therefore the existence of invariant volumes boils down to finding global solutions to the PDE (11). Using the divergence calculation, (6), we can state the main result.

**Theorem 5.2.** The nonholonomic Hamiltonian vector field $X^M_H$ possesses a smooth invariant volume, $\rho \mu_C$, if there exists an exact 1-form $\alpha \in \Omega^1(T^*Q)$ such that

$$-\alpha \left( X^M_H \right) = \dim(Q) \cdot \left( C^* d\Phi^\beta \left( [X_H, X_{\phi_\beta}] \right) + \{H, \phi_\beta \} \Delta_C \left( \Phi^\beta \right) \right).$$

The remainder of this section deals with uniqueness of solutions and a necessary condition for solutions to exist.

**Remark 5.** PDEs of the form $dg(X) = f$ for a given smooth function $f$, vector field $X$ and with $g$ as the unknown are called cohomology equations [20, 35]. Thus the equation (11) is a cohomology equation.

5.1.1. **Uniqueness.** The problem of existence is quite difficult in general and we postpone that discussion until the next subsection where we assume that the solution has the form $\rho = \pi_Q^* \hat{\rho}$. In the meantime, assuming that there exists a function $\lambda \in C^\infty(M)$ that solves (11), do there exist other solutions? Suppose that $\lambda_1$ and $\lambda_2$ both solve (11). Then their difference must be a first integral of the system: $L_{X^M_H}(\lambda_1 - \lambda_2) = 0$. Solutions of (11) are then unique up to constants of motion. i.e. if $\lambda$ solves (11), then every invariant density has the form (again, up to a multiplicative constant)

$$\rho = \exp \left( \lambda + \text{constant of motion} \right).$$

Therefore invariant measures can be thought of as an affine space with dimension being equal to the number of first integrals of the nonholonomic system.

5.2. **Special Case: Basic Densities and Affine Constraints.** In general, solving the cohomology equation (11) is quite difficult. It turns out, however, that it is relatively easy to determine necessary and sufficient conditions on the solvability when the density is assumed to be basic and the constraints are affine.

For the remainder of this section, unless otherwise stated, the constraints are assumed to be affine. In particular, if $N \subset TQ$, then the constraints have the form

$$\Psi^\alpha(v) = \eta^\alpha(v) + \pi_Q^* \xi^\alpha(v),$$

for 1-forms $\eta^\alpha$ and function $\xi^\alpha$. On the cotangent side, the constraints become

$$\Phi^\alpha(p) = P(W^\alpha)(p) + \pi_Q^* \xi^\alpha(p),$$

where $W^\alpha = FL^{-1} \eta^\alpha$.

**Definition 5.3.** A density $\rho : T^*Q \to \mathbb{R}$ is said to be basic if $\rho = \pi_Q^* \hat{\rho}$ for some $\hat{\rho} : Q \to \mathbb{R}$.

Under this assumption, (8) can be presented in a surprisingly nice way. In this case, the divergence can be described by an equivalence class of “affine-forms.” The density form and density function, defined below, is a representative element from this class.
Definition 5.4. Let \( \mathcal{C} \) be an affine realization of \( M \subset T^*Q \) of the form (12). Then, define the density form and the density function to be

\[
\vartheta_\mathcal{C} = m_{\alpha\beta} \cdot L_{W^\alpha} \eta^\beta, \\
\zeta_\mathcal{C} = m_{\alpha\beta} \cdot L_{W^\alpha} \xi^\beta,
\]

respectively.

Studying this pair, \((\vartheta_\mathcal{C}, \zeta_\mathcal{C})\), provides necessary and sufficient conditions for the existence of basic densities.

Theorem 5.5. For a natural Hamiltonian system subject to affine constraints, there exists an invariant volume of the form \((\pi^*_Q \rho)_\mathcal{C}\) if and only if there exists functions \(\varphi_\gamma\) such that

\[
n \cdot \vartheta_\mathcal{C} - \varphi_\gamma \eta^\gamma = -d \ln \hat{\rho}, \\
n \cdot \zeta_\mathcal{C} - \varphi_\gamma \xi^\gamma = 0.
\]

Proof. To prove this, we will show that \(-n \cdot \pi^*_Q \vartheta(X^M_H) - n \cdot \pi^*_Q \zeta_\mathcal{C} = \text{div}_\mathcal{C}(X^M_H)\).

Recall that the differential of a 1-form is given by \(d\alpha(X, Y) = X\alpha(Y) - Y\alpha(X) - \alpha([X, Y])\) and that \(\pi^*_Q \eta^\beta(X_H)|_M = -\xi^\beta\). Returning to (8), we have

\[
\text{div}_\mathcal{C}(X^M_H) = -n \cdot m_{\alpha\beta} \cdot \pi^*_Q \eta^\beta([X_H, X_{\Phi^\alpha}])
\]

This computation shows that \(\text{div}_\mathcal{C}(X^M_H) = -n \cdot \vartheta_\mathcal{C}(\dot{q}) - n \cdot \zeta_\mathcal{C}\), but \(\dot{q}\) cannot be arbitrary as it must lie within \(M\) which states that \(\eta^\alpha(\dot{q}) + \xi^\alpha = 0\). Adding multiples of the constraints to the divergence to produce an exact 1-form yields (13).

Remark 6. In the pure kinetic energy case with linear constraints discussed in [18], it is proved that if the system admits an (arbitrary) invariant volume, then one can always find another invariant volume form whose density function depends only on the (reduced) configuration variables. Moreover, systems subjected to affine constraints may possess an invariant volume whose density is not basic, cf. [21].

The above shows that “exactness” of \((\vartheta_\mathcal{C}, \zeta_\mathcal{C})\) determines the existence of a density depending on configuration. How does this depend on the choice of \(\mathcal{C}\) to realize the constraints? It turns out the answer is independent of the choice of realization.

Theorem 5.6. Let \(\mathcal{C}_1\) and \(\mathcal{C}_2\) both be affine realizations of the constraint manifold \(M\). Suppose that there exist functions \(\varphi_\gamma\) such that

\[
\vartheta_{\mathcal{C}_1} - \varphi_\gamma \eta^\gamma = -d \ln \hat{\rho}_1, \\
\zeta_{\mathcal{C}_1} - \varphi_\gamma \xi^\gamma = 0,
\]
then there exists functions $\psi_\gamma$ such that
\[
\vartheta_2 - \psi_\gamma \eta_2^\alpha = - d \ln \tilde{\rho}_2, \quad \zeta_2 - \psi_\gamma \xi_2^\alpha = 0.
\]
Moreover, $(\pi_Q^* \tilde{\rho}_1) \mu_\psi e_1 = (\pi_Q^* \tilde{\rho}_2) \mu_\psi e_2$ modulo a constant of motion.

**Proof.** Let $\eta_2^\alpha = c_\gamma^a \eta_1^a$ and $\xi_2^\alpha = c_\gamma^a \xi_1^a$ where $c_\gamma^a$ is the required coordinate change. For ease of notation, we will drop the subscript “1.” The matrices are related via
\[
m_2^{\alpha \beta} = c_\gamma^a c_\delta^b m_1^{\alpha \delta}.
\]
The density form is
\[
m_2^{\alpha \beta} \vartheta_2 = C_{\gamma \delta} W\gamma \left( c_\delta^b \eta^b \right) = c_\gamma^a c_\delta^b \mathcal{L}_{W\gamma} \eta^b + c_\gamma^a m_1^{\alpha \delta} d c_\delta^b + c_\gamma^a d c_\delta^b (W) \eta^b = m_2^{\alpha \beta} \vartheta_1 + m_2^{\alpha \beta} \sigma_\gamma^a d c_\delta^b + c_\gamma^a d c_\delta^b (W) \eta^b,
\]
where $(\sigma_\gamma^a) := (c_\gamma^a)^{-1}$. By Lemma 5.7 below, we have
\[
m_2^{\alpha \beta} \vartheta_2 = m_2^{\alpha \beta} \vartheta_1 + m_2^{\alpha \beta} d \left[ \ln \det(c_\gamma^b) \right] + c_\gamma^a d c_\delta^b (W) \eta^b.
\]
This shows that $\vartheta_1$ and $\vartheta_2$ differ by something exact and a multiple of the constraining 1-forms. Using the fact that $\vartheta_1 - \varphi_\gamma \eta_1^\alpha = - d \ln \tilde{\rho}_1$, we see that
\[
\vartheta_2 - (\varphi_\gamma + C_\gamma) \eta_1^\alpha = d \left[ - \ln \tilde{\rho}_1 + \ln \det(c_\gamma^a) \right],
\]
where $m_2^{\alpha \beta} C_\gamma = c_\delta^b d c_\gamma^b (W)$. This provides
\[
\tilde{\rho}_2 = \det(c_\gamma^a) \tilde{\rho}_1, \quad \psi_\gamma = c_\gamma^b \left[ \varphi_\gamma + C_\gamma \right].
\]
These values of $\psi_\gamma$ make $\vartheta_2$ exact. We next check that these values of $\psi_\gamma$ make $\zeta_2$ vanish.
\[
m_2^{\alpha \beta} (\zeta_2 - \psi_\gamma \varphi_\delta \xi_2^\delta) = c_\gamma^a c_\delta^b \mathcal{L}_{W\gamma} \zeta^b + c_\gamma^a d c_\delta^b (W) \zeta^b - m_2^{\alpha \beta} \psi_\gamma \varphi_\delta \zeta^\delta = m_2^{\alpha \beta} \xi_1 - m_2^{\alpha \beta} \varphi_\delta \xi^\delta = 0.
\]
It remains to show that $(\pi_Q^* \tilde{\rho}_1) \mu_\psi e_1 = (\pi_Q^* \tilde{\rho}_2) \mu_\psi e_2$. This is equivalent to $\mu_\psi e_1 = (\pi_Q^* \det(c_\gamma^a)) \mu_\psi e_2$. Recalling Definition 4.1, we have $\sigma_1 = d \Phi^1 \wedge \ldots \wedge d \Phi^k$ and
\[
\sigma_2 = \sum_{i=1}^k d (c_\gamma^a \Phi^i) = \det(c_\gamma^a) \sigma_1 + \sum_{i=1}^k \Phi^i d c_\gamma^i.
\]
Upon applying the constraints, the last term disappears and we obtain
\[
\sigma_1 \wedge \varepsilon_1 = \sigma_2 \wedge \varepsilon_2 = \det(c_\gamma^a) \sigma_1 \wedge \varepsilon_2.
\]
This implies the desired result. \hfill \Box

5.2.1. **Invariant Volumes of Holonomic Systems.** A reason why studying $(\vartheta_\varphi, \zeta_\varphi)$ is insightful is that it immediately demonstrates why holonomic systems systems are measure-preserving, i.e. when $\eta^a = df^a$ and $\xi^a = 0$, (13) always can be solved. This short section demonstrates how our general theory collapses to the known holonomic case. We start with a helpful lemma.

**Lemma 5.7.** $m_\alpha^{\alpha \beta} \cdot d m_\beta^{\alpha \beta} = d \left[ \ln \det (m_\alpha^{\alpha \beta}) \right]$.\footnote{We thank Dr. Alexander Barvinok for help with this proof.}
Proof. It suffices to check along a curve in the manifold. Let $\gamma : I \to Q$ be a curve and let $A(t) = (m^{\alpha \beta}) \circ \gamma(t)$ be the mass matrix along the curve. Note that $A(t)$ is positive-definite and changes smoothly with $t$. We have

$$\frac{d}{dt} \ln \det A(t) = \frac{d}{dt} \frac{\det A(t)}{\det A(t)} = \sum_{i=1}^{m} \frac{\det A_i(t)}{\det A(t)},$$

where $A_i(t)$ is obtained from $A(t)$ by differentiating the $i$-th row and leaving all other rows intact, i.e.

$$A_i(t) = \begin{pmatrix}
a_{11}(t) & \cdots & a_{1m}(t) \\
\vdots & \ddots & \vdots \\
a_{(i-1)1}(t) & \cdots & a_{(i-1)m}(t) \\
a'_{i1}(t) & \cdots & a'_{im}(t) \\
a_{(i+1)1}(t) & \cdots & a_{(i+1)m}(t) \\
\vdots & \ddots & \vdots \\
a_{m1}(t) & \cdots & a_{mm}(t)
\end{pmatrix}. $$

Expanding $\det A_i(t)$ along the $i$-th row:

$$\det A_i(t) = \sum_{j=1}^{m} (-1)^{i+j-1} a'_{ij}(t) \det A_{ij}(t),$$

where $A_{ij}(t)$ is the $(m-1) \times (m-1)$ matrix obtained from $A_i(t)$ and hence from $A(t)$ by crossing out the $i$-th row and $j$-th column.

Next, observe that $(-1)^{i+j-1} \det A_{ij}/\det A(t)$ is the $(j,i)$-th entry of the inverse matrix $A^{-1}(t) = (b_{ij}(t))$, and since $A(t)$ is symmetric, is also the $(i,j)$-th entry of $(b_{ij}(t))$. Summarizing,

$$\frac{d}{dt} \ln \det A(t) = \sum_{i,j=1}^{m} a'_{ij}(t)b_{ij}(t).$$

\[\square\]

**Proposition 3.** If the constraints are holonomic, then there exist function $\varphi_\gamma$ such that $\vartheta_\mathcal{E} - \varphi_\gamma \eta^\gamma$ is exact. In particular, if $\mathcal{E}$ is chosen such that all $\eta^\alpha$ are closed, $\vartheta_\mathcal{E}$ is exact.

**Proof.** When the constraints are holonomic, the 1-forms $\eta^\alpha$ can be chosen such that they are closed. Then the density form is

$$\vartheta_\mathcal{E} = m_{\alpha \beta} (di_W \eta^\alpha + i_W \delta \eta^\alpha)$$

$$= m_{\alpha \beta} \cdot dm_{\alpha \beta}$$

$$= d \left[ \ln \det \left( m^{\alpha \beta} \right) \right],$$

which is exact by Lemma 5.7. If a different realization is chosen, Theorem 5.6 states that the resulting (13) is still solvable. \[\square\]

6. **Connections with the Nonholonomic Connection.** It turns out that for natural Lagrangian systems subject to linear constraints, the divergence - particularly the density form - is encoded in the nonholonomic connection. This interpretation seems to be new.
Throughout this section, let \( L : TQ \to \mathbb{R} \) be a natural Lagrangian with Riemannian metric \( g \) subject to the linear constraints \( \eta^\alpha(v) = 0 \). The nonholonomic connection for this system is given by (cf. §5.3 in [8] and [46]):

\[
\nabla_X^\mathcal{E} Y = \nabla_X Y + W^i \cdot m_{ij} \left[ X (\eta^j(Y)) - \eta^j (\nabla_X Y) \right].
\]

The equations of motion can then be described via

\[
\nabla_X^\mathcal{E} \dot{q} = F,
\]

where \( F \) contains the potential and external forces (the constraint forces are contained in the connection).

### 6.1. Torsion

The nonintegrability of the constraints appears in the torsion of the connection. Computing this, we see

\[
T^\mathcal{E}(X,Y) = \nabla_X^\mathcal{E} Y - \nabla_Y^\mathcal{E} X - [X,Y]
\]

\[
\begin{align*}
&= W^i \cdot m_{ij} \left[ X (\eta^j(Y)) - Y (\eta^j(X)) - \eta^j (\nabla_X Y - \nabla_Y X) \right] \\
&= W^j \cdot m_{ij} \left[ X (\eta^j(Y)) - Y (\eta^j(X)) - \eta^j ([X,Y]) \right] \\
&= W^j \cdot m_{ij} \cdot d\eta^j(X,Y).
\end{align*}
\]

The torsion can be written as

\[
T^\mathcal{E} = m_{\alpha\beta} \cdot W^\alpha \otimes d\eta^\beta.
\]

Indeed, if the constraining 1-forms \( \eta^j \) are all closed (so holonomic) then the torsion vanishes. It is worth pointing out that the torsion is vertical-valued; if \( X,Y \in M \), then \( T^\mathcal{E}(X,Y) \in M^\perp \), i.e. \( T(X,Y) \) is orthogonal to the constraint distribution.

Due to the fact that the torsion is a (1,2)-tensor, its trace will be a (0,1)-tensor. Therefore, the trace of the nonholonomic torsion will be a 1-form:

\[
\text{tr} T^\mathcal{E} = m_{\alpha\beta} \cdot i_{W^\alpha} d\eta^\beta.
\]

Returning to the density form, we see that

\[
\text{tr} T^\mathcal{E} + d \ln \det (m^{\alpha\beta}) = \vartheta_{\mathcal{E}},
\]

i.e. the trace of the torsion differs from the density form by something exact. This leads to the following theorem.

**Theorem 6.1.** A natural nonholonomic system subject to linear constraints has an invariant volume of the form \( (\pi_Q^* \rho) \cdot \mu_{\mathcal{E}} \) if and only if there exists functions \( \varphi_\gamma \) such that

\[
\text{tr} T^\mathcal{E} + \varphi_\gamma \eta^\gamma
\]

is exact.

**Remark 7.** The vanishing of the torsion shows that the constraints are integrable while the integrability of the (trace of the) torsion shows that a volume is preserved.

In the case of nonholonomic systems, the nonholonomic connection is compatible with the metric but has nonzero torsion. This idea extends to arbitrary, metric-compatible connections as the following theorem states.

**Theorem 6.2.** Let \( \tilde{\nabla} \) be an affine connection compatible with the metric with torsion \( \tilde{T} \). There exists an invariant volume with density of the form \( \pi_Q^* \rho \) for the geodesic spray if and only if \( \text{tr} \tilde{T} \) is exact.
Proof. Consider the volume form on $TQ$ given by

$$\Omega = \det g \cdot dx^1 \wedge \ldots \wedge dx^n \wedge dv^1 \wedge \ldots \wedge dv^n.$$ 

We want to compute $L_X \Omega$ where $X$ is the geodesic spray given by

$$X = v^i \frac{\partial}{\partial x^i} - \Gamma^i_{jk} v^j v^k \frac{\partial}{\partial v^i}.$$ 

The Lie derivative is then

$$L_X \Omega = di_X \Omega$$

$$= (d \ln \det g)(v) - \ln \det g (\Gamma^i_{ik} + \Gamma^i_{ki}) v^k) \cdot \frac{1}{\det g} \Omega,$$

and therefore the divergence is given by

$$\text{div}_\Omega(X) = d \ln \det g(v) - (\Gamma^i_{ik} + \Gamma^i_{ki}) v^k.$$  (15)

We will now use the fact that the connection is compatible with the metric:

$$\frac{\partial g_{jk}}{\partial x^i} = g_{\ell k} \Gamma_{ij}^\ell + g_{j\ell} \Gamma_{ik}^\ell.$$ 

This implies that

$$g^{jk} \frac{\partial g_{jk}}{\partial x^i} = g^{jk} g_{\ell k} \Gamma_{ij}^\ell + g^{jk} g_{j\ell} \Gamma_{ik}^\ell$$

$$= \delta^i_j \Gamma_{ij}^\ell + \delta^k_j \Gamma_{ij}^\ell = 2 \Gamma^k_{ij}.$$ 

Integrating the left-hand side above gives

$$d \ln \det g(v) = 2 \Gamma^i_{ki} v^k.$$  (16)

Substituting (16) into (15), we get

$$\text{div}_\Omega(X) = (\Gamma^i_{ki} - \Gamma^i_{ik}) v^k.$$ 

It remains to show that this is the trace of the torsion. Indeed,

$$\tilde{T} = (\Gamma^k_{ij} - \Gamma^k_{ji}) \frac{\partial}{\partial x^k} \otimes dx^i \otimes dx^j$$

$$\Rightarrow \text{tr} \tilde{T} = (\Gamma^i_{ki} - \Gamma^i_{ik}) \, dx^k.$$ 

We conclude that

$$\text{div}_\Omega(X) = \text{tr} \tilde{T}(v).$$

This shows that a way to interpret the torsion of a connection is by measuring how much the geodesic spray fails to preserve volume.

7. Examples. We end this work with applying both Theorem 5.2 and Theorem 5.5 to various nonholonomic systems by calculating the general divergence for nonlinear systems or $\vartheta_C$ and $\zeta_C$ for affine/linear systems. Examples are taken from [8, 34, 40].

7.1. Affine Constraints. We begin by examining multiple nonholonomic systems subject to affine/linear constraints.
7.1.1. The Chaplygin Sleigh. As an example of Theorem 5.5, we will prove that no invariant basic volumes exist for the Chaplygin sleigh. The Chaplygin sleigh has the configuration space \( Q = \text{SE}_2 \), the special Euclidean group, and the following Lagrangian

\[
L = \frac{1}{2} \left( m\dot{x}^2 + m\dot{y}^2 + (I + ma^2) \dot{\theta}^2 - 2ma\dot{x}\sin\theta + 2ma\dot{y}\cos\theta \right),
\]

where \((x, y) \in \mathbb{R}^2\) is the coordinate of the contact point, \(\theta \in \text{SO}_2\) is its orientation, \(m\) is the sleigh’s mass, \(I\) is the moment of inertia about the center of mass, and \(a\) is the distance from the center of mass to the contact point (cf. §1.7 in [8]).

The nonholonomic constraint is that the sleigh can only slide in the direction it is pointing and is given by

\[
\dot{y}\cos\theta - \dot{x}\sin\theta = 0,
\]

which corresponds to the 1-form \(\eta = (\cos\theta)dy - (\sin\theta)dx\) and function \(\xi = 0\).

To determine the existence of an invariant volume, we only need to compute \(\vartheta_C\) as \(\zeta_C = 0\). The constraining vector field and 1-form are:

\[
W = \frac{ma^2 + I}{Im} \left[ \cos\theta \frac{\partial}{\partial y} - \sin\theta \frac{\partial}{\partial x} \right] - a \frac{\partial}{\partial \theta}, \quad \eta = (\cos\theta)dy - (\sin\theta)dx.
\]

This gives us

\[
\vartheta_C = \frac{1}{\eta(W)} L_{W} \eta = \frac{ma}{ma^2 + I} [(\sin\theta)dy + (\cos\theta)dx].
\]

As a consequence of this, the divergence of the Chaplygin sleigh is given by

\[
\text{div}_{\mu_C}(X_D^H) = -\frac{3mav}{I + ma^2}, \quad v = \dot{x}\cos\theta + \dot{y}\sin\theta.
\]  

(17)

We want to show that for any \(\tilde{\eta} \in \Gamma(D^0)\), \(\vartheta_C + \tilde{\eta}\) is not exact. Because there is only one constraint, it suffices to show that there does not exist a smooth \(k\) such that \(\vartheta_C + k \cdot \eta\) is closed, i.e. it requires the following to be zero:

\[
d(\vartheta_C + k \cdot \eta) = \frac{ma}{ma^2 + I} [(\cos\theta)d\theta \wedge dy - (\sin\theta)d\theta \wedge dx]
\]

\[
+ \left( \frac{\partial k}{\partial x} \cos\theta + \frac{\partial k}{\partial y} \sin\theta \right) dx \wedge dy
\]

\[
+ \left( \frac{\partial k}{\partial \theta} \cos\theta - k \sin\theta \right) d\theta \wedge dy
\]

\[
- \left( \frac{\partial k}{\partial \theta} \sin\theta + k \cos\theta \right) d\theta \wedge dx.
\]

Separating the above, we need the following three to vanish:

\[
0 = \frac{\partial k}{\partial x} \cos\theta + \frac{\partial k}{\partial y} \sin\theta,
\]

\[
0 = \frac{\partial k}{\partial \theta} \cos\theta - k \sin\theta + \frac{ma}{ma^2 + I} \cos\theta,
\]  

(18)

\[
0 = \frac{\partial k}{\partial \theta} \sin\theta + k \cos\theta + \frac{ma}{ma^2 + I} \sin\theta.
\]

The second two lines of (18) are overdetermined for \(k\) in the \(\theta\)-direction and are inconsistent (unless \(a = 0\) and we obtain the trivial solution \(k \equiv 0\)). Therefore,
there does not exist a smooth $k$ such that $\vartheta C + k \cdot \eta$ is closed. We note that this is compatible with the known result that when $a = 0$, no asymptotically stable dynamics occur.

7.1.2. The Falling Rolling Disk. The next example is that of the falling rolling disk whose configuration space is $Q = \text{SE}_2 \times S^1$. Its Lagrangian is

$$L = \frac{m}{2} \left[ \left( \xi - R \left( \dot{\varphi} \sin \theta + \dot{\psi} \right) \right)^2 + \eta^2 \sin^2 \theta + \left( \eta \cos \theta + R \dot{\theta} \right)^2 \right],$$

where

$$\xi = \dot{x} \cos \varphi + \dot{y} \sin \varphi + R \dot{\psi}, \quad \eta = -\dot{x} \sin \varphi + \dot{y} \cos \varphi.$$  

We will consider both the case of the rolling coin on a stationary table (linear constraints) and on a rotating table (affine constraints).

**Stationary Table.** The case of the disk on a stationary table was studied in [3]. The constraints are given by the vanishing of the following 1-forms:

$$\eta^1 = \cos \varphi \cdot dx + \sin \varphi \cdot dy + R \cdot d\psi,$$

$$\eta^2 = -\sin \varphi \cdot dx + \cos \varphi \cdot dy.$$ (19)

The corresponding dual vector fields are

$$W^1 = \frac{1}{m} \cos \varphi \frac{\partial}{\partial x} + \frac{1}{m} \sin \varphi \frac{\partial}{\partial y} + R \frac{\partial}{\partial \psi},$$

$$W^2 = \frac{J + mR^2}{Jm + m^2R^2 \sin^2 \theta} \left[ -\sin \varphi \frac{\partial}{\partial x} + \cos \varphi \frac{\partial}{\partial y} \right] - \frac{R \cos \theta}{Jm + m^2R^2 \sin^2 \theta} \frac{\partial}{\partial \theta}.$$  

Computing $\vartheta C$, we obtain

$$\vartheta C = -\frac{mR^2 \sin(2\theta)}{J + mR^2 \sin^2 \theta},$$

which is exact. The resulting invariant volume is

$$\frac{1}{J + mR^2 \sin^2 \theta} C.$$  

**Rotating Table.** Although the case of the stationary table has been studied, the authors are unaware of any results for the case of a rotating table. If the falling rolling disk is placed on a table with constant angular velocity $\Omega$, the constraints become affine with

$$\eta^1(v) + \xi^1 = 0, \quad \xi^1 = \Omega (y \cos \varphi - x \sin \varphi)$$

$$\eta^2(v) + \xi^2 = 0, \quad \xi^2 = -\Omega (x \cos \varphi + y \sin \varphi)$$

where $\eta^*$ are from (19). The volume from the stationary table is still preserved as

$$L_{W^1} \xi^1 = L_{W^2} \xi^2 = 0.$$  

7.1.3. The Chaplygin Sphere. We next consider the case of a non-homogeneous sphere rolling without slipping on a horizontal plane, both stationary and rotating. The center of mass of the sphere is located at its geometric center while its principal moments of inertia are distinct. This example has been studied by Chaplygin [15] and, e.g. [5, 31, 44].
The Lagrangian is the kinetic energy,
\begin{align*}
L = & \frac{1}{2} I_1 \left( \dot{\theta} \cos \psi + \dot{\phi} \sin \psi \sin \theta \right)^2 + \frac{1}{2} I_2 \left( -\dot{\theta} \sin \psi + \dot{\phi} \cos \psi \sin \theta \right)^2 \\
& + \frac{1}{2} I_3 \left( \dot{\psi} + \dot{\phi} \cos \theta \right)^2 + \frac{1}{2} M \left( \dot{x}^2 + \dot{y}^2 \right),
\end{align*}
where it is assumed that the radius is 1.

**Stationary Table.** When the table is stationary, the constraints are given by the two 1-forms
\begin{align*}
\eta^1 &= dx - \sin \varphi \cdot d\theta + \cos \varphi \sin \theta \cdot d\psi,
\eta^2 &= dy + \cos \varphi \cdot d\theta + \sin \varphi \sin \theta \cdot d\psi.
\end{align*}
The density form is given by \( \vartheta = A \cdot d\theta + B \cdot d\psi \) where
\begin{align*}
A &= \frac{M \sin(2\theta) \left[ J_1 + J_2 \sin^2 \psi \right]}{2 \left( J_3 + J_4 \sin^2 \theta + J_5 \sin^2 \theta \sin^2 \psi \right)},
B &= \frac{MJ_2 \sin(2\psi) \sin^2 \theta}{2 \left( J_3 + J_4 \sin^2 \theta + J_5 \sin^2 \theta \sin^2 \psi \right)},
\end{align*}
and the constants \( J_j \) are
\begin{align*}
J_1 &= I_1 I_2 - I_1 I_3 + I_2 M - I_3 M,
J_2 &= I_1 I_3 - I_2 I_3 + I_1 M - I_2 M,
J_3 &= I_3 M^2 + I_1 I_2 I_3 + I_1 I_3 M + I_2 I_3 M,
J_4 &= I_2 M^2 - I_3 M^2 + I_1 I_2 M - I_1 I_3 M,
J_5 &= I_1 M^2 - I_2 M^2 + I_1 I_3 M - I_2 I_3 M.
\end{align*}
The density form is exact and the resulting invariant volume is
\begin{align*}
\left( \frac{1 + \beta}{1 - \beta} \right)^{\frac{1}{2}} \cdot \cos \theta \cdot \left( J_3 + (J_3 + J_4) \tan^2 \theta \right)^{\frac{1}{2}} \mu^\varphi,
\beta &= \frac{J_5 \sin^2 \theta \sin^2 \psi}{2J_3 + 2J_4 \sin^2 \theta + J_5 \sin^2 \theta \sin^2 \psi}.
\end{align*}

**Rotating Table.** When the table is rotating, the constraints becomes affine
\begin{align*}
\eta^1(v) + \xi^1 &= 0, \quad \xi^1 = \Omega y, \\
\eta^2(v) + \xi^2 &= 0, \quad \xi^2 = -\Omega x.
\end{align*}
Notice that,
\begin{align*}
\mathcal{L}_W \xi^1 = \mathcal{L}_W \xi^2 &= 0, \quad \mathcal{L}_W \xi^1 = -\mathcal{L}_W \xi^2 = \frac{\Omega}{M}.
\end{align*}
As the matrix \( (m_{\alpha\beta}) \) is symmetric, we have that the product
\[ m_{\alpha\beta} \mathcal{L}_W \xi^\beta = 0. \]
Therefore, the Chaplygin sphere on a rotating table is volume-preserving with the same volume as in the stationary case.
7.1.4. The Möbius Strip. Theorem 5.2 does not require that $Q$ be orientable. Consider the Möbius strip immersed in $\mathbb{R}^3$ by

$$
\begin{align*}
x &= \left(1 + v \cdot \cos \left(\frac{u}{2}\right)\right) \cdot \cos(u), \\
y &= \left(1 + v \cdot \cos \left(\frac{u}{2}\right)\right) \cdot \sin(u), \\
z &= v \cdot \sin \left(\frac{u}{2}\right),
\end{align*}
$$

for $0 \leq u \leq 2\pi$ and $-1/2 < v < 1/2$. The Euclidean metric pulled back to the Möbius strip is

$$
g = \left(4v \cos \left(\frac{u}{2}\right) + 2v^2 \cos \left(\frac{u}{2}\right) + \frac{v^2}{4} + 2\right) du \otimes du + 2dv \otimes dv.
$$

Notice that the above metric is for the double cover rather than the Möbius strip itself as a consequence of (20) only being an immersion. However, the resulting equations of motion will be well-defined on the strip. In two-dimensional systems, any single constraint is automatically holonomic which will make volume-preservation trivial. Let us “thicken” the strip by $w$ with resulting metric

$$
g_{\text{thick}} = \left(4v \cos \left(\frac{u}{2}\right) + 2v^2 \cos \left(\frac{u}{2}\right) + \frac{v^2}{4} + 2\right) du \otimes du + 2dv \otimes dv + dw \otimes dw.
$$

Consider the linear nonholonomic constraint

$$
\eta = dv + \sin(u) \cdot dw, \quad W = \frac{1}{2} \frac{\partial}{\partial v} + \frac{1}{2} \sin(u) \frac{\partial}{\partial w}.
$$

The density form is

$$
\vartheta = \frac{\sin(u) \cos(u)}{1 + \sin^2(u)} \, du,
$$

which is exact. This produces the invariant volume

$$
\sqrt{1 + \sin^2(u)} \cdot \mu,\n$$

which is shown in Figure 2.

7.2. Nonlinear Constraints. The previous examples consisted of a natural Lagrangian and affine constraints which were describable by Theorem 5.5. The next two examples utilize Theorem 5.2 on systems with natural Lagrangians but nonlinear constraints. These examples can be found in [34, 42].

7.2.1. Constant Kinetic Energy. Let $L : T\mathbb{R}^3 \to \mathbb{R}$ be the Lagrangian given by

$$
L = \frac{1}{2} m \left(\dot{x}^2 + \dot{y}^2 + \dot{z}^2\right) - mgz,
$$

subject to the nonlinear constraint of constant kinetic energy

$$
\Psi = \dot{x}^2 + \dot{y}^2 + \dot{z}^2 - c = 0, \quad c > 0.
$$

Transferring to the Hamiltonian side, we have

$$
H = \frac{1}{2m} \left(p_x^2 + p_y^2 + p_z^2\right) + mgz, \quad \Phi = \frac{1}{2} \left(p_x^2 + p_y^2 + p_z^2\right) - c = 0,
$$

where $p_x, p_y, p_z$ denote the conjugate momenta corresponding to $\dot{x}, \dot{y}, \dot{z}$ respectively.
where $\Phi$ is normalized. As the Lagrangian is natural, (7) can be used to determine the divergence. The requisite data to compute the divergence is

$$C^* d\Phi = m (p_x dx + p_y dy + p_z dz),$$

$$C^* d\Phi (X_\Phi) = m (p_x^2 + p_y^2 + p_z^2),$$

$$\Delta_c \Phi = 3 m,$$

$$\phi = \frac{1}{2m} \frac{c}{m (p_x^2 + p_y^2 + p_z^2)},$$

$$\{ H, \phi \} = \frac{2 gc p_z}{(p_x^2 + p_y^2 + p_z^2)}.$$

Although $C^* d\Phi (X_\Phi) \neq 0$ everywhere, it does in some tubular neighborhood of $M$. The divergence of the system is given by

$$\text{div} \mu_c (X_H^M) = -3 \cdot C^* d\Phi ([X_H, X_\phi]) - 3 \{ H, \phi \} M$$

$$= - \frac{18 mg c p_z}{(p_x^2 + p_y^2 + p_z^2)^2} - \frac{18 mg c p_z}{(p_x^2 + p_y^2 + p_z^2)^2}$$

$$= - \frac{9 mg c p_z}{c},$$

where we used the fact that $p_x^2 + p_y^2 + p_z^2 = 2c$. The divergence does not vanish so $\mu_c$ is not preserved. However, there exists an exact 1-form which produces the divergence:

$$\frac{9 mg}{c} dz (X_H^M) = - \text{div} \mu_c (X_H^M).$$

Therefore, the following volume-form is preserved

$$\exp \left( \frac{9 mg z}{c} \right) \mu_c.$$
7.2.2. **Appel’s Example.** The other nonlinear constraint example we will examine is Appel’s example. The Lagrangian is the same as the constant kinetic energy case,

\[ L = \frac{1}{2} m (\dot{x}^2 + \dot{y}^2 + \dot{z}^2) - mgz, \]

while the nonlinear constraint is now

\[ \Psi = a^2(\dot{x}^2 + \dot{y}^2) - \dot{z}^2 = 0. \]

The data on the Hamiltonian side becomes

\[ H = \frac{1}{2m} (p_x^2 + p_y^2 + p_z^2) + mgz, \quad \Phi = \frac{a^2}{2} (p_x^2 + p_y^2) - \frac{1}{2} p_z^2 = 0, \]

where, again, the constraint is normalized. As before, the Lagrangian is natural so (7) can be used. The requisite data is

\[ C^* d\Phi = a^2 mp_x dx + a^2 mp_y dy - mp_z dz, \]

\[ C^* d\Phi(X_\Phi) = ma^4 (p_x^2 + p_y^2) + mp_z^2, \]

\[ \Delta_c \Phi = m(2a^2 - 1), \]

\[ \phi = -\frac{a^2(p_x^2 + p_y^2) - p_z^2}{2ma^4 (p_x^2 + p_y^2) + 2mp_z^2}, \]

\[ \{H, \phi\} = \frac{-a^2(a^2 + 1)gp_z(p_x^2 + p_y^2)}{(a^4 p_x^2 + a^4 p_y^2 + p_z^2)^2}. \]

The constraint is not admissible as \( C^* d\Phi(X_\Phi) \) vanishes at \( p_x = p_y = p_z = 0 \) which is in the constraint manifold. As long as \( a \neq 1 \), this is the only place where this degeneracy occurs. The divergence is

\[ \text{div}_{\mu_\Psi}(X_H^M) = -3 \cdot C^* d\Phi ([X_H, X_\Psi]) - 3 \{H, \phi\} M \]

\[ = \frac{12a^2(a^2 + 1)mp_z(p_x^2 + p_y^2)(a^6 p_x^2 + a^6 p_y^2 - p_z^2)}{(a^4 p_x^2 + a^4 p_y^2 + p_z^2)^3}. \]

To simplify the divergence, notice that the constraint makes \( p_z^2 = a^2(p_x^2 + p_y^2). \) Substituting this, the divergence becomes

\[ \text{div}_{\mu_\Psi}(X_H^M) = \frac{12(a^2 - 1)mg}{(a^2 + 1)p_z}. \]

The following exact 1-form solves the cohomology equation

\[ \frac{12(a^2 - 1)}{a^2 p_z} dp_z (X_H^M) = -\text{div}_{\mu_\Psi}(X_H^M), \]

as

\[ \hat{p}_z = -\frac{a^2 mg}{1 + a^2}. \]

Therefore, the following form is preserved

\[ p_z^K \cdot \mu_\Psi, \quad K = \frac{12(a^2 - 1)}{a^2}. \]

Unfortunately, this form is not a volume-form as it vanishes when \( p_z = 0. \)

7.3. **Non-Mechanical Lagrangians.** All of the examples examined so far have been for systems whose Lagrangian is natural. We conclude this work with two examples whose Lagrangian is not given by a Riemannian metric.
7.3.1. Higher-Order Lagrangian. Consider the Lagrangian
\[ L = \frac{1}{4} \left( \dot{x}^4 + \dot{y}^4 + \dot{z}^4 \right), \]
subject to the nonintegrable constraint \( \dot{z} = x \dot{y} \). The Hamiltonian is
\[ H = \frac{3}{4} \left( p_x^{4/3} + p_y^{4/3} + p_z^{4/3} \right), \]
and the constraint becomes
\[ \Phi = p_z^{1/3} - x p_y^{1/3}. \]
Notice that singularities appear when the momentum vanishes. Continuing with
the computations, we have
\[ C^* d\Phi = dz - x dy \]
\[ C^* d\Phi(X_\Phi) = \frac{x^2}{3 p_y^{2/3}} + \frac{1}{3 p_z^{2/3}} \]
\[ \phi = 3 p_z - \frac{3 x^2 p_z + 3 x p_y}{x^2 + \nu^{2/3}}, \quad \nu = \frac{p_y}{p_z} \]
\[ \Delta_c \Phi = 0 \]
Applying the constraint, the divergence simplifies to
\[ \text{div}_{\mu_\nu} (X_M^H) = -3 p_z^{1/3} \cdot \frac{x^4 - 2}{x(1 + x^4)} \]
\[ = -3 \frac{x^4 - 2}{x(1 + x^4)} dx(X_M^H) \]
The following form is exact
\[ \alpha = \frac{3 x^4 - 6}{x(1 + x^4)} dx, \]
and an invariant form is
\[ \frac{(1 + x^4)^{9/4}}{x^6} \mu_\nu. \]
Notice the singularity at \( x = 0 \).

7.3.2. Relativistic Lagrangian. Suppose we have the relativistic Lagrangian
\[ L = -m_0 c^2 \sqrt{1 - \frac{v^2}{c^2}}, \quad v^2 = \dot{x}^2 + \dot{y}^2 + \dot{z}^2. \]
With the same constraints \( \dot{z} = x \dot{y} \). The Hamiltonian and constraint are
\[ H = c \sqrt{p^2 + m^2 c^2}, \quad \Phi = \frac{c (p_z - x p_y)}{\sqrt{p^2 + m^2 c^2}}. \]
The computation yields
\[ C^* d\Phi = dz - x dy \]
\[ C^* d\Phi(X_\Phi) = \frac{c ((m^2 c^2 + p_x^2)(1 + x^2) + (x p_z + p_y))}{(m^2 c^2 + p_x^2)^{3/2}} \]
\[ \phi = \frac{(p^2 + m^2 c^2)(p_z - x p_y)}{(m^2 c^2 + p_x^2)(1 + x^2) + (x p_z + p_y)^2} \]
\[ \Delta_c \Phi = 0 \]
Applying the constraints, the divergence simplifies to

\[
\text{div}_{\mu_c}(X^M_H) = \frac{3xp_x}{(1 + x^2)\sqrt{m^2c^2 + p_x^2 + (1 + x^2)p_y^2}}
\]

\[
= \frac{3x}{1 + x^2} dx(X^M_H)
\]

Therefore, an invariant volume is given by

\[
(1 + x^2)^{3/2} \mu_c.
\]
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