Black hole perturbations of massive and partially massless spin-2 fields in (anti) de Sitter spacetime
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Abstract: We provide a systematic and comprehensive derivation of the linearized dynamics of massive and partially massless spin-2 particles in a Schwarzschild (anti) de Sitter black hole background, in four and higher spacetime dimensions. In particular, we show how to obtain the quadratic actions for the propagating modes and recast the resulting equations of motion in a Schrödinger-like form. In the case of partially massless fields in Schwarzschild de Sitter spacetime, we study the isospectrality between modes of different parity. In particular, we prove isospectrality analytically for modes with multipole number $L = 1$ in four spacetime dimensions, providing the explicit form of the underlying symmetry. We show that isospectrality between partially massless modes of different parity is broken in higher-dimensional Schwarzschild de Sitter spacetimes.
1 Introduction

When two black holes collide, the ringdown phase of the merger can be well-described by linear perturbations around a black hole background. These modes, known as quasi-normal modes, dictate how the system returns to equilibrium after being perturbed. The direct detection of gravitational waves produced by colliding black hole binaries by LIGO has stimulated great interest in better understanding the spectrum and properties of these quasi-normal modes around Schwarzschild black holes.
The dynamics of the quasi-normal modes (QNMs) for linearized gravity (i.e., a massless spin-2 field) around a Schwarzschild black hole are governed by the Regge-Wheeler [1] and Zerilli [2] equations. Remarkably, the two sets of even and odd QNMs exhibit the same spectrum. This property, often referred to as isospectrality, was proven by Chandrasekhar in 1975 [3–5]. Its physical origin however is still somewhat mysterious. In general, isospectrality appears to require massless perturbations, four spacetime dimensions and flat or de Sitter asymptotics. The generalization of the perturbation equations for a massless spin-2 field in a Schwarzschild spacetime to arbitrary dimensions was discussed in [6, 7] (see also [8] for a review). In [9] the quasi-normal modes were explicitly computed away from $D = 4$ and the breaking of isospectrality was explicitly shown. Isospectrality is also generically broken for massive fields in four and higher dimensional spacetimes [10, 11]. Furthermore, the breaking of isospectrality in AdS is presented in [12, 13]. A comprehensive understanding of when perturbations of novel particles should be isospectral remains elusive.

Curiously, de Sitter spacetime allows for exotic irreducible representations that have properties of both massive and massless particles. These are known as partially massless particles [14–26]. An analysis of massive and partially massless (PM) spin-2 fields on a Schwarzschild de Sitter spacetime in four dimensions has been performed in [11] and [27], respectively. In particular, in [27] numerical evidence was given that partially massless modes are isospectral in Schwarzschild de Sitter background. In this work we confirm and extend these results, systematically generalizing to arbitrary spacetime dimensions and analytically proving the isospectrality of the partially massless spin-2 modes with multipole number $L = 1$ in four dimensions. We also provide a consistency check of isospectrality in the large-$L$ limit.

Our set-up is the following: we consider perturbations of both massive and partially massless spin-2 particles in a Schwarzschild (anti) de Sitter background which we will denote by S(A)dS. The physical motivation for this could be interpreted in two ways. First, we might accept that we live in a universe in which gravity is mediated by a massless spin-2 particle and thus contains usual Schwarzschild black holes. We could then consider the perturbations of additional massive or partially massless spin-2 particles on this background. Second, more speculatively, we could imagine a universe in which the gravity itself is mediated by a massive spin-2 or a partially massless spin-2 particle. Black hole solutions for massive gravitons are still poorly understood (see, e.g., [28]). However, given current observational constraints as well as the existence of a Vainshtein mechanism in ghost-free massive gravity, it is not unreasonable to assume that astrophysical black holes in massive gravity should look perturbatively close to S(A)dS solutions. Thus, we might imagine our setup reflecting a massive spin-2 perturbation on a massive gravity black hole. Similarly, as there are no known theories of a single partially massless spin-2 particle with self-interactions, black hole solutions are also not known. However, we might optimistically imagine a scenario in which black hole solutions of this new theory of gravity look perturbatively close to S(A)dS in the physical regime.

---

1Monopole solutions for the free theory were found in [29].
Here is a summary of our main results.

- We provide a systematic and comprehensive derivation of the linearized dynamics of massive and partially massless spin-2 particles in a S(A)dS black hole background, in four and higher spacetime dimensions. In particular, we show how to obtain the quadratic actions (App. D) for the propagating modes and recast the resulting equations of motion in a Schrödinger-like form (Secs. 3 and 4).

- For generic values of the cosmological constant $\Lambda$, we prove that partially massless modes of different parity with multipole number $L = 1$ are isospectral in 4-dimensional SdS spacetimes and we check that this remains true in the high-multipole limit $L \gg 1$ (Sec. 3.3). This extends the well-known isospectrality in general relativity to partially massless spin-2 fields and confirms the numerical findings of [27].

- We show (Sec. 4.4) that isospectrality between partially massless modes of different parity is broken in higher-dimensional SdS spacetimes. This parallels what happens for massless spin-2 fields in general dimensions [9].

- We show (Sec. 4.4), for a massive spin-2 particle, the linearized dynamics of perturbations on SdS backgrounds generically suffers from a Gregory-Laflamme instability [30, 31]. Its presence depends on the value of the spin-2 mass and it affects only the monopole ($L = 0$). Our result generalizes the findings of [11] to SdS spacetimes in arbitrary dimensions.

Conventions. Throughout this paper we will always work in units such that $c = \hbar = 1$. In addition, we will often set to unity also the reduced Planck mass, $M_{\text{Pl}} = 1$. For the metric tensor, we will adopt the “mostly-plus” signature, $\eta = (-, +, +, +, \cdots)$. The letter $D$ denotes the number of spacetime dimensions. Our convention for the decomposition in spherical harmonics and the Fourier transform in time is $\Psi(t, r, \theta) = \sum_{L,M} \omega \epsilon^{-i\omega t} \tilde{\Psi}(\omega, r, L, M) Y^M_L(\theta)$. In the following, for simplicity, we will often omit the arguments on $\tilde{\Psi}$ altogether and drop the tilde to denote the Fourier transform, relying on the context to discriminate between the different meanings. In some circumstances, the presentation may become technical and involve quite lengthy expressions. For the reader’s convenience, we have thus highlighted in grey boxes the main equations and results.

2 Darboux transformations and isospectrality

In gravity, quasi-normal modes (QNMs) are the characteristic frequencies that encode the information on how a compact object relaxes to its equilibrium configuration after being perturbed. In the case of Schwarzschild black holes in general relativity, they are obtained by solving the Regge-Wheeler [1] and Zerilli [2] equations with the requirement that the solution reduces to a purely outgoing wave at the boundaries.\(^2\) Remarkably, the two sets

\(^2\)In the case of asymptotically-flat, Schwarzschild spacetimes, the boundaries are, respectively, at the black hole horizon and $r = +\infty$, where $r$ denotes the radial coordinate of the Schwarzschild metric. In the case of SdS, the latter is replaced by the cosmological horizon.
of even and odd QNMs turn out to be identical. This property, which is usually referred
to as isospectrality, was proven long ago by Chandrasekhar [3–5] and follows from the
fact that, in $D = 4$, the Regge-Wheeler and Zerilli potentials belong to the same class of
supersymmetric potentials [32]. Isospectrality generically ceases to hold for massive spin-2
perturbations in Schwarzschild or SdS spacetimes. However, as found numerically in [27]
and as we will give evidence for below in Sec. 3.3, it is restored for partially massless spin-2
fields. Before getting there, it is useful and instructive to review the ingredients that are
necessary for isospectrality to hold in general.

Let us start considering two distinct sectors, each one containing a single degree of
freedom, whose linearized dynamics is described by a one-dimensional Schrödinger-like
equation of the form

$$\frac{d^2 \Psi_{\pm}}{dr_*^2} + W_{\pm} \Psi_{\pm} = 0 .$$

(2.1)

The $\pm$ symbol is used to denote the two sectors, $W_+$ and $W_-$ are the two potentials (the
dependence on the frequency is included in $W_{\pm}$), and $r_* \in (\infty, +\infty)$ is the variable that
will identify below the radial tortoise coordinate. For the moment, we will keep $W_{\pm}$
generic and review the conditions under which the equations (2.1) admit the same set of QNMs.

A sufficient condition for isospectrality to hold is the existence of a symmetry trans-
formation mapping the equation for $\Psi_+$ into the equation for $\Psi_-$ and viceversa,
and such that it preserves the (outgoing) boundary conditions at $r_* \to \pm \infty$.\footnote{We stress that the existence of a duality alone is not enough to guarantee that modes of different
parity have the same QNM spectrum. Indeed, it is crucial that the transformation preserves the boundary
conditions. Consider the case of massless spin-2 perturbations around SAdS spacetimes: in this case, a
mapping of the form (2.2) still exists but it does not preserve the SAdS-boundary conditions, resulting in
the breaking of isospectrality, as opposed to what happens in Schwarzschild or SdS [12, 13].}

Let us consider the most general linear transformation relating the on-shell fields $\Psi_+$ and $\Psi_-$. Given that the
equations of motion are second order, we can write it in general as

$$\Psi_+ = \beta(r_*) \partial_{r_*} \Psi_- + F(r_*) \Psi_- ,$$

(2.2)

which belongs to the class of the so-called (generalized) Darboux transformations discussed
in [33] and originally introduced by G. Darboux in [34]. In (2.2), $\beta$ and $F$ are functions of
$r_*$ and they are assumed to asymptote a constant as $r_* \to \pm \infty$. This is crucial in order for
the duality to preserve the form of the solution at the boundaries.

Plugging (2.2) into the equation for $\Psi_+$ and using the $\Psi_-$'s equation of motion, one
can derive the following constraints on $\beta$ and $F$ [33]:

$$2 \partial_{r_*} F + \partial_{r_*}^2 \beta + \beta (W_+ - W_-) = 0 ,$$

(2.3a)

$$\partial_{r_*}^2 F - \beta^{-1} \partial_{r_*} (\beta^2 W_-) + F (W_+ - W_-) = 0 .$$

(2.3b)

Solving for $F$ after simple manipulations, one finds the following integro-differential equation for $\beta$,

$$\frac{\partial^3 \beta}{\partial r_*^3} + 2 (W_+ + W_-) \partial_{r_*} \beta + \beta \partial_{r_*} (W_+ + W_-) \frac{W_+ - W_-}{W_+ - W_-} = \int dr_* \beta (W_- - W_+).$$

(2.4)
Thus, looking in general for a duality between even and odd sector amounts to solving the integro-differential equation (2.4) for $\beta$—or, equivalently, the fourth-order differential equation for $\beta$ obtained after taking the derivative of (2.4). Again, crucially, the duality only exists if the transformation one finds in this way preserves the (outgoing) boundary conditions.

Alternatively, Eqs. (2.3) can be combined in a Riccati equation,
\begin{equation}
F^2 + F\partial_{r\star}\beta - \beta\partial_{r\star}F + \beta^2W_- = \text{constant},
\end{equation}
where the r.h.s. denotes an integration constant that results from removing an overall derivative in $r\star$. Note that the quantity on the l.h.s. of (2.5) is precisely the proportionality factor between the Wronskians $W_\pm$ associated with the equations (2.1). Indeed, denoting with $\Psi^{(1,2)}_\pm$ any two linearly independent solutions in each sector, then, using (2.2), one finds
\begin{equation}
W_+ \equiv \Psi^{(1)}_+ \partial_{r\star}\Psi^{(2)}_+ - \Psi^{(2)}_+ \partial_{r\star}\Psi^{(1)}_+ = \left(F^2 + F\partial_{r\star}\beta - \beta\partial_{r\star}F + \beta^2W_-ight)W_-.
\end{equation}
The Riccati equation (2.5) implies that $W_+ = \text{constant} \times W_-$, which guarantees that, if the transformation preserves the boundary conditions, then the two sectors have a common set of QNMs, defined as the values of the frequency for which the Wronskians vanish \[35–37\].

Notice that the Chandrasekhar relation [3–5] for the massless spin-2 field belongs to the subclass of transformations (2.2) with $\beta \equiv 1$ [33],
\begin{equation}
\Psi_+ = \partial_{r\star}\Psi_- + F(r\star)\Psi_-.
\end{equation}
In this case, (2.4) becomes a consistency condition for the potentials $W_\pm$:
\begin{equation}
\frac{\partial_{r\star}(W_+ + W_-)}{W_+ - W_-} = \int dr\star(W_- - W_+),
\end{equation}
which is famously satisfied by the Regge-Wheeler and Zerilli potentials. The form of the Darboux transformation is then unambiguously fixed in terms of the potentials by
\begin{equation}
F = \frac{\partial_{r\star}(W_+ + W_-)}{2(W_+ - W_-)}.
\end{equation}

3 Massive and partially massless spin-2 fields on S(A)dS spacetimes in 4D

We start by deriving the equations governing the linear dynamics of massive spin-2 fields and partially massless spin-2 fields on 4-dimensional Schwarzschild-(A)dS spacetimes.\[11\] In

\[4\]It is worth emphasizing that the proportionality factor between the Wronskians is constant in $r\star$, but it can, and in general will, depend on the frequency $\omega$. The values of $\omega$ for which this constant factor vanishes are usually referred to as algebraically special modes, which we will disregard in the following. More details can be found e.g. in [13].

\[5\]Results for massive spin-2 fields on pure Schwarzschild backgrounds have been discussed in [11]. As opposed to [11], here we mainly work at the level of the action (4.1) and in the presence of a non-zero cosmological constant.
particular, we will show how to obtain the quadratic action for the propagating degrees of freedom and the corresponding Schrödinger-like equations of motion. In the partially massless case, we will study the property of isospectrality that was advocated in [27] on the basis of an explicit numerical computation of the QNMs. We will provide an analytic proof of this fact in two cases: for modes with $L = 1$ and in the eikonal limit ($L \gg 1$).

Our starting point is the quadratic Fierz-Pauli action for a spin-2 field $h_{\mu\nu}$ of generic mass $m$ in a 4-dimensional S(A)dS spacetime,

$$S = \int d^4x \sqrt{-g} \left[ -\frac{1}{2} \nabla_\lambda h_{\mu\nu} \nabla^\lambda h^{\mu\nu} + \nabla_\lambda h_{\mu\nu} \nabla^\nu h^{\mu\lambda} - \nabla_\mu h \nabla_\nu h^{\mu\nu} + \frac{1}{2} \nabla_\mu h \nabla^{\mu\nu} h^{\nu} + \frac{R}{4} \left( h^{\mu\nu} h_{\mu\nu} - \frac{1}{2} h^2 \right) - \frac{1}{2} m^2 \left( h^{\mu\nu} h_{\mu\nu} - h^2 \right) \right]. \quad (3.1)$$

The field $h_{\mu\nu}$ is assumed to propagate on a fixed S(A)dS background, whose metric $g_{\mu\nu}$ is given by the usual form

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = -f(r) dt^2 + \frac{1}{f(r)} dr^2 + r^2 d\Omega^2_{S^2}, \quad (3.2)$$

where

$$f(r) = 1 - \frac{r_s}{r} - \frac{\Lambda}{3} r^2. \quad (3.3)$$

In the following, we will mostly assume the cosmological constant $\Lambda$ to be positive (SdS spacetime), but all our expressions hold also on a SAdS spacetime. On this background, the massive spin-2 field in 4 dimensions propagates 5 degrees of freedom, which correspond to the $\pm$ helicity-2 modes, the $\pm$ helicity-1 modes and the helicity-0 mode.

At a special value of the mass relative to the background de Sitter curvature $m^2 = \frac{2}{3} \Lambda$, the action (3.1) acquires a gauge symmetry of the form

$$\delta h_{\mu\nu} = \left( \nabla_\mu \nabla_\nu + \frac{\Lambda}{3} g_{\mu\nu} \right) \epsilon, \quad (3.4)$$

with gauge parameter $\epsilon$. This symmetry is responsible for removing the helicity-0 component from the particle’s spectrum. These particles thus propagate only four degrees of freedom and are referred to as “partially massless” [14–26]. They are special irreducible representations of massive spinning particles that can propagate on Einstein spacetimes as well as some more general spacetimes [26]. In App. A, we briefly review the main features of partially massless fields in 4D S(A)dS spacetimes.

The invariance of the background metric in Eq. (3.1) under spatial rotations allows one to decompose the tensor field in spherical harmonics [1]. In particular, one can distinguish between polar (even) and axial (odd) components. The fact that parity is not broken, neither explicitly not spontaneously, guarantees that propagating degrees of freedom of different parity do not mix at the level of the linearized equations of motion. The 10 components of $h_{\mu\nu}$ decompose into 3 odd components and 7 even components. In the odd sector, these 3 components yield no modes for $L = 0$, one mode for $L = 1$ and 2 modes for $L \geq 2$. In the even sector for the massive spin-2 particle, the 7 metric components give one mode for $L = 0$, two modes for $L = 1$ and three modes for $L \geq 2$. For the partially massless particle, the number of modes in the even sector is reduced by one at each $L$. 

\[ \text{-- 6 --} \]
3.1 Odd sector

Let us start with the odd sector. The most general parametrization of axial spin-2 perturbations in 4 dimensions takes on the form \[1\]

\[
\begin{pmatrix}
0 & 0 & \frac{-h_0(t,r)}{\sin \theta} \partial_\phi & \frac{h_0(t,r)}{\sin \theta} \\
0 & 0 & \frac{-h_1(t,r)}{\sin \theta} \partial_\phi & \frac{h_1(t,r)}{\sin \theta} \\
-\frac{h_2(t,r)}{\sin \theta} (\partial_\theta - \cos \frac{\theta}{\sin \theta} \partial_\phi) & \frac{1}{2} h_2(t,r) \sin \theta \left( \frac{\partial_\theta^2}{\sin \theta} - \frac{\cos \theta}{\sin \theta} \partial_\phi \right) & \frac{h_2(t,r)}{\sin \theta} (\partial_\theta - \cos \frac{\theta}{\sin \theta} \partial_\phi) \\
-\frac{h_2(t,r)}{\sin \theta} (\partial_\theta - \cos \frac{\theta}{\sin \theta} \partial_\phi) & \frac{h_2(t,r)}{\sin \theta} (\partial_\theta - \cos \frac{\theta}{\sin \theta} \partial_\phi) & -\frac{h_2(t,r)}{\sin \theta} (\partial_\theta - \cos \frac{\theta}{\sin \theta} \partial_\phi)
\end{pmatrix}
\]

(3.5)

(thе asterisks denote symmetric components) where \(Y^M_L(\theta, \phi)\) are the spherical harmonics in \(D = 4\), which are normalized as \(\int d\Omega Y^M_L(\theta, \phi)^* Y^{M'}_{L'}(\theta, \phi) = \delta_{LL'} \delta_{MM'}\), and where \(h_0, h_1\) and \(h_2\) are pseudo-scalars. By construction, the components of the tensor field \(h^{\text{odd}}_{\mu\nu}(t, r, \theta, \phi)\) pick up a factor of \((-1)^{L+1}\) under a parity transformation, \((\theta, \phi) \rightarrow (\pi - \theta, \phi + \pi)\). This is why they are referred to as odd, or axial, modes.

For non-zero values of the mass of the spin-2 field, one expects two propagating degrees of freedom in the odd sector if \(L \geq 2\) corresponding to the odd helicity-1 and helicity-2 modes. This means that one of the three components of the tensor (3.5) corresponds to a non-dynamical variable. Plugging the field decomposition (3.5) into the Fierz-Pauli action (3.1), one can easily derive the equations of motion. It is not hard to find a linear combination of these equations that is algebraic in \(h_0\). Using this to integrate \(h_0\) out and plugging the solution back into the equations for \(h_1\) and \(h_2\), one finds the following system of coupled differential equations:

\[
\frac{d^2}{dr^2} Q + \left( \omega^2 - V_Q \right) Q = S_Z Z, \tag{3.6a}
\]

\[
\frac{d^2}{dr^2} Z + \left( \omega^2 - V_Z \right) Z = S_Q Q, \tag{3.6b}
\]

where we have defined the fields

\[
Q(t, r) \equiv -f(r) h_1(t, r), \tag{3.7a}
\]

\[
Z(t, r) \equiv \frac{1}{2r} h_2(t, r), \tag{3.7b}
\]

and where

\[
V_Q = f \left( m^2 - \frac{2\Lambda}{3} - \frac{8r_s}{r^3} + \frac{L^2 + L + 4}{r^2} \right), \tag{3.8a}
\]

\[
V_Z = f \left( m^2 - \frac{2\Lambda}{3} + \frac{r_s}{r^3} + \frac{L^2 + L - 2}{r^2} \right), \tag{3.8b}
\]

\[
S_Z = f \left( \frac{L^2 + L - 2}{r^2} \right) \left( 2r - 3r_s \right), \tag{3.8c}
\]

\[
S_Q = \frac{2f}{r^2}, \tag{3.8d}
\]

\[\text{For the reader’s convenience, we note that the definition of } h_2 \text{ differs by a sign with respect to [1, 38].}\]
which agree with [11] in the limit $\Lambda \to 0$. $r_*$ is the tortoise coordinate, defined by

$$\frac{dr_*}{dr} = \frac{1}{f(r)}. \tag{3.9}$$

Modes with $L = 1$ deserve a separate discussion. Indeed, when $L = 1$ there is only one propagating degree of freedom in the odd sector. In this case, $h_2$ drops out from the field decomposition (3.5) and one is left with an action that depends exclusively on $h_0$ and $h_1$. After analogous manipulations, one finds the following Schrödinger-like equation:

$$\frac{d^2}{dr_*^2} Q + (\omega^2 - V_Q^{(L=1)}) Q = 0, \tag{3.10}$$

where $Q$ is defined as in (3.7a) while the potential $V_Q^{(L=1)}$ can be read off from Eq. (3.8a) after setting $L = 1$,

$$V_Q^{(L=1)} = f \left( m^2 - \frac{2\Lambda}{3} - \frac{8r_s}{r^3} + \frac{6}{r^2} \right). \tag{3.11}$$

This completes the analysis of the linearized dynamics for massive spin-2 axial perturbations in $D = 4$ (recall that there is no propagating degree of freedom with $L = 0$ in the odd sector).

The equations (3.6) and (3.10) have been derived by integrating out the non-dynamical variable $h_0$ at the level of the fields’ equations of motion. It is instructive, however, to obtain an expression for the quadratic action of the canonically normalized propagating fields. This is discussed in App. D.

**Partially Massless:** The partially massless equations for the parity odd modes follow simply from setting $m^2 = 2\Lambda/3$ in Eqs. (3.6), (3.7) and (3.8). In particular, the potentials are now given by

$$V_Q = f \left( \frac{L^2 + L + 4}{r^2} - \frac{8r_s}{r^3} \right), \tag{3.12a}$$

$$V_Z = f \left( \frac{r_s}{r^3} + \frac{L^2 + L - 2}{r^2} \right), \tag{3.12b}$$

$$S_Z = f \left( \frac{L^2 + L - 2}{r^2} \right) (2r - 3r_s), \tag{3.12c}$$

$$S_Q = \frac{2f}{r^2}, \tag{3.12d}$$

in agreement with [27]. Similarly, the potential $V_Q^{(L=1)}$ for the odd modes with $L = 1$ can be inferred from (3.11) after setting $m^2 = 2\Lambda/3$:

$$V_Q^{(L=1)} = 2f \frac{3r - 4r_s}{r^3}. \tag{3.13}$$
\[ h_{\mu\nu}^{\text{even}} = \begin{pmatrix} f H_0 & H_1 & \mathcal{H}_0 \partial_\theta & \mathcal{H}_0 \partial_\phi \\ H_2 & \mathcal{H}_1 \partial_\theta & \mathcal{H}_1 \partial_\phi \\ * & * & r^2 (\mathcal{K} + G \mathcal{W}) & r^2 G \left( \partial_\theta \partial_\phi - \frac{\cos \theta}{\sin \theta} \partial_\phi \right) \\ * & * & * & r^2 \sin^2 \theta (\mathcal{K} - G \mathcal{W}) \end{pmatrix} Y_L^M(\theta, \phi), \quad (3.14) \]

where \( \mathcal{W} \) is the differential operator defined by \( \mathcal{W} \equiv \frac{1}{2} (\partial^2_\theta - \cos \theta \sin \theta \partial_\theta - \frac{1}{\sin^2 \theta} \partial^2_\phi) \). In analogy with the odd sector, we start considering modes with \( L \geq 2 \). Modes with \( L = 1 \) and \( L = 0 \) will be treated separately. When \( L \geq 2 \), a massive spin-2 field in \( D = 4 \) propagates 3 independent degrees of freedom corresponding to the even helicity-0, helicity-1 and helicity-2 modes. Therefore, out of the 7 components in the tensor (3.14), only 3 correspond to physical modes, while the others play the role of constraints or non-dynamical fields. In the following, we will review how to integrate out the non-dynamical components from the Fierz-Pauli action (4.1) and derive the equations for the physical perturbations. The discussion follows analogous steps to [38–40]. In particular, we will find that \( H_0 \) plays the role of a Lagrange multiplier enforcing a constraint that allows us to integrate \( H_1 \) out, while \( H_1 \) can be eliminated using its own equation of motion.

After plugging the field decomposition (3.14) into the action (4.1), one immediately notices that the field component \( H_0 \) never appears quadratically. In other words, it plays the role of a Lagrange multiplier enforcing the following constraint condition,

\[
4L(L+1) (rf'' + f) \mathcal{H}_1 + 8L(L+1)rf \mathcal{H}_1' - 8r^2 f \mathcal{H}_2' \\
+ 2r \left(r^2 f'' - 2rf' - 4f - 2L(L+1) - 2m^2 r^2 + 2\Lambda r^2\right) \mathcal{H}_2 \\
+ 8r \left(f + rf' - \frac{1}{2} L(L+1) - r^2 m^2 + r^2 \Lambda\right) \mathcal{K} \\
+ 4r^2 \left(rf'' + 6ff\right) \mathcal{K}' + 8r^3 f \mathcal{K}'' - 2rL(L-1)(2 + L(L+3))G = 0. \quad (3.15)
\]

We can redefine the field \( H_2 \) in such a way to cancel the terms proportional to \( \mathcal{H}_1 \) and \( \mathcal{K}'' \) [38–40]. Introducing \( \psi \) via the combination

\[
H_2(t, r) \equiv \frac{L(L+1)}{r} \mathcal{H}_1(t, r) - \frac{1}{2rf} \psi(t, r) + r \mathcal{K}'(t, r), \quad (3.16)
\]

\footnote{Again, the notation for parity-even perturbations in (3.14) is chosen in such a way to mirror the one of [1, 38]. However, there is a difference in the definition of \( G \), which differs by the subtraction of a trace.}
the constraint equation (3.15) becomes algebraic in $H_1$ and it can be easily solved as follows,

$$
H_1 = \frac{2r^2 (2L(L + 1) + 2r^2m^2 - 2r^2\Lambda - r^2f'' - 4f)}{2L(L + 1)} + \frac{2r (L(L + 1) + r^2(2m^2 - 2\Lambda) - 2f - 2rf')}{L(L + 1)} + \frac{2r}{L(L + 1)} \frac{(2r^2f'' + 4f - 2L(L + 1) - 2r^2m^2 + 2r^2\Lambda)}{2r} \frac{\psi'}{2r^2f'' + 2rf' - L(L + 1) - r^2 (m^2 - 2\Lambda)}
$$

$$
= \frac{2r}{L(L + 1)} \frac{\psi'}{2r^2f'' + 2rf' - L(L + 1) - r^2 (m^2 - 2\Lambda)} + \frac{\psi'}{2r} \frac{(2r^2f'' + 4f - 2L(L + 1) - 2r^2m^2 + 2r^2\Lambda)}{(L + 1)(2 + L(L + 3))} G. \quad (3.17)
$$

In addition, we notice that in the action (4.1) the only non-trivial quadratic term in $H_1$ is without (temporal or radial) derivatives. This means that the equation of motion for $H_1$ is algebraic in $H_1$ itself, which therefore can be integrated out straightforwardly as follows,

$$
H_1 = \frac{2r}{r^2f'' + 2rf' - L(L + 1) - r^2 (m^2 - 2\Lambda)}
$$

where in place of $H_2$ and $H_1$ one should substitute the expressions (3.16) and (3.17), respectively. Notice that, after plugging the solutions to the constraint equations back into the action, higher derivative terms, such as $\dot{\psi}^2$ and $\dot{\psi}^2$, will generically appear. However, these can be eliminated via a redefinition of $H_0$, which in $D = 4$ reads

$$
H_0 \equiv \chi - \frac{\dot{\chi}}{L(L + 1)} + \frac{2r^5 r^3 \dot{\psi}}{L(L + 1) 2(L - 1)(L + 2) r^3 r^4 + 2m^2 r^6 + 6r^2 r^4}. \quad (3.19)
$$

Then, the final quadratic action takes the following form:

$$
S_{\text{even, } M=0} = \sum_{L=2}^{\infty} \int dr dt [A_{\psi}\psi^2 + B_{\psi}\psi^2 + C_{\psi}\psi^2 + A_{KK}\dot{\psi}^2 + B_{KK}\dot{\psi}^2 + C_{KK}\dot{\psi}^2 + A_{GG}\dot{\psi}^2 + B_{GG}\dot{\psi}^2 + C_{GG}\dot{\psi}^2 + B_{\chi}\dot{\chi}^2 + C_{\chi}\dot{\chi}^2 + A_{\psi K}\dot{\psi}K + A_{\psi G}\dot{\psi}G + A_{K\psi}\dot{\psi}K + B_{\psi G}\dot{\psi}G + B_{G\psi}\dot{\psi}G + C_{\psi G}\dot{\psi}G + C_{K\psi}\dot{\psi}K + D_{\psi G}\dot{\psi}G + D_{K\psi}\dot{\psi}K + E_{\psi G}\dot{\psi}G + E_{K\psi}\dot{\psi}K + F_{\psi G}\dot{\psi}G + F_{K\psi}\dot{\psi}K] \quad (3.20)
$$

where we restricted ourselves to modes with magnetic quantum number $M = 0$ (the spherical symmetry guarantees that the other modes with $M \neq 0$ satisfy the same equations of
motion) and where the coefficients are the same of (4.21) below with \( D = 4 \). To extract the dynamics for the physical degrees of freedom, one additional step is required at this point. Notice that in the action (3.20) the field \( \chi \) does not have a kinetic term, suggesting that it corresponds to the residual Hamiltonian constraint. Indeed, after taking the variation of the action (3.20) with respect to various fields and after straightforward manipulations, we find the following algebraic equation for \( \chi \), containing only first derivatives,

\[
- i \omega \frac{18(L + 1) L r ((L^2 + L - 2) r + m^2 r^3 + 3 r_s)^2}{\Lambda r^3 - 3r + 3 r_s} \chi =
\]

\[
= \left[ - L(-L^3 - 2L^2 + L + 2)r (r^3 ((6L^2 + 6L + 3)m^2 - \Lambda (L^2 + L - 2)) + 3(L^4 + 2L^3 - L - 2)r + 6(L^2 + L + 1)r_s + 3m^2 r^5 (m^2 - \Lambda)) + 2 (Mr^6 (6(L^2 + L + 2)M - 5\Lambda (L^2 + L - 2)) + (L^2 + L - 2)r^4 (3(L^2 + L + 5)m^2 - \Lambda (L^2 + L - 2)) + 3r^2 (L^2 + L^3 - 3L^2 - 4L - 9m^2 r_s^2 + 4) - 24(L^2 + L - 2)m^2 r^3 r_s - 6(2L^4 + 4L^3 - 3L^2 - 5L + 2)r r_s - 27L(L + 1)r_s^2 + 3m^4 r^3 (m^2 - 2\Lambda) - 18m^4 r^5 r_s \right] \mathcal{K}
\]

\[
- 3 \left[ L^2 (4m^2 r^3 - 2r + 3r_s) + 2L^4 r + 4L^3 r + L (4m^2 r^3 - 4r + 3r_s) + m^2 r^2 (2m^2 r^3 - 3 r_s) \right] \psi + \left[ - L(-L^3 - 2L^2 + L + 2)r (-\Lambda r^3 + 3r - 3 r_s) ((L^2 + L - 2)r + m^2 r^3 + 3r_s) \right] G' + \left[ - 2r(-2 + L + L^2 + 2Mr^2)((-2 + L + L^2)r + m^2 r^3 + 3rs)(-3r + 3rs + r^3 \Lambda) \right] \mathcal{K}' - r \left[ 2r^3 \left( 3(L^2 + L + 2)m^2 - \Lambda (L^2 + L - 2) \right) + 3(L^4 + 2L^3 + L^2 - 4)r + 3(L^2 + L + 4)r_s + 3m^2 r_s (M - 2\Lambda) - 9m^2 r^2 r_s \right] \psi',
\]

where we Fourier-transformed in time. Plugging back into the other equations and redefining the fields as

\[
\psi(r) = r_s \left( \frac{L^2 + L - 2}{r^2} \right) r + m^2 r^3 + 3r_s \tilde{\psi}(r), \quad \mathcal{K}(r) = \frac{r_s^2}{r^2} \tilde{\mathcal{K}}(r),
\]

\[
G(r) = \frac{1}{r} \tilde{G}(r) + \frac{2r_s^2}{L(L + 1)r^2} \tilde{\psi}(r) - \frac{2r_s^2}{L(L + 1)r^2} \tilde{\mathcal{K}}(r),
\]

we find the following system of Schrödinger-like equations,

\[
\frac{d^2 \tilde{\psi}}{dr_s^2} + \left( \omega^2 - V_\psi \right) \tilde{\psi} = S_\psi^{(\psi)} \tilde{\mathcal{K}} + S_\psi^{(\psi)} \tilde{G},
\]

\[
\frac{d^2 \tilde{\mathcal{K}}}{dr_s^2} + \left( \omega^2 - V_\mathcal{K} \right) \tilde{\mathcal{K}} = S_\psi^{(\mathcal{K})} \tilde{\psi} + S_\mathcal{K}^{(\mathcal{K})} \tilde{G},
\]

\[
\frac{d^2 \tilde{G}}{dr_s^2} + \left( \omega^2 - V_G \right) \tilde{G} = S_\psi^{(G)} \tilde{\psi} + S_\mathcal{K}^{(G)} \tilde{\mathcal{K}},
\]
where the explicit expressions for the coefficients are reported in App. C. The final equations (3.23) describe the dynamics of a massive spin-2 field, with azimuthal numbers \( L \geq 2 \), in a 4-dimensional S(A)dS spacetime.

The equations for the modes with \( L = 1 \) can be obtained analogously by substituting the value \( L = 1 \) into the action (3.20). As a result, the field component \( G \) drops out and one can follow similar steps to integrate out \( \chi \) and obtain a system of two differential equations for the two propagating degrees of freedom.

Similar considerations hold for the modes with \( L = 0 \). The equation for these monopole-type perturbations on a SdS background in \( D = 4 \) was studied in detail in [11]. Thus, we will not report it here. In Sec. 4 below, we will generalize the result of [11] to arbitrary dimensions. The 4-dimensional case can be simply read off from Sec. 4 after substituting \( L = 0 \).

**Partially Massless:** For the partially massless particle, the even sector must be treated more carefully than the odd sector.\(^8\) On a spherically-symmetric background, the partially massless gauge transformation (3.4) acts non-trivially only on the partially massless components of even-type. Expanding \( \epsilon \) in spherical harmonics, \( \epsilon(t, r, \theta, \phi) = \sum_{L,M} \epsilon(t, r) Y^M_L(\theta, \phi) \), allows us to rewrite (3.4) in components as follows,

\[
\begin{align*}
\delta H_0 &= \frac{\ddot{\epsilon}}{f} - \frac{1}{2} f' \dot{\epsilon}' - \frac{\Lambda}{3} \epsilon, \\
\delta H_1 &= \dot{\epsilon}' - \frac{f'}{2f} \dot{\epsilon}, \\
\delta H_2 &= f \epsilon'' + \frac{1}{2} f' \dot{\epsilon}' + \frac{\Lambda}{3} \epsilon, \\
\delta H_0 &= \dot{\epsilon}, \\
\delta H_1 &= \epsilon' - \frac{\epsilon}{r}, \\
\delta K &= \frac{f}{r} \epsilon' + \left( \frac{\Lambda}{3} - \frac{L(L+1)}{2r^2} \right) \epsilon, \\
\delta G &= \frac{\epsilon}{r^2}.
\end{align*}
\]

The partially massless gauge symmetry (3.4) thus gives us the freedom to eliminate one of the field components in (3.14). In particular, we shall fix \( G = 0 \). The procedure follows exactly the one above—see also [38, 40]—and the final result can be read off from Eq. (3.20)\(^8\). Notice that the equations for the even modes in \( D = 4 \) were derived in [27]. However, the final expressions are not in a Schrödinger-like form. Even if this is an artifact of integrating out certain field components and it does not affect at all the observables, like the quasi-normal frequencies, it might be convenient to have equations of motion in a canonical form. In the present section, we will address this issue. The derivation of the quadratic action for the propagating components of the partially massless field is discussed in App. D.
upon fixing $G = 0$ and $m^2 = 2\Lambda/3$, 
\[ L = A\dot{\psi}\psi^2 + B\dot{\psi}\psi^2 + C\dot{\psi}\psi^2 + A\dot{K}\dot{K} + B\dot{K}\dot{K} + C\dot{K}\dot{K} + B\chi\chi + C\chi\chi^2 \\
+ A\dot{\psi}\dot{K} + B\dot{K}\dot{\psi} + C\dot{\psi}\dot{\psi} + D\dot{\psi}\dot{\psi} + E\dot{\psi}\dot{\psi} + F\dot{\psi}\dot{\psi} + G\dot{K}\dot{K} + H\dot{K}\dot{K}. \]

(3.25)

In order to derive the dynamics of the physical degrees of freedom, one further needs to integrate out the field $\chi$. This can be done using different strategies. For instance, one can combine the equations of motion obtained from (3.25) to eliminate the radial derivatives acting on $\chi$ and find an algebraic equation for $\chi$ that can be easily inverted. This is the approach that we will adopt in this section. Alternatively, as we discuss in detail in App. D, one can instead introduce an auxiliary field at the level of the Lagrangian (3.25) which can be used to integrate out other two field components.

Let us start computing the equations of motion from (3.25). After taking the variation with respect to the various fields and straightforward manipulations, one can derive the linear superposition that is algebraic in $\chi$. Then, solving for $\chi$ and plugging the solution back into the other equations, one finds the following system:

\[ \psi'' + a_1\psi' + (a_2\omega^2 + a_3)\psi + a_4\dot{K}' + (a_5\omega^2 + a_6)K = 0, \]  

(3.26a)

\[ K'' + b_1\dot{K}' + (b_2\omega^2 + b_3)\dot{K} + b_4\psi' + (b_5\omega^2 + b_6)\psi = 0, \]  

(3.26b)

where the prime denotes simple derivatives with respect to $r$ and where the coefficients $a_i$ and $b_i$ are given in App. C.\(^9\) Starting from (3.26), one can show that in the limit $\Lambda \to 0$ the dynamics of the two degrees of freedom decouple and one correctly reproduces the equations of motion for a massless spin-1 and a massless spin-2 in a Schwarzschild spacetime. We will come back to this point in App. D where we show how to write the equations in a form in which the decoupling is manifest.

Let us focus on even modes with $L = 1$. As already noticed above, when $L = 1$ the perturbation $G$ automatically drops from the parametrization (3.14). Thus, we can still use the result (3.25) that we previously derived, except that now we still have the gauge freedom to eliminate another component from the partially massless field. One simple option is to fix $K = \frac{3}{2(3M + \Lambda r^3)}\psi$ in such a way to remove the operator $\psi'^2$ from the Lagrangian. As a result, Eq. (3.25) reduces to

\[ L = \tilde{A}\dot{\psi}\psi^2 + \tilde{C}\dot{\psi}\psi^2 + \tilde{D}\chi\chi^2 + \tilde{E}\dot{\chi}\dot{\chi} + \tilde{F}\dot{\psi}\dot{\chi}. \]

(3.27)

\(^9\)As opposed to [27], the coefficients $a_i$ and $b_i$ are functions of $r$ only and the frequency only appears with positive powers in the potential.
where

\[
\begin{align*}
\hat{A}_{\psi\psi} &= \frac{81\Lambda r^6 (\Lambda r^2 (4r + r_s) + 9r_s)^2}{2 (\Lambda r^2 + 3) (\Lambda r^3 - 3r + 3r_s)^2 (2\Lambda r^3 + 9r_s)^4}, \\
\hat{C}_{\psi\psi} &= \frac{9\Lambda^3 r_s^2 (\Lambda r^2 - 9)^2}{(\Lambda r^3 - 3r + 3r_s) (2\Lambda r^3 + 9r_s)^4}, \\
\hat{B}_{\chi\chi} &= \frac{2\Lambda r}{\Lambda r^2 + 3}, \\
\hat{C}_{\chi\chi} &= \frac{12\Lambda r (\Lambda r^2 + \Lambda r_s r - 3)}{(\Lambda r^2 + 3)^2 (\Lambda r^3 - 3r + 3r_s)}, \\
\hat{E}_{\psi\chi} &= \frac{18\Lambda r^4 (4\Lambda r^3 + r_s (\Lambda r^2 + 9))}{(\Lambda r^2 + 3) (\Lambda r^3 - 3r + 3r_s) (2\Lambda r^3 + 9r_s)^2}, \\
\hat{F}_{\psi\chi} &= \frac{36\Lambda^2 r^5 (2r + r_s)}{(\Lambda r^2 + 3) (\Lambda r^3 - 3r + 3r_s) (2\Lambda r^3 + 9r_s)^2}.
\end{align*}
\]

Then, integrating out \( \chi \) from (3.27), one finds

\[
\frac{d^2}{dr^2} \tilde{\psi} + \left( \omega^2 - V_{\tilde{\psi}} \right) \tilde{\psi} = 0,
\]

where we defined

\[
\psi \equiv \frac{(2\Lambda r^3 + 9r_s)^2}{4r (9 - \Lambda r^2)} \tilde{\psi},
\]

and where the potential is

\[
V_{\tilde{\psi}} = 2f \frac{\Lambda r^2 (\Lambda r (3r + 4r_s) + 54) - 81}{r^2 (\Lambda r^2 - 9)^2}.
\]

3.3 Isospectrality for partially massless spin-2 fields in 4D

In the case of partially massless spin-2 fields in 4D-SdS spacetimes, a numerical computation of the quasi-normal frequencies has shown evidence of isospectrality [27]. In the following, we make progress along this direction. First, we prove analytically isospectrality between modes with \( L = 1 \), providing the explicit form of the symmetry transformation relating even and odd sector. This generalizes the Chandrasekhar relation [3–5] to partially massless spin-2 fields in SdS. Second, we discuss the high-multipole limit, \( L \gg 1 \), and comment on the fact that the equations of motion become degenerate, resulting in identical QNMs.

3.3.1 Isospectrality for partially massless modes with \( L = 1 \)

Let us focus on the equations (3.10) and (3.29), describing the dynamics of partially massless modes with \( L = 1 \). To conform with the notation of (2.1) before, we shall identify
\[
\begin{align*}
\Psi_+ & \equiv \tilde{\psi}, \quad \Psi_- \equiv Q, \\
W_+ & \equiv \omega^2 - V_{\tilde{\psi}}, \quad \text{and} \quad W_- \equiv \omega^2 - V_Q^{(L=1)}. \quad \text{Then, it is not hard to check that the potentials (3.13) and (3.31) are supersymmetric partners, identically satisfying the condition (2.8). This means that the Schrödinger-like equations (3.10) and (3.29) are related each other via a Darboux transformation in the standard form (2.7). Solving (2.3) with } \beta \equiv 1, \text{ or using equivalently (2.9), we find}
\end{align*}
\]
\[
F(r_*(r)) = \frac{18f(r)}{9r - \Lambda r^3} + \frac{2}{9}r_*\Lambda. \quad \text{(3.32)}
\]

The function \(F(r_*(r))\) in (3.32) plays the role of the superpotential, which allows to rewrite the potentials for the partially massless modes with \(L = 1\) in the following compact form:
\[
W_\pm - \omega^2 = -F^2 \mp \frac{dF}{dr_*} + \frac{4\Lambda^2 r_*^2}{81}. \quad \text{(3.33)}
\]

The existence of the solution (3.32) and the fact that it is regular at the SdS boundaries (it asymptotes the constant \(\frac{2}{9}r_*\Lambda\)) are enough to show that partially massless modes with \(L = 1\) of different parity are isospectral. This provides an analytic proof of the numerical findings of [27] when \(L = 1\). Eqs. (3.32) and (3.33) represent therefore a novel example of superpartner potentials for spinning particles in SdS spacetime, in addition to the massless spin-1 and spin-2 cases known so far. Note that the symmetry (3.32) does not have a straightforward generalization to generic massive spin-2 fields, where, as opposed to partially massless fields, the even sector for modes with \(L = 1\) contains two coupled equations, which do not appear to be related to the odd equation via any symmetry transformation. Note, in addition, that (3.33) holds formally also on SAdS spacetimes. However, the transformation (2.7) with \(F\) given by (3.32) does not induce isospectrality, because it does not preserve the AdS boundary condition [12, 13].

### 3.3.2 Isospectrality in the eikonal limit

Regarding modes with \(L > 1\), one can in principle generalize the dictionary of Sec. 2 to cases in which each sector is comprised of two (coupled) equations, instead of a single one. The functions \(\beta\) and \(F\) will be promoted to \(r\)-dependent matrices, to account for the coupling between the equations, and the condition (2.4) will become a set of differential equations for the various matrix components. In the case of partially massless fields with \(L > 1\), one can check explicitly that a simple Darboux transformation of the type (2.7) where \(F\) is now a \(2 \times 2\)-matrix is not enough to relate the even and odd sector equations, at least in the form in which we have presented them here. Instead, one should solve complicated higher-order differential equations for non-constant \(\beta\), for which an analytic solution is not known for generic values of the cosmological constant \(\Lambda\). We will come back to this point in the conclusions where we will mention a possible way to overcome this issue, that we leave for future work. There is a limit in which however the equations simplify significantly. This is the eikonal limit, which corresponds to taking \(L \to \infty\). In this approximation, the solution to the QNM problem can be thought of as a wave packet localized at the maximum
of the potential, which, at the leading order in $L \to \infty$, coincides with the position of the black hole light ring.\footnote{We will discuss a similar approximation in Sec. 4.4, where we will study the extremal limit of a higher dimensional SdS black hole background. Also in that case the dynamics is localized near the peak of the potential, resulting in analytically solvable equations of motion for the propagating modes.} In this sense, the leading order of the eikonal limit is usually not very enlightening, as the dynamics becomes independent of the spin of the particles and of the details of the potential.\footnote{This is what allows, on the other hand, to find an analytic expression for the QNMs in this limit.} In many cases, at this order, isospectrality follows, therefore, trivially. In the following, we will work perturbatively in the large-$L$ limit, but we will keep subleading corrections, up to $\mathcal{O}(L^{-1})$. At this order, the dynamics is in fact not trivial and isospectrality becomes, in principle, not obvious. In fact, we will check that the equations for partially massless modes in the even and odd sectors form two identical systems of coupled differential equations. This will automatically guarantee isospectrality up to $\mathcal{O}(L^{-1})$.

To this end, we will use the results of App. D. In particular, we shall focus on the quadratic actions (D.5) and (D.13) with $m^2 = \frac{2 \Lambda}{3}$. Keeping all the terms up to the order $\mathcal{O}(L^{-1})$, one can check that (D.5) and (D.13) are literally mapped one into the other by

$$
\Phi_1 \rightarrow -\Psi_2, \quad \Phi_2 \rightarrow \Psi_1.
$$

In particular, the equations for the parity-even modes take on the form\footnote{Recall that in the eikonal limit $L \to \infty$, the frequency $\omega$ should be considered scaling as $\omega \sim L$.}

$$
\begin{align}
\frac{d^2}{dr_*^2} \Phi_1 + \left[ \omega^2 - f \left( \frac{L(L+1)}{r^2} - \frac{4 \Lambda}{3} \right) \right] \Phi_1 &= -\frac{i \omega}{L} \sqrt{\frac{2 \Lambda}{3}} (2 - L^{-1}) f \Phi_2, \\
\frac{d^2}{dr_*^2} \Phi_2 + \left[ \omega^2 - f \left( \frac{L(L+1)}{r^2} - \frac{3 r_s}{r^3} + \frac{2 \Lambda}{3} \right) \right] \Phi_2 &= \frac{i \omega}{L} \sqrt{\frac{2 \Lambda}{3}} (2 - L^{-1}) f \Phi_1,
\end{align}
$$

whereas the equations for the odd-type degrees of freedom can be read off from (3.35) via (3.34). This means that, up to $\mathcal{O}(L^{-1})$, the dynamics of the even and odd degrees of freedom is described by the same system of coupled differential equations. Since the boundary conditions for the QNMs are the same in the even and odd sectors, this is sufficient to conclude that there is a degeneracy in the spectra at this order. Even if isospectrality is not a trivial result at the order in the eikonal limit that we are considering here, we note, however, that it is perhaps not as remarkable as in the case discussed above. Indeed, as opposed to the $L = 1$ result (3.33), which crucially depends on the precise form of the potentials and does not rely on any approximations, in the eikonal limit there are still wide classes of potentials that yield degenerate quasi-normal frequencies [41]. In this sense, the isospectrality in the large-$L$ limit does not fully make manifest what is special about partially massless fields, even though it still provides a non-trivial check of our results against [27].\footnote{Note that, at the order $\mathcal{O}(L^{-1})$, there is nevertheless a neat distinction between the dynamics of massive and partially massless fields. In particular, our argument above does not straightforwardly apply if $m^2 \neq \frac{2 \Lambda}{3}$. Indeed, the equations (3.23) describing the dynamics of the parity-even components are still non-trivially coupled and there is no manifest duality symmetry—like the one in (3.34)—with the odd sector.}
Note that this result is exclusive of four spacetime dimensions. In the next section, we will see indeed that it does not remain true in higher-dimensional \( \text{SdS} \) spacetimes, where partially massless modes of opposite parity cease to be isospectral.

4 Massive and partially massless spin-2 fields on S(A)dS in arbitrary dimensions

In this section we extend the results of the previous sections for massive spin-2 fields on S(A)dS spacetimes to arbitrary dimensions. A complete and pedagogical introduction to perturbation theory around a S(A)dS background in general dimensions can be found in [8]. In the following, we will consider in particular partially massless perturbations and check explicitly that isospectrality is broken for \( D \neq 4 \). Even though this result is not unexpected, to the best of our knowledge it has not been presented previously in the literature. Furthermore, we will discuss the stability of massive spin-2 perturbations in S(A)dS backgrounds and check for the presence of a Gregory-Laflamme instability [30, 31] (see also [11]) of the monopole-type.

Our starting point is the quadratic Fierz-Pauli action for a spin-2 field \( h_{\mu\nu} \) of generic mass \( m \) now generalized to a \( D \)-dimensional S(A)dS spacetime,

\[
S = \int d^D x \sqrt{-g} \left[ -\frac{1}{2} \nabla_\lambda h_{\mu\nu} \nabla^\lambda h^{\mu\nu} + \nabla_\lambda h_{\mu\nu} \nabla^\nu h^{\mu\lambda} - \nabla_\mu h \nabla_\nu h^{\mu\nu} + \frac{1}{2} \nabla_\mu h \nabla^{\mu}h 
+ \frac{R}{D} \left(h^{\mu\nu}h_{\mu\nu} - \frac{1}{2}h^2\right) - \frac{1}{2} m^2 \left(h^{\mu\nu}h_{\mu\nu} - h^2\right) \right]. \tag{4.1}
\]

The field \( h_{\mu\nu} \) is again assumed to propagate on a fixed S(A)dS background, whose metric \( g_{\mu\nu} \) is given by

\[
ds^2 = g_{\mu\nu}dx^\mu dx^\nu = -f(r)dt^2 + \frac{1}{f(r)}dr^2 + r^2 d\Omega^2_{S^{D-2}}, \tag{4.2}
\]

where

\[
f(r) = 1 - \left(\frac{r_s}{r}\right)^{D-3} - \frac{2\Lambda r^2}{(D-1)(D-2)M_{\text{Pl}}^2}, \tag{4.3}
\]

which satisfies the background Einstein equations,

\[
R_{\mu\nu} = \frac{R}{D} g_{\mu\nu}, \quad \Lambda = \frac{D-2}{2D} R. \tag{4.4}
\]

The cosmological constant \( \Lambda \) is defined such that the Einstein-Hilbert action takes the form

\[
\frac{1}{2}M_{\text{Pl}}^{D-2}(R - 2\Lambda) \text{ with } \delta g_{\mu\nu} = 2M_{\text{Pl}}^{D-4} h_{\mu\nu}. \tag{42}\]

Given the spherical symmetry of the background, we now decompose and classify the metric perturbations according to the \( SO(D-1) \) rotational symmetry group. Thus, we
write \cite{7, 8, 43}
\begin{align}
  h_{tt} &= \sum_{L,M} Y^M_L(\theta)f(r)H_0(t,r), \\
  h_{tr} &= \sum_{L,M} Y^M_L(\theta)H_1(t,r), \\
  h_{rr} &= \sum_{L,M} Y^M_L(\theta)f^{-1}H_2(t,r), \\
  h_{ti} &= \sum_{L,M} \left(\nabla_i Y^M_L(\theta)H_0(t,r) + Y^{(T)}_i Y^M_L(\theta)h_0(t,r)\right), \\
  h_{ri} &= \sum_{L,M} \left(\nabla_i Y^M_L(\theta)H_1(t,r) + Y^{(T)}_i Y^M_L(\theta)h_1(t,r)\right), \\
  h_{ij} &= \sum_{L,M} r^2 \left(\gamma_{ij} Y^M_L(\theta)K(t,r) + \nabla_i \nabla_j Y^M_L(\theta)G(t,r)\right)
  + \nabla_i Y^{(T)}_{ij} Y^M_L(\theta)h_2(t,r) + Y^{(TT)}_{ij} Y^M_L(\theta)h_T(t,r),
\end{align}

where $\gamma_{ij}$ is the induced metric on the $(D-2)$-sphere $S^{D-2}$ and the Latin indices $i,j,k\ldots$ denotes coordinates on $S^{D-2}$. $Y^M_L(\theta)$, $Y^{(T)}_i Y^M_L(\theta)$ and $Y^{(TT)}_{ij} Y^M_L(\theta)$ are scalar, (transverse) vector and (transverse-traceless) tensor (hyper-)spherical harmonics.\footnote{Further details can be found in \cite{8}. Note that our notation and conventions here exactly mirror the ones in \cite{8}, except however for the vector harmonics $Y^{(T)}_i Y^M_L(\theta)$, which we take normalized to $L(L+D-3)$, instead of unity as in \cite{8}.} $M$ is a multi-index cataloguing the various magnetic quantum numbers \cite{8}. In (4.5), $(\cdots)_T$ denotes the trace-free symmetrized part of the enclosed indices, e.g.,
\begin{equation}
  \nabla(\nabla_j Y^M_L(\theta) = \frac{1}{2} \left(\nabla_i \nabla_j + \nabla_j \nabla_i - \gamma_{ij} \nabla_k \nabla^k\right) Y^M_L(\theta).
\end{equation}

Note that the tensor spherical harmonic $Y^{(TT)}_{ij}$ is not present in $D = 4$, but is special of higher dimensions.

Next, we plug the decomposition (4.5) into the action (4.1). As in $D = 4$, the spherical symmetry of the background allows to treat modes with different transformation laws under the action of the $SO(D-1)$ group separately, since their equations of motion are guaranteed to decouple at the linear level.

### 4.1 Tensor sector (tensor harmonics)

Tensor harmonics only exist in $D > 4$. Following the decomposition (4.5), the tensor sector is described by the following spin-2 perturbations:
\begin{equation}
  h_{tt} = h_{rr} = h_{ti} = h_{ri} = 0, \quad h_{ij} = r^2 h_T(t,r) Y^{(TT)}_{ij} Y^M_L(\theta).
\end{equation}

The Lagrangian for the tensor perturbation $h_T$ takes on the form
\begin{equation}
  L = \frac{r^{D-2}}{2f} \left[ h_T^2 f^2 + f^2 h_T^2 + f \frac{h_T^2}{r^2} \left(2rf'' + 2(D-3)(f - 1) - L(L + D - 3) - m^2 r^2 + \frac{4A r^2}{D-2}\right) \right].
\end{equation}
Taking the variation with respect to $h_T$ and defining

$$h_3 \equiv r^{1-\frac{D}{2}} h_T,$$  \hspace{1cm} (4.9)

we find the following Schrödinger-like equation:

$$\frac{d^2}{dr^2_\ast} h_3 + \left(\omega^2 - V_T\right) h_3 = 0,$$  \hspace{1cm} (4.10)

where

$$V_T = f \left[ \frac{(D^2 - 14D + 32)}{4r^2} + \frac{(D - 6)f'}{2r} + \frac{(2(D - 3) + L^2 + (D - 3)L)}{r^2} + m^2 - \frac{4\Lambda}{D - 2} \right].$$  \hspace{1cm} (4.11)

### 4.2 Odd sector (vector harmonics)

Let us consider now the odd sector. After plugging the field decomposition (4.5) into the action (4.1), one finds the following Lagrangian for the odd components:

$$L = r^{D-4} \left[ h_1^2 + \frac{4}{r} h_0 h_1 - \frac{(L - 1)(D + L - 2)}{f} h_0 h_2 + f(L - 1)(D + L - 2) h_0 h_1 h_2 - 2 h_0 h_1 + h_0^2 
+ \frac{1}{4} (L - 1)(D + L - 2) \frac{r^2 h_2^2}{f} - \frac{1}{4} (L - 1)(D + L - 2) r^2 f h_2^2 
- 2 r f' + (L + 1)(D + L - 4) + r^2 \left( m^2 - \frac{4\Lambda}{D - 2} \right) \right] h_0^2 
+ \frac{f \left( 2 r f' + 2(D - 3) f - (L + 1)(D + L - 4) + r^2 \left( \frac{4\Lambda}{D - 2} - m^2 \right) \right)}{r^2} h_1^2 
+ \frac{1}{4} (L - 1)(D + L - 2) \left( 2 r f' + 2(D - 3) f - \frac{r^2 ((D - 2)m^2 - 4\Lambda)}{D - 2} - 2(D - 3) \right) h_2^2 \right].$$  \hspace{1cm} (4.12)

For generic values of $L \geq 2$, after taking the variation with respect $h_0$, $h_1$ and $h_2$, and simple algebraic manipulations, one can integrate out $h_0$ and find the following system of coupled differential equations:

$$\frac{d^2}{dr^2_\ast} Q + \left(\omega^2 - V_Q\right) Q = S_Z Z,$$  \hspace{1cm} (4.13a)

$$\frac{d^2}{dr^2_\ast} Z + \left(\omega^2 - V_Z\right) Z = S_Q Q,$$  \hspace{1cm} (4.13b)

where we have defined the fields

$$Q \equiv - f^{-\frac{1}{2}} r^{-D-2} \left( 2\Lambda r^3_{\ast} r^{D+2} - \left( D^2 - 3D + 2 \right) r^3_{\ast} r^D + \left( D^2 - 3D + 2 \right) r^3_{\ast} r^D \right) \frac{3}{2} h_1,$$  \hspace{1cm} (4.14a)

$$Z \equiv - 3 f^{-\frac{1}{2}} r^3_{\ast} r^{-1} \left( 2\Lambda r^3_{\ast} r^{D+2} - \left( D^2 - 3D + 2 \right) r^3_{\ast} r^D + \left( D^2 - 3D + 2 \right) r^3_{\ast} r^D \right) \frac{1}{2} h_2,$$  \hspace{1cm} (4.14b)
and where

\[ V_Q = \frac{r^{-2(D+1)}}{4(D-2)(D-1)^2 r_s^2} \left[ \left( D^2 - 3D + 2 \right) r_s^3 r_s^D - \left( D^2 - 3D + 2 \right) r_s^3 r_s^D - 2 \Lambda r_s^3 r_s^{D+2} \right] \]
\[
\cdot \left[ (D-1) r_s^3 \left( D^2 + D(4L - 2) + 4 \left( L^2 - 3L + 2 \right) \right) r_s^D - D \left( 3D^2 - 7D + 4 \right) r_s^3 r_s^D \\
+ 2 r_s^3 r_s^{D+2} (2(D - 1)m^2 - D \Lambda) \right] ,
\]

(4.15a)

\[ V_Z = \frac{r^{-2(D+1)}}{4(D-2)(D-1)^2 r_s^2} \left[ \left( D^2 - 3D + 2 \right) r_s^3 r_s^D - \left( D^2 - 3D + 2 \right) r_s^3 r_s^D - 2 \Lambda r_s^3 r_s^{D+2} \right] \]
\[
\cdot \left[ (D-1) r_s^3 \left( D^2 + 2D(2L - 5) + 4 \left( L^2 - 3L + 4 \right) \right) r_s^D + (D - 2)^2(D - 1)r_s^3 r_s^D \\
+ 2 r_s^3 r_s^{D+2} (2(D - 1)m^2 - D \Lambda) \right] ,
\]

(4.15b)

\[ S_Z = f^2 \frac{(D - 2)^2(D - 1)^2(L - 1)(D + L - 2)}{6 r_s^3 r_s^{D+2}} \left( (D-1) r_s^3 r_s^D - 2 r_s^3 r_s^D \right) \\
+ \frac{12 r_s^2}{(D - 3)(D + 2 \Lambda r_s^2 - 2) + (D - 2)(D - 1)r_s^5 - D r_s} ,
\]

(4.15c)

\[ S_Q = -f^2 \frac{2 r_s^2}{r_s^2 (D - 3)(D + 2 \Lambda r_s^2 - 2) + (D - 2)(D - 1)r_s^5 - D r_s} .
\]

(4.15d)

Notice that Eqs. (4.15) correctly reproduce Eqs. (3.8) in D = 4.

The equation for the odd modes with L = 1 can be easily obtained by setting L = 1 into the action (4.12). As expected, the perturbation \( h_2 \) drops out and one is left with a Lagrangian for \( h_0 \) and \( h_1 \) only. Integrating out the former yields

\[
\frac{d^2}{dr_s^2} Q + \left( \omega^2 - V_Q^{(L=1)} \right) Q = 0 ,
\]

(4.16)

where \( Q \) is defined as in (4.14a) while the potential \( V_Q^{(L=1)} \) is given by Eq. (4.15a) with \( L = 1 \).

### 4.3 Even sector (scalar harmonics)

The derivation of the equations for the parity-even perturbations in arbitrary dimensions is a straightforward generalization of the procedure outlined in (3.2). The main difference is that the coefficients in the action will now depend on the number of dimensions \( D \). Let us briefly streamline the derivation starting with the modes with \( L \geq 2 \) and highlight the
main expressions. The constraint equation enforced by $H_0$ now reads

\[
H_1(D-2) (2L(D + L - 3)f' + 4L(D - 3)(D + L - 3)f) \\
+ H_1'(4(D - 2)L^2r f - 12(D - 2)Lr f + 4(D - 2)DLr f) - 2H_2'(D - 2)^2 r^2 f \\
+ H_2r(D - 2) \left(r^2 f'' - (D - 2) r f' - 2(D - 3)(D - 2)f - 2L^2 - 2L(D - 3) - 2m^2 r^2 + \frac{4\Lambda r^2}{D - 2}\right) \\
+ K(D - 2)^2 \left(2(D - 3)r f + 2r \left(r f' - \frac{D - 3}{D - 2} L(L + D - 3) - r^2 m^2 + \frac{2r^2 \Lambda}{D - 2}\right)\right) \\
+ K'(D - 2) \left((D - 2)r^3 f' + 2D^2 r^2 f + 4r^2 f - 6Dr^2 f\right) \\
+ 2K''r^3 f(D - 2)^2 \\
- 2G(D - 3)(L - 1)Lr ((D - 2)(D - 3) + L(L + 2D - 5)) = 0. \tag{4.17}
\]

Again, it is convenient to introduce the field $\psi$, defined by

\[
H_2(t, r) \equiv \frac{2L(D + L - 3)}{(D - 2)r} H_1(t, r) - \frac{r^{3-D}}{(D - 2)f} \psi(t, r) + rK'(t, r), \tag{4.18}
\]

in such a way to be able to solve (4.17) algebraically in $H_1$:

\[
H_1 = \frac{r^2(D - 2) \left(2L(D + L - 3) + 2r^2 m^2 - \frac{4\Lambda r^2}{D - 2} - r^2 f'' - 2(D - 2)f\right) K'}{2L(L + D - 3) \left(r^2 f'' + 2(D - 2)f - 2L(L + D - 3) - 2r^2 m^2 + \frac{4\Lambda r^2}{D - 2}\right)} \\
+ \frac{r(D - 2) ((D - 3)L(L + D - 3) + r^2 ((D - 3)m^2 - 2\Lambda) - (D - 3)(D - 2)f - (D - 2)r f') K}{L(L + D - 3) \left(r^2 f'' + 2(D - 2)f - 2L(L + D - 3) - 2r^2 m^2 + \frac{4\Lambda r^2}{D - 2}\right)} \\
- \frac{(D - 2)r^{5-D} \psi'}{L(L + D - 3) \left(r^2 f'' + 2(D - 2)f - 2L(L + D - 3) - 2r^2 m^2 + \frac{4\Lambda r^2}{D - 2}\right)} \\
+ \frac{r^4-D \left(r^2 f'' + (D - 2)r f' - 2 \left(L(L + D - 3) + r^2 m^2 - \frac{2\Lambda r^2}{D - 2}\right)\right) \psi}{2L(L + D - 3) \left(r^2 f'' + 2(D - 2)f - 2L(L + D - 3) - 2r^2 m^2 + \frac{4\Lambda r^2}{D - 2}\right)} \\
+ \frac{(D - 3)(L - 1)r ((D - 2)(D - 3) + L(L + 2D - 5)) G}{(D + L - 3) \left(r^2 f'' + 2(D - 2)f - 2L(L + D - 3) - 2r^2 m^2 + \frac{4\Lambda r^2}{D - 2}\right)}. \tag{4.19}
\]

After integrating out $H_1$ and shifting the field $H_0$ as follows,

\[
H_0 = \chi - \frac{(D - 2)r^2}{2L(L + D - 3)} K \\
+ \frac{(D - 2)r^5 \rho^2 \psi}{L(D + L - 3) \left(2(L - 1)r^2_{s}(L + D - 2)r^{D} + 2m^2 r^3_{s}r^{D+2} + (D^2 - 3D + 2)r^{3} r^{D}_{s}\right)} \tag{4.20}
\]
in such a way to get rid of the higher derivative terms \( \dot{\psi}^2 \) and \( \dot{K}^2 \), the final Lagrangian take the form\(^{15}\)

\[
L = A_{\psi\psi} \dot{\psi}^2 + B_{\psi\psi} \dot{\psi}^2 + C_{\psi\psi} \dot{\psi}^2 + A_{KK} \dot{K}^2 + B_{KK} \dot{K}^2 + C_{KK} K^2 \\
+ A_{GG} \dot{G}^2 + B_{GG} G^2 + C_{GG} G^2 + B_{\chi\chi} \dot{\chi}^2 + C_{\chi\chi} \dot{\chi}^2 \\
+ A_{\psi,K} \dot{\psi} \dot{K} + A_{G,K} \dot{G} \dot{K} + B_{\psi,K} \psi \dot{K} + B_{\psi,G} \psi \dot{G} + B_{G,K} \dot{G} \dot{K} \\
+ C_{\psi,K} \dot{\psi} \dot{K} + C_{G,K} \dot{G} \dot{K} + C_{G,G} \dot{G} \dot{G} + D_{\bar{\psi}} \bar{\psi} \dot{\psi} \dot{G} + D_{\bar{G}} \bar{G} \dot{G} \dot{K} \\
+ E_{\dot{\psi} \dot{\psi}} \ddot{\chi} + F_{\dot{\psi} \dot{\psi}} \ddot{\chi} + E_{\bar{K}} \bar{K} \dot{K} + F_{\bar{G}} \bar{G} \dot{G} \\
+ E_{G\chi} \dot{G} \dot{\chi} + F_{G\chi} \dot{G} \dot{\chi}.
\]

(4.21)

Since the expressions for the coefficients in (4.21) are quite lengthy, we will provide them separately in an ancillary file.

Given the action (4.21) one can further integrate out the field \( \chi(t, r) \) and derive a system of 3 coupled differential equations for the 3 propagating degrees of freedom in the even sector. The expressions for the equations are quite complicated and we will not write them explicitly. Instead, we will discuss below some particular cases. In particular, we will study the extremal limit for massive spin-2 perturbations in arbitrary dimensions and discuss the partially massless case, showing explicitly the breaking of isospectrality when \( D \neq 4 \).

However, before getting there, we still have to check the modes with \( L = 1 \) and \( L = 0 \).

In the former case, one can consistently start from the Lagrangian (4.21) and set \( L = 1 \). The field component \( G \) will drop from the action and one is left with a system of two coupled differential equations for \( \psi \) and \( K \)—this case is formally analogous to the case of partially massless fields with \( L \geq 2 \), therefore we refer to Sec. 3.2 for further details.

The case \( L = 0 \), on the contrary, can not be inferred straightforwardly from (4.21).

Instead, we need to revisit our derivation starting again from (4.1). When \( L = 0 \), the field components \( H_0, H_1 \) and \( G \) drop from the parametrization (4.5). In the action (4.1), the field \( H_0 \) is still a Lagrange multiplier. However, in the present case, instead of shifting \( H_2 \) as in (4.18), it is convenient to introduce the following field redefinition,

\[
H_2(t, r) \equiv -\frac{r^{3-D}}{(D-2)f} \psi(t, r) + rK'(t, r) + \frac{2(D-2)f + f'' - 2m^2 + \frac{4A}{D-2} r^2 K(t, r)}{2(D-2)f}.
\]

(4.22)

in such a way to remove all the derivatives acting on \( K \) from the \( H_0 \)’s equation of motion.

Then, solving algebraically for \( K \) yields

\[
K = -\frac{2(D-1)rr_s^3}{2(D-1)m^2 r_s^3 r^D - 4\Lambda r_s^3 r^D + (D^3 - 6D^2 + 11D - 6)rr_s^D} \psi \\
+ \frac{2r^{-D} \left( 2\Lambda r_s^3 r^{D+2} - (D^2 - 3D + 2) r_s^3 r^D + (D^2 - 3D + 2) r_s^3 r^D \right)}{m^2 (2(D-1)m^2 r_s^3 r^D - 4\Lambda r_s^3 r^D + (D^3 - 6D^2 + 11D - 6) r_s^D)} \psi. \quad (4.23)
\]

After integrating out \( H_1 \) and plugging its solution back into the action, along with the expressions (4.22) and (4.23), one finds a Lagrangian for \( \dot{\psi} \) only. Removing all the higher

\(^{15}\) Again, as in (3.20), we are setting \( M = 0 \). This will not affect the resulting equations of motion, thanks to the spherical symmetry of the background.
derivative terms by simple integrations by parts, the Lagrangian takes on the standard form with kinetic terms and quadratic potential. The corresponding Schrödinger-like equation of motion is

$$\frac{d^2}{dr_s^2}\phi + \left(\omega^2 - V_\phi\right)\phi = 0,$$  \hspace{1cm} (4.24)

where

$$\phi \equiv \frac{(D^2 - 3D + 2)^{1/2} r_s^{3/2} r^D}{2(D - 1)m^2 r_s^D - 4\Lambda r_s^D + (D^3 - 6D^2 + 11D - 6) r_s^D \psi}$$  \hspace{1cm} (4.25)

and where the potential is

$$V_\phi = -[r^{-2(D+1)}] \left( (D - 2)(D - 1)r_s^D - r_s^D \left( (D - 3)D - 2\Lambda r^2 + 2 \right) \right)$$

$$\left((D - 3)(D - 2)(D - 1)^2 r_s^{2D+3}\right) \left( (D - 4)(D - 3)(D - 2)^2 + 4(D(2D - 5) + 6)m^2 r^2 \right)$$

$$- 2(D(D + 7) - 26 + 24)\Lambda r^2 - 12(D - 2)(D - 1)r_s^D + 6 \left( (D - 1)m^2 - 2\Lambda \right)$$

$$\left( (D - 1) \left( (D - 3)(D - 2)D + (D + 2)m^2 r^2 \right) - 2((D - 2)D + 2)\Lambda r^2 \right) + 4r_s^{3D}(2\Lambda - Dm^2 + m^2)^2$$

$$\left( (D - 1) \left( D(D + 2) + 4m^2 r^2 \right) - 2D\Lambda r^2 \right) + (D - 3)^2(D - 2)^4(D - 1)^3 r_s^D$$

$$\left[ 4(D - 2)(D - 1)^2 r_s^D \left( (D - 1)m^2 - 2\Lambda \right) + (D - 3)(D - 2)(D - 1)r_s^D \right]^{(2)}.$$  \hspace{1cm} (4.26)

We will come back to this in the next section when we discuss the presence of a Gregory-Laflamme instability in the spectrum of (4.24).

### 4.4 The extremal limit: breaking of isospectrality and the Gregory-Laflamme instability

The explicit expressions for the potentials associated with massive spin-2 fields in arbitrary dimensions are quite complicated, especially for the even sector. However, we can consider an extremal limit in which we increase the value of the cosmological constant so that the two horizons of the SdS spacetime coincide. In this limit, the expressions take a simple form and one can expand the field’s potentials in powers of the relative distance [44]. In particular, it was shown in [27] that in this regime and in $D = 4$ spacetime dimensions, partially massless modes are isospectral. Here, we extend the results of [27] to generic spacetime dimensions. We show that, in fact, all massive spin-2 modes are isospectral in the extremal limit in $D = 4$. We furthermore show explicitly that this isospectrality is broken for spacetime dimensions not equal to 4, thus implying that partially massless perturbations are not isospectral beyond $D = 4$, like massless spin-2 perturbations. Furthermore, we use the extremal limit to extend the work of [11, 31] to arbitrary spacetime dimensions, showing that the helicity-0 mode of the massive spin-2 perturbation is unstable on static Schwarzschild or Schwarzschild de Sitter spacetimes. The technical details about the extremal limit in arbitrary dimensions are discussed in App. B. In the following, we will report the expressions for the potentials at the leading order in this limit and comment about the QNM spectra.
Starting from (4.10), (4.13) and the system of equations obtained from the action (4.21) after $\chi$ is integrated out, in the extremal limit one can easily find a way to decouple all the equations (in both odd and even sector). Eventually, they will take a Schrödinger-like form with Pöschl-Teller potential (see App. B),

$$\frac{d^2}{dr^2} \Psi(r) + \left( \omega^2 - \frac{\kappa(r_c - r_b)U(\bar{r})}{2 \cosh^2(\kappa r_c)} \right) \Psi(r) = 0, \quad (4.27)$$

where $\Psi$ generically denotes the various field components and where

$$U(\bar{r}) = \begin{cases} 
  m^2 + \frac{L(L + D - 3) - D + 2}{\bar{r}^2} - \frac{D - 4}{\bar{r}^2} & \text{(even)}, \\
  m^2 + \frac{L(L + D - 3) - D + 2}{\bar{r}^2} & \text{(odd)}, \\
  m^2 + \frac{L(L + D - 3)}{\bar{r}^2} & \text{(tensor)}. 
\end{cases} \quad (4.28)$$

$\bar{r}$ represents the distance, defined in Eq. (B.2), where the two horizons coincide, while $\kappa$ is defined in (B.9). The equation (4.27) is particularly convenient because it admits an analytic expression for the QNMs [45, 46] (see also App. B for notation and further details):

$$\frac{\omega}{\kappa} = -i \left( n + \frac{1}{2} \right) + \sqrt{\frac{\bar{r}^2 U(\bar{r})}{D - 3} - \frac{1}{4}}, \quad n = 0, 1, \ldots \quad (4.29)$$

where $n$ takes non-negative integer values. Now, it is worth recalling that isospectrality is generically broken for massive fields in 4 and higher dimensional SdS spacetimes [10, 11]. However, Eq. (4.28) shows that isospectrality is recovered at least in the extremal limit if $D = 4$. In other words, in the extremal limit, all the different spectra become degenerate, resulting in identical sets of quasi-normal frequencies. Notice that this is true only in $D = 4$. In higher dimensions, as it is clear from (4.28), this property ceases to hold and one ends up with different QNMs.

The above result can be immediately specialized to the case of partially massless fields: the dynamics is still dictated by the single Schrödinger-like equation (4.27), where $U(\bar{r})$ is given by (4.28) with $m^2 = \frac{2\Lambda}{D-2}$. Thus isospectrality is also broken for partially massless modes away from $D = 4$. The breaking of isospectrality away from $D = 4$ for partially massless spin-2 perturbations was indeed expected, at least in the small-$\Lambda$ limit, where the vectorial and tensorial components of the partially massless perturbations decouple and reproduce the equations for massless spin-1 and spin-2 fields in arbitrary dimensions (see App. D for the derivation), whose even and odd sectors are known to be non-isospectral [9]. In this section, we have shown explicitly that this remains generically true, also away from the limit of asymptotically flat spacetimes.

**Gregory-Laflamme Instability:** In [30], Gregory and Laflamme showed that black strings and black branes, the low energy solutions of string theory, are unstable against small fluctuations. Such an instability manifests as exponentially growing solutions to the linearized
equations of motion for the classical perturbations around the background configuration. A similar issue affects the longitudinal component of a massive spin-2 field in $D = 4$ [11, 31], indicating that massive spin-2 particles in 4-dimensional static, Schwarzschild or SdS spacetimes are unstable. This is perhaps unsurprising, given the arguments that physical black hole solutions in the full theory of massive gravity are likely time-dependent (see, e.g., [28, 47]).

In this section, we confirm this expectation, generalizing the results of [11, 31] to Schwarzschild and SdS spacetimes in arbitrary $D$-dimensions. For simplicity, we focus again on the extremal limit, which admits an analytic expression for the QNM spectrum and allows to easily visualize the origin of the instability. Our starting point is Eq. (4.24). In the extremal limit, it simplifies significantly, taking on the form

$$\frac{d^2}{dr^2_\ast} \phi(r) + \left( \omega^2 - \frac{\kappa (r_c - r_b) U(\bar{r})}{2 \cosh^2(\kappa r_\ast)} \right) \phi(r) = 0,$$

with a Pöschl-Teller potential, where

$$U(\bar{r}) = m^2 - \frac{2(D-3)}{\bar{r}^2}.$$  

The quasi-normal frequencies can be obtained by solving for fixed $n$ Eq. (4.29) (see App. B for details), which now reads

$$\frac{\omega}{\kappa} = -i \left( n + \frac{1}{2} \right) + \sqrt{\frac{\bar{r}^2 m^2}{D-3} - \frac{9}{4}}, \quad n = 0, 1 \ldots$$

Notice that the argument inside the square root is not always positive definite. It may happen that, for certain values of the mass, the second term in (4.32) becomes imaginary. In particular, if this contribution is large enough to compensate the first term in (4.32), the imaginary part of the frequency flips sign, corresponding therefore to an instability in the spectrum. In the case of $(L = 0)$-modes for massive spin-2 fields in arbitrary dimensions, this occurs when

$$\frac{(D-2)(D-3)}{D-1} < m^2 \bar{r}^2 < 2(D-3),$$

where $\frac{(D-2)(D-3)}{D-1}$ is the Higuchi bound for $\Lambda = \bar{\Lambda}$ (see Eq. (B.2)). In the range of values given by (4.33), it is guaranteed that there is at least one unstable mode in the QNM spectrum. Notice that, in $D = 4$, the right side of the inequality (4.33) becomes $\frac{m^2 r_s^2}{\sqrt{2}} < \frac{\sqrt{7}}{3} \approx 0.47$, in agreement with the numerical results of [11]. In addition, for fixed values of the mass $m^2$ in units of $r_s^2$, the instability rate grows as $D$ increases, in line with the general behaviour of the Gregory-Laflamme instability in string theory in the small-$\Lambda$ limit [30].

5 Conclusions

Isospectrality and its peculiarity to 4 spacetime dimensions remains a curious phenomenon. Above we presented analytic arguments for the isospectrality of partially massless spin-2
particles in a Schwarzschild de Sitter background in $4D$ and the breaking of isospectrality away from $D = 4$ dimensions. In particular, we have provided the explicit form of the symmetry that underlies isospectrality between modes with multipole number $L = 1$ in $D = 4$. This generalizes the Chandrasekhar relation for black hole perturbations in general relativity and represents a novel example of duality between modes of different parity for spinning particles on SdS backgrounds.

An analytic proof of isospectrality for partially massless fields of generic $L$ is still, however, elusive. In this work, we have checked that when $L > 1$ the potentials are not related via a standard Chandrasekhar relation, but require instead the introduction of a generalized Darboux transformation [33]. This amounts to solving higher-order differential equations, for which an analytic solution is not easy to find for generic values of the cosmological constant. This does not mean though that one can not find in principle a field reparametrization that allows to recast the potentials in a form that makes them manifestly supersymmetric partners. It is possible that other approaches such as the Newman-Penrose formalism might shed some light on this [48–50]. This would have several advantages. First, it may allow one to rewrite the equations of motion in the static case in a form that is suitable to extend the proof of isospectrality to modes with $L > 1$ and away from the eikonal limit. Second, it would pave the way to study the dynamics of partially massless fields around Kerr-de Sitter black holes. In particular, it would be interesting to see whether the isospectrality that holds for partially massless perturbations around non-rotating backgrounds will survive also in the spinning case, and contrast it to what happens for Kerr perturbations in general relativity [33, 51–54]. Finding a symmetry principle behind these aspects, extending the one that we have presented here for modes with $L = 1$, would be particularly important for multiple reasons. First of all, having at our disposal other examples beyond the Chandrasekhar relation in general relativity would help us shed light on the fundamental aspects of black holes. In addition, a symmetry principle could be used as a powerful test of gravity and as an efficient way to discriminate among wide classes of theories. All these interesting aspects and open questions are left for future work.

Along the way, in this paper, we gave also a systematic derivation of massive and partially massless spin-2 perturbations in S(A)dS backgrounds in arbitrary dimensions. In particular, we were able to cast the equations of motion in the useful Schrödinger-like form and where all coefficients depend analytically on the frequency. We were also able to generalize the appearance of the Gregory-Laflamme instability for massive spin-2 particles in SdS to arbitrary dimensions. Even if higher-dimensional S(A)dS spacetimes can not be a realistic description of physical systems, the study of the dynamics of field perturbations in these cases can be used, by contrast, as a way to better understand fundamental properties of physical black holes. In this spirit, we have shown in this paper that, in contrast with $4D$-SdS spacetimes, the isospectrality for partially massless spin-2 fields ceases to hold when $D > 4$. This mirrors exactly what happens for massless particles.

More generally, the methods and results of our paper can be used as a useful tool to understand the effects of new and exotic degrees of freedom on the ringdown phase of a black hole merger.
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A Partially massless spin-2 equations on 4-dimensional S(A)dS spacetime

Partially massless fields are special irreducible representations that have been shown to exist for particles with spin greater than 1 on Einstein spacetimes, when their masses take very particular values [14–26].

In this section, we briefly review the main aspects of partially massless fields in 4 dimensions, specializing to SdS spacetimes. Let us start recalling first the definition of Einstein space in 4 dimensions:

\[ R_{\mu\nu} = \Lambda g_{\mu\nu}, \quad R = 4\Lambda, \quad (A.1) \]

where \( \Lambda \) is a constant. In the case of SdS, the background metric takes the form

\[ ds^2 = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2 d\Omega^2, \quad f(r) = 1 - \frac{r_s}{r} - \frac{\Lambda r^2}{3}, \quad (A.2) \]

where \( r_s \) is the Schwarzschild radius. Sometimes, it is convenient to rewrite the metric function \( f(r) \) in \( D = 4 \) as (see App. B for a more general discussion in arbitrary dimensions)

\[ f(r) = \frac{\Lambda}{3r}(r - r_b)(r - r_c)(r + r_b + r_c), \quad (A.3) \]

with

\[ \Lambda = \frac{3}{r_b^2 + r_b r_c + r_c^2}, \quad r_s = \frac{\Lambda}{3} r_b r_c (r_b + r_c) = \frac{r_b r_c (r_b + r_c)}{r_b^2 + r_b r_c + r_c^2}. \quad (A.4) \]

where \( r_b \) and \( r_c \) represent the black hole and de Sitter horizons, respectively. This way of writing the background metric makes manifest that \( f(r) \geq 0 \) for all values of \( r \) in the range \([r_b, r_c]\). In particular, notice that, solving Eq. \( (A.4) \) for \( r_b \) yields

\[ r_b = \frac{r_c}{2} \left( \sqrt{\frac{r_c + 3r_s}{r_c - r_s}} - 1 \right). \quad (A.5) \]

It is easy to show that \( r_b \) is a monotonically decreasing function of \( r_c \). In particular, as \( r_c \to +\infty, \) \( r_b \to r_s \). Moreover, the two horizons coincide in the extremal limit at
\[ r_b = r_c = \frac{3}{2} r_s. \] Thus, in general, \( r_s \leq r_b \leq \frac{3}{2} r_s \) and \( \frac{3}{2} r_s \leq r_c < +\infty \). The tortoise coordinate, defined by \( dr_s/dr = 1/f(r) \), is

\[
\frac{dr_s}{r_s} = \frac{3}{A} \left[ \frac{r_b \log \left( \frac{r_b}{r_c} \right)}{(r_c - r_b)(2r_b + r_c)} - \frac{r_c \log \left( 1 - \frac{r_c}{r_b} \right)}{(r_c - r_b)(r_b + 2r_c)} + \frac{(r_b + r_c) \log \left( 1 + \frac{r_c}{r_b + r_c} \right)}{(2r_b + r_c)(r_b + 2r_c)} \right]. \quad (A.6)
\]

In order to derive the equations describing the dynamics of partially massless fields in a SdS spacetime in \( D = 4 \), one can start from the action (4.1), which we rewrite as

\[
S = \int d^4 x \sqrt{-g} \left[ -\frac{1}{2} \nabla_{\lambda} h_{\mu\nu} \nabla^{\lambda} h^{\mu\nu} + \nabla_{\lambda} h_{\mu\nu} \nabla^{\nu} h^{\mu\lambda} - \nabla_{\mu} h \nabla_{\nu} h^{\mu\nu} + \frac{1}{2} \nabla_{\mu} h \nabla^{\mu} h + \frac{1}{4} R \left( h_{\mu\nu} h^{\mu\nu} - \frac{1}{2} h^2 \right) - \frac{1}{2} m^2 \left( h_{\mu\nu} h^{\mu\nu} - h^2 \right) \right], \quad (A.7)
\]

where we are keeping the mass \( m \) generic for the moment. The corresponding equations of motion are

\[
\Box h_{\mu\nu} - g_{\mu\nu} \Box h - \nabla^\lambda \nabla_\lambda h_{\mu\nu} - \nabla^\lambda \nabla_\mu h_{\lambda\nu} + g_{\mu\nu} \nabla_\rho \nabla_\sigma h^{\rho\sigma} + \nabla_\mu \nabla_\nu h + \frac{1}{2} R \left( h_{\mu\nu} - \frac{1}{2} g_{\mu\nu} h \right) - m^2 \left( h_{\mu\nu} - g_{\mu\nu} h \right) = 0. \quad (A.8)
\]

Using the definition of the Riemann tensor, \( [\nabla_\mu, \nabla_\nu] X^\alpha = R^\alpha_{\beta\mu\nu} X^\beta \), and the second Bianchi identity,

\[
\nabla_\lambda R_{\mu\nu\rho\sigma} + \nabla_\rho R_{\mu\nu\lambda\sigma} + \nabla_\sigma R_{\mu\nu\lambda\rho} = 0, \quad (A.9)
\]

together with the condition

\[
\nabla^\mu R_{\mu\nu\rho\sigma} = \nabla_\rho R_{\nu\sigma} - \nabla_\sigma R_{\nu\rho} = 0, \quad (A.10)
\]

where the second equality follows from being on an Einstein manifold, one can compute the divergence of the Eqs. (A.8) to obtain

\[
\nabla^\mu \Box h_{\mu\nu} - \nabla_\nu \Box h - \nabla_\mu \left( \nabla_\nu \nabla_\lambda h^{\mu\lambda} + R^\alpha_{\tau\lambda\nu} h^{\mu\tau} + R^\lambda_{\tau\nu\mu} h^{\tau\lambda} \right) - \nabla_\lambda \Box h^{\lambda\nu} - R^\mu_{\lambda\nu} \nabla^\tau h^{\lambda\nu} - R^\lambda_{\tau\lambda\nu} \nabla^\mu h^{\tau\lambda} + \nabla_\rho \nabla_\nu \nabla_\sigma h^{\rho\sigma} + R^\rho_{\lambda\nu\rho} \nabla_\sigma h^{\lambda\sigma} + \nabla_\nu \Box h + \frac{1}{2} R \left( \nabla^\mu h_{\mu\nu} - \frac{1}{2} \nabla_\nu h \right) - m^2 \left( \nabla^\mu h_{\mu\nu} - \nabla_\nu h \right) = -R_{\tau\nu\lambda} \nabla_\mu h^{\mu\tau} - R_{\lambda\nu\mu} \nabla_\sigma h^{\lambda\sigma} + R_{\mu\nu} \nabla_\delta h + \frac{1}{2} R \left( \nabla^\mu h_{\mu\nu} - \frac{1}{2} \nabla_\nu h \right) - m^2 \left( \nabla^\mu h_{\mu\nu} - \nabla_\nu h \right) = -m^2 \left( \nabla_\mu h_{\mu\nu} - \nabla_\nu h \right) = 0. \quad (A.11)
\]

Assuming \( m^2 \neq 0 \), Eq. (A.11) results in the on-shell condition

\[
\nabla^\mu h_{\mu\nu} - \nabla_\nu h = 0. \quad (A.12)
\]

Note that the relation (A.12) contains at most first order derivatives of the spin-2 field. Therefore, it provides 4 constraint equations, usually referred to as vector constraints.
These can be used to eliminate 4 degrees of freedom out of the total 10 components of the symmetric spin-2 field $h_{\mu\nu}$. Taking another divergence on (A.12), one finds the condition

$$\nabla_\mu \nabla_\nu h^{\mu\nu} - \Box h = 0,$$

(A.13)

which can be combined with the trace of (A.8) to find

$$(3m^2 - 2\Lambda) h = 0,$$

(A.14)

For generic values of the spin-2 mass, Eq. (A.14) provides an additional scalar constraint, $h = 0$, which reduces the propagating degrees of freedom from 6 to 5, as expected for a massive spin-2 field. On the other hand, if $3m^2 - 2\Lambda = 0$, which corresponds to saturating the Higuchi bound [16], the combination (A.14) vanishes off-shell. Thus, one loses a constraint, but gains a scalar gauge symmetry—see Eq. (3.4)—which reduces the propagating degrees of freedom from 6 to 4 (as opposed to a constraint, which eliminates one degree of freedom, a gauge symmetry removes two degrees of freedom). The residual modes correspond to the four components of the partially massless spin-2 field.

In the latter case, using the equations (A.12) and (A.13), and the partially massless condition [25, 26]

$$m^2 = \frac{2\Lambda}{3},$$

(A.15)

the equations of motion (A.8) take the form

$$\left(\Box - m^2\right) h_{\mu\nu} + 2 R_{\mu\tau\nu\lambda} h^{\lambda\tau} - \left(\nabla_\mu \nabla_\nu + \frac{\Lambda}{3} g_{\mu\nu}\right) h = 0.$$  

(A.16)

Then, the residual gauge symmetry can be used to eliminate one component from the partially massless tensor field $h_{\mu\nu}$ and further simplify the equations of motion. In particular, one can fix the gauge in such a way that $h_{\mu\nu}$ is traceless.\(^{16}\) Then, the constraints and the equations of motion boil down to

$$\left(\Box - m^2\right) h_{\mu\nu} + 2 R_{\mu\tau\nu\lambda} h^{\lambda\tau} = 0, \quad \nabla_\mu h_{\mu\nu} = 0, \quad h = 0.$$  

(A.17)

**B Extremal limit of Schwarzschild de Sitter spacetime**

In this section, we show how to take the extremal limit of a SdS spacetime in arbitrary dimensions and briefly review the expression for the quasi-normal frequencies.

Let us start noting that in SdS the position of the black hole horizon is always shifted outwards with respect to a Schwarzschild spacetime (the third term in (4.3) is always negative in dS). The function $f(r)$ has a local maximum in the interval $[r_b, r_c]$, where $r_b$ and $r_c$ denote the black hole and cosmological horizons, respectively. The location of the maximum can be expressed as

$$r_0 = \left[\frac{D-3}{4\Lambda} \frac{(D-1)(D-2)(D-3)}{4\Lambda}\right]^{\frac{1}{D-3}},$$

(B.1)

\(^{16}\)Note that this is not the gauge that we have chosen in the main text, though.
in terms of \( r_s \) and \( \Lambda \). Requiring that (4.3) admits only one solution, which amounts to imposing that the maximum of \( f(\bar{r}) \) satisfies \( f(\bar{r}) = 0 \), allows to find the extremal limit in a SdS spacetime in arbitrary dimensions:

\[
\bar{\Lambda} = \frac{(D - 3)(D - 2)}{2^{D-3}(D - 1)} \frac{r_s^2}{s^2} \quad \bar{r} = r_s \left( \frac{D - 1}{2} \right)^{\frac{1}{D-3}}.
\]  

(B.2)

In \( D = 4 \), the previous expressions reduce to \( \bar{\Lambda}_{D=4} = \frac{4}{9s^2} \) and \( \bar{r}_{D=4} = \frac{3r_s}{2} \). Calling with \( \epsilon \) the relative distance between each horizon and the maximum \( \bar{r}_0 \), let us now expand up to quadratic order in \( \epsilon \). Solving \( f(\bar{r}_0 + \epsilon) = 0 \), one finds

\[
\epsilon^2 = -2f(\bar{r}_0) \left( \frac{d^2 f}{dr^2} \right)_{\bar{r}_0}^{-1} = f(\bar{r}_0) \frac{D - 2}{2\bar{\Lambda}},
\]  

(B.3)

where

\[
f(\bar{r}_0) = 1 - 2^{D-5} \frac{r_s^{2(D-3)} (D - 1)}{2^{D-3}(D - 1)(D - 2)(D - 3)} \left( \frac{1}{(D - 1)(D - 2)} \right)^{\frac{D-3}{D-1}}.
\]  

(B.4)

Since \( \Lambda \) is close to its extremal value \( \bar{\Lambda} \), then \( f(\bar{r}_0) \ll 1 \). The positions of the black hole and cosmological horizons are \( r_b = \bar{r}_0 - \epsilon \) and \( r_c = \bar{r}_0 + \epsilon \), respectively.\(^{17}\) In the extremal limit, \( f(\bar{r}) \) can be approximated by its Taylor expansion around \( \bar{r}_0 \),

\[
f(\bar{r}) = f(\bar{r}_0) + \frac{1}{2} \left. \frac{d^2 f}{dr^2} \right|_{\bar{r}_0} (\bar{r} - \bar{r}_0)^2 + O((\bar{r} - \bar{r}_0)^3)
\]  

\[
= 2\bar{\Lambda} \left( \epsilon^2 - (\bar{r} - \bar{r}_0)^2 \right) + O(\epsilon^3)
\]  

(B.7)

In this approximation, at the first non-trivial order in \( \epsilon \), the tortoise coordinate is

\[
r_*(\bar{r}) = \int \frac{dr}{f(\bar{r})} = \frac{1}{2\kappa} [\ln(\bar{r} - r_b) - \ln(\bar{r} - r_c)],
\]  

(B.8)

where

\[
\kappa = \frac{\bar{\Lambda}}{D - 2} (r_c - r_b).
\]  

(B.9)

Inverting (B.8) and plugging back into (B.7),

\[
f(\bar{r}(r_*)) = \frac{\kappa (r_c - r_b)}{2 \cosh^2(\kappa r_*)}.
\]  

(B.10)

\(^{17}\)Notice that, defining

\[
\delta = \sqrt{1 - \bar{r}_0^{2(D-3)} \frac{(D - 1)^{D-1}}{2^{D-3}(D - 1)(D - 2)}} \left( \frac{2\bar{\Lambda}}{(D - 1)(D - 2)} \right)^{\frac{D-3}{D-1}},
\]  

(B.5)

Eq. (B.4) takes on the form \( f(\bar{r}_0) = 1 - (1 - \delta^2)^{\frac{1}{D-3}} \) and

\[
\epsilon = \sqrt{\frac{D - 2}{2\bar{\Lambda}}} \sqrt{1 - (1 - \delta^2)^{\frac{1}{D-3}}},
\]  

(B.6)

in agreement with [55].
The great advantage of (B.10) is that it allows to obtain an analytic formula for the quasi-normal frequencies.

**B.1 Quasi-normal modes in the extremal limit**

Let us postulate a Schrödinger-like equation of the form

\[ \frac{d^2}{dr^2} \Psi(r) + \left( \omega^2 - f(r)U(r) \right) \Psi(r) = 0, \quad \frac{dr_*}{dr} = \frac{1}{f(r)}, \tag{B.11} \]

where \( \Psi(r) \) is some generic field and \( f(r)U(r) \) is the potential, such that \( \lim_{r_* \to \pm \infty} f(r)U(r) = 0 \). The correct boundary conditions for QNMs, corresponding to outgoing waves in the asymptotic regions \( r_* \to \pm \infty \), are given by

\[ \Psi \xrightarrow{r_* \to -\infty} e^{-i\omega(t+r_*)}, \tag{B.12} \]

where \( r_b \) is the location of the black hole horizon, and

\[ \Psi \xrightarrow{r_* \to \infty} e^{-i\omega(t-r_*)}, \tag{B.13} \]

where \( r_c \) is the cosmological horizon. Let us consider now the extremal limit (B.2). Retaining only the leading term in the limit \( r \sim \bar{r} \sim r_b \sim r_c \), the Schrödinger-like equation can be approximated by (B.11)

\[ \frac{d^2}{dr_*^2} \Psi(r) + \left( \omega^2 - \kappa (r_c - r_b)U(\bar{r}) \right)^2 \cosh^2(\kappa r_*) \Psi(r) = 0, \tag{B.14} \]

where \( U(\bar{r}) \) is the value of the potential \( U(r) \) at the extremal \( \bar{r} \). The Schrödinger-like equation (B.14) admits the following analytic expression for the quasi-normal frequencies \([45, 46]\) (see also \([44, 56]\)):

\[ \frac{\omega}{\kappa} = -i \left( n + \frac{1}{2} \right) + \sqrt{\frac{D - 2}{2\Lambda} U(\bar{r}) - \frac{1}{4}}, \quad n = 0, 1 \ldots \tag{B.15} \]

Notice that for positive potentials, \( U(\bar{r}) > 0 \), the imaginary part of all the quasi-normal frequencies \( \omega_n \) is negative, which indicates that the oscillations are damped. Instead, if \( U(\bar{r}) < 0 \), sufficiently close to the extremal limit, there is a non-trivial subset of frequencies, corresponding to the lowest values of \( n \), whose imaginary parts change sign, signalling the presence of an instability in the spectrum.
C Massive and partially massless spin-2 in 4D: even sector equations of motion

We report here the expressions for the coefficients appearing in the equations of motion (3.23) for massive spin-2 perturbations on 4-dimensional S(A)dS spacetimes:

\[ V_\psi = \frac{f}{r^3 ((L^2 + L - 2)^2 L^2 r + m^2 r^3 + 3r_s)^2} \left[ 9(L^2 + L - 2)^2 r_2^2 r_s + 27(L^2 + L - 2) r r_s^2 \right. \]
\[ + \left( (L^2 + L - 2)^5 + 6r^4 r_s \right) \left( 3(L^2 + L - 4) m^2 - 2\Lambda (L^2 + L - 2) \right) \]
\[ + m^6 r^9 - 3m^2 r^6 r_s (m^2 - 4\Lambda) + m^2 r^7 (L(L + 1)(2\Lambda + 3m^2) - 4\Lambda) + 27r_s^3 \]
\[ + r^3 \left( L(L + 1)((L - 2)L(L + 1)(L + 3) + 12) + 9r_s^2 (5m^2 - 2\Lambda) - 8 \right) \right], \quad (C.1) \]
\[ V_K = f \left( m^2 - 2\Lambda + \frac{L^2 + L + 4}{r^2} - \frac{6r_s}{r^3} \right), \quad (C.2) \]
\[ V_G = \frac{f}{3r^3 ((L^2 + L - 2)^2 r + m^2 r^3 + 3r_s)^2} \left[ 9r_s \left( -2\Lambda r^3 r_s + 4r^2 - 6rr_s + 3r_s^2 \right) \right. \]
\[ + 3L^4 r^2 \left( 3m^2 r^3 - r + 3r_s \right) + 3L^3 r^2 \left( 6m^2 r^3 - 7r + 6r_s \right) + 3L^6 r^3 + 9L^5 r^3 \]
\[ + 3L r \left( m^2 r^6 (3m^2 - 2\Lambda) + 6m^2 r^3 r_s - 6m^2 r^4 + 4r^2 - 12rr_s + 9r_s^3 \right) \]
\[ + m^4 r^6 \left( 21r_s - 2r (\Lambda r^2 + 9) \right) + 3m^6 r^9 + 3m^2 r^3 \left( 4\Lambda r^3 (r - r_s) + 3r_s (5r_s - 4r) \right) \]
\[ + 3L^2 r \left( 3m^4 r^6 + m^2 r^3 \left( -2\Lambda r^3 - 3r + 6r_s \right) + 9r_s (r_s - r) \right) \right], \quad (C.3) \]
\[ S_K^{(\psi)} = \frac{-2f}{3r^3 ((L^2 + L - 2)^2 r + m^2 r^3 + 3r_s)^2} \left[ 2\Lambda m^2 r^6 \left( 3(L^2 + L - 2)^2 r + m^4 r^3 + 12r_s \right) \right. \]
\[ - 6(L^2 + L - 2)^3 r^3 \left( L^2 + L + 3m^2 r^2 - 2 \right) + 18r^2 r_s \left( 3L(L + 1) + 4m^2 r^2 - 9 \right) + 81r_s^3 \]
\[ + 3r_s^2 \left( 6L(L + 1) + 3m^2 r^2 + 3(L - 2)L(L + 1)(L + 2) - m^4 r^4 \right) \left. \right], \quad (C.4) \]
\[ S_G^{(\psi)} = f \frac{(L - 1)L(L + 1)(L + 2)}{3((L^2 + L - 2)^2 r + m^2 r^3 + 3r_s)^2} \left[ 3 \left( L^2 + L + 1 \right) r_s \right. \]
\[ - r^2 \left( 2(\Lambda L^2 + L - 2)r^2 + m^2 (6r - 9r_s) + 9\Lambda r_s \right) \right], \quad (C.5) \]
\[ S^{(\psi)}_K = f \left( m^2 + \frac{L^2 + L - 2}{r^2} + \frac{3r_s}{r^3} \right), \quad (C.6) \]
\[ S^{(K)}_G = 0, \quad (C.7) \]
\[ S^{(G)}_\psi = \frac{1}{2} S^{(G)}_K, \quad (C.8) \]
\[ S^{(G)}_K = f \frac{8m^2 (r^2 (2(\Lambda L^2 + L - 2)r^2 + m^2 (6r - 9r_s) + 9\Lambda r_s) - 3 (L^2 + L + 1) r_s)}{L(L + 1) (L^2 + L - 2)r^2 + m^4 r^2 + 3r_s)^2}. \quad (C.9) \]
We report here the expressions for the coefficients appearing in (3.26), which describe the dynamics of partially massless spin-2 fields on 4-dimensional S(A)dS spacetimes:

\[
\begin{align*}
a_1 &= \frac{1}{3L^2(L + 1)^2r^2(\Lambda r^3 - 3r + 3r_s) (3(L^2 + L - 2) r + 2\Lambda r^3 + 9r_s)} \left[ 16\Lambda^3 r^7 r_s \\
&+ 18\Lambda r^2 \left( L(L + 1)(L^2 + L + 18) - 8 \right) r^2 r_s + 18\Lambda r^2 L^3 (L + 1)^3 r^3 \right] \\
&- 72\Lambda r^2 (5L(L + 1) - 4) r^2 r_s^3 - 144\Lambda r^2 r_s^3 - 48\Lambda^2 r^5 r_s \left( (L^2 + L - 2) r + 2r_s \right) \\
&- 27L(L + 1) r_s \left( (L^2(L + 1)^2 + 20) r^2 + (L^2 + L - 44) r r_s + 24r_s^2 \right), \\
\end{align*}
\]

(C.10)

\[
\begin{align*}
a_2 &= \frac{3r (3(L^2 + L + 4) r - 4\Lambda r^3 - 12r_s)}{L(L + 1)(\Lambda r^3 - 3r + 3r_s)^2}, \\
\end{align*}
\]

(C.11)

\[
\begin{align*}
a_3 &= \frac{1}{3L^2(L + 1)^2r^2(\Lambda r^3 - 3r + 3r_s) (3(L^2 + L - 2) r + 2\Lambda r^3 + 9r_s)} \left[ 16\Lambda^3 r^7 r_s \\
&- 24\Lambda^2 r^4 \left( L(L + 1)(L^2 + L + 1) r^2 - 4L(L + 1) r r_s + 2r r_s - 2r_s^2 \right) \\
&- 18\Lambda L(L + 1) r^2 \left( (L(L + 1)(L^2 + L - 4) - 4) r^2 + 3(L^2 + L + 8) r r_s - 22r_s^2 \right) \\
&+ 27L^2(L + 1)^2 \left( (L^2 + L - 2) L(L + 1) r^2 + 3(L^2 + L - 4) r r_s + 15r_s^2 \right), \\
\end{align*}
\]

(C.12)

\[
\begin{align*}
a_4 &= \frac{4}{9L^2(L + 1)^2r^2} \left[ - 3\Lambda r^2 \left( 2(L^2 + L)^2 r^2 + (4 - 3L(L + 1)) r r_s - 4r_s^2 \right) \\
&+ 9L(L + 1) r_s \left( (L^2 + L - 5) r + 6r_s \right) + 4\Lambda^2 r^5 r_s \right], \\
\end{align*}
\]

(C.13)

\[
\begin{align*}
a_5 &= \frac{4r (3(L^2 + L - 2) r + 2\Lambda r^3 + 9r_s)}{L(L + 1)(\Lambda r^3 - 3r + 3r_s)}, \\
\end{align*}
\]

(C.14)

\[
\begin{align*}
a_6 &= \frac{1}{9L^2(L + 1)^2r^2(\Lambda r^3 - 3r + 3r_s) (3(L^2 + L - 2) r + 2\Lambda r^3 + 9r_s)} \left[ \\
&- 24\Lambda^3 r^7 \left( - 4 \left( L^2 + L - 5 \right) r r_s + (L - 1)L(L + 1)(L + 2) r^3 - 16r_s^2 \right) \\
&- 36\Lambda^2 r^4 \left( (9L(L + 1)(L^2 + L + 2) - 32) r^2 r_s - 6(3L(L + 1) - 8) r r_s^2 - 16r_s^3 \right) \\
&+ 2L \left( L \left( L \left( L^3 + 3L^2 + L - 3 \right) + 2 \right) + 4 \right) r^3 \right] \\
&+ 54\Lambda r^2 \left( (L(L + 1)(L + 1)(L^2 + L + 18) + 40) - 16 \right) r^2 r_s + 4(5L(L + 1) - 4)r_s^3 \\
&- 4(L - 1)L(L + 1)(L + 2)r^3 - 2(L(L + 1)(7L(L + 1) + 36) - 16) r r_s^2 \\
&- 162L(L + 1)r_s \left( - (L - 1)(L + 2)(7L(L + 1) + 10) r^2 \right. \\
&+ 2(L(L + 1)(5L(L + 1) - 8) - 22) r r_s + 3(5L(L + 1) + 8)r_s^2 \right) + 64\Lambda^4 r^10 r_s \right], \\
\end{align*}
\]

(C.15)
\[
\begin{aligned}
\frac{b_1}{L^2(L+1)^2r^2} & \left[ \frac{6(L(L+1)r + r_s) ((L-1)L(L+1)(L+2)r^2 + 2(L-1)(L+2)rr_s + 6r_s^2)}{L^2 r^2 (3 (L^2 + 2) r + 2Λr^3 + 9r_s) + 2 (L^2 + L)^2 r^2 + 4L(L+1)rr_s - 4r_s^2} \\
+ \frac{2 (L^2 + L)^2 r^2 + 4L(L+1)rr_s - 4r_s^2}{L^2(L+1)^2 r^2} \right] + \frac{8Λr_s}{3L^2(L+1)^2} + \frac{6r - 9r_s}{r (Λr^3 - 3r + 3r_s)}, \tag{C.16}
\end{aligned}
\]

\[
\frac{b_2}{L(L+1)} \left[ \frac{3r (3 (L^2 + L - 4) r + 4Λr^3 + 12r_s)}{(L^2 + L - 4) r + 4Λr^3 + 12r_s} \right], \tag{C.17}
\]

\[
\begin{aligned}
\frac{b_3}{3r^4L^2(L+1)^2 (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)} & \left[ \frac{-36(L(L+1)r + 2r_s) ((L^2 + L - 2) r^2 + 12rr_s - 15r_s^2)}{3 (L^2 + L - 2) r + 2Λr^3 + 9r_s} + \frac{4(L(L+1)(L^2 + L + 1)r^2 - (L-1)(L+2)rr_s - 8r_s^2)}{r^4L^2(L+1)^2} \\
+ \frac{16Λr_s}{3r^2L^2(L+1)^2} + \frac{3 ((L^2 + L + 4) r - 8r_s)}{r^2(Λr^3 - 3r + 3r_s)} + \frac{18Λr_s(L(L+1)r + r_s) ((L^2 + L - 2) r + 6r_s) ((L^2 + L + 4) r - 6r_s)}{r^4L^2(L+1)^2 (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)^2} \right], \tag{C.18}
\end{aligned}
\]

\[
\begin{aligned}
\frac{b_4}{L^2(L+1)^2r^2 (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)^2} & \left[ \frac{4r_s (-9L(L+1) ((L^2 + L - 5) r + 6r_s) - 3Λr^2 (5(L(L+1) - 4)r + 4r_s) - 4Λ^2r^5)}{L^2(L+1)^2r^2 (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)^2} \right], \tag{C.19}
\end{aligned}
\]

\[
\frac{b_5}{L(L+1)(Λr^3 - 3r + 3r_s) (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)} = - \frac{36r}{L(L+1)(Λr^3 - 3r + 3r_s) (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)} \tag{C.20}
\]

\[
\begin{aligned}
\frac{b_6}{L^2(L+1)^2r^2 (Λr^3 - 3r + 3r_s) (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)^2} & \left[ \frac{1}{L^2(L+1)^2r^2 (Λr^3 - 3r + 3r_s) (3 (L^2 + L - 2) r + 2Λr^3 + 9r_s)^2} \\
- 12Λ^2r^4 \left( 2L(L+1) \left( L^2 + L + 1 \right) r^2 + (4 - 9L(L+1))rr_s - 4r_s^2 \right) \\
- 36ΛL(L+1)r^2 \left( (L-1)(L+2) \left( L^2 + L + 1 \right) r^2 - 2 \left( L^2 + L - 6 \right) rr_s - 11r_s^2 \right) \\
+ 81L^2(L+1)^2r_s \left( \left( L^2 + 4 \right) r + 5r_s \right) + 16Λ^3r^7 r_s \right]. \tag{C.21}
\end{aligned}
\]

### D Quadratic actions

In this section we show how to obtain the quadratic actions for the even and odd canonically normalized degrees of freedom of spin-2 fields in S(A)dS spacetimes. To this end, we will introduce an auxiliary field that helps integrate out the non-dynamical variables. The procedure works in any dimensions, but, for the sake of the presentation, we will explicitly present it only in $D = 4$.

#### D.1 Odd sector

Let us start from the odd sector, focusing for the moment on the modes with $L \geq 2$. With the help of an auxiliary field $\sigma$, we can rewrite the Fierz-Pauli action (4.1) for odd modes
by parts, one finds a quadratic Lagrangian for $h$ fields as follows, 

\[
S_{\text{odd}, M=0} = \sum_{L=2}^{\infty} \int dt dr \, L(L+1) \left[ -\frac{1}{4} \sigma^2 + \sigma \left( a_1 \dot{h}_1 + a_2 h_0 + a_3 h_0 \right) + a_4 h_0^2 + a_5 h_1^2 + a_6 h_1 h_2 + a_7 h_0 \dot{h}_2 + a_8 h_2^2 + a_9 \dot{h}_2^2 + a_{10} \dot{h}_2^2 \right], \tag{D.1}
\]

where the coefficients $a_i$, which are purely functions of $r$, are fixed by requiring that, after integrating out the auxiliary field $\sigma$ from (D.1), one recovers (4.1) with the field $h_{\mu\nu}$ decomposed according to (3.5),

\[
\begin{align*}
a_1 &= -a_2 = 1, \quad a_3 = \frac{2}{r}, \tag{D.2a} \\
a_4 &= -\frac{a_5}{r^2} = \frac{-2rf' - 2f + r^2(m^2 - 2\Lambda)}{r^2 f}, \tag{D.2b} \\
a_6 &= -f^2 a_7 = \frac{4f^2}{r^2} a_9 = -\frac{4}{r^2} a_{10} = f(L^2 + L - 2), \tag{D.2c} \\
a_8 &= \frac{1}{4} (L^2 + L - 2) \left( 2rf' + 2f - r^2(m^2 - 2\Lambda) - 2 \right). \tag{D.2d}
\end{align*}
\]

This guarantees the equivalence between (D.1) and (4.1) for odd perturbations. The advantage of the form (D.1) is that it allows to integrate out $h_0$ and $h_1$ straightforwardly, as their equations of motion are algebraic,

\[
\begin{align*}
h_0 &= \frac{r^2(L^2 + L - 2)h_2 - r^2 f\sigma' - 2rf\sigma}{2 \left( -2rf' - 2f + r^2(m^2 - 2\Lambda) + L(L+1) \right)}, \tag{D.3a} \\
h_1 &= \frac{r^2 f(2 - L^2)h_2 + r^2 \dot{\sigma}}{2f (2rf' + 2f - r^2(m^2 - 2\Lambda) - L(L+1))}. \tag{D.3b}
\end{align*}
\]

Notice that in (D.1) we have set for simplicity the magnetic quantum number $M = 0$. This will not affect the final equations as the spherical symmetry guarantees that they are independent of $M$. Plugging (D.3) back into the action (D.1) and after simple integrations by parts, one finds a quadratic Lagrangian for $h_2$ and $\sigma$ only. Canonically normalizing the fields as follows,

\[
\begin{align*}
\Psi_1 &\equiv r \left[ \frac{L(L+1)}{2 \left( -2rf' - 2f + r^2(m^2 - 2\Lambda) + L(L+1) \right)} \right]^{1/2} \sigma, \tag{D.4a} \\
\Psi_2 &\equiv \left[ \frac{(L-1)L(L+1)(L+2)r^2 (-2rf' - 2f + r^2(m^2 - 2\Lambda) + 2)}{2 \left( -2rf' - 2f + r^2(m^2 - 2\Lambda) + L(L+1) \right)} \right]^{1/2} h_2, \tag{D.4b}
\end{align*}
\]

the quadratic action takes on the form

\[
S_{\text{odd}, M=0} = \frac{1}{2} \sum_{L=2}^{\infty} \int dt dr \left[ \Psi_1^2 + \Psi_2^2 \left( \frac{\partial \Psi_1}{\partial r_*} \right)^2 - \left( \frac{\partial \Psi_2}{\partial r_*} \right)^2 \right. \\
\left. - V_{\Psi_1} \Psi_1^2 - V_{\Psi_2} \Psi_2^2 + V_{12} \Psi_1 \Psi_2 \right], \tag{D.5}
\]
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where

\[
V_{\Psi_1} = \frac{f}{3r^3 (L^2 + L + m^2 r^2 - 2)^2} \left[ (L^2 + L - 2) m^2 r^2 \left( (9L(L+1) - 3) r + \Lambda r^3 - 24 r_s \right) + 3 \left(L^2 + L - 2\right)^2 (L(L+1) r - 3 r_s) + m^4 r^4 \left( 9L(L+1) r - 2\Lambda r^3 - 24 r_s \right) + 3 m^6 r^7 \right],
\]

(D.6a)

\[
V_{\Psi_2} = -\frac{f}{3r^2 (L^2 + L + m^2 r^2 - 2)^2} \left[ -3 m^6 r^6 - 3 \left(L^2 + L - 2\right)^2 \left(L^2 + L - 2\Lambda r^2\right) + m^4 r^4 \left(-9 \left(L^2 + L - 2\right) r + 2\Lambda r^3 - 3 r_s \right) + \left(L^2 + L - 2\right) m^2 r \left( (21 - 9L(L+1)) r + 5\Lambda r^3 - 12 r_s \right) \right],
\]

(D.6b)

\[
V_{12} = \frac{4f m \sqrt{L^2 + L - 2}}{L^2 + L - 2 + m^2 r^2}.
\]

(D.6c)

The result (D.5) holds for every value of the mass \( m \). In particular, it holds for partially massless fields upon substituting \( m^2 = \frac{2\Lambda}{3} \). What is nice about this result is that it allows to obtain equations of motion directly in a Schrödinger-form and it makes manifest that they decouple in the limit \( m^2 \to 0 \). In particular, one can check that they correctly reproduce the Regge-Wheeler equation for massless spin-2 black hole perturbations [1] and the equation for massless spin-1 fields in a Schwarzschild background.

The action for the modes with \( L = 1 \) can be obtained following an analogous procedure, or it can more easily be inferred from (D.5) by setting \( \Psi_2 \to 0 \) and \( L \to 1 \):

\[
S^{(L=1)}_{\text{odd}, M=0} = \frac{1}{2} \int dt dr_\ast \left[ \dot{\Psi}_1^2 - \left( \frac{\partial \Psi_1}{\partial r_\ast} \right)^2 - V_{\Psi_1}^{(L=1)} \right],
\]

(D.7)

where

\[
V_{\Psi_1}^{(L=1)} = f \left( m^2 - \frac{2\Lambda}{3} - \frac{8 r_s}{r^3} + \frac{6}{r^2} \right),
\]

(D.8)

which correctly reproduces our previous result (3.11).

### D.2 Even sector

Let us discuss now the even sector. Our starting point is the Lagrangian (3.20), from where one would like to integrate \( \chi \) out. In this section we will show how this can be done at the level of the action.

First, it is convenient to redefine \( K \) as follows,

\[
K \equiv \tilde{K} + \frac{3\psi}{3(L^2 + L - 2) r + 2\Lambda r^3 + 9 r_s} + \frac{3L(L^2 - 1) (L + 2)(L(L+1) r + r_s)}{12 (L^2 + L + 1) r_s} G.
\]

(D.9)

This allows to remove the operators \( \psi^2 \) and \( \psi G \) from the Lagrangian (3.20). For the sake of the presentation, we will consider below the case of partially massless fields. Setting \( m^2 = \frac{2\Lambda}{3} \) will indeed considerably simplify the final expressions, as we can use the partially
massless gauge freedom to set e.g. \( \bar{\mathcal{K}} = 0 \). However, one should keep in mind that the procedure is general and it can be straightforwardly adapted for fields with generic mass.

Then, we introduce the following action

\[
S_{\text{PM},M=0}^{\text{even}} = \sum_{L=2}^{\infty} \int dt dr \left[ -\zeta^2 + \zeta \left( a_1 \psi + a_2 G + a_3 \chi' + a_4 \chi \right) + a_5 G^2 + a_6 G'^2 + a_7 G^2 + a_8 \psi G + a_9 \psi^2 + a_{10} \chi^2 \right],
\]

where \( \zeta \) is an auxiliary field and where the coefficients \( a_i \) are fixed in such a way that (D.10) is equivalent to (3.20) after plugging in (D.9) with \( \bar{\mathcal{K}} = 0 \) and \( m^2 = \frac{2\Lambda r_s}{L} \). The advantage of the form (D.10) is that, after simple integrations by parts, one can easily integrate out both \( \chi \) and \( \psi \), obtaining an action for \( \zeta \) and \( G \) only. Canonically normalizing the fields as

\[
\Phi_1 \equiv \zeta \left[ 6 \left( 3L(L+1)r \left( (L^2 + L - 2) r + 3r_s \right) + 2\Lambda r_s^2(2L(L+1)r + r_s) \right)^2 \right]^{1/2}
\]

\[
\cdot \left[ 12\Lambda^2 r_s^3 \left( (L^2 + L - 2) \left( L^2 + L \right)^2 r^2 - 2(2L(L+1) + 1)r_s^2 \right)
+ 36\Lambda L(L+1)r^2 \left( (L-1)L(L+1)(L+2) \left( L^2 + L - 1 \right) r^2 \right)
+ 3(L-1)L(L+1)(L+2)rr_s + (2L(L+1) - 1)r_s^2 \right]
+ 27L^3(L+1)^3 \left( (L^2 + L - 2) r + 3r_s \right)^2 + 8\Lambda^3 r_s^2 \right]^{-1/2},
\]

and

\[
\Phi_2 \equiv G \frac{r \sqrt{L(L+1)(L^2 + L - 2)} - 2\sqrt{2}Lr^2 r_s - 3(L^2 + L + 1) r_s}{2\Lambda r_s^2 r_s - 3(L^2 + L + 1) r_s} \left[ 6\Lambda L^2(L^2 + L - 2)(L+1)^2 r^4
+ 9L^2(L+1)^2 \left( (L^2 + L - 2)r + 3r_s \right)^2 - 6\Lambda(5L(L+1) + 2)r_s^2 + 4\Lambda^2 r_s^2 \right]^{1/2},
\]

we find the following final quadratic action for the (even) partially massless degrees of freedom,

\[
S_{\text{PM},M=0}^{\text{even}} = \frac{1}{2} \sum_{L=2}^{\infty} \int dt dr \left[ \Phi_1^2 + \Phi_2^2 - \left( \frac{\partial \Phi_1}{\partial r} \right)^2 - \left( \frac{\partial \Phi_2}{\partial r} \right)^2
- V_{\Phi_1} \Phi_1^2 - V_{\Phi_2} \Phi_2^2 + V_{12} \Phi_1 \Phi_2 \right],
\]
where

\begin{equation}
V_{\Phi_1} = \frac{1}{(6(\lambda - 2)\Delta r^5 - 6(5\lambda + 2)\Delta r^3 r_s^2 + 4\Delta^2 r^5 r_s^2 + 9\lambda^2 r((\lambda - 2)r + 3r_s)^2)^2} \\
\cdot \left[ -24\lambda^3 r^5 r_s^2 \left(2(\lambda - 2)\Delta^2 (\lambda + 1)r^3 + (\lambda - 2)\Delta^2 r^2 r_s - (\lambda - 2)(6\lambda - 1)r r_s^2 - 8(5\lambda + 2)r_s^3 \right) \\
+ 18\lambda^2 r^3 ((\lambda - 2)^3 \lambda^4 r^5 + 4(\lambda - 2)\Delta^2 (7\lambda(3\lambda - 1) + 4)r^3 r_s^2 \\
+ 4(\lambda - 2)\Delta^2 (43\lambda + 4)r^2 r_s^2 + 14(\lambda - 2)^3 \lambda^4 r_s + \lambda(179\lambda - 14) + 32)r r_s^4 \\
- 6(\lambda(13\lambda + 20) + 4)r r_s^5 - 54\lambda^2 \Delta r^2 ((\lambda - 2)^3 \lambda^2 r^4 + 2(\lambda - 2)\lambda(29\lambda - 8) - 10)r^2 r_s^2 \\
+ 8(\lambda - 2)^2 \lambda^2 (\lambda + 1)r_s^3 r_s + 12(\lambda - 2)(3\lambda + 1)(4\lambda + 1)r r_s^3 + 9(\lambda(18\lambda + 11) + 2)r_s^4 \\
- 8\lambda^4 r^7 r_s^4 ((\lambda - 2)r + 16r_s) + 81\lambda^5 ((\lambda - 2)r + 3r_s)^2 \right],
\end{equation}

\begin{equation}
V_{\Phi_2} = \frac{1}{(6(\lambda - 2)\Delta r^4 - 6(5\lambda + 2)\Delta r^2 r_s^2 + 4\Delta^2 r^4 r_s^2 + 9\lambda^2 (\lambda - 2)r + 3r_s)^2} \\
\cdot \left[ 24\lambda^3 r^6 r_s^2 \left(2(\lambda - 2)\Delta^2 (\lambda - 1)r^3 + 17(\lambda - 2)\Delta^2 r^2 r_s + (\lambda - 2)(9\lambda - 1)r r_s^2 - 8(\lambda + 1)r_s^3 \right) \\
+ 18\lambda^2 r^4 ((\lambda - 2)^2 \lambda^3 (7\lambda - 2)r^5 + 4(\lambda - 2)\lambda(24\lambda - 13) + 2)r^3 r_s^2 \\
+ 4(\lambda - 2)\lambda(31\lambda - 20)r^2 r_s^3 + 32(\lambda - 2)^2 \lambda^3 r_s + (\lambda - 2)(161\lambda - 16)r r_s^4 \\
+ 12(11\lambda - 4)r r_s^5 + 54\lambda^2 \Delta r^2 ((\lambda - 2)^3 \lambda^2 r^4(r - 5) + (\lambda - 2)\lambda(41\lambda - 146) + 20)r^3 r_s^2 \\
+ 6(\lambda - 2)(\lambda(11\lambda - 8) + 2)r^2 r_s^3 + 16(\lambda - 2)^3 \lambda^2 r^4 r_s - 9(\lambda - 2)(2\lambda + 5)r r_s^4 \\
- 72(\lambda + 1)r r_s^5 + 8\lambda^4 r^8 r_s ((\lambda - 2)r + 2r_s) \\
+ 81\lambda^6 ((\lambda - 2)r + 3r_s)^2 ((\lambda - 2)^2 \lambda r^5 + 3(\lambda - 2)^2 r^2 r_s + 9(\lambda - 2)r r_s^2 + 9r_s^3) \right],
\end{equation}

\begin{equation}
V_{12} = \frac{324\lambda^3 r^6 r_s (3\lambda - \Lambda r^2 + 3) (4\Lambda r^3 + 2\Lambda^2 r_s + 3(\lambda - 2)\lambda r + 9\lambda r_s)}{\sqrt{\lambda - 2}(3\lambda + 2\Lambda r^2) (\Lambda^3 - 3\lambda + 3r_s)^4 (2\Lambda^3 + 3(\lambda - 2)r + 9r_s)^3} \\
\cdot \left[ (\lambda - 2) \left(\sqrt{4\lambda + 1} - 1\right) \left(\sqrt{4\lambda + 1} + 1\right) (3\lambda + 2\Lambda r^2) (\Lambda^3 - 3\lambda + 3r_s)^3 \\
\cdot \left(2\Lambda^3 + 3(\lambda - 2)r + 9r_s\right)^4 \left(3(\lambda - 2)\lambda^2 r^2 + r_s^2 (9\lambda + 2\Lambda r^2) + 18\lambda^2 r r_s \right) \right] \\
\cdot \left[ 54\sqrt{6} \Lambda r^6 r_s (-3\lambda + \Lambda r^2 - 3) (4\Lambda r^3 + 2\Lambda^2 r_s + 3(\lambda - 2)\lambda r + 9\lambda r_s) \\
\cdot (2\Lambda^4 (3\lambda^3 - 6\lambda^2 + 2\Lambda^2 r_s) + 3r^2 (3\lambda^4 - 12\lambda^3 + 12\lambda^2 - 10\lambda r^2 - 4\Lambda r_s^2) \\
+ 54(\lambda - 2)\lambda^2 r r_s + 81\lambda^2 r_s^2) \right]^{-1},
\end{equation}

where we defined \( \lambda = L(L + 1) \). Notice that, sending \( \Lambda \to 0 \), the equations of motion for \( \Phi_1 \) and \( \Phi_2 \), obtained from (D.13), decouple and one correctly recovers the Zerilli equation.
for massless spin-2 perturbations and the equation of motion for massless spin-1 fields on Schwarzschild backgrounds.

So far, we have considered the case of modes with generic $L$. The particular case of $L = 1$ can be easily inferred from the previous expressions by simply setting $G \rightarrow 0$ ($\Phi_2 \rightarrow 0$) and $L \rightarrow 1$. The canonically-normalized quadratic action takes on the form,

$$S_{PM(L=1)}^{\text{even}, M=0} = \frac{1}{2} \int dt dr_* \left[ \dot{\Phi}_1^2 - \left( \frac{\partial \Phi_1}{\partial r_*} \right)^2 - V_{\Phi_1}^{(L=1)} \Phi_1^2 \right],$$  

(D.17)

where

$$\Phi_1 = r_s \sqrt{\frac{\Lambda r^2}{4} + 1} \left( \Lambda r^2 - 9 \right) \frac{\Lambda r}{\Lambda r^2 (4r + r_s) + 9rr_s} \zeta,$$  

(D.18)

and where the potential is

$$V_{\Phi_1}^{(L=1)} = 2f \frac{\Lambda r^2 (3r + 4r_s) + 54}{r^2 (\Lambda r^2 - 9)^2} - 81,$$  

(D.19)

in agreement with (3.31).
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