Abstract. In this paper we provide sufficient conditions which ensure that the non-linear equation
\[
\frac{dy(t)}{dt} = Ay(t) dt + \sigma(y(t)) dx(t), \quad t \in (0, T],
\]
with \( y(0) = \psi \) and \( A \) being an unbounded operator, admits a unique mild solution which is classical, i.e., \( y(t) \in D(A) \) for any \( t \in (0, T] \), and we compute the blow-up rate of the norm of \( y(t) \) as \( t \to 0^+ \). We stress that the regularity of \( y \) is independent on the smoothness of the initial datum \( \psi \), which in general does not belong to \( D(A) \). As a consequence we get an integral representation of the mild solution \( y \) which allows us to prove a chain rule formula for smooth functions of \( y \) and necessary conditions for the invariance of hyperplanes with respect to the non-linear evolution equation.

1. Introduction

The Young integral has been introduced in [14], where the author defines extension of the Riemann-Stieltjes integral \( \int f dg \) when neither \( f \) nor \( g \) have finite total variations. In particular in [14] it is shown that, if \( f \) and \( g \) are continuous functions such that \( f \) has finite \( p \)-variation and \( g \) has finite \( q \)-variation, with \( p, q > 0 \) and \( p^{-1} + q^{-1} \geq 1 \), then the Stieltjes integral \( \int f dg \) is well-defined as a limit of Riemann sums. This was the starting point of the crucial extension to rough paths integration. Indeed, in [12] the author proves that it is possible to define the integral \( \int f dx \) also in the case when \( f \) has finite \( p \)-variation and \( x \) has finite \( q \)-variation with \( p, q > 0 \) and \( p^{-1} + q^{-1} < 1 \). In this case, additional information on the function \( x \) is needed, which would play the role of iterated integrals for regular paths.

An alternative formulation of the integration over rough paths is provided in [5], where the author considers Hölder-like (semi)norms instead of \( p \)-variation norms. Namely, if \( f \) is \( \alpha \)-Hölder continuous and \( g \) is \( \eta \)-Hölder continuous with \( \alpha + \beta > 1 \) then the Young integral is well defined as the unique solution to an algebraic problem. Recently, a more general theory of rough integration, when \( \alpha + \beta \leq 1 \), has been introduced in [4].

Here, we consider only Young integrals and focus on the spatial regularity of solutions to infinite dimensional evolution equations leaving aside the enormous amount of results connected to the rough paths case culminating in the breakthrough on singular SPDEs (see, e.g., [6]). Namely, we consider the non-linear evolution equation

\[
\begin{cases}
  dy(t) = Ay(t) dt + \sigma(y(t)) dx(t), & t \in (0, T], \\
  y(0) = \psi,
\end{cases}
\] (1.1)
where $A$ is the infinitesimal generator of a semigroup with suitable regularizing properties and $x$ is a $\eta$-Hölder continuous function with $\eta > 1/2$. Ordinary differential equations (in finite dimensional spaces) driven by an irregular path of Hölder regularity greater than 1/2 have been understood in full details since [15] (see also [9]). On the other hand, the infinite dimensional case was treated in [7] and then developed in [8] and [3], see also [13] for earlier results in the context of stochastic partial differential equations driven by an infinite dimensional fractional Brownian motion of Hurst parameter $H > 1/2$.

In [3], problem (1.1) is formulated in a mild form

$$y(t) = S(t)y(0) + \int_0^t S(t-s)(\sigma(y(s)))dx(s), \quad t \in [0,T],$$

where $(S(t))_{t \geq 0}$ is the analytic semigroup generated by the sectorial operator $A$, and the authors exploit the regularizing properties of $S$ to show that, if the initial datum $\psi$ is smooth enough (i.e., if it belongs to a suitable domain of the fractional powers $(-A)^\alpha$), then equation (1.1) admits a unique mild solution with the same spatial regularity as the initial datum. The key technical point in [3] is to prove that the convolution

$$\int_0^t S(t-s)f(s)dx(s)$$

is well defined if $f$ takes values in $D((-A)^\alpha)$ and belongs to a Hölder-type function space. To be more precise, the authors require that $f : [0,T] \to D((-A)^\alpha)$ satisfies the condition

$$\sup_{0 \leq t < s \leq T} \frac{|f(t) - f(s) - (S(t-s) - I)f(s)|_{D((-A)^\alpha)}}{(t-s)^\beta} < +\infty.$$ 

This is one of the main difference with respect to the finite dimensional case, where the condition on the function $f$ reads in terms of classical Hölder norms. Once that convolution (1.2) is well-defined, the smoothness of the initial datum $\psi$ and suitable estimates on (1.2) allow the authors to solve the mild reformulation of equation (1.1) by a fixed point argument in the same Hölder-type function space introduced above.

Our point in the present paper is that if one looks a bit more closely to the trade-off between Hölderianity in time and regularity in space of the convolution (1.2) one discovers that an extra regularity in space can be extracted by estimates, see Lemma 2.16. This allows us to show that the mild solution to equation (1.1), which in our situation is driven by a finite dimensional noise, is more regular than the initial datum (that nevertheless has to enjoy the same regularity assumptions as in [3]). Namely, it is indeed a classical solution, i.e., $y(t) \in D(A)$ for any $t \in (0,T]$ (see Theorem 3.2), and, as a byproduct, we prove that $y$ is also an integral solution to (1.1), i.e., it satisfies the equation

$$y(t) = \psi + \int_0^t Ay(s)ds + \int_0^t \sigma(y(s))dx(s), \quad t \in [0,T].$$

It is worth mentioning that, when $A$ is an unbounded operator, mild formulation of equation (1.1) is the most suitable to prove existence and uniqueness of a solution since it allows to apply a fixed point argument in spaces of functions with a low degree of smoothness. On the other hand, this formulation is too weak in several applications (for instance Section 6 here), where an integral formulation of the
solution helps a lot. Moreover, since our solution is classical, we can also obtain a
chain rule; in other words we show that we can differentiate with respect to time
regular enough functions of the solution to equation (1.1). Finally, the chain rule
turns out to be the right tool to obtain necessary conditions for invariance of half
spaces with respect to (1.1) (see [2] for general invariance results in the case of a
finite dimensional equation driven by a rough path and [1] for the state of the art
in the case of classical evolution equations in infinite dimensional spaces).

Summarizing, this paper can been described as a first step towards a systematic
study, by the classical tools of semigroup theory, of smoothing properties of the
mild solution to (1.1) (as they were introduced in [3]). We plan to go further in the
analysis, first weakening the smoothness assumptions on ψ and, then, developing
results analogous to those in this paper for equations driven by more irregular noises
as in the case of rough paths.

The paper is structured as follows. In Section 2 we introduce the function
spaces that we use in this paper and we recall some results taken from [3, 5, 8],
slightly generalizing some of those results. In Section 3 we prove the existence
and uniqueness of a mild solution to the non-linear Young equation (1.1) when
ψ ∈ X, and x is η-Hölder continuous for some η ∈ (1/2, 1) and α + η > 1. We show
that this solution is classical and estimate the blow-up rate of its X_{1+μ} norm as t
tends to 0^+, when μ ∈ [0, η + α − 1). Based on this result, in Section 4 we prove that the
mild solution to (1.1) can be written in an integral form, which is used in Section 5
to prove the chain rule. As a byproduct of the previous results, in Section 6 we
prove a necessary condition for the invariance of the halfplane. Finally, in Section 7
we provide an example to illustrate our results.

Notation. We denote by \([a, b]^2 \subset \mathbb{R}^2 : a \leq s < t \leq b\) the set \(\{(s, t) \in \mathbb{R}^2 : a \leq s < t \leq b\}\). Further, for every \(h \in X_\alpha\) we set \(|h|_\alpha := |h|_{X_\alpha}\) and we denote by \(\mathcal{L}(X_\alpha, X_\gamma)\) the space of linear bounded operators from \(X_\alpha\) into \(X_\gamma\), for each \(\alpha, \gamma \in \mathbb{R}\). For every operator \(Q \in \mathcal{L}(X_\gamma, X_\alpha)\), we denote by \(|Q|_{\gamma, \alpha}\) its operator norm. For every \(A \subset \mathbb{R}, C_{A;X}\) denotes the usual space of continuous functions from \(A\) into \(X\) endowed with the sup-norm. The subscript “b” stands for bounded. When \(X = X_\alpha\) we denote the sup-norm by \(\|\cdot\|_{\alpha,A}\). If \(f \in C^\alpha([a, b])\) for some \(\alpha \in (0, 1)\), then we denote by \([f]_\alpha\) the usual \(\alpha\)-Hölder seminorm of \(f\).

2. The abstract Young equation

2.1. Function spaces and preliminary results. Throughout the paper, \(X\) denotes a Banach space and \(A : D(A) \subseteq X \to X\) is a linear operator which generates a semigroup \((S(t))_{t \geq 0}\). We further assume the following set of assumptions.

Hypothesis 2.1. (i) For every \(\alpha \in [0, 2]\), there exists a space \(X_\alpha\) (with the
convention that \(X_0 = X\) and \(X_1 = D(A)\)) such that if \(\beta \leq \alpha\) then \(X_\alpha\) is
continuously embedded into \(X_\beta\). We denote by \(K_{\alpha,\beta}\) a positive constant such
that \(|x|_\beta \leq K_{\alpha,\beta}|x|_\alpha\) for every \(x \in X_\alpha\);
(ii) for every \(\zeta, \alpha, \gamma \in [0, 2], \zeta \leq \alpha, \) and \(\mu, \nu \in (0, 1]\) with \(\mu > \nu\) there exist positive
constants \(M_{\zeta,\alpha,T}\) and \(C_{\mu,\nu,T}\), which depend on \(T\), such that
\[
\begin{aligned}
(a) \quad &\|S(t)\|_{\mathcal{L}(X_\zeta,X_\alpha)} \leq M_{\zeta,\alpha,T} t^{-\alpha+\zeta}, \\
(b) \quad &\|S(t) - I\|_{\mathcal{L}(X_\mu,X_\nu)} \leq C_{\mu,\nu,T} t^{\mu-\nu},
\end{aligned}
\]
for every \(t \in (0, T]\).
Example 2.2. If \( A \) is a sectorial operator on \( X \), with resolvent set which contains a sector centered at the origin, then Hypothesis \( 2.1 \) are satisfied if we set \( X_\alpha := D_A(\alpha, \infty) \) for every \( \alpha \in (0, 2) \).

We now introduce some operators which will be used extensively in this paper.

Definition 2.3. Let \( a \) and \( b \) be two real numbers with \( a < b \). Then, the operators \( \delta_1, \delta_1: C([a, b]; X) \to C([a, b]^2_\alpha; X) \) are defined as follows:

\[
(\delta_1 f)(s, t) = f(t) - f(s),
\]

\[
(\hat{\delta}_1 f)(s, t) = (\delta_1 f)(s, t) - a(s, t) f(s),
\]

for every \((s, t) \in [a, b]^2_\alpha\) and \( f \in C([a, b]; X) \), where \( a(s, t) = S(t - s) - I \).

Remark 2.4. We stress that the continuity of the function \( a \) in \([a, b]^2_\alpha\) is implied by the strong continuity of the semigroup \((S(t))_{t \geq 0}\) in \((0, +\infty)\). No continuity assumptions at \( t = 0 \) is required.

2.2. Function spaces.

Definition 2.5. For every \( a, b \in \mathbb{R} \), with \( a < b \) and \( \alpha, \beta \in (0, 2) \), we denote by:

(i) \( C_\beta([a, b]^2_\alpha; X_\alpha) \) the subspace of \( C([a, b]^2_\alpha; X_\alpha) \) consisting of functions \( f \) such that

\[
\|f\|_{\beta, \alpha, [a, b]} := \sup_{(s, t) \in [a, b]^2_\alpha} \frac{|f(s, t)|_\alpha}{|t - s|^{\beta}} < +\infty;
\]

when there is no risk of confusion, we simply write \( \|f\|_{\beta, \alpha} \) instead of \( \|f\|_{\beta, \alpha, [a, b]} \).

Notice that, if \( g \in C^2([a, b]; X_\alpha) \), then \( \|\delta_1 g\|_{\beta, \alpha} \) is the standard \( \beta \)-Hölder semi-norm of \( g \);

(ii) \( \hat{C}_\beta([a, b]; X_\alpha) \) the subset of \( C([a, b]; X_\alpha) \) consisting of functions \( f \) such that \( \hat{\delta}_1 f \in C_\beta([a, b]^2_\alpha; X_\alpha) \) endowed with the norm

\[
\|f\|_{\beta, \alpha, [a, b]} := \|f\|_{\alpha, [a, b]} + \|\hat{\delta}_1 f\|_{\beta, \alpha, [a, b]}.
\]

Remark 2.6. For every \( a, b \geq 0 \) with \( a < b \), and \( \alpha, \beta, k \in (0, 2) \) the following properties hold true.

(i) If \( f \in C([a, b]; X_\alpha) \cap \hat{C}_k([a, b]; X_\beta) \) then \( f \in C^\rho([a, b]; X_\gamma) \) for every \( \gamma \in [0, \beta] \), such that \( \gamma < \alpha \), and \( \rho := \min\{k, \alpha - \gamma\} \). Indeed, for every \((s, t) \in [a, b]^2_\alpha\) we can estimate

\[
|f(t) - f(s)|_\gamma \leq (|\hat{\delta}_1 f|(s, t)|_\gamma + |a(s, t) f(s)|_\gamma).
\]

Estimating separately the two terms we get

\[
|\hat{\delta}_1 f|(s, t)|_\gamma \leq K_{\beta, \gamma} \|f\|_{k, \beta, [a, b]} |t - s|^{k},
\]

\[
|a(s, t) f(s)|_\gamma \leq C_{\alpha, \gamma, b} \|f\|_{\alpha, [a, b]} |t - s|^{\alpha - \gamma}
\]

for every \( a \leq s < t \leq b \), which yields the assertion. In particular, \( \hat{C}_\alpha([a, b]; X_\alpha) \) is continuously embedded into \( C^{\alpha - \gamma}([a, b]; X_\gamma) \) if \( \alpha \in (0, 1) \) and \( \gamma \in [0, \alpha] \), it is contained in the space of Lipschitz continuous functions over \([a, b]\) with values in \( X \), if \( \alpha = 1 \), and it consists of constant functions if \( \alpha > 1 \).
(ii) For every $f : [a, b]^2 \to X$ and $\alpha, \beta, \gamma \geq 0$, such that $\beta > \gamma$, it holds that

$$
\|f\|_{\gamma, [a, b]} \leq |b - a|^{\beta - \gamma} \|f\|_{\beta, [a, b]}.
$$

Indeed, if $\|f\|_{\gamma, [a, b]} = +\infty$ or $\|f\|_{\beta, [a, b]} = +\infty$ then the statement is trivial. Let us assume that both $\|f\|_{\gamma, [a, b]}$ and $\|f\|_{\beta, [a, b]}$ are finite. Then,

$$
\|f\|_{\gamma, [a, b]} = \sup_{(s, t) \in [a, b]^2_x} |f(s, t)|_{\gamma, [a, b]} = \sup_{(s, t) \in [a, b]^2_x} |f(s, t)|_{\beta, [a, b]} |t - s|^{-\gamma}
$$

$$
\leq |b - a|^{\beta - \gamma} \|f\|_{\beta, [a, b]}.
$$

We recall some relevant results from [5] and [8]. In particular, we recall the definition of the Young integrals

$$
\int_s^t f(r) \, dx(r), \quad \int_s^t S(t - r) f(r) \, dx(r), \quad s, t \in [a, b],
$$

where $f : [a, b] \to X$ and $x : [a, b] \to \mathbb{R}$ satisfy suitable assumptions. In particular, we assume the following conditions on $x$.

**Hypothesis 2.7.** $x \in C^\eta([a, b])$ for some $\eta \in (1/2, 1)$.

**Theorem 2.8** (Section 3 in [5] and Section 2 in [8]). Fix $f \in C^\alpha([a, b]; X)$, where $\alpha \in (1 - \eta, 1)$. Then, for each $(s, t) \in [a, b]^2_x$ the Riemann series

$$
\sum_{i=0}^{n-1} f(t_i)(x(t_{i+1}) - x(t_i)),
$$

where $\Pi(s, t) := \{t_0 = s < t_1 < \ldots < t_n = t\}$ is a partition of $[s, t]$ and $|\Pi(s, t)| := \max\{t_{i+1} - t_i : i = 0, \ldots, n - 1\}$, converges in $X$ as $|\Pi(s, t)|$ tends to 0. Further, there exists a function $\mathcal{F}_f : [a, b]^2_x \to X$ such that

$$
\mathcal{F}_f(s, t) := \lim_{|\Pi(s, t)| \to 0} \sum_{i=0}^{n-1} f(t_i)(x(t_{i+1}) - x(t_i)) = f(s)(x(t) - x(s)) + \mathcal{R}_f(s, t)
$$

(2.3)

for each $(s, t) \in [a, b]^2_x$, and

$$
\|\mathcal{R}_f\|_{\eta, [0, [a, b]} \leq \frac{1}{1 - 2^{-(\alpha + \eta - 1)}} \|\delta_1 f\|_{\alpha, [0, [a, b]} \|x\|_{C^\eta([a, b])}.
$$

(2.4)

In particular,

$$
\|\mathcal{F}_f\|_{\eta, [0, [a, b]} \leq \left(\frac{1}{1 - 2^{-(\alpha + \eta - 1)}} \|\delta_1 f\|_{\alpha, [0, [a, b]} \|x\|_{C^\eta([a, b])}\right).
$$

(2.5)

**Remark 2.9.** For each $s, \tau, t \in [a, b]$, with $s < \tau < t$, it holds that

$$
\mathcal{F}_f(s, \tau) \neq \mathcal{F}_f(s, t) + \mathcal{F}_f(\tau, t).
$$

(2.6)

To check this formula it suffices to choose a family of partitions $\Pi(s, t)$ such that $\tau \in \Pi(s, t)$ and letting $|\Pi(s, t)|$ tend to 0. As a byproduct, if we set $\Phi(t) := \mathcal{F}_f(a, t)$, $t \in (a, b]$, we deduce that $(\delta_1 \Phi)(s, t) \neq \mathcal{F}_f(s, t)$. Indeed, from (2.6) we infer

$$
(\delta_1 \Phi)(s, t) = \mathcal{F}_f(a, t) - \mathcal{F}_f(a, s) = \mathcal{F}_f(s, t).
$$

Moreover, $\Phi$ is the unique function such that $\Phi(a) = 0$ and

$$
|\delta_1 \Phi(t, s) - f(s)(\delta_1 x)(t, s)| \leq c|t - s|^\alpha \eta
$$

for every $(s, t) \in [a, b]^2_x$ and some positive constant $c$. 

The above result reports the construction of the “classical” Young integral. The following one, proved in [8] Sections 3 & 4, accounts the construction of Young type convolutions with the semigroup \( (S(t))_{t \geq 0} \).

**Theorem 2.10.** For each \( f \in \hat{C}_{k}([a, b]; X_{\beta}) \), such that \( \beta \in [0, 2) \) and \( \eta + k > 1 \), the limit

\[
\lim_{|\Omega(s, t)| \to 0} \sum_{i=0}^{n-1} S(t - t_i) f(t_i)(x(t_{i+1}) - x(t_i)) \tag{2.7}
\]

exists in \( X \) for every \((s, t) \in [a, b]_{>2}^{2}\). Further, there exists a function \( \mathcal{R}_S f : [a, b]_{>2}^{2} \to X \) such that

\[
\mathcal{I}_S f(s, t) := \lim_{|\Omega(s, t)| \to 0} \sum_{i=0}^{n-1} S(t - t_i) f(t_i)(x(t_{i+1}) - x(t_i)) = S(t - s) f(s)(x(t) - x(s)) + \mathcal{R}_S f(s, t),
\]

for each \((s, t) \in [a, b]_{>2}^{2}\), and for each \( \varepsilon \in (0, 1) \) there exists a positive constant \( c = c(\eta + \alpha, \varepsilon) \) such that

\[
\|\mathcal{R}_S f\|_{\eta + \varepsilon, [a, b]} \leq c \|\hat{\delta}_1 f\|_{k, [a, b]} \|x\|_{C^{\eta}([a, b])}.
\tag{2.8}
\]

In particular,

\[
\|\mathcal{I}_S f\|_{\eta, [a, b]} \leq M_{0, \beta, k} \|f\|_{\beta} \|x\|_{\eta} + \|\mathcal{R}_S f\|_{\eta, [a, b]} \leq (M_{0, \beta, k} \|f\|_{\beta} + c(k; a, b) \|\hat{\delta}_1 f\|_{k, [a, b]}) \|x\|_{C^{\eta}([a, b])}.
\]

**Remark 2.11.** Actually, in [8], Theorem 2.10 has been proved assuming that \( X_{\beta} = D((-A)^{\beta}) \). A direct inspection of the proof of [8, Theorem 4.1(2)] shows that the assertion holds true also under our assumptions, since estimates (2.4) allow us to repeat verbatim the same arguments in the quoted paper.

**Remark 2.12.** Clearly, when \( x \in C^{1}([a, b]) \)

- the limit in (2.2) coincides with the Riemann-Stieltjes integral over the interval \([s, t]\) of the function \( f \) with respect to the function \( x \);
- the limit in (2.4) coincides with the Riemann-Stieltjes integral of the function \( S(t - \cdot) f \) with respect to the function \( x \) over the interval \([s, t]\) for every \((s, t) \in [a, b]_{>2}^{2}\).

The previous remark yields the following definition (see [8]).

**Definition 2.13.** For every \( f \in C^{\alpha}([0, T]) \) \((\alpha \in (1 - \eta, 1))\), \( \mathcal{I}_S f(s, t) \) is the Young integral of \( f \) in \([s, t]\) for every \((s, t) \in [a, b]_{>2}^{2}\) and it is denoted by

\[
\int_{s}^{t} f(u) dx(u).
\]

Similarly, for every \( f \in \hat{C}_{k}([a, b]; X_{\beta}) \), with \( k \in (1 - \eta, 1) \) and \( \beta \in [0, 2) \), \( \mathcal{I}_S f(s, t) \) is the Young integral of the function \( S(t - \cdot) f \) with respect to \( x \) in \([s, t]\) for every \((s, t) \in [a, b]_{>2}^{2}\) and it is denoted by

\[
\int_{s}^{t} S(t - u) f(u) dx(u). \tag{2.9}
\]

For further use, we prove a slight extension of the estimate in [8, Theorem 4.1(2)].
Lemma 2.14. Let $f$ be a function in $\dot{C}_k([a, b]; X_\beta) \cap C([a, b]; X_{\beta_1})$ and assume that $k \in (1 - \eta, 1)$ and $\beta, \beta_1 \in [0, 2)$. Then, for every $r \in [k, 1]$ the function $\mathcal{I}_{Sf}$ belongs to $C_{\eta+k-r}([a, b]^2; X_{\nu_r})$, where $\nu_r := \min\{r + \beta, r + \beta_1 - k\}$. Further,

$$\|\mathcal{I}_{Sf}\|_{\eta+k-r;[a, b]} \leq C_{\beta_1, \eta, r, k} \|x\|_{C^{\eta}([a, b])} \left(\|\mathcal{I}_1 f\|_{k\beta;[a, b]} + \|f\|_{\beta_1, [a, b]}\right) \tag{2.10}$$

for every $r \in [k, 1]$.

Proof. From Theorem 2.10 it follows that $\mathcal{I} f$ is well-defined as Young integral and

$$(\mathcal{I}_{Sf})(s, t) = (x(t) - x(s))S(t - s)f(s) + \mathcal{R}_{Sf}(s, t), \quad (s, t) \in [a, b]^2.$$  

Using condition (2.11), we get

$$|(x(t) - x(s))S(t - s)f(s)|_{\gamma + \beta_1} \leq |x|_{C^{\eta}([a, b])}|t - s|^{\eta}|S(t - s)f|_{\gamma + \beta_1} \leq M_{\beta_1, \gamma + \beta_1, b}[x]_{C^{\eta}([a, b])}\|f\|_{\beta_1, [a, b]}|t - s|^{\eta - \gamma} \tag{2.11}$$

for each $(s, t) \in [a, b]^2$, $\gamma \in [0, \eta)$.

Now, we fix $r \in [k, 1)$ and take $\gamma = r - k$. Since $\eta + k > 1$ it follows that $\gamma < 1 - k < \eta$ and $\eta - \gamma = \eta + k - r$. From (2.11) and (2.10) we conclude that $\mathcal{I}_{Sf} \in C_{\eta+k-r}([a, b]^2; X_{\nu_r})$, where $\nu_r := \min\{r + \beta, r + \beta_1 - k\}$, and estimate (2.10) follows.

Remark 2.15. From the definition of the Young integral it follows that if $x, x_1, x_2 \in C^{\eta}([a, b])$ and $f, f_1, f_2 \in \dot{C}_k([a, b]; X_\beta)$, for some $\eta \in (1/2, 1)$, $k \in (1 - \eta, 1)$ and $\beta \in [0, 2)$, then

$$\int_s^t S(t-u)f(u)d(x_1 + x_2)(u) = \int_s^t S(t-u)f(u)dx_1(u) + \int_s^t S(t-u)f(u)dx_2(u) \tag{2.12}$$

and

$$\int_s^t S(t-u)(f_1(u) + f_2(u))du(x) = \int_s^t S(t-u)f_1(u)du(x) + \int_s^t S(t-u)f_2(u)du(x) \tag{2.13}$$

for every $(s, t) \in [a, b]^2$.

Now, we prove that the Young integral (2.9) can be split into the sum of two terms.

Lemma 2.16. For every $f \in \dot{C}_k([a, b]; X_\beta)$, with $\beta \in [0, 2)$ and $k \in (1 - \eta, 1)$, every $(s, t) \in [a, b]^2$ and $\tau \in [s, t]$, it holds that

$$\int_s^t S(t-r)f(r)dr(x) = S(t - \tau)\int_s^\tau S(\tau - r)f(r)dr(x) + \int_\tau^t S(t-r)f(r)dr(x).$$

Proof. Fix $f$ as in the statement. If $\tau = s$ or $\tau = t$, then the assertion is straightforward. So, let us assume that $\tau \in (s, t)$. By the definition of the Young integral, we can determine a sequence $\{\Pi_n(s, t)\}$ of partitions of the interval $[s, t]$ such that

$$\int_s^t S(t-r)f(r)dr(x) = \lim_{n \to +\infty} \sum_{i=0}^{k_n-1} S(t - t^n_i)f(t^n_i)(x(t^n_{i+1}) - x(t^n_i)), \tag{2.14}$$
where we have set \( \Pi_n(s,t) = \{ a = t_0^n < \cdots < t_n^n = b \} \). Without loss of generality, we can assume that the point \( \tau \) belongs to the partition \( \Pi_n \) for every \( n \in \mathbb{N} \). For each \( n \in \mathbb{N} \), we denote by \( h_n \) the index such that \( t_{h_n}^n = \tau \). Then, we split

\[
\begin{align*}
\sum_{i=0}^{k_n-1} S(t - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)) \\
= \sum_{i=0}^{k_n-1} S(t - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)) \\
+ \sum_{i=h_n}^{k_n-1} S(t - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)).
\end{align*}
\]

Note that the second term in the right-hand side of the previous formula converges to \( \int_{t}^{t} S(t - u) f(u) dx(u) \) as \( n \) tends to \(+\infty\). On the other hand, applying the semigroup property we infer that

\[
S(t - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)) = S(t - \tau) S(\tau - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n))
\]
for every \( i = 0, \ldots, n \). Therefore,

\[
\begin{align*}
\lim_{n \to +\infty} \sum_{i=0}^{h_n-1} S(t - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)) \\
= \lim_{n \to +\infty} S(t - \tau) \sum_{i=0}^{h_n-1} S(\tau - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)) \\
= S(t - \tau) \lim_{n \to +\infty} \sum_{i=0}^{h_n-1} S(\tau - t_i^n) f(t_i^n) (x(t_{i+1}^n) - x(t_i^n)) \\
= S(t - \tau) \int_{s}^{t} S(\tau - u) f(u) dx(u).
\end{align*}
\]

From (2.14) - (2.15) the assertion follows easily.

**Corollary 2.17.** For every \( f \in \tilde{C}_k([a,b]; X_{\beta}) \), with \( k + \eta > 1 \) and \( \beta \in [0,2) \), it holds that

\[
(\hat{\delta}_1 \mathcal{J}_S f(a,c))(s,t) = \mathcal{J}_S f(s,t) = \int_{s}^{t} S(t - r) f(r) dx(r), \quad (s,t) \in [a,b]^2_{<}.
\]

**Proof.** From the definition of \( \hat{\delta}_1 \) and of \( \mathcal{J}_S f \) it follows that

\[
(\hat{\delta}_1 \mathcal{J}_S f(a,c))(s,t) = \int_{a}^{t} S(t - r) f(r) dx(r) - S(t - s) \int_{a}^{s} S(s - r) f(r) dx(r)
\]
for every \( (s,t) \in [a,b]^2_{<} \). Applying Lemma [2.14] with \( s = a \) and \( \tau = s \) we infer that

\[
\int_{a}^{t} S(t - r) f(r) dx(r) = S(t - s) \int_{a}^{s} S(s - r) f(r) dx(r) + \int_{s}^{t} S(t - r) f(r) dx(r),
\]
which combined with (2.15) yields the assertion.
3. Mild solution and smoothness

We consider the following assumptions on the nonlinear term $\sigma$.

**Hypothesis 3.1.** The function $\sigma : X \to X$ is Fréchet differentiable with bounded and locally Lipschitz continuous Fréchet derivative. Moreover, the restriction of $\sigma$ to $X_\alpha$ maps this space into itself for some $\alpha \in (0, 1)$ such that $\alpha + \eta > 1$, it is locally Lipschitz continuous and there exists a positive constant $L^\alpha_\sigma$ such that

$$|\sigma(x)|_\alpha \leq L^\alpha_\sigma(1 + |x|_\alpha), \quad x \in X_\alpha.$$  \hfill (3.1)

Hereafter, we assume that Hypothesis 2.7 with $a = 0$ and $b = T > 0$ and Hypothesis 3.1 hold true.

We consider the following nonlinear Young equation

$$\begin{cases}
  dy(t) = Ay(t)dt + \sigma(y(t))dx(t), & t \in (0, T], \\
y(0) = \psi.
\end{cases} \hfill (3.2)$$

and we are interested in its mild and classical solutions, where by mild solution we mean a function $y : [0, T] \to X$ such that $\sigma(y) \in C_\alpha([0, T]; X)$, $\eta + \alpha > 1$ and

$$y(t) = S(t)\psi + (\mathcal{J}_{S\sigma(y)})(0, t), \quad t \in [0, T]. \hfill (3.3)$$

**Theorem 3.2.** Let Hypotheses 2.1, 2.7 and 3.1 be satisfied, with $[a, b] = [0, T]$. Then, for every $\psi \in X_\alpha$ such that $\alpha \in (0, 1/2)$ and $\eta + \alpha > 1$, there exists a unique mild solution $y \in \hat{C}_\alpha([0, T]; X_\alpha)$ to the stochastic equation (3.2). The solution $y$ is actually smoother since for every $a \in (0, T)$ and $\gamma \in [\eta + \alpha - 1, \eta + \alpha)$, $y$ belongs to $\hat{C}^{\gamma}_{\eta + \alpha - \gamma}([a, T]; X_\gamma)$. Moreover, for every $\mu \in [0, \eta + \alpha - 1]$ and $\varepsilon > 0$ there exists a positive constant $c = c(\varepsilon, \mu)$ such that

$$|y(t)|_{1+\mu} \leq c(\varepsilon, \mu) - 2^{\mu - \varepsilon}, \quad t \in (0, T]. \hfill (3.4)$$

In particular, $y$ is a classical solution to (3.2), i.e., $y(t) \in D(A)$ for every $t \in (0, T]$ and it belongs to $C^{\gamma}_{\eta + \alpha - \gamma}([a, T]; X_{\alpha + \beta})$ for every $a \in (0, T)$ and $\beta \in [0, \eta]$.

The proof follows the lines of [8, Theorem 4.3], but our assumptions are weaker. In particular, in [8] the authors assume that $\eta > 2\alpha$, while we do not need this condition.

Before proving Theorem 3.2 we state the following lemma, which is a straightforward consequence of Lemma 2.14.

**Lemma 3.3.** Suppose that $y$ is a mild solution to (3.2). Then, for every $\tau \in [0, T]$ it holds that

$$y(t) = S(t - \tau)y(\tau) + \int_\tau^t S(t - r)(\sigma(y(r)))dr, \quad t \in [\tau, T]. \hfill (3.5)$$

**Proof of Theorem 3.2.** We split the proof into some steps.

**Step 1.** Here, we prove an apriori estimate. Namely, we show that if $y \in \hat{C}_\alpha([0, T]; X_\alpha)$ is a mild solution to (3.2), then there exists a positive constant $\Re$, which depends only on $\psi$, $T$, $\alpha$, $x$, $\eta$ and $\sigma$, such that

$$\|y\|_{\alpha, \alpha, [0, T]} \leq \Re. \hfill (3.6)$$

Let us fix $a, b \in [0, T]$, with $a < b$. Taking Corollary 2.17 into account, it is easy to check that $(\delta y)(s, t) = (\mathcal{J}_{S\sigma(y)})(s, t)$ for every $(s, t) \in [0, T]^2$. Hence, to estimate $\|\delta_1 y\|_{\alpha, \alpha, [a, b]}$ we can take advantage of Lemma 2.14. For this purpose, let us prove
that $\sigma(y)$ belongs to $\hat{C}_\alpha([a, b]; X) \cap C([a, b]; X_\alpha)$. The condition $\sigma(y) \in C([a, b]; X_\alpha)$ follows immediately from (3.11), which also shows that
$$\|\sigma(y)\|_{\alpha,[a,b]} \leq L^2_\alpha(1 + \|y\|_{\alpha,[a,b]}).$$
(3.7)

Further, we note that the function $\hat{\delta}_1(\sigma(y))$ is continuous in $[0, T]$ with values in $X$. Indeed, fix $(t_0, s_0) \in [a, b]^2_\subset$. Then,
$$|\hat{\delta}_1(\sigma(y))(t, s) - \hat{\delta}_1(\sigma(y))(t_0, s_0)|_0 \\
\leq |\sigma(y(t)) - \sigma(y(t_0))|_0 + |S(t-s)\sigma(y(s)) - S(t_0-s_0)\sigma(y(s_0))|_0 \\
\leq L|y(t) - y(t_0)|_0 + |S(t-s)\|_{\sigma(X_\alpha)}|\sigma(y(s)) - \sigma(y(s_0))|_0 \\
\quad + |(S(t-s) - S(t_0-s_0))\sigma(y(s_0))|_0 \\
\leq L|y(t) - y(t_0)|_0 + LM_0,0|y(s) - y(s_0)|_0 + 2C_\sigma,0|\sigma(y(s_0))|_\alpha |t - t_0|^\alpha$$
(3.8)
for every $(t, s) \in [0, T]^2_\subset$, where $L$ denotes the Lipschitz constant of $\sigma$ on $X_\alpha$, and the last side of the previous chain of inequalities vanishes as $(t, s)$ tends to $(t_0, s_0)$. Next, we split
$$(\hat{\delta}_1\sigma)(y)(s, t) = (\delta_1\sigma)(y)(s, t) - a(s, t)\sigma(y(s)),$$
and estimate separately the two terms. As far as the first one is considered, we observe that
$$|\delta_1\sigma(y)(s, t)|_0 = |\sigma(y(t)) - \sigma(y(s))|_0 \\
\leq L_\sigma|y(t) - y(s)|_0 \\
\leq L_\sigma(|\delta_1 y|(s, t)|_0 + |a(s, t) y(s)|_0) \\
\leq L_\sigma(1 + C_{\alpha,0,T})\|y\|_{\alpha,[a,b]}|t - s|^\alpha$$
(3.9)
for every $(s, t) \in [a, b]^2_\subset$, where $C_{\alpha,0,T}$ is the constant in condition (2.41) and $L_\sigma$ denotes the Lipschitz constant of the function $\sigma$. As far as the term $a(s, t)\sigma(y(s))$ is concerned, we use (3.11) to estimate
$$|a(s, t)\sigma(y(s))|_0 \leq C_{\alpha,0,T}|\sigma(y(s))|_\alpha |t - s|^\alpha \leq C_{\alpha,0,T}L^2_\alpha(1 + \|y\|_{\alpha,[a,b]})|t - s|^\alpha$$
for every $(s, t) \in [a, b]^2_\subset$. We have so proved that $\sigma(y) \in \hat{C}_\alpha([a, b]; X)$ and
$$\|\hat{\delta}_1\sigma(y)\|_{\alpha,[a,b]} \leq (L_\sigma + L^2_\alpha)(1 + C_{\alpha,0,T})(1 + \|y\|_{\alpha,[a,b]}).$$
(3.10)

Thus, we can apply Lemma 2.14 as claimed, with $k = \beta_1 = \alpha$ and $\beta = 0$, to infer that $\mathcal{F}_{\mathcal{S}\sigma(y)}$ belongs to $C_{\eta+\alpha-r}([a, b]^2_\subset; X_r)$ for every $r \in [\alpha, 1)$ and
$$\|\mathcal{F}_{\mathcal{S}\sigma(y)}\|_{\eta+\alpha-r,[a,b]} \leq C_{\alpha,\eta,r,\alpha}\|x\|_{C_{\eta+\alpha-r}([a,b],[a,b])} (\|\hat{\delta}_1\sigma(y)\|_{\alpha,[a,b]} + \|\sigma(y)\|_{\alpha,[a,b]} \\
\leq C_{\alpha,\eta,r,\alpha}\|x\|_{C_{\eta+\alpha-r}([a,b],[a,b])} (L_\sigma + L^2_\alpha)(1 + \|y\|_{\alpha,[a,b]}).$$
(3.11)

Since $\alpha < 1/2 < \eta$, it follows that $\|\mathcal{F}_{\mathcal{S}\sigma(y)}\|_{\alpha,[a,b]} \leq (b-a)^{\eta-\alpha}\|\mathcal{F}_{\mathcal{S}\sigma(y)}\|_{\eta,[a,b]}$, so that, applying (3.11) with $r = 0$, we conclude that
$$\|\hat{\delta}_1 y\|_{\alpha,[a,b]} = \|\mathcal{F}_{\mathcal{S}\sigma(y)}\|_{\alpha,[a,b]} \leq \mathcal{C}(b-a)^{\eta-\alpha}\|x\|_{\eta}(1 + \|y\|_{\alpha,[a,b]}),$$
(3.12)
where $\mathcal{C} := C_{\alpha,\eta,r,\alpha}(L_\sigma + L^2_\alpha)(2 + C_{\alpha,0,T})$. Further, from (3.5) with $\tau = a$, $t \in [a, b]$ and Corollary 2.17 we get
$$\|y\|_{\alpha,[a,b]} \leq M_{\alpha,\alpha,T} |y(a)|_\alpha + (\hat{\delta}_1 y)(a, \cdot)|_{\alpha,[a,b]} \\
\leq M_{\alpha,\alpha,T} |y(a)|_\alpha + (b-a)^{\alpha}\|\hat{\delta}_1 y\|_{\alpha,[a,b]}.$$
Hence, from (3.14), we can estimate
\[ \|y\|_{\alpha,a,[b,b]} \leq M_{\alpha,a,T} \|y(a)\|_{\alpha} + C(b-a)^{\eta} \|x\|_{\eta}(1 + \|y\|_{\alpha,a,[a,b]}). \] (3.13)

Taking (3.12) and (3.13) into account, this gives
\[ \|y\|_{\alpha,a,[a,b]} \leq M_{\alpha,a,T} \|y(a)\|_{\alpha} + C(b-a)^{\eta} \|x\|_{\eta}(1 + \|y\|_{\alpha,a,[a,b]}). \]

Let us set
\[ T = \left( \frac{1}{2C(1 + T^\alpha) \|x\|_{\eta}} \right)^{\frac{1}{\alpha - \eta}}. \]

If \( b - a \leq T \), then we get
\[ \|y\|_{\alpha,a,[a,b]} \leq 2M_{\alpha,a,T} \|y(a)\|_{\alpha} + 1. \] (3.15)

Now, we introduce the function \( \phi : (0, \infty) \to (0, \infty) \), defined by \( \phi(r) = 2M_{\alpha,a,T}r + 1 \) for every \( r > 0 \) and split
\[ [0, T] = \bigcup_{n=0}^{N-1} [t_n, t_{n+1}], \]

where \( 0 = t_0 < t_1 < t_2 < \ldots < t_N = T \) and \( t_{n+1} - t_n \leq T \) for every \( n = 0, \ldots, N-1 \). From (3.15) it follows that
\[ \|y\|_{\alpha,[t_n, t_{n+1}]} \leq \phi(\|y(t_n)\|_{\alpha}) \leq \phi^{n+1}(\|y\|_{\alpha}), \] (3.16)

for every \( n = 0, \ldots, N - 1 \), where \( \phi^k \) denotes the composition of \( \phi \) with itself \( k \) times. Since \( \phi(r) > r \) for every \( r > 0 \), from (3.16) we conclude that
\[ \|y\|_{\alpha,[0,T]} \leq \phi^N(\|y\|_{\alpha}). \] (3.17)

In particular, for each interval \( [s,t] \subset [0,T] \) whose length is less than or equal to \( T \), we get
\[ \|y\|_{\alpha,[s,t]} \leq 2M_{\alpha,a,T} \phi^N(\|y(s)\|_{\alpha}) + 1 \leq \phi^{N+1}(\|y\|_{\alpha}). \]

Now we are able to estimate \( \|\hat{\delta} y\|_{\alpha,[0,T]} \). We stress that, if \( |t-s| \leq T \), then from (3.16) we get
\[ |\hat{\delta} y(s,t)|_{\alpha} \leq \phi^{N+1}(\|y\|_{\alpha}) |t-s|^\alpha, \] (3.18)

and if \( |t-s| > T \) then
\[ \frac{|\hat{\delta} y(s,t)|_{\alpha}}{|t-s|^\alpha} \leq \frac{\|y(t) - S(t-s)y(s)\|_{\alpha}}{|t-s|^\alpha} \leq \frac{(1 + M_{\alpha,a,T}) \phi^N(\|y\|_{\alpha})}{T^\alpha}. \] (3.19)

From (3.17), (3.18) and (3.19) it follows that
\[ \|y\|_{\alpha,[0,T]} \leq \phi^N(\|y\|_{\alpha}) + \max\{\phi^{N+1}(\|y\|_{\alpha}), T^{-\alpha}(1 + M_{\alpha,a,T}) \phi^N(\|y\|_{\alpha})\} =: \mathfrak{R}. \]

Step 2. Here, we prove that there exists a unique mild solution to the equation (3.1). For this purpose, we introduce the operator \( \Gamma_1 : \bar{C}_a([0, T^*_\sigma]; X_\sigma) \to \bar{C}_a([0, T^*_\sigma]; X_\sigma) \), defined by \( (\Gamma_1(y))(t) = S(t)\psi + \mathcal{F}_{\sigma(\nu)}(0, t) \) for every \( t \in (0, T^*_\sigma) \) and \( (\Gamma_1(y))(0) = \psi \), where \( T^*_\sigma \in [0, T] \) has to be properly chosen later on. We are going to prove that \( \Gamma_1 \) is a contraction in \( \mathcal{B} = \{ y \in \bar{C}_a([0, T^*_\sigma]; X_\sigma) : \|y\|_{\alpha,[0,T^*_\sigma]} \leq 2M_{\alpha,a,T^*_\sigma} \mathfrak{R} \} \). To begin with, we fix \( y \in \mathcal{B} \) and observe that \( \hat{\delta} \Gamma_1(y) = \mathcal{F}_{\sigma(\nu)} \).

Hence, from (3.14), we can estimate
\[ \|\Gamma_1(y)\|_{\alpha,[0,T^*_\sigma]} \leq M_{\alpha,a,T^*_\sigma} \|\psi\|_{\alpha} + C T_{\sigma}^{\eta - \alpha} \|x\|_{C^\eta([0,T^*_\sigma])}(1 + \|y\|_{\alpha,a,[0,T^*_\sigma]}). \]
\[
\leq M_{\alpha,\alpha,T}R + \mathcal{C} T_2^{\alpha-1} (1 + T^\alpha) \|x\|_{C^\alpha([0,T])} (1 + 2M_{\alpha,\alpha,T} R). \tag{3.20}
\]

We now choose \( T_2 \leq T \) such that \( \mathcal{C} T_2^{\alpha-1} (1 + T^\alpha) \|x\|_{C^\alpha([0,T])} (1 + 2M_{\alpha,\alpha,T} R) \leq M_{\alpha,\alpha,T} R \). With this choice of \( T_2 \), we conclude that \( \Gamma_1(y) \) belongs to \( B \).

Let us prove that \( \Gamma_1 \) is a 1/2-contraction. Fix \( y_1, y_2 \in B \). The linearity of the Young integral gives \( (\Gamma_1(y_1)) (t) - (\Gamma_1(y_2)) (t) = \mathcal{J}_S (\sigma(y_1) - \sigma(y_2)) (0, t) \) for every \( t \in [0, T_2] \), so that we can estimate

\[
\| \Gamma_1(y_1) - \Gamma_1(y_2) \|_\alpha \leq T_2^\alpha \| \mathcal{J}_S (\sigma(y_1) - \sigma(y_2)) \|_{\eta,\alpha, [0,T_2]} \tag{3.21}
\]

and, as in Step 1 (see the first inequality in (3.11)),

\[
\| \Gamma_1(y_1) - \Gamma_1(y_2) \|_{\eta,\alpha, [0,T]} \leq C_{\alpha,\eta} \|x\|_{C^\alpha([0,T])} (\| \delta_1 (\sigma(y_1) - \sigma(y_2)) \|_{\alpha, [0,T_2]} + \| \sigma(y_1) - \sigma(y_2) \|_{\alpha, [0,T_2]}) \tag{3.22}
\]

We set \( R := 2M_{\alpha,\alpha,T} R \geq \max \{ \|y_1\|_{\alpha, [0,T]}, \|y_2\|_{\alpha, [0,T]} \} \) and note that

\[
|a(s,t)(\sigma(y_1(s)) - \sigma(y_2(s)))| \leq C_{\alpha,\alpha,T} |t - s|^{\alpha} |\sigma(y_1(s)) - \sigma(y_2(s))|_\alpha \\
\leq C_{\alpha,\alpha,T} L_{\sigma}^{\alpha,R} |t - s|^{\alpha} \| y_1 - y_2 \|_{\alpha, [0,T]}, \tag{3.23}
\]

where \( L_{\sigma}^{\alpha,T} \) denotes the Lipschitz constant of the restriction of \( \sigma \) to the ball \( B(0, r) \subset X_\alpha \) and we have used the condition (2.41) (b). Further, by taking advantage of the smoothness of \( \sigma \) we get

\[
(\delta_1 (\sigma(y_1) - \sigma(y_2))(s,t)) \\
= \sigma(y_1(s) + (\delta_1 y_1)(s,t)) - \sigma(y_1(s)) - \sigma(y_2(s) + (\delta_1 y_1)(s,t)) + \sigma(y_2(s)) \\
+ \sigma(y_2(s) + (\delta_1 y_1)(s,t)) - \sigma(y_2(s) + (\delta_1 y_2)(s,t)) \\
= \int_0^1 \langle \sigma'(y_1(s)) + r(\delta_1 y_1)(s,t) \rangle - \sigma'(y_2(s) + r(\delta_1 y_1)(s,t)), \delta_1 y_1(s,t) \rangle dr \\
+ \langle \sigma(y_2(s) + (\delta_1 y_1)(s,t)) - \sigma(y_2(s) + (\delta_1 y_2)(s,t)) \rangle. \tag{3.24}
\]

Since for every \( s, t \in [0, T] \), with \( s < t \), and \( r \in (0, 1) \), it holds that

\[
|y_1(s) + r\delta_1 y_1(s,t)|_\alpha \vee |y_2(s) + r\delta_1 y_1(s,t)|_\alpha \leq 3R,
\]

and recalling that \( R \geq 1 \), it follows that

\[
|\delta_1 (\sigma(y_1) - \sigma(y_2))(s,t)|_0 \\
\leq K_R^{\alpha} |y_1 - y_2|_{\alpha, [0,T]} \| \delta_1 y_1(s,t) \|_0 + L_{\sigma} \| \delta_1 (y_1 - y_2)(s,t) \|_0 \\
\leq K_R^{\alpha} |y_1 - y_2|_{\alpha, [0,T]} \| \delta_1 y_1(s,t) \|_0 + L_{\sigma} \| \delta_1 (y_1 - y_2)(s,t) \|_0 \\
+ L_{\sigma} \| \delta_1 (y_1 - y_2)(s,t) \|_0 + |a(s,t)(y_1(s) - y_2(s))|_0 \\
\leq K_R^{\alpha} |y_1 - y_2|_{\alpha, [0,T]} + C_{\alpha,\alpha,T} \| y_1 \|_{\alpha, [0,T]} |y_1 - y_2|_{\alpha, [0,T]} |t - s|^{\alpha} \\
+ L_{\sigma} \| y_1 - y_2 \|_{\alpha, [0,T]} + C_{\alpha,\alpha,T} \| y_1 - y_2 \|_{\alpha, [0,T]} |t - s|^{\alpha} \\
\leq (1 + C_{\alpha,\alpha,T} R)(K_R^{\alpha} + L_{\sigma}) \| y_1 - y_2 \|_{\alpha, [0,T]} |t - s|^{\alpha}, \tag{3.25}
\]

where \( K_R^{\alpha} \) denotes the Lipschitz constant of the restriction of function \( \sigma' \) to the ball \( B(3K_{\alpha,0} R) \subset X \). As far as \( \| \sigma(y_1) - \sigma(y_2) \|_{\alpha, [0,T]} \) in (3.22) is concerned, it holds that

\[
|\sigma(y_1(t)) - \sigma(y_2(t))|_\alpha \leq L_{\sigma}^{\alpha,R} \| y_1 - y_2 \|_{\alpha, [0,T]}, \tag{3.26}
\]
for every $t \in [0, T_*]$. From (3.22), (3.23), (3.25) and (3.26) we get
\[
\|\Gamma_1(y_1) - \Gamma_1(y_2)\|_{\alpha, [0, T_*]} \leq T_*^{\theta - \alpha} \|\mathcal{F}_{S(\sigma(y_1) - \sigma(y_2))}\|_{\eta, [0, T_*]}
\leq c T_*^{\theta - \alpha} \|y_1 - y_2\|_{\alpha, [0, T_*]},
\]
(3.27)
where $c$ is a positive constant which depends on $x, \alpha, R, \sigma, \eta$ but not on $T_*$ nor on $\psi$.

Based on (3.20) and (3.27), we can now fix $T_* > 0$ such that $\Gamma_1$ is a $1/2$-contraction in $\mathcal{B}$. If $T_* = T$, then we are done. Otherwise, we use a standard procedure to extend the solution of the stochastic equation (3.2): we introduce the operator $\Gamma_2$ defined by
\[
(\Gamma_2(y))(t) = S(t-T_*)y_1(T_*) + \mathcal{F}_{S(\sigma)}(T_*, t), \quad t \leq t \leq T_* := \min\{2T_*, T\},
\]
for every $y \in \mathcal{B}_2 := \{ z \in \hat{C}_\alpha([T_*, T_*]; X_\alpha) : \|y\|_{\alpha, \alpha} \leq 2M_{\alpha, \alpha, \alpha} \mathcal{R} \}$. Since $y_1$ is a mild solution to (3.2), from (3.6), which clearly holds true also with $T_* < T$ and the same constant $\mathcal{R}$, it follows that $\|y_1(T_*)\|_{\alpha} \leq \mathcal{R}$. Then, by the same computations as above we show that $\Gamma_2$ is a $1/2$-contraction in $\mathcal{B}_2$. Denote by $y_2$ its unique fixed point. Thanks to Lemma 2.16, the function $y$ defined by $y(t) = y_1(t)$ if $t \in [0, T_*]$ and $y(t) = y_2(t)$ if $t \in [T_*, T_*]$ is a mild solution to equation (3.2) in $[0, T_*]$. Obviously, if $T_* < T$, then we can repeat the same procedure and in a finite number of steps we extend $y$ to whole $[0, T]$. Estimate (3.6) yields also the uniqueness of the mild solution to equation (3.2).

**Step 3.** From the arguments in the first part of Step 1 (see 3.11), we deduce that $\mathcal{F}_{S(\sigma)}$ belongs to $C_{\alpha+\alpha-\epsilon}([0, T]^2_\mathbb{Z}; X_r)$ for every $r \in [\alpha, 1]$. The smoothing properties of the semigroup $(S(t))_{t \geq 0}$ (see condition 2.11(a)), estimates 3.6 and 3.11 show that $y(t) \in X_r$ and
\[
|y(t)|_r \leq |S(t)\psi|_r + |\mathcal{F}_{S(\sigma)}(0, t)|_r
\leq M_{\alpha, r, r}T^{\alpha - r}\psi_\alpha + \|\mathcal{F}_{S(\sigma)}\|_{\eta, \alpha - r}|r, [0, T]|T^{\eta + \alpha - r}
\leq c_1(1 + T^\eta)T^{\alpha - r}
\]
(3.28)
for every $t \in (0, T]$ and some positive constant $c_1 = c_1(\alpha, \eta, r, \|x\|_{C^\alpha([0, T])}, |\psi|_{\alpha, \sigma, \mathcal{R}})$, which is a continuous function of $|x|_{C^\alpha([0, T])}$ and $\mathcal{R}$. Now, we observe that $|y(t) - y(s)|_r \leq |\hat{\delta}_1 y(s, t)|_r + |a(s, t)y(s)|_r$. Since $\hat{\delta}_1 y = \mathcal{F}_{S(\sigma)}$, from (3.11) it follows that
\[
|\hat{\delta}_1 y(s, t)|_r \leq c_2(t-s)^{\gamma + \alpha - r}, \quad (s, t) \in [0, T]^2_\mathbb{Z},
\]
(3.29)
where $c_2 = c_2(\alpha, \eta, r, \|x\|_{C^\alpha([0, T])}, |\psi|_{\alpha, \sigma, \mathcal{R}})$ is a positive constant, which depends on a continuous way on $|x|_{C^\alpha([0, T])}$ and $\mathcal{R}$. Moreover, using condition 2.11(b) and estimate 3.28 (with $r$ being replaced by $r + \beta$), we get
\[
|a(s, t)y(s)|_r \leq C_{r+\beta, r, r}T^\beta|y(s)|_{r+\beta}
\leq C_{r+\beta, r, r}c_1(1 + T^\eta)s^{\alpha - r - \beta}|t-s|^\beta,
\]
(3.30)
where $\beta > 0$ is such that $r + \beta < 1$ (such $\beta$ exists since we are assuming $r \in [\alpha, 1]$). From these two last estimates it follows immediately that $y \in C((0, T]; X_r)$. Moreover, for every $\epsilon \in (0, T]$ and $r \in [\alpha, 1)$, there exists a positive constant $c_3 = c_3(\alpha, \eta, r, \|x\|_{C^\alpha([0, T])}, |\psi|_{\alpha, \sigma, \mathcal{R}, T})$, which depends on a continuous way on $|x|_{C^\alpha([0, T])}$ and on $\mathcal{R}$, such that
\[
|y|_{C([\epsilon, T]; X_r)} + |\hat{\delta}_1 y|_{\eta + \alpha - r}|\epsilon, T| \leq c_3\epsilon^{\alpha - r}.
\]
Next, we estimate \(|\hat{\delta}_1(\sigma(y))(t,s)|\) when \(\eta + \alpha - \lambda > 1\), i.e., \(\lambda \in [0, \eta + \alpha - 1]\). As usually, we separately estimate \(|\hat{\delta}_1(\sigma(y))(t,s)|\) and \(|\hat{\delta}_1(\sigma(y))(t,s)|\). Note that \(\lambda < \alpha\) since \(\eta < 1\). We fix \(\varepsilon > 0\) and observe that the continuous embedding \(X_\lambda \hookrightarrow X_\lambda, (3.11)\) and \((3.28)\) (with \(r = 2\alpha - \lambda\), which belongs to \([\alpha, 1]\) since \(\alpha < 1/2\)) give
\[
\left|\hat{\delta}_1(\sigma(y))(t,s)\right| \leq K_{\alpha,\lambda}L_{\sigma}^{\alpha,\mathbb{R}}(\|\hat{\delta}_1\|_{\alpha,\lambda}) + |a(s,t)\sigma(y(s))| \leq K_{\alpha,\lambda}L_{\sigma}^{\alpha,\mathbb{R}}(\|\sigma\|_{\alpha,\lambda})t - s|^{\alpha - \lambda} \leq c_4 \varepsilon^{\lambda - \alpha}|t - s|^{\alpha - \lambda}
\]
for every \((s, t) \in [\varepsilon, T]^2\), where \(c_4 = c_4(\alpha, \eta, \|x\|_{C^\gamma([0,T]), \mathbb{R}}), \mathbb{R}, T, \lambda)\). Moreover,
\[
\left|a(s,t)\sigma(y(s))\right| \leq K_{\alpha,\lambda}T^\|C\|\|\sigma\|_{\alpha,\lambda}(t - s|^{\alpha - \lambda} \leq K_{\alpha,\lambda}T^\|C\|\|\sigma\|_{\alpha,\lambda}(1 + \mathbb{R})|t - s|^{\alpha - \lambda}
\]
for every \((s, t) \in [\varepsilon, T]^2\). From \((3.31)\) and \((3.32)\), it follows that
\[
\sup_{\varepsilon \leq s < t \leq T} \left|\hat{\delta}_1(\sigma(y))(s,t)\right| \leq c_4 \varepsilon^{\lambda - \alpha} + C_{\alpha,\lambda}T^\mathbb{R}(1 + \mathbb{R}).
\]
Moreover, arguing as in the proof of \((5.8)\) we can show that
\[
\left|\hat{\delta}_1(\sigma(y))(t,s) - \hat{\delta}_1(\sigma(y))(t_0,s_0)\right| \leq L^\alpha K_{\alpha,\lambda}(\|\hat{\delta}_1\|_{\alpha,\lambda})\|\sigma\|_{\alpha,\lambda}(t - t_0|^{\alpha - \lambda},
\]
for every \((t_0, s_0), (s, t) \in [\varepsilon, T]^2\), where \(L^\alpha\) denotes the Lipschitz constant of \(\sigma\) on the subset \(\{y \in X_\lambda : \|y\|_{\alpha,\lambda} \leq \sup_{t \in [0,T]} \|y(t)\|_{\alpha,\lambda}\}\) of \(X_\lambda\), and that \(\hat{\delta}_1(\sigma(y)) \in C_{\alpha - \lambda - \gamma}([\varepsilon, T]^2; \mathbb{X}_\lambda)\). Further, \(\sigma(y)\) belongs to \(C_{\alpha - \lambda - \gamma}([\varepsilon, T]; \mathbb{X}_\lambda)\). From Lemma \((2.14)\) with \(k = \alpha - \lambda, \beta = \lambda, \beta_1 = \alpha\) and \(r = \gamma\), we infer that \(\mathcal{F}_{\sigma(y)}\) belongs to \(C_{\eta + \alpha - \lambda - \gamma}([\varepsilon, T]^2; X_{\gamma + \lambda})\) for every \(\gamma \in [\alpha - \lambda - 1]\) and
\[
\|\mathcal{F}_{\sigma(y)}\|_{\eta + \alpha - \lambda - \gamma} \leq C_{\eta,\alpha,\gamma,\alpha - \lambda - \gamma}(\|\sigma\|_{\alpha,\lambda}, \|\sigma\|_{\alpha,\lambda}),
\]
for some positive constant \(c_6 = c_6(\alpha, \eta, \alpha, \|x\|_{C^\gamma([0,T]), \mathbb{R}}), \mathbb{R}, T, \lambda, \gamma, \|\psi\|_{\alpha,\lambda}\), which does not depend on \(\varepsilon\). From \((3.33)\), with \(r = \alpha\), \((3.32)\) and \((3.31)\) we infer that
\[
y(t) = S(t - \varepsilon)(y(\varepsilon)) + \mathcal{F}_{\sigma(y)}(\varepsilon, t), \quad t \in [\varepsilon, T]
\]
and applying \((3.28)\), with \(t = \varepsilon\) and \(r = \alpha\), \((3.33)\) and \((3.31)\) we infer that
\[
\|y(t)\|_{\gamma + \lambda} \leq M_{\alpha,\gamma,\alpha - \lambda}(t - \varepsilon)^{\alpha - \gamma - \lambda}(\varepsilon) + \|\mathcal{F}_{\sigma(y)}(\varepsilon, t)\|_{\gamma + \lambda}
\]
\[
\leq c_1 M_{\alpha,\gamma,\alpha - \lambda}(t - \varepsilon)^{\alpha - \gamma - \lambda} + \|\mathcal{F}_{\sigma(y)}\|_{\eta + \alpha - \lambda - \gamma}(t - \varepsilon)^{\eta + \alpha - \lambda - \gamma}
\]
\[
\leq c_6(t - \varepsilon)^{\alpha - \gamma - \lambda - \alpha},
\]
for every \(t \in \varepsilon, T\) and some positive constant \(c_6 = c_6(\lambda, \gamma, \eta, \alpha, \sigma, x, \psi, \mathbb{R}, T)\). In particular, since the range of the function \(\mathcal{F} : D \rightarrow \mathbb{R}\), defined by \(\mathcal{F}(\lambda, \gamma) = \lambda + \gamma\) for every \((\lambda, \gamma) \in D = \{(\lambda, \gamma) \in \mathbb{R}^2 : \lambda \in [0, \eta + \alpha - 1], \gamma \in [\alpha - \lambda - 1]\}\) is the interval
\[\eta + \alpha - 1, \eta + \alpha,\] for every \(\mu \in [0, \eta + \alpha - 1]\) we can choose \(\lambda\) and \(\gamma\) such that 
\[1 + \mu = \lambda + \gamma.\] 
Then, from (3.35) we conclude that
\[|y(t)|_{1+\mu} \leq c_7 (t - \varepsilon)^{\alpha-1-\mu} \varepsilon^{\lambda-\alpha}, \quad t \in (\varepsilon, T],\]
so that, for every \(\varepsilon \in (0, T/2),\)
\[|y(t)|_{1+\mu} \leq c_7 \varepsilon^{\lambda-1-\mu}, \quad t \in [2\varepsilon, T],\]  
(3.36)
and \(c_7 = c_7(\lambda, \mu, \eta, \alpha, \sigma, x, \psi, \mathfrak{R}, T)\) is a positive constant, which depends in a continuous way on \(\|x\|_{C^\alpha(0,T)}\) and on \(\mathfrak{R}\) but not on \(\varepsilon\). From (3.36), estimate (3.4) follows at once. Finally, using again (3.34) and the smoothness properties of the semigroup \((S(t))_{t \geq 0}\), we conclude that \(y \in C_{\eta+\alpha-\mu}([2\varepsilon, T]; X_\mu)\) for every \(\mu \in [\eta + \alpha - 1, \eta + \alpha)\) and \(\varepsilon \in (0, T/2)\).

\begin{remark}
(i) Theorem 3.2 generalizes the results in [8, Theorem 4.3].
(ii) From the last part of Step 3 in the proof of Theorem 3.2 it follows that \(y \in C((0,T]; X_\mu)\) for any \(\mu \in [0, \eta + \alpha)\).
(iii) In Step 3 of the proof of Theorem 3.2 we have proved that for each \(r \in [\alpha, 1)\) there exists a constant \(c\) such that
\[|y(t)|_r \leq ct^{\alpha-r}, \quad t \in (0, T],\]  
(3.37)
for some constant \(c\), independent of \(t\). If \(\psi \in X_\gamma\) for some \(\gamma \in [\alpha, 1)\), then arguing as in estimate (3.28), we can easily show that we can replace \(\alpha - r\) with \((\gamma - r) \wedge 0\) in (3.37), with \(r \in [\alpha, 1)\). Based on this estimate, (3.29) and (3.30), we conclude that
\[|y(t) - y(s)| \leq |(\delta_1 y)(t, s)|_r + |a(s, y) y(s)|_r \leq c_\star (t-s)^{\gamma+r-r} + c_{\star \star} s^{(\gamma-r-\beta) \wedge 0} |t-s|^\beta\]  
(3.38)
for every \(\beta > 0\) such that \(r + \beta < 1\), every \(0 < s < t \leq T\) and some positive constants \(c_\star\) and \(c_{\star \star}\), independent of \(s\) and \(t\). Since \(\beta < \eta + \gamma - r\), from (3.38) we conclude that
\[|y(t) - y(s)|_r \leq cs^{(\gamma-r-\beta) \wedge 0} |t-s|^\beta, \quad 0 < s < t \leq T.\]

If \(\gamma - r - \beta \geq 0\) then the above estimate can be extended to \(s = 0\). We will use these estimates in Section 7.

\begin{remark}
The result in Theorem 3.2 extend, using the same techniques, to the case of the Young equation
\[
\left\{ \begin{array}{l}
dy(t) = Ay(t)dt + \sum_{i=1}^{m} \sigma_i(y(t))dx_i(t), \quad t \in (0, T], \\
y(0) = \psi.
\end{array} \right.
\]
(3.39)
where the nonlinear terms \(\sigma_i\) (\(i = 1, \ldots, m\)) satisfy Hypotheses (3.1) and the paths \(x_i \in C^n([0,T])\) (\(i = 1, \ldots, n\)) belong to \(C^n([0,T])\).
4. The integral solution

To deal with integral solutions, we prove that the integral
\[ \int_0^t \sigma(y(u))dx(u), \quad 0 \leq t \leq T, \]
where \( y \) is the unique mild solution to (3.2), is well defined as Young integral, see Theorem 2.8.

**Definition 4.1.** Let \( y \in \tilde{C}_\alpha([0, T]; X_\alpha) \cap L^1((0, T); D(A)) \) for some \( \alpha \in (1 - \eta, 1) \). We say that \( y \) is an integral solution to (3.2) if it satisfies the integral equation
\[ y(t) = \psi + \int_0^t A(y(u))du + \int_0^t \sigma(y(u))dx(u), \quad t \in [0, T]. \] (4.1)

**Remark 4.2.** If \( \sigma \) satisfies Hypothesis 3.1, then for every \( f \in \tilde{C}_\alpha([0, T]; X_\alpha) \) and \( x \in C^\eta([0, T]), \) where \( \eta \in (1/2, 1) \) and \( \alpha \in (1 - \eta, 1), \) the Young integral
\[ \int_s^t \sigma(f(u))dx(u), \quad (s, t) \in [0, T]^2, \] (4.2)
is well defined. Indeed, arguing as in the proof of (4.1) it can be easily checked that \( \sigma(f) \in C^\alpha([0, T]; X). \) Therefore, Theorem 2.8 guarantees that the integral in (4.2) is well defined.

The main result of this section shows that, under Hypotheses 2.1, 2.7 and 3.1, the mild solution \( y \) to (3.2) is also an integral solution. To prove such a result, we first prove that the mild solution to (3.2) can be approximated by mild solutions of classical problems.

**Proposition 4.3.** Let \( (x_n) \subset C^1([0, T]) \) be a sequence converging to \( x \) in \( C^\eta([0, T]) \) for some \( \eta > 1/2 \) and fix \( \psi \in X_\alpha \) for some \( \alpha \in (0, 1/2) \) such that \( \alpha + \eta > 1. \) For every \( n \in \mathbb{N}, \) denote by \( y_n \) the mild solution to (3.2) with \( x \) replaced by \( x_n, \) and let \( y \) be the mild solution to (3.2). Then, the following properties are satisfied:

(i) \( y_n \) converges to \( y \) in \( \tilde{C}_\alpha([0, T]; X_\alpha) \) as \( n \) tends to \( +\infty; \)

(ii) if we set \( \mathbb{J}(t) = \int_0^t \sigma(y(u))dx(u) \) and \( \mathbb{J}_n(t) = \int_0^t \sigma(y_n(u))dx_n(u) \) for every \( t \in [0, T] \) and \( n \in \mathbb{N}, \) then \( \mathbb{J}_n \) converges to \( \mathbb{J} \) in \( C^\eta([0, T]; X) \) as \( n \) tends to \( +\infty. \)

**Proof.** (i) We split the proof into two steps. In the first one, we show the assertion when \( T \) is small enough and in the second step we remove this additional condition.

**Step 1.** Let us fix \( \tau, \tilde{T} \in [0, T] \) with \( \tau < \tilde{T}. \) To begin with we observe that, applying Lemma 2.13 with \( k = r = \beta_1 = \alpha, \beta = 0 \) and \( a = \tau, b = \tilde{T} \) and noticing that, by Corollary 2.17 with \( a = \tau \) and \( b = \tilde{T}, \) \( (\delta_1, \mathcal{J}_f(\tau, \cdot))(s, t) = \mathcal{J}_f(s, t) \) for every \( (s, t) \in [\tau, \tilde{T}], \) we can show that
\[ \|\mathcal{J}_f(\tau, \cdot)\|_{\alpha, \alpha, [\tau, \tilde{T}]} \leq C(\tilde{T} - \tau)^{\eta - \alpha}(\|f\|_{\alpha, [\tau, \tilde{T}]} + \|\delta_1 f\|_{\alpha, [\tau, \tilde{T}]}\|x\|_{C^\eta([0, T])}), \] (4.3)
for every \( x \in C^\eta([0, T]) \) and \( f \in \tilde{C}_\alpha([0, T]; X) \cap C([0, T]; X_\alpha) \) such that \( \alpha \in (0, 1/2) \) and \( \eta + \alpha > 1, \) and \( \tau, \tilde{T} \in [0, T], \) with \( \tau < \tilde{T}, \) where \( C = C_{\alpha, \eta, \alpha, \alpha} \) is the constant in Lemma 2.13.
Now, we fix $T_* \in (0, T]$ to be chosen later on. From (2.12) and (2.13) we get

\[ y(t) - y_n(t) = \int_0^t S(t - r)\sigma(y(r))dr - \int_0^t S(t - r)\sigma(y_n(r))dr \]
\[ = \int_0^t S(t - r)\sigma(y_n(r))d\pi_n(r) + \int_0^t S(t - r)(\sigma(y(r)) - \sigma(y_n(r)))dr \]
\[ =: I_{1,n}(t) + I_{2,n}(t) \]

for every $t \in [0, T_*]$, where $\pi_n := x - x_n$. Taking (3.10) and (3.7) into account, we can estimate

\[ \|I_{1,n}\|_{\alpha,\alpha,0,T_*} \leq CT_*^{\alpha - \alpha}(\|\sigma(y_n)\|_{\alpha,0,T_*} + \|\delta_\alpha(y_n)\|_{\alpha,0,0,T_*})\|\pi_n\|_{C^\alpha(0,T)} \]
\[ \leq CT_*^{\alpha - \alpha}(L_\sigma + L_\delta^\alpha)(C_{\sigma,0,T} + 2)(1 + \|y_n\|_{\alpha,\alpha,0,T_*})\|\pi_n\|_{C^\alpha(0,T)}, \quad (4.4) \]

where $C$ is a positive constant which depends on $\alpha, \eta, \sigma$ and $T$. An inspection of the proof of estimate (3.6) shows that the constant $\mathfrak{R}$ depends on a continuous way on the $\eta$-Hölder norm of the path. Since $\sup_{n \in \mathbb{N}} \|x_n\|_{C^\alpha(0,T)} < +\infty$, from (4.4) we can infer that

\[ \|I_{1,n}\|_{\alpha,\alpha,0,T_*} \leq CT_*^{\alpha - \alpha}(L_\sigma + L_\delta^\alpha)(C_{\sigma,0,T} + 2)(1 + \mathfrak{R})\|\pi_n\|_{C^\alpha(0,T)}, \]

for some positive constant $\mathfrak{R}$, independent of $n$. As far as $I_{2,n}$ is considered, from (4.3), with $f$ replaced by $\sigma(y) - \sigma(y_n)$, and estimates (3.13), (3.24), (3.20), we infer that

\[ \|I_{2,n}\|_{\alpha,\alpha,0,T_*} \leq cT_*^{\alpha - \alpha}(\|\sigma(y) - \sigma(y_n)\|_{\alpha,0,T_*} + \|\delta_\alpha(y) - \delta_\alpha(y_n)\|_{\alpha,0,0,T_*})\|y\|_{C^\alpha(0,T)} \]
\[ \leq \tilde{C}T_*^{\alpha - \alpha}\|y - y_n\|_{\alpha,\alpha,0,T_*}\|y\|_{C^\alpha(0,T)}, \]

and $\tilde{c}$ is a positive constant which depends on $\alpha, T, \sigma, \mathfrak{R}, K, \eta$ and on the constant $C_{\sigma,0,T}$. We choose $T_* \leq T$ such that $\tilde{C}T_*^{\alpha - \alpha}\|y\|_{C^\alpha(0,T)} \leq 1/2$ and use the previous estimate to conclude that

\[ \|y - y_n\|_{\alpha,\alpha,0,T_*} \leq 2cT_*^{\alpha - \alpha}(L_\sigma + L_\delta^\alpha)(C_{\sigma,0,T} + 2)(1 + \mathfrak{R})\|x_n - x\|_{C^\alpha(0,T)} \]

and, consequently, that $y_n$ converges to $y$ in $\tilde{C}_{\alpha}(0, T_*; X_\alpha)$ as $n$ tends to $+\infty$.

Step 2. If $T_* = T$ then we are done. Otherwise, let us fix $\hat{T} := (2T_*) \wedge T$. For every $t \in [T_*, \hat{T}]$, from (3.3) we can write

\[ y(t) - y_n(t) = \int_{T_*}^t S(t - r)(\sigma(y(r)) - \sigma(y_n(r)))dr + \int_{T_*}^t S(t - r)\sigma(y_n(r))d\pi_n(r) \]
\[ + S(t - T_*)(y(T_* - T_*) - y_n(T_*)). \]

In Step 1 we have proved that $y_n(T_*)$ converges to $y(T_*)$ in $X_\alpha$ as $n$ tends to $+\infty$. Moreover, for every $(s, t) \in [T_*, \hat{T}]_\mathbb{Z}$ it holds that $\delta_\alpha S((-T_*)(y(T_* - T_*) - y_n(T_*))(s, t) = 0$. Hence, $\|S(\cdot - T_*)(y(T_* - T_*) - y_n(T_*))\|_{\alpha,\alpha,0,T_*}$ vanishes as $n$ tends to $+\infty$. Repeating the same arguments as in Step 1, we conclude that

\[ \|y - y_n\|_{\alpha,\alpha,0,T_*} \leq 2cT_*^{\alpha - \alpha}(L_\sigma + L_\delta^\alpha)(C_{\sigma,0,T} + 2)(1 + \mathfrak{R})\|x_n - x\|_{C^\alpha(0,T)} \]

and therefore $y_n$ converges to $y$ in $\tilde{C}_{\alpha}([T, \hat{T}]; X_\alpha)$ as $n$ tends to $+\infty$. If $\hat{T} = T$ then the assertion follows. Otherwise by iterating this argument, we get the assertion in a finite number of steps.
From (2.5), (3.10) and (3.7), we infer
and
|\text{C}|_{x}(3.2)\text{ with }D\text{ belongs to }18 D. ADDONA, L. LORENZI, AND G. TESSITORE

Let Hypotheses x 3.2 with \eta for every n \in N.

Proof.

Let (x_n) \subset C^1([0,T]) be a sequence of smooth paths which converges to x in C^n([0,T]) as n tends to +\infty. For every n \in \mathbb{N}, let y_n be the unique mild solution to (3.2) with x replaced by x_n. The computations in Step 3 of the proof of Theorem 3.2 with x replaced by x_n, the fact that sup_{n \in \mathbb{N}} ||x_n||_{\eta} < +\infty imply that y_n(t) belongs to D(A) for each t \in (0,T] and n \in \mathbb{N}, and for every \lambda \in [0,\eta + \alpha - 1] there exists a positive constant c = c(\lambda), independent of n, such that |Ay_n(t)|_0 \leq c t^{\lambda - 1} and |Ay_n(t)|_0 \leq c t^{\lambda - 1} for every t \in (0,T] and n \in \mathbb{N}. From [11 Proposition 4.1.5] we infer that

\begin{align*}
y_n(t) &= \psi + \int_0^t A y_n(s)ds + \int_0^t \sigma(y_n(s))dx_n(s), \quad t \in [0,T], \ n \in \mathbb{N}.
\end{align*}
Let us fix \( t \in (0, T] \). From Proposition 3.3 we know that \( y_n \) converges to \( y \) in \( C([0,T]; X) \) and \( \int_0^t \sigma(y_n(s))dx_n(s) \) converges to \( \int_0^t \sigma(y(s))dx(s) \) in \( X \) as \( n \) tends to \( +\infty \). Hence, \( \int_0^t y_n(s)ds \) and
\[
A\int_0^t y_n(s)ds = \int_0^t Ay_n(s)ds = y_n(t) - \psi - \int_0^t \sigma(y_n(s))dx_n(s)
\]
converge, as \( n \) tends to \( +\infty \), to \( \int_0^t y(s)ds \) and \( y(t) - \psi - \int_0^t \sigma(y(s))dx(s) \), respectively, for every \( t \in [0, T] \). Since \( A \) is a closed operator it follows that
\[
\int_0^t y(s)ds \in D(A), \quad A\int_0^t y(s)ds = y(t) - \psi - \int_0^t \sigma(y(s))dx(s).
\]
Finally, since \( |Ay(t)| \leq ct^{\lambda-1} \) for every \( t \in (0, T] \) (see (3.4) with \( \mu = 0 \)), it follows that \( Ay \) belongs to \( L^1(0,T; X) \). Hence, \( A\int_0^t y(s)ds = \int_0^t Ay(s)ds , \) which gives
\[
y(t) = \psi + \int_0^t Ay(s)ds + \int_0^t \sigma(y(s))dx(s).
\]
The arbitrariness of \( t \in [0,T] \) yields the assertion. \( \Box \)

**Corollary 4.5.** Let \( \sigma_i : X \to X \) (\( i = 1, \ldots, m \)) satisfy Hypotheses 3.1 and let the paths \( x_i \in C^n([0,T]) \) (\( i = 1, \ldots, n \)) belong to \( C^n([0,T]) \). Then, the unique mild solution \( y \) to (3.2) with \( \psi \in X_\alpha \), with \( \alpha + \eta > 1 \), satisfy
\[
y(t) = \psi + \int_0^t Ay(u)du + \sum_{i=1}^m \int_0^t \sigma_i(y(u))dx_i(u), \quad t \in [0, T]. \tag{4.7}
\]

**Proof.** The statement follows from Remark 3.3 and by repeating the computation in this section. \( \Box \)

### 5. Chain rule for non-linear Young equations

In this subsection we use the integral representation (4.1) of the unique mild solution \( y \) to problem (3.2) to prove a chain rule for \( F(\cdot,y(\cdot)) \), where \( F \) is a smooth function.

**Theorem 5.1.** Let \( F \in C^1([0,T]\times X) \) be such that and \( F_x \) is \( \alpha \)-Hölder continuous with respect to \( t \), locally uniformly with respect to \( x \) and is locally \( \gamma \)-Hölder continuous with respect to \( x \), uniformly with respect to \( t \), for some \( \alpha, \gamma \in (0,1) \) such that \( \eta + \alpha \gamma > 1 \). Further, let \( y \) be the unique mild solution to (3.2). Then,
\[
F(t,y(t)) - F(s,y(s)) = \int_s^t F_t(u,y(u))du + \int_s^t \{ F_x(u,y(u)), Ay(u) \} du
\]
\[
+ \int_s^t \{ F_x(u,y(u)), \sigma(y(u)) \} dx(u)
\]
for every \( (s,t) \in [0,T] \).
Proof. Let us fix $0 < s < t \leq T$ and a sequence $(\Pi_n(s, t))$ of partitions $\Pi_n(s, t) = \{s = s_0^n < s_1^n < \ldots < s_{m_n}^n = t\}$ of $[s, t]$ and note that

$$F_t(s, y(s)) - F_t(s, y(s)) = \sum_{j=1}^{m_n} F(s_j^n, y(s_j^n)) - F(s_{j-1}^n, y(s_{j-1}^n))$$

$$= \sum_{j=1}^{m_n} [F(s_j^n, y(s_j^n)) - F(s_{j-1}^n, y(s_{j-1}^n))] + F(s_{j-1}^n, y(s_{j-1}^n)) - F(s_j^n, y(s_j^n))$$

$$= \sum_{j=1}^{m_n} \Delta s_j^n + \sum_{j=1}^{m_n} (F(s_j^n, y(s_j^n)) - F(s_{j-1}^n, y(s_{j-1}^n)))$$

$$+ \sum_{j=1}^{m_n} \{F(s_{j-1}^n, y(s_{j-1}^n)) - F(s_j^n, y(s_j^n), y(s_{j-1}^n))\}$$

$$=: I_{1,n} + I_{2,n} + I_{3,n} + I_{4,n},$$

where $\Delta y_j = y(s_j^n) - y(s_{j-1}^n)$, $\Delta s_j^n = s_j^n - s_{j-1}^n$, $\tilde{s}_j^n = s_{j-1}^n + \theta_j^n(s_j^n - s_{j-1}^n)$, $\tilde{y}_j^n = y(s_{j-1}^n) + \eta_j^n(y(s_j^n)) - y(s_{j-1}^n)$, and $\theta_j^n, \eta_j^n \in (0, 1)$ for every $j = 1, \ldots, m_n$. Without loss of generality we can assume that $|\Pi_n(s, t)|$ tends to zero as $n$ tends to $+\infty$.

Analysis of the terms $I_{1,n}$ and $I_{2,n}$. Since the function $s \mapsto F_t(s, y(s))$ is continuous in $[0, T]$, $I_{1,n}$ converges to $\int_0^t F_t(u, y(u))du$ as $n$ tends to $+\infty$. Moreover, since $y([0, T])$ is compact subset of $X$, the restriction of function $F_t$ to $[0, T] \times y([0, T])$ is uniformly continuous. Thus, for every $\varepsilon > 0$ there exists a positive constant $\delta$ such that $|F_t(t_2, x_2) - F_t(t_1, x_1)| \leq \varepsilon$ if $|t_2 - t_1|^2 + |x_2 - x_1|^2 \leq \delta^2$. As a byproduct, it follows that, if $|\Pi_n(s, t)| \leq \delta$, then $|I_{2,n}| \leq \varepsilon \sum_{j=1}^{m_n} \Delta s_j^n = \varepsilon(t - s)$ and this shows that $I_{2,n}$ converges to $0$ as $n$ tends to $+\infty$.

Analysis of the term $I_{3,n}$. Using (4.1), we can write (see Remark 2.10)

$$\langle F(s_{j-1}^n, y(s_{j-1}^n)), \Delta y_j \rangle$$

$$= \langle F(s_{j-1}^n, y(s_{j-1}^n)), \int_{s_{j-1}^n}^{s_j^n} Ay(u)du + \int_{s_{j-1}^n}^{s_j^n} \sigma(y(u))dx(u) \rangle$$

$$= \langle F(s_{j-1}^n, y(s_{j-1}^n)), Ay(s_{j-1}^n) \rangle + \langle F(s_{j-1}^n, y(s_{j-1}^n)), \int_{s_{j-1}^n}^{s_j^n} (Ay(u) - Ay(s_{j-1}^n))du \rangle$$

$$+ \langle F(s_{j-1}^n, y(s_{j-1}^n)), \int_{s_{j-1}^n}^{s_j^n} (\sigma(y(u)) - \sigma(y(s_{j-1}^n)))dx(u) \rangle$$

$$+ \langle F(s_{j-1}^n, y(s_{j-1}^n)), \sigma(y(s_{j-1}^n))(x(s_j^n) - x(s_{j-1}^n)) \rangle$$

for $j = 1, \ldots, m$. By assumptions, the function $s \mapsto F(s, y(s))$ is continuous with values in $X'$. Similarly, by Theorem 3.2 the function $Ay$ is continuous in $(0, T]$. Indeed, $y$ belongs to $C_\eta + \alpha, -\nu ([s, t] \times X, \mu)$ for every $\mu \in [\eta + \alpha - 1, \eta + \alpha)$. Taking $\mu = 1$ we deduce that $|\langle \delta_1 y(u, w) \rangle | \leq c|w - u|^\eta + \alpha - 1$ for every $(u, w) \in [s, t]^2$ and
Choosing \( \mu = 1 + \rho \) for some \( \rho < \eta + \alpha - 1 \) and using (b) we get
\[
|a(u, w)Ay(w)| \leq C_{0, \rho}|w - u|^{\rho}\|y\|_{1 + \rho, [\varepsilon, T]}.
\]
Therefore, \( Ay \) is \( \rho \)-Hölder continuous in \( [\varepsilon, T] \). We thus conclude that
\[
\lim_{n \to +\infty} \frac{m_n}{m_n} \sum_{j=1}^{m_n} \left( F_x(s^n_{j-1}, y(s^n_{j-1})), Ay(s^n_{j-1}) \right) \Delta s^n_j = \int_s^t (F_x(u, y(u)), Ay(u)) du
\]
and
\[
\left| \int_{s^n_{j-1}}^{s^n_j} (Ay(u) - Ay(s^n_{j-1})) du \right| \leq |Ay|_{C^{(s, T]; X)} |s^n_j - s^n_{j-1}|^{1+\rho}
\]
\[
\leq |Ay|_{C^{(s, T]; X)} (s^n_j - s^n_{j-1}) |\Pi_n(s, t)|^\rho
\]
for every \( j = 1, \ldots, m \), so that
\[
\left| \sum_{j=1}^{m_n} \left( F_x(s^n_{j-1}, y(s^n_{j-1})), \int_{s^n_{j-1}}^{s^n_j} (Ay(u) - Ay(s^n_{j-1})) du \right) \right|
\leq \|F_x\|_{C([0, T] \times y([0, T]): X)} |Ay|_{C^{(s, T]; X)} (t - s) |\Pi_n(s, t)|^\rho
\]
and the right-hand side of the previous inequality vanishes as \( n \) tends to \(+\infty\).

Let us consider the third term in the right-hand side of (5.1). From Theorem 2.8 and recalling that \( \alpha + \eta > 1 \), we infer that
\[
\left| \int_{s^n_{j-1}}^{s^n_j} (\sigma(y(u)) - \sigma(y(s^n_{j-1}))) du \right|_0
= \int_{s^n_{j-1}}^{s^n_j} \sigma(y(u)) du - \sigma(y(s^n_{j-1})) (x(s^n_j) - x(s^n_{j-1}))_0
\leq \frac{1}{1 - 2^{\alpha - \eta - 1}} \|\delta_1\|_{\alpha, [0, T]} \|x\|_{C^{\alpha}([0, T])} |s^n_j - s^n_{j-1}|^{\alpha + \eta}
\leq \frac{1}{1 - 2^{\alpha - \eta - 1}} \|\delta_1\|_{\alpha, [0, T]} \|x\|_{C^{\alpha}([0, T])} (s^n_j - s^n_{j-1}) |\Pi_n(s, t)|^{\alpha + \eta - 1}
\]
for \( j = 1, \ldots, m \). Hence,
\[
\left| \sum_{j=1}^{m_n} \left( F_x(s^n_{j-1}, y(s^n_{j-1})), \int_{s^n_{j-1}}^{s^n_j} (\sigma(y(u)) - \sigma(y(s^n_{j-1}))) du \right) \right|
\leq \frac{1}{1 - 2^{\alpha - \eta - 1}} \|F_x\|_{C([0, T] \times y([0, T]): X)} (t - s) |\Pi_n(s, t)|^{\alpha + \eta - 1}.
\]
Letting \( n \) tend to \(+\infty\) gives
\[
\lim_{n \to +\infty} \sum_{j=1}^{m_n} \left( F_x(s^n_{j-1}, y(s^n_{j-1})), \int_{s^n_{j-1}}^{s^n_j} (\sigma(y(u)) - \sigma(y(s^n_{j-1}))) du \right) = 0.
\]
To conclude the study of $I_{3,n}$ it remains to consider the term
\[ \langle F_x(s^n_j, y(s^n_{j-1})), \sigma(y(s^n_{j-1}))(x(s^n_j) - x(s^n_{j-1})) \rangle. \]
For this purpose, we introduce the function $g : [s, t] \to \mathbb{R}$, defined by $g(\tau) = \langle F_x(\tau, y(\tau)), \sigma(y(\tau)) \rangle$ for every $\tau \in [s, t]$. Let us prove that $g \in C^{\alpha \gamma}([s, t])$. To this aim, we recall that
\[ |\sigma(y(\tau))|_0 \leq K_{0,\alpha}|\sigma(y(\tau))|_0 \leq K_{0,\alpha}L_\alpha^\alpha(1 + \|y\|_{\alpha,[0,T]}), \quad \tau \in [0,T]. \]
Hence, we can estimate
\[ |g(\tau_2) - g(\tau_1)| = |\langle F_x(\tau_2, y(\tau_2)), \sigma(y(\tau_2)) \rangle - \langle F_x(\tau_1, y(\tau_1)), \sigma(y(\tau_1)) \rangle| \]
\[ \leq |\langle F_x(\tau_2, y(\tau_2)) - F_x(\tau_1, y(\tau_1)), \sigma(y(\tau_2)) \rangle| + |\langle F_x(\tau_2, y(\tau_1)) - F_x(\tau_1, y(\tau_1)), \sigma(y(\tau_2)) \rangle| \]
\[ + |\langle F_x(\tau_1, y(\tau_1)), \sigma(y(\tau_2)) - \sigma(y(\tau_1)) \rangle| \]
\[ \leq K_{0,\alpha}L_\alpha^\alpha \sup_{t \in [0,T]} \|F_x(t, \cdot)\|_{C^\gamma(y([0,T]\times X))}(1 + \|y\|_{\alpha,[0,T]}|y(\tau_2) - y(\tau_1)|_0^\gamma) \]
\[ + K_{0,\alpha}L_\alpha^\alpha \sup_{x \in y([0,T])} |F_x(\cdot, x)|_{C^\gamma([0,T]\times X)}(1 + \|y\|_{\alpha,[0,T]}|\tau_2 - \tau_1|_0^\gamma) \]
\[ + L_\alpha \|F_x\|_{C([0,T]\times y([0,T])\times X)}|y(\tau_2) - y(\tau_1)|_0 \]
\[ \leq \left( K_{0,\alpha}L_\alpha^\alpha \sup_{t \in [0,T]} \|F_x(t, \cdot)\|_{C^\gamma(y([0,T]\times X))}(1 + \|y\|_{\alpha,[0,T]}|y|_{C^{\alpha}(\tau_2)}) \right. \]
\[ \left. + K_{0,\alpha}L_\alpha^\alpha \sup_{x \in y([0,T])} |F_x(\cdot, x)|_{C^\gamma([0,T]\times X)}(1 + \|y\|_{\alpha,[0,T]}|T^{(1-\gamma)} \right) \]
\[ + L_\alpha \|F_x\|_{C([0,T]\times y([0,T])\times X)}|y|_{C^{\alpha}([0,T]\times X)}T^{(1-\gamma)} \]
\[ |\tau_2 - \tau_1|^{\alpha \gamma}, \]
for every $\tau_1, \tau_2 \in [s, t]$, which shows that $g$ is $\alpha \gamma$-Hölder continuous in $[s, t]$. Since $\eta + \gamma \alpha > 1$ we can apply Theorem 2.8, which implies that
\[ \lim_{n \to +\infty} \sum_{j=1}^{m_n} \langle F_x(s^n_{j-1}, y(s^n_{j-1})), \sigma(y(s^n_{j-1}))(x(s^n_j) - x(s^n_{j-1})) \rangle \]
\[ = \int_s^t \langle F_x(u, y(u)), \sigma(y(u)) \rangle dx(u), \quad (5.5) \]
where the integral is well defined as Young integral. From (5.2)–(5.3) we conclude that
\[ \lim_{n \to +\infty} I_{3,n} = \int_s^t \langle F_x(u, y(u)), A(y(u)) \rangle du + \int_s^t \langle F_x(u, y(u)), \sigma(y(u)) \rangle dx(u). \]
To complete the proof, we observe that $I_{4,n}$ converges to 0 as $n$ tends to $+\infty$. This property can be checked arguing as we did for the term $I_{2,n}$, noting that $F_x$ is uniformly continuous in $[0,T] \times y([0,T])$.
Summing up, we have proved that
\[ F(t, y(t)) - F(s, y(s)) = \int_s^t F_x(u, y(u)) du + \int_s^t \langle F_x(u, y(u)), A(y(u)) \rangle du \]
\[ + \int_s^t \langle F_x(u, y(u)), \sigma(y(u)) \rangle dx(u), \quad (5.6) \]
for every $0 < s < t \leq T$. As $s$ tends to $0^+$, the left-hand side converges to $F(t, y(t)) - F(0, y(0))$. As far as the right-hand side is concerned, the first and the third term converge to the corresponding integrals over $[0, t)$ since the functions $u \mapsto F_t(u, y(u))$ and $u \mapsto F_x(u, y(u))$ are continuous in $[0, T]$. As far as the second term in the right-hand side of (5.6) is concerned, thanks to (3.4) with $\mu = 0$ we can apply the dominated convergence theorem which yields the convergence to the term in the right-hand side of (5.6) is concerned, thanks to (3.4) with $\mu = 0$ we can apply the dominated convergence theorem which yields the convergence to the integral over $(0, t)$. The assertion in its full generality follows. \hfill \qed

The same arguments as in the proof of Theorem 5.1 and Corollary 4.3 give the following result.

**Corollary 5.2.** Let $\sigma_i : X \to X$ ($i = 1, \ldots, m$) satisfy Hypotheses 3.1, let the paths $x_i \in C^\alpha([0, T])$ ($i = 1, \ldots, n$) belong to $C^\alpha([0, T])$, and let $y$ be the unique mild solution to (3.39) with $\psi \in X_\alpha$, with $\alpha + \eta > 1$. Then, For any function $F$ satisfying the assumptions in Theorem 5.1 it holds that

$$F(t, y(t)) - F(s, y(s)) = \int_s^t F_t(u, y(u))du + \int_s^t \langle F_x(u, y(u)), Ay(u)\rangle du$$

$$+ \sum_{i=1}^m \int_s^t \langle F_x(u, y(u)), \sigma_i(y(u))\rangle dx_i(u) \quad (5.7)$$

for every $(s, t) \in [0, T)$.

6. INVARIANCE OF CONVEX SETS

Let $X$ be a Hilbert space with inner product $\langle \cdot, \cdot \rangle$, $A : D(A) \subset X \to X$ be a self-adjoint nonpositive closed operator which generates an analytic semigroup of bounded linear operators $(S(t))_{t \geq 0}$ on $H$ and suppose that the results of the previous section hold true with $X_\zeta = D((-A)^\zeta)$ for any $\zeta \geq 0$.

We say that a closed convex set $K \subset X$ is invariant for the mild solution $y$ to (3.39), if for any $\psi \in X_\alpha \cap K$, then $y(t)$ belongs to $K$ for any $t \in [0, T]$. Formula (5.7) implies the following result.

**Proposition 6.1.** Let Hypotheses 2.1, 2.7, 5.1 be fulfilled with $\eta + \alpha > 1$. Let $\varphi \in X_\varepsilon$ for some $\varepsilon \in [0, 1)$, $\psi \in X_\zeta$ for some $\zeta \in [\alpha, 1)$ and let $K := \{x \in X : \langle x, \varphi \rangle \leq 0\}$ be invariant for $y$. Then:

(i) If $\psi \in \partial K$ and $\eta \leq \zeta + \varepsilon \leq 1$, then

$$\lim_{t \to 0^+} \sup t^{-\beta} \sum_{i=1}^m \langle \varphi, \sigma_i(\psi)\rangle (x_i(t) - x_i(0)) \leq 0,$$

for $\beta \in [\eta, \zeta + \varepsilon$ and

$$\sup_{\lambda > 0} \lim_{t \to 0^+} \sup t^{-\beta} \left( - \int_0^t \frac{(\lambda + \langle \varphi, y(s)\rangle)}{\lambda} \langle (-A)^{1-\varepsilon} y(s)\rangle ds \right.$$

$$+ \sum_{i=1}^m \langle \varphi, \sigma_i(\psi)\rangle (x_i(t) - x_i(0)) \leq 0,$$

for $\beta \in \zeta + \varepsilon, 1]$. 
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(ii) If $y(t_0) \in \partial K$ for some $t_0 \in [0, T)$ and $\zeta + \varepsilon > 1$, then
\[
\limsup_{t \to t_0^+} |t - t_0|^{-\beta} \sum_{i=1}^m \langle \varphi, \sigma_i(y(t_0)) \rangle (x_i(t) - x_i(t_0)) \leq 0,
\]
if $\beta \in [\eta, 1)$ and
\[
\limsup_{t \to t_0^+} |t - t_0|^{-1} \sum_{i=1}^m \langle \varphi, \sigma_i(y(t_0)) \rangle (x_i(t) - x_i(t_0)) - \langle (-A)^{\varepsilon} \varphi, (-A)^{1-\varepsilon} y(t_0) \rangle \leq 0,
\]
if $\beta = 1$.

**Remark 6.2.** If $t_0 > 0$ in (ii) then $y(t) \in X_{1+\mu}$ for any $\mu \in [0, \eta + \alpha - 1)$ and $t \in [0, T]$ (see Theorem 5.2). Hence, the condition $\zeta + \varepsilon > 1$ is automatically satisfied.

**Proof of Proposition 6.1.** For any $\lambda > 0$ we introduce the function $F_\lambda : X \to X$, defined by $F_\lambda(x) := (\lambda + \langle \varphi, x \rangle)^2$, for any $x \in X$. As it is easily seen, each function $F_\lambda$ belongs to $C^{1,1}(X)$ and $DF_\lambda(x) = 2(\lambda + \langle \varphi, x \rangle) + \varphi$ for any $x \in X$. Further, for any $x \in K$ it holds that $F_\lambda(x) \leq \lambda^2$, and $F_\lambda(x) = \lambda^2$ if and only if $x \in \partial K$. For any $t_0 \in [0, T)$, if $y(t_0) \in \partial K$ then from (5.7) it follows that
\[
0 \geq F_\lambda(y(t_0)) - F_\lambda(y(t_0))
\]
\[
= 2 \int_{t_0}^t (\lambda + \langle \varphi, y(s) \rangle + \langle \varphi, Ay(s) \rangle) ds + 2 \sum_{i=1}^m \int_{t_0}^t (\lambda + \langle \varphi, y(s) \rangle + \langle \varphi, \sigma_i(y(s)) \rangle) dx_i(s)
\]
\[
- 2 \sum_{i=1}^m \lambda \langle \varphi, \sigma_i(y(t_0)) \rangle (x_i(t) - x_i(t_0)) + \mathcal{R}_f(t_0, t),
\]
(6.1)
for any $t \in [t_0, T]$ and any $\lambda > 0$, where in the last equality we have used (2.3) with $f(t) = (\lambda + \langle \varphi, y(t) \rangle + \langle \varphi, \sigma_i(y(t)) \rangle)$ for $t \in [0, T]$. We recall that from (2.4) it follows that $\mathcal{R}_f(t_0, t) = O(|t - t_0|)$ as $t \to t_0^+$, and from Remark 3.4(ii) we have $y \in C([0, T]; X_\mu)$ for any $\mu \in [0, \eta + \alpha)$.

Now, we separately consider the cases (i) and (ii).

(i). Fix $\psi \in \partial K \cap X_\varepsilon$ with $\eta \leq \zeta + \varepsilon \leq 1$. From (6.1), with $t_0 = 0$ we get
\[
0 \geq - 2 \int_0^t (\lambda + \langle \varphi, y(s) \rangle + \langle (-A)^{\varepsilon} \varphi, (-A)^{1-\varepsilon} y(s) \rangle) ds
\]
\[
+ 2 \sum_{i=1}^m \lambda \langle \varphi, \sigma_i(\psi) \rangle (x_i(t) - x_i(0)) + \mathcal{R}_f(0, t),
\]
(6.2)
for any $t \in [0, T]$. From (5.37) with $r = 1 - \varepsilon$ we infer that there exists a positive constant $c$, independent of $s$, such that
\[
|\langle \lambda + \langle \varphi, y(s) \rangle, (-A)^{\varepsilon} \varphi, (-A)^{1-\varepsilon} y(s) \rangle| \leq \lambda cs^{\zeta + \varepsilon - 1}, \quad s \in (0, T].
\]
(6.3)
Let $\beta \in [\eta, 1]$. By dividing both the sides of (6.2) by $t^\beta$ and by $\lambda$, and taking (5.37) into account, the assertion follows easily.

(ii). Fix $t_0 \in [0, T)$ with $y(t_0) \in \partial K$ and $\zeta + \varepsilon > 1$. Since $1 - \varepsilon < \zeta$ it follows that $y$ is continuous up to 0 with values in $X_{1-\varepsilon}$. Indeed, from (2.1)(b) we get
\(|S(t)\psi - \psi| \leq C|t|^\varepsilon + \varepsilon - 1\) for every \(t \in [0, T]\), and from (3.3) and the smoothness of \(S_{\alpha,\gamma}(y)\) at \(t = 0\) we infer that \(y \in C_b([0, T]; X_{1-})\). As a consequence, the function \(s \mapsto (\lambda + \langle \varphi, y(s) \rangle)_+ ((-A)^{\varepsilon} \varphi, (-A)^{1-\varepsilon} y(s))\) belongs to \(C_b([0, T])\). Let \(\beta \in [\eta, 1]\). Dividing (3.1) by \(|t - t_0|^\beta\) and \(\lambda\), and letting \(t \to t_0^+\), the assertion follows also in this case. \(\square\)

**Remark 6.3.** In [2], the problem of the invariance of a general convex set \(K\) is treated for an ordinary differential equation driven by a rough path. In such a paper, the state space is finite dimensional and no unbounded operators are involved in the equation but both the noise, which is \(\theta\)-Hölder with \(\theta > 1/3\), and the set \(K\) are much more general than here. In the present paper, we just wanted to show how the availability of both a classical solution and a chain rule can be exploited to tackle the problem of the invariance of convex sets, when an unbounded operator \(A\) is involved. As a matter of fact, the general problem of the invariance of a convex set \(K\) with respect to a general infinite dimensional evolution equation driven by a rough trajectory is still unexplored (see [1] and the references therein for corresponding results in the case of classical evolution equations). It is also worth mentioning that, in [2], necessary conditions for the invariance are proved under an assumption specifying the genuine rough behaviour of the path (i.e., requiring that \(|x(t) - x(0)| \sim t^\theta\) as \(t\) tends to 0).

7. AN EXAMPLE

In this section, we provide an example to which our results apply.

Let \(A\) be the realization in \(X = C_b(\mathbb{R}^d)\) of the second-order elliptic operator

\[
A = \sum_{i,j=1}^{d} q_{ij} D_{ij} + \sum_{j=1}^{d} b_j D_j + c,
\]

with coefficients bounded and \(\beta\)-Hölder continuous on \(\mathbb{R}^d\), for some \(\beta \in (0, 1/2)\), and \(\sum_{i,j=1}^{d} q_{ij}(x) \xi_i \xi_j \geq \mu |\xi|^2\) for every \(x, \xi \in \mathbb{R}^d\) and some positive constant \(\mu\).

Note that \(D(A) = \{ u \in C_b(\mathbb{R}^d) \cap \bigcap_{\alpha < +\infty} W^{2,p}_\text{loc}(\mathbb{R}^d) : Au \in C_b(\mathbb{R}^d) \}\). For every \(\alpha \in (0, 2) \setminus \{1/2, 1\}\), we take \(X_\alpha = C^{2\alpha}_b(\mathbb{R}^d)\) endowed with the classical norm of \(C^{2\alpha}_b(\mathbb{R}^d)\). Moreover, we take as \(X_{1/2}\) the Zygmund space of all bounded functions \(g : \mathbb{R}^d \to \mathbb{R}\) such that \([g] = \sup_{x \neq y} \frac{|g(x) + g(y) - 2g(2^{-1}(x + y))|}{|x - y|} < +\infty\) endowed with the norm \([g]_{X_{1/2}} = [g]|_{X_{1/2}} + [g]\). It is well known that \(A\) generates an analytic semigroup on \(C_b(\mathbb{R}^d)\) and \(X_\alpha\) is the interpolation space of order \(\alpha\) between \(X\) and \(X_1 = D(A)\). We refer the reader to e.g., [10] Chapters 3 and 14. Finally, we fix a function \(\hat{\sigma} \in C^2_b(\mathbb{R})\) and note that the function \(\sigma : X \to X\), defined by \(\sigma(f) = \hat{\sigma} \circ f\) satisfies Hypothesis 3.1 is satisfied for every \(\alpha \in (0, 1/2)\), with \(L^*_\alpha = [\sigma]_{\text{Lip}(\mathbb{R})}\).

Since the assumptions of Theorem 3.2 are satisfied, we conclude that, for every \(\psi \in C^\infty_b(\mathbb{R}^d)\) \((\alpha \in (0, 1))\), there exists a unique classical solution \(y\) to Problem 3.2.
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