Role of intermolecular charge delocalization and its dimensionality in efficient band-like electron transport in crystalline 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F$_2$-TCNQ)$^\dagger$
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Theoretical understanding of charge transport in organic semiconductors is exclusively important for organic electronics, but still remains a subject of debate. The recently discovered record-high band-like electron mobility in single crystals of 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F$_2$-TCNQ) is challenging from the theoretical viewpoint. First, the very small size of the F$_2$-TCNQ molecule implies high reorganization energy that seems incompatible with efficient charge transport. Second, it is not clear why the crystals of a similar compound, 7,7,8,8-tetracyanoquinodimethane (TCNQ), show an inefficient hopping electron transport mechanism. To address these issues, we apply DFT and QM/MM calculations to the F$_n$-TCNQ ($n = 0, 2, 4$) crystal series. We show that multidimensional intermolecular charge delocalization is of key importance for efficient charge transport in materials consisting of small-sized molecules, and commonly used guidelines for the search for high-mobility organic semiconductors are to be corrected.

Introduction

Organic electronics requires materials with efficient charge transport, i.e. high charge mobility $\mu$. However, only several organic semiconductors (OSCs) with $\mu > 1$ cm$^2$ (V s)$^{-1}$ have been discovered. It is commonly considered that charge transport in OSCs is determined by the interplay of two factors: the first factor is charge carrier delocalization over several molecules ("sites") due to the electronic coupling between them; this coupling is commonly described with transfer integrals $J$. The opposite factor is charge localization at one site due to the electron–phonon coupling. Local contribution to the electron–phonon coupling stems from the site energy change after charge transfer, and is associated with the reorganization energy $\lambda$. If $\lambda \gg J$, which is typical for OSCs, charge localization occurs, and incoherent hopping charge transport mechanism with low $\mu$ takes place. Otherwise, delocalization can enable coherent band-like charge transport with high $\mu$. In high-mobility OSCs, non-local electron–phonon coupling related to the modulation of $J$ by vibrations plays a significant role.

To improve the charge mobility and reach the efficient band-like charge transport regime, $J$ values are to be increased, and $\lambda$ is to be decreased. The $J$ values are governed by the crystal structure since they are very sensitive to the relative positions of the molecules. The largest $J$ values are typically observed for parallel molecules with strongly overlapping $\pi$-conjugated systems (in the so-called $\pi$-stacks). Reorganization energy $\lambda$ consists of the intramolecular contribution, $\lambda_i$, related to the changes in molecular geometry after charge transfer, and the outer-sphere one, $\lambda_o$, related to the polarization of the environment. It is commonly assumed that the former contribution dominates in OSCs, i.e. $\lambda \approx \lambda_i$. The $\lambda$ value can be reduced via enlarging the molecular $\pi$-conjugated core and increasing its rigidity, that’s why most of the developed high-mobility OSCs consist of condensed aromatic molecules with prolonged $\pi$-conjugated systems. Recently, it was noticed that $\lambda$ in the crystal can be lower than that for the isolated molecule. First, neighboring molecules restrict the geometry reorganization of the given molecule after charge transfer. Second, charge carrier delocalization over adjacent molecules reduces the excess charge density on each of them and inhibits their geometry relaxation after charge transfer. The impact of the crystal environment on $\lambda$ can be essential for charge transport and should be considered when estimating $\lambda$; however, it is usually neglected.

A rigorous theoretical description of the charge transport in OSCs is still missing. An investigation of the OSC series consisting of structurally close molecules can improve the understanding of this process. A perfect example of such series is the crystals of fluorinated derivatives of 7,7,8,8-tetracyanoquinodimethane (TCNQ). As reported in ref. 10, one of them,
2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F₂-TCNQ), exhibits extremely high electron mobility ($\mu_e = 7 \text{ cm}^2/\text{V s}$ at room temperature), while the corresponding quantity in its counterparts, TCNQ and F₂TCNQ, is two orders of magnitude lower ($\mu_e = 0.1$ and 0.2 cm$^2/(\text{V s})^{-1}$, respectively). Moreover, when the temperature decreases, $\mu_e$ in crystalline F₂TCNQ rises up to ca. 15 cm$^2/(\text{V s})^{-1}$ at 200 K and further up to ca. 25 cm$^2/(\text{V s})^{-1}$ at 150 K. In contrast, in TCNQ and F₂TCNQ, $\mu_e$ decreases with cooling, reaching ca. 0.01 and 0.03 cm$^2/(\text{V s})^{-1}$, respectively, at 200 K. Therefore, the charge transport mechanism is qualitatively different in these compounds: it is band-like in F₂TCNQ indicating pronounced electron delocalization, and hopping in TCNQ and F₂TCNQ, indicating localized charges. In ref. 10, record-high electron mobility in F₂TCNQ was attributed to strong electronic coupling between the molecules resulting in a wide conduction band, and low $\mu_e$ in crystalline F₂TCNQ was explained by a narrow conduction band (i.e. low $J$). However, the ca. 70-fold difference in room-temperature $\mu_e$ between F₂TCNQ and TCNQ remained unexplained since the bandwidths were found to be comparable for these materials. Later, in ref. 11, this difference was attributed to strong non-local electron–phonon coupling in crystalline TCNQ, which was deduced from the two-fold decrease in the lowest vibrational frequency $\omega_0$ that can affect $\mu_e$ dramatically.

However, two important issues remain open. First, F₂TCNQ molecules are very small as compared to typical OSCs (e.g. rubrene or pentacene) and are expected to possess strong local electron–phonon interaction (large $\lambda$) due to significant changes in molecular geometry after charge transfer. A large $\lambda$ favors charge localization that contradicts the observed efficient band-like transport in F₂TCNQ. Second, although the different $\omega_0$ explains the difference in room-temperature $\mu_e$ between the F₂TCNQ and TCNQ crystals, it does not explain the qualitatively different charge transport mechanism for these materials (band-like vs. hopping). In addition, the $\omega_0$ difference between F₂TCNQ and TCNQ reduces with cooling (see the ESIF to ref. 11), which should only smoothen out the difference in $\mu_e$ for these materials, in contradiction with the observed increase of the latter up to ca. 1500 times at 200 K. Therefore, it appears that non-local electron–phonon interaction is not the source of qualitatively different charge transport in F₂TCNQ and TCNQ.

In this study, we investigate the electron transport in the F₂TCNQ (n = 0, 2, 4) crystal series using DFT and QM/MM approaches. Two abovementioned issues are addressed: (i) how efficient charge transport can occur in crystalline F₂TCNQ despite the small size of its molecules, and (ii) why electron transport is band-like in crystalline F₂TCNQ but hopping-like in crystalline TCNQ, with three orders of magnitude difference in $\mu_e$ at 200 K. We show that while $\lambda$ is large in the F₂TCNQ isolated molecules, in the TCNQ and F₂TCNQ crystals it is strongly reduced due to intermolecular charge delocalization, making efficient charge transport possible. To address the qualitatively different transport mechanism in F₂TCNQ and TCNQ, we analyze $J$ along different directions and find that charge delocalization is three-dimensional in the former material but (quasi) one-dimensional in the latter. Enhanced dimensionality of intermolecular charge delocalization in F₂TCNQ is shown to be more resistant to the electron–phonon coupling and defects, explaining band-like charge transport in this material. Our findings force us to suggest corrections to the current guidelines for the search for high-mobility OSCs.

**Computational**

Crystal structures were obtained from the X-ray data. One molecule (A) and its selected nearest-neighbors are depicted in Fig. 1a for the TCNQ crystal, and possible charge transfer pathways are shown with arrows and labeled by the dimer types (see below).

The transfer integrals, $J_{AB}$, were calculated using a home-written code based on the dimer projection method (DIPRO). To estimate this quantity for a pair (dimer) of molecules (monomers) A and B depicted in Fig. 1a, $J_{AB}$, the wavefunctions of these molecules were approximated by their lowest unoccupied molecular orbitals (LUMOs), $\phi_A$ and $\phi_B$. The latter were written on the basis of the dimer molecular orbitals $\phi_{AB}$:

$$J_{AB} = \sum_i \sum_j \langle \phi_A | H | \phi_B \rangle \langle \phi_i | H | \phi_j \rangle \langle \phi_i | \phi_B \rangle$$

$$J_{AB} \approx \sum_i \langle \phi_A | \phi_j \rangle E_i \langle \phi_j | \phi_B \rangle$$

where $E_i$ are the energies of $\phi_i$. Projections of monomer LUMOs on dimer orbitals, $\langle \phi_A | \phi_j \rangle$ and $\langle \phi_B | \phi_j \rangle$, were calculated from the corresponding coefficients on the basis of atomic orbitals. The energy-splitting-in-dimer (ESID) method, which treats $J$ as the half of the energy difference between the dimer LUMO and LUMO+1, was used to verify our realization of the DIPRO approach. The $J$ values for the two methods coincided within 10% accuracy, where the ESID method was applicable (see ES1, Section S1).

Reorganization energy $\lambda$ was approximated by $\lambda_i$ that is typically considered much larger than $\lambda_o$ in OSCs. The $\lambda_i$ values were calculated according to the 4-point scheme illustrated in Fig. 1b. In this approach, the energies of the molecule in 4 states are required: neutral state in its optimized geometry (N state in Fig. 1b), neutral state in the optimized geometry of the charged state (N$^+$), charged state in its optimized geometry (C), and charged state in the geometry of the neutral state (C$^-$). The energy difference between the former two states, $\lambda_i = E_{N^+} - E_N$, describes the energy relaxation of the molecule that has lost the charge carrier, while the energy difference between the latter two states, $\lambda_C = E_{C^+} - E_C$, describes the energy relaxation of the molecule that has accepted the charge. The total reorganization energy is:

$$\lambda = \lambda_1 + \lambda_2 = (E_{N^+} - E_N) + (E_{C^+} - E_C)$$

The impact of the crystal environment on $\lambda$ can be accounted by the calculation of the abovementioned energies for a system containing a given molecule and its frozen-geometry neighbors. In practice, this task cannot be solved using DFT or other quantum-chemical approaches. Nevertheless, it can be addressed using a combined quantum mechanical/molecular mechanical method (QM/MM) performing quantum mechanical (QM) calculations, e.g. DFT, for the given molecule, and classical
molecular mechanics (MM) for its environment. To estimate the impact of the charge delocalization, we propose an original approach that is described in the Results section.

For charge mobility estimation within the hopping model, charge transfer rates from a given molecule A to each of its nearest neighbors (e.g., molecule B) were calculated using the Marcus formula:

\[ k_{AB} = \frac{2\pi}{\hbar} A_{AB}^2 \frac{1}{\sqrt{4\pi \hbar^2}} \exp \left( -\frac{(\Delta E - \lambda)^2}{4\hbar^2} \right) \]

where \( \hbar \) is the reduced Planck constant, \( k \) is the Boltzmann constant, \( T \) is the absolute temperature, and \( \Delta E \) is the electron energy difference between the initial and final states (\( \Delta E = 0 \) if the molecules are similar). Charge mobility was calculated using eqn (3) using the Einstein–Smoluchowski relation (see ref. 18). Although this approach is simplified and describes the hopping charge transport regime, it is frequently used to estimate charge mobility in organic semiconductors and its predictions show a qualitative correlation with the experimental data even for high-mobility OSCs with band-like mobility.

All DFT calculations were performed using the B3LYP functional. For the J calculation, the 6-31g* basis set was used, and \( J \) estimation was conducted using the 6-31+g** basis set for isolated molecules and the 6-31g basis set when considering the crystal environment. The impact of the basis set on \( J \) and \( \lambda \) is discussed in ESI,† Section S2. GAMESS package was used to calculate \( J \) and \( \lambda \) for isolated molecules, and NWChem package was used for QM/MM estimation of \( \lambda \) in crystals. For QM/MM calculations, molecular mechanics was used, and molecular mechanics was performed using the Amber force field.

Results

Molecular packing and electron transfer integrals

Fig. 2 shows the structures of the investigated crystals according to the X-ray data with transport pathways deduced from the calculated J values.

The TCNQ crystal can be considered to consist of one-dimensional (1D) \( \pi \)-stacks of parallel and slightly shifted molecules with significant overlapping of their \( \pi \)-conjugated systems \( (\pi-\pi \) overlap) providing large \( J = 69 \) meV. The dimer configuration in the stack is denominated below as the “parallel” P1-dimer. Stacks with similar orientations of molecular planes form two-dimensional (2D) “slabs” corresponding to the (002) crystal plane. The slab is depicted in Fig. 2a. Within the slab, in addition to P1-dimers, “parallel” P2- and “side” S-dimers are observed (see the corresponding directions in Fig. 2a). In P2-dimers, the molecules are parallel like in P1-dimers, but a large shift along the short molecular axis reduces \( \pi-\pi \) overlapping resulting in a low \( J = 14 \) meV. S-Dimers also show a low \( J = 10 \) meV since molecules in them interact via \( \text{CH} \ldots \text{N} \) contacts that do not provide considerable \( \pi-\pi \) overlapping. In adjacent slabs, the molecular planes are tilted with respect to each other (Fig. 2b), like in the herringbone packing motif. Three types of dimers can provide charge transport between the slabs: two “longitudinal, tilted” dimers LT1 and LT2, and “side, tilted” ST-dimers. In the LT1-dimer configuration, the molecules interact via \( \text{CH} \ldots \text{N} \) contacts show a low \( J = 7 \) and 1 meV stem from very weak \( \pi-\pi \) overlapping.

The \( F_2 \)-TCNQ crystal can be also considered to be formed of 2D slabs of parallel molecules. The slab corresponds to the (001) crystal plane and is shown in Fig. 2c. It is determined by the \( \pi \)-stacking directions P1 and P2, in which the molecules are slightly shifted with respect to each other providing a large \( J = 50 \) meV. As in TCNQ crystals, S1-dimers consisting of molecules interacting via side \( \text{CH} \ldots \text{N} \) contacts show a low \( J = 11 \) meV. Unlike TCNQ, molecular planes in adjacent slabs are not tilted but are parallel (Fig. 2d) due to the specific crystal packing with only one molecule in the reduced cell. Adjacent molecules from different slabs form “longitudinal” L- and “parallel-longitudinal” PL-dimers, in which the molecules interact via \( \text{DCMI} \) groups. Interestingly, PL-dimers show a large \( J = 69 \) meV despite a significant shift of the molecules; this can
be attributed to the proximity of their \(\pi\)-electron-rich DCMI groups resulting in strong \(\pi-\pi\) overlapping. Negligible \(J = 4\) meV in L-dimers and \(J = 0\) in S2-dimers result from weak \(\pi-\pi\) overlapping because of a large intermolecular distance.

In crystalline \(F_4\)-TCNQ, \(\pi\)-stacking takes place along the P direction, but the molecules in the corresponding P-dimers are strongly shifted along both molecular axes resulting in poor \(\pi-\pi\) overlapping and a low \(J = 11\) meV. Unlike the first two crystals, the molecular planes in any adjacent \(\pi\)-stacks are tilted with respect to each other. The slab definition is therefore arbitrary, and we chose the (002) crystal plane as a slab (Fig. 2e). The dimer types observed within the slab are P-dimers and “transverse” T-dimers (\(J = 29\) and 25 meV). LT-dimers of several types connect different slabs, possessing \(J = 1\) and 6 meV (Fig. 2f).

Fig. 3a collates the \(J\) values for various dimer configurations in the considered crystals. The maximal transfer integrals \(J_{\text{max}}\) in TCNQ and \(F_2\)-TCNQ are equal (69 meV) and rather large (close to \(ca.\ 70\) meV for pentacene and rubrene\(^1\)), while in \(F_4\)-TCNQ \(J_{\text{max}}\) is twice lower (29 meV). In TCNQ and \(F_2\)-TCNQ, large \(J\) values are observed in the dimers of parallel molecules, namely in P1-dimers in TCNQ, and P1-, P2- and P3-dimers in \(F_2\)-TCNQ. This is in line with the common assumption of the essential role of \(\pi\)-stacking in charge transport.\(^5\) The dimers in which the molecular planes are tilted with respect to each other, namely T- and LT-dimers, show \(J\) values below 35 meV because of reduced \(\pi-\pi\) overlapping for non-parallel molecules. Nevertheless, T-dimers contribute significantly to charge transport in crystalline \(F_4\)-TCNQ since P-dimers in this material possess a low \(J\).

**Reorganization energy and electron mobility within the standard hopping model**

The calculated intramolecular reorganization energies \(\lambda\) of the isolated TCNQ, \(F_2\)-TCNQ and \(F_4\)-TCNQ molecules are very close...
and equal to 250, 258 and 248 meV, respectively. These values are rather large (compared to $\lambda = 134$ meV for rubrene and 91 meV for pentacene) and stem from the small size of F$_4$-TCNQ molecules inducing strong changes in molecular geometry after charge transfer, in accordance with our concerns mentioned in the Introduction.

The electron mobilities $\mu_e$ in the TCNQ, F$_2$-TCNQ and F$_4$-TCNQ crystals estimated within the hopping model based on eqn (3) are 0.25, 0.54, 0.05 cm$^2$ (V s)$^{-1}$, respectively (Fig. 3b). An order of magnitude lower $\mu$ for F$_4$-TCNQ stems from 2.5-fold lower $J_{\text{max}}$ values (Fig. 3a), in correspondence with experimental data and calculations from ref. 10. However, the calculated $\mu_e$ for F$_2$-TCNQ is 13 times lower than the experimental one. Further, comparable $J$ and $\lambda$ values for F$_2$-TCNQ and TCNQ resulting in similar $\mu_e$ values do not explain the qualitative experimental difference in charge transport mechanism between the two materials. These are actually the two issues raised in the Introduction: the common model did not resolve them. Therefore, an in-depth analysis is required, which is provided below.

**Impact of the crystal environment on reorganization energy**

The moderate calculated $\mu_e$ value for F$_2$-TCNQ stems mainly from high $\lambda$. To reconcile the contradiction between the calculated $\lambda$ and observed efficient charge transport in F$_2$-TCNQ, it is natural to suggest that $\lambda$ in the F$_2$-TCNQ crystal is lower than for the isolated molecule. As mentioned in the Introduction, the crystal environment can reduce $\lambda$ via two mechanisms: restriction of intramolecular motions (RIM) by surrounding molecules, and intermolecular charge delocalization. To estimate the impact of RIM, we applied a QM/MM-based approach described in ref. 6 and 7. One molecule was calculated at the quantum mechanical (QM) level (DFT, B3LYP/6-31g), while the environment that restricts its motion was described by frozen-geometry nearest neighbors (14 molecules in the considered crystals) using molecular mechanics (MM). The $\lambda$ value was then calculated according to eqn (2). The obtained $\lambda_{\text{RIM}}$ values for TCNQ, F$_2$-TCNQ and F$_4$-TCNQ are 237, 240 and 223 meV, correspondingly. These values are close to those for isolated molecules (237, 230 and 212 meV, respectively, at the same DFT level), and the $\lambda$ decrease due to RIM is not observed.

To estimate the impact of the intermolecular charge delocalization on $\lambda$, we propose the following original approach based on QM/MM. We consider systems of several molecules embedded into the crystal environment – dimer, trimer, tetramer, etc. The optimized geometries of these systems are obtained at the QM level considering the crystal environment (frozen-geometry nearest-neighbor molecules) described at the MM level. The reorganization energy considering delocalization, $\lambda_{\text{del}}$, is estimated using eqn (2), with the only difference that the energies of N, N*, C and C* states are calculated for the dimer (trimer, tetramer, etc.) instead of a single molecule. To the best of our knowledge, QM/MM was not used before to address the impact of the charge delocalization on $\lambda$.

Using this approach, we estimated $\lambda_{\text{del}}$ values for the TCNQ and F$_2$-TCNQ crystals, where large $J$ values can promote efficient charge delocalization. The $\lambda_{\text{del}}$ was not calculated for the F$_4$-TCNQ crystal since low $J$ values are not capable of providing substantial charge delocalization. Chart 1 illustrates the considered dimer configurations and their environment for TCNQ (P1, LT and P2 dimers) and F$_2$-TCNQ (PL, P1 and S dimers). Trimmers of F$_2$-TCNQ molecules along the P1 and PL directions were regarded, as well as trimers and tetramers of TCNQ molecules along the P1 direction. Fig. 4 collates the calculated $\lambda_{\text{del}}$ for dimers, trimers and tetramers in the crystal environment, as well as $\lambda$ and $\lambda_{\text{RIM}}$. The $\lambda_{\text{del}}$ values for dimers are about 1.5–2 times lower than the $\lambda$ and $\lambda_{\text{RIM}}$ values. Specifically, in the P1-dimer of F$_2$-TCNQ, the reorganization energy becomes as low as $\lambda_{\text{del}} = 130$ meV, i.e. its decrease as compared to $\lambda$ amounts 100 meV. In TCNQ, $\lambda_{\text{del}} = 145$ meV for the P1-dimer, which is 90 meV lower than $\lambda$. The $\lambda_{\text{del}}$ value decreases further for P1-trimers: it is just 95 meV for F$_2$-TCNQ and 100 meV for TCNQ, which is close to the $\lambda$ value for the isolated pentacene molecule. For the TCNQ tetramer, $\lambda_{\text{del}}$ reaches an extremely low value of ca. 75 meV.

**Discussion**

The results presented above show that the reorganization energy $\lambda$ of the F$_4$-TCNQ molecules is strongly reduced by the crystal environment due to charge delocalization. These results are in line with our recent findings reported in ref. 11, where intermolecular vibrations disrupting the delocalization were suggested to be detrimental for $\mu_e$. The fact that the second factor, RIM, does not reduce $\lambda$ can be attributed to the small size of the considered molecules and their internal rigidity. Indeed, a significant $\lambda$ decrease due to RIM was observed in crystals of large and “soft” molecules.

Our method for considering charge delocalization in the $\lambda$ calculation is a natural combination of the approach suggested in ref. 8 for the same purpose and the approach proposed in ref. 6 and 7 to account for RIM. The advance of our approach as compared to that reported in ref. 8 is in avoiding any artificial geometry constraints for the molecules over which the charge is delocalized. In our method, their geometry is naturally constrained by the interaction with (frozen-geometry) nearest neighbors, while in ref. 8 some of the degrees of freedom were fixed artificially.
Although our approach does not provide absolute values of $\lambda$ in the crystal (since DFT typically overestimates the extent of charge delocalization\textsuperscript{8}), it clearly illustrates a dramatic decrease in crystalline $F_n$-TCNQ due to intermolecular charge delocalization, and provides an opportunity to compare this effect in different materials.

One could suggest that the delocalization-induced decrease of $\lambda$ is related to $J$: the larger the $J$, the more pronounced the decrease $\lambda$ and $\lambda$ del. However, this is not observed: for instance, although the P1-dimer in TCNQ has a larger $J$ than in $F_2$-TCNQ, it shows a lower $\lambda$ del. Moreover, even for different dimers of the same crystal, larger $J$ values do not cause lower $\lambda$ (cf. P1- and PL-dimers in $F_2$-TCNQ, or P1 and LT-dimers in TCNQ). We suggest that the key factors determining $\lambda$ del are intermolecular vibrations that can have a large amplitude due to their weak force constant and modulate $J$ significantly thus disrupting the delocalization.\textsuperscript{3,25} Accordingly, these vibrations affect the energies of the dimers, i.e. contribute to $\lambda$ del. Parallel sliding along the molecular axis can have a very large amplitude\textsuperscript{26} and modulate $J$ strongly,\textsuperscript{27} which explains the larger $\lambda$ del for the P1-dimer.

Reduction of $\lambda$ by the crystal environment explains the observed efficient charge transport in $F_2$-TCNQ. Substituting $\lambda$ del for P1-trimers instead of $\lambda$ in eqn (3) rises electron mobilities $\mu_e$ in TCNQ and $F_2$-TCNQ up to $\mu_e^{\text{del}} = 1.7$ and 4 cm$^2$ (V s)$^{-1}$, respectively. The $\mu_e^{\text{del}}$ value for $F_2$-TCNQ is much closer to the experimental one (7 cm$^2$ (V s)$^{-1}$) compared to $\mu_e = 0.54$ cm$^2$ (V s)$^{-1}$ without considering delocalization, and the actual intermolecular delocalization length can exceed two molecules resulting in an even higher $\mu_e^{\text{del}}$. We therefore argue that the first issue concerning efficient charge transport in crystalline $F_2$-TCNQ despite the small size of its molecules is reconciled.

However, the second challenge, namely the difference in transport mechanism between $F_2$-TCNQ and TCNQ, remains unsolved. As we have shown above, in these materials $\lambda$ del and $J_{\text{max}}$ are similar, with $\lambda^{\text{del}} \approx J_{\text{max}}$ that could enable hand-like charge transport in both $F_2$-TCNQ and TCNQ.\textsuperscript{28} Therefore, to explain the experimental data, it is natural to suggest that intermolecular charge delocalization is disrupted in TCNQ, but present in $F_2$-TCNQ. Since delocalization/localization depends on the relationship between $J$ and $\lambda$, we analyze below the electron transfer integrals $J$ along different directions.

As can be deduced from Fig. 2a, b and 3a, in the TCNQ crystal, significant $J \geq 2kT$ ($kT = 25$ meV at room temperature) are observed in only one direction, namely along the $p-p$ stacking direction (P1). Transfer integrals connecting the stacks within the slab (P2- and S-dimers) are lower than $kT$ and hence should be strongly modulated by thermal fluctuations, as well as $J$ values between the slabs (LT1) that are comparable to $kT$. We conclude that in the TCNQ crystal, efficient charge transport can occur only along the $\pi-\pi$ stacking direction (P1) at room temperature, i.e. is (quasi)1D. In contrast, in the $F_2$-TCNQ crystal there are 4 directions with $J \geq 2kT$ (Fig. 2c, d and 3a): two within the...
In eqn (4), $J_{ij}$ localized at $i$-th site and $c_i$ are the coefficients. The mechanism of localization is the decrease of the energy of the site occupied by the electron. This decrease corresponds to the polaron binding energy and equals $E_p = \lambda/2$; accordingly, larger $\lambda$ induces stronger localization. Following ref. 29, we assume that if the electron occupies the $i$-th site partially, the site energy decreases by $\epsilon_i^2 \lambda/2$ (proportional to the squared extra charge at the site, which is proportional to $c_i^2$). The energy of the state is

$$E = \sum_{i=1}^{N} \sum_{j=1, j\neq i}^{N} J_{ij} c_i c_j + \sum_{i=1}^{N} \epsilon_i c_i^2 - \sum_{i=1}^{N} c_i^2 \lambda/2 \quad (4)$$

In eqn (4), $J_{ij}$ are the transfer integrals between sites $i$ and $j$, and $\epsilon_i$ are the energies of the sites. For simplicity, we set equal $\epsilon_i = \epsilon$ for all sites, and equal $J_{ij} = J$ for adjacent sites and $J_{ij} = 0$ otherwise. We will consider the states in which charge carrier is homogeneously distributed over $m = p^d$ sites, where $p$ is an integer number and $d$ is the dimensionality of the system (1, 2 or 3). The restriction on $m$ makes the calculation simpler due to the symmetry of the resulting site population, and does not affect the results. The wavefunction of such state reads

$$\psi = \sum_{i=1}^{m} \frac{1}{\sqrt{m}} \phi_{\epsilon i},$$

and its energy is

$$E = \epsilon m + Jd(1 - m^{-1/d}) - \lambda m. \quad (5)$$

The $E(m)$ dependence described by eqn (5) has a minimum at either $m = 1$ or $m = \infty$ depending on the relation between $J$, $\lambda$ and $d$. In the former case, the charge is localized, while in the latter case it is delocalized. Comparison of the $E$ values for these two states yields the charge delocalization criterion: delocalization occurs if

$$J > J_{cr}, \quad J_{cr} = \frac{\lambda}{2d}. \quad (6)$$

This criterion is less strict for higher $d$, i.e. delocalization occurs more readily in the 3D case than in 2D or 1D. Note that in eqn (6), $\lambda$ denotes the reorganization energy at a single site, i.e. without considering delocalization. From the calculated $\lambda$ (ca. 250 meV) and $J$ (see Fig. 3a), the delocalization criterion is fulfilled in F$_2$-TCNQ for all the three spatial dimensions ($d = 3$, $J_{cr} = 43$ meV, $J = 69$ meV for PL-dimer and $J = 50$ meV for P1- and P2-dimers). Delocalized charge carriers explain the observed efficient band-like charge transport with high $\mu_e$ in this material.\(^\text{10}\) Disruption of charge delocalization by intermolecular vibrations explains the $\mu_e$ decrease with temperature rise. In contrast, for TCNQ the delocalization criterion is not fulfilled. Assuming $d = 1$ yields $J_{cr} = 125$ meV, while $J_{max} = 69$ meV, i.e. $J_{max} < J_{cr}$. Even assuming $d = 3$, we obtain $J_{cr} = 42$ meV, but in this case $J > J_{cr}$ for only one direction (P1), indicating the invalidity of the assumption. Therefore, the charges are localized in TCNQ resulting in hopping charge transport mechanism, which corresponds to the experiment. In addition, lower $d$ results in a stronger impact of static disorder (defects) and dynamic disorder (thermal fluctuations), which are inevitable in OSCs at room temperature and also promote charge localization.\(^\text{34,31}\) In the case of (quasi)1D transport along the stacks, a single defect in the stack can damage the transport pathway, while in the case of 3D transport, charges can easily circumvent the obstacle.\(^\text{30–32}\) Summing up, the dimensionality of intermolecular charge delocalization explains the outstanding band-like electron transport in the F$_2$-TCNQ crystal and inefficient hopping transport in TCNQ, which was the second issue addressed in the study.

An improvement in the charge transport with dimensionality for structurally close materials was observed in a number of studies.\(^\text{9,31}\) In the series of crystalline dinaphtho[2,3-b:2’, 3’-d]thiophene derivatives,\(^\text{34}\) the mobility increased 4 times for materials with an additional transport direction with $J > kT$. For crystalline 6H-pyrrolo[3,2-b:4,5-b’]bis[1,4]benzothiazine derivatives,\(^\text{35}\) $\mu$ was significantly larger in the crystals with several transport directions and moderate $J$ than in the crystals with a single transport direction and large $J$. Within the series of bulky end-capped [1]benzothieno[3,2-b]benzothiophene (BTBT) crystals, compounds with $J > 2kT$ in several directions exhibited $\mu$ about two orders of magnitude larger than the other materials.\(^\text{36}\) For the crystals of didodecyl-BTBT isomers, an unprecedented $\mu$ was observed for the compound with 2D transport and $J_{max} \sim 60$ meV, while the compound with an extremely large $J_{max} = 129$ meV but 1D transport exhibited a 340-fold lower $\mu$.\(^\text{37}\) Moreover, the same trend of $\mu$ increase with charge transport dimensionality was observed for arrays of nanoparticles.\(^\text{38}\) Noteworthily, the hopping model was unable to describe the data from ref. 37 even qualitatively, and only the band model considering charge delocalization reproduced the strong positive impact of charge transport dimensionality on $\mu$.

Our results extend far beyond the F$_2$-TCNQ crystal series. We anticipate that intermolecular charge delocalization is especially important for OSCs consisting of small-sized conjugated molecules (e.g. derivatives of naphthalene-diimide (NDI), tetraphthalfulvalene (TTF), etc.). These molecules have large $\lambda$, and intermolecular delocalization with high dimensionality is required for efficient charge transport according to our findings. In OSCs consisting of large conjugated molecules like tetracene, rubrene, pentacene, dinaphtho-thieno-thiophene (DNTT), etc., significant charge delocalization occurs already within the molecules, resulting in low $\lambda$ and making the intermolecular delocalization (especially in the direction of the long axis) less important.

Finally, the obtained results show that the frequently used screening of OSCs based just on single molecule properties, or
accounting only the RIM-induced $\lambda$ decrease in the crystal (e.g. that provided in ref. 21), can overlook OSCs built from molecules of small size. For instance, this approach could not predict high mobility in F$_2$-TCNQ in principle. In order to improve the screening method, intermolecular charge delocalization and the effect of dimensionality should be considered, at least at a very simple level provided by eqn (6).

**Conclusions**

Electron transport in the F$_n$-TCNQ ($n = 0, 2, 4$) crystal family was investigated theoretically using DFT and QM/MM approaches. We have shown that in the TCNQ and F$_2$-TCNQ crystals, intermolecular charge delocalization can reduce dramatically the intramolecular reorganization energy, providing an opportunity for efficient band-like charge transport. However, while in F$_2$-TCNQ large charge transfer integrals promote three-dimensional charge delocalization resistant to vibrations and defects, (quasi)one-dimensional delocalization in TCNQ is readily destroyed by the latter, resulting in inefficient hopping charge transport. We suggest that intermolecular charge delocalization and its high dimensionality are important also for charge transport in other materials consisting of small-sized molecules, and current guidelines for high-mobility organic semiconductors should be corrected by considering these two factors.
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