TEACHER EDUCATION & DEVELOPMENT - ENGLISH AS A FOREIGN LANGUAGE | RESEARCH ARTICLE

Investigating the validity of oral assessment rater training program: A mixed-methods study of raters’ perceptions and attitudes before and after training

Houman Bijani

Abstract: Rater variability has always been identified as an important source of measurement error in performance assessment, especially for oral proficiency tests. Rater training is commonly used as a means for compensating various sources of rater variability and adjusting their assessment quality. However, there is little research regarding the nature of training programs and raters’ perception using both a qualitative and a quantitative research design. Despite previous data on test takers’ reactions to oral test performance, there is little research regarding the application of test feedback and raters’ perceptions of the given feedback on their scoring performance and its probable usefulness on raters’ ratings. Twenty raters rated 300 test takers’ oral performances before and after a training program and their perceptions, attitudes, expectation, and evaluations were identified via questionnaires, interviews, and observations. The findings of qualitative and quantitative data analyses demonstrated that training programs are quite useful in satisfying their attitudes, perceptions, and evaluations about it. This will definitely result in the reduction of their severity and biases and increase in their consistency level. Besides, informing raters of the goals of performance assessment in training programs will
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Differences among raters cause variability in speaking assessment. This variability could be paved by rater training programs. However, there is little research dealing with the perceptions and attitudes of raters about rater training programs and whether their attitudes and perceptions could have any impact in their rating performances. In this research, the perceptions and attitudes of 20 raters about the rater training program was obtained through questionnaires and interviews. The data were then analyzed qualitatively and quantitatively indicating the usefulness of the impact of training programs in the reduction of raters’ consistency in scoring. The findings also indicated that the more positive the raters feel toward the training program, the better they can use the instructions in their subsequent ratings. Such findings indicate that decision-makers should not be concerned about raters’ expertise levels, but they should establish better rater training programs to increase rater consistency in their assessments.
result in less halo effect. Finally, those having positive attitudes toward rating feedback were able to incorporate it more successfully in their rating and thus achieved more consistency and less biasedness in their subsequent ratings. Consequently, decision-makers should not be concerned about raters’ expertise levels, but they should establish rater training programs to increase rater consistency and reduce their biases in measurement.
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1. Introduction

The ability to speak in a second language is widely recognized as an important skill for educational, business, and personal reasons (Kim, 2015). Therefore, with the significance attached to speaking in second and foreign language contexts, testing speaking is considered an important issue. According to Fulcher (2003) second-language speaking tests “have always been thought of as important, but they were too unreliable and impractical to use in the kind of large-scale testing that emerged in the 1920s with a rapidly expanding educational system” (p. 16). When discussing scoring procedures, we are concerned with the way in which the scoring system, most commonly the rating scale, is developed and used. Mostly and in many oral performance tests, students’ performances are rated subjectively via employing a rating scale by the use of the descriptors based on which a rater assigns a scoring number (Kuiken & Vedder, 2014). Because such tests require subjective evaluations of speaking quality, a great deal of research emphasis has been placed on achieving an acceptable level of inter-rater reliability in order to show that spoken language can be scored as fairly and constantly as possible. However, this emphasis on reliability has been at the expense of decreasing test validity (Chalhoub-Deville, 1995); that is, the procedure for achieving higher reliability may not lead to valid judgments of speaking quality. Therefore, one issue which is at the heart of both reliability and validity in essay scoring is that of rater training (Fulcher, 2003). However, it is clear that training does not have the only, or even the most significant, effect on the rating of speaking ability of test takers. A number of possible sources of rater disagreement have been studied and explored in the literature of speaking assessment (e.g. Brown, 2003; In’nami & Koizumi, 2016) which can have serious impact on raters’ assessment both positively and negatively.

With regard to the issue of the validity and oral test validation, raters’ perceptions are one of the outmost important factors. Winke, Gass, and Myford (2012) identifies factors such as introversion/extroversion, intelligence, experience, education, social norms, and willingness to communicate as factors that may influence raters’ affective reactions to the oral testing situation and consequently their scorings. The underlying problems dealing with the nature of communication in oral testing is the choice of topic (Ling, Mollaun, & Xi, 2014) which is also related to affective aspects of testing. These factors may systematically influence the behavior of raters under test conditions independently of the oral variable traits that the researcher aims to measure. It is therefore the responsibility of the test researcher to ensure what factors account for prior to the interpretation of results. Kenyon and Stansfield (1991) suggested field testing of tasks along with the use of questionnaires to elicit raters’ perceptions to determine good and poor tasks. In an attempt, they scaled a number of oral speaking tasks, used in the ACTFL oral assessment, based on their functions. Then, by the use of a Rasch partial credit model they assessed the difficulty of a number of tasks. Although they found a reasonable correlation between the suggested difficulty level and the assessment of difficulty by raters, this is far from testing tasks on students and assessing task difficulty from scores.
2. Literature review

2.1. Rater variability
In scoring second-language speaking performance, rater variability has been identified as a potential source of measurement error which might interfere with the measurement of test takers’ true speaking ability (In’nami & Koizumi, 2016; Reed & Cohen, 2001). Therefore, rater effects are required to be taken into consideration in order to measure test takers’ speaking ability appropriately. The reliability of a rating scale is also dependent on the raters who operate it (Overall & Magee, 1992). So, raters, as an additional source of measurement error, can be a magnificent variable on test scores. Rater variability has been shown to demonstrate itself in many different ways. The main differences, as Brown (2003) asserts, could be variation in their interpretations of the rating scale, level of severity, impressions toward test takers (halo effect), test takers’ backgrounds such as their gender and background knowledge. Most importantly, it is now well proved that raters vary with respect to their severity in their judgments of test takers’ performance ability (McNamara, 1995). McNamara and Adams (1991) in a study found differences in raters’ behaviors depending on various groups of test takers on different tasks in use. This is something that was referred to as bias by Linacre (1989).

2.2. Rater background
One important, related rater feature that has been demonstrated to influence test takers’ test scores is rater background. Various groups of raters may differ in the judgment of learners’ second-language ability depending on their background and the criteria they apply (Barrett, 2001). Several studies have found differences between inexperienced and experienced raters in their scorings and the use of rating strategies (Attali, 2016; Bijani & Fahim, 2011; Davis, 2016; Khabbazbashi, 2017; Knoch, Read, & von Randow, 2007; Kyle, Crossley, & McNamara, 2016; Winke et al., 2012). Davis (2016) compared the ratings of trained and untrained raters from two various backgrounds: experienced English teachers and non-teachers. They found that training was a more significant variable than background in terms of reliability. However, they did not report any differences with regard to the overall differences between groups in rater severity. In a similar study, Bijani (2010) and Khabbazbashi (2017) found that experienced teachers were severer than novice ones. However, Bijani (2010) found training programs influential in the reduction of severity measures. The importance is to investigate the impact of rater expertise in their perceptions of training programs.

2.3. Rater expectation
Another important rater variable is that of raters’ expectations about students’ speaking. Kim (2015) stated that raters’ expectations may be as important as the quality of the performance itself in the score assigned. Some scholars found that raters gave higher scores to the same speaking performances when they were told that they were uttered by honor students (Knoch, 2011; Nakatsuhara, 2011; Van Moere, 2012). However, Van Moere (2012) notes that such results are not surprising, given that raters’ expectations and experience are important parts of the rating process. Rater training is commonly used as a means for compensating various rater backgrounds and adjusting rater expectations to reduce the variability in this respect. Similarly, Nakatsuhara (2011) found overall modification in raters’ expectations as a result of training who found that training modifies raters’ expectations and understandings of rating. Yet, Knoch (2011) in her study found mismatches regarding raters’ perceptions and the impact of training on their scoring behavior.

However, although training has been discussed in the literature of speaking assessment (Attali, 2016; Davis, 2016; Hamilton, Reddel, & Spratt, 2001; Kuiken & Vedder, 2014), there is little research regarding the nature of training programs and raters’ perceptions of the training program using both a qualitative and a quantitative research approach. Besides, few studies, if any, have investigated the differences between experienced and inexperienced raters in their perceptions of training programs and the effect of which on them. Despite previous data on test takers’ reactions to oral test performance, there is little research regarding the application of test feedback and of course the raters’ perceptions of the given feedback on their scoring performance and its probable usefulness on raters’ subsequent ratings. Besides, very few studies, if any, have used a mixed-method approach,
known as the third methodological movement (Tashakkori & Teddlie, 2003), having a mixture of qualitative and quantitative research methods and techniques in a single-study analyzing raters’ attitudes and perceptions. Therefore, this study aims to analyze a variety of rater background characteristics including their background rating variables (i.e. raters’ previous rating experiences) that raters bring into the rating context that affects scoring test takers’ speaking performance along with the impact of their attitudes and perceptions of oral assessment and rater training programs on the validity of their evaluations. Consequently, the following research question can be formed:

RQ1: What are the raters’ perceptions, attitudes and evaluations of the oral assessment test, test takers’ performance and the training program both before and after training?
(Qualitative)

RQ2: Is there any significant difference between their perceptions before and after training?
(Quantitative)

3. Methodology

3.1. Participants

Three hundred adult Iranian students of English as a Foreign Language (EFL), including 150 males and 150 females, ranging in age from 17 to 44 participated in the study voluntarily as test takers. The students were selected from intermediate, upper-intermediate, and advanced levels studying at the Iran Language Institute (ILI).

Twenty Iranian EFL teachers, including 10 males and 10 females, ranging in age from 24 to 58 participated in this study as raters. These raters were undergraduate and graduate in English language related fields of study, teaching in different universities and language institutes. The raters in this study were selected based on availability at the time of the study and purposeful sampling (Dörnyei, 2007); that is, those who have already got the qualifications and of course were willing to participate took part in this study. It should also be stated that all the raters had high levels of English language proficiency although none was a native speaker of English language. In order to fulfill the requirements of this study, the raters were classified into two groups of experienced raters and inexperienced ones to investigate the similarities and differences among them and the likelihood advantages of one group over the other one. Moreover, each rater was referred to by assigning a number from 1 to 10 to promise their anonymity and preserve their confidentiality of the data reported by them. A background questionnaire, adapted from McNamara and Lumley (1997), eliciting the following information including (1) demographic information, (2) rating experience, (3) teaching experience, (4) rater training, and (5) relevant courses passed was given to the raters. Therefore, the raters were divided into two levels of expertise on the basis of their experiences outlined below.

(1) Raters who had no or less than two years of experience in rating and receiving rater training, and had no or less than five years of experience in teaching and passed less than the four core courses related to ELT major (pedagogical English grammar, phonetics and phonology, second-language acquisition, and second-language assessment). Hereinafter, we call these raters as NEW.

(2) Experienced raters who had over two years of experience in rating and receiving rater training, and over five years of experience in teaching and passed all the four core courses plus at least two selective courses related to ELT major. Hereinafter, we call these raters as OLD.

A more important reason for choosing these groups of expertise is to investigate any differences between experienced and inexperienced raters in terms of their attitudes and perceptions of the training program, how they approach the task of oral assessment and how they are affected by the rating process when assessing test takers. It is noteworthy to indicate that in order to eliminate rater expectancy effect, the raters and rater groups were not informed of the existence of two various groups and any similarities and differences between the two. It is noteworthy to indicate that in
order to meet ethical considerations, the test takers and the raters had entitled the researcher the permission for the publication of any research document out of this study. Table 1 displays the summary characteristics of the raters participating in the study.

3.2. Instruments

3.2.1. Raters’ pre-training questionnaire
The pre-training questionnaire which was used in this study aimed to focus on individual rater’s degree of attitude, perceptions, feeling, reaction, and expectations from the training program. This questionnaire had originally been developed by Elder, Barkhuizen, Knoch, and von Randow (2007) to assess the degree of raters’ attitude toward the training program. The original questionnaire consisted of five items; however, to make it more suitable for this study, it was modified and some more items were added to fit the requirements of this study. The reliability of the adapted questionnaire was measured through statistical data analysis and several pilot studies (r = 0.81); however the details were not mentioned for the sake of keeping the brevity of the study. Thus, the final version of the rater’s pre-training questionnaire consisted of 13 items.

3.2.2. Raters’ pre-training interview
The raters participating in this study were also interviewed after having filled out the pre-training questionnaire. The interview is designed to provide additional, more extensive feedback about their attitudes and feelings, tendency to accept authorities’ comments, their expectations of the training program, and suggestions for the development of the assessment. The addition to the raters’ pre-training interview was to fulfill the requirements of a triangulated qualitative research in order to increase the validity of the study. The interview question items were developed by the researcher to ensure the validity of the data collected by questionnaire.

3.2.3. Raters’ post-training questionnaire
The post-training questionnaire which was used in this study was aimed to focus on individual’s attitudes, perceptions, effectiveness and evaluation, efficacy, the provided feedback, and further developments of the training program. This questionnaire was also originally developed by Elder et al. (2007) to assess the degree of raters’ attitudes, evaluation and the effectiveness of the training program. The original questionnaire consisted of six items; however, to make it more suitable for the present study, it was modified and thus it consisted of 15 items. Similarly, the reliability of the adapted questionnaire was measured through statistical data analysis and several pilot studies (r = 0.77).

3.3. Procedure

3.3.1. Pre-training phase
Prior to collecting any data from the test takers, the raters’ background questionnaire was given to the raters to fill out before starting to run the test tasks and collect data. The aim of having the raters fill out the raters’ background questionnaire sheets was to enable the researcher to classify them into the two groups of rating expertise i.e. inexperienced raters and experienced ones. It is reiterated that individual tasks are assessed using appropriate scoring criteria including fluency, grammar, intelligibility, vocabulary, cohesion, and comprehension consisting each criterion of a set of seven descriptors ranging from 1 to 7 using the ETS (2014) scoring rubric.

Table 1. Rater background characteristics

| Raters | N | Male | Female | Mean age | Rating experience | Teaching experience | Rater training | Relevant courses passed |
|--------|---|------|--------|----------|-------------------|---------------------|---------------|------------------------|
| NEW    | 10| 5    | 5      | 41.2     | 0.8              | 3.7                 | 0.3           | 2.4                    |
| OLD    | 10| 5    | 5      | 31.7     | 3.4              | 14.2                | 4.1           | 4.7                    |
All the raters participating in this study were given one week to submit their scorings. Moreover, the videotaped recordings of the oral assessment settings were awarded to the raters to assist them observe aspects of oral performance including metalinguistic behaviors and body language. Having done so, they were provided with the pre-training questionnaire to fill out and indicate their attitude, feelings, opinions about the comparability of the two test versions, and expectations of the training program. Meanwhile, since some raters might not answer all the items of the pre-training questionnaire in details, they were also interviewed to get their ideas regarding the training program prior to running it. It must be reiterated that all the interviews were audio-taped and qualitatively analyzed along with the raters’ pre-training questionnaires.

3.3.2. Rater training procedure
After the pre-training scoring stage, the raters participated in a training (norming) session in which the speaking tasks and the rating scale were introduced and time was given to practice the instructed material with some sample responses. The raters were provided with information specifically related to scoring procedure due to the fact that the aim of the training program was to familiarize all raters of both levels of expertise with salient features of rating when dealing with students’ second-language speech samples. An attempt was made to minimize the contrasting attitudes and biases the raters might have brought with them to their assessment via providing them with assessment criteria and performance samples as well as requiring the raters to take part in the training program. Previously recorded responses were played and the raters scored them using the scoring rubric criteria under the guidance and assistance of the trainer. Although the training session was the main part of the rater training program, it was, however, accompanied by group discussion and score negotiation. These procedures continued until they reached consensus and all raters were confident with determining test takers’ scores across the descriptors of the scoring rubrics. Therefore, the phrase “training process” both refers to formal training received in the norming session, and the informal training received through socialization.

The training program consisted of rater training and feedback on previous rating behavior and was conducted in two separate training sessions, each lasting for about six hours, with an interval of one week. Since information about rating behavior was not available until raters completed the first rater training session, the first training session did not include the feedback component. The rater training sessions were held in groups. Individual sessions were also planned to satisfy individual raters’ needs during norming and of course to give them feedback on previous rating behavior as part of rater training. In addition to the norming and training sessions, feedback on previous ratings was provided to each rater individually in the second norming session. As Wallace (1991) argued on behalf of second-language rater training, repeated practices do not guarantee development of professional competence. In other words, acquired knowledge can be better internalized with reflection during practice. Thus, according to him, prior rating performance would give raters an opportunity to reflect on their rating behavior. Since each rater had a different rating ability and exhibited various rating behavior, feedback was provided to each rater individually.

The feedback provided to the raters included the raters’ previous rating patterns determined by the statistical analysis of the analytic rating scores that each rater gave (i.e. severity, internal consistency, and biases (interaction) with a certain test taker group, task, and rating scale). Regarding feedback on raters’ biases, the raters having z-scores beyond ± 2 were considered to have a significant bias and were reminded individually to mind the issue accordingly. With respect to feedback on raters’ consistency, the raters having infit mean squares beyond the acceptable range of 0.6 to 1.4, as suggested by Eckes (2015), were considered as misfitting in a way that the raters with an infit mean square value below 0.6 as too consistent (overfit the model) and those with an infit mean square value of above 1.4 as inconsistent (underfit the model). Therefore, the raters were pointed out individually on the issue if they were identified as misfitting.
3.3.3. Post-training phase
Immediately after the training program, the post-training oral test was administered. Having done so, they were provided with the post-training questionnaire to get their attitudes, feelings, their achievements, and evaluations of the training program. Meanwhile, due to the fact that some raters might not have answered all the items of the post-training questionnaire in details, they were also interviewed based on the same questions of the post-training questionnaire to get their ideas and reactions regarding the norming session in detail. All the interviews were audio-taped to have them along with the post-training questionnaires for qualitative data analysis.

3.4. Data analysis
In order to investigate the research question outlined already, the researcher employed a pre-post, mixed-methods research design in which a combination of quantitative and qualitative approaches were used to investigate the raters’ development over time with regard to their attitudes in rating L2 speaking performance (Cohen, Manion, & Morrison, 2007). This method offered a comprehensive approach to the investigation of the research questions involving a comparison of raters’ perceptions before and after the rater training program.

Qualitative data analysis was done through the analysis of audio-taped interviews, the questionnaires, and the observations of the video recordings of the norming session. Raters’ responses to the questionnaires and interviews were analyzed and coded by the researcher. The coding schemes that were employed during data elicitation were based on positive and negative comments using axial coding for the responses given by the raters to the questionnaire items. The analysis of the qualitative data required going through the collected data several times and coding them very precisely. Besides, for the quantitative data analysis, the following analytical approaches were employed: ANOVA to identify any significant difference among the factors identified in the exploratory factor analysis (EFA). Pearson’s Product Moment Correlation was used to measure the correlation coefficient among the identified loaded factors of EFA outcomes. EFA was used to analyze and identify the influential factors involved in the raters’ attitudes and perceptions both before and after the training program. Confirmatory factor analysis (CFA) was used to neutralize the influential effect of other loading items loaded in each factor and only accounted for the determining items. This was done to get the maximum loading of only those items which have been loaded in each factor at a desired eigenvalue.

4. Results
4.1. Pre-training questionnaire
With regard to questions number 1 and 2 (\(\bar{X}_{Q1} = 0.85\) and \(\bar{X}_{Q2} = 0.9\), respectively) which asked raters about their interest and enthusiasm in engaging a training program, a majority of the raters were positive. Similarly, question number 3 (\(\bar{X}_{Q3} = 0.95\)) asked raters about the essentiality of assessing students’ oral language proficiency almost and all raters expressed their agreement. Rater OLD5 believed that “It is absolutely important to assess all students’ speaking ability so that we will be able to monitor their performance and trace their development path.”

Question number 4 (\(\bar{X}_{Q4} = 0.65\)) interrogated raters about the need for administering formal training programs to achieve desirable rating standards. There were contradictory comments in this respect. A majority of NEW raters and some OLD ones expressed their agreement that having a formal training program maximizes rating quality and standardizes assessment. Rater NEW4 commented that “there is definitely a need to establish training programs to achieve agreement among the raters and develop rating quality among raters.” However, in contrast a number of OLD raters believed in reverse and indicated that training programs do not have the desirable effect in standardizing rating among raters. For example, raters OLD8 argued that “I doubt whether training programs could be effective enough in developing raters scoring job considerably.”
Question number 5 (XQ5 = 0.80) asked raters whether they would anticipate any problems in the training program. In response, few raters expressed any problems before commencing the training program; however, rater NEW3 expressed worrisome that “what if after the training program I don’t lose difference and get closer to 0, and worse, if I get farther away from 0 after training.”

With respect to question number 6 (XQ6 = 0.85) which asked raters whether they would predict the training program to be effective, rater NEW9 believed that “I think it will be quite effective if the raters are provided with feedback as well.” Rater OLD2 in another comment argued that “it will be effective if it is held regularly.”

Questions 7 and 8 (XQ7 = 0.65 and XQ8 = 0.65, respectively) dealt with raters’ flexibility in accepting the trainer’s instructions and to what extent they welcome the trainer’s and other authorities’ viewpoints. All, except a few OLD raters, confirmed that it is OK for them to notice their mistakes, and that they feel quite comfortable to notice someone else reminds them about their rating errors. Rater NEW9 stated that “I feel quite relaxed and even glad to notice that the trainer spots my mistakes and teaches me something to enhance my rating skill.” However, a few OLD raters expressed their dissatisfaction if someone notices their mistakes or tells them something which is against their rating approaches. Rater OLD4 argued that “I don’t think I can change my rating approach after the training program. Still, I suppose, I will run my own rating trend.”

Question number 9 (XQ9 = 1.0) asked the raters about their viewpoints of the purpose of the training program. The raters realized its purpose in enhancing raters’ accuracy, consistency and bias reduction in rating and they seemed to have been optimistic about such goals.

Questions 10 to 13 (XQ10 = 0.65, XQ11 = 0.60, XQ12 = 0.55, and XQ13 = 0.65, respectively) asked the raters about their ideas, attitudes, and appropriateness of either the direct or the semi-direct test version for assessing test takers’ oral assessment. There were contradictory remarks in this respect. Some raters expressed that due to the interactive nature of speaking skill, it is better to benefit from the direct test version for assessment since it is more realistic to the speaking ability that students need in real contexts. However, some others believed that semi-direct tests are less intimidating for test takers. They added that since the rater is missing in such tests, test takers will be able to reach their highest oral abilities in a stress-free atmosphere. A few also believed that such a test is more feasible to administer.

In order to analyze the raters’ responses to the pre-training questionnaire statistically to have a more objective view of raters’ perceptions and attitudes of the training program, and to identify how many different aspects of the training program the raters were able to distinguish, an EFA was initially administered. Afterward, an ANOVA, based on the EFA, was run to measure the existence of any significance differences between the raters’ responses to the pre-training questionnaire items. Table 2 displays the EFA administered to demonstrate the influential factors related to raters’ attitudes and perceptions prior to the administration of the training program. The coding schemes that emerged during data elicitation were classified into various categories including positive and negative comments. It is worthy to note that the scree plot of the eigenvalues which are reported in Table 3 produced an elbow at the third eigenvalue. The first eigenvalue accounted for about 42% of the total variance. According to Henning, Hudson, and Turner (1985) if the loading of the first factor is higher than 20 percent of the whole variance, the required multidimensionality of the data analysis is reiterated. Table 3 displays the result of Principle Axis Factoring at the pre-training phase. As factors of language skills have a high degree of similarity, the direct oblimin was used as the estimation method of rotation in the principle axis factoring of factor extraction.

It is observable from the table of EFA that there were three determining factors loaded with an eigenvalue greater than 0.4 showing that there were three significant factors in raters’ viewpoints about the training program prior to its administration. The questionnaire items loaded significantly
in each factor were marked in bold on the table as well. The researcher, then meticulously examined the factor patterns to identify their underlying dimensions on the basis of the highest factor loadings through having a careful attention to the pre-training questionnaire items. The loaded factors were named as the following:

**Factor 1** “Enthusiasm of training participation” shows to what extent the raters would like to take part in the training program, and feel comfortable engaging in rater training norming sessions. Item numbers 3, 4, and 6, having the loadings of 0.69 and above, were loaded in this factor.

**Factor 2** “Efficacy of the training program” shows to what extent raters predict the effectiveness of training program in reducing rater variation (severity/leniency and biasedness) and increasing internal consistency. Besides, whether they feel like the need for training programs to reach the above-mentioned goals. Item numbers 1 and 6, having the loadings of 0.81 and above, were loaded in this factor.

**Factor 3** “Rater flexibility” demonstrates to what extent raters are flexible and willing enough to accept the authorities’ comments and whether they are open to reality and welcome noticing their mistakes in rating. Item numbers 7 and 6, having the loadings of 0.51 and above, were loaded in this factor.
It is must be indicated that item number 5, asking the raters whether they predicted any problems in the training program, was not loaded in any factor. This shows that the raters had a contrasting viewpoint in this respect in a way that some predicted problems occurring during the norming session, whereas the rest did not. Afterward, the scores for the three factors were then used as dependent variables in an ANOVA test to identify whether there was a significant difference among the raters’ attitudes and perceptions of the training program prior to its administration. Table 4 displays the ANOVA analysis of raters’ attitudes and perceptions of the training program prior to its administration.

The finding shows that there was a significant difference with respect to raters’ responses to the pre-training questionnaire items as obtained by factor analysis. The drawback of the EFA is that the identification of the influential factors is seen based on maximum loading amount of items under each factor. However, this, by no means indicates that the other items do not have any effect on the loading of the item(s) loaded under a factor. In other word, in EFA, the loading effect of other items have not been neutralized but simply ignored. It must be argued that, however, all the other test/questionnaire items have their own loading effect on any particular item(s) loaded on a particular factor as well. Accordingly, in order to only evaluate the loading effect of the item(s) loaded on each factor and thus to neutralize the loading effect of all other items, a CFA was run. CFA was performed using IBM Amos version 22.0. Table 5 displays the CFA administered to demonstrate the influential factors related to raters’ attitudes and perceptions prior to the administration of the training program. The model fit indices of CFI, TLI, RMSEA, and SRMR display that the model used to obtain raters’ attitudes and perceptions of the training program, at the pre-training phase, was a good and suitable model.

| Factor | 1   | 2   | 3   |
|--------|-----|-----|-----|
| 1. I feel comfortable with trying a face-to-face rater training program | 0.851 |
| 2. I think I am going to enjoy the rater training experience | 0.896 |
| 3. Generally, I support the notion that we need to assess the language proficiency of students’ speaking | 0.947 |
| 4. It’s not necessary to have some sort of formal assessment and training process to ensure comparability of standards | 0.731 |
| 5. Do you anticipate any problems with the training program? | |
| 6. How effective do you think the rater training program will be? | 0.801 |
| 7. I am flexible and I do accept authorities’ comments in rating even if they are against mine | |
| 8. It is difficult for me to notice my mistakes in rating | |

CFI: 0.893.
TLI: 0.886.
RMSEA: 0.591.
SRMR: 0.790.
It is noteworthy to indicate through the analysis of raters’ responses to the questionnaire items, it was found that some OLD raters were pessimistic and did not have a positive attitude with respect to the usefulness and effectiveness of the training program in reducing rater variation (severity/leniency and biasedness) and increasing internal consistency among them. However, almost all NEW raters were quite positive in this respect. For the rest of the items, there were no substantial differences in between the responses of the two groups of raters as long as the coding of qualitative data provided the researcher with.

Interfactor correlations for the raters’ responses at the pre-training phase were measured using the Pearson’s Product Moment Correlation in order to determine which factors have the highest go togetherness with one another. Table 6 represents the correlation coefficient of the determining factors as identified by CFA. The highest correlation coefficient was found between factor two (efficacy of the training program) and factor three (rater flexibility) measured 0.13, $p > 0.05$. However, no significant relationship, as the outcome displays, was observed between them. The lowest correlation coefficient was found between factor one (enthusiasm of training participation) and factor three (rater flexibility) measured 0.001, $p > 0.05$.

### 4.2. Post-training questionnaire

The first question ($\bar{X}_{Q1} = 0.85$) dealt with the purpose of the training program and asked the raters whether the training program was effective enough or not. Raters were rather mostly positive. For example, rater NEW5 stated that “receiving feedback from the trainer and other raters was very helpful.” Rater OLD10 indicated that “receiving comments on rating was very constructive.” However, still some raters expressed apprehension in this respect, specifically on their own side. For instance, rater NEW3 expressed that “I’m not sure if I’ve gained enough of the training program and if it was really effective on me.” Rater OLD5 also noted that “I doubt whether I’m going to act as what I was trained for in the training program.”

Questions two to five ($\bar{X}_{Q2} = 0.95$, $\bar{X}_{Q3} = 0.90$, $\bar{X}_{Q4} = 1.0$, and $\bar{X}_{Q5} = 0.90$, respectively) mostly asked raters about the trainer’s behavioral characteristics, whether or not they felt intimidated talking to him and whether or not they understood what was instructed by the trainer during the norming sessions. All the raters in both expertise groups were positive and expressed that they could freely and without any anxiety talk to the trainer. In this respect, rater NEW7 stated that “The trainer was so friendly and knowledgeable and I felt quite relaxed interacting with him in a stress-free atmosphere.”

The sixth question ($\bar{X}_{Q6} = 0.85$) in the post-training questionnaire asked the raters whether the enjoyed the training program or not. Although a majority of the raters responded “Yes” to the question, rater OLD4 found it rather *tiring*. A number of NEW raters stated that although they benefited

| Table 6. Interfactor correlation coefficient of the raters’ perceptions of the training program (pre-training) |
|-------------------------------------------------|-----------------|-----------------|-----------------|
| F1                                              | F2              | F3              |
| F1                                              | Pearson Correlation | 1               | 0.077           | 0.001           |
|                                                | Sig. (2-tailed) | 0.856           | 0.998           |
| N                                                | 8               | 8               | 8               |
| F2                                              | Pearson Correlation | 0.077           | 1               | 0.138           |
|                                                | Sig. (2-tailed) | 0.856           | 0.745           |
| N                                                | 8               | 8               | 8               |
| F3                                              | Pearson Correlation | 0.001           | 0.138           | 1               |
|                                                | Sig. (2-tailed) | 0.998           | 0.745           |
| N                                                | 8               | 8               | 8               |
from the training program, they were rather dominated by outspoken and more frank raters and due to their shyness they could not manifest their capabilities (Raters NEW2, NEW5, and NEW6).

Questions seven and eight ($X_{Q7} = 0.85$ and $X_{Q8} = 0.90$, respectively) dealt with raters’ own judgments of the success or failure of the training program and the teaching materials (including, texts, sample tests, audio and video materials ...) used for training. In this respect, a majority of the raters expressed that the program was quite successful and it helped them enhance their rating skill to a great extent. Rater NEW2 believed that “the training program was truly beneficial for me. It revolutionarily changed my view about rating.” Rater OLD1 also argued that “the training program was a good practice to develop rating. It opened a wider gate of rating across from my eyes, and provided me with various techniques and strategies to rate.” However, it must be reiterated that a few raters doubted about the successful outcome of the training program in developing raters’ rating. They further added that the training program little change their rating behaviors.

The ninth question ($X_{Q9} = 0.85$) asked the raters whether they noticed any change in their rating performance following the training program. The responses were various. Some raters stated that the training program changed their rating quite drastically. Rater NEW3 stated that “training enabled me to do the rating job with a lot more self-confidence and I felt a lot more relaxed.” However, some others, specifically those who had already been negative about the training program in the pre-training questionnaire, argued that their ratings changed just a little compared to before and that the training program had little success (Raters OLD8 and OLD7). There also seemed to be a sort of halo effect in which the raters awarded similar scores to test takers on the categories of the rating scale. In this respect rater OLD6 stated that “I just gave this score to her cohesion and intelligibility. So, I think I am going to give the same score to her grammar and vocabulary.”

The tenth question ($X_{Q10} = 0.85$) asked the raters about the feedback provided during the training program for raters on their ratings before the training program. A majority of the raters found the feedback quite useful and believed that it had a constructive influence on their scoring behavior. Rater NEW9 stated that “It was good to see where I had got farther from the rating of other raters.” Rater OLD2 commented that “the feedback made me think about what I had done and was a good reflection on what I had done.” Some raters, including raters OLD8 and OLD4 questioned the effectiveness of the given feedback and they argued that the feedback changed their rating behavior just very little.

It must be indicated that raters’ responses to the feedback question had a close relationship with their receptiveness of the feedback and thus the occurrence of change in their rating behaviors. For example, Rater NEW8 had a positive attitude to the provision of feedback prior to the training program. Consequently, after the training program she found it quite useful and stated that “training program helped me better match my rating with the ability of the test takers.” This rater was significantly lenient at the pre-training phase and could reduce leniency to a high extent. As another example, rater OLD5 was significantly sever prior to the training program and also optimistic about the feedback to be provided for the raters. After training, he found the feedback very effective and was able to modify his rating behavior, according to the feedback, to a considerable extent thus bringing him to an acceptable range of biasedness. For most of the other raters, the result was quite successful and raters indicated that they benefitted quite a lot from the training program. This had also been reflected in the quantitative statistical data analysis using FACETS which demonstrated that they achieved more consistency after training. A few raters, e.g. rater OLD8, who although had enhanced consistency (moving from InfitMnSq. of 0.3 to 0.5) after training, were still away from acceptable range. These raters were all among those who were pessimistic about the training program and feedback and found it little or no effective for them. In this respect, rater OLD8 commented that “the feedback was no useful at all and it didn’t change my rating.” Similarly, rater OLD4 argued that “I’m not sure whether my rating has changed any compared to before.” Such finding tells us that we can trace a one-to-one relationship between raters’ attitude and perception about the training program and feedback, before training and its effect on them in efficacy power.
The eleventh question asked the raters about the benefits of the training program. A substantial number of the raters stated that they had the advantage of having interaction with other raters and sharing their ideas and understandings of the training program with each other. Rater NEW7 believed that “this made me have the opportunity to be aware of other raters’ viewpoints and get help in case of necessity. It was fun and amusing.” In another commentary, rater OLD5 stated “I really loved the friendly atmosphere of the work. Being a part of a team that everyone else is working on the same thing is quite fun and enjoyable.” Rater NEW7 argued that “the training program was a good practice to compare performances and it was fun.” Rater NEW9 stated that “receiving feedback was very helpful to let the raters notice whether or not they have done what was intended by the training program.”

The twelfth question asked the raters about the disadvantages of the training program. In this regard, rater NEW6 stated that “the problem is that some raters cannot cope with their own time and pace of rating.” In a further commentary rater OLD2 believed that “it was rater getting tiring at times and raters were not able to take breaks when they felt tired.” Raters NEW1 indicated that “being worried about what other raters might have assigned to test takers’ performances made me rather unable to concentrate on my work.”

Similar to the pre-training phase, in order to analyze raters’ responses to the post-training questionnaire, an EFA was run to determine the influential factors having a significant role in identification of raters’ perceptions and attitudes following the training program. Afterward, an ANOVA, based on the outcome of the EFA, was run to measure the existence of any significance differences between the raters’ responses to the post-training questionnaire items. Table 7 displays the EFA administered to demonstrate the influential factors related to raters’ attitudes and perceptions following the administration of the training program. At this phase, the scree plot of the eigenvalues reported in Table 8 produced an elbow once again at the third eigenvalue. The first eigenvalue accounted for about 46% of the total variance. Table 8 displays the result of Principle Axis Factoring at the post-training phase.

Similar to the pre-training phase, three determining factors were loaded with an Eigenvalue greater than 0.4 showing that there were three significant factors in raters’ viewpoints following the administration of the training program. The questionnaire items loaded in each factor were marked in bold on the table as well. The loaded factors were named as the following:

| Table 7. Exploratory factor analysis of raters' attitudes and perceptions (post-training) |
|------------------------------------|---|---|---|
| Factor | 1 | 2 | 3 |
| 1. Altogether how effective did you find the face-to-face training program? | 0.876* | −0.159 | −0.262 |
| 2. Overall, how friendly (trainer-trainee) did you find the face-to-face training program? | 0.339 | 0.778* | 0.268 |
| 3. The rater trainer was tense | 0.377 | 0.655* | −0.262 |
| 4. I could talk to the trainer easily | 0.327 | 0.591* | 0.291 |
| 5. The trainer used understandable language | 0.788* | 0.188 | −0.163 |
| 6. How much did you enjoy your face-to-face training experience? | 0.331 | −0.387 | 0.469* |
| 7. How much do you think the face-to-face training program achieved its purpose? | 0.882* | −0.024 | −0.144 |
| 8. How much material descriptors, (e.g. scripts, notes, etc.) was used in the program? | 0.693* | −0.518 | −0.236 |
| 9. How much, do you think, your method of rating changed as a result of face-to-face training program? | 0.670* | −0.510 | −0.010 |
| 10. How effective did you find the feedback given to you during the norming session? | 0.516* | 0.187 | 0.204 |

Note: Extraction Method: Principal Axis Factoring.
*Three components extracted.
Bold values indicate the factor under which each item of the questionnaire has had significant loading.
Factor 1 “Effectiveness of the training program” shows to what extent the raters felt that the training program achieved its purposes and was effective enough in bringing the raters into higher consistency with each other. Also, whether or not the materials used in the study were appropriate enough to assist the raters modify their rating behavior. Item numbers 1, 5, 7, 8, 9, and 10, having the loadings of 0.51 and above, were loaded in this factor. This shows that a majority of the raters felt quite positive about the constructive effectiveness of the training program on raters in bringing them into more consistency and reducing bias effect.

Factor 2 “Stress-free atmosphere” shows to what extent raters felt relaxed interacting with the rater trainer and whether or not the training program was stress-free for them and that the raters were comfortable during the training program. Item numbers 2, 3, and 4, having the loadings of 0.59 and above, were loaded in this factor showing that the raters felt comfortable attending the training program.

Factor 3 “training enjoyment” demonstrates whether or not and to what extent raters enjoyed taking part in the training program. Item 6, having the loading of 0.46, was loaded in this factor reflecting that the raters enjoyed the training program.

Afterward, similar to the pre-training phase, the scores for the three factors were then used as dependent variables in an ANOVA test to identify whether there was a significant difference among the raters’ attitudes and perceptions following the training program. Table 9 displays the ANOVA analysis of raters’ attitudes and perceptions following the administration of the training program.

The finding showed that there was a significant difference with respect to raters’ responses to the post-training questionnaire items as obtained by EFA. As already mentioned regarding the shortcoming of the administration of EFA in determining the influential factors of raters’ perceptions of the training program, in order to only evaluate the loading effect of the item(s) loaded on each factor meanwhile neutralizing the loading effect of all other items, a CFA was run. Table 10

Table 8. Principle axis factoring of raters’ perceptions of the training program (post-training)

| Factor | Initial Eigenvalues | Total | % of Variance | Cumulative % |
|--------|---------------------|-------|---------------|--------------|
| 1      | 4.930               | 46.306| 46.306        |              |
| 2      | 1.545               | 15.455| 61.755        |              |
| 3      | 1.188               | 11.878| 73.633        |              |
| 4      | 0.704               | 7.035 | 80.668        |              |
| 5      | 0.480               | 4.804 | 85.472        |              |
| 6      | 0.397               | 3.971 | 92.443        |              |
| 7      | 0.308               | 3.083 | 95.526        |              |
| 8      | 0.208               | 2.079 | 97.606        |              |
| 9      | 0.130               | 1.296 | 98.902        |              |
| 10     | 0.110               | 1.098 | 100.000       |              |

Note: Extraction Method: Principal Axis Factoring.

Table 9. ANOVA analysis of factor scores of raters’ perceptions of the training program (post-training)

| Sum of squares | df | Mean square | F  | Sig. |
|----------------|----|-------------|----|------|
| Between groups | 1.877 | 2 | 0.938 | 7.114 | 0.004 |
| Within groups  | 3.165 | 27 | 0.132 |       |      |
| Total          | 5.042 | 29 |       |      |      |
demonstrates the CFA results demonstrating the influential factors related to raters’ attitudes and perceptions following the administration of the training program. The model fit indices of CFI, TLI, RMSEA, and SRMR displayed that the model used to obtain raters’ attitudes and perceptions of the training program, at the post-training phase, was a good and suitable model.

A further complementary analysis of the raters’ responses to the post-training questionnaire items indicated that a majority of the raters expressed that they have benefitted quite a lot from the training program and stated that the training program was useful in bringing more consistency and reducing severity/leniency and bias effect in their ratings. However, those few OLD raters who had already expressed their pessimistic view of the training program, at the pre-training phase, again indicated that they gained little after training. It is noteworthy to indicate that these raters were the ones who did not improve or improved very little with respect to the reduction of severity/leniency and bias indices and achieved more consistency after the training program.

Interfactor correlations for the raters’ responses at the post-training phase were measured using the Pearson’s Product Moment Correlation in order to determine which factors have the highest go together with one another. Table 11 represents the correlation coefficient of the determining factors as identified by CFA. The highest correlation coefficient was found between factor one (effectiveness of the training program) and factor two (stress-free atmosphere) measured 0.83, \( p < 0.01 \). However, contrary to the pre-training phase, this time a significant correlation was found. The obtained correlation between the two above-mentioned factors was found much larger than typical according to Cohen’s table of effect size. The lowest correlation coefficient was found between factor two (stress-free atmosphere) and factor three (training enjoyment) measured 0.365, \( p > 0.05 \).

A majority of the raters (14 raters) claimed that the feedback was not only easy to understand but also they were able to use it in their own ratings. Three of them even reiterated that the provision of feedback even assisted them shed more light on their rating behaviors for example, rater OLD5 said that “the feedback and the training program always will be kept in my mind when rating an oral performance.” However, two raters OLD8 and OLD4 questioned the effectiveness of the training program. Rater OLD4 argued that “the training program and the feedback did not have any effect on my ratings.” And rater OLD8 reported that “I suppose the training program even made me severer
Regarding the issue of consistency, as a part of feedback provision, a majority of the raters (14 raters) responded positively; however, rater NEW6 felt confused over the concept. He said “It was difficult for me to understand the feedback for consistency. Honestly speaking, I didn’t know what consistency meant. I think I did much better on biasedness and severity level after training, but perhaps not about consistency.”

Table 12 displays that there was a positive relationship between their perceptions of the feedback and the receptiveness and success of the feedback for a majority of the raters. This was done by having the raters score the test takers’ oral performances both before and after the training program. The collected data were analyzed using the multifaceted Rasch measurement (MFRM) to identify their measures of consistency, severity, bias in the two phases of the study. Since the analyses of the MFRM are beyond the scope of this article, the importance of this is to compare and contrast raters’ positive or negative perceptions about the training program and the effectiveness of feedback provision (the current study) and the reduction of their biases and severity and increase in their consistency measures after training. The outcome indicated that 65 percent of the raters in severity, 85 percent in bias, and 95 percent in consistency fell into the first two table rows indicating the success of the training program and feedback provision but having either positive or negative view about it. Thirty-five and 15 percent of them in severity and bias and only 5 percent of raters in consistency were reported not to have benefited from the training program and feedback provision.

In sum, the raters were generally positive about the training program and the provision of feedback on the former ratings. Although, there were some slight hesitations about the complete incorporation of the training principles in the subsequent ratings, a majority of them felt quite satisfied with the training program and the feedback provided for them.

**Correlation is significant at the 0.01 level (2-tailed).**

### Table 11. Interfactor correlation coefficient of the raters’ perceptions of the training program (post-training)

|       | F1          | F2          | F3          |
|-------|-------------|-------------|-------------|
| F1    | Pearson Correlation | 1           | 0.839**     | 0.675       |
|       | Sig. (2-tailed)  | 0.009       | 0.066       |             |
| N     | 10          | 10          | 10          |             |
| F2    | Pearson Correlation | 0.839**     | 1           | 0.365       |
|       | Sig. (2-tailed)  | 0.009       | 0.374       |             |
| N     | 10          | 10          | 10          |             |
| F3    | Pearson Correlation | 0.675       | 0.365       | 1           |
|       | Sig. (2-tailed)  | 0.066       | 0.374       |             |
| N     | 10          | 10          | 10          |             |

### Table 12. Relationship between raters’ questionnaire and interview responses and their rating behavior change

|                           | Severity | Bias | Consistency |
|---------------------------|----------|------|-------------|
|                           | N        | %    | N           | %    | N    | %    |
| Feedback successful/positive about feedback | 13 | 65 | 14 | 70 | 14 | 70 |
| Feedback successful/negative about feedback | 0 | 0 | 3 | 15 | 5 | 25 |
| Feedback unsuccessful/positive about feedback | 0 | 0 | 0 | 0 | 0 | 0 |
| Feedback unsuccessful/negative about feedback | 7 | 35 | 3 | 15 | 1 | 5 |

in my ratings.” Regarding the issue of consistency, as a part of feedback provision, a majority of the raters (14 raters) responded positively; however, rater NEW6 felt confused over the concept. He said “It was difficult for me to understand the feedback for consistency. Honestly speaking, I didn’t know what consistency meant. I think I did much better on biasedness and severity level after training, but perhaps not about consistency.”

Table 12 displays that there was a positive relationship between their perceptions of the feedback and the receptiveness and success of the feedback for a majority of the raters. This was done by having the raters score the test takers’ oral performances both before and after the training program. The collected data were analyzed using the multifaceted Rasch measurement (MFRM) to identify their measures of consistency, severity, bias in the two phases of the study. Since the analyses of the MFRM are beyond the scope of this article, the importance of this is to compare and contrast raters’ positive or negative perceptions about the training program and the effectiveness of feedback provision (the current study) and the reduction of their biases and severity and increase in their consistency measures after training. The outcome indicated that 65 percent of the raters in severity, 85 percent in bias, and 95 percent in consistency fell into the first two table rows indicating the success of the training program and feedback provision but having either positive or negative view about it. Thirty-five and 15 percent of them in severity and bias and only 5 percent of raters in consistency were reported not to have benefited from the training program and feedback provision.

In sum, the raters were generally positive about the training program and the provision of feedback on the former ratings. Although, there were some slight hesitations about the complete incorporation of the training principles in the subsequent ratings, a majority of them felt quite satisfied with the training program and the feedback provided for them.
5. Discussion
The results of this study are different from the previous research findings in that this piece of research has also been unique in that it regarded the application of feedback with respect to oral proficiency assessment to investigate any possible relationship between raters' perceptions and attitudes of the training program and feedback on their real change of rating behavior. The outcome of this study can be classified into two parts: First, it was found that raters' perceptions of the feedback and the training program were generally positive and promising. A majority of them were positive about the program and thus improved their rating quality. They mostly agreed that the feedback helped them think more carefully and use logic about what they were doing. After receiving feedback, most raters modified their rating behavior regarding severity/leniency and enhanced consistency for which both the qualitative and quantitative data analysis were absolutely in-line with each other.

Three raters (OLD8, OLD4, and OLD7) were still extremely biased after training and rater OLD8 was consistent. These raters were the ones who expressed negativity about the training program beforehand. It is noteworthy to indicate that, even those who were not optimistic about the program or even intentionally ignored it could all modify their consistency and in one case a rater could improve his severity and bias as well and brought it within the acceptable range. It is quite interesting to indicate that no raters with a positive attitude on feedback received a negative result. This finding is in contrast with that of Knoch (2011) who found in her study little relationship between raters' perceptions and the usefulness of the feedback and the actual success of the feedback. She found, for a majority of the cases, a mismatch between the success of the feedback and whether the raters thought they had successfully included it in their ratings. However, the finding is parallel with the one found by Nakatsuahara (2011) and Van Moere (2012) who in separate studies observed a high correlation between raters' perceptions of training programs and the impact of feedback on their subsequent ratings.

Data analysis indicated that through rater training programs, rater effects, and rater variability, as pointed out by In'nami and Koizumi (2016), could be controlled and neutralized. This will result in less halo effect which will provide decision-makers with reduced levels of bias and severity and increase in consistency in measurement. The outcome of this study demonstrated that although the raters claimed that they underwent some difficulty including shyness and lack of confidence attending the training program, it was quite useful in reducing raters' severity and biases and increasing their consistency level. Most particularly, because the raters were provided with post-training individual and group feedback, they were able to reduce their biases quite magnificently. This finding is fairly consistent with that of Knoch et al. (2007) who found that raters reduced biases more in a face-to-face training program, compared to the online rater training, since they were given feedback after rating.

Second, in spite of the reduction of raters' severity/leniency differences after the training program, there still observed considerable amount of variation among the raters. This weird phenomenon was because of the extremist behavior of a number of raters including OLD8, OLD4, OLD7 (in severity), and OLD3, OLD9, and NEW6 (in leniency) who had already expressed their mistrust in the effectiveness of the training program, the reason of which could be their arrogance, overconfidence or pessimism. Consequently, that is why they almost did not or very little improved their rating behavior after the training program. Therefore, the overall performance of the raters was affected by this causing significant variation even after training. This outcome is consistent with that of Bijani (2010) and Davis (2016) who found the impact of training programs more important than raters’ expertise.

It can be hypothesized that those raters whose rating behavior improved rather little after the training program were among those who had a negative attitude toward the training program and its effectiveness in reducing raters' biasedness and increasing consistency. This result is parallel with Hamilton et al.'s (2001) and Kuiken and Vedder (2014) finding who found a relative linear
relationship between raters’ perceptions of training program and its effectiveness on them. Meanwhile, it is noteworthy to indicate that although a one-to-one causal relationship between the raters’ attitudes and their rating performance cannot be drawn, it can be presumed that if training programs can satisfy raters’ expectations, they will lead to a higher consistency among raters and the benchmark accordingly. So on the first step, it seems rather necessary to build enough interest among raters in the training programs they are supposed to undergo.

The outcomes of this research showed that raters were required to be aware of the goal of performance assessment in the training program. With this, rating would result in less halo effect. This is in line with what Attali (2016) found in his study on the assessment of test takers’ oral performance through training raters. The study also showed that the raters with more positive attitudes toward rating feedback were able to incorporate it more successfully in their rating and thus achieved more consistency and less biasedness in their subsequent ratings. Similar to the above finding, the study showed that although a one-to-one relationship between the raters’ attitudes and their rating performance cannot be formulated, it can be assumed that if training programs can satisfy raters’ expectations, they will lead to a higher consistency among raters and the benchmark accordingly. In other words, training program was generally more useful for those raters who were optimistic and responded positively regarding its effective outcomes. This is parallel with Davis (2016) finding emphasizing the greater impact of training on the raters having a more optimistic view about it. One further very important implication of this study is on behalf of the large number of participants taking part in this study. Since the findings of this study were derived from a pool of 300 test takers, the reliability measures and qualitative validity obtained in this study can be reported with higher certainty. This definitely makes the generalization of the findings of the study less risky.

One very considerable finding of this study regarding bias interaction between raters and test takers was that a higher bias interaction was observed for test takers on the extreme high continuums of language performance ability, i.e. high ability test takers. This finding is both similar to and different from that of Winke et al. (2012) and Kim (2015) who found that raters showed extreme bias toward both extreme continuums of test takers’ oral ability performance, i.e. both high-ability and low-ability test takers. This finding might be due to that fact that some raters’ expectations of test takers would rise when rating higher ability test takers than lower ability test takers although the finding was not as considerable as it was for higher ability ones to benefit them to get the passing mark. Besides, this finding calls for a need of clearer rating criteria and a more extensive and comprehensive training program with more significant focus on rating test takers on the extreme ability points.

A possible reason for observing contradictory findings between this study and the previous studies (e.g. Kenyon & Stansfield, 1991; Nakatsuvara, 2011; Winke et al., 2012) could be attributed to the use of different raters in different assessment settings and different test items and tasks. Raters’ various perceptions could also be a determining issue in this respect as well. In another point of view, the findings of this study, regarding raters’ biases toward test takers, is quite useful in a way that in Iran evaluation is typically norm-referenced which means that rating is done through making comparisons with the performances of other test takers (Farhady & Hedayati, 2009). Thus, the findings could provide testing centers and decision-makers with better strategies to improve the fairness of scoring. However, since this study was done on a particular group of raters and test takers and in a specific context, further research is required to provide more evidence to confirm the above-mentioned findings.

6. Conclusions
The analysis of the norming sessions showed that some of the criteria in the scoring rubric were rather vague for inexperienced raters to use, thus they should be instructed to the raters orally during the training program. The outcome of the study showed that raters with a positive attitude about training programs will benefit more from the provision of feedback. In other words, training programs and feedbacks are more influential for the raters who are optimistic about them. Likewise, for
those raters who felt negative about training programs, the impact reduced to the minimum. Moreover, raters’ background, specifically their level of experience was shown to have, on average, negative impact on the effectiveness of the training program. Presumably, due to the arrogance or overconfidence of experienced raters, they did not enjoy as much improvement in rating quality as inexperienced raters did with regard to the factors of severity, bias, and consistency. The implication is that decision-makers had better not be concerned about raters’ expertise to enhance the quality of oral performance assessment. Since experienced raters demand higher budgets for rating, decision-makers had better invest their budgets on establishing appropriate training programs. Raters’ positive perceptions and attitudes about training programs resulted in less halo effect and decreased their variability in assessing test takers’ performance abilities. Consequently, since through rater training programs rater effects and variability can be controlled, decision-makers had better establish rater training programs to increase rater consistency and reduce their biases in measurement.

The questionnaires and interviews used in this study were the modified versions of ready-made ones which were adapted on the basis of the context of the research. Similar studies could be done using researcher-developed questionnaire and interviews in order to compare and contrast raters’ and test takers’ perceptions in various contexts. More research could be run investigating the influence of raters’ background and personality related issues (e.g. various L1 backgrounds and accents) on raters’ consistency of scoring and new trends in running training programs accordingly.
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