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Abstract

We investigate random graphs on the points of a Poisson process in \(d\)-dimensional space, which combine scale-free degree distributions and long-range effects. Every Poisson point carries an independent random mark and given marks and positions of the points we form an edge between two points independently with a probability depending via a kernel on the two marks and the distance of the points. Different kernels allow the mark to play different roles, like weight, radius or birth time of a vertex. The kernels depend on a parameter \(\gamma\), which determines the power-law exponent of the degree distributions. A further independent parameter \(\delta\) characterises the decay of the connection probabilities of vertices as their distance increases. We prove transience of the infinite cluster in the entire supercritical phase in regimes given by the parameters \(\gamma\) and \(\delta\), and complement these results by recurrence results if \(d = 2\). Our results are particularly interesting for the soft Boolean graph model discussed in the preprint [arXiv:2108:11252] and the age-dependent random connection model recently introduced by Gracar et al. [Queueing Syst. 93.3-4 (2019)]

Keywords: random-connection model; recurrence; transience; scale-free percolation; preferential attachment; Boolean model.

MSC2020 subject classifications: 60K35; 05C80.

Submitted to EJP on November 27, 2019, final version accepted on January 30, 2022. Supersedes arXiv:1911.04350v3.

*We acknowledge support from DFG through the scientific network Stochastic Processes on Evolving Networks. The research of CM is funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – 443916008/SPP2265.

†Universität zu Köln, Germany. E-mail: pgracar@math.uni-koeln.de
‡Ludwig-Maximilians-Universität München, Germany. E-mail: m.heydenreich@lmu.de
§Johannes Gutenberg-Universität Mainz, Germany. E-mail: cmoench@uni-mainz.de
¶Universität zu Köln, Germany. E-mail: moerters@math.uni-koeln.de
1 Introduction and statement of results

In this paper we investigate the classical problem of transience versus recurrence of random walks on the infinite cluster of geometric random graphs in $d$-dimensional Euclidean space. We consider a general class of random graph models, which we call the weight-dependent random connection model. This class contains classical models like the Boolean and random connection models as well as models that have long edges and scale-free degree distributions. The focus in this paper is on those instances where the long-range or scale-free nature of graphs leads to new or even surprising results.

The vertex set of the weight-dependent random connection model is a Poisson process of unit intensity on $\mathbb{R}^d \times (0, 1)$, for $d \geq 1$. We think of a Poisson point $x = (x, s)$ as a vertex at position $x$ with mark $s$. Two vertices $x = (x, s)$ and $y = (y, t)$ are connected by an edge with probability $\varphi(x, y)$ for a connectivity function $\varphi: (\mathbb{R}^d \times (0, 1)) \times (\mathbb{R}^d \times (0, 1)) \to [0, 1]$, satisfying $\varphi(x, y) = \varphi(y, x)$. Connections between different (unordered) pairs of vertices occur independently. We assume throughout that $\varphi$ has the form $\varphi(x, y) = \varphi((x, s), (y, t)) = \rho(g(s, t) | x - y|^d)$ for a non-increasing profile function $\rho: \mathbb{R}_+ \to [0, 1]$ and a suitable kernel $g: (0, 1) \times (0, 1) \to \mathbb{R}_+$, which is non-decreasing in both arguments. Hence vertices whose positions are far apart are less likely to be connected while vertices with small mark are likely to have many connections. We standardise the notation (without losing generality, see comment (i) in [10, p. 312]) and assume that

$$\int_{\mathbb{R}^d} \rho(|z|^d) \, dz = 1.$$  

Then it is easy to see that the degree distribution of a vertex depends only on the kernel $g$ (see for example [10, Proposition 4.1]), but $\rho$ still has a massive influence on the likelihood of long edges in the graph.

We next give concrete examples for the kernel $g$, and demonstrate that our setup yields a number of well-known models in continuum percolation theory. We define the functions in terms of parameters $\gamma \in [0, 1)$ and $\beta \in (0, \infty)$. The parameter $\gamma$ determines the strength of the influence of the vertex mark on the connection probabilities, large $\gamma$ correspond to strong favouring of vertices with small mark. In particular, if $\gamma > 0$ our models are scale-free with power-law exponent

$$\tau = 1 + \frac{1}{\gamma}. $$

The edge density is controlled by the parameter $\beta$, increasing $\beta$ increases the expected number of edges incident to a vertex at the origin. Varying $\beta$ can also be interpreted as rescaling distances and is equivalent to varying the density of the underlying Poisson process.

- We define the plain kernel as

$$g^{\text{Plain}}(s, t) = \frac{1}{\beta}. $$

In this case we have no dependence on the marks, hence the model is not scale-free and we let $\gamma = 0$. If $\rho(r) = 1_{[0,a]}(r)$ for $a = d/\omega_d$ and $\omega_d$ is the area of the unit sphere in $\mathbb{R}^d$, this gives the Gilbert disc model with radius $\frac{1}{2} \sqrt{d}a$. Functions $\rho$ of more general form lead to the (ordinary) random connection model, including in particular a continuum version of long-range percolation when $\rho$ has polynomial decay at infinity.
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- We define the sum kernel as
  \[ g^{\text{sum}}(s,t) = \frac{1}{\beta} (s^{-\gamma/d} + t^{-\gamma/d})^{-d} \]

Interpreting \((\beta a s^{-\gamma})^{1/d}, (\beta a t^{-\gamma})^{1/d}\) as random radii and letting \(\rho(r) = 1_{[0,\alpha]}(r)\) we get the Boolean model in which two vertices are connected by an edge if the associated balls intersect. The case of general profile function \(\rho\) is referred to as soft Boolean model in [11]. We get a further variant of the model with the min-kernel defined as
  \[ g^{\text{min}}(s,t) = \frac{1}{\beta} (s \land t)^{-\gamma}. \]

Because \(g^{\text{sum}} \leq g^{\text{min}} \leq 2^d g^{\text{sum}}\) the two kernels show qualitatively the same behaviour.

- For the max-kernel defined as
  \[ g^{\text{max}}(s,t) = \frac{1}{\beta} (s \lor t)^{1+\gamma}, \]

we may choose any \(\gamma > 0\). This is a continuum version and generalization of the ultra-small scale-free geometric networks of Yukich [34], which is also parametrized to have power-law exponent \(\tau = 1 + \frac{1}{\gamma}\).

- A particularly interesting case is the product kernel
  \[ g^{\text{prod}}(s,t) = \frac{1}{\beta} s^{\gamma} t^{\gamma}, \]

which leads to a continuum version of the scale-free percolation model of Deijfen et al. [6, 17], see also [7, 8]. Here \(s^{-\gamma}, t^{-\gamma}\) play the role of vertex weights. The model combines features of scale-free random graphs and polynomial-decay long-range percolation models (for suitable choice of \(\rho\)).

- Our final example of a kernel \(g\) is the preferential attachment kernel
  \[ g^{\text{pa}}(s,t) = \frac{1}{\beta} (s \lor t)^{1+\gamma}(s \land t)^{-\gamma}, \]

which gives rise to the age-dependent random connection model introduced by Gracar et al. [10] as an approximation to the local weak limit of the spatial preferential attachment model in Jacob and Mörters [22]. In this model, \(s\) and \(t\) actually play the role of the birth times of vertices in the underlying dynamic network, we therefore refer to vertices with small \(s\) as old vertices. This model also combines scale-free degree distributions and long edges in a natural way.

The weight-dependent random connection model with its different kernels has been studied in the literature under various names, we summarize some of them in Table 1. A general framework in which models such as ours arise as limits of models on finite domains recently appeared in [20]. We now focus on a profile function with polynomial decay

\[ \lim_{r \to \infty} \rho(r) r^\delta = 1 \] for a parameter \(\delta > 0\),

and fix one of the kernel functions described above. We keep \(\gamma, \delta\) fixed and study the resulting graph \(G^\beta\) as a function of \(\beta\). Note that our assumptions \(\delta > 1\) and \(\gamma < 1\) imply that \(G^\beta\) is locally finite for all values of \(\beta\), cf. [10, p.8]. We informally define \(\beta_c\) as the infimum over all values of \(\beta\) such that \(G^\beta\) contains an infinite component (henceforth the infinite cluster); for a rigorous definition we refer to Section 2. If \(d \geq 2\), we always have \(\beta_c < \infty\), cf. [17]. General considerations show that there is at most one infinite cluster of \(G^\beta\). Indeed, it is established in [9] that on \(\mathbb{Z}^d\) there is at most one infinite cluster if the edge occupation measure is stationary and obeys the ‘finite energy property’; an
Recurrence versus transience for weight-dependent random connection models

Table 1: Terminology of the models in the literature.

| Vertices | Profile          | Kernel | Name and reference                                               |
|----------|------------------|--------|------------------------------------------------------------------|
| Poisson  | indicator        | plain  | Random geometric graph, Gilbert disc model [31]                  |
| Poisson  | general          | plain  | Random connection model [27]                                      |
|          |                  |        | Soft random geometric graph [30]                                 |
| lattice  | polynomial       | plain  | Long-range percolation [1]                                       |
| Poisson  | indicator        | sum    | (Poisson) Boolean model [15, 29]                                 |
| Poisson  | polynomial       | sum    | Soft Boolean model [11]                                          |
| lattice  | indicator        | max    | Ultra-small scale-free geometric networks [34]                   |
| Poisson  | indicator        | min    | Scale-free Gilbert graph [18]                                    |
| lattice  | polynomial       | prod   | Scale-free percolation [6, 17]                                   |
| Poisson  | polynomial       | prod   | Inhomogeneous long-range percolation [7]                         |
|          |                  |        | Continuum scale-free percolation [8]                             |
| Poisson  | general          | prod   | Geometric inhomogeneous random graphs [4, 23]                    |
| Poisson  | general          | pa     | Age-dependent random connection model [10]                       |

analogous result for Poisson points applies in our case, cf. [5, 29]. Hence, we have that there is a unique infinite cluster whenever $\beta > \beta_c$. We study the properties of this infinite cluster.

Two cases correspond to different network topologies, see [13, 17, 34]. If $\gamma > \frac{1}{2}$ for the product kernel, or $\gamma > \frac{1}{\delta + 1}$ for the preferential attachment, sum, or min kernel, or $\gamma > 0$ for the max kernel, we have $\beta_c = 0$, i.e. there exists an infinite cluster irrespective of the edge density. We call this the robust case. Otherwise, if $\gamma < \frac{1}{2}$ for the product kernel or $\gamma < \frac{1}{\delta + 1}$ for the preferential attachment, sum or min kernels, we have $\beta_c > 0$ and call this the non-robust case.

Our main interest is in whether the infinite cluster is recurrent (i.e., whether simple random walk on the cluster returns to the starting vertex almost surely), or transient (i.e., simple random walk on the cluster has positive probability of never returning to the starting vertex). Our results are summarized in the following theorem.

**Theorem 1.1** (Recurrence vs. transience of the weight-dependent random connection model). Consider the weight-dependent random connection model with profile function satisfying (1.8) and assume that we are in the supercritical regime $\beta > \beta_c$.

(a) *For the preferential attachment kernel, the infinite component is almost surely*

- transient if $1 < \delta < 2$ or $\gamma > \delta / (\delta + 1)$;
- recurrent in $d = 2$ if $\delta > 2$ and $\gamma < 1/3$.

(b) *For the min kernel and the sum kernel, the infinite component is almost surely*

- transient if $1 < \delta < 2$ or $\gamma > \delta / (\delta + 1)$;
- recurrent in $d = 2$ if $\delta > 2$ and $\gamma < 1/2$.

(c) *For the product kernel, the infinite component is almost surely*

- transient if $1 < \delta < 2$ or $\gamma > 1/2$;
- recurrent in $d = 2$ if $\delta > 2$ and $\gamma < 1/2$.

(d) *For the max kernel, the infinite component is almost surely transient for all $0 < \gamma < 1$ and $\delta > 1$. 
Figure 1: Recurrent and transient regimes in Theorem 1.1. The dashed line in (a),(b), (c) indicates the boundary of the robust regime. In the shaded areas of the top two diagrams the behaviour is unknown. The dotted line in (d) indicates recurrence for $d = 2$, which follows trivially from (a).

Remarks:

• $d = 1$: Note that the kernel in (c) never induces a percolating graph in one dimension if $\delta > 2$ and $\gamma < \frac{1}{2}$ [6] and the same is true for the kernels in (b) if $\delta > 2$ and $\gamma < \frac{\delta - 1}{\delta}$ [12]. In these cases all clusters are trivially recurrent. However, for the preferential attachment kernel in one dimension with $\delta > 2$, the situation is less clear. It follows from results by Bode et al. [3] for the 'KPKVB-model', that the product kernel (which essentially coincides with the KPKVB-model after a change of coordinates) admits percolation for any $\rho$ which is non-increasing and positive in a neighbourhood of 0, whenever $\gamma = \frac{1}{2}$ and $\beta$ is sufficiently large. By monotonicity, it follows that the same is true for the preferential attachment kernel at any $\gamma \geq \frac{1}{2}$. We currently do not know whether there are $\gamma < \frac{1}{2}$ for which percolation can occur if $\beta$ is sufficiently large, see [12] for a more detailed discussion.
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• $d = 2$. For (b) we conjecture that if $\delta > 2$ the model is transient precisely if $\gamma > \frac{\delta - 1}{\delta}$, although our current proof only works if $\gamma > \frac{\delta}{\delta + 1}$, which by [13] is the robust regime. A heuristic argument for this conjectured behaviour is given in [12].

• $d \geq 3$: We conjecture transience to hold in (a)–(c) also if $\delta \geq 2$ for all values of $\gamma > 0$, as long as there is an infinite cluster. The analogous problem is open for the random connection model (and long-range percolation) in general. An analysis of this situation is beyond the scope of the present paper, and is postponed to future work. Mind, however, that transience for sufficiently large values of $\beta$ can be established by comparison with bond percolation on $\mathbb{Z}^d$.

• Any dimension:

  – In (a)–(c) for $\delta < 2$ our models dominate long-range percolation in the transient regime [1]. This does not make our analysis redundant, as we show transience for all $\beta > \beta_c$, where $\beta_c$ may be strictly smaller than for the dominated model.

  – For all kernels we consider, our investigation shows that robustness of the infinite cluster is sufficient for its transience, in particular this is the case in (d) for all values of $\gamma \in (0, 1)$ and $\delta > 1$. It would be interesting to ascertain this implication in greater generality.

  – We have excluded the boundary cases $\delta = 2$ and $\gamma = \frac{1}{2}$ from our main result, as in these cases the behaviour is dependent on fine details of the profile and kernel and therefore less suitable for the universal approach we develop.

  – Our results are in particular true for the plain kernel (corresponding to the case $\gamma = 0$ in (b) and (c)), for similar results in this case see [33].

For a summary of the results we refer to Figure 1. Arguably, the preferential attachment and sum kernels are the most interesting, but also technically the most involved models, and may therefore be considered as the main contribution of the present paper. Indeed, the results for the product kernel are in correspondence with the findings of Heydenreich, Jorritsma and Hulshof [17]. The behaviour at the critical point $\beta_c$ for the the plain kernel (1.4) for $d \geq 2$, has recently been investigated in [16] and, in the framework of long-range percolation, in [21]. However, note that Berger [1] had previously shown that there is no infinite cluster in long range percolation at $\beta = \beta_c$ if $\delta < 2$, a result that was later adapted to the product kernel [8] and that can be shown to remain true for our model whenever $\delta < 2$, cf. the footnote on p. 18. Different parametrisations have been used for the various models that can be treated in our framework, we have provided a translation in Table 2.

| parameters in this paper | parameters in [6, 7, 8, 17] |
|--------------------------|-----------------------------|
| $\beta$                  | $\chi^{d/2}$                |
| $\delta$                 | $\alpha/d$                  |
| $\gamma$                 | $d^{\alpha(\tau-1)}$       |

Table 2: Correspondence of parameters between our paper and [6, 7, 8, 17].

Overview of the paper  Before we prove our results, we describe the model in a more rigorous manner in Section 2. In Section 3, we treat the transience regimes indicated in Theorem 1.1. The recurrence results are established in Section 4. Finally, a few basic results from electrical network theory, which are used frequently in our proofs, are collected in the appendix. Throughout, we use the notation $f(x) \asymp g(x)$ if $f, g$ are positive functions such that $f(x)/g(x)$ are bounded away from 0 and $\infty$. 
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2 The weight-dependent random connection model

Construction as a point process We give now a formal construction of the weight-dependent random connection model. To this end, we enhance the construction given in [16, Sections 2.1 and 2.2] by additional vertex marks. For further constructions, see Last and Ziesche [25] and Meester and Roy [28]. We construct the weight-dependent random connection model as a deterministic functional \( G_\varphi(\xi) \) of a suitable point process \( \xi \). Let \( \eta \) denote a unit intensity \( \mathbb{R}^d \)-valued Poisson point process, which we can write as

\[
\eta = \{ X_i : i \in \mathbb{N} \};
\]

(2.1)
such enumeration is possible by [24, Corollary 6.5]. In order to define random walks on the random connection model, it is convenient to have a designated (starting) vertex, and we therefore add an extra point \( X_0 = 0 \) when needed. This corresponds to working with a Palm version of the Poisson point process, which we denote by \( \eta_0 \).

We further equip any Poisson point \( X_i, i \in \mathbb{N} \), with an independent mark \( S_i \) drawn uniformly from the interval \( (0, 1) \). This defines a point process \( \eta' := \{ X_i = (X_i, S_i) : i \in \mathbb{N} \} \) on \( \mathbb{R}^d \times (0, 1) \), where here and throughout we write \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). Let \( (\mathbb{R}^d \times (0, 1))^2 \) denote the space of all sets \( e \subset \mathbb{R}^d \times (0, 1) \) with exactly two elements; these are the potential edges of the graph. We further introduce independent random variables \( U_{i,j} : i, j \in \mathbb{N}_0 \) uniformly distributed on the unit interval \( (0, 1) \) such that the double sequence \( (U_{i,j}) \) is independent of \( \eta' \). Using \( < \) for an arbitrarily fixed order on \( \mathbb{R}^d \), we can now define

\[
\xi_0 := \{ \{(X_i, S_i), (X_j, S_j), U_{i,j} \} : X_i < X_j, i, j \in \mathbb{N}_0 \},
\]

(2.2)
which is a point process on \( (\mathbb{R}^d \times (0, 1))^2 \times (0, 1) \). Similarly, we use \( \xi \) to denote the configuration without the additional point at the origin. Mind that \( \xi_0 \) might be recovered from \( \xi_0 \). Even though the definition of \( \xi_0 \) formally depends on the ordering of the points of \( \eta_0 \), its distribution does not. We now define the weight-dependent random connection model \( G_\varphi(\xi) \) as a deterministic functional of \( \xi \); its vertex and edge sets are given as

\[
V(G_\varphi(\xi)) = \eta',
\]

(2.3)
\[
E(G_\varphi(\xi)) = \{ \{X_i, X_j\} \in V(G_\varphi(\xi))^2 : X_i < X_j, U_{i,j} \leq \varphi(X_i, X_j), i, j \in \mathbb{N}_0 \}. \quad (2.4)
\]

In this section we have written \( G_\varphi(\xi) \) in order to make the dependence on the connection function \( \varphi \) explicit; in the following sections we will often fix a kernel function as well as the parameters \( \delta \) and \( \gamma \), and write, just as in Section 1, \( G^\beta = G^\beta(\xi) \) or \( G_0^\beta = G^\beta(\xi_0) \) if we wish to add the vertex at the origin. Furthermore, we use the notation \( U_{x,y} \) for \( U_{i,j} \) whenever \( x = X_i \) and \( y = X_j \), \( i, j \in \mathbb{N}_0 \), to denote the edge marks.

The FKG inequality We further obtain a correlation inequality for increasing events known as FKG-inequality. We call a measurable function \( f \) defined on point processes on \( (\mathbb{R}^d \times (0, 1))^2 \times (0, 1) \) increasing if it is increasing in the underlying point process \( \eta \) with respect to set inclusion, decreasing with respect to vertex marks and decreasing with respect to edge marks. Following arguments in [16, Section 2.3], we get for increasing functions \( f_1, f_2 \) that

\[
E[f_1(\xi)f_2(\xi)] = E[E[f_1(\xi)f_2(\xi) \mid \eta]] \geq E[E[f_1(\xi) \mid \eta] E[f_2(\xi) \mid \eta]] \geq E[f_1(\xi)] E[f_2(\xi)].
\]

(2.5)
The first inequality uses the monotonicity properties of \( \varphi \) (here we conditioned on the vertex set \( \eta \)), the second inequality is obtained through FKG for point processes, see e.g. [24, Theorem 20.4]. Note that \( G_\varphi(\cdot) \) itself is an increasing map with respect to the natural partial order on labelled graphs.
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Percolation Since $0 := (X_0, S_0) \in V(G_\beta(\xi_0))$, we write $\{0 \leftrightarrow \infty\}$ for the event that the random graph $G_\beta(\xi_0)$ contains an infinite self-avoiding path $(x_1, x_2, x_3, \ldots)$ of vertices with $x_i \in V(G_\beta(\xi_0)), i \in \mathbb{N}$, such that $(0, x_1), (x_1, x_2), (x_2, x_3) \ldots \in E(G_\beta(\xi_0))$, and we say that in this case the graph percolates.

We denote the percolation probability by

$$\theta(\beta) = \mathbb{P}(0 \leftrightarrow \infty \text{ in } G_\beta^3),$$

if kernel and profile are fixed. Note that by ergodicity, we have $\theta(\beta) > 0$ if and only if there exists an infinite cluster in $G^3$ almost surely and that $\theta(\beta)$ is non-decreasing in $\beta$ (recall that the infinite cluster is unique). This allows us to define the critical percolation threshold as

$$\beta_c := \inf\{\beta > 0 : \theta(\beta) > 0\} \geq 0. \quad (2.6)$$

Consequently, we call the model supercritical, if $\beta > \beta_c$ and critical if $\beta = \beta_c$.

Random walks We recall that, as $\gamma < 1 < \delta$, the resulting graph $G_\beta(\xi_0)$ is locally finite, i.e.

$$\sum_{y \in V(G_\beta(\xi_0))} 1\{\{x, y\} \in E(G_\beta(\xi_0))\} < \infty$$

for all $x \in V(G_\beta(\xi_0))$ almost surely,

cf. [10]. Given $G_\beta(\xi_0)$ we define the simple random walk on the random graph $G_\beta(\xi_0)$ as the discrete-time Markov process $(Y_n)_{n \in \mathbb{N}}$ which starts at $Y_0 = 0$ and has transition probabilities

$$p^{G_\beta(\xi_0)}(Y_n = y \mid Y_{n-1} = x) = \frac{1\{\{x, y\} \in E(G_\beta(\xi_0))\}}{\sum_{z \in V(G_\beta(\xi_0))} 1\{\{x, z\} \in E(G_\beta(\xi_0))\}},$$

for $x, y \in V(G_\beta(\xi_0)), n \in \mathbb{N}$. We say that $G_\beta(\xi_0)$ is recurrent if

$$p^{G_\beta(\xi_0)}(\exists n \geq 1 : Y_n = 0) = 1,$$

otherwise we say that it is transient. Moreover, we say that the connected component of $v \in \eta$ in $G_\beta(\xi)$ is transient (resp. recurrent) if $G_\beta(\Theta v \xi)$ is transient (resp. recurrent) in the sense above (where $\Theta v \eta(A) = \eta(A + v)$ is the spatial shift).

3 Transience

In this section, we prove the transience statements of Theorem 1.1. In Section 3.1, we focus on the robust regime, i.e. $\gamma > 0$ for max-kernel, $\gamma > 1/2$ for product kernel, and $\gamma > \delta/(\delta + 1)$ for preferential attachment, sum and min-kernel. For $\delta < 2$ and general $\gamma > 0$ we need a modified argument which is given in Section 3.2.

3.1 Transience in the robust regime

Proving transient behaviour for the robust case hinges on a renormalisation sequence argument devised in its original form by Berger [1] for the case of long-range percolation, which we now briefly sketch. The key idea is to check for the existence of a subgraph of the infinite component that branches sufficiently quickly as one considers the graph at larger and larger scales, which in turn yields that the subgraph, and consequently the infinite component, is transient. We start by considering a large but finite box of $\mathbb{R}^d$ and choosing the vertex with the smallest mark inside the box. We call this vertex dominant. When the mark of this dominant vertex is sufficiently small, we consider the box good.
We next construct the quickly branching subgraph by considering ever larger scales and interpreting good boxes of a smaller scale as vertices while ignoring the remaining boxes. At each stage, we tile the current box into disjoint boxes of the previous size and check which of these boxes are good. Note that they occur independently and with the same probability for all smaller boxes. Then, the bigger box is called good whenever a sufficiently large proportion of the boxes contained in it is good, these boxes are sufficiently well connected with each other and there exists a vertex in the newly constructed cluster with mark smaller than some even smaller predetermined value. By repeating this procedure at larger and larger scales we obtain a renormalised graph sequence that is contained in the infinite component of the graph and can be shown to be transient using a fairly straightforward conductance argument as in [1], cf. Lemma 3.4.

Before we formalise this argument, we first introduce some technical results that we use to prove our claims. We observe that the preferential attachment and sum kernels are both dominated by the min kernel

\[
g_{\text{sum}}(s,t) \leq g_{\text{min}}(s,t) \quad \text{and} \quad g_{\text{pa}}(s,t) \leq g_{\text{min}}(s,t).
\]

Furthermore, \( \gamma > \frac{\delta}{\delta+1} \) implies the robustness of the resulting graphs and in particular that \( \beta_c = 0 \) for all the above mentioned kernels. Combined, this allows us to deduce the transience of the graphs obtained from the sum and preferential attachment kernels by only considering the min kernel and proving the transience thereof.

Two-connection probability bounds and other useful properties

We start with the observation that in the case of the min kernel two vertices with sufficiently small marks are fairly likely to be connected via a vertex with a large mark, which we refer to as a connector. This result is a variation of [19, Lemma A.1].

**Lemma 3.1.** Given two vertices \( x = (x,s) \), \( y = (y,t) \) of \( \mathcal{G}^\beta \) with \( s,t \leq 1/2 \) define

\[
k(x,y) = s^{-\gamma} \rho \left( \beta^{-1} t^\gamma (s^{-\frac{\gamma}{2}} + |x-y|)^d \right)
\]

and

\[
q(x,y) = \frac{\rho (\beta^{-1})^\kappa_d}{2} (k(x,y) \lor k(y,x)),
\]

where \( \kappa_d \) is the volume of the \( d \)-dimensional unit ball. Then, with probability at least \( 1 - e^{-q(x,y)} \),

there exists \( z = (z,u) \in \eta \times (1/2,1) \) which is a common neighbour of both \( x \) and \( y \).

If vertices \( x \) and \( y \) share a common neighbour \( z \) as above, then we call the intermediate vertex \( z = (z,u) \) a connector, and we say that \( x \) and \( y \) are connected through a connector.

**Proof.** Let \( \mathcal{X}_c \) denote the set of common neighbours \( z = (z,u) \) of \( x \) and \( y \) with mark \( u > 1/2 \), that is, the vertices which satisfy

\[
U_{x,z} \leq \rho \left( \frac{1}{\beta} s^{\gamma} u^{1-\gamma} |x-z|^d \right) \quad \text{and} \quad U_{y,z} \leq \rho \left( \frac{1}{\beta} t^{\gamma} u^{1-\gamma} |y-z|^d \right).
\]

Consider now the set \( \mathcal{X}_c^x \) of vertices \( (z,u) \in \mathcal{X}_c \) with \( |x-z|^d \leq s^{\gamma} \) that satisfy \( U_{x,z} \leq \rho (1/\beta) \) and \( U_{y,z} \leq \rho (1/\beta) t^{\gamma} u^{1-\gamma} |y-z|^d \). By the thinning theorem, \( \mathcal{X}_c^x \) forms a Poisson point...
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process with total intensity

\[
\int_{1/2}^{1} \int_{B_{-\gamma/d}(0)} \rho(\beta^{-1}) \rho(\beta^{-1} t) |y - z|^d \, dz \, du \\
\geq \frac{\rho(\beta^{-1})}{2} \int_{B_{-\gamma/d}(0)} \rho(\beta^{-1} t) (|x - z| + |x - y|)^d \, dz \\
\geq \frac{\rho(\beta^{-1}) \rho(x)}{2} s^{-\gamma} \rho(\beta^{-1} (s^{\gamma/d} + |x - y|)^d).
\]

Hence, \( P(\mathcal{X}_c = 0) \leq P(\mathcal{X}_c^x = \emptyset) \leq \exp \left( - \frac{\rho(\beta^{-1}) \rho(x)}{2} k(x, y) \right) \). Reversing the roles of \( x \) and \( y \) yields the stated result. \( \square \)

We next state a technical result that allows us to draw conclusions on the mark distribution of the vertex with the smallest mark from a set of vertices, knowing that the largest mark among them is smaller than some given value.

**Lemma 3.2.** Let \( (U_i)_{i \leq n} \) be a collection of independent on \((0, 1)\) uniformly distributed random variables. Then, for \( 0 \leq a < b \leq 1 \), we have

\[
P(\min_{i=1}^{n} U_i > a \mid \max_{i=1}^{n} U_i < b) \leq e^{-na/b}.
\] (3.2)

Furthermore, for \( U \) uniformly distributed on \((0, 1)\) and \( x < y \),

\[
P(U < x \mid U < y) = P(yU < x).
\] (3.3)

**Proof.** In order to prove the first bound, we use the simple fact that \( P(U > a \mid U < b) = 1 - \frac{a}{b} \). Since \( 1 - x \leq e^{-x} \), it is true that

\[
P(\min_{i=1}^{n} U_i > a \mid \max_{i=1}^{n} U_i < b) = (1 - \frac{a}{b})^n \leq e^{-na/b},
\]

which proves the claim. The second statement of the lemma follows trivially from

\[
P(U < x \mid U < y) = \frac{P(U < x \cap U < y)}{P(U < y)} = \frac{x}{y} = P(yU < x) \square
\]

**Proof of transience**  We now formalise the definition of a renormalised graph sequence discussed earlier in this section.

**Definition 3.3.** We say that the graph \( G = (V, E) \) is renormalised for the sequence \((C_n)_{n \in \mathbb{N}}\) if we can construct an infinite sequence of subgraphs of \( G \) such that

- the vertices of the \( l \)-stage subgraph \((l \geq 1)\) are labelled by

\[
V_l(j_1, \ldots, j_l) \text{ for all } j_k \in \{1, \ldots, C_k\} \text{ with } k = 1, \ldots, l,
\]

- for \( l \geq m \) we set

\[
V_l(j_1, \ldots, j_m) = \bigcup_{1 \leq u_k \leq C_k \text{ for } k=1,\ldots,m-1} V_l(j_1, \ldots, j_m, u_{m-1}, \ldots, u_1),
\]

- for every \( l > m > 2 \), every \( j_1, \ldots, j_{m+1} \), and all pairs \( u_m, w_m \in \{1, \ldots, C_m\} \) and \( u_{m-1}, w_{m-1} \in \{1, \ldots, C_{m-1}\} \) there is an edge in \( G \) between a vertex in the collection \( V_l(j_1, \ldots, j_m, u_{m-1}) \) and a vertex in the collection \( V_l(j_1, \ldots, j_m, w_{m-1}) \).

- for completeness, a \( 0 \)-stage subgraph is a single vertex.
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\[ V_n(1) \]

\[ V_n(1,1) \]

\[ V_n(1,2) \]

\[ V_n(1,1,1) \]

\[ V_n(1,1,2) \]

\[ V_n(1,2,1) \]

\[ V_n(1,2,2) \]

Figure 2: A renormalized graph sequence (stages \( n-2, n-1 \) and \( n \)), where \( C_n = C_{n-1} = C_{n-2} = 2 \) and \( C_{n-3} = 3 \). For \( n = 4 \), the individual points in the picture can be understood as single vertices, whereas for \( n > 4 \) they represent collections of vertices \( V_n(1,1,1) \), \( V_n(1,1,2) \), etc.

We may think of a renormalised graph as having a recursive structure: vertices are forming the 0-stage subgraphs, and every \( n \)-stage subgraph consists of a number \( C_n \) of \( (n-1) \)-stage subgraphs with the property that each pair of \( (n-2) \)-stage subgraphs in any of these is linked by an edge; see Fig. 2.

**Lemma 3.4** ([1, Lemma 2.7]). A graph renormalized for the sequence \((C_n)_{n \in \mathbb{N}}\) is transient if \( \sum_{n=1}^{\infty} C_n^{-1} < \infty \).

We now prove transience for the min kernel when \( \gamma > \frac{\delta}{1+\delta} \) (i.e., we are in the robust case), and explain afterwards the modifications for the other kernels.

**Proposition 3.5.** Let \( G^\beta \) be the weight-dependent random connection model with min kernel and \( \gamma > \frac{\delta}{1+\delta} \). Then, for all \( \beta > 0 \), the infinite component of \( G^\beta \) is transient.

Our proof is inspired by the arguments in [17, Prop. 5.3]. However, our proof has the necessary coarse graining ideas built into the construction and therefore yields the result for all values of \( \beta \) directly.

**Proof.** Begin by choosing a positive constant \( \varepsilon \) smaller than \( 2(\delta+1)\gamma d - 2\delta d \), which is possible since \( \gamma > \frac{\delta}{1+\delta} \) implies this expression is strictly positive. Next, let \( n_* \) be a large constant whose value we will fix later in the proof. Define, for \( n \geq 1 \),

\[
u_n = \frac{1}{c_1} (n_* + n)^{-\frac{\varepsilon}{\gamma(\delta+1)}} 2^{- \left( \frac{n_*+n}{n_*+(n/n_*+d)} \right) \left( \frac{(n_*+n)!}{n_*!} \right)^{-\frac{2\delta d}{\gamma(\delta+1)}}}, \tag{3.4}
\]

where \( c_1 = \left( \frac{1}{2}\kappa_d (1/\beta)^{\delta-1} d^{-d(\delta/2)-1/\gamma(\delta+1)} \right) \) is a positive constant, and \( \kappa_d \) is the volume of the \( d \)-dimensional unit ball. Let \( B \) be the event that in a given box of side-length \( D_1 := 2(n_* + 1)^2 \) there exists a vertex with mark smaller than \( u_1 \) and define \( p_B \) to be the probability of this event. A simple calculation using the properties of Poisson point
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processes yields that there exists a positive constant $c$ for which

$$p_B = 1 - \exp\{-u_1 D_1^d\} \geq 1 - \exp\left\{-cn^{\frac{d+\delta}{d+1}} - \frac{2d}{d+1} + 2d\right\}$$

and, by choice of $\varepsilon$, the probability $p_B$ can therefore be made arbitrarily close to 1 by choosing $n_1$ large. Although we will not explicitly highlight this throughout most of the proof, we work from here on under the assumption that $n_*$ is sufficiently large for $p_B$ to be close to 1 (say, greater than $3/4$) so that the quantities where $p_B$ appears are all of the same order of magnitude as if $p_B$ was simply equal 1. We define for $n \geq 2$ the sequences

$$C_n := p_B(n_* + n)^{2d}, \quad D_n := 2(n_* + n)^2.$$ 

Next, we partition $\mathbb{R}^d$ into disjoint boxes of side length $D_1$; we call them 1-stage boxes. We now define the renormalization procedure. We partition $\mathbb{R}^d$ again, grouping $D_2^d$ 1-stage boxes together to form 2-stage boxes. We continue like this for all $n \geq 3$, so that the $n$-stage boxes represent a partitioning of $\mathbb{R}^d$ into boxes of side length $\prod_{i=1}^n D_i$.

We now define what it means for a box to be “good” or “bad”, starting with 1-stage boxes. We declare a 1-stage box as good if it contains at least one vertex with mark smaller than $u_1$, and for each good 1-stage box we declare the vertex with the smallest mark to be 1-dominant. We define $L_1(v)$ to be the event that the 1-stage box centered around $v$ is good, and omit $v$ when considering the box containing the origin. We declare a 2-stage box as good if it contains at least $C_2$ good 1-stage boxes and among the corresponding 1-dominant vertices at least one has mark smaller than $u_2$. As before, we define $L_2(v)$ to be the event that the 2-stage box centered around $v$ is good, and omit $v$ when considering the box containing the origin.

For $n \geq 3$, let $Q$ be the set of all good $(n-1)$-stage subboxes of the $n$-stage box $Q$. We declare $Q$ as good if the following three conditions hold:

**(E)** $Q$ contains at least $C_n$ boxes;

**(F)** for any pair of boxes $Q', Q'' \in Q$ every pair of distinct $(n-2)$-dominant vertices in $Q'$ and $Q''$ is connected through a connector;

**(G)** at least one of the boxes $Q' \in Q$ contains an $(n-1)$-dominant vertex with mark no larger than $u_n$.

We declare for each good $n$-stage box the vertex with the smallest mark as the $n$-dominant vertex. We now define $E_n(v), F_n(v)$ and $G_n(v)$ to be the events that conditions (E), (F) and (G) hold for the $n$-stage box containing vertex $v$. When considering the origin, we omit the vertex in this notation. We do the same for the event $L_n(v)$, which we define to be the event that the corresponding $n$-stage box is good.

Due to translation invariance it is enough to show that

$$\mathbb{P}\left( \bigcap_{n=1}^\infty L_n \right) > 0$$

in order to prove our claim. First, note that

$$\mathbb{P}\left( \bigcap_{n=1}^\infty L_n \right) = 1 - \mathbb{P}\left( \bigcup_{n=1}^\infty L_n^c \right) \geq 1 - \sum_{n=1}^\infty \mathbb{P}(L_n^c).$$

Therefore, it suffices to show that the sum on the right can be made smaller than 1.
For \( n = 1 \), we already have that \( P(L^0_n) = 1 - p_B \) which can be made arbitrarily small by setting \( n_\ast \) large. For \( n \geq 2 \) we decompose the event \( L^0_n \) with respect to \( E_n, F_n^c \) and \( G_n \) and obtain that
\[
P(\tilde{L}^0_n) \leq P(E_n^c) + P(F_n^c \mid E_n) + P(G_n^c \mid E_n),
\]
where we set \( P(F_n^c \mid E_n) = 0 \) in order to simplify notation.

We first bound \( P(F_n^c \mid E_n) \) for \( n \geq 3 \). To do that, let \( \mathcal{X} \) be the restriction of the marked point process \( \eta' \) to vertices with marks smaller than \( 1/2 \). Then, given \( \mathcal{X} \), the event \( E_n \) and, for two vertices in \( \mathcal{X} \), the existence of a vertex in \( \eta' \setminus \mathcal{X} \) connecting them are increasing events depending only on the edge marks and on the marked vertices of \( \eta' \setminus \mathcal{X} \).

Thus, given \( \mathcal{X} \), they are positively correlated. Next, note that any two vertices in the same \( n \)-stage box are at most
\[
\sqrt{d} \prod_{k=1}^n D_k = \sqrt{d} 2^n \left( \frac{n + n_\ast}{n_\ast} \right)^{2(n_\ast + n_\ast)}
\]
avay from each other and similarly any \((n - 2)\)-dominant vertices have mark smaller than \( u_{n-2} \). Therefore, using Lemma 3.1 the conditional probability given \( \mathcal{X} \) that two \((n - 2)\)-dominant vertices of \( \mathcal{X} \) belonging to the same \( n \)-stage box are not connected through a connector is smaller than
\[
\exp \left\{ - \frac{1}{2} \left( \frac{1}{n_\ast} \right) \kappa \beta^d u_{n-2}^{-\gamma(d+1)} (s \vee t)^{-\gamma/d} + \sqrt{d} 2^n \left( \frac{n_\ast + n}{n_\ast} \right)^{2 - d\delta} \right\}
\]
whose maxima is uniform in the locations of the two vertices and that the \((s \vee t)^{-\gamma/d}\) term is bounded. We therefore consider the cases when \( s \wedge t \) is bigger or smaller than \((\sqrt{d} 2^n (n_\ast + n)/n_\ast)^2\)^{d/d} and obtain with the help of Lemma 3.2 that the conditional probability given \( \mathcal{X} \) of two \((n - 2)\) dominant vertices belonging to the same \( n \)-stage box being connected to a common vertex of \( \mathcal{X} \) is smaller than
\[
\exp \left\{ - \frac{1}{2} \left( \frac{1}{n_\ast} \right) \kappa \beta^d u_{n-2}^{-\gamma(d+1)} d^{-2d}(s \wedge t)^{-\gamma/d} \right\} + \exp \{ -cn \log(n_\ast + n) \}
\]
where \( c \) is a positive constant and we used that \( \log(n!) \approx n \log n \). Next, there are
\[
\left( \frac{D_n^d}{D_{n-1}^d} \right) < 4^{d(n + n)^4d}
\]
possible pairs of distinct \((n - 2)\)-stage boxes in an \( n \)-stage box and therefore at most \( 4^d(n + 1)^4d \) connections via a connector vertex. Conditionally on \( \mathcal{X} \), the events \( F_n \) and \( E_n \) are increasing with respect to points, edges and vertex marks which are not determined by the configuration \( \mathcal{X} \). Consequently, conditionally on \( \mathcal{X} \), \( F_n^c \) and \( E_n \) are negatively correlated. By taking the union bound we thus obtain
\[
P_{\mathcal{X}}(F_n^c \mid E_n) \leq \exp \{ d \log(4) + 4d \log(n_\ast + n) - \beta(n_\ast + n)^{c} \wedge c \log(n_\ast + n) \},
\]
where we write \( P_{\mathcal{X}} \) for the conditional expectation given \( \mathcal{X} \). Taking the expectation and using that this bound is uniform in \( \mathcal{X} \) yields the same bound for the unconditional probability.

Next, we bound \( P(G_n^c \mid E_n) \). For some positive constant \( c_2 \) we write
\[
\frac{u_{n_\ast}}{u_{n_\ast-1}} = \left( \frac{n_\ast + n}{n_\ast + n_\ast-1} \right)^{\frac{d}{n_\ast} + \frac{2d}{n_\ast + n_\ast}} 2^{2d} \left( \frac{n_\ast + n}{n_\ast + n_\ast} \right)^{-\frac{2d}{n_\ast + n_\ast}} \geq c_2 (n_\ast + n)^{-\frac{d}{n_\ast + n_\ast}}
\]
and therefore using Lemma 3.2 we get
\[
P(G_n^c \mid E_n) \leq \exp \left\{ - C_n \frac{m_n}{\log n} \right\} \leq \exp \left\{ - c_2 p_B (n_\ast + n)^{\frac{2d(\gamma + 1) - 4}{\gamma(\gamma + 1)}} \right\}, \tag{3.7}
\]
where the exponent of the term \(n_\ast + n\) is positive whenever \(\gamma > \frac{4}{\delta + 1}\). To keep things concise, we will refer to this exponent as \(k\) from now on.

In order to bound the remaining term of (3.5) we will again use \(\mathcal{X}\). Crucially, given \(\mathcal{X}\) the events \(L_{n-1}(v)\) are all positively correlated. To see why, note that for any fixed configuration of vertices from \(\mathcal{X}\), the event \(L_{n-1}(v)\) depends only on the realization of the edge marks and the marked vertices in \(\eta \setminus \mathcal{X}\), i.e. the connector vertices. Since the number of required edges and vertices from \(\eta \setminus \mathcal{X}\) does not change for a given realization of \(\mathcal{X}\), all \(L_{n-1}(v)\) are increasing events and therefore positively correlated. Consequently, given \(\mathcal{X}\) and using a standard coupling argument, the collection of events \(L_{n-1}(v)\) stochastically dominates events with the same marginal distribution but sampled independently. We obtain
\[
P(E_n^c) = \mathbb{E}[P_X(E_n^c)] \leq \mathbb{E}[P_X(\tilde{E}_n^c)] = P(\tilde{E}_n^c),
\]
where we denote by \(\tilde{E}_n^c\) the event that there are at most \(C_n\) good \((n-1)\)-stage boxes in the \(n\)-stage box, with each event \(L_{n-1}(v)\) sampled independently. We can therefore proceed as if the events \(L_{n-1}(v)\) were independent. We use this by invoking Chernoff’s bound that says that if \(X \sim \text{Bin}(m, q)\), \(\Theta \in (0, 1)\), then
\[
P(X < (1 - \Theta)mq) \leq \exp \left\{ - \frac{1}{2} \Theta^2 mq \right\}.
\]
For \(q = P(L_{n-1})\), \(m = D_n^d\) and \(\Theta = 1 - C_n \frac{1}{D_n^d} P(L_{n-1})\) this leads to
\[
P(E_n^c) \leq \exp \left\{ - 2^{d-1} \left(1 - \frac{p_B}{2} \frac{1}{P(L_{n-1})}\right)^2 P(L_{n-1})(n_\ast + n)^{2d} \right\},
\]
\[
= \exp \left\{ - 2^{d-1}(2^d P(L_{n-1}) - p_B)^2(n_\ast + n)^{2d} P(L_{n-1})^{-1} \right\},
\]
\[
\leq \exp \left\{ - 2^{d-1}(2^d P(L_{n-1}) - p_B)^2(n_\ast + n)^{2d} \right\}, \tag{3.8}
\]
where we used the definitions of \(C_n\), \(D_n\) and the definition of \(E_n\) itself. This bound is only valid if \(P(L_{n-1})\) is sufficiently large for \(\Theta\) to be smaller than 1. For \(n = 2\), this is satisfied by construction, since \(\Theta\) simplifies to \(1 - \frac{1}{D_2}\). For \(n \geq 3\) this follows inductively from the argument below. Combining (3.8), (3.6) and (3.7) into (3.5), we obtain the recursive inequality
\[
P(L_n^c) \leq \exp \{ d \log(4) + 4d \log(n_\ast + n) - \beta(n_\ast + n)^{\gamma} \wedge \tilde{c}_n \log(n_\ast + n) \}
\]
\[
+ \exp \{ -c_2 p_B (n_\ast + n)^k \} \exp \{ -2^{d-1}(2^d P(L_{n-1}) - p_B)^2(n_\ast + n)^{2d} \}.
\]
By setting \(n_\ast\) large enough we get for \(n \geq 2\) that
\[
P(L_n^c) \leq 2 \exp \{ - c_3 p_B \beta(n_\ast + n)^{\gamma} \wedge (n_\ast + n)^k \wedge n \log(n_\ast + n) \}
\]
\[
+ \exp \{ -2^{d-1}(2^d P(L_{n-1}) - p_B)^2(n_\ast + n)^{2d} \}.
\]
Define now the sequence \(\ell_n := \frac{1}{4}(n+1)^{3/2}\) and observe that \(\sum_{i=1}^{\infty} \ell_i < 1\). We then obtain inductively for \(n \geq 2\) that
\[
P(L_n^c) \leq 2 \exp \{ - c_3 p_B \beta(n_\ast + n)^{\gamma} \wedge (n_\ast + n)^k \wedge (n_\ast + n) \log(n_\ast + n) \}
\]
\[
+ \exp \{ -2^{d-1}(2^d(1 - \frac{1}{4}(n+1)\frac{3/2}{n}) - p_B)^2(n_\ast + n + 1)^{2d} \}
\]
\[
\leq \frac{1}{4}(n+1)^{-3/2} = \ell_n,
\]
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where we finally take \( n_* \) large enough for the second inequality to hold and use implicitly that \( p_B \) approaches 1 as \( n_* \) is made large. This also yields that \( P(L^*_1) = 1 - p_B < \ell_1 \). Altogether, for \( n^* \) large, this gives the existence of the renormalized graph sequence with positive probability, and by Lemma 3.4 the result follows.

This concludes the proof of Theorem 1.1 for the min kernel when \( \gamma > \frac{\delta}{d+1} \). As outlined at the beginning of the section, the preferential attachment and sum kernels dominate the min kernel and they are therefore, ceteris paribus, also transient. We now focus on the weight-dependent random connection model with the remaining kernels of Theorem 1.1. The main difference is that these kernels lead to transient graphs by using direct connections between the dominant vertices, without having to rely on connector vertices. Therefore, we use the same strategy as for the min kernel but using direct connection probabilities instead of the two-connection probabilities from Lemma 3.1. We first look at the product kernel, for the corresponding lattice model, scale-free percolation, the analogous result was obtained in [17].

**Proposition 3.6.** Consider the weight-dependent random connection model \( \mathcal{G}_\beta^3 \) with product kernel, where \( \gamma > \frac{1}{2} \) and \( \beta > 0 \). Then \( \mathcal{G}_\beta^3 \) is transient almost surely.

**Proof.** We claim that when \( \gamma > \frac{1}{2} \), the statement of Proposition 3.5 holds for the product kernel as well. To see why, we repeat the steps of the proof of Proposition 3.5, setting \( C_n \) and \( D_n \) as before, replacing the value of \( u_n \) in (3.4) by

\[
u_n = \beta \frac{\delta}{d+1} d^{-\frac{\delta}{d}} (n_* + n + 2) - \frac{\delta}{d+1} 2^{-\frac{d(n_* + n + 2)}{n_* \gamma}} (\frac{n_* (n_* + 3)!}{n_1})^{-\frac{\delta}{d}},\]

with \( \varepsilon < d(2 - \frac{1}{\gamma}) \). Then, continuing along with the proof, we obtain instead of (3.7) that

\[P(G_n^c | E_n) \leq \exp\{-c_2(n+1)^{d(2-\frac{1}{\gamma})}\},\]

which is again a decreasing function of \( n \), since the exponent of \( (n + 1) \) is positive for \( \gamma > \frac{1}{2} \). The rest of the proof then proceeds unchanged.

The last kernel left to consider is the max kernel \( g^{\max} \). Here, just like in the product kernel case, direct connections between vertices suffice to show that the graph is transient.

**Proposition 3.7.** Consider the weight-dependent random connection model \( \mathcal{G}_\beta^3 \) with max kernel and any \( \gamma > 0 \). For any \( \beta > 0 \) we have that \( \mathcal{G}_\beta^3 \) is transient almost surely.

**Proof.** The result follows by repeating the proof of Proposition 3.6, setting

\[
u_n := \frac{1}{c_1} (n_* + n + 2)^{-\frac{\delta}{d+1}} 2^{-\frac{(n_* + n + 2)d}{n_* \gamma}} (\frac{n_* (n_* + 3)!}{n_1})^{-\frac{\delta}{d}}\]

where \( c_1 \) is a constant depending on \( \rho, d \) and \( \beta \), and \( \varepsilon < \frac{\gamma}{1+\gamma} \). Then, \( P(G_n^c | E_n) \) is again decreasing in \( n \) precisely when \( \gamma > 0 \).

### 3.2 Transience in the non-robust case

**The transience result** We now turn to transience for non-robust supercritical percolation clusters in the weight-dependent random connection model. Of particular interest is the case \( \lim_{\gamma \to \infty} \rho(r) r^\delta = 1 \) with \( \delta \in (1, 2) \) and preferential attachment kernel \( g = g^{\text{pa}} \). However, we see in Theorem 3.8 that the precise form of \( g \) is not very important, and in fact our argument applies for all the kernels discussed in Section 1. The general strategy of the proof is similar to the robust case, in that we show that the infinite cluster contains a transient subgraph.
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On the one hand, in the non-robust regime (i.e., if $\beta_c > 0$) this is a little more delicate, since the backbone of dominant vertices, which is only present in the robust case, cannot be used. On the other hand, the slow decay of connection probabilities as a function of distance allows us to relate the model to an instance of long-range percolation on the lattice via a coarse graining argument. A similar approach was used by Deprez and Wüthrich [8], the model there corresponds to our product kernel. We now reformulate the transience result for $\delta < 2$.

**Theorem 3.8.** Let $\mathcal{G}^\beta$ denote the weight-dependent random connection model where

(a) $g$ is bounded, that is, $g^* := \sup_{(s,t) \in (0,1)^2} g(s,t) < \infty$;

(b) $\rho$ is regularly varying at $\infty$ of index $-\delta$ with $\delta \in (1,2)$.

Then, for all $\beta > \beta_c$, the graph $\mathcal{G}^\beta$ is transient almost surely.

Mind that assumption (b) always holds if (1.8) is satisfied and that assumption (a) is satisfied by all our kernels so that Theorem 3.8 readily implies our transience claims if $\delta < 2$. Let $B$ denote a non-empty domain in $\mathbb{R}^d$. A cluster in $B$ is a connected component of the subgraph of $\mathcal{G}^\beta$ induced by all vertices with positions in $B$. The key result needed to establish transience is the following statement concerning percolation on finite boxes.

**Proposition 3.9 (Local density of percolation clusters).** Consider $\mathcal{G}^\beta$ with $\beta > \beta_c$ under the assumptions of Theorem 3.8. For any $\lambda \in (0,1)$, and any $\varepsilon > 0$, there exists an $M_0 \in \mathbb{N}$, such that for all $M > M_0$

$$
P(\text{there is a cluster of size at least } M^{\lambda d} \text{ in } [-M/2,M/2]^d) \geq 1 - \varepsilon.
$$

We postpone the proof of Proposition 3.9 and first show how to obtain Theorem 3.8 from Proposition 3.9.

**Proof of Theorem 3.8.** We apply a coarse-graining argument to relate the continuum model to a bond-site percolated lattice model based on the clusters obtained in Proposition 3.9. The coarse graining scheme has three parameters: a typically large $M \in \mathbb{N}$ controlling the coarse graining scale, a density exponent $\lambda \in (0,1)$ moderating the size of the coarse grained clusters and some small $\varepsilon \in (0,1)$ to account for the probability of local defects. As indicated by the notation, the relation of $M, \lambda$ and $\varepsilon$ is going to be dictated by Proposition 3.9. To construct the coarse grained lattice configurations $\mathcal{G}' = \mathcal{G}'(M,\lambda,\varepsilon)$ from $\mathcal{G}^\beta$, consider the rescaled lattice $M\mathbb{Z}^d$. To each site $v \in \mathbb{Z}^d$, we assign the box $B_v = Mv + [-M/2,M/2]^d$. A site $v$ is declared occupied if there is a cluster in $B_v$ with at least $M^{\lambda d}$ vertices. To every occupied site $v$, we assign an occupying set $W(v)$ of precisely $\lfloor M^{\lambda d} \rfloor$ vertices, which induce a connected subgraph of a cluster in $B_v$ as defined above. The existence of such vertex sets is guaranteed by the requirement that $v$ be occupied. Since there are many possible candidates for $W(v)$ for any given occupied lattice point $v$, we choose one in an arbitrary but local fashion, i.e. the choice depends only on the marked point process configuration $\xi$ inside $B_v$. Two occupied lattice points $v, w \in \mathbb{Z}^d$ communicate (denoted by $v \leftrightarrow w$) if their corresponding occupying sets are linked by an edge in $\mathcal{G}^\beta$. For any two occupied lattice points $v, w \in \mathbb{Z}^d$ we have

$$
P(v \not\leftrightarrow w|\xi_{|B_v \cup B_w}) \leq \P(\xi_{(x_1, x_2)} \in W(v) \times W(w) : \{x_1, x_2\} \in E(\mathcal{G}^\beta)) \leq \prod_{((x_1, t_1), (x_2, t_2)) \in W(v) \times W(w)} (1 - \rho(g(t_1, t_2)|x_1 - x_2|^d)),
$$

where $\xi_{|B_v \cup B_w}$ indicates the configuration restricted to the boxes $B_v, B_w$. Note that there exists some universal constant $C < \infty$, such that $|x_1 - x_2| \leq CM\kappa$ uniformly for all
We denote this model by $G$ we obtain an electrical network whose effective conductance between any given vertex which corresponds to an edge in $G$ where $W$ conductances which are dominated by those of the graph obtained from $G$ and $T$ the vertices into the respective trees and reduce the conductance on any edge requires the existence of an edge in $M$ and equip the edges of $T$ such an endpoint and denote the sets of all the chosen points by $X$.

Recall that each node in $V'$ for long-range percolation, but we provide an explicit construction. Let $G'$ be connected) and equip the edges of $T$ edge such an endpoint and denote the sets of all the chosen points by $X$.

It remains to argue why transience of the coarse grained model implies transience of the original graph. A slightly different argument in the same spirit is given in [1, p. 545] for long-range percolation, but we provide an explicit construction. Let $V'$ and $E'$ denote the sites and edges of the coarse-grained configuration $G'$. By Theorem 3.9, transience of $G'$ is equivalent to positivity of the effective conductance $C_{\text{eff}}(0, \infty)$ in the electrical network obtained from $(V', E')$ in which each edge in $E'$ is assigned a unit conductance. Recall that each node in $v \in V' \subset \mathbb{Z}^d$ is associated with a connected subgraph on the vertex set $W(v)$ in $G^\beta_0$ contained inside the box $B_x$, and each edge in $E'$ incident to $v$ requires the existence of an edge in $G^\beta_0$ with one endpoint $x \in W(v)$. Choose for each edge such an endpoint and denote the sets of all the chosen points by $X(v)$. Let $v \neq 0$, let $T(v)$ be a subtree of $G^\beta_0$ that spans $W(v)$ (which exists, because we required $W(v)$ to be connected) and equip the edges of $T(v)$ with unit conductances. By monotonicity and the fact that $W(v)$ contains at most $M^{\lambda d} + 1$ vertices, the effective conductance between any two leaves of $T(v) \subset G'$ is bounded from below by the effective conductance between the two endpoints of a line graph with $M^d$ vertices. The same estimate holds for any two points in $X(v)$, since $X(v)$ is contained in $T(v)$. It follows, again by monotonicity, that if we collapse $T(v) \subset G^\beta_0$ into the single vertex $v$ (whilst keeping all edges connecting $T(v)$ to vertices in different boxes) and reduce the conductance on any edge $e$ incident to $v$ which corresponds to an edge in $G^\beta_0$ to $1/(1+M^d)$, then we obtain a network with effective conductances which are dominated by those of the graph obtained from $G'$ by expanding the vertices into the respective trees $T(v)$. An analogous argument also holds for the case $v = 0$. We conclude, that if we assign to each edge of $G'$ the conductance $(1 + M^d)^{-1}$ we obtain an electrical network whose effective conductance between any given vertex and $\infty$ are dominated by those of the subgraph of $G^\beta_0$ obtained by expanding all $v \in V'$ into their corresponding $T(v)$. This establishes transience of $G^\beta_0$, since multiplying the conductances in $G'$ by a constant factor has the same effect on the effective conductance $C_{\text{eff}}(0, \infty)$. 
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$(x_1, x_2) \in B_v \times B_w$, whenever $\|v - w\|_\infty = k \geq 1$. Moreover, since $g(t_1, t_2) \leq g^* < \infty$ by assumption and $|W(v)| = |W(w)| \geq M^d$ by construction for all occupied sites, we obtain the deterministic bound

$$
P(v \not\leftrightarrow w|v, w \text{ occupied}) \leq \exp \left(-M^2d \rho(g^*(CM\|v - w\|_\infty)^d)\right).
$$

Since $\rho$ is regularly varying of index $-\delta \in (-2, -1)$, we can find $z_0 < \infty, c > 0$ and $\delta^* < 2$ such that $\rho(z) \geq cz^{-\delta^*}$ for all $z > z_0$. Consequently, we may fix $M_1$, such that for any $M > M_1$

$$
P'(v \leftrightarrow w|v, w \text{ occupied}) \geq 1 - \exp \left(-c'M^2d\lambda - \delta^*d\right) =: p'_{v, w}, \quad v, w \in \mathbb{Z}^d, \tag{3.9}
$$

where $c = c(\rho, g^*, d)$ is some constant independent of $\lambda$. Note that the estimate in (3.9) holds uniformly for all configurations in which $v, w$ are occupied, independently of the occupation status of other vertices and whether they communicate or not. It thus follows from (3.9) that the configuration

$$
\left\{ \{1\}_{v \text{ occupied}} : v \in \mathbb{Z}^d \right\}, \left\{ \{1\}_{v, w \text{ communicate}} : \{v, w\} \in (\mathbb{Z}^d)^2 \right\}
$$

dominates a long-range percolation model on a site-percolated instance of $\mathbb{Z}^d$ with site retention probability $1 - \varepsilon = P(0 \text{ is occupied})$ and edge probabilities $p'_{v, w}$ for $v, w \in \mathbb{Z}^d$. We denote this model by $G'(M, \lambda, \varepsilon)$. By Proposition 3.9, we can choose $\lambda > \delta^*/2$ and then $M$ sufficiently large such that both $\varepsilon$ is arbitrarily close to 0 and $p'_{v, w}$ dominates the connection probability in an arbitrarily dense long-range percolation cluster with edge decay parameter $\delta^*/2d < 2d$. For such a choice of parameters it follows from [1, Lemma 2.7] that $G'$ is transient almost surely.
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We present a more direct (but weaker) sprinkling argument than the one given for applying this coupling to the connected components of the connected graph, it is easily seen that Bernoulli percolation of edges and Bernoulli percolation of vertices with the same retention parameter allows us to couple the observation that the scaling properties of the underlying Poisson process coincides precisely with Bernoulli percolation on the vertices of \( G^\beta \) for some retention probability \( q(\beta') \in (0, 1) \). On any non-trivial connected graph, it is easily seen that Bernoulli percolation of edges and Bernoulli percolation of vertices with the same retention parameter \( q \) can be coupled in such a way that the edge percolation configuration dominates the vertex percolation configuration. Applying this coupling to the connected components of \( G^\beta \) yields the first inclusion. \( \square \)

An important consequence of Lemma 3.11 is that under the coupling
\[
\mathbb{P}(\{x, y\} \in E(G^\beta) \mid G^{\beta'}) \geq (1 - q(\beta')) \rho(g^* | x - y|^d),
\]
for all pairs \( x = (x, y), y = (y, t) \) with \( x, y \in \eta' \) independently of each other and independently of the occupation status of \( \{x, y\} \) or any other edge in \( G^{\beta'} \).

**Proof of Proposition 3.9.** The estimate (3.10) allows us to employ a simplified version of the renormalisation construction used in [1]. The basic building blocks of the renormalisation scheme are localised clusters in \( G^{\beta'} \) which we construct now. Fix \( \beta' \in (\beta_c, \beta) \) and let \( C(\beta') \) denote the infinite cluster in \( G^{\beta'} \). Consider the collections of boxes
\[
\mathcal{B}(l) = \{lx + [-l/2, l/2]^d : x \in \mathbb{Z}^d\}, \quad l \in \mathbb{N}.
\]
Let \( m \in \mathbb{N} \) be given. For any box \( B \in \mathcal{B}(m) \), we write \( \mathcal{V}(B) \) for those vertices of \( C(\beta') \) that have positions in \( B \). Let \( \varepsilon > 0 \) and \( \theta_0 \in (0, \theta(\beta')) \). Then we may choose \( m \) so large that
\[
\mathbb{P}(\mathcal{V}(B) \geq \theta_0 m^d) \geq 1 - \varepsilon/2 \quad \text{for all } B \in \mathcal{B}(m)
\]
since the probability of the left hand side converges to 1 as \( m \to \infty \) due to ergodicity. For \( B \in \mathcal{B}(m) \), we now define the event
\[
E_0(B) = \{|\mathcal{V}(B)| \geq \theta_0 m^d, \mathcal{V}(B) \text{ is contained in a connected component of } G^{\beta'} \cap \partial_k(B)\},
\]

1. Our proof is simpler than the proof of [1, Lemma 2.3] in the 2014 arXiv-version, but comes at the expense of assuming \( \beta > \beta_c \), whereas the variants of Proposition 3.9 in [1] and [8] work under the assumption of the existence of an infinite component and imply \( \beta > \beta_c \). Since we only need the weaker statement, we give a self-contained proof of Proposition 3.9 and remark in passing, that the stronger version can be obtained by adapting the proof of [8, Lemma 6.1] to our model.
where \( \partial_k(B) \) denotes the \( k \)-neighbourhood of \( B \) with respect to \( \| \cdot \|_\infty \) in \( \mathbb{R}^d \) and \( \mathcal{G} \cap A \) is a shorthand for the subgraph of \( \mathcal{G} \) induced by vertices with positions in \( A \subset \mathbb{R}^d \). Since the infinite cluster is unique, there exists \( k = k(m) \in \mathbb{N} \) such that for any \( B \in \mathcal{B}(m) \),

\[
P(E_0(B)) > 1 - \varepsilon.
\]

If \( E_0(B) \) occurs for some \( B \in \mathcal{B}(m) \), then we call the associated collection \( \mathcal{V}(B) \) of vertices a \((\theta, m, k)\)-precluster (in \( B \)).

Our next goal is to recursively construct more and more strongly localised clusters from the preclusters in \( \mathcal{G}^3 \) using the independent sprinkling induced via (3.10). By our standing assumption on the regular variation of \( \rho \), we may further increase \( m \) (and thus possibly \( k(m) \)) such that \( \rho(v) \geq c_\rho v^{-d^*} \) for all \( v \geq g^* d^{d*} m^d \) and some \( d^* \in (\delta, 2) \). Let \( \lambda \in (0, 1) \) be arbitrary and choose

\[
\eta > \frac{2}{d} \left( \frac{1}{1 - \lambda} \vee \frac{1}{1 - \delta^*/2} \right).
\]

Now set

\[
\theta_n = \frac{1}{n^2}, \quad \text{and} \quad \sigma_n = \lceil (n + 1)^\eta \rceil, \quad n \in \mathbb{N}.
\]

The cubes

\[
B \in \mathcal{B} \left( \left. m \prod_{i=1}^n \sigma_i \right| \right),
\]

are called stage-\( n \) boxes. Note that for \( n \geq 1 \), each stage-\( n \) box \( B \) contains precisely \( \sigma^d \) stage-(\( n - 1 \)) boxes, which we call the subboxes of \( B \). A stage-0 box \( B \) is good if the event \( E_0(B) \) occurs, i.e. if it contains a \((\theta_0, m, k)\)-precluster. A stage-1 precluster inside a stage-1 box \( B \) is a collection of \( \theta_1 \sigma_1 \) preclusters, each contained in a different subbox of \( B \), which are all at graph distance 1 of each other in \( \mathcal{G}^3 \). Similarly, for \( n > 1 \), a stage-\( n \) precluster inside a stage-\( n \) box \( B \) is a collection of \( \theta_n \sigma_n \) stage-(\( n - 1 \)) preclusters, each contained in a different subbox of \( B \), which are all at graph distance 1 of each other in \( \mathcal{G}^3 \). If \( n \geq 1 \), then a stage-\( n \) box is good if it contains a stage-\( n \) precluster.

Note that a stage-\( n \) precluster contains at least

\[
v_n := \theta_0 m^d \prod_{i=1}^n \theta_i \sigma_i
\]

vertices. Consequently, if a stage-\( n \) box \( B \) is good, then there must be a connected component in \( \mathcal{G}^3 \cap \partial_k(\Gamma) \) of size at least \( v_n \). For any stage-\( n \) box \( B \), let \( \bar{B} \) denote the union of \( B \) with all its \( 3^d - 1 \)-neighbouring stage-\( n \) boxes (including diagonal neighbours). Since \( k \) depends only on \( m \), but not on \( n \) it follows that there exists a stage \( N \) such that for all \( n \geq N \) and any stage-\( n \) box \( B \), we have \( \partial_k(B) \subset \bar{B} \) and we conclude that on the event \( \{ B \text{ is good}\} \) there exists a connected component of \( \mathcal{G}^3 \) inside \( \bar{B} \) of size at least

\[
v_n = \theta_0 m^d \prod_{i=1}^n \theta_i \sigma_i \geq q_1 \theta_0 m^d \prod_{i=1}^n t^{2 + \eta d} = q_1 \theta_0 m^d \left( \prod_{i=1}^n \eta d \right)^{1 - \frac{2}{3d}} \geq q_2 \theta_0 \frac{\eta d}{3d} \text{vol} (\bar{B})^\lambda
\]

for some constants \( q_1, q_2 \), which implies the claim of the proposition once we show that the probability \( P(B \text{ is not good}) \) can be made arbitrarily small for sufficiently large \( n \).

To this end, we consider for each \( n \) the \( n \)-stage box \( B_n \) containing the origin, which is sufficient due to translation invariance. Let \( E_n \) denote the event that \( B_n \) is good and let \( F_n \) denote the event that at least \( \theta_n \sigma_n \) subboxes of \( B_n \) are good. It follows from Markov’s
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Inequality that
\[ P(F_n^c) = P\left( \sum_{B' \subseteq B_n, \text{subbox}} 1 \{ B' \text{ is not good} \} > (1 - \theta_n)\sigma_n' \right) \leq \frac{1}{1 - \theta_n} P(E_{n-1}^c), \quad n \in \mathbb{N}. \] (3.11)

Let now \( B^{(1)}, B^{(2)} \) be good subboxes of \( B_n, n \geq 1 \), and let \( V_1, V_2 \) denote their largest stage-(\( n - 1 \)) preclusters. Note that these can be determined by considering only \( G^\beta \) and additional edges in \( G^\beta \) within the subboxes \( B^{(1)}, B^{(2)} \). By observing that the estimate (3.10) holds independently for each potential edge between \( V_1, V_2 \), we obtain that, given \( G^\beta \) and all box-to-box connections made in previous stages,
\[ P(V_1, V_2 \text{ are not at distance 1 in } G^\beta) \leq \prod_{\{(x_1, x_2) \in V_1 \times V_2\}} (1 - (1 - q(\beta'))\rho(g_x|x_1 - x_2|^d)) \]
\[ \leq \prod_{\{(x_1, x_2) \in V_1 \times V_2\}} e^{-(1-q(\beta'))\rho(g_x|x_1 - x_2|^d)} \]
\[ \leq \prod_{\{(x_1, x_2) \in V_1 \times V_2\}} e^{-(1-q(\beta'))\rho(g_x \text{ diam}(B_n)^d)} \]
\[ \leq e^{-(1-q(\beta'))\rho(g_x \text{ diam}(B_n)^d)} n_{\beta}^2. \] (3.12)

Now note that \( \text{diam}(B_n)^d = d^{3/2} \text{vol}(B_n) \), and that \( \rho(g_x d^{3/2} \text{vol}(B_n)) > c \text{vol}(B_n)^{-\delta^*} \) by choice of \( m \) for some constant \( c \). We thus conclude from (3.12) that there exists some small constant \( \nu = \nu(d, \beta', g, \rho) > 0 \) such that
\[ P(V_1, V_2 \text{ are not at distance 1 in } G^\beta) \leq e^{-\nu \sqrt{2} \text{vol}(B_n)^{-\delta^*}}, \] (3.13)
and that this estimate holds independently for any pair of good subboxes \( B^{(1)}, B^{(2)} \) and independently of the formation of all previous stages of the recursion.

Combining (3.13) with a simple union bound, we obtain that
\[ 1 - P(E_n|F_n) \leq \sigma_n'^2 e^{-\nu \sqrt{2} \text{vol}(B_n)^{-\delta^*}}. \] (3.14)

Since
\[ \sqrt{2} \text{vol}(B_n)^{-\delta^*} = \sigma_n^{-\delta^*} (\theta_0 m^d)^{2-\delta^*} \sum_{l=1}^{n-1} \theta_l^2 \prod_{l=1}^{n-1} \sigma_l^{2(2-\delta^*)d} \]
\[ \geq c \theta_0 m^{2d-\delta^*} n^{-\delta^*} ((n-1)!)^{(2-\delta^*)d - 4} \]
for some constant \( c \), it is straightforward (if necessary by further increasing \( m \)) to deduce the existence of small constants \( \nu_1, \nu_2 \) such that for all \( n \geq 1 \)
\[ 1 - P(E_n|F_n) \leq e^{-\nu_1 ((n-1)!)^{(2-\delta^*)d - 1/2}} \leq \theta_n, \]
In particular, combining this estimate with (3.11) we have that
\[ P(E_n^c) \leq P(F_n^c) + P(E_n^c|F_n) \leq \theta_n + \frac{1}{1 - \theta_n} P(E_{n-1}^c) \leq \theta_n + (1 + 2\theta_n) P(E_{n-1}^c), \quad \text{for } n \geq 1. \]
It follows that
\[ P(E_n^c) \leq (1 + 3\theta_n)(\varepsilon + P(E_{n-1}^c)), \quad \text{for } n \geq 1, \]
and recursively we obtain that
\[ P(E_n^c) \leq 2e \prod_{l=1}^{n} (1 + 3\theta_l), \quad \text{for } n \in \mathbb{N}. \] (3.15)

Since \( (\theta_n) \) is summable, it follows that the right hand side of (3.15) is uniformly bounded by some constant multiple of \( \varepsilon \) which suffices to conclude the proof, since \( \varepsilon \) was chosen arbitrarily.
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4 Recurrence

In this section, we prove the recurrence results of Theorem 1.1. We develop continuum versions of sufficient criteria for recurrence from [1]. As a rule of thumb, these criteria can only work if the correlations between edges induced by the vertex marks are not too strong. In particular it is necessary that the expected number of neighbours of 0 has a finite second moment, therefore all recurrence conditions in Theorem 1.1 require (at least) that $\gamma < 1/2$. We work with general geometric random graphs with vertices given by an (unmarked) unit intensity Poisson process. Therefore, to keep the notation concise when we specialise to our model, we break with our conventional notation and identify vertices $x = (x, s)$ with their location $x$ throughout this section. Consequently, we also view potential edges as elements of $\eta^{[2]}$ or $\eta_0^{[2]}$ instead of the corresponding marked sets.

**Lemma 4.1.** Let $X_\infty$ be a unit intensity Poisson process on $\mathbb{R}^2$. Consider a random graph $\mathcal{H}$ on this point process, where points $x, y \in X_\infty = V(\mathcal{H})$ are joined by an edge with conditional probability $P_{|x-y|}$, given $X_\infty$. If

$$\limsup_{r \to \infty} r^{\alpha} P_r < \infty,$$

for some $\alpha > 4$, then any infinite component of $\mathcal{H}$ is recurrent.

Lemma 4.1 is a continuum adaptation of a result by Berger [1] for general lattice-based long-range percolation models\(^2\). Note that, in particular, no assumptions on the (in)dependence of the edges are required. Before we prove Lemma 4.1 below, we discuss its consequences for the kernels we are interested in.

**Proof of Theorem 1.1,** recurrence for min, sum and product kernel if $d = 2$. We wish to apply Lemma 4.1. We have $g^{\text{sum}} \leq g^{\text{min}}$ and we are only interested in upper bounds on the connection probabilities, thus we only need to treat the sum and product kernels. Recall that by (1.8) we may bound $\rho(z) \leq c \rho z^{-d}$, $z > 0$. For $S, T$ independent on $(0,1)$ uniformly distributed random variables we thus find, for $r > 1$,

$$P_r = 2E\left[\frac{1}{2} \rho(g(S, T)r^{-2})\right] \leq 2 \left(1 - E\left[e^{-g(S,T)r^{-2}}\right]\right) \leq 2 \left(1 - E\left[e^{-g(S,T)^{-2}c \rho r^{-2}}\right]\right).$$

The expectation on the right hand side is the Laplace transform $\hat{P}_Z(g)$ of $Z(g) = g(S, T)^{-2}$ evaluated at $\lambda = c \rho r^{-2}$. Now observe that, for $x > 0$,

$$P\left(Z(g) > x\right) = \begin{cases} P\left(S^{-\frac{1}{2}} + T^{-\frac{1}{2}} > \beta^{-\frac{1}{2}} x^-\frac{1}{2}\right), & \text{if } g = g^{\text{sum}}, \\ P\left(S^{-\gamma}T^{-\gamma} > \beta^{-\frac{1}{2}} x^-\frac{1}{2}\right), & \text{if } g = g^{\text{prod}}. \end{cases}$$

(4.2)

Now the right hand side of (4.2) is the tail probability of either the sum or the product of two independent power-law random variables and it is easy to see that the tail index $\alpha \in (0, \infty)$ of a heavy-tailed distribution remains unchanged under independent multiplication or summation, respectively. Evaluating the corresponding tail indices, we now infer from (4.2) that there exists some slowly varying function $\ell$ (depending on $g$), such that

$$P\left(Z(g) > x\right) = \ell(x)x^{-\frac{1}{2}} \text{ for } x > 0.$$
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By monotonicity of $P_r$ in $\gamma$ we may assume that $\gamma > 1/\delta$ (recall that $1/\delta < 1/2$ by assumption) and in this case it is a consequence of Karamata’s Tauberian Theorem [2, Corollary 8.1.7] that (4.3) is equivalent to the existence of some $\epsilon_g > 0$ and some slowly varying function $\tilde{\ell}$ such that

$$1 - \frac{1}{\ell(g)} = \tilde{\ell}(g)g^{\epsilon_g}$$

for $g \in (0, \epsilon_g)$.

Inserting this asymptotic bound into (4.1) yields that there exits a third slowly varying function $\tilde{\ell}$ such that $P_r \leq \tilde{\ell}(r)r^{-2/\gamma}$ for all sufficiently large $r$, which, by Lemma 4.1, implies recurrence of the corresponding graphs whenever $\gamma < 1/2$.

In order to apply the Nash-Williams criterion (Theorem A.2) and prove Lemma 4.1, we adapt the the approach from [1] to our setting. To begin with, we turn the graph into an electrical network by assigning conductance 1 to each edge.

**Discretisation**: We assign to each point $x = (x_1, x_2) \in \mathbb{Z}^2$ the half-open cube $\Gamma_x = [x_1 - 1/2, x_1 + 1/2] \times [x_2 - 1/2, x_2 + 1/2]$. For each $x$, we collapse all Poisson points inside $\Gamma_x$ into $x$, remove any resulting loops and retain all other edges with their conductances. This yields a long range electrical network with parallel edges that dominates the original graph in terms of effective conductance. Now, if a point pair $\{x, y\}$ is joined by $m > 1$ parallel edges, we remove $m - 1$ of them and increase the conductance on the remaining edge to $m$. The parallel law for electrical networks implies that the effective conductance of the electrical network is not affected by this step. We denote the resulting network on $\mathbb{Z}^2$ by $\mathcal{L} = \mathcal{L}(\mathcal{H})$. Note that

$$\mathbb{P}(\{x, y\} \in E(\mathcal{L})) \leq \mathbb{P}(\exists \{u, v\} \in E(\mathcal{H}) : u, v \in \Gamma_x, v \in \Gamma_y) \leq \sup_{x', y' \in \Gamma_y} P_{|x' - y'|},$$

where we have used that $\mathbb{E}[X_{\infty} \cap \Gamma_x] = 1$. Since the diameter of the cubes $K_x, x \in \mathbb{Z}^2$ is uniformly bounded, it follows that if

$$\limsup_{r \to \infty} r^\alpha P_r < \infty$$

for some $\alpha > 0$, the same must be true for the connection probabilities of lattice points in $\mathcal{L}$.

**Edge projection**: Given the lattice-based long-range model $\mathcal{L}$, we now project the long edges to nearest-neighbour edges: For every long (i.e. not nearest-neighbour) edge $\{x, y\} = \{y, x\}$ in $\mathcal{L}$ with conductance $c_{xy}$, we remove the edge $\{x, y\}$ and increase the conductance for every nearest-neighbour bond in the shortest rectangular nearest-neighbour cycle containing $x$ and $y$ by $c_{xy}(|x_1 - y_1| + |x_2 - y_2|)$. Due to the serial and parallel laws, the effective conductance is not decreased by this step. The resulting nearest-neighbour network is denoted by $\mathcal{N}$.

**Lemma 4.2.** Let $X_{\infty}$ be a unit intensity Poisson process on $\mathbb{R}^2$. Consider a random graph on this point process, where points $x, y \in X_{\infty}$ are connected with probability $P_{|x - y|}$, such that

$$\limsup_{r \to \infty} r^\alpha P_r < \infty,$$

for some $\alpha > 3$. For the electrical network $\mathcal{N}$ with conductances $(C_e)_{e \in E(\mathbb{Z}^2)}$ constructed above, we have that:

1. All conductances are finite almost surely.
2. The effective conductance of the network is bigger or equal to the effective conductance of the original network.
3. The distribution of edge conductances in $\mathcal{N}$ is shift invariant.
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(4) If $\alpha > 4$, then the conductance $C_e$ of an edge has a Cauchy tail, i.e. there exists a constant $c$ such that $\mathbb{P}(C_e > cn) \leq n^{-1}$ for every $n \geq 1$.

To prove the lemma, it is convenient to first introduce some notation. For $\ell \in \mathbb{N}$ and any nearest-neighbour edge $e \in E(\mathbb{Z}^2)$, let $\Pi_\ell(e)$ denote the set of all potential edges in $X^{(2)}_\infty$ which contribute an amount of $\ell$ to $C_e$, i.e. pairs $\{(x, y) \in X^{(2)}_\infty\}$ which are discretised to $(x_1', x_2'), (y_1', y_2')$ with $|x_1' - x_2'| + |y_1' - y_2'| = \ell$. Since the discretisation step shifts points by a uniformly bounded distance, it follows that there exist global constants $d_1, d_2$, such that

$$d_1 |x - y| \leq |x_1' - x_2'| + |y_1' - y_2'| \leq (d_2 |x - y|) \lor 1$$

for any $\{x, y\} \in X_\infty$, and since $X_\infty$ is a homogeneous Poisson point process we have that

$$E|\Pi_\ell(e)| \approx \ell^2 \quad \text{and} \quad E|\Pi_\ell(e)|^2 \lesssim \ell^4$$

as $\ell \to \infty$ for any $e \in E(\mathbb{Z}^d)$.

**Proof of Lemma 4.2.** Our construction ensures that assertions (2) and (3) are satisfied. Let us now show (1). By (3), it suffices to consider the fixed edge $e_0 = \{(0, 0), (1, 0)\}$. Clearly, it holds that

$$C_{e_0} = \sum_{\ell \in \mathbb{N}} \ell \sum_{(x, y) \in \Pi_\ell(e_0)} \mathbb{I}\{(x, y) \in E(H)\}$$

By (4.4) and (4.5), we have that the probability that the $\ell$-th term in the outer sum is non-zero is at most of order

$$\ell^2 P_{\ell/d_2} \lesssim \ell^{2-\alpha}.$$

Consequently, $C_{e_0}$ is almost surely finite if $\alpha > 3$ by an application of the Borel-Cantelli Lemma. Finally, to show (4), we apply Markov’s inequality and obtain

$$\mathbb{P}(C_{e_0} > n) \leq \frac{EC_{e_0}}{n},$$

which implies (4), since

$$EC_{e_0} \lesssim \sum_{\ell=1}^{\infty} \ell^3 P_{\ell/d_2} \lesssim \ell^{3-\alpha} < \infty$$

if $\alpha > 4$, where we have again used (4.4) and (4.5).

The key to establishing Lemma 4.1 is one final result from [1], which we cite without proof.

**Theorem 4.3** ([1, Theorem 3.9]). Let $G$ be a random electrical network on the lattice $\mathbb{Z}^2$, such that all of the edges have the same conductance distribution, and this distribution has a Cauchy tail. Then $G$ is almost surely recurrent.

Notice that we do not require any independence in the theorem.

**Proof of Lemma 4.1.** By the steps (A)-(E) and the remarks following each step, the conductance between two lattice points of the projected electrical network is bigger than the effective conductance between their preimages in the original graph in the continuum. Therefore, if the projected electrical network is recurrent, so is the original graph. By Lemma 4.2, the conductances of the projected network have Cauchy tails and by Theorem 4.3, this implies that the network is recurrent.
Recurrence result for preferential attachment kernel in $d = 2$. We wish to apply Theorem 4.3, but we unfortunately cannot rely on Lemma 4.1, since even for $\gamma < 1/2$ the preferential attachment kernel induces a model with $P_{x,y} \propto |x - y|^{-\gamma}$, as we will see below. To address this complication, we need to supplement first moment bounds on the edge probability by bounds on edge correlations. To formulate bounds on connection probabilities in a concise manner, we rely on translation invariance and consider, as an auxiliary object, the unit intensity Poisson process $\eta_{0,r}$ on $\mathbb{R}^2$ with the two additional points $(0,0)$ and $(r,0)$, where $r > 0$. Throughout the remainder of the proof, we always keep $\rho(z) \geq z^{-\delta}$ with $\delta > 2$ and an instance of the preferential attachment kernel $g^{pa}$ with $\gamma < 1/2$ fixed.

**Lemma 4.4.** For $r > 0$ and $s \in (0,1]$ write

$$Q_r(s) = \int_0^1 \rho(\beta^{-1}g^{pa}(s,u)r^2) \, du$$

for the probability that $((0,0), s)$ is connected with a given point at distance $r$. If $\gamma < 1/2$ and $\delta > 2$, then we have for $s \in (0,1)$ and $r > 1$,

$$Q_r(s) \lesssim \begin{cases} \mathbb{I}\{s < r^{-\frac{2}{\delta}}\} + \mathbb{I}\{r^{-\frac{2}{\delta}} \leq s < r^{-2}\} r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} & \text{if } \gamma > 1/\delta, \\ \mathbb{I}\{s < r^{-\frac{2}{\delta}}\} + \mathbb{I}\{r^{-\frac{2}{\delta}} \leq s < r^{-2}\} r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} + \mathbb{I}\{r^{-2} \leq s \leq r^{-1}\} r^{-2s^{1-\delta}} & \text{if } \gamma < 1/\delta. \end{cases}$$

Here and in the remainder of this section, we use the notation $f(x) \lesssim g(x)$, if there is a constant $C < \infty$ (which may depend on $\beta, \gamma, \delta$, the function $\rho$ and the kernel $g^{pa}$, but not on $r$ and $s$) such that $f(x) \leq C g(x)$ for all sufficiently large $x$.

**Proof of Lemma 4.4.** We first assume that $\gamma \in (1/\delta, 1/2) \neq \emptyset$ (recall that $\delta > 2$). Due to our assumption on $\rho$ there exists a constant $\tilde{c} \in (1,\infty)$ depending on the choice of the function $\rho$, the kernel $g^{pa}$ and $\beta$, such that the connection probability (for $0 < s \leq t < 1$) is bounded from above by

$$\rho(g^{pa}(s,t)r^2) \leq \tilde{c}(1 \wedge (s^{\gamma}t^{1-\gamma}r^2)^{-\delta}).$$

Integrating over the mark of $(r,0)$ with $r > 1$ fixed, we obtain that

$$Q_r(s) \lesssim \int_0^s 1 \wedge (u^{\gamma} s^{1-\gamma}r^2)^{-\delta} \, du + \int_s^1 1 \wedge (s^{\gamma} u^{1-\gamma}r^2)^{-\delta} \, du =: I_1(s) + I_2(s).$$

Evaluating the integrals yields

$$I_1(s) \lesssim \mathbb{I}\{s < r^{-2}\} s + \mathbb{I}\{r^{-2} \leq s \leq s\} r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} + r^{-2\delta - \frac{2}{\delta} (1-\gamma)(1-\delta)} s^{-(1-\delta) - \frac{1}{\delta} (1-\gamma)}$$

$$\lesssim \begin{cases} \mathbb{I}\{s < r^{-2}\} s + \mathbb{I}\{r^{-2} \leq s \leq s\} r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} & \text{if } \gamma > 1/\delta, \\ \mathbb{I}\{s < r^{-2}\} s + \mathbb{I}\{r^{-2} \leq s \leq r^{-1}\} r^{-2s^{1-\delta}} & \text{if } \gamma < 1/\delta. \end{cases}$$

and

$$I_2(s) \lesssim \mathbb{I}\{s < r^{-\frac{2}{\delta}}\} (1 - s)$$

$$+ \mathbb{I}\{r^{-\frac{2}{\delta}} \leq s < r^{-2}\} (r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} + r^{-2\delta - \frac{2}{\delta} (1-\gamma)(1-\delta)} s^{-(1-\delta) - \frac{1}{\delta} (1-\gamma)})$$

$$+ \mathbb{I}\{r^{-2} \leq s \leq r^{-1}\} r^{-2s^{1-\delta}}$$

$$\lesssim \begin{cases} \mathbb{I}\{s < r^{-\frac{2}{\delta}}\} + \mathbb{I}\{r^{-\frac{2}{\delta}} \leq s < r^{-2}\} r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} + \mathbb{I}\{r^{-2} \leq s \leq r^{-1}\} r^{-2s^{1-\delta}} & \text{if } \gamma > 1/\delta, \\ \mathbb{I}\{s < r^{-\frac{2}{\delta}}\} + \mathbb{I}\{r^{-\frac{2}{\delta}} \leq s < r^{-2}\} r^{-\frac{2}{\delta}} s^{\frac{1}{\delta} - 1} + \mathbb{I}\{r^{-2} \leq s \leq r^{-1}\} r^{-2s^{1-\delta}} & \text{if } \gamma < 1/\delta. \end{cases}$$
where we have used for $I_1$ that $\gamma > 1/\delta$ and for $I_2$ that $\gamma < 1/2 < (\delta - 1)/\delta$. Combining both expressions and using that both $r^{-2/\gamma}s^{-(1-\gamma)/\gamma} \geq r^{-28}s^{1-\delta}$ (where $\gamma > 1/\delta$) precisely if $s \geq r^{-2}$, as well as $r^{-2}/(1-\gamma)s^{-(1-\gamma)} > s$ precisely if $s < r^{-2}$, we obtain that

$$Q_r(s) \leq \begin{cases} s < r^{-\frac{2}{\gamma}} & \text{and} & \{r^{-\frac{2}{\gamma}} \leq s < r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}}, \\ \{r^{-2} \leq s \leq r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}} & \{r^{-2} \leq s \leq r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}}, \\ \{r^{-2} \leq s \leq r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}} & \end{cases},$$

as claimed. The calculation for $\gamma < 1/\delta$ proceeds analogously, the only difference being that

$$I_1(s) \leq \begin{cases} s < r^{-2} & s + \{r^{-2} \leq s\}r^{-28}s^{1-\delta}, \\ \end{cases}$$

and that $r^{-2/\gamma}s^{-(1-\gamma)/\gamma} \leq r^{-28}s^{1-\delta}$ if $s \geq r^{-2}$, which yields

$$Q_r(s) \leq \begin{cases} s < r^{-\frac{2}{\gamma}} & \{r^{-\frac{2}{\gamma}} \leq s < r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}}, \\ \{r^{-2} \leq s \leq r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}} & \{r^{-2} \leq s \leq r^{-2}\}r^{-28}s^{1-\delta}, \\ \{r^{-2} \leq s \leq r^{-2}\}r^{-\frac{2}{\gamma}}s^{-\frac{1}{\gamma}} & \end{cases},$$

in this case. \qed

The reason for our study of $Q_r(s)$ is the following result, which provides sufficient conditions to apply Theorem 4.3. By Lemma 4.2 (1), we have that almost surely

$$C_c \leq \lim_{N \to \infty} C^{(N)}_c < \infty, \quad (4.6)$$

where

$$C^{(N)}_c = \sum_{\ell = 1}^N \sum_{\{x,y\} \in \Pi(c)} 1 \{\{x,y\} \in E(H)\}, \quad N \geq 1,$$

as long as the point-to-point connection probabilities $P_{|x-y|}$ are of order at most $|x-y|^{-\alpha}$ for some $\alpha > 3$.

**Proposition 4.5.** Let $X_\infty$ be a unit intensity Poisson process on $\mathbb{R}^2$ with an additional point at the origin and random graph on this point process in which points $x, y \in X_\infty$ are connected with probability $P_{|x-y|}$ where $(P_r)_{r > 0}$ is such that

$$\limsup_{r \to \infty} r^4P_r < \infty \text{ and } \limsup_{N \to \infty} \frac{E(C^{(N)}_c)}{N} < \infty \text{ for any } c \in E(\mathbb{Z}^d).$$

Then the connected component of this graph is almost surely recurrent.

Proposition 4.5 is the reason why we need the restriction $\gamma < 1/3$ for the preferential kernel in Theorem 1.1. As the calculation at the end of this section shows, the sufficient condition in Proposition 4.5 does not hold for this kernel if $\gamma \geq 1/3$.

**Proof of Proposition 4.5.** The statement follows from Theorem 4.3 upon verifying the Cauchy-tail property for the projected conductances $C_c$. Fix a large integer $n$ and consider the event

$$E_n = \left\{ \exists\{x,y\} \in \bigcup_{\ell \geq n} \Pi(c) : \{x,y\} \in E(H) \right\}.$$

Arguing precisely as in the proof of Lemma 4.2(1) and using that $P_r \lesssim r^{-4}$, we can find $K_1, K_2 < \infty$, such that

$$P(E_n) \leq K_1 \sum_{\ell \geq n} \ell^4P_\ell \leq K_2n^{-1}.$$

Similarly, we can bound

$$E(C^{(n)}_c) \leq K_1 \sum_{\ell \leq n} \ell^4P_\ell \leq K_2\log n.$$
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for suitable $K_1, K_2 < \infty$. It follows that

$$P(C > n) \leq P(C^{(n)} > n) + P(E_n) \lesssim P\left(|C^{(n)} - EC^{(n)}|^2 > |n - EC^{(n)}|^2\right) + n^{-1},$$

and $EC^{(n)} \lesssim \log n$ together with the assumption on the second moment $EC^{(n)^2}$ and Markov's inequality imply the existence of some constant $C < \infty$ such that

$$P\left(|C^{(n)} - EC^{(n)}|^2 > |n - EC^{(n)}|^2\right) \leq P\left(|C^{(n)} - EC^{(n)}|^2 > \left(\frac{n}{2}\right)^2\right) \leq \frac{4C}{n},$$

which establishes the Cauchy tail. 

We can now conclude the proof of the recurrence result for the preferential attachment kernel.

**Proof of Theorem 1.1**, recurrence for preferential attachment kernel if $d = 2$. We need to verify the assumption of Proposition 4.5. From Lemma 4.4, it follows that for any $r > 1$,

$$P_r = \int_0^1 Q_r(s) ds \lesssim r^{-\frac{2}{\gamma}} + r^{-\frac{2}{\gamma}(1 - \frac{1}{d}) - \frac{2}{\gamma}} + r^{-2(1 - \frac{1}{d}) - \frac{2}{\gamma}} \leq 3r^{-4},$$

where we have used that $\gamma < 1/2$ to evaluate the integral. Note that we only need to consider the case that $\gamma > 1/\delta$, since $P_r$ is non-decreasing in $\gamma$ for each $r$. For the derivation of an upper bound for the second moment of $EC^{(N)}$, note that by translation invariance we may restrict our attention to the bond $e_0 := \{(0, 0), (1, 0)\}$. To lighten notation, we write $C^{(N)} := C^{(N)}_{e_0}$ and $\Pi_r := \Pi_r(e_0), \ell \in \mathbb{N}$, for the remainder of the proof and use the variables $e, f$ to denote generic potential edges in $\eta^{[2]}$. We now calculate

$$E(C^{(N)})^2 \lesssim E\left(\sum_{\ell=1}^N \sum_{m=1}^N \ell m \sum_{(e,f) \in \Pi_r \times \Pi_m} \mathbb{1}\{e, f \in E(\mathcal{G}^\beta)\}\right)$$

$$\leq 2E\left(\sum_{\ell=1}^N \sum_{m=1}^N \ell m \sum_{(e,f) \in \Pi_r \times \Pi_m} \mathbb{1}\{e, f \in E(\mathcal{G}^\beta)\}\right)$$

$$= 2 \sum_{\ell=1}^N \sum_{m=1}^N \ell m\left[E\Sigma_0^{\ell,m} + E\Sigma_1^{\ell,m}\right] + 2 \sum_{\ell=1}^N \ell^2 E|\Sigma|.$$ (4.7)

Note that we have used that the contribution from terms with $\ell > m$ is in distribution the same as from terms with $\ell < m$ in the second step. The three random variables $\Sigma^{\ell,m}_0$, $\Sigma^{\ell,m}_1$ and $\Sigma^{\ell}$ are given as

$$\Sigma_0^{\ell,m} = \sum_{(e,f) \in \Pi_r \times \Pi_m, e \cap f = \emptyset} \mathbb{1}\{e, f \in E(\mathcal{G}^\beta)\},$$

$$\Sigma_1^{\ell,m} = \sum_{(e,f) \in \Pi_r \times \Pi_m, |e \cap f| = 1} \mathbb{1}\{e, f \in E(\mathcal{G}^\beta)\},$$

$$\Sigma^{\ell} = \sum_{e \in \Pi_r} \mathbb{1}\{e \in E(\mathcal{G}^\beta)\},$$

respectively. We now bound the expectations of these random variables using (4.4) and (4.5). We obtain

$$E|\Sigma| \lesssim \ell^2 P_\ell,$$ (4.8)
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as well as

$$
\mathbb{E}^{\ell, m} = \mathbb{E}\left( \sum_{e \in \Pi_t} \mathbb{1}\{e \in E(\mathbb{G}^3)\} \sum_{f \in \Pi_m: f \cap e = \emptyset} \mathbb{1}\{f \in E(\mathbb{G}^3)\} \right)
$$

\leq \mathbb{E}\left( \sum_{e \in \Pi_t} \mathbb{1}\{e \in E(\mathbb{G}^3)\} \mathbb{E}\left( \sum_{e \in \Pi_m} \mathbb{1}\{e \in E(\mathbb{G}^3)\} \right) \right)

\lesssim \ell^2 P_\ell m^2 P_m,

where we have used that edges which have no vertex in common are sampled independently of each other. Finally,

$$
\mathbb{E}^{\ell, m} \lesssim \mathbb{E}\left( \sum_{\{x,y\} \in \Pi_t} \sum_{m/d_1 < |z-y| \leq m/d_2} \mathbb{1}\{\{x,y\}, \{y,z\} \subset E(\mathbb{G}^3)\} \right)
$$

\lesssim \ell^2 m P_{\ell,m},

where we used the notation

$$
P_{\ell,m} = \int_0^1 Q_\ell(s)Q_m(s) \, ds
$$

for the probability that two potential edges of length $\ell$ and $m$, respectively, with one vertex in common are present in $E(\mathbb{G}^3)$. Inserting (4.8)–(4.10) into (4.7) yields

$$
\mathbb{E}(C^{(N)})^2 \lesssim N \sum_{\ell=1}^N \ell^3 \sum_{m=1}^\ell m^2 P_{\ell,m} + \sum_{\ell=1}^N \ell^3 P_\ell \sum_{m=1}^\ell m^3 P_m + \sum_{\ell=1}^N \ell^4 P_\ell,
$$

hence to show that $\mathbb{E}(C^{(N)})^2 \lesssim N$, it remains to show that the first sum is of order $N$, since it follows from $P_\ell \lesssim \ell^{-3}$ that the second and third sum are at most of order $N$ for any $\gamma < 1/2$. Equivalently, we may verify that $\sum_{m=1}^{\ell-1} m^2 P_{\ell,m} \lesssim \ell^{-3}$, which is the final part of our argument.

From now on, we work under the assumption that $\gamma < 1/3$. We first consider the case $\delta > 3$. We only need to treat $\gamma \in (1/\delta, 1/3)$, for if we show that $\sum_{m=1}^{\ell-1} m^2 P_{\ell,m} \lesssim \ell^{-3}$ for such $\gamma$ it also holds for $\gamma \leq 1/\delta$ by monotonicity. Lemma 4.4 yields, for $\ell \geq m$ and $\gamma < 1/3$, that

$$
P_{\ell,m} = \int_0^1 Q_\ell(s)Q_m(s) \lesssim \ell^{-3/\gamma} + \mathbb{1}\{m < \ell\} \ell^{-2/\gamma} \int_{\ell-2}^{\ell-2/m^{2/\gamma}} s^{-1/\gamma} \, ds
$$

$$
+ \ell^{-2/\gamma} m^{-1/\gamma} \int_{\ell-2/m^{2/\gamma}}^{\ell-2} s^{-1/\gamma} \, ds
$$

$$
+ \ell^{-2/\gamma} m^{-1/\gamma} \int_{\ell-2/m^{2/\gamma}}^{\ell_2} s^{-1/\gamma} \, ds
$$

$$
+ \mathbb{1}\{m \geq \ell\} \ell^{-1/\gamma} m^{-1/\gamma} \int_{\ell-2/m^{2/\gamma}}^{\ell-2} s^{-1/\gamma} \, ds.
$$

The sum over the first term $\ell^{-2/\gamma}$ is of the desired order, since

$$
\sum_{m=1}^{\ell-1} m^2 \ell^{-2/\gamma} \lesssim \ell^{3-2/\gamma} \lesssim \ell^{-3},
$$
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for any $\gamma \leq 1/3$. The remaining terms are bounded by a constant times
\[
\begin{align*}
&\mathbb{I}\{m < \ell'\} \left(\ell^{-\frac{2}{3}} - 2(1 - \frac{1}{1+\gamma}) + \ell^{-\frac{2}{3}} m^{-\frac{2}{3}} - \frac{2}{3} (3 - \frac{1}{m(1+\gamma)}) + \ell^{-\frac{2}{3}} m^{-2} - 2\right) \\
&+ \mathbb{I}\{m \geq \ell'\} \left(\ell^{-\frac{2}{3}} - 6 + \frac{2}{3} m^{-\frac{1}{1+\gamma}} m^{-\frac{2}{3}} + \ell^{-\frac{2}{3}} m^{-\frac{1}{1+\gamma}} (4 - \frac{2}{3}) + m^{-\frac{1}{1+\gamma}} \ell^{-2} + \frac{1}{3} \ell^{-\frac{2}{3}} m^{-\frac{2}{3}} - 2\right) \\
&+ \ell^{-\frac{2}{3}} m^{-\frac{2}{3}} - 6 + \frac{4}{3} \\
&= \mathbb{I}\{m < \ell'\} \left(2\ell^{-4} + \ell^{-2} m^{-\frac{2}{3}} - \frac{2}{3} - \frac{4}{3}\right) \\
&+ \mathbb{I}\{m \geq \ell'\} \left(\ell^{-4} m^{-\frac{2}{3}} - \ell^{-\frac{2}{3}} m^{-\frac{2}{3}} - 4 + \frac{4}{3} m^{-\frac{4}{3}} - 2 m^{-\frac{2}{3}}\right) \\
&+ \ell^{-\frac{2}{3}} m^{-\frac{2}{3}} - 6.
\end{align*}
\]
Multiplying by $m^2$ and summing over $m$ yields
\[
\sum_{m=1}^{\ell-1} m^2 P_{\ell,m} \lesssim \ell^3 \gamma^{-4} + \ell^{-1} - \frac{2}{3} + \ell^{-2} \leq 3\ell^{-3},
\]
where we have used that $\gamma < 1/3$ for the second term of the sum as well as in the final bound.

Let us finalise the proof by dealing with the case $\delta \leq 3$. In this case, necessarily, $\gamma < 1/\delta$, due to our standing assumption that $\gamma < 1/3$, and we need to apply the second case in Lemma 4.4 to obtain an estimate for $\sum_{m=1}^{\ell-1} m^2 P_{\ell,m}$. Repeating the steps above yields
\[
P_{\ell,m} \lesssim \ell^{-\frac{2}{3}} + \ell^{-2\delta} m^{2\delta - 6} \\
+ \mathbb{I}\{m < \ell'\} \left(\ell^{-4} + \ell^{-2\delta} m^{-\frac{1}{1+\gamma}} (2\delta - 4)\right) \\
+ \mathbb{I}\{m \geq \ell'\} \left(\ell^{-4} m^{-\frac{2}{3}} + \ell^{-\frac{2}{3}} m^{-\frac{2}{3}} + \ell^{-\frac{2}{3}} m^{-\frac{4}{3}} - 2 m^{-\frac{2}{3}}\right).
\]
We only need to consider those summands of $\sum_{m=1}^{\ell-1} m^2 P_{\ell,m}$ that did not appear already in the previous calculation, for these we get as upper bound a constant times
\[
\ell^{-3} + \ell^{-6+3\frac{2}{3} - \frac{2}{3} - \gamma} + \ell^{3\gamma - 4} \leq 3\ell^{-3},
\]
because $\gamma < 1/3$. The proof is complete. □

### A Elements of electrical network theory

In this section, we provide some well-known results for reference. The basic framework used behind the scenes of both our recurrence and transience proofs is that of electrical network theory. We restrict ourselves to recalling some basic results that we need in our proofs, a comprehensive treatment of the theory can be found for instance in [26]. A connected loop-free multigraph $G = (V(G), E(G))$ together with a conductance function $C: E(G) \to (0, \infty)$ is called a network. Note that we may always view $C$ as a function defined on $V(G)$ [2] setting $C(e) = 0$ for potential edges $e \notin E(G)$. The random walk $Y = (Y_t)_{t \geq 0}$ on $(G, C)$ is obtained by reweighing the transition probabilities of simple random walk on $G$ according to $C$, i.e. the walker chooses their way with probabilities proportional the sum of the conductances on the edges incident to their current position. In particular, we obtain simple random walk on $G$ as a special case, if $C$ is constant. We consider a locally finite network $G$, i.e.
\[
\pi(x) := \sum_{e \in E(G): e \text{ incident to } x} C(e) < \infty \text{ for all } x \in V(G),
\]
then $\pi$ is an invariant measure for $Y$. Let further $P^G(v \rightarrow Z)$ denote the probability that $Y$ visits $Z \subset V(G)$ before returning to $v \in V(G)$ when started in $Y_0 = v \in V(G)$. To characterise recurrence and transience of $Y$ in infinite networks it is convenient to define the effective conductance between $v \in V(G)$ and $Z \subset V(G)$ as

$$C_{\text{eff}}(v, Z) = C_{\text{eff}}^G(v, Z) = \pi(v)P^G(v \rightarrow Z),$$

for finite $G$ and then extend the notion to infinite graphs via a limiting procedure. In particular, by identifying all vertices at graph distance further than $n$ from $v \in V(G)$ with one vertex $z_n$ (whilst removing any loops and keeping multiple edges with their conductances) we obtain a sequence of finite networks $(G_n, C_n)$. Moreover, the limit

$$C_{\text{eff}}^G(v, \infty) = \lim_{n \to \infty} C_{\text{eff}}^G(v, z_n) \in [0, \infty) \quad \text{for } v \in V(G),$$

is well-defined. The following characterisation of recurrence and transience is classical, see e.g. [26, Theorem 2.3].

**Theorem A.1.** $Y$ is transient if and only if

$$C_{\text{eff}}(v, \infty) > 0 \quad \text{for some } v \in V(G).$$

Moreover, if $C_{\text{eff}}(v, \infty) > 0$ for some $v \in V(G)$, then $C_{\text{eff}}(v, \infty) > 0$ for all $v \in V(G)$.

In particular, a vanishing upper bound on the effective conductance is sufficient for recurrence. Let $v \in G$ be fixed. Recall that a cutset $\Pi$ (for $v$) in $G$ is a set of edges that separates $v$ from $\infty$, i.e. the connected component of $v \in (V(G), E(G) \setminus \Pi)$ is finite.

**Theorem A.2** (Nash-Williams, see e.g. [32]). Let $Y_0 = v$ and $\{\Pi_n\}_{n=1}^\infty$ be disjoint cutsets for $v$. Denote by $C_{\Pi_n}$ the sum of the conductances of edges in $\Pi_n$. Then

$$C_{\text{eff}}(v, \infty) \leq \left( \sum_n C_{\Pi_n}^{-1} \right)^{-1}.$$ 

In particular, if

$$\sum_n C_{\Pi_n}^{-1} = \infty,$$

then the random walk $Y$ is recurrent.

We close this section by stating a few rules for calculating effective conductances, which are used in many instances throughout the paper.

**Theorem A.3** (Electrical network calculus, see e.g. [26]). Let $G$ be a multigraph and let $C, C'$ be conductances on $E(G)$.

- **(Parallel Law)** Replacing two parallel edges (i.e. two edges adjacent to the same pair of vertices) $e_1, e_2 \in E(G)$ by a single edge with conductance $C(e_1) + C(e_2)$ leaves the effective conductance $C_{\text{eff}}$ unchanged.

- **(Series Law)** If a vertex $x \in V(G)$ of degree two and its incident edges $(x, y), (x, z)$ (with $y \neq z$) are replaced by a single edge $(y, z)$ with conductance $(C(x, y)^{-1} + C(x, z)^{-1})^{-1}$, then the effective conductance $C_{\text{eff}}(v, w)$ remains unchanged (for all $v, w \neq x$).

- **(Monotonicity Principle)** If $C(e) \leq C'(e)$ for all $e \in E(G)$, then

$$C_{\text{eff}}(v, Z) \leq C_{\text{eff}}'(v, Z) \quad \text{for all } v \in V(G), Z \subset V(G).$$

- **(Short-circuiting)** If $x, y \in V(G)$ are collapsed into one vertex and all edges are retained then the effective conductances between all remaining vertices do not decrease.

- **(Flow-cut inequality)** If $v \in V(G)$ and $Z, Z' \subset V(G)$ are disjoint and such that $v$ and $Z$ are disconnected in $G$ upon removing all edges incident to $Z'$, then

$$C_{\text{eff}}(v, Z) \leq C_{\text{eff}}(v, Z').$$
Recurrence versus transience for weight-dependent random connection models

References

[1] N. Berger. “Transience, recurrence and critical behavior for long-range percolation”. Commun. Math. Phys. 226.3 (2002). Corrected proof of Lemma 2.3 at arXiv:math/0110296v3, pp. 531–558. DOI: https://doi.org/10.1007/s002200200617. MR1896880

[2] N. H. Bingham, C. M. Goldie, and J. L. Teugels. Regular variation. Cambridge University Press, Cambridge, 1987, pp. xx+491. DOI: https://doi.org/10.1017/CBO9780511721434. MR0898871

[3] M. Bode, N. Fountoulakis, and T. Müller. “On the largest component of a hyperbolic model of complex networks”. Electron. J. Combin. 22.3 (2015), Paper 3.24, 46. DOI: https://doi.org/10.37236/4958. MR3386525

[4] K. Bringmann, R. Keusch, and J. Lengler. “Geometric inhomogeneous random graphs”. Theoret. Comput. Sci. 760 (2019), pp. 35–54. DOI: https://doi.org/10.1016/j.tcs.2018.08.014. MR3913223

[5] R. M. Burton and R. W. J. Meester. “Long range percolation in stationary point processes”. Random Structures Algorithms 4.2 (1993), pp. 177–190. DOI: https://doi.org/10.1002/rsa.3240040205. MR1206675

[6] M. Deijfen, R. van der Hofstad, and G. Hooghiemstra. “Scale-free percolation”. Ann. Inst. Henri Poincaré Probab. Stat. 49.3 (2013), pp. 817–838. DOI: https://doi.org/10.1214/12-AIHP480. MR3112435

[7] P. Deprez, R. Hazra, and M. Wüthrich. “Inhomogeneous long-range percolation for real-life network modeling”. Risks 3.1 (2015), pp. 1–23. DOI: https://doi.org/10.3390/risks3010001.

[8] P. Deprez and M. V. Wüthrich. “Scale-free percolation in continuum space”. Commun. Math. Stat. 7.3 (2019), pp. 269–308. DOI: https://doi.org/10.1007/s40304-018-0142-0. MR3986777

[9] A. Gandolfi, M. S. Keane, and C. M. Newman. “Uniqueness of the infinite component in a random graph with applications to percolation and spin glasses”. Probab. Theory Relat. Fields 92.2 (1992), pp. 511–527. DOI: https://doi.org/10.1007/BF01274266. MR1169017

[10] P. Gracar, A. Grauer, L. Lüchtrath, and P. Mörters. “The age-dependent random connection model”. Queueing Syst. 93.3-4 (2019), pp. 309–331. DOI: https://doi.org/10.1007/s11134-019-09625-y. MR4032928

[11] P. Gracar, A. Grauer, and P. Mörters. Chemical distance in geometric random graphs with long edges and scale-free degree distribution. 2021. arXiv: https://arxiv.org/abs/2108.11252.

[12] P. Gracar, L. Lüchtrath, and C. Mönch. Finiteness of the percolation threshold for inhomogeneous long-range models in one dimension. 2022. arXiv: https://arxiv.org/abs/2203.11966.

[13] P. Gracar, L. Lüchtrath, and P. Mörters. “Percolation phase transition in weight-dependent random connection models”. Adv. in Appl. Probab. 53.4 (2021), pp. 1090–1114. DOI: https://doi.org/10.1017/apr.2021.13. MR4342578

[14] G. R. Grimmett, H. Kesten, and Y. Zhang. “Random walk on the infinite cluster of the percolation model”. Probab. Theory Relat. Fields 96.1 (1993), pp. 33–44. DOI: https://doi.org/10.1007/BF01195881. MR1222363

[15] P. Hall. “On Continuum Percolation”. Ann. Probab. 13.4 (Nov. 1985), pp. 1250–1266. DOI: https://doi.org/10.1214/aop/1176992809. MR0806222

[16] M. Heydenreich, R. van der Hofstad, G. Last, and K. Matzke. Lace Expansion and Mean-Field Behavior for the Random Connection Model. 2019. arXiv: https://arxiv.org/abs/1908.11356.

[17] M. Heydenreich, T. Hulshof, and J. Jorritsma. “Structures in supercritical scale-free percolation”. Ann. Appl. Probab. 27.4 (2017), pp. 2569–2604. DOI: https://doi.org/10.1214/16-AAP1270. MR3693534

[18] C. Hirsch. “From heavy-tailed Boolean models to scale-free Gilbert graphs”. Braz. J. Probab. Stat. 31.1 (2017), pp. 111–143. DOI: https://doi.org/10.1214/15-BJPS305. MR3601663

[19] C. Hirsch and C. Mönch. “Distances and large deviations in the spatial preferential attachment model”. Bernoulli 26.2 (2020), pp. 927–947. DOI: https://doi.org/10.3150/19-BEJ1121. MR4058356

[20] R. van der Hofstad, P. van der Hoorn, and N. Maitra. Local limits of spatial inhomogeneous random graphs. 2021. arXiv: https://arxiv.org/abs/2107.08733.
Recurrence versus transience for weight-dependent random connection models

[21] T. Hutchcroft. "Power-law bounds for critical long-range percolation below the upper-critical dimension". *Probab. Theory Related Fields* 181.1-3 (2021), pp. 533–570. DOI: https://doi.org/10.1007/s00440-021-01043-7. MR4341081

[22] E. Jacob and P. Mörters. "Spatial preferential attachment networks: power laws and clustering coefficients". *Ann. Appl. Probab.* 25.2 (2015), pp. 632–662. DOI: https://doi.org/10.1214/14-AAP1006. MR3313751

[23] J. Komjáthy and B. Lodewijks. "Explosion in weighted hyperbolic random graphs and geometric inhomogeneous random graphs". *Stochastic Process. Appl.* 130.3 (2020), pp. 1309–1367. DOI: https://doi.org/10.1016/j.spa.2019.04.014. MR4058275

[24] G. Last and M. D. Penrose. *Lectures on the Poisson process*. Vol. 7. Institute of Mathematical Statistics Textbooks. Cambridge University Press, 2018, pp. xx + 293. DOI: https://doi.org/10.1017/9781316104477. MR3791470

[25] G. Last and S. Ziesche. "On the Ornstein-Zernike equation for stationary cluster processes and the random connection model". *Adv. Appl. Probab.* 49.4 (2017), pp. 1260–1287. DOI: https://doi.org/10.1017/apr.2017.41. MR3732194

[26] R. Lyons and Y. Peres. *Probability on trees and networks*. Vol. 42. Cambridge Series in Statistical and Probabilistic Mathematics. Cambridge University Press, New York, 2016, pp. xv+699. DOI: https://doi.org/10.1017/97813166672815. MR3616205

[27] R. Meester, M. D. Penrose, and A. Sarkar. "The random connection model in high dimensions". *Statist. Probab. Lett.* 35.2 (1997), pp. 145–153. DOI: https://doi.org/10.1016/S0167-7152(97)00008-4. MR1483268

[28] R. Meester and R. Roy. *Continuum percolation*. Vol. 119. Cambridge Tracts in Mathematics. Cambridge University Press, 1996, pp. x+238. DOI: https://doi.org/10.1017/cbo9780511895357. MR1409145

[29] R. Meester and R. Roy. "Uniqueness of unbounded occupied and vacant components in Boolean models". *Ann. Appl. Probab.* 4.3 (1994), pp. 933–951. DOI: https://doi.org/10.1214/aap/1177049497. MR1284992

[30] M. D. Penrose. "Connectivity of soft random geometric graphs". *Ann. Appl. Probab.* 26.2 (2016), pp. 986–1028. DOI: https://doi.org/10.1214/15-AAP1110. MR3476631

[31] M. D. Penrose. *Random geometric graphs*. Oxford University Press, Oxford, 2003, pp. xiv + 330. DOI: https://doi.org/10.1093/acprof:oso/9780198506263.001.0001. MR1986198

[32] Y. Peres. "Probability on trees: an introductory climb". In: *Lectures on probability theory and statistics (Saint-Flour, 1997)*. Vol. 1717. Lecture Notes in Math. Springer, Berlin, 1999, pp. 193–280. DOI: https://doi.org/10.1007/978-3-540-48115-7_3. MR1746302

[33] A. Rouselle and E. Sönmez. *The random walk on the random connection model*. 2019. arXiv: https://arxiv.org/abs/1904.13288.

[34] J. E. Yukich. "Ultra-small scale-free geometric networks". *J. Appl. Probab.* 43.3 (2006), pp. 665–677. DOI: https://doi.org/10.1239/jap/1158764937. MR2274791

**Acknowledgments.** We thank Noam Berger for correspondence concerning the recurrence results.
Advantages of publishing in EJP-ECP

• Very high standards
• Free for authors, free for readers
• Quick publication (no backlog)
• Secure publication (LOCKSS$^1$)
• Easy interface (EJMS$^2$)

Economical model of EJP-ECP

• Non profit, sponsored by IMS$^3$, BS$^4$, ProjectEuclid$^5$
• Purely electronic

Help keep the journal free and vigorous

• Donate to the IMS open access fund$^6$ (click here to donate!)
• Submit your best articles to EJP-ECP
• Choose EJP-ECP over for-profit journals

---

$^1$LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
$^2$EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
$^3$IMS: Institute of Mathematical Statistics http://www.imstat.org/
$^4$BS: Bernoulli Society http://www.bernoulli-society.org/
$^5$Project Euclid: https://projecteuclid.org/
$^6$IMS Open Access Fund: http://www.imstat.org/publications/open.htm