PARAMETRIC ESTIMATION FOR FUNCTIONAL AUTOREGRESSIVE PROCESSES 
ON THE SPHERE
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Abstract. The aim of this paper is to define a nonlinear least squares estimator for the spectral parameters of a spherical autoregressive process of order 1 in a parametric setting. Furthermore, we investigate on its asymptotic properties, such as weak consistency and asymptotic normality.

1. Introduction

In this paper, we propose a nonlinear least squares (NLS) estimator of the spectral parameters of a class of functional autoregressive processes of order 1, defined on the space of real-valued square-integrable functions over the unit sphere \( L^2 (\mathbb{S}^2) \), see for example [Bos00]. The spherical autoregressive model of order 1 (from now on SPHAR (1)) have been discussed by [CM21] (see also [CDV21, Cap21]), and comply with the output field \( T (\cdot, t) \) described as an infinite-dimensional linear transformation of its previous realization summed to an independent spherical white noise \( Z (\cdot, t) \), see [CM21, Definition 3] and also [Yad83]. More rigorously, the model is defined by

\[
T (x, t) = \Phi T (\cdot, t - 1) (x) + Z (x, t), \quad (x, t) \in \mathbb{S}^2 \times \mathbb{Z},
\]

where the autoregressive kernel operator \( \Phi : L^2 (\mathbb{S}^2) \to L^2 (\mathbb{S}^2) \) is given by

\[
(\Phi f) (x) = \int_{\mathbb{S}^2} k (\langle x, y \rangle) f(y) \, dy, \quad f \in L^2 (\mathbb{S}^2),
\]

for some continuous \( k : [-1, 1] \to \mathbb{R} \), the so-called autoregressive kernel. Note that \( k \) is said to be isotropic, since it depends only on the standard inner product on \( \mathbb{R}^3, \langle \cdot, \cdot \rangle \). As a direct consequence, the following spectral representation holds (in the \( L^2 \)-sense)

\[
k (\langle x, y \rangle) = \sum_{\ell \in \mathbb{N}} \phi_\ell \frac{2\ell + 1}{4\pi} P_\ell (\langle x, y \rangle),
\]

where \( P_\ell : [-1, 1] \to \mathbb{R} \) denotes the Legendre polynomial of order \( \ell \), while \( \{ \phi_\ell : \ell \in \mathbb{N} \} \) is the set of the eigenvalues of the operator \( \Phi \).

In particular, this work is concerned with spatially isotropic and temporally stationary sphere-cross-time random fields. In this case, \( \{ T (x, t) : (x, t) \in \mathbb{S}^2 \times \mathbb{Z} \} \) can be read as the linear combination of spherical harmonics \( \{ Y_{\ell,m} : \ell \in \mathbb{N}, m = -\ell, \ldots, \ell \} \), weighted by the corresponding time-varying harmonic coefficients, i.e.,

\[
T (x, t) = \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^\ell a_{\ell,m} (t) Y_{\ell,m} (x), \quad (x, t) \in \mathbb{S}^2 \times \mathbb{Z},
\]

where, for fixed \( t \in \mathbb{Z} \), \( \{ a_{\ell,m} (t) : \ell \in \mathbb{N}, m = -\ell, \ldots, \ell \} \) are uncorrelated random variables, given by the standard inner product over the sphere

\[
a_{\ell,m} (t) = \langle T (\cdot, t), Y_{\ell,m} \rangle_{L^2 (\mathbb{S}^2)}.
\]

Moreover, if \( T \) is a solution of the autoregressive equation (1.1), the harmonic coefficients satisfy

\[
a_{\ell,m} (t) = \phi_\ell a_{\ell,m} (t - 1) + a_{\ell,m,Z} (t),
\]
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with \( \{a_{\ell,m}(t) : \ell \in \mathbb{N}, m = -\ell, \ldots, \ell \} \) being the harmonic coefficients of the spherical white noise \( Z(\cdot,t) \), at the time \( t \).

In our setting, we choose a regularly varying condition, that is, a parametric model on the structure of the autoregressive kernel,

\[
\phi_{\ell} = G\ell^{-\alpha}, \quad G \in (-1,1) \setminus \{0\}, \quad \alpha \in (1,\infty), \quad \ell \in \mathbb{N},
\]

see Condition 2.1 in Section 2.

An analogous parametric condition is assumed to hold also for the eigenvalues of the covariance operator of the spherical random field \( Z \) (see also [DLM14]).

A method commonly used in parametric settings for finite-dimensional parameters of interest is the nonlinear least squares (NLS). NLS belongs to the class of extremum estimators, obtained as the result of a maximization procedure of a given objective function depending on data and sample size (see, for example, [NM86]). This class includes, among others, maximum likelihood, Whittle, generalized method of moments and minimum distance estimators. Under mild assumptions, they are characterized by some relevant properties, such as weak consistency and asymptotic Gaussianity (see [Ame85, Hay00]). Some of these methods have already been successfully applied to the study of purely spatial spherical random fields. For example, in [DLM14, DLM13] the authors provide Whittle-like estimators for the spectral index of a Gaussian and isotropic random field over the sphere, both in the harmonic and in the wavelet domains. Furthermore, their weak consistency and asymptotic convergence to Gaussianity have been proved in the high frequency limit.

Fixed the truncation multipole \( L > 0 \), we consider the truncated random field \( T_L \) as the sum of the first \( L \) components of \( T \), so that (1.4) becomes

\[
(1.8) \quad T_L(x,t) = \sum_{\ell=1}^{L} \sum_{m=-\ell}^{\ell} a_{\ell,m}(t) Y_{\ell,m}(x), \quad (x,t) \in S^2 \times \mathbb{Z}.
\]

Here, merging (1.6) and (1.8) yields the following objective function

\[
(1.9) \quad R_{L,N}(G,\alpha) = \frac{1}{N} \sum_{t=1}^{N} \| T_L(\cdot,t) - \Phi T_L(\cdot,t-1) \|_{L^2(S^2)}^2 = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L} \sum_{m=-\ell}^{\ell} (a_{\ell,m}(t) - \phi(\ell)a_{\ell,m}(t-1))^2.
\]

Since we assume that \( L = L_N \), from now on the objective function is labeled by \( R_N(G,\alpha) \), omitting the dependence on \( L \). Imposing the Condition (1.7), the estimator for the parameter \((G,\alpha)\) is given by

\[
(1.10) \quad \left( \hat{G}_N, \hat{\alpha}_N \right) = \underset{(G,\alpha) \in \Theta}{\text{argmin}} R_N(G,\alpha),
\]

where \( N > 1 \) is the highest time at which \( T \) is observed.

We will show that, under mild conditions, the estimator (1.10) is consistent and asymptotically Gaussian. We remark that the asymptotic framework here considered is quite different from usual and can be related to the one proposed by [CM21, CDV21] (see also [DLM14]). We assume to collect sequentially over time spherical observations which are a realization of an isotropic and stationary field \( T \). In this sense, the asymptotics here considered is respect to higher and higher resolution data becoming available as \( N \) grows to infinity.

The plan of the paper is as follows: Section 2 recalls some useful results concerning harmonic analysis and spherical autoregressive processes. The main contributions of this paper are collected in Section 3, while Section 4 contains the proofs of some auxiliary results.

\section{2. Preliminaries}

This section collects some results concerning harmonic analysis on the sphere and the construction of space-time spherical random fields. Further details on harmonic analysis on the sphere and sphere-cross-time random fields can be found, among others, in [SW71, VK91, MP11] and [Gne02, Jun14, PBG16, Ste13] respectively.

From now on, we will make use of the following notation. For a set of random variables \( \{X_n\}_{n \in \mathbb{N}} \), the notation \( X_n = o_p(1) \) denotes that for any \( \epsilon > 0 \), it holds that \( \lim_{n \to \infty} \Pr(|X_n| > \epsilon) = 0 \). Let \( \{c_n\}_{n \in \mathbb{N}} \) be a real-valued, deterministic sequence; then, with \( X_n = o_p(c_n) \) we will indicate that \( X_n/c_n = o_p(1) \). The
notation \( X_n = O_p(c_n) \) means that \( \{X_n/c_n\}_{n \in \mathbb{N}} \) is stochastically bounded, that is, for any \( \epsilon > 0 \), there exist \( 0 < M, N < \infty \) such that, for all \( n > N \), it holds that \( \Pr(|X_n/c_n| > M) < \epsilon \).

Let us denote a point belonging to the unit sphere with \( x \in S^2 \). It can be also identified by two angular coordinates, so that \( x = (\vartheta, \phi) \), where \( \vartheta \in [0, \pi] \) and \( \phi \in [0, 2\pi] \) are the colatitude and longitude respectively. The spherical Lebesgue measure is labeled by \( d\mu = \sin \vartheta \, d\vartheta \, d\phi \), while \( L^2(S^2) = L^2(S^2, d\mu) \) is the space of real-valued square-integrable functions over the sphere with respect to \( d\mu \). A standard orthonormal basis for \( L^2(S^2) \) is given by the set of spherical harmonics \( \{Y_{\ell,m} : \ell \in \mathbb{N}; m = -\ell, \ldots, \ell\} \) (see, for example, [MP11, SW71, VK91]). We refer to the index \( \ell \in \mathbb{N} \) as the multipole, while \( m = -\ell, \ldots, \ell \) is the “azimuth” number. In this paper we will make use of the so-called real spherical harmonics. More specifically, for any \( \ell \in \mathbb{N} \) and \( m = -\ell, \ldots, \ell \), the spherical harmonic \( Y_{\ell,m} : S^2 \to \mathbb{R} \) is given by the normalized product of the so-called Legendre associated function \( P_{\ell,m} : [-1,1] \to \mathbb{R} \) of degree \( \ell \) and order \( m \), depending only on \( \vartheta \) and given by

\[
P_{\ell,m}(u) = \frac{1}{2\ell+1} \frac{d^\ell}{du^\ell} (u^2 - 1)^\ell, \quad u \in [-1,1],
\]

and a trigonometric function depending only on \( \phi \), i.e.,

\[
Y_{\ell,m}(\vartheta, \phi) = \begin{cases} 
\sqrt{\frac{(2\ell+1)\ell!(\ell-m)!}{4\pi(\ell+m)!}} P_{\ell,m}(\cos \vartheta) \cos (m\phi) & \text{for } m \in \{1, \ldots, \ell\} \\
\sqrt{\frac{2\ell+1}{4\pi}} P_\ell(\cos \vartheta) & \text{for } m = 0 \\
\sqrt{\frac{(2\ell+1)\ell!(\ell+m)!}{2\pi(\ell-m)!}} P_{\ell,-m}(\cos \vartheta) \sin (-m\phi) & \text{for } m \in \{-\ell, \ldots, -1\}
\end{cases}
\]

Spherical harmonics display also the following addition formula

\[
\sum_{m=-\ell}^{\ell} Y_{\ell,m}(x) Y_{\ell,m}(y) = \frac{2\ell+1}{4\pi} P_\ell(\langle x, y \rangle), \quad x, y \in S^2,
\]

where \( P_\ell : [-1,1] \to \mathbb{R} \) is the Legendre polynomial of order \( \ell \), given by

\[
P_\ell(u) = \frac{1}{2\ell+1} \frac{d^\ell}{du^\ell} (u^2 - 1)^\ell, \quad u \in [-1,1].
\]

Given a probability space \( (\Omega, \mathcal{F}, \Pr) \), we consider a sphere-cross-time random field, that is, a real-valued collection of random variables

\[
\{T(x,t) : (x,t) \in \mathbb{S}^2 \times \mathbb{Z}\}.
\]

In this paper, \( T \) is assumed to be real-valued, centered, mean-square continuous, and Gaussian. Additionally, the random field is isotropic in the spatial domain and stationary in the time domain. We recall that a spherical random field is isotropic when invariant in distribution with respect to rotations, and stationary if its stochastic properties do not vary over time. More in detail, it holds that

\[
T(R \cdot + \tau) \overset{d}{=} T(\cdot, \tau),
\]

with \( \tau \in \mathbb{Z} \) and \( R \in SO(3) \), the special group of rotations, and the symbol \( \overset{d}{=} \) denotes equality in distribution. Under these assumptions, as described in Equation (1.4), we have the following spectral representation

\[
T(x,t) = \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} a_{\ell,m}(t) Y_{\ell,m}(x), \quad (x,t) \in \mathbb{S}^2 \times \mathbb{Z},
\]

where, for any \( t \in \mathbb{Z} \), the set of the harmonic coefficients \( \{a_{\ell,m}(t) : \ell \in \mathbb{N}, m = -\ell, \ldots, \ell\} \), given by (1.5), can be explicitly computed by

\[
a_{\ell,m}(t) = \int_{S^2} T(x,t) Y_{\ell,m}(x) \, dx,
\]

and collects all the stochastic information of \( T \) at the time \( t \). Since \( \mathbb{E}[T(x,t)] = 0 \) for all \( (x,t) \in \mathbb{S}^2 \times \mathbb{Z} \), it holds that

\[
\mathbb{E}[a_{\ell,m}(t)] = 0 \quad \text{for } \ell \in \mathbb{N}, \quad m = -\ell, \ldots, \ell, \quad t \in \mathbb{Z}.
\]

Furthermore, let \( \Gamma : (\mathbb{S}^2 \times \mathbb{Z}) \times (\mathbb{S}^2 \times \mathbb{Z}) \to \mathbb{R} \) be the covariance function of \( T \). Since the space-time spherical random field is isotropic and stationary, then there exists a function \( \Gamma_0 : [-1,1] \times \mathbb{Z} \to \mathbb{R} \), so that

\[
\Gamma(x,t,y,s) = \Gamma_0((x,y), t-s), \quad (x,t),(y,s) \in \mathbb{S}^2 \times \mathbb{Z}.
\]
Also, the dependence structure of $T$ is fully characterized by the one of its harmonic coefficients, that is,

\[ \mathbb{E} [a_{\ell,m} (t) a_{\ell',m'} (s)] = C_{\ell} (t - s) \delta_{\ell} \delta_{m'}, \quad t, s \in \mathbb{Z}, \]

for any $\ell, \ell' \in \mathbb{N}$, $m = -\ell, \ldots, \ell$, $m' = -\ell', \ldots, \ell'$. This leads to the following spectral decomposition in terms of Legendre polynomials

\[ \Gamma (x, t, y, s) = \sum_{\ell \in \mathbb{N}} C_{\ell} (t - s) \frac{2\ell + 1}{4\pi} P_{\ell} ((x, y)) , \quad (x, t), (y, s) \in \mathbb{S}^2 \times \mathbb{Z}, \]

see also [BP17, Cap21].

Note that, if $t = s$, $\{C_{\ell} (0) : \ell \in \mathbb{N}\}$ in (2.2) correspond to the eigenvalues of the covariance operator of a purely spatial spherical random field, the so-called angular power spectrum, (see, for example, [MP11, Remark 5.15, p.124; Remark 6.16, p.147]).

If $T$ is SPHAR (1), with $|\phi_\ell| < 1$ for each $\ell \in \mathbb{N}$, the following formula for the spectrum of $\Gamma$ holds

\[ C_{\ell} (t) = \frac{C_{\ell;Z}}{1 - \phi_\ell^t}, \]

where $C_{\ell;Z} = \mathbb{E} [a_{\ell,m;Z} (t)]^2$ is the angular power spectrum of $Z$.

In our setting, we focus on a parametric model on the set $\{\phi_\ell : \ell \in \mathbb{N}\}$, described by the following condition.

**Condition 2.1.** Consider an isotropic and stationary SPHAR (1) process as given by (1.1) and (1.2). The eigenvalues of the autoregressive operator $\Phi \{\phi_\ell : \ell \in \mathbb{N}\}$ are such that

\[ \phi_\ell = G \ell^{-\alpha}, \quad \ell \in \mathbb{N}, \]

where $1 < a_1 \leq \alpha \leq a_2$, with $1 < a_1 < a_2 < \infty$, and $0 < |G| < 1$.

Moreover, the angular power spectrum of the spherical white noise $Z \{C_{\ell;Z} : \ell \in \mathbb{N}\}$ satisfies

\[ C_{\ell;Z} = H \ell^{-\gamma}, \quad \ell \in \mathbb{N}, \]

where $\gamma > 2$ and $H > 0$.

As far as the parameter $\alpha$ is concerned, choosing $1 < a_1 < a_2 < \infty$ ensures the square-summability of the $\phi_\ell$’s, i.e., the operator $\Phi$ is Hilbert-Schmidt with

\[ \sum_{\ell \in \mathbb{N}} (2\ell + 1) |\phi_\ell|^2 < \infty, \]

and the consistency of the estimator here presented, as discussed below in Section 3.

About the parameter $G$, observe that the cases $G \in (0, 1)$ and $G \in (-1, 0)$ correspond to a positive or negative definite operator $\Phi$ respectively.

**Remark 2.2.** Our construction resembles in the space-time setting the so-called Legendre-Matérn covariance function, defined in a purely spatial framework in [GF16]. Indeed, $\gamma$ and $\alpha$ are smoothness parameters while the constants $H$ and $G$ control the scale of (2.3).

### 3. Least squares estimates in the parametric setting

In this section we will discuss the construction of the nonlinear least squares estimator for the spectral parameter $\theta$ of the eigenvalues $\phi_\ell = \phi_\ell (\theta)$ of the autoregressive kernel $k$ in a parametric setting. Here the spectral parameter $\theta = (G, \alpha)$ is defined over the parameter space $\Theta = (-1, 1) \setminus \{0\} \times [a_1, a_2]$, $1 < a_1 < a_2 < \infty$, and following Condition 2.1 yields

\[ \phi_\ell = G \ell^{-\alpha}, \quad \ell \in \mathbb{N}. \]

The true values for the parameter $\theta$ to be estimated are labeled by $(G_0, a_0)$. The estimation procedure can be formalized as follows:

\[ \hat{(G_N, \alpha_N)} = \arg\min_{(G, \alpha) \in \Theta} R_N (G, \alpha), \]
where $R_N$ is the objective function given by Equation (1.10),

$$R_N(G, \alpha) = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} (a_{\ell,m}(t) - G \ell^{-\alpha} a_{\ell,m}(t-1))^2.$$  

**Condition 3.1.** The truncation multiple $L_N$ is chosen such that $L_N \to \infty$ and $(\log L_N) / \sqrt{N} \to 0$, as $N \to \infty$.

Throughout this paper we will make extensive use of the following quantities

$$\hat{U}_N(\alpha) = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} a_{\ell,m}(t) a_{\ell,m}(t-1) \ell^{-\alpha}; \quad \hat{D}_N(\alpha) = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} |a_{\ell,m}(t-1)|^2 \ell^{-2\alpha};$$

$$\hat{U}_N'(\alpha) = -\frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} a_{\ell,m}(t) a_{\ell,m}(t-1) \ell^{-\alpha} \log \ell; \quad \hat{D}_N'(\alpha) = -2 \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} |a_{\ell,m}(t-1)|^2 \ell^{-2\alpha} \log \ell;$$

$$\hat{U}_N''(\alpha) = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} a_{\ell,m}(t) a_{\ell,m}(t-1) \ell^{-\alpha} \log^2 \ell; \quad \hat{D}_N''(\alpha) = 4 \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} |a_{\ell,m}(t-1)|^2 \ell^{-2\alpha} \log^2 \ell,$$

and their corresponding expected values

$$U_N(\alpha) = \sum_{\ell=1}^{L_N} (2\ell + 1) C_\ell(1) \ell^{-\alpha}; \quad D_N(\alpha) = \sum_{\ell=1}^{L_N} (2\ell + 1) C_\ell(0) \ell^{-2\alpha};$$

$$U_N'(\alpha) = -\sum_{\ell=1}^{L_N} (2\ell + 1) C_\ell(1) \ell^{-\alpha} \log \ell; \quad D_N'(\alpha) = -2 \sum_{\ell=1}^{L_N} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \log \ell;$$

$$U_N''(\alpha) = \sum_{\ell=1}^{L_N} (2\ell + 1) C_\ell(1) \ell^{-\alpha} \log^2 \ell; \quad D_N''(\alpha) = 4 \sum_{\ell=1}^{L_N} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \log^2 \ell,$$

where

$$C_\ell(1) = C_\ell(0) \phi_\ell = G_0 \eta \ell^{-\gamma-\alpha}; \quad C_\ell(0) = \frac{C_{\ell,Z}}{1 - \phi_\ell} = \eta \ell^{-\gamma},$$

with $0 < \eta_1 \leq \eta \leq \eta_2 < \infty$. For $\alpha > 1$, these last deterministic sums are absolutely and uniformly convergent. Indeed, for the greater terms $U_N''$ and $D_N''$, we have that

$$\sum_{\ell=1}^{L_N} |(2\ell + 1) C_\ell(1) \ell^{-\alpha} \log^2 \ell| \leq \sum_{\ell=1}^{\infty} |(2\ell + 1) C_\ell(1) \ell^{-1} \log^2 \ell| < \infty$$

and

$$\sum_{\ell=1}^{L_N} |(2\ell + 1) C_\ell(0) \ell^{-2\alpha} \log^2 \ell| \leq \sum_{\ell=1}^{\infty} |(2\ell + 1) C_\ell(0) \ell^{-2} \log^2 \ell| < \infty.$$
Thus, we have

\[ R_N(G^*, \alpha) = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} (a_{\ell,m}(t) - G^* \ell^{-\alpha} a_{\ell,m}(t-1))^2 \]

\[ = \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} a_{\ell,m}^2(t) - \frac{\hat{U}^2_N(\alpha)}{\hat{D}_N(\alpha)} \]

(3.1)

The minimization problem can be equivalently written as

\[ \text{argmin}_{\alpha \in A} \left\{ \frac{1}{N} \sum_{t=1}^{N} \sum_{\ell=1}^{L_N} \sum_{m=-\ell}^{\ell} a_{\ell,m}^2(t) - \frac{\hat{U}^2_N(\alpha)}{\hat{D}_N(\alpha)} \right\} = \text{argmax}_{\alpha \in A} \frac{\hat{U}^2_N(\alpha)}{\hat{D}_N(\alpha)} = \text{argmax}_{\alpha \in A} \left\{ 2 \log \hat{U}_N(\alpha) - \log \hat{D}_N(\alpha) \right\}, \]

where \( A = [a_1, a_2] \). We will call

\[ \tilde{R}_N(\alpha) = 2 \log \hat{U}_N(\alpha) - \log \hat{D}_N(\alpha) \]

the reduced objective function.

3.1. Consistency. In this section we will prove the weak consistency for the estimators \( \hat{\alpha}_N \) and \( \hat{G}_N \), as stated in the following theorem.

**Theorem 3.2.** Under Conditions 2.1 and 3.1, as \( N \to \infty \), it holds that

\[ \hat{\alpha}_N \overset{p}{\to} \alpha_0, \]

(3.3)

\[ \hat{G}_N \overset{p}{\to} G_0. \]

(3.4)

To prove Theorem 3.2, we will resort to a method developed by [Bri75] and [Rob95]. This technique has been already used to establish the weak consistency for the spectral parameters of a spherical random field in a purely spatial setting by [DLM14]. More in detail, let \( \Delta \tilde{R}_N(\alpha, \alpha_0) \) denote the difference between the reduced objective function \( \tilde{R}_N \) given by (3.2) evaluated at the generic \( \alpha \in [a_1, a_2] \) and at the true \( \alpha_0 \). Straightforward calculations lead to

\[ \Delta \tilde{R}_N(\alpha, \alpha_0) = \hat{R}_N(\alpha) - \hat{R}_N(\alpha_0) \]

\[ = 2 \log \hat{U}_N(\alpha) - 2 \log \hat{U}_N(\alpha_0) - \left[ \log \hat{D}_N(\alpha) - \log \hat{D}_N(\alpha_0) \right] \]

\[ = 2 \log \frac{\hat{U}_N(\alpha)}{U_N(\alpha)} - 2 \log \frac{\hat{U}_N(\alpha_0)}{U_N(\alpha_0)} - \left[ \log \frac{\hat{D}_N(\alpha)}{D_N(\alpha)} - \log \frac{\hat{D}_N(\alpha_0)}{D_N(\alpha_0)} \right] \]

\[ - \left[ \log \frac{D_N(\alpha)}{D_N(\alpha_0)} - 2 \log \frac{U_N(\alpha)}{U_N(\alpha_0)} \right]. \]

(3.5)

Let us now define

\[ T_N(\alpha, \alpha_0) = 2 \log \frac{\hat{U}_N(\alpha)}{U_N(\alpha)} - 2 \log \frac{\hat{U}_N(\alpha_0)}{U_N(\alpha_0)} - \left[ \log \frac{\hat{D}_N(\alpha)}{D_N(\alpha)} - \log \frac{\hat{D}_N(\alpha_0)}{D_N(\alpha_0)} \right], \]

(3.6)

\[ V_N(\alpha, \alpha_0) = \log \frac{D_N(\alpha)}{D_N(\alpha_0)} - 2 \log \frac{U_N(\alpha)}{U_N(\alpha_0)}, \]

so that

\[ \Delta \tilde{R}_N(\alpha, \alpha_0) = T_N(\alpha, \alpha_0) - V_N(\alpha, \alpha_0). \]

(3.7)

In order to establish the consistency results presented in Theorem 3.2, we will make use of the following auxiliary results, whose proofs are available below in Section 4. We remark that these results hold under the same assumptions of Theorem 3.2, stated in Conditions 2.1 and 3.1.

**Lemma 3.3.** For \( \epsilon > 0 \), let \( B_\epsilon = \{ \alpha : |\alpha - \alpha_0| < \epsilon \} \). Let also \( V_N(\alpha, \alpha_0) \) be given by (3.6). Then, there exists \( V_\epsilon > 0 \) such that

\[ \lim_{N \to \infty} \inf_{\alpha \in B_\epsilon \cap A} V_N(\alpha, \alpha_0) = V_\epsilon. \]

(3.8)
Lemma 3.4. For $N \to \infty$, it holds that
\begin{equation}
\mathbb{E} \left[ \sup_A \left| \frac{\hat{U}_N(\alpha) - U_N(\alpha)}{U_N(\alpha)} \right| \right] = O \left( \frac{1}{\sqrt{N}} \right) \quad \text{and} \quad \mathbb{E} \left[ \sup_A \left| \frac{\hat{D}_N(\alpha) - D_N(\alpha)}{D_N(\alpha)} \right| \right] = O \left( \frac{1}{\sqrt{N}} \right).
\end{equation}

Lemma 3.5. For $N \to \infty$,
\[
\frac{\hat{U}_N(\alpha_0)}{\hat{D}_N(\alpha_0)} \overset{p}{\to} G_0.
\]

Lemma 3.6. For $N \to \infty$,
\[
\log L_N|\hat{\alpha}_N - \alpha_0| \overset{p}{\to} 0.
\]

Proof of Theorem 3.2. Let us first prove (3.3). For $\epsilon > 0$, let $B_\epsilon = \{\alpha : |\alpha - \alpha_0| < \epsilon\}$. Without loss of generality, choose $\epsilon > 0$ such that $\overline{B}_\epsilon \cap A$ is non-empty. We have that
\[
\Pr(|\hat{\alpha}_N - \alpha_0| \geq \epsilon) = \Pr(\hat{\alpha}_N \in \overline{B}_\epsilon \cap A) \leq \Pr \left( \sup_{\overline{B}_\epsilon \cap A} \tilde{R}_N(\alpha, \alpha_0) \geq \hat{R}_N(\alpha_0) \right)
\]
\[
= \Pr \left( \sup_{\overline{B}_\epsilon \cap A} \Delta \hat{R}_N(\alpha, \alpha_0) \geq 0 \right)
\]
\[
\leq \Pr \left( \sup_A |T_N(\alpha, \alpha_0)| \geq \inf_{\overline{B}_\epsilon \cap A} V_N(\alpha, \alpha_0) \right).
\]

Using (3.5), for $M > 0$, we have that
\[
\Pr \left( \sup_A |T_N(\alpha, \alpha_0)| \geq 4M \right) \leq \Pr \left( \sup_A \left| \log \frac{\hat{U}_N(\alpha)}{U_N(\alpha)} \right| \geq M/2 \right) + \Pr \left( \left| \log \frac{\hat{D}_N(\alpha)}{D_N(\alpha)} \right| \geq M \right)
\]
\[
+ \Pr \left( \sup_A \left| \log \frac{\hat{D}_N(\alpha)}{D_N(\alpha)} \right| \geq M \right) + 2 \Pr \left( \sup_A \left| \log \frac{\hat{D}_N(\alpha)}{D_N(\alpha)} \right| \geq M \right).
\]

From the inequality
\[
|\log(1 + x)| \leq 2|x|, \quad \text{for } |x| \leq 1/2,
\]
we deduce that, for any nonnegative random variable $Y$,
\[
\Pr(|\log Y| \geq \delta) \leq 2 \Pr(|Y - 1| \geq 2\delta) \quad \text{for } \delta > 0.
\]

As a consequence, using Markov inequality yields
\[
\Pr \left( \sup_A |T_N(\alpha, \alpha_0)| \geq 4M \right) \leq 4 \Pr \left( \sup_A \left| \frac{\hat{U}_N(\alpha) - U_N(\alpha)}{U_N(\alpha)} \right| \geq M \right) + 4 \Pr \left( \sup_A \left| \frac{\hat{D}_N(\alpha) - D_N(\alpha)}{D_N(\alpha)} \right| \geq 2M \right)
\]
\[
\leq \frac{4}{M} \mathbb{E} \left[ \sup_A \left| \frac{\hat{U}_N(\alpha) - U_N(\alpha)}{U_N(\alpha)} \right| \right] + \frac{2}{M} \mathbb{E} \left[ \sup_A \left| \frac{\hat{D}_N(\alpha) - D_N(\alpha)}{D_N(\alpha)} \right| \right].
\]

Thus, by Lemma 3.3 and Lemma 3.4, we obtain the weak consistency for $\hat{\alpha}_N$ (3.3).

Let us now consider (3.4). By definition, we have
\[
\hat{G}_N = \frac{\hat{U}_N(\hat{\alpha}_N)}{\hat{D}_N(\hat{\alpha}_N)} = \frac{\hat{U}_N(\hat{\alpha}_N)}{\hat{D}_N(\hat{\alpha}_N)} \cdot \frac{D_N(\alpha_0)}{U_N(\alpha_0)} \cdot \frac{U_N(\alpha_0)}{D_N(\alpha_0)} = \frac{\hat{U}_N(\hat{\alpha}_N)}{U_N(\alpha_0)} \cdot \frac{D_N(\alpha_0)}{D_N(\alpha_0)} \cdot G_0.
\]

Hence, we need to show that, for $N \to \infty$,
\[
\frac{\hat{U}_N(\hat{\alpha}_N) - U_N(\alpha_0)}{U_N(\alpha_0)} \overset{p}{\to} 0, \quad \frac{\hat{D}_N(\hat{\alpha}_N) - D_N(\alpha_0)}{D_N(\alpha_0)} \overset{p}{\to} 0.
\]
First of all, note that
\[
\tilde{D}_N(\hat{\alpha}_N) - D_N(\alpha_0) = \sum_{\ell} \ell^{-2}\tilde{\alpha}_N (2\ell + 1) \tilde{C}_{\ell,N}(0) - \sum_{\ell} \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0)
\]
\[
= \sum_{\ell} \ell^{-2(\tilde{\alpha}_N - \alpha_0)} \ell^{-2\alpha_0} (2\ell + 1) \tilde{C}_{\ell,N}(0) - \sum_{\ell} \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0)
\]
\[
\pm \sum_{\ell} \ell^{-2(\tilde{\alpha}_N - \alpha_0)} \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0)
\]
\[
= \sum_{\ell} \ell^{-2(\tilde{\alpha}_N - \alpha_0)} \ell^{-2\alpha_0} (2\ell + 1) \left( \tilde{C}_{\ell,N}(0) - C_{\ell}(0) \right)
\]
\[
+ \sum_{\ell} \left( \ell^{-2(\tilde{\alpha}_N - \alpha_0)} - 1 \right) \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0)
\]
\[
= D_1 + D_2.
\]

Thus, it holds that
\[
\Pr \left( \left| \tilde{D}_N(\hat{\alpha}_N) - D_N(\alpha_0) \right| \geq 2\varepsilon \right) \leq \Pr(|D_1| \geq \varepsilon) + \Pr(|D_2| \geq \varepsilon).
\]

For the first term, we choose a constant \(\delta > 0\), and we obtain
\[
\Pr(|D_1| \geq \varepsilon) \leq \Pr \left( |D_1| \geq \varepsilon \cap |\tilde{\alpha}_N - \alpha_0| < \frac{1}{\delta} \right) + \Pr \left( |\tilde{\alpha}_N - \alpha_0| \geq \frac{1}{\delta} \right)
\]
\[
\leq \Pr \left( \sum_{\ell} \ell^{2/\delta} \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) \left| \frac{\tilde{C}_{\ell,N}(0)}{C_{\ell}(0)} - 1 \right| \geq \varepsilon \right) + o(1)
\]
\[
\leq \frac{c}{\varepsilon} \sum_{\ell} \ell^{2/\delta} \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) \frac{1}{\sqrt{2\ell + 1} N} + o(1) = o(1),
\]

where \(c > 0\).

On the other hand, for a suitably small \(\delta > 0\),
\[
\Pr (|D_2| \geq \varepsilon) = \Pr (|D_2| \geq \varepsilon \cap \log L_N |\alpha_0 - \tilde{\alpha}_N| < \delta) + \Pr (\log L_N |\alpha_0 - \tilde{\alpha}_N| \geq \delta)
\]
\[
= \Pr (|D_2| \geq \varepsilon \cap \log L_N |\alpha_0 - \tilde{\alpha}_N| < \delta) + o(1),
\]

and using \(|e^{-x} - 1| \leq 2|x|\) for \(|x| \leq 1\), we obtain
\[
\left| \ell^{-2(\alpha_0 - \tilde{\alpha}_N)} - 1 \right| = |\exp(-2\ell (\alpha_0 - \tilde{\alpha}_N)) - 1| \leq 4 \log \ell |\alpha_0 - \tilde{\alpha}_N| ;
\]

hence,
\[
\Pr \left( |D_2| \geq \frac{\varepsilon}{2} \cap \log L_N |\alpha_0 - \tilde{\alpha}_N| < \delta \right)
\]
\[
\leq \Pr \left( \sum_{\ell} \ell^{-2(\alpha_0 - \tilde{\alpha}_N)} - 1 \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) \geq \varepsilon \cap \log L_N |\alpha_0 - \tilde{\alpha}_N| < \delta \right)
\]
\[
\leq \Pr \left( 4 \log L_N |\alpha_0 - \tilde{\alpha}_N| \sum_{\ell} \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) \geq \varepsilon \right) = o(1).
\]

The term \(\frac{\bar{U}_N(\tilde{\alpha}_N) - U_N(\alpha_0)}{U_N(\alpha_0)}\) follows a similar argument. Then, by applying Slutsky theorem, we obtain the result. \(\square\)

### 3.2. Asymptotic Normality

In this section, our aim is to establish the asymptotic Gaussianity for the estimator \(\hat{\alpha}_N\), following the lines driven by [Rob95], see also [Ame85, Hay00, NM86].

Recall Equation (3.1). For each \(N > 1\) there exists \(\overline{\alpha}_N : |\overline{\alpha}_N - \alpha_0| \leq |\tilde{\alpha}_N - \alpha_0|\) such that, with probability one,
\[
(\tilde{\alpha}_N - \alpha_0) = -\frac{S_N(\alpha_0)}{Q_N(\overline{\alpha}_N)}.
\]
where, for a generic \( \alpha \in A \),

\[
S_N(\alpha) = \frac{d}{d\alpha} R_N(G^*, \alpha), \quad Q_N(\alpha) = -\frac{d^2}{d\alpha^2} R_N(G^*, \alpha) = -\frac{d}{d\alpha} S_N(\alpha),
\]

are the score and the information function respectively. For the sake of brevity, when it does not cause confusion, we will omit the dependence on \( \alpha \). Thus, the score and the information functions are given respectively by

\[
S_N(\alpha) = \frac{-2\hat{U}_N^2 \hat{U}_N \hat{D}_N + \hat{D}_N' \hat{U}_N^2}{\hat{D}_N^3};
\]

\[
Q_N(\alpha) = \frac{2\hat{U}_N^2 \hat{U}_N \hat{D}_N^2 + 2 \left( \hat{U}_N' \right)^2 \hat{D}_N^2 - \hat{D}_N' \hat{U}_N \hat{D}_N - 4\hat{D}_N' \hat{D}_N \hat{U}_N \hat{U}_N + 2\hat{U}_N^2 \left( \hat{D}_N' \right)^2}{\hat{D}_N^3}.
\]

Define also

\[
Q(\alpha) = \frac{2U'' U D^2 + 2 \left( U' \right)^2 D^2 - 2U'' U D D' + 2 U^2 D' D' U + 2 U^2 \left( D' \right)^2}{D^3}.
\]

Before stating the main theorem, we introduce two ancillary results regarding the convergence of \( S_N(\alpha_0) \) and \( Q_N(\sigma_N) \).

**Lemma 3.7.** Under Conditions 2.1 and 3.1, as \( N \to \infty \), it holds that

\[
\sqrt{N} S_N(\alpha_0) \overset{d}{\to} N \left( 0, G_0^2 \sum_{\ell} \left( 2 \log \ell + \frac{D' \ell}{D} \right)^2 \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) C_{\ell;Z} \right).
\]

**Lemma 3.8.** Under Conditions 2.1 and 3.1, as \( N \to \infty \), it holds that

\[
Q_N(\sigma_N) \overset{p}{\to} Q(\alpha_0),
\]

where

\[
Q(\alpha_0) = \frac{G_0^2}{2} \left( D''(\alpha_0) - \frac{(D'(\alpha_0))^2}{D(\alpha_0)} \right).
\]

We are now ready to state the main result described in this section.

**Theorem 3.9.** Under Conditions 2.1 and 3.1, as \( N \to \infty \), it holds that

\[
\sqrt{N} (\hat{\alpha}_N - \alpha_0) \overset{d}{\to} N \left( 0, \sigma^2(\theta) \right),
\]

where

\[
\sigma^2(\theta) = \frac{4}{G_0^2} \sum_{\ell \in \mathbb{N}} \left( 2 \log \ell + \frac{D'(\alpha_0)}{D(\alpha_0)} \right)^2 \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) C_{\ell;Z}.
\]

**Remark 3.10.** Note that, in \( \sigma^2(\theta) \),

\[
\sum_{\ell \in \mathbb{N}} \left( 2 \log \ell + \frac{D'(\alpha_0)}{D(\alpha_0)} \right)^2 \ell^{-2\alpha_0} (2\ell + 1) C_{\ell}(0) = D''(\alpha_0) - \frac{(D'(\alpha_0))^2}{D(\alpha_0)}.
\]

However, we prefer to keep the explicit notation to compare numerator and denominator of \( \sigma^2(\theta) \).

**Proof of Theorem 3.9.** Using Lemmas 3.7 and 3.8, and using Slutski theorem yields the claimed result. \( \square \)
4. Proofs of the auxiliary results

This section collects the proofs of the auxiliary results stated in Section 3.

Proof of Lemma 3.3. Without loss of generality, take $\epsilon > 0$ such that $\overline{B}_\epsilon \cap A$ is non-empty. Proving (3.8) is equivalent to proving

$$\lim_{N \to \infty} \inf_{\overline{B}_\epsilon \cap A} \frac{D_N(\alpha)}{D_N(\alpha_0) U_N^2(\alpha)} = \delta_\epsilon,$$

for some constant $\delta_\epsilon > 1$.

First, note that, for all $N > 1$,

$$\frac{D_N(\alpha)}{D_N(\alpha_0) U_N^2(\alpha)} = \frac{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}}{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0}} \left( \frac{G_0 \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0}}{G_0 \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}} \right)^2$$

by Cauchy-Schwartz inequality. In particular, equality holds if and only if $\epsilon = \epsilon_0$. Moreover, for $\alpha > \alpha_0$, this quantity is monotone nonincreasing and, for $\alpha < \alpha_0$ is monotone nonincreasing. Indeed,

$$\frac{d}{d\alpha} \left[ \frac{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}}{(\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha})^2} \right]$$

$$= \frac{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}}{(\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha})^2} \left[ -2 \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \log \ell \left( \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \right)^2 
+ 2 \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \log \ell \right],$$

and this is nonnegative if and only if

$$- \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \log \ell \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha} \sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \log \ell \geq 0,$$

that is

$$\frac{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \log \ell}{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}} \leq \frac{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}}{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0}}.$$

Thus, we have two weighted sums with weights respectively $w_\ell = \frac{(2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \log \ell}{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha}}$ and $w'_\ell = \frac{(2\ell + 1) C_\ell(0) \ell^{-2\alpha}}{\sum_{\ell} (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0}}$, $\sum_\ell w_\ell = \sum_\ell w'_\ell = 1$.

If $\alpha > \alpha_0$, for all $\ell_1 \leq \ell_2$, it holds that $w'_\ell / w_\ell \geq w_\ell / w'_\ell$, which implies, by [SP16, Theorem 2],

$$\sum_\ell w_\ell \log \ell \geq \sum_\ell w'_\ell \log \ell.$$

The case $\alpha < \alpha_0$ follows similar arguments. Hence, since $\overline{B}_\epsilon \cap A$ is compact, there exists $b_{\epsilon,1}, b_{\epsilon,2} \in \overline{B}_\epsilon \cap A$, such that

$$\inf_{\overline{B}_\epsilon \cap A} \frac{D_N(\alpha)}{D_N(\alpha_0) U_N^2(\alpha)} = \min \left\{ \frac{D_N(b_{\epsilon,1})}{D_N(\alpha_0) U_N^2(b_{\epsilon,1})}, \frac{D_N(b_{\epsilon,2})}{D_N(\alpha_0) U_N^2(b_{\epsilon,2})} \right\}.$$
Proof of Lemma 3.4. Note that, since \( A = [a_1, a_2] \),
\[
\sup_A \left| \frac{\hat{U}_N(\alpha) - U_N(\alpha)}{U_N(\alpha)} \right| = \sup_A \left| \frac{\sum \ell^{-\alpha}(2\ell + 1)C_\ell(1) \left[ \frac{\hat{C}_{\ell,N}(1)}{C_\ell(1)} - 1 \right]}{\sum \ell^{-\alpha}(2\ell + 1)C_\ell(1)} \right| 
\leq \sup_A \left| \frac{\sum \ell^{-\alpha}(2\ell + 1)C_\ell(1) \left[ \frac{\hat{C}_{\ell,N}(1)}{C_\ell(1)} - 1 \right]}{\sum \ell^{-\alpha}(2\ell + 1)C_\ell(1)} \right|
\leq \frac{1}{\sqrt{2N}} \frac{\sum \ell^{-\alpha}(2\ell + 1)C_\ell(1) \left| \frac{\hat{C}_{\ell,N}(1)}{C_\ell(1)} - 1 \right|}{\sum \ell^{-\alpha}(2\ell + 1)C_\ell(1)}.
\]
Moreover, from [CM21, Lemma 2 (Supplementary material)],
\[
E \left| \frac{\hat{C}_{\ell,N}(1)}{C_\ell(1)} - 1 \right| \leq \frac{c}{\sqrt{2(2\ell + 1)N}},
\]
where \( c > 0 \). Hence, we have that
\[
E \left[ \sup_A \frac{\hat{U}_N(\alpha) - U_N(\alpha)}{U_N(\alpha)} \right] = O \left( \frac{1}{\sqrt{N}} \right).
\]
The proof for the \( \left[ \sup_A \frac{\hat{U}_N(\alpha) - U_N(\alpha)}{U_N(\alpha)} \right] \) follows the same lines. \( \square \)

Proof of Lemma 3.5. Consider the quantity
\[
E \left| \sum \ell^{-\alpha_N}(2\ell + 1)\hat{C}_{\ell,N}(1) - G_0 \right| = E \left| \sum \ell^{-\alpha_N}(2\ell + 1)C_\ell(0) \left[ \frac{\hat{C}_{\ell,N}(1)}{C_\ell(0)} - G_0 \ell^{-\alpha_N} \right] \right|
\leq \frac{1}{\sqrt{2N}} \frac{\sum \ell^{-\alpha_N}(2\ell + 1)C_\ell(0) \left| \frac{\hat{C}_{\ell,N}(1)}{C_\ell(0)} - G_0 \ell^{-\alpha_N} \right|}{\sum \ell^{-\alpha_N}(2\ell + 1)C_\ell(0)}
\leq \frac{c'}{\sqrt{N}},
\]
where \( c' > 0 \), from [CM21, Lemma 2 (Supplementary material)]. Moreover,
\[
E \left| \sum \ell^{-2\alpha_N}(2\ell + 1)\hat{C}_{\ell,N}(0) - \sum \ell^{-2\alpha_N}(2\ell + 1)C_\ell(0) \right| \leq \sum \ell^{-2\alpha_N}(2\ell + 1)C_\ell(0) \left| \frac{\hat{C}_{\ell,N}(0)}{C_\ell(0)} - 1 \right| \leq \frac{c''}{\sqrt{N}},
\]
where \( c'' > 0 \), from [CM21, Lemma 1 (Supplementary material)]. \( \square \)

Proof of Lemma 3.6. For \( \epsilon > 0 \), set \( B_\epsilon = \{ \alpha : |\alpha - \alpha_0| < \epsilon \} \) and \( M_\epsilon = \{ \alpha : \log L_N|\alpha - \alpha_0| < \epsilon \} \), and observe that \( \overline{B}_\epsilon \subset \overline{M}_\epsilon \). Then,
\[
Pr(\log L_N|\hat{\alpha}_N - \alpha_0| \geq \epsilon) = Pr(\hat{\alpha}_N \in \overline{M}_\epsilon \cap A) \leq Pr(\hat{\alpha}_N \in B_\epsilon \cap \overline{M}_\epsilon \cap A) + Pr(\hat{\alpha}_N \in \overline{B}_\epsilon \cap A).
\]
For the first term on the right hand side, we have
\[
Pr(\hat{\alpha}_N \in B_\epsilon \cap \overline{M}_\epsilon \cap A) \leq Pr \left( \sup_{B_\epsilon \cap \overline{M}_\epsilon \cap A} \tilde{R}_N(\alpha) \geq \tilde{R}_N(\alpha_0) \right)
\leq Pr \left( \sup_{B_\epsilon \cap \overline{M}_\epsilon \cap A} \Delta \tilde{R}_N(\alpha, \alpha_0) \geq 0 \right)
\leq Pr \left( \sup_{A} \left| T_N(\alpha, \alpha_0) \right| \geq \inf_{B_\epsilon \cap \overline{M}_\epsilon \cap A} V_N(\alpha, \alpha_0) \right).
\]
Observe also that \( B_\varepsilon \cap \overline{M}_\varepsilon = \{ \alpha : \varepsilon / \log L_N \leq |\alpha - \alpha_0| < \varepsilon \} \). We have proved in Lemma 3.3 that the quantity \( V_N(\alpha, \alpha_0) \) is monotone nondecreasing for \( \alpha > \alpha_0 \) and monotone nonincreasing for \( \alpha < \alpha_0 \). Hence, for \( N \) sufficiently large, the infimum over \( B_\varepsilon \cap \overline{M}_\varepsilon \cap A \) is reached at \( m_{\varepsilon, 1} = \alpha_0 - \frac{\varepsilon}{\log L_N} \) or at \( m_{\varepsilon, 2} = \alpha_0 + \frac{\varepsilon}{\log L_N} \).

For the sake of simplicity, we will use \( \epsilon_N \) to indicate \( \frac{\varepsilon}{\log L_N} \).

Let us first consider

\[
V_N(m_{\varepsilon, 1}, \alpha_0) = \log \left( \frac{\sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+2\alpha N} \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0}}{\left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+\epsilon_N} \right)^2} - 1 + 1 \right),
\]

and note that

\[
\frac{\sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+2\alpha N} \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0}}{\left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+\epsilon_N} \right)^2} - 1
\]

\[
= \frac{\sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+2\alpha N} \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} - \left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+\epsilon_N} \right)^2}{\left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+\epsilon_N} \right)^2}.
\]

For generic vectors \( x, y \in \mathbb{R}^d \), \( d \in \mathbb{N} \), with standard inner product and norm, we have the following equality

\[
\frac{4 \|x\|^2 \|y\|^2 - 4 \langle x, y \rangle^2}{4 \langle x, y \rangle^2} = \frac{\|x - y\|^2 \|x + y\|^2 - (\|x\|^2 - \|y\|^2)^2}{4 \langle x, y \rangle^2}.
\]

Hence, if

\[
x = (\sqrt{(2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+\epsilon_N}}, \ell = 1, \ldots, L_N)^T, \quad y = (\sqrt{(2\ell + 1) C_\ell(0) \ell^{-\alpha_0}}, \ell = 1, \ldots, L_N)^T,
\]

we have

\[
4 \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+2\alpha N} \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} - 4 \left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0+\epsilon_N} \right)^2
\]

\[
= \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} (\ell^{\epsilon_N} - 1)^2 \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} (\ell^{\epsilon_N} + 1)^2 - \left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} (\ell^{2\epsilon_N} - 1) \right)^2.
\]

For the sake of simplicity, write \( a_\ell = (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} \), then

\[
\sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} (\ell^{\epsilon_N} - 1)^2 \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} (\ell^{\epsilon_N} + 1)^2 - \left( \sum \ell (2\ell + 1) C_\ell(0) \ell^{-2\alpha_0} (\ell^{2\epsilon_N} - 1) \right)^2
\]

\[
= \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \left[ (\ell_1^{\epsilon_N} - 1)^2 (\ell_2^{\epsilon_N} + 1)^2 - (\ell_1^{2\epsilon_N} - 1) (\ell_2^{2\epsilon_N} - 1) \right]
\]

\[
= 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_1^{2\epsilon_N} + 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_2^{2\epsilon_N} - 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_1^{\epsilon_N} + 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_2^{\epsilon_N}
\]

\[
- 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_1^{2\epsilon_N} + 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_2^{2\epsilon_N} - 4 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} \ell_1^{\epsilon_N} \ell_2^{\epsilon_N}
\]

\[
= 2 \sum_{\ell_1, \ell_2} a_{\ell_1} a_{\ell_2} (\ell_1^{\epsilon_N} - \ell_2^{\epsilon_N})^2,
\]

since

\[
(\ell_1^{\epsilon_N} - 1)^2 (\ell_2^{\epsilon_N} + 1)^2 - (\ell_1^{2\epsilon_N} - 1) (\ell_2^{2\epsilon_N} - 1) = 2\ell_1^{2\epsilon_N} + 2\ell_2^{2\epsilon_N} - 2\ell_1^{\epsilon_N} + 2\ell_2^{\epsilon_N}
\]

\[
- 2\ell_1^{\epsilon_N} \ell_2^{2\epsilon_N} - 2\ell_1^{2\epsilon_N} \ell_2^{\epsilon_N} - 4\ell_1^{\epsilon_N} \ell_2^{\epsilon_N}.
\]

Without loss of generality, consider \( \ell_1 < \ell_2 \), then

\[
(\ell_1^{\epsilon_N} - \ell_2^{\epsilon_N})^2 = \ell_1^{2\epsilon_N} \left( \ell_2^{\epsilon_N} - 1 \right)^2 \geq \epsilon_N^2 (\log \ell_2 - \log \ell_1)^2,
\]
where we used the inequality $e^x - 1 \geq x$, $x \geq 0$. This implies
$$\frac{\sum_{\ell}(2\ell + 1)C_\ell(0)\ell^{-2\alpha_0 + 2\epsilon N}}{(\sum_{\ell}(2\ell + 1)C_\ell(0)\ell^{-2\alpha_0 + \epsilon N})^2} \geq 1 + \frac{c_\epsilon}{(\log L_N)^2},$$
with $c_\epsilon > 0$. Now, since
$$\log(1 + x) \geq \frac{x}{1 + x}, \quad x > -1,$$
we have
$$V_N(m_{\epsilon, 1}, \alpha_0) \geq \frac{c_\epsilon}{1 + c_\epsilon}(\log L_N)^{-2}.$$
A similar argument holds for $m_{\epsilon, 2}$.

Then, from Equation (3.11) and Lemma 3.4,
$$P_T \left( \sup_A |T_N(\alpha, \alpha_0)| \geq \inf_{B, G : \alpha_0} V_N(\alpha, \alpha_0) \right) = O \left( \frac{(\log L_N)^2}{\sqrt{N}} \right).$$

Using Condition 3.1, we obtain the claimed result. \hfill \Box

**Proof of Lemma 3.7.** First, observe that
$$\frac{dR_N(G^*, \alpha)}{d\alpha} = \frac{d}{d\alpha} \left( -\frac{\hat{U}_N^2}{\tilde{D}_N} \right)$$
$$= \frac{-2\hat{U}_N\hat{U}_N'\tilde{D}_N + \hat{U}_N^2\tilde{D}_N'}{\tilde{D}_N^2}$$
$$= \frac{\hat{U}_N}{\tilde{D}_N} \left( -2\hat{U}_N' + \frac{\hat{U}_N}{\tilde{D}_N} \tilde{D}_N' \right).$$

Then, recall from Lemma 3.5 that $\frac{\hat{U}_N}{\tilde{D}_N(\alpha_0)} \to G_0$. Now, we have that
$$-2\hat{U}_N(\alpha_0) = 2 \sum_\ell \log \ell \ell^{-\alpha_0}(2\ell + 1)\hat{C}_{\ell, N}(1),$$
while
$$\tilde{D}_N'(\alpha_0) = -2 \sum_\ell \log \ell \ell^{-2\alpha_0}(2\ell + 1)\hat{C}_{\ell, N}(0).$$

The following upper bound thus holds
$$E \left| \sum_\ell \log \ell \ell^{-2\alpha_0}(2\ell + 1)\hat{C}_{\ell, N}(0) - \sum_\ell \log \ell \ell^{-2\alpha_0}(2\ell + 1)C_\ell(0) \right|$$
$$\leq \sum_\ell \log \ell \ell^{-2\alpha_0}(2\ell + 1)C_\ell(0)E \left| \hat{C}_{\ell, N}(0) \right| = \frac{c}{\sqrt{N}},$$
where $c > 0$. In addition,
$$2 \sum_\ell \log \ell \ell^{-\alpha_0}(2\ell + 1)\hat{C}_{\ell, N}(1) + G_0\tilde{D}_N' = 2 \left( \sum_\ell \log \ell \ell^{-\alpha_0}(2\ell + 1)\hat{C}_{\ell, N}(1) - \sum_\ell \log \ell \ell^{-2\alpha_0}(2\ell + 1)\hat{C}_{\ell, N}(0) G_0 \right)$$
$$= 2 \sum_\ell \log \ell \ell^{-\alpha_0}(2\ell + 1) \left( \hat{C}_{\ell, N}(1) - G_0\ell^{-\alpha_0}\hat{C}_{\ell, N}(0) \right)$$
$$= \frac{2}{\sqrt{N}} \sum_\ell \log \ell \ell^{-\alpha_0}\sqrt{2\ell + 1}C_\ell(0)B_{\ell, N},$$
where
$$B_{\ell, N} = \frac{1}{C_\ell(0)\sqrt{N(2\ell + 1)}} \sum_{t=1}^{N} \sum_{m=-\ell}^{\ell} a_{\ell, m}(t - 1)a_{\ell, m, Z}(t).$$
Recall that, for fixed $\ell \in \mathbb{N}$, $B_{\ell,N}$ belongs to the second order Wiener chaos and
\[ B_{\ell,N} \overset{d}{\to} Z_{\ell} \sim \mathcal{N}\left(0, \frac{C_{\ell,Z}}{C_{\ell}(0)}\right), \quad N \to \infty; \]
see [NP12] and also [CM21], for definitions and proofs. Moreover, we have that
\[
\frac{\hat{U}_N}{D_N} \hat{D}'_N - G_0 \hat{D}'_N = \frac{\hat{D}'_N}{D_N} \left( \sum_{\ell} \ell^{-\alpha_0}(2\ell + 1)\tilde{C}_{\ell,N}(1) - \sum_{\ell} \ell^{-2\alpha_0}(2\ell + 1)\tilde{C}_{\ell,N}(0)G_0 \right)
= \frac{\hat{D}'_N}{D_N} \sum_{\ell} \ell^{-\alpha_0}(2\ell + 1) \left( \tilde{C}_{\ell,N}(1) - G_0 \ell^{-\alpha_0} \tilde{C}_{\ell,N}(0) \right)
= \frac{1}{\sqrt{N} D_N} \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N}.
\]
Hence, we can define
\[
A_N = \sqrt{N} \left( -2\hat{U}_N \frac{\hat{D}'_N}{D_N} \right) = \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N} \left( 2 \log \ell + \frac{D'}{D} \right),
\]
while
\[
C_N = \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N} \left( 2 \log \ell + \frac{D'}{D} \right),
\]
where
\[
\frac{D'(\alpha_0)}{D(\alpha_0)} = -2 \sum_{\ell} \log \ell \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0) < \infty.
\]
Thus, we first prove that $A_N - C_N \to 0$ in probability, as $N \to \infty$. Consider
\[
A_N - C_N = \left( \frac{\hat{D}'_N}{D_N} - \frac{D'}{D} \right) \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N}.
\]
It is clear that
\[
\left( \frac{\hat{D}'_N}{D_N} - \frac{D'}{D} \right) \overset{p}{\to} 0;
\]
moreover,
\[
(4.1) \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N} \overset{d}{\to} \mathcal{N}\left(0, \sum_{\ell} \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0)C_{\ell,Z}\right).
\]
Indeed, from [CM21], we have that
\[
\mathbb{E} \left[ \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N} \right] = 0,
\]
\[
\text{Var} \left[ \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N} \right] = \sum_{\ell} \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0)C_{\ell,Z},
\]
which is convergent, and
\[
\text{Cum}_4 \left[ \sum_{\ell} \ell^{-\alpha_0} \sqrt{2\ell + 1} C_{\ell}(0) B_{\ell,N} \right] = \sum_{\ell} \ell^{-4\alpha_0}(2\ell + 1)^2 C_{\ell}(0) \text{Cum}_4[B_{\ell,N}]
= \frac{6}{N} \sum_{\ell} \ell^{-4\alpha_0}(2\ell + 1)^2 C_{\ell}^2(0) C_{\ell,Z}^2,
\]
which goes to 0 as \( N \to \infty \). Thus, by the Fourth Moment Theorem [NP12, Theorem 5.2.7], we obtain (4.1). Finally, as far as the convergence in distribution for \( C_N \) is concerned, it holds that

\[
C_N \xrightarrow{d} N \left( 0, \sum_{\ell} \left( 2 \log \ell + \frac{D'}{D} \right)^2 \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0)C_{\ell;Z} \right),
\]

where as the proof is similar to the previous one.

As a consequence of Slutsky theorem, we conclude that

\[
\sqrt{N} S_N(\alpha_0) \xrightarrow{d} N \left( 0, G_0^2 \sum_{\ell} \left( 2 \log \ell + \frac{D'}{D} \right)^2 \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0)C_{\ell;Z} \right),
\]

Proof of Lemma 3.8. We first need to prove that \( Q(\alpha_0) \neq 0 \). If we denote with \( a_{\ell} = (2\ell + 1)C_{\ell}(0)\ell^{-2\alpha_0} \), we can write

\[
Q(\alpha_0) = \frac{G_0^2}{D^3} \sum_{\ell_1,\ell_2,\ell_3,\ell_4} \frac{a_{\ell_1}}{1 - \phi_{\ell_1}^2} \frac{a_{\ell_2}}{1 - \phi_{\ell_2}^2} \frac{a_{\ell_3}}{1 - \phi_{\ell_3}^2} \frac{a_{\ell_4}}{1 - \phi_{\ell_4}^2} \left( 2\log^2 \ell_1 + 2 \log \ell_1 \log \ell_2 - 8 \log \ell_1 \log \ell_2 + 8 \log \ell_1 \log \ell_2 - 4 \log^2 \ell_1 \right)
\]

\[
= \frac{G_0^2}{D^3} \sum_{\ell_1,\ell_2,\ell_3,\ell_4} \frac{a_{\ell_1}}{1 - \phi_{\ell_1}^2} \frac{a_{\ell_2}}{1 - \phi_{\ell_2}^2} \frac{a_{\ell_3}}{1 - \phi_{\ell_3}^2} \frac{a_{\ell_4}}{1 - \phi_{\ell_4}^2} \left( -2 \log^2 \ell_1 + 2 \log \ell_1 \log \ell_2 \right)
\]

\[
= - \frac{2G_0^2}{D^3} \sum_{\ell_1 > \ell_2,\ell_3,\ell_4} \frac{a_{\ell_1}}{1 - \phi_{\ell_1}^2} \frac{a_{\ell_2}}{1 - \phi_{\ell_2}^2} \frac{a_{\ell_3}}{1 - \phi_{\ell_3}^2} \frac{a_{\ell_4}}{1 - \phi_{\ell_4}^2} \left( \log \ell_1 - \log \ell_2 \right)^2 < 0.
\]

A simplified expression is then given by

\[
Q(\alpha_0) = \frac{G_0^2}{2} \left( D''(\alpha_0) - \frac{(D'(\alpha_0))^2}{D(\alpha_0)} \right).
\]

The rest of the proof follows the arguments of Theorem 3.2, by proving separately the convergence of each term in \( Q_N(\pi_N) \) and then applying Slutsky theorem. Note that \( |\pi_N - \alpha_0| = o_p(1) \) and \( \log L_N|\pi_N - \alpha_0| = a_p(1) \). Indeed, \( |\pi_N - \alpha_0| \leq |\hat{\alpha}_N - \alpha_0| \), thus for \( \epsilon > 0 \)

\[
\Pr(|\pi_N - \alpha_0| \geq \epsilon) \leq \Pr(|\hat{\alpha}_N - \alpha_0| \geq \epsilon),
\]

and

\[
\Pr(\log L_N|\pi_N - \alpha_0| \geq \epsilon) \leq \Pr(\log L_N|\hat{\alpha}_N - \alpha_0| \geq \epsilon).
\]

We report here for completeness the proof for the term \( D''(\pi_N) \). We have that

\[
\tilde{D}_N''(\pi_N) - D_N''(\alpha_0) = \sum_{\ell} \log^2 \ell \ell^{-2(\pi_N - \alpha_0)}(2\ell + 1)\tilde{C}_{\ell;N}(0) - \sum_{\ell} \log^2 \ell \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0)
\]

\[
= \sum_{\ell} \log^2 \ell \ell^{-2(\pi_N - \alpha_0)}(2\ell + 1)\tilde{C}_{\ell;N}(0) - \sum_{\ell} \log^2 \ell \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0)
\]

\[
\pm \sum_{\ell} \log^2 \ell \ell^{-2\pi_N}(2\ell + 1)C_{\ell}(0)
\]

\[
= \sum_{\ell} \log^2 \ell \ell^{-2(\pi_N - \alpha_0)}(2\ell + 1) \left( \tilde{C}_{\ell;N}(0) - C_{\ell}(0) \right)
\]

\[
+ \sum_{\ell} \log^2 \ell \ell^{-2\pi_N}(2\ell + 1)C_{\ell}(0)
\]

\[
= D_N'' + D_2''.
\]

Thus, it holds that

\[
\Pr \left( \left| \tilde{D}_N''(\pi_N) - D_N''(\alpha_0) \right| \geq 2\epsilon \right) \leq \Pr(|D_2''| \geq \epsilon) + \Pr(|D_2''| \geq \epsilon).
\]
For the first term, we choose a constant $\delta > 4$, and we obtain
\[
\Pr(\|D_n\| \geq \varepsilon) \leq \Pr \left( \|D_n\| \geq \varepsilon \cap |\overline{\alpha}_N - \alpha_0| < \frac{1}{\delta} \right) + \Pr \left( |\overline{\alpha}_N - \alpha_0| \geq \frac{1}{\delta} \right)
\]
\[\leq \Pr \left( \sum_{\ell} \log^2 \ell \ell^{2/\delta} \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0) \left| \frac{C_{\ell,N}(0)}{C_{\ell}(0)} - 1 \right| \geq \varepsilon \right) + o(1)
\]
\[\leq \frac{c}{\varepsilon} \sum_{\ell} \log^2 \ell \ell^{2/\delta} \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0) \frac{1}{\sqrt{(2\ell + 1)N}} + o(1) = o(1),
\]
where $c > 0$.

On the other hand, for a suitably small $\delta > 0$,
\[
\Pr (\|D_n\| \geq \varepsilon) = \Pr \left( \|D_n\| \geq \varepsilon \cap |\log L_N | \alpha_0 - \overline{\alpha}_N | < \delta \right) + \Pr \left( |\log L_N | \alpha_0 - \overline{\alpha}_N | \geq \delta \right)
\]
\[= \Pr \left( \|D_n\| \geq \varepsilon \cap |\log L_N | \alpha_0 - \overline{\alpha}_N | < \delta \right) + o(1),
\]
and using $|e^{-x} - 1| \leq 2|x|$ for $|x| \leq 1$, we obtain
\[
\ell^{-2(\alpha_0 - \overline{\alpha}_N)} - 1 = |\exp(-2 \log \ell (\alpha_0 - \overline{\alpha}_N)) - 1| \leq 4 \log \ell |\alpha_0 - \overline{\alpha}_N|
\]
hence,
\[
\Pr \left( \|D_n\| \geq \varepsilon \cap |\log L_N | \alpha_0 - \overline{\alpha}_N | < \delta \right)
\]
\[\leq \Pr \left( \sum_{\ell} \log^2 \ell \left| \ell^{-2(\alpha_0 - \overline{\alpha}_N)} - 1 \right| \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0) \geq \varepsilon \cap |\log L_N | \alpha_0 - \overline{\alpha}_N | < \delta \right)
\]
\[\leq \Pr \left( 4 \log L_N |\alpha_0 - \overline{\alpha}_N| \sum_{\ell} \log^2 \ell \ell^{-2\alpha_0}(2\ell + 1)C_{\ell}(0) \geq \varepsilon \right) = o(1).
\]
\[\square\]
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