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ABSTRACT Over the past few years, mobile robots are widely used in various industries because they can navigate in dynamic environments and carry out everyday tasks efficiently. Path planning undoubtedly plays an important role in mobile robot navigation, thus becoming one of the most researched topics in the field of robotics. The metaheuristic algorithms have been extensively studied in recent years to solve the path planning problems the same way as the optimization problems were solved, or in other words, plan the optimum path for the robot to navigate from the starting point to the destination. In this research, a mobile robot is launched to find its path from the starting point to the destination in three different simulated environments using a proposed hybrid metaheuristic algorithm between Particle Swarm Optimization and Fringe Search Algorithm, named PSOFS, and its simultaneous localization and mapping (SLAM) capability. During runtime, the path is optimized by considering the path length. The performance of PSOFS for local path planning is compared against two existing algorithms by evaluating the path smoothness as well as robot safety. The results showed that PSOFS has successfully generated shorter, smoother, and safer paths than the algorithms for mobile robot navigation in unknown indoor environments.

INDEX TERMS Local path planning, mobile robot navigation, unknown indoor environments, particle swarm optimization, fringe search algorithm, hybrid metaheuristics.

I. INTRODUCTION Over the last few years, robotics and automation have gradually developed in parallel to carry out tasks in almost every area better and eventually replace manual labor, such as autonomous freight transport. Car manufacturers, as well as computer and technology companies, play an active role in the development of autonomous navigation.

Based on a systematic literature review by [1], autonomous navigation for indoor mobile robots, especially those that function based on vision, did not receive as much attention as autonomous navigation of road vehicles, specifically cars and trucks. The authors stated that cars and trucks have similar locomotion mechanisms, which is four wheels, and move in the same structured environment, which is roads. However, indoor mobile robots such as aerial and ground robots must consider different locomotion mechanisms and unstructured environments. For example, aerial robots fly in the sky with their wings and ground robots move on the ground with their wheels. These generated more complicated locomotion mechanisms with unpredicted environments that needed more in-depth study. Besides, autonomous robots that are built for a single purpose can be quite expensive. The robot vacuum cleaners map the environment, sweep the whole area, empty their compartments, and recharge when needed. The automated guided vehicles (AGV) are guided by markings and landmarks placed on the environment to transport materials and products in the warehouses. In order
to accommodate robots in a specific environment or to enable robots to perform specific tasks, researchers often have to spend a lot of time and money building and configuring robot systems from scratch. Reconfiguration and further modifications may be required if there are any environmental changes. Regardless of the tolerance for conditions that new models can offer for those robots, robots still require a specialized configuration for their application.

Generally, there are four steps towards mobile robot navigation: perception, localization, cognition and path planning, and motion control. The first step is perception; the robot collects the environmental information from its sensors and followed by localization; reminds the robot of its position and environmental orientation for each iteration. Next is cognition and path planning; the robot plans its path to the destination. The last step is for the robot to track its path by controlling the motion. Besides, there are two types of navigation: global and local. Global navigation deals with completely known environments, while local navigation deals with partly known or unknown environments. Therefore, safe path planning is required by detecting and avoiding obstacles, then navigating from the starting point to the destination while meeting certain requirements such as distance and smoothness of the traveled path.

The existing path planning methods can be categorized as follows: classical methods and heuristic methods [26]. Classical methods such as cell decomposition method, potential field method, and roadmap method are often used in global navigation since the publication of [2]. However, these algorithms have limited intelligence. Evolutionary algorithms such as Artificial Neural Network (ANN) [3]–[5], Genetic Algorithm (GA) [6]–[8] and Particle Swarm Optimization (PSO) [9]–[11] algorithm are widely used in local navigation in recent years because they are more intelligent to control and execute a plan autonomously.

Reference [27] is an example of previous work that focuses on a heuristic method to solve a path planning problem where they proposed a path planning algorithm based on multi-objective Particle Swarm Optimization known as MOPSO for multi-robots. The path is constructed based on the sensors and experiences shared among the robots to achieve the best path, which is short, safe, and smooth. However, path planning is not limited to mobile robot application only, for instance, [28] utilized modified classical algorithm named as Improved Rapidly-exploring Random Tree (RRT) algorithm to generate a path for an industrial robot in a complex environment. As Deep Reinforcement Learning is merging, people are starting to utilize this algorithm in path planning. Reference [14] combining FastSLAM with Deep Reinforcement Learning to construct a path in a complex unknown environment for an application in a mobile robot. They are also using the Robot Operating System (ROS) as their platform for data gathering.

Ultimately, the motivation for this research is to enable collision-free navigation of a mobile robot in unknown indoor environments. As mentioned earlier, autonomous navigation for indoor mobile robots did not receive as much attention as autonomous navigation of road vehicles, and autonomous robots that are built for a single purpose can be quite expensive. The future robot must also be able to locate itself, find its way to the destination and avoid obstacles simultaneously after leaving the starting point in any indoor environment so that it can be used for various applications.

This research is done in three simulated indoor environments with a virtual robot, which is TurtleBot3 Burger. The simulated environments with the virtual robot are created using the Robot Operating System (ROS) and Gazebo.

Furthermore, the research problem is the problem of planning the optimum path for a mobile robot to navigate in unknown indoor environments. An optimum path refers to a path that is shorter, smoother in terms of the number of turns the robot needs to make to the destination, and safer in terms of the robot’s ability to avoid obstacles when navigating in an unknown environment. Even though there are many algorithms proposed for solving local path planning problem in recent years, researchers are constantly enhancing the algorithms and proposing their best algorithm to solve the problem.

In this paper, a hybrid method between Particle Swarm Optimization and Fringe Search is utilized to create a collision-free path between the starting point and the endpoint is presented. This paper is organized as follows: Section I introduces the subject related to path planning and recent methods developed for this subject matter; section II discusses the comparison methods for our proposed method which are PSOA and PSOD; section III discusses the proposed techniques; section IV describes the experimental setup; section V reports the results obtained after running the proposed method on 3 different layouts measuring their path length, safety, and smoothness. Finally, section VI gives an overall conclusion for this research.

II. STATE OF THE ART: PATH PLANNING
The existing path planning methods are divided into two main categories: classical methods and heuristic methods [26]. The classical methods include the Cell Decomposition approach (CD), the Probabilistic Road Map approach (PRM), the Potential Field approach (PF), and the Rapidly exploring Random Tree approach (RRT). The heuristic methods include Dijkstra’s algorithm, A* search algorithm, and D* algorithm. The evolutionary algorithms include Artificial Neural Network (ANN), Genetic Algorithm (GA), and Particle Swarm Optimization (PSO). All these approaches and algorithms are commonly utilized for mobile robot path planning. Since the last two decades, many heuristic methods such as Dijkstra’s algorithm, A* search algorithm, and D* algorithm were introduced and used for new robotic systems such as humanoid robots and space rovers. Generally, these algorithms are informed search strategy algorithms which are used for graph search, and they can find a path faster than the classical methods because of their completeness, efficiency, and optimality.
The A* search algorithm was presented by [18] in the year 1968. It is one of the variants of Dijkstra’s algorithm and commonly used to find the shortest path in a weighted directed graph (see Fig. 1). Unlike Dijkstra’s algorithm which only can explore one possible path at a time, the algorithm can explore multiple possible paths at a time from the origin vertex, until one of the paths ends at the destination vertex [18]. The efficiency of the algorithm in pathfinding is higher than Dijkstra’s algorithm. However, the algorithm is mainly used for global search in static environments. Therefore, a few variants of the algorithm, such as D* algorithm were developed.

FIGURE 1. A* Search Algorithm [22].

The D* algorithm was presented by [19] in the year 1994. It is one of the variants of Dijkstra’s algorithm and has a few variants such as field D* algorithm and Theta* algorithm (see Fig. 2.). As the mobile robot path planning problem is gradually aware of dynamic environmental information, Dijkstra’s algorithm and A* search algorithm which find paths in static environments are not so useful anymore. Therefore, the algorithm was developed to find paths in dynamic environments [19].

The Particle Swarm Optimization (PSO) algorithm was presented by [13] in the year 1995. This algorithm begins with a random solution and searches for the optimal solution through numerous iterations (see Fig. 4). The solution quality will be evaluated based on its fitness value over time, and eventually, the global optimal will be discovered by comparing the currently searched optimal value. There are several advantages of PSO such as fast convergence, high precision, and most importantly, simple implementation [13]. An improved PSO for a mobile robot’s path planning was proposed by [20]. The method is shown effective based on the simulation results. A global path planning method based on multi-objective PSO was proposed by [9]. The simulation has demonstrated the algorithm effectiveness. Reference [10] proposed some key technologies based on PSO for path planning in a radiation environment. The experiment has demonstrated the effectiveness and probability of the method. A predetermined waypoints method based on PSO was proposed by [11]. The approach has shown favorable results. Even though PSO is fast and efficient, it often suffers from local optimum [21]. PSOA, which is a hybrid algorithm of particle swarm optimization (PSO) algorithm and A* search algorithm was presented by [15] in the year 2018 for multiple robots to perform target searching in unknown environments.

FIGURE 2. D* Search Algorithm [22].

PSOA starts with initializing a swarm of particles based on the robot’s initial position. Next, the parameters for the PSO algorithm will be initialized, and the first position will be calculated randomly. Then, three phases based on the diversity measurement (Div) for attraction and repulsive of PSO with local search, namely attraction, repulsion and combination of attraction and repulsion. For each iteration, Div will be calculated to set the personal best for the particle. The fitness function refers to the detection of obstacles using the robot’s camera; however, in this research, the fitness function is the detection of obstacles using the robot’s sensor because TurtleBot3 Burger does not have a camera. Therefore, if the robot detects an obstacle during its navigation, the A* search algorithm will be used to continue planning the path for the robot. Besides, $d_{\text{high}}$ and $d_{\text{low}}$ refers to the upper and lower thresholds of Div, respectively. If Div is more than $d_{\text{high}}$, the robot will move towards the global best position – it is the attraction phase. If Div is in between $d_{\text{low}}$ and $d_{\text{high}}$, the robot will move towards its own best position – it is the combination of attraction and repulsion phase. Similarly, if Div is less than $d_{\text{low}}$, the robot will move towards its own best position – it is the repulsion phase. The new position will be updated accordingly in each iteration after one of the above steps is executed. The pseudo-code for PSOA can be referred to Algorithm 1 (Fig. 3).

PSOD, which is a hybrid algorithm of particle swarm optimization (PSO) algorithm and D* algorithm was presented by [25] in the year 2018 for mobile robot path planning in dynamic environments. PSOD starts with robot finding paths in the environment using the D* algorithm after it is launched.
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Algorithm 1 PSOA
1: create and initialize a swarm of particles based on the robot’s initial position
2: initialize parameters for PSO algorithm
3: calculate the first position randomly
4: while stopping criteria is not satisfied do
5: if FitnessFunction(robot, position) > 0 then
6: continue planning the path for the robot using A* search algorithm
7: else if Div > d_{high} then
8: \( v_{id} = w \times v_{id} + c_1 \times r_1 \times (pbest_{id} - x_{id}) + c_2 \times r_2 \times (gbest_{id} - x_{id}) \)
9: else if d_{low} < Div < d_{high} then
10: \( v_{id} = w \times v_{id} + c_1 \times r_1 \times (pbest_{id} - x_{id}) - c_2 \times r_2 \times (gbest_{id} - x_{id}) \)
11: else if Div < d_{low} then
12: \( v_{id} = -1 \times w \times v_{id} - c_1 \times r_1 \times (pbest_{id} - x_{id}) - c_2 \times r_2 \times (gbest_{id} - x_{id}) \)
13: end if
14: update new position accordingly
15: end while

FIGURE 3. Pseudo code for PSOA.

Once a path is obtained, the PSO algorithm is executed by first defining the number of via points and parameters for the algorithm, followed by randomly selecting a via point from the obtained path. Upon selection, the local and global values will be updated, and the via point will be interpolated by the spline equation. After that, the length of the respective path will be calculated.

At the end of the iteration, the algorithm will end with the best path with the best cost. Otherwise, it will return to the steps of defining the number of via points and parameters for the algorithm, randomly selecting a via point from the path obtained, updating local and global values, interpolating via point using spline equation, calculating the length of the respective path. The pseudo-code for PSOD can be referred to Algorithm 2 (Fig. 5).

Algorithm 2 PSOD
1: pathfinding using D* algorithm
2: define the number of via points and parameters for PSO algorithm
3: while stopping criteria is not satisfied do
4: select a via point from the obtained path randomly
5: update the local and global values
6: using PSO algorithm
7: interpolate the via point by spline equation
8: calculate path length
9: end while
10: return the shortest path

FIGURE 4. Particle Swarm Optimization [23], [24].

Lastly, a solution, which consists of values for path length, smoothness, and safety, is created at the end of each run for all algorithm. After the algorithm is run for 20 times, there will be 20 solutions created, and the best solution will be decided from the Pareto frontier, which is made up of some of these solutions. After the best solution is decided for each proposed and existing algorithm, there will be three best solutions to be compared and finalized.

FIGURE 5. Pseudo code for PSOD.
III. RESEARCH METHOD

The proposed methodology for this research is combination or hybridization of Particle Swarm Optimization (PSO) with Fringe Search Algorithm (FS) as shown in Algorithm 3 (Fig. 7), the robot’s starting point, the list of static obstacles in the respective world, and the robot’s destination are initialized. In this research, the starting point and destination are top left and bottom right coordinates, respectively in all worlds, while the list of obstacles is extracted from the respective_world file. Next, an empty list named path_points is created, and the robot’s starting point is then added to the list as the first point of the path. After that, the robot’s current position is initialized to the robot’s starting point and used as a particle in the implementation of the Particle Swarm Optimization algorithm (PSO) and the parameter setting is set as in Table 1. The PSO is utilized using Equation (1) – (4):

\[ v(t + 1) = wv(t) + \text{cognitive} + \text{social} \]
\[ \text{cognitive} = c_1 r_1 (p_{\text{best}} - x(t)) \]
\[ \text{social} = c_2 r_2 (g_{\text{best}} - x(t)) \]
\[ x(t + 1) = x(t) + v(t + 1) \]

where \( v \) is the velocity, \( w \) is the inertia weight, \( c_1 \) and \( c_2 \) are coefficient for cognitive and social respectively, \( r_1 \) and \( r_2 \) are a random number between 0 to 1 and \( x \) is the position of the particle. \( p_{\text{best}} \) is the best position found by the particle so far while \( g_{\text{best}} \) is the best position found by the swarm so far. During the iterations, the points generated by the PSO algorithm are evaluated by solving an objective function. The objective function is about minimizing the distance from the point to the destination, in which there is only one of the optimization criteria mentioned earlier, i.e. path length, is used for the objective function. Whichever point in the swarm can move the furthest from the current point, and it will be used as the next turning point for the robot to make a turn and continue moving towards the destination. If the point generated by the PSO algorithm is less than one meter away from the edge of any obstacles, which is not safe for the robot to move towards, the Fringe Search algorithm (FS) will be used to find a safer point for the robot’s navigation.

FS utilized is the single-agent notation based on equation 5.

\[ f = g + h \]

\( g \) is the search path costs from the origin node to the current node and \( h \) is the heuristic estimation of the path cost from the current node to the target node. Once the robot reaches the destination, the robot’s destination will be added to path_points as the last point of the path. Finally, a solution with values for path length, smoothness, and safety is created and returned at the end of each run of the proposed algorithm along with the path.

IV. EXPERIMENTAL SETUP

The experimental setup consists of three steps: environment modelling, pathfinding and optimization, and obtain the optimum path. Environment modelling is to model the actual environment where mobile robots perform their tasks based on known map information to understand environmental variables such as obstacles better and reduce excessive planning and most computations.

This step is usually taken to solve global path planning problems, and the methods which are commonly used for modelling a robot’s working environment are cell decomposition approach and road map approach.

In this research, three indoor environments for mobile robot navigation are modelled; however, the environment maps remained unknown to the robot to solve the local path planning problem. Consequently, the robot had to explore the environments with its simultaneous localization and mapping (SLAM) capability and find its path to the known destination. Furthermore, inspired by video game difficulty levels, the simulated indoor environments are named Easy level world, Medium level world, and Hard level world, as shown in Fig. 6.

A simulated environment is commonly known as a world in Gazebo. Each of the above-mentioned worlds is created from an empty world using 10 × 10 square cells and has the same start and goal points which are (−4.5, −4.5) and (4.5, 4.5) respectively, though contains a different number of wooden color square boxes as the obstacles. The Easy, Medium, and Hard level worlds contain 8, 12, and 14 boxes, respectively. The worlds are shown along with the start and goal points in Fig. 6.

The second step of the proposed methodology – pathfinding and optimization – is about finding paths that fulfill optimization criteria. According to [12], there are three

| Parameter          | Value |
|--------------------|-------|
| Population size    | 15    |
| Number of iterations | 30    |
| Inertia weight     | 0.5   |
| Cognitive coefficient | 1     |
| Social coefficient  | 2     |

FIGURE 6. The Easy, Medium, and Hard level worlds in Gazebo where S and G are the start and goal points.
frequently used optimization criteria: path length, smoothness, and safety. A hybrid algorithm of particle swarm optimization (PSO) [13] and fringe search [14] algorithms are proposed to implement this step of the methodology. The robot’s starting point, the list of obstacles in the respective world, and the robot’s destination are initialized. In this research, the starting point and destination are top left and bottom right coordinates, respectively in all worlds, while the list of obstacles is extracted from the respective world description file. Next, an empty list named path_points is created, and the robot’s starting point is then added to the list as the first point of the path. After that, the robot’s current position is initialized to the robot’s starting point and used as a particle in the implementation of the PSO algorithm (see Table 1 for parameter setting). During the iterations, the points generated by the PSO algorithm are evaluated by solving an objective function.

The objective function is about minimizing the distance from the point to the destination, in which there is only one of the optimization criteria mentioned earlier, i.e. path length, is used for the objective function. Whichever point in the swarm can move the furthest from the current point, it will be used as the next turning point for the robot to make a turn and continue moving towards the destination. If the point generated by the PSO algorithm is not safe for the robot to move towards, the fringe search algorithm will be used to find a safer point for the robot’s navigation. Once the robot reaches the destination, the robot’s destination will be added to path_points as the last point of the path. Finally, a solution with values for path length, smoothness, and safety is created and returned at the end of each run of the proposed algorithm.

In continuation of the previous paragraph, PSOFS is proposed to solve the local path planning problem for mobile robot navigation in unknown indoor environments. In order to evaluate the performance of the proposed algorithm, two existing algorithms named PSOA and PSOD are implemented for comparison (see Table 1 for parameter setting). PSOA, which is a hybrid algorithm of PSO and A* search algorithms, was presented by [15] for multiple robots to perform target searching in unknown environments. On the other hand, PSOD, which is another hybrid algorithm of PSO and D* algorithms, was presented by [16] for mobile robot path planning in dynamic environments.

The reason to combine between PSO and FS which create the proposed method, PSOFS, is based on the performance of FS against A* search algorithm (a popular and highly optimized pathfinding algorithm in grid pathfinding approach) [14], [29]. PSOD is considered as part of comparison methods for PSOFS because it shows quite good promising results in a recent study. It is also quite decent in finding path within dynamic environments [30]. The source code and instructions on how to run the code is available here [31].

The third step of the proposed methodology – obtain the optimum path – is about obtaining the optimum path for a mobile robot to navigate smoothly from the starting point
to the destination in its working environment. All obtained paths are evaluated based on the above-mentioned optimization criteria, which are path length, smoothness, and safety, to identify the optimum path. The criteria are described as follows.

Path length refers to the total distance travelled by the robot from the starting point to the destination. Mathematically, this criterion is about finding distance between two points, and the distance is calculated using the Euclidean distance formula, as shown in Equation (6). The steps to compute a path length are described as follows based on an example. Given an environment which is made up of five obstacles OB1, OB2, OB3, OB4, and OB5, and a path that contains five points A, B, C, D, and E, there are four path segments, named AB, BC, CD, and DE. The first step is to calculate the lengths of these path segments, such as the distance from point A to point B and the distance from point B to point C. Secondly, sum all the lengths. Lastly, obtain the total path length. The shorter the path, the less time the robot takes to navigate from starting point to a destination point.

\[ d(p, q) = \sqrt{(q_1 - p_1)^2 + (q_2 - p_2)^2} \] (6)

Path smoothness refers to the number of turns with turning angles that the robot needs to make while navigating from the starting point to the destination. Mathematically, this criterion is about finding the angle between two lines using the formula shown in Equation (7). Also, before finding the angle between any two lines, the slopes of the lines are calculated using the formula shown in Equation (8). The steps to compute a path smoothness are described as follows based on the above-mentioned example. The first step is to calculate the angles between these path segments, such as the angle between segments AB and BC and the angle between segments BC and CD. Secondly, average all the angles using the formula shown in Equation (9). Lastly, obtain the average angle for evaluating the path smoothness. A smaller average angle means that the path is rather smooth for the robot to navigate from the starting point to the destination without making too many turns, especially sharp turns.

\[ \tan \theta = \left| \frac{m_2 - m_1}{1 + (m_2 * m_1)} \right| \] (7)

\[ m = \frac{y_2 - y_1}{x_2 - x_1} \] (8)

\[ \bar{a} = a \tan 2 \left( \frac{1}{n} \sum_{j=1}^{n} \sin \alpha_j, \frac{1}{n} \sum_{j=1}^{n} \cos \alpha_j \right) \] (9)

Path safety refers to the space between a path and the obstacles in a robot’s working environment. Mathematically, this criterion is about finding the distance from a point to a line. The steps to compute a path safety are described as follows based on the above-mentioned example. The first step is to calculate the midpoint for each path segment using the formula shown in Equation (10), such as midpoint Z for segment BC and midpoint Y for segment CD. Secondly, find the nearest obstacle to each midpoint using the k-dimensional tree data structure, which was presented by [17].

\[ (x_m, y_m) = \left( \frac{x_1 + x_2}{2}, \frac{y_1 + y_2}{2} \right) \] (10)

\[ d = \frac{|a(x_0) + b(y_0) + c|}{\sqrt{a^2 + b^2}} \] (11)

V. RESULTS AND ANALYSIS

In this chapter, the results of the experiments in all worlds using the proposed algorithm, which is PSOFS, are compared with the results of the experiment in all worlds using another two existing algorithms, which are PSOA and PSOD. Each algorithm is run for 20 times to obtain the optimum path for the robot to navigate in all worlds. After any of the algorithms are run for 20 times, there will be 20 solutions created and to be evaluated based on path length, smoothness, and safety. Next, the best solution is decided from the Pareto frontier, which is made up of some of these solutions. The best solution is a solution which consists of the largest value for path safety. After the best solution is decided for each proposed and existing algorithm, there will be three best solutions to be compared and finalized for the robot’s navigation in the respective world. Besides, the statistical analysis on PSOFS against PSOA and PSOD used the same sets of experiment results to run paired t-tests in Excel. A paired t-test is usually performed to determine whether the difference between the means of the two sets of scores is statistically significant. Before running paired t-tests on any two hybrids algorithms, the significance level is set to 0.05 by default and the hypothesized mean difference is set to zero, which is the null hypothesis value and represents no effect. In this case, a mean difference of zero represents no difference between the two algorithms, which is no effect.

The results of the local path planning experiments in Easy, Medium, and Hard level worlds using all algorithms will be discussed next. The results of each experiment will be organized into two parts. The first part of the results will contain a table containing the best paths and solutions obtained for the respective world using all algorithms. The second part of the results will contain the visualization of the best paths to find the best path for the robot to navigate in the respective world. Next, the results of the paired t-tests on PSOFS against PSOA in Easy, Medium, and Hard level worlds is discussed and followed by the results of the paired t-tests on PSOFS against PSOD in Easy, Medium, and Hard level worlds.

Based on Table 2 and Fig. 8, PSOFS returned the optimum path for the Easy level world, where the path length,
smoothness, and safety are 13.63, 0.01, and 1.41, respectively. The path length of 13.63 means that the total distance travelled of the robot from the starting point to the destination is 13.63 meter. The path smoothness of 0.01 means that the path is rather smooth for the robot to navigate from the starting point to the destination without making too many turns, especially sharp turns. The path safety of 1.41 means that the shortest distance from the path to any obstacles in the respective world is 1.41 meter.

Based on Table 3 and Fig. 9, PSOFS returned the optimum path for Medium level world, where the path length, smoothness, and safety are 14.78, 0.11, and 0.91, respectively. The path length of 14.78 means that the total distance travelled of the robot from the starting point to the destination is 14.78 meter. The path smoothness of 0.11 means that the path is rather smooth for the robot to navigate from the starting point to the destination without making too many turns, especially sharp turns. The path safety of 0.91 means that the shortest distance from the path to any obstacles in the respective world is 0.91 meter which makes it safer compared to PSOD which is 0.85 meter although the path length of PSOD is slightly shorter compared to PSOFS. The path generated by PSOA is not considered as an optimal path because the smoothness value given is too high, which is 6.24.

Based on Table 4 and Fig. 10, PSOFS returned the optimum path for the Hard level world, where the path length, smoothness, and safety are 14.15, 0.53, and 5.1, respectively. The path length of 14.15 means that the total distance travelled of the robot from the starting point to the destination is 14.15 meter. The path smoothness of 0.53 means that the path is rather smooth for the robot to navigate from the starting point to the destination without making too many turns, especially sharp turns. The path safety of 5.1 means that the shortest distance from the path to any obstacles in the respective world is 5.1 meter.
that the shortest distance from the path to any obstacles in the respective world is 5.1 meter.

The p-values of the unpaired t-tests on PSOFS against PSOA in Easy, Medium, and Hard level worlds are 0.966051195, 0.001083842, and 0.010912967, respectively. Most of the p-values are less than the standard significance level of 0.05. Thus, the mean difference is statistically significant, and the null hypothesis can be rejected. The p-values of the unpaired t-tests on PSOFS against PSOD in Easy, Medium, and Hard level worlds are 1.52503E-11, 7.39472E-11, and 0.702707325, respectively. Most of the p-values are less than the standard significance level of 0.05, thus the mean difference is statistically significant, and the null hypothesis can be rejected.

In order to plan the most optimal path for a mobile robot to maneuver in a completely new environment, a metaheuristic algorithm with local search ability is required. To improve the PSO algorithm that does not have local searchability. Generally, there are four ways to improve the algorithm. First, the increase in population size will lead to faster and more precise convergence. Second, the balance between exploration and exploitation will unveil the most accurate solution that is close to global optima. The third approach would be the sub-swarm approach which will increase the algorithm efficiency. Finally, dynamic velocity adjustment will direct particles in different directions towards the global optimum. Ultimately, one of the possible solutions for this research would be implementing one of the approaches stated above. Another possible solution would be combining the PSO algorithm with a local search algorithm such as hill climbing and simulated annealing.

VI. CONCLUSION

This paper is aimed to solve the problem of planning the optimum path for a mobile robot to navigate in unknown indoor environments. Various existing path planning methods for mobile robot navigation are studied. Heuristic and metaheuristic algorithms are selected to develop the hybrid metaheuristic algorithm of this research. Next, the indoor environments for mobile robot navigation are modeled in the next stage of the experiment without the robot has a prior knowledge on the environment maps. Hence, the robot needs to explore the environment and solves the local path planning problem based on the proposed algorithms. The robot departed from the starting point, explore the environments with its simultaneous localization and mapping (SLAM) capability, and find its path to the known destination using the proposed algorithm and two existing algorithms. All the paths created by these algorithms are evaluated in terms of path length, smoothness, and safety during runtime. Finally, the optimum path obtained from the paths created by the proposed algorithm is compared with the respective optimum paths obtained from the paths created by another two existing algorithms.

In continuation of the previous paragraph, the results of the experiment in all worlds using the proposed algorithm, which is PSOFS, are compared with the results of the experiment in all worlds using another two existing algorithms, which are PSOA and PSOD. Based on the experiment results and the results of the statistical analysis on PSOFS against PSOA and PSOD, there are two comparison results for each level world (Easy, Medium, and Hard) with the consideration factors of Path Length, Smoothness, and Safety. Hence the total tests for PSOFS in statistical analysis are six tests and based on the observation the paths returned by PSOFS are indeed better optimized than the paths returned by PSOA and PSOD in 4 tests out of 6 tests which are 66.67% better performance. Hence, it is noteworthy that PSOFS can perform better compared to PSOA and PSOD in general.

Since the proposed method PSOFS is performing well compared to PSOA and PSOD then perhaps it can be further investigate the performance of PSOFS against more recent improved hybrid method between heuristic and metaheuristic

### TABLE 4. Results of local path planning experiments in hard level world using PSOFS, PSOA, and PSOD.

| Algorithm | Path                                      | Solution                  |
|-----------|-------------------------------------------|---------------------------|
| PSOFS     | [(-4.5, -4.5), (-0.4, -2.7), (4.1, 0.2), (4.5, 4.5)] | [14.15, 0.53, 5.1]        |
| PSOA      | [(-4.5, -4.5), (-2.4, -4.2), (3.7, -0.5), (4.3, 0.5), (4.3, 1.9), (4.3, 2.2), (4.4, 3.7), (4.4, 4.2), (4.4, 4.4), (4.4, 4.5), (4.5, 4.5)] | [14.53, 0.0, 0.2]        |
| PSOD      | [(-4.5, -4.5), (1.8, -0.9), (4.2, 0.0), (4.2, 2.6), (4.2, 3.0), (4.3, 3.5), (4.4, 3.6), (4.4, 3.7), (4.4, 4.3), (4.5, 4.4), (4.5, 4.5)] | [14.44, 0.27, 1.37]      |

![FIGURE 10. Visualization of the Best Paths for Hard Level World using PSOFS, PSOA, and PSOD.](image-url)
algorithms for path planning application such as Genetic Algorithm (GA), Simulated Annealing (GA), Ant Colony Optimization (ACO), Artificial Neural Network (ANN), etc. This research has good potential to be applied in autonomous vehicles such as Smart Car, Unmanned Aerial Vehicle (UAV), Unmanned Ground Vehicle (UGV), and Autonomous Underwater Vehicle (AUV). It also can be applied in navigation systems such as Google Maps and Waze.
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