Abstract—Firewall policies are an important line of defence in cybersecurity, specifying which packets are allowed to pass through a network and which are not. These firewall policies are made up of a list of interacting rules. In practice, firewall rules can consist of hundreds or thousands of rules. This can be very difficult for a human to correctly configure [12], [16]. One proposed solution is to model firewall policies as Boolean expressions and use existing computer programs such as SAT solvers to verify that the firewall satisfies certain conditions. This paper takes an in-depth look at the Boolean expressions that represent firewall policies. We present an algorithm that translates a list of firewall rules into a Boolean expression in conjunctive normal form (CNF) or disjunctive normal form (DNF). We also place an upper bound on the size of the CNF and DNF that is polynomial in the number of rules in the firewall policy. This shows that past results suggesting a combinatorial explosion when converting from a Boolean expression in CNF to one in DNF does not occur in the context of firewall analysis.
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I. INTRODUCTION

Firewalls form one of the first lines of defence in cybersecurity. They help to protect the network by implementing a security policy, a set of rules that tells the firewall which packets are allowed to pass through the firewall and which packets cannot.

The main motivation behind this research is that firewalls are complicated [16]. When there are a sufficiently large number of interconnected rules, it becomes difficult for a human to keep track of the policy enforced by the firewall [12], [16]. Errors in firewall configurations are common in practice, and can lead to large security holes that compromise entire networks [16]. To make things easier for a human operator, it is important to be able to reason about the firewall’s security policy in a computational and mathematical manner.

A useful tool in the analysis of firewall policies is Boolean algebra. In a large number of scenarios, the firewall’s security policy can be viewed as a Boolean expression. Each rule in the security policy consists of an action and a predicate of a particular type. The firewall works by taking a packet and comparing the packet’s data against these rules.

Previous work [8]–[10], [17] has shown this link between Boolean expressions and firewall policies, but relatively little has gone into the specific structure of the Boolean expression. We hope this paper can bridge this gap in exploring the Boolean structure of firewall policies.

The main contributions of our paper are:

1) We provide an efficient encoding of stateless firewall policies as Boolean expressions with bounds on the size of the resultant Boolean expressions.
2) We give an algorithm for translating in polynomial time, firewall policies from Boolean expressions in CNF to Boolean expressions in DNF and back.
3) We prove that the combinatorial explosion when translating between Boolean expressions in CNF to DNF does not occur in firewall analysis as previously suggested in [6].

II. BACKGROUND AND RELATED WORK

A. Firewall analysis

A firewall is a method of filtering traffic on a computer network. A firewall sits either at the boundary of, or within a computer network and either allows packets to pass through the firewall or drops the packet from the network. The firewall policies that we consider consist of an ordered list of rules; each is made up of d intervals followed by an action which is either accept or reject. For instance, a firewall rule could say that if the destination port is between 20 and 40, then allow the packet to pass through the network. A packet is compared to a rule in the firewall by comparing the number in the packet’s header to the corresponding interval specified by the rule. If the numbers in the packet’s header belong to each of the corresponding intervals, then the rule’s action is applied to the packet.

Here we use the term firewall policy to denote a Boolean expression that represents the set of packets that are allowed through a firewall. A firewall rule list is a method of expressing a firewall using an ordered list of rules.

Most firewall rules focus on just five packet header fields: protocol number, source and destination IP addresses, and source and destination port numbers [11]. There are other types of firewalls that employ more complex methods of packet inspection such as stateful policies, or deep packet inspection, but these are outside the scope of the paper. We do allow for filtering on more than just the five-tuple described but the important detail is that there can only be a bounded number of such fields without significantly altering the TCP/IP protocol.

B. Boolean algebra

When we restrict firewalls to only allow or deny incoming and outgoing packets, a firewall policy is equivalent to a Boolean expression specifying which packets will be permitted through the firewall. This idea is useful because it allows us to
express problems in firewall analysis as Boolean satisfiability (SAT) problems, and to use tools such as SAT solvers to extract information about the policy [8–10], [17]. In this section, we define some common terminology used in Boolean algebra.

A Boolean expression consists of a set of variables \(x_i\) which can take a value of 0 or 1. A Boolean expression \(\text{EXP}\) consists of either a variable, the negation of an expression \(\neg\text{EXP}\), the disjunction of two expressions \(\text{EXP}_1 \lor \text{EXP}_2\), or the conjunction of two expressions \(\text{EXP}_1 \land \text{EXP}_2\). For instance, the following is a Boolean expression: \((x_1 \lor \neg x_2) \lor \neg(x_3 \land \neg x_1)\).

A *normal form* is a method of specifying a mathematical object that has a particular syntactic form. A Boolean expression is in conjunctive normal form (CNF) if it is the conjunction of one or more clauses: \(C_1 \land C_2 \land \cdots \land C_m\), where each clause \(C_i\) is of the form \(v_1 \lor v_2 \lor \cdots \lor v_n\), and each \(v_i\) is either a variable or the negation of a variable. Similarly, a Boolean expression is in disjunctive normal form (DNF) if it is the disjunction of numerous clauses: \(C_1 \lor C_2 \lor \cdots \lor C_m\), where each clause \(C_i\) is of the form: \(v_1 \land v_2 \land \cdots \land v_n\), and each \(v_i\) is either a variable or the negation of a variable. The restrictive syntax of normal forms allows one to make statements about the computational complexity of certain problems. For instance, the problem of determining if a Boolean expression can evaluate to 1 is called Boolean satisfiability (SAT). If a Boolean expression is in CNF and every clause consists of at least 3 variables then solving SAT is an NP-complete problem. However, solving SAT on a Boolean expression in DNF can be solved in linear time in the size of the DNF expression [6].

### C. Boolean algebra in firewall analysis

Hazelhurst [8], [9] uses Boolean models to make firewall analysis simpler. The author argues that by expressing firewall policies as Boolean decision diagrams, managing firewalls becomes easier for a human to understand. Elmallah and Gouda [7] use Boolean algebra to place lower bounds on the complexity of certain problems in firewall analysis. The authors define twelve decision problems in firewall analysis, and show how they can be expressed as Boolean SAT problems.

Like Boolean expressions, firewall policies can also be expressed in normal form. In this paper we consider whitelists and blacklists. These are normal forms of firewalls that are very similar to CNF and DNF of Boolean expressions. A whitelist is a firewall policy that consists entirely of rules of the form \(<\text{predicate}> \rightarrow \text{allow}\) followed by a default rule that denies all other packets. Likewise, a blacklist is a firewall policy whose rules are of the form \(<\text{predicate}> \rightarrow \text{deny}\) followed by a default rule that accepts all remaining packets. Whitelists and blacklists have been studied by Ranathunga et al. [13]. There are advantages to expressing firewalls as blacklists and whitelists. One notable advantage is that rules commute when expressed in this way. This in turn has advantages when it comes to reasoning about firewall configurations. When one wants to add an extra rule to a firewall in whitelist form, it is not necessary to work out where in the rule list it needs to be placed. The same also applies for firewalls expressed as blacklists.

In [13] the authors also discuss the advantages of whitelists from a security perspective. In a safety critical computer system, such as a power plant, where malicious behaviour can lead to large amounts of damage and loss of life it is far better to deny a trusted user than allow an untrustworthy user access.

Firewall policies expressed as a whitelist are similar to Boolean expressions in DNF, in the sense that a packet is able to pass through the firewall if its header is contained in the disjunction of the firewall rules; that is, if the packet satisfies at least one of the rules. Likewise, an input satisfies a Boolean expression in DNF if it satisfies at least one of the clauses. Similarly, a blacklist firewall policy is similar to a Boolean expression in CNF in that a packet is allowed through the firewall if it does not satisfy any of the reject rules. More formally, a packet is allowed through a firewall blacklist if it is contained in the conjunction of the negation of each rule. We use this similarity later in the paper to define a method of translating firewall policies into Boolean expressions in normal forms.

### D. Assumptions in this paper

In their paper [7], Elmallah and Gouda define 12 problems in firewall analysis and show that they are NP-complete. In doing so, they show that a Boolean 3-SAT problem can be translated into a firewall policy in such a way that there is a one-to-one correspondence between rules in the firewall and clauses in the 3-SAT expression. This mapping from 3-SAT to firewalls can be done in polynomial time, proving the NP-completeness of Elmallah and Gouda’s 12 problems in firewall analysis. However, one of the key ingredients in their proof is introducing an arbitrary number of packet header fields. We do not believe this to be a realistic depiction of a computer network. The TCP/IP protocol suite consists of packets that have a finite number of header fields [4]. In most works on firewall management there are only 5 packet header fields that are considered. Even in more complex situations we can assume an upper bound of 10 to 12 fields.

In order to analyse computational complexity, it is important to specify which variables are being held constant and which are allowed to increase. In this paper, we keep the number of packet header fields constant and allow the number of possible field values such as addresses to increase. This number of possible addresses is called \(B\). It is assumed that \(B\) is large but \(\log(B)\) is small or at least manageable. For instance, in IPv6, \(B\) would be \(2^{128}\).

Heule et al. [14] reinforce the idea that the number of fields in a packet header can almost always be assumed to be constant. In [14], the authors describe a polynomial-time algorithm to answer the firewall implication problem in [7]. The firewall implication problem is “given two firewalls \(F_1\) and \(F_2\) and a packet \(p\), determine if there is an implication \(F_1 \rightarrow F_2\)."
and $F_2$, is it the case that all the packets accepted by $F_1$ are also accepted by $F_2$?" We extend this work to provide a framework for designing polynomial time algorithms for all the problems in [7].

Another assumption we make is that every predicate in each rule of the firewall is made up of queries of the form $X > Y$ or $X = Y$, that is, we treat each packet header field as a number and we focus only on queries about the size of the number. Our complexity results would not hold if the firewall was capable of querying individual bits of a packet header.

E. Firewall decision trees

Firewall decision trees are a useful way of representing a firewall policy. We use this model of firewall policies as an intermediate step between firewall policies given as rule lists, and firewall policies given as Boolean expressions. The reason for using firewall decision trees as an intermediate model is so we can use results from [1], [2], which place bounds on results to place bounds on the size of the Boolean expression. A firewall decision tree is a weakly-connected acyclic digraph used to represent firewall policies. A node in the digraph with no outgoing edges is called terminal. Every terminal node in the decision tree is assigned an action, in our case, this action is accept or deny. Every non-terminal node is marked with a name of a field and has outgoing edges marked with an interval of values. The values on different outgoing links from the same non-terminal node do not overlap. There is a single node called the root node such that all edges connected to this node are outgoing edges. Given any packet $p$, there is exactly one path from the root that finishes at a terminal node. This terminal node defines the decision made by the firewall for the packet $p$. For an example of a firewall decision tree, see Figure 16.

We define the depth of a node $N$ in a tree as the number of edges in the path from the root node to $N$. Because the decision tree is a tree, this path is unique. For simplicity, we assume that all nodes of a given depth are marked with the same field name and that all terminal nodes are located at the same depth. This convention is not strictly necessary; we could omit certain non-terminal nodes. This would correspond to a firewall in which some rules do not depend on certain packet fields. We could also permute some non-terminal nodes within the tree. This would correspond to a rule where you check the packet fields in a different order. We ignore these for simplicity.

A decision tree is a simple deterministic finite automaton. To evaluate a packet against a firewall decision tree, we follow a path from the root down to the leaf node choosing at each node, the edge whose label corresponds to the packet’s field value. We can do this by performing a binary search at each node, looking for the interval that corresponds to our given packet. Since the intervals in the outgoing edges of each node are disjoint, this path from root node to terminal node is unique. If we order the outgoing edges of each node, then we can match a packet against a firewall in $O(\log(n)d)$ time, where $n$ is the number of rules and $d$ is the number of fields in a packet header.

III. ALGORITHM FOR GENERATING FIREWALL DECISION TREES

In this section, we present an algorithm for translating a firewall rule list into a firewall decision tree. Based on this algorithm, we can place bounds on the size of the tree and later place bounds on the efficiency of CNF and DNF translation.

Let $I$ and $J$ be disjoint intervals on the natural numbers such that the smallest element of $J$ is larger than the largest element of $I$. We define the interval $b(I, J)$ as the set of all natural numbers between $I$ and $J$. $b(0, J)$ the interval of natural numbers smaller than any element of $J$, and $b(I, \infty)$, the set of natural numbers larger than any element of $I$.

We use $T$ to denote a firewall decision tree. Let $I_i$ be the intervals in the outgoing edges from the origin of $T$, and $T_i$ be the subtrees whose root is the end of $I_i$. We abuse notation and use $I_i$ to denote both the directed edge and its label.

We now recursively define the addrule algorithm. It is a recursive algorithm that takes a rule $r$ and an existing policy, finds which parts of the rule are already covered by the policy, and then splits $r$ into sub-rules that are not covered by the policy. A rule is defined as a list $(r_1, r_2, \ldots, r_n, A)$, where each $r_i$ denotes an interval over the natural numbers and $A$ is an action, either accept or deny. We use $r(2, :) \rightarrow$ rule $r$ with the first entry removed, similar to the command “cdr” in the LISP programming language. A rule can consist of no intervals and a single action $A$. We begin with the rule $r$ and tree $T$ as inputs.

We use vectors and trees interchangeably when we talk about the tree $r(2, :) \rightarrow$. We represent a vector $v = (v_1, v_2, \ldots, v_m)$ as a tree $T_v$, by defining a tree with $m + 1$ nodes $n_0, n_1, \ldots, n_m$. We put directed edges between the nodes $n_i, n_{i+1}$ for $i = 0, \ldots, n - 1$, and the edge between $n_{i-1}, n_i$ is marked with $v_i$. Essentially, when we express a vector as a tree, we draw a sequence of connected lines each marked with the vectors entries.

In order to give the reader a more intuitive understanding of the notation used in this paper, we have provided a diagram, Figure 2, to demonstrate this notation.

The diagrams in Figures 3 and 4 show one iteration of the addrule algorithm, showing the new branches created in the firewall decision tree, as well as their labels and new subtrees.

1) Concrete example of the addrule algorithm: Here we show an example of the algorithm being used to construct the decision tree for the following rules in interval notation:

\[(1, 10)(2, 5)(1, 10) \rightarrow \text{accept}\]

\[(3, 15)(3, 4)(1, 10) \rightarrow \text{deny}\]

We begin by creating a decision tree from a single rule. This is shown in Figure 3.

We then take the second rule $(3, 15)(3, 4)(1, 10) \rightarrow \text{deny}$ and merge it into the decision tree. This is shown in Figure 4.

Since the intervals $(1, 10), (3, 15)$ intersect in $(3, 10)$, we split the intervals up into the three intervals $(1, 2), (3, 10),$ and $(11, 15).$ As rule 1 is the only rule that corresponds to the interval $(1, 2)$, we append $r(2, :) \rightarrow$ to the end of the edge marked $(1, 2).$ This is shown in Figure 5.
The Addrule algorithm

if $r$ and $T$ both consist of an action then
   $\text{addrule}(r, T) = T$
else
   let $I_r$ be the first interval in the rule $r$.
   for each interval $I_i$ in the outgoing edges of the root node of $T$ do
      if $I_i \cap I_r$ is nonempty then
         split $I_i$ into two (possibly empty) edges $I_i \cap I_r$ and $I_i \setminus I_r$. A the end of $I_i \setminus I_r$, we place the subtree $T_i$, and at the end of $I_i \cap I_r$, we place the subtree $\text{addrule}(r(2,:), T_i)$ (the rule $r$ could still refer to packets not in the domain of the tree).
   else
      keep $I_i$ and its subtree $T_i$ in $T$
   end if
   end for
   consider the intervals $b(I_i, I_{i+1})$, (the intervals between the outgoing edges of the origin of $T$)
   for each interval in $[b(I_i, I_{i+1})]$ do
      if $b(I_i, I_{i+1}) \cap I_r$ is nonempty then
         create an edge from the origin of $T$, with the label $b(I_i, I_{i+1}) \cap I_r$ and the subtree $r(2,:)$ at the end of it.
      end if
   end for
end if

Fig. 1. An algorithm that takes a firewall decision tree and a rule and returns a new decision tree.

Fig. 2. The intervals that we consider in the first iteration of $\text{addrule}(r, T)$. The intervals $I_r$, represents the first interval of rule $r$, and $I_1$, $I_2$, and $I_3$ are the intervals from the root node of $T$. We use the red brackets to denote the intervals that we need to consider in the algorithm. We have made a point of only showing the non-empty intervals. For instance, since $I_3$ is completely disjoint from $I_r$, we do not consider the interval $I_3 \cap I_r$, likewise, we do not need to consider the empty interval $I_3 \setminus I_r$, but we need to consider both $I_1 \cap I_r$ and $I_2 \setminus I_r$, since $I_1$ and $I_r$ overlap.

Now that we have completed the decision tree from the origin, we need to merge rule $r_2(2,:)$, into $T_1$, the subtree whose root node is the endpoint of the edge labelled $(3,10)$. So we take the first interval in rule $r_2(2,:)$, $(3,4)$, and the intervals in the outgoing edges of the root node of $T_1$, $(2,5)$. These intervals intersect at $(3,4)$, and rule 2 is not present at $(2)$, and $(5)$. This is shown in Figure 8.

So now, our final step is to merge the rule $(1,10) \rightarrow \text{deny}$, with the tree, that consists of a single edge $(1,10) \rightarrow \text{accept}$. Since the interval of the tree’s outgoing edge, is a superset of the rule’s interval, the rule is completely subsumed by the tree and we just have the tree $(1,10) \rightarrow \text{accept}$.

We have now reached the base case. We have a tree that just consists of the action accept and a rule that just consists of the action deny. As specified in the algorithm, the accept action takes highest priority and so we have our decision tree.

We now have a decision tree representation of the rules
Fig. 6. The intermediate decision tree created from two rules connected at the origin. Observe that the outgoing edges from the origin are marked with overlapping intervals. This will be fixed in later iterations of the addrule algorithm. The red edges and labels correspond to packets that rule \( r \) refers to but the tree \( T \) does not.

Fig. 7. The first recursion: We add the parts of \( I_r \) that do not intersect \( I_1 \) as a separate branch. We now have the subtree \( T_1 \) which will be resolved in the next iteration of the addrule algorithm.

Fig. 8. The second iteration of the addrule algorithm. All the edges of depth two are marked with disjoint intervals.

(1, 10)(2, 5)(1, 10) \( \rightarrow \) accept and (3, 15)(3, 4)(1, 10) \( \rightarrow \) deny. We can translate the decision tree back into a rule list by taking the paths from the origin to every leaf node. So the rules (1, 10)(2, 5)(1, 10) \( \rightarrow \) accept and (3, 15)(3, 4)(1, 10) \( \rightarrow \) deny are equivalent to the list of rules

(1, 10)(2, 5)(1, 10) \( \rightarrow \) accept
(3, 10)(2)(1, 10) \( \rightarrow \) accept
(3, 10)(3, 4)(1, 10) \( \rightarrow \) accept
(3, 10)(5)(1, 10) \( \rightarrow \) accept
(11, 15)(3, 4)(1, 10) \( \rightarrow \) deny

Since the predicates of each rule refers to disjoint sets, the order of the rules is irrelevant.

Using this algorithm to translate a firewall into a decision tree, the tree can grow quite quickly. We now introduce the final step of this algorithm which groups adjacent rules together to create a reduced tree. We say that two nodes \( n_1 \) and \( n_2 \) of a firewall decision tree are adjacent if and only if the following three conditions hold:

1) \( n_1 \) and \( n_2 \) are sibling nodes i.e., they have the same parent node.
2) Let \( e_1 \) and \( e_2 \) denote the edges that connect \( n_1 \) and \( n_2 \) to their mutual parent node. \( e_1 \) and \( e_2 \) are marked with two intervals \((a, b)\) and \((c, d)\), where \( c = b + 1 \).
3) The sub-trees, with \( n_1 \) and \( n_2 \) as their respective roots are identical.

Intuitively, we can imagine each rule in the firewall as being a rectangular hyperprism. In our examples, \( d = 3 \) and we can imagine each rule as a rectangular prism. When two rules are adjacent we can represent them both using a single rule. This is the same as putting the two rectangular prisms together to form a single rectangular prism. The three conditions is a mathematically rigorous way of stating this.

Two adjacent nodes can be grouped together as follows

- Starting at the terminal nodes, group together all adjacent nodes.
- For every node at depth \( i \) for \( i \in d, d-1, \ldots, 2, 1 \) group together all adjacent nodes.

By starting from the bottom of the tree and proceeding upwards, we ensure that the sub-trees below two adjacent nodes are actually identical and not just equivalent. In this algorithm, each node of the tree is visited exactly once, and thus the algorithm runs in linear time with respect to the number of nodes.
Consider the decision tree in Figure 9. After grouping adjacent nodes together, we obtain the tree.

![Decision Tree Diagram](image)

Fig. 10. The decision trees with adjacent rules grouped together.

A. Whitelist and blacklist translation

It is a simple matter to extract the whitelist and blacklist translations of a firewall policy from a decision tree. In this subsection we present an algorithm that does this. A firewall decision tree is called complete when every packet is mapped to an action. We can make each firewall decision tree complete by merging it with a deny all rule or an accept all rule. We continue to use the example in Figure 10.

We merge this tree with a deny all rule to obtain the following decision tree. For simplicity, we assume that each packet header field takes on a number from 0 to 15.

![Complete Decision Tree Diagram](image)

Fig. 11. A complete decision tree given by taking the decision tree in Figure 10 and adding a deny rule using the addrule algorithm. Now every possible packet in this space is assigned a unique path from the tree’s origin to a leaf node.

We can translate the firewall policy into a whitelist by going through the tree and taking a list of all the paths from the origin to the decision nodes marked “accept”. Because the paths in the decision tree represent disjoint sets of packages, it does not matter what order we take these paths. The whitelist corresponding to Figure 11 is given by:

\[
(1, 10)(2, 5)(1, 10) \rightarrow \text{accept}
\]

\[
(1, 15)(1, 15)(1, 15) \rightarrow \text{deny},
\]

and the corresponding blacklist is given by:

\[
(1, 10)(1)(1, 15) \rightarrow \text{deny}
\]

\[
(1, 10)(2, 5)(11, 15) \rightarrow \text{deny}
\]

\[
(1, 10)(6, 15)(1, 15) \rightarrow \text{deny}
\]

\[
(11, 15)(1, 15)(1, 15) \rightarrow \text{deny}
\]

\[
(1, 15)(1, 15)(1, 15) \rightarrow \text{accept}.
\]

In summary, we have shown how to create a Boolean decision tree from a rule list using the addrule algorithm. We’ve seen how it takes a rule and recursively finds the components of the rule disjoint form the tree and adds these components to the tree.

IV. EXTRACTING BOOLEAN EXPRESSIONS FROM FIREWALL DECISION TREES

In this section, we provide an algorithm that extracts Boolean expressions from firewall decision trees. We then show that based on this algorithm, the size of the Boolean expressions are within a polynomial factor of each other.

Every firewall rule list consists of rules of the form \(<\text{predicate}>\rightarrow<\text{action}>\), We will first show how each predicate can be expressed as a Boolean formula and how, these formulas can be combined together to give a Boolean expression that describes the firewall policy. Consider the following rule:

\[
x_1 \in [0, 108] \land x_2 \in [21, 655] \land x_3 \in [7, 616] \rightarrow \text{accept}.
\]

Each rule consists of \(n\) statements of the form \(x_i \in [a, b]\), where \(a\) and \(b\) are (not necessarily distinct) integers. We show how to derive an expression for \(x_i \in [a, b]\) by using an interval tree. We then use the interval tree to augment the firewall decision tree to obtain a Boolean decision diagram. Using some simple combinatorial arguments, we show that the size of the firewall policy, represented as a Boolean expression in CNF/DNF can be bounded above by the size of the firewall policy expressed as a blacklist/whitelist multiplied by a constant factor.

The key technique used is that numbers can be represented as bit vectors. For example, an address segment is a vector of 8 bits. The 8-bit number \(x\) can be represented by the bit vector \((x_7, ..., x_0)\), where each \(x_i\) is a Boolean variable. Using \(f\) to represent 0 and using \(t\) to represent 1, the condition that the bit vector \(x\) is equal to 5, is \(x_7, ..., x_0 = f, f, f, f, f, t, f, f\). This yields the Boolean expression \(\neg x_7 \land \neg x_6 \land \neg x_5 \land \neg x_4 \land \neg x_3 \land x_2 \land \neg x_1 \land x_0\).
A. Segment trees

In the previous subsection, we showed how to represent numbers as bit vectors and how we can create a Boolean expression that checks equality. In this subsection, we show how to efficiently represent intervals using segment trees. The simplest method to represent intervals is to represent all the numbers in the interval as bit vectors and take their disjunction. For an interval \([a, b]\), this results in a Boolean expression that has \(b - a\) clauses.

We can reduce this to \(O(4 \log(B))\) clauses, where \(B\) is the size of the address space, by expressing our interval using a segment tree [3]. A segment tree is a data structure designed to represent interval data. A segment for a set of intervals taking values in the range \((0, B)\) uses \(O(B \log B)\) storage and can be built in \(O(B \log B)\) time [3]. There are certain optimisations that can make the tree smaller by placing restrictions of the types of packets that can be encountered. For the sake of simplicity, we do not consider these optimisations.

In Figure 12 we show a depth-4 segment tree. This tree can represent intervals between 0 and 15.

![Fig. 12. An interval tree of depth 4. The edge labels represent the Boolean variables used to express the numbers on the leaf nodes.](image)

This is a binary tree. We assign a Boolean variable to each layer of the tree. The origin is assigned \(x_0\), the second layer is assigned \(x_1\), and so on. Every node in the terminal layer, can be written in binary notation, such that the binary notation of the number at the terminal node also represents the instructions for how to reach that number in the tree. For instance the number 4 can be written in binary as 0011 or be given as the set of directions: “go left, left, right, and right down the tree”.

We can now identify all the nodes in the segment tree by a binary string and call this the sequence of a node.

Now that we have a decision tree, we give an example of expressing the interval \([3, 13]\) using the segment tree in Figure 16.

![Fig. 13. The interval tree from Figure 12 with the paths from the root to nodes whose labels are between 3 and 13 shown in red.](image)

After applying these rules to the decision tree, we call the result a reduced decision tree. We use this terminology because the Boolean expression associated with the interval tree is reduced. We apply these rules to Figure 13, we obtain the reduced, interval tree.

![Fig. 14. The interval tree from figure 13 with the redundant edges removed.](image)

Now that we have the reduced interval tree, we can obtain a Boolean expression for the interval \([3, 13]\), by taking the disjunction of every marked path from the root node. From our reduced interval tree in Figure 14 we obtain the Boolean expression

\[ \neg x_0 \neg x_1 x_2 x_3 \lor \neg x_0 x_1 \lor x_0 \neg x_1 \lor x_0 x_1 \neg x_2. \]

B. Boolean decision trees of firewall policies

We now show how to combine the segment tree data structures and the firewall decision trees to create a Boolean decision tree representation of a firewall policy. We start by taking the firewall decision tree from Section II-E and represent all the outgoing edges in the firewall decision tree using a segment tree. Here we show an example involving the complete decision tree from Figure 16. For simplicity, we denote the subtrees rooted at the end of the \((1, 10)\) edge as \(T_1\) and \(T_2\), respectively.

The main idea is to take the intervals in each edge of the decision tree and to replace this edge with an interval tree. We can express the two intervals \((1, 10)\) and \((11, 16)\) using the segment tree in Figure 16.
We can proceed down the tree and express the intervals as binary decision trees until the entire firewall policy is translated into a BDD.

C. CNF and DNF reformat

Theorem 1. Given a firewall decision tree expressed as a Boolean decision diagram, the firewall policy expressed in CNF and in DNF can be extracted from the diagram in time that is polynomial in the number of firewall rules $n$.

Proof. The Boolean expression in DNF can be found by going through the Boolean decision diagram and counting the number of paths from the root node to the terminal node marked “1”.

The number of variables in each clause is at most $\log(B)$, where $B$ is the largest possible interval that we can have for $(a, b)$. The number of clauses is at most $2\log(B)$. There are at most $d$ intervals in the rule.

Here we provide a loose upper bound on the size of the number of paths from the root node to the terminal node marked “1”. In the firewall decision tree for a policy $P$, there are at most $(2n-1)^d$ terminal nodes. This means that there are at most $(2n-1)^d$ rules in the firewall expressed as a whitelist. We consider the interval tree for each interval used to mark the edges in the firewall decision tree. There are at most $(2\log(B))$, clauses in the Boolean expression that describe each interval. We can build a DNF representation of the firewall policy by going along every path from the root node to the decision node marked “1” and for every edge crossed, adding the path from the interval tree to our clause and then taking the disjunction of all of the clauses. The number of clauses in a Boolean expression is at most $(2\log(B))^d(2n-1)^d$, which remains polynomial in the number of rules $n$.

We can obtain a CNF representation of the firewall policy $P$ by counting all the paths from the root node to the terminal node labelled with “0”. This is the negation of $P$ expressed as a Boolean expression in DNF, denoted by $\neg P$. We then take the negation of $\neg P$ to obtain $\neg \neg P$, an expression equivalent to $P$. Since $\neg P$ is in DNF, we can obtain an expression for $P$ in CNF through a straightforward application of DeMorgan’s law

$$\neg \bigwedge_{i=1}^{C} (\bigvee_{j=1}^{K_i} t_{ij}^i) = \bigvee_{i=1}^{C} (\bigwedge_{j=1}^{K_i} \neg t_{ij}^i).$$

Since the number of nodes in the firewall decision tree is upper-bounded by $(2n-1)^d$, the number of rules in a firewall expressed as a blacklist is also $(2n-1)^d$ and therefor the number of clauses in the CNF of the Boolean expression is at most $(2\log(B))^d(2n-1)^d$.

Corollary IV.1. Let $P$ be a family of firewall policies, let $P_{\text{rule}}$ be the size of these policies expressed as a rule list, and let $P_{\text{FO}}$ be the size of the firewall policy expressed in first order logic. There exists some family of policies $P$ such that $P_{\text{rule}} \in O(2^{P_{\text{FO}}})$.

Proof. In section IV-C saw that the DNF and CNF of firewall policies are within a degree $d$ polynomial factor of one another. If we were to consider packet spaces with $d+1$ fields then, we would obtain a family of Boolean expressions, whose CNF and DNF forms are within a degree $d+1$ polynomial of each other. It is well known that Boolean formulas in DNF can be exponentially larger than the expression in CNF [15]. Let $P$ be a sequence of Boolean expressions that have this property.

Since the Boolean expression in DNF is within a polynomial factor of the firewall policy as a rule list, we need an exponential number of rules in the rule list to create these policies. So the size of these policies expressed as rule-lists must be exponentially larger than the formula expressed in first-order logic in CNF.

V. CONCLUSION

In this paper we have made and have justified the following points. Under the assumption of finitely many packet header fields, Firewall policies can be expressed as Boolean expressions such that the expression in CNF and the expression in DNF have sizes that are both $d$ dimensional polynomials of the original number of rules. Firewall policies in CNF can be translated to their DNF counterparts in polynomial time, an exponential improvement over naive expansion.

In the future we hope to extend these
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