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Abstract

The increasing size of neural network models has been critical for improvements in their accuracy, but device memory is not growing at the same rate. This creates fundamental challenges for training neural networks within limited memory environments. In this work, we propose ActNN, a memory-efficient training framework that stores randomly quantized activations for back propagation. We prove the convergence of ActNN for general network architectures, and we characterize the impact of quantization on the convergence via an exact expression for the gradient variance. Using our theory, we propose novel mixed-precision quantization strategies that exploit the activation’s heterogeneity across feature dimensions, samples, and layers. These techniques can be readily applied to existing dynamic graph frameworks, such as PyTorch, simply by substituting the layers. We evaluate ActNN on mainstream computer vision models for classification, detection, and segmentation tasks. On all these tasks, ActNN compresses the activation to 2 bits on average, with negligible accuracy loss. ActNN reduces the memory footprint of the activation by 12×, and it enables training with a 6.6× to 14× larger batch size. We implement ActNN as a PyTorch library at https://github.com/ucbrise/actnn.

1 Introduction

Within the last three years, state-of-the-art machine learning models have become over 4,000 times larger [1, 2]. On the other hand, the memory capacity of GPUs has increased relatively slowly, remaining on the order of tens of gigabytes. This creates a fundamental barrier to the development and training of neural networks. Activation compressed training (ACT) is a promising approach to reduce the training memory footprint [3, 4]. During training, all layers’ activations need to be kept in the memory for computing the gradients. ACT saves memory by compressing activations to lower numerical precision via quantization. It was proposed in BLPA [3], and it was later extended by TinyScript [4] with non-uniform quantization strategies. These prior works succeeded in training ResNet-50 with 4-bit activations.

However, applications of ACT are hindered by several drawbacks. First, the convergence behavior of ACT methods is not well understood (except for an analysis for multi-layer perceptrons [4], under strong mean-field assumptions [5]). Second, prior works mostly focus on dedicated architectures, e.g., a customized version of the pre-activation ResNet [6], limiting their generality. Third, existing quantization strategies are not specifically designed for ACT, making their compression ratio suboptimal.

In this work, we propose ActNN, a framework for ACT that overcomes all the challenges. ActNN stores randomly quantized activations to compute the gradients. Theoretically, we view the gradient computed by ActNN ("ActNN gradient") as a stochastic approximation of the gradient computed with the full-precision activation ("FP gradient"). We show that the ActNN gradient is an unbiased estimator of the FP gradient.

*Equal contribution.
Figure 1: Batch size vs. training throughput on ResNet-152. Red cross mark means out-of-memory. The shaded yellow region denotes the possible batch sizes with full precision training. ActNN achieves significantly larger maximum batch size over other state-of-the-art systems and displays a nontrivial trade-off curve.

Figure 2: ActNN’s computational graph. Nodes: operations; Edges: tensors. Edges that intersect with the dashed box are kept in memory.

and we prove ActNN’s convergence for general model architectures. This enables one to apply ACT to general problems with theoretical guarantees.

We characterize the impact of quantization on the convergence via an exact expression for the gradient variance. Better quantization strategies reduce the gradient variance, and can achieve satisfactory convergence with fewer bits. Inspired by the theory, we design novel quantization strategies to exploit activations’ heterogeneity across feature dimensions, samples, and layers. This includes a per-group quantizer and a fine-grained mixed precision algorithm, which approximately minimizes the gradient variance under a given memory budget. ActNN tunes the quantization strategy on-the-fly. On a wide range of tasks, including image classification, semantic segmentation, and object detection, ActNN compresses activations to 2 bits, with negligible (< 0.5%) accuracy loss. ActNN even converges and produces reasonable results with only 1.25-bit activations. This improves significantly from prior work [3, 4], which only converges with 4 bits.

We implement our method as a library based on PyTorch. The library consists of a collection of activation compressed layers. Memory saving training can be achieved with simply layer substitution, e.g., replace torch.nn.Conv2d with actnn.Conv2d. The library also provides several optimization levels to exploit the trade-off between memory saving and training speed. In practice, ActNN reduces the activation memory by 12×, enabling training with a 6.6× to 14× larger batch size on the same GPU. We compare ActNN with existing systems, where ActNN achieves a much larger batch size (Fig. 1). ActNN also enables training larger models without additional computational resources. With a fixed amount of memory, ActNN scales the training of ResNet to 6.4× deeper, or 3.7× wider, or 3.1× higher resolution.

To summarize, our contributions are in three folds:
1. A general convergence theory for ACT;
2. An heterogeneity-aware quantization strategy that achieves 2-bit compression;
3. An efficient implementation of activation compressed layers in PyTorch.

2 Related Works

Quantized Training (QT) Quantization-aware training [7, 8, 9, 10, 11] or fully-quantized training [12, 13, 14, 15] aim to reduce the computational cost with quantization at the inference or training time. As a side
effect, the training memory footprint can also be reduced. However, QT is a more challenging task to solve, as computational kernels must directly support quantized tensors. In contrast, ACT only considers the storage, and it can utilize more flexible quantization strategies for better compression. Furthermore, QT and ACT are complementary. One can utilize QT to accelerate the training, and apply ACT to further reduce the memory footprint.

Model / Gradient Compression Model compression \[16\] and gradient compression \[17\] compress the weight and gradient to reduce the storage and communication overhead. However, activations have different properties with the weight and gradient, e.g., it has a “sample” axis. Moreover, ACT is more sensitive to the compression speed, as activations need to be compressed on-the-fly, and they are typically much larger than weights and gradients. ActNN’s compression strategy is designed specifically for these unique properties.

Memory-Efficient Training Systems Gradient checkpointing \[18\] \[19\] \[20\] \[21\] trades computation for memory by dropping some of the activations in the forward pass and recomputing them in the backward pass. Swapping \[22\] \[23\] \[24\] \[25\] \[26\] utilizes the huge amount of available CPU memory by swapping tensors between CPU and GPU. Model-parallel training \[27\] \[28\] \[29\] partitions the model across GPUs, so each GPU only stores a fraction of layers. All these methods save memory by storing fewer tensors in GPU. In contrast, ActNN compresses saved tensors, and is complementary to these approaches.

3 Formulation and Theory

In this section, we present a mathematical formulation of ActNN. Then, we establish its convergence by viewing it as a special case of stochastic gradient descent (SGD). The proofs of all theorems as well as a table of notations can be found in Appendix A.

3.1 Problem Formulation

Consider training an \(L\)-layer neural network on a dataset \(D\). In each training iteration, we sample a minibatch \((X,Y)\) from the dataset. Given the input \(X^{(0)} = X\), the \(l\)-th layer of the network is defined in a general form

\[
H^{(l)} = F^{(l)}(H^{(l-1)}, \Theta^{(l)}),
\]

where \(H^{(l)}\) is a \(N \times D^{(l)}\)-dimensional feature map, \(N\) is the batch size, \(D^{(l)}\) is the number of features, and \(\Theta^{(l)}\) is a vector of parameters. Given the minibatch loss \(L = l(H^{(L)}, Y)\), we compute the gradient \(\nabla_{\Theta^{(l)}}L\), and update the parameter with SGD \[30\]. Since the gradient is always taken with the loss \(L\), we simply denote the activation / parameter gradient as \(\nabla_{H^{(l)}}\) and \(\nabla_{\Theta^{(l)}}\). To compute the gradient, the back-propagation can be expressed as

\[
\nabla_{H^{(l-1)}}, \nabla_{\Theta^{(l)}} = G^{(l)}(\nabla_{H^{(l)}}, C(H^{(l-1)}, \Theta^{(l)})),
\]

where \(C(\cdot)\) is the context, i.e., the information that needs to be kept in memory for back propagation. Essentially, the function \(G^{(l)}(\cdot)\) takes the gradient of the output \(\nabla_{H^{(l)}}\) and the context, and computes the gradient of the input. We refer this approach as full-precision (FP) training, and \(\nabla_{H^{(l)}}\) and \(\nabla_{\Theta^{(l)}}\) as the FP gradient. As a special case, consider a linear layer \(H^{(l)} = H^{(l-1)}\Theta^{(l)}\) and its gradient

\[
\nabla_{H^{(l-1)}} = \nabla_{H^{(l)}}\Theta^{(l)}^{\top}, \quad \nabla_{\Theta^{(l)}} = H^{(l-1)}^{\top} \nabla_{H^{(l)}}.
\]

In this case, we have \(C(H^{(l-1)}, \Theta^{(l)}) = (H^{(l-1)}, \Theta^{(l)})\).

3.2 Activation Compressed Training

The context, in particular the activation, dominates the memory overhead for training neural networks on many tasks. To address this, instead of saving the full-precision context, ActNN saves a compressed version \(\hat{C}(H^{(l-1)}, \Theta^{(l)})\). In principle, any compression algorithm, either lossy or lossless, can be used here. In this
paper, however, we solely focus on compressing by quantizing the context to lower numerical precision, since its overhead is relatively small. In this way, the compressed context $\mathbf{C}$ is a lower precision version of the context $\mathbf{C}$. With the compressed context, we define the activation-compressed (AC) gradient as:

$$\hat{\nabla}_H^{(l-1)}, \hat{\nabla}_\Theta^{(l)} = \mathbf{G}^{(l)} \left( \hat{\nabla}_H^{(l)}, \hat{\mathbf{C}}(\mathbf{H}^{(l-1)}, \Theta^{(l)}) \right),$$

where $\hat{\nabla}_H^{(l)} = \nabla_{H}^{(l)}$. ActNN uses the AC gradient to update parameters. See Fig. 2 for an illustration. Notice that, FP training and ActNN share the same forward propagation Eq. (1), so their behavior is identical at inference time.

### 3.3 Convergence Theory

Now we study the convergence of ActNN. Assume that $\mathbf{C}$ is quantized randomly, such that $\hat{\mathbf{C}}$ can be viewed as a stochastic estimator of $\mathbf{C}$. In this way, both FP and ActNN can be considered as SGD algorithms, with different stochastic gradients. Formally, let $\Theta_i = \{\Theta^{(i)}\}_{i=1}^{\mathcal{L}}$ be a flattened vector of parameters at the $t$-th iteration, and $\nabla_{\Theta_i} = \{\nabla_{\Theta_i^{(j)}}\}_{j=1}^{\mathcal{L}}$ / $\nabla_{\Theta_i} = \{\nabla_{\Theta_i^{(j)}}\}_{j=1}^{\mathcal{L}}$ be the corresponding FP / AC gradient, defined as Eq. (2) / Eq. (4). Furthermore, let $\mathcal{L}_D(\Theta)$ be the batch loss on the entire dataset. Then, both $\nabla_{\Theta}$ and $\hat{\nabla}_{\Theta}$ are stochastic estimators of the batch gradient $\nabla_{\Theta}\mathcal{L}_D(\Theta)$. The stochasticity of the FP gradient $\nabla_{\Theta}$ comes solely from random sampling of the minibatch, which we assume to be unbiased, i.e., $\mathbb{E}[\nabla_{\Theta}] = \nabla_{\Theta}\mathcal{L}_D(\Theta)$. On the other hand, the stochasticity of the AC gradient $\hat{\nabla}_{\Theta}$ further comes from the random quantization of the context. The question is whether the AC gradient can be made unbiased as well, and for this, the answer is positive.

**Theorem 1.** (Unbiased Gradient) There exists random quantization strategies for $\mathbf{C}$, such that

$$\mathbb{E}\left[\hat{\nabla}_{\Theta}\right] = \nabla_{\Theta}\mathcal{L}_D(\Theta).$$

Intuitively, according to the chain rule, the back-propagation Eq. (2) can be rewritten as

$$\nabla_{H_i^{(l-1)}} = \sum_{kl} \frac{\partial H_{ki}^{(l)}}{\partial H_{ij}^{(l-1)}} \nabla_{H_{ij}^{(l-1)}}\nabla_{\Theta_i^{(l)}} = \sum_{kl} \frac{\partial H_{ki}^{(l)}}{\partial \Theta_i^{(l)}} \nabla_{H_{ki}^{(l)}}.$$

Take $\hat{\mathbf{C}}(\mathbf{H}^{(l-1)}, \Theta^{(l)}) = Q\{\partial H_{kl}^{(l-1)}/\partial H_{ij}^{(l-1)}, \partial H_{kl}^{(l)}/\partial \Theta_i^{(l)}\}$, where $Q(\cdot)$ is an unbiased quantizer. As Eq. (3) is just a linear operation, we can show that $\hat{\nabla}_{H_i^{(l-1)}}$ and $\hat{\nabla}_{\Theta_i^{(l)}}$ are unbiased as long as $\mathbf{C}(\mathbf{H}^{(l-1)}, \Theta^{(l)})$ and $\hat{\nabla}_H^{(l)}$ are unbiased, which can be proven by induction. The linear layer $\hat{\nabla}_H^{(l)} = Q(\mathbf{H}^{(l-1)})\hat{\nabla}_H^{(l)}$ is especially simple, where we can just use $Q(\mathbf{H}^{(l-1)})$ as the compressed context. General layers are more complicated as directly storing the Jacobian matrices $\{\partial H_{kl}^{(l-1)}/\partial H_{ij}^{(l-1)}, \partial H_{kl}^{(l)}/\partial \Theta_i^{(l)}\}$ might be prohibitive. However, we show in Appendix [B] that for most frequently used layers, including convolution, pointwise, normalization, and up/down sampling, can be approximated in an unbiased way with a practical cost.

Given an unbiased gradient, we now establish the convergence of ActNN. Assume the SGD iteration takes the form $\Theta_{t+1} \leftarrow \Theta_t - \alpha \hat{\nabla}_{\Theta_t}$, starting from an initial model $\Theta_0$, and

**A1.** The loss $\mathcal{L}_D(\Theta)$ is continuous differentiable and $\nabla \mathcal{L}_D(\Theta)$ is $\beta$-Lipschitz continuous.

**A2.** $\mathcal{L}_D(\Theta)$ is bounded below by $\mathcal{L}_{inf}$.

**A3.** There exists $\sigma^2 > 0$, such that $\forall \Theta$, $\text{Var}[\hat{\nabla}_{\Theta}] \leq \sigma^2$, where for any vector $\mathbf{x}$, $\text{Var}[\mathbf{x}] := \mathbb{E}[\|\mathbf{x}\|^2] - \|\mathbb{E}[\mathbf{x}]\|^2$.

The following convergence theorem is a standard result for SGD, taken from Theorem 4.8 in [31].

**Theorem 2.** (Convergence) If A1-A3 holds, and $0 < \alpha \leq \frac{1}{\beta}$, take the number of iterations $t$ uniformly from $\{1, \ldots, T\}$, where $T$ is a maximum number of iterations. Then

$$\mathbb{E}\left[\|\nabla \mathcal{L}_D(\Theta_t)\|^2\right] \leq \frac{2(\mathcal{L}(\Theta_1) - \mathcal{L}_{inf})}{\alpha^2} + \alpha \beta \sigma^2.$$

Eq. (6) is composed of two terms. The first term converges to zero as the number of iterations $T$ goes to infinity, while the second term does not. Intuitively, the algorithm converges to the neighborhood of a stationary point, where the radius is controlled by the gradient variance. Note that unlike the previous work [4], the convergence of ActNN is established for general network architectures, not just for multi-layer perceptrons.
Figure 3: Heterogeneity in a ResNet50’s activations. (a) Histogram of the per-group range at the conv.2.2.1 layer; (b) Histogram of the per-sample sensitivity at the same layer; (c) The sensitivity per dimension for each layer.

3.4 Gradient Variance

According to Thm. 2, gradient variance plays a critical role to the quality of the converged solution. We investigate how does the quantization affect the variance, so we can design quantization strategies accordingly. Let $G_H(\cdot)$ and $G_\Theta(\cdot)$ be components of $G(\cdot)$, corresponding to $\nabla H$ and $\nabla \Theta$. For simplicity, let $C^{(l)}$ and $\hat{C}^{(l)}$ be the full-precision and compressed context. Further, define

$$G^{l \sim m}_\Theta \left( \hat{\nabla} H^{(m)}, \hat{C}^{(m)} \right) = G^{(l)} \left( G^{(l+1)} \left( \ldots G^{(m)} \left( \hat{\nabla} H^{(m)}, \hat{C}^{(m)} \right), \ldots, C^{(l+1)} \right), C^{(l)} \right),$$

which is the gradient $\hat{\nabla} \Theta^{(l)}$ computed from $\hat{\nabla} H^{(m)}$, using the compressed context only at the $m$-th layer, and the full-precision context for all the other layers. Then, the gradient variance is specified by the following theorem:

**Theorem 3. (Gradient Variance)**

$$\text{Var} \left[ \hat{\nabla} \Theta^{(l)} \right] = \text{Var} \left[ \nabla \Theta^{(l)} \right] + \sum_{m=l}^{L} \mathbb{E} \left[ \text{Var} \left[ G^{l \sim m}_\Theta \left( \hat{\nabla} H^{(m)}, \hat{C}^{(m)} \right) \mid \hat{\nabla} H^{(m)} \right] \right].$$

(7)

Thm. 3 disentangles all stochasticities in the gradient. The first term in Eq. (7) is just the FP gradient variance, and it accounts for the minibatch sampling. All the rest terms account for the noise of utilizing compressed context. Specifically, the term with $G^{l \sim m}_\Theta \left( \cdot, C^{(m)} \right)$ is the variance introduced by utilizing the compressed context $C^{(m)}$. See Appendix C.2 for a visualization of these terms.

The significance of Thm. 3 is in two folds. Firstly, it tells how much extra variance does activation compression introduce. If the activation compression variance is much smaller than the origin minibatch sampling variance, according to Thm. 2, we are confident that ActNN will converge similarly with FP training. In this case, we may reduce the numerical precision for free, as the quantization variance is negligible. Secondly, having an exact measurement of the variance, we can design quantization strategies to explicitly minimize it, as we shall see soon.

4 Compression Strategy

As mentioned earlier, ActNN compresses the activation by quantizing them to lower precision. As the number of bits goes down, the compression ratio gets better, but the gradient variance also grows.

The activation is highly heterogeneous. As illustrated in Fig. 3, the activation’s magnitude, sensitivity, and dimensionality vary across different feature dimensions, samples in the batch, and network layers. Therefore, it is suboptimal to use the same quantization scheme for all the elements, as done in prior works [3, 4]. We
design ActNN’s quantization strategy to be aware of these heterogeneities. Based on our theory, ActNN tunes its quantization strategy on-the-fly to approximately minimize the variance defined as Eq. (7). As we mentioned in Sec. 2 these techniques exploit unique characteristics of the activation compression problem, and differ from existing methods for quantized training and model compression.

4.1 Per-group Quantization

First, we propose a per-group quantization strategy to tackle the distinct numerical range across feature dimensions. Given an activation tensor $H \in \mathbb{R}^{N \times D}$, we partition its dimensions into groups $h_{ni}$, where each group has $G$ elements. The numbers are quantized to $b$-bit unsigned integers, or $B = 2^b - 1$ quantization bins. For each element, we compute the minimum and maximum, and scale the activation:

$$\hat{u}_{ni} \leftarrow B (h_{ni} - Z_{ni}) / R_{ni},$$

where $R_{ni} = \max\{h_{ni}\} - \min\{h_{ni}\}$ is the range, $Z_{ni} = \min\{h_{ni}\}$ is the zero point, and $\hat{u}_{ni}$ is the activation scaled to $[0, B]$. Convert $\hat{u}_{ni}$ to integers with stochastic rounding [32] and store the result in memory as

$$\tilde{u}_{ni} = \begin{cases} \hat{u}_{ni} & \text{w. prob.} \ \text{otherwise} \end{cases} [\hat{u}_{ni}].$$

During back-propagation, the activation is dequantized as

$$\hat{h}_{ni} = \tilde{u}_{ni} R_{ni} / B + Z_{ni}.$$

Due to the unbiased nature of stochastic rounding, it is clear that $\mathbb{E}[\hat{u}_{ni}] = u_{ni}$ and $\mathbb{E}[\hat{h}_{ni}] = h_{ni}$.

Assuming that $\hat{u}_{ni} - [\hat{u}_{ni}] \sim U(0, 1)$, the quantization variance is

$$\text{Var} \left[ \hat{h}_{ni} \right] = \frac{B^2}{12} \text{Var} \left[ \hat{u}_{ni} \right] = \frac{B^2}{12} G.$$

The advantage of per-group quantization (PG) can be seen through the variance. Existing quantization strategies [3] use a single range and zero-point per tensor, which can be viewed as a single group with the range $R = \max_{ni} R_{ni}$. However, as illustrated in Fig. 3, the range for most groups is far smaller than $R$. Therefore, this strategy uses unnecessarily large range for most groups, significantly enlarging the variance. In practice, we set $G = 256$ and store the per-group range and zero points in `bfloat16`, so each group costs extra 32 bits, which is 0.125 bits on average.

4.2 Fine-Grained Mixed-Precision

To further reduce the variance, ActNN uses mixed-precision quantization strategies, that choose the numerical precision adaptively for each sample and each layer. Let $b_{ni}^{(l)}$ be the number of bits for sample $n$’s activation at layer $l$, $H^{(l)}$. Let $B_{ni}^{(l)}$ be the corresponding number of quantization bins. Theoretically, $b_{ni}^{(l)}$ should be chosen to minimize the quantization variance specified as the second term in Eq. (7). However, the full gradient variance is too complicated to be tractable. Instead, ActNN minimizes the following objective

$$\text{Var} = \sum_{l=1}^{L} \mathbb{E} \left[ \text{Var} \left[ G^{(l)} \left( \tilde{\nabla}_H^{(l)}, C^{(l)} \right) \left| \tilde{\nabla}_H^{(l)} \right. \right] \right],$$

which omits some terms from Eq. (7). Firstly, it omits the minibatch sampling term, which is not affected by the quantization scheme. Secondly, it only keeps the impact to $\tilde{\nabla}_H^{(l)}$ from $C^{(l)}$, omitting all the more distant contexts $C^{(m)}(m > l)$. As studied in Appendix C.2, the impact diminishes as the parameter and context become more distant. We find optimizing with this approximate objective already significantly reduces the true gradient variance.

Regarding the specific form of variance, we take linear layers as an example, where

$$\text{Var} \left[ G^{(l)} \left( \tilde{\nabla}_H^{(l)}, C^{(l)} \right) \left| \tilde{\nabla}_H^{(l)} \right. \right] = \text{Var} \left[ H^{(l-1)^T} \tilde{\nabla}_H^{(l)} \right].$$

Simplifying the notations by omitting the conditional variance, layer indices, and let $\nabla := \tilde{\nabla}_H^{(l)}$, we have

$$\text{Var} \left[ H^T \nabla \right] = \sum_{ij} \text{Var} \left[ \sum_n h_{ni} \nabla_{nj} \right] = \sum_{ij} \nabla_{nj} \text{Var} \left[ h_{ni} \right] = \frac{G}{6} \sum_{ij} \nabla_{nj}^2 R_{ni}^2 / B_{ni}^2 = \frac{G}{6} \sum_n \|\nabla_n\|^2 \|R_n\|^2 / B_n^2,$$

(9)
where $G$ and $R_{ni}$ are the group size and per-group range defined in Sec. 4.1, and $R_n = \{R_{ni}\}$. For each sample, the variance depends on the gradient magnitude $\|\nabla n\|^2$ and the range $\|R_n\|^2$.

In general, we can minimize the overall variance under a bits budget $b_{total}$ by allocating more bits to sensitive layers and samples, described as the following optimization problem:

$$\min_{b_n^{(l)}} \sum_{l=1}^{L} \sum_{n=1}^{N} w_n^{(l)} / B_n^{(l)^2} \quad \text{s.t.} \quad \sum_{l=1}^{L} D(l) \sum_{n=1}^{N} b_n^{(l)} \leq b_{total},$$

where $B_n^{(l)} = 2^{b_n^{(l)}} - 1$ as defined earlier, $D(l)$ is the feature dimensionality, and $w_n^{(l)}$ is the sensitivity for sample $n$ at layer $l$. For linear layers, we have $w_n^{(l)} = \frac{G}{6} \|\hat{\nabla} h_n^{(l)}\|^2 \|R_n^{(l)}\|^2$ by Eq. (9). We derive the sensitivity for other layers in Appendix B.

Mixed-precision can reduce the gradient variance significantly. According to Fig. 3(b, c), the sensitivity is diverse across samples, and the per-dimension sensitivity varies by several orders of magnitudes across layers. Mixed-precision considers these heterogeneities. Furthermore, with mixed-precision, the average number of bits is no longer limited to integers, enabling a more fine-grained tradeoff between compression ratio and gradient variance.

### 4.3 Run-time Adaptation

To best utilize the data characteristics, ActNN tunes the mixed-precision quantization strategy at run time. In each SGD iteration, the tuning happens in two stages:

1. **(per-sample allocation)** During the forward propagation for each layer $l$, ActNN computes and stores the sensitivity $w_n^{(l)}$ for each sample. Then, it computes the optimal $b_n^{(l)}$ for each sample under a fixed bits budget $b^{(l)}$ for this layer, by solving Prob. (10). $b_n^{(l)}$ is used to compress the activation.

2. **(per-layer allocation)** After finishing the back propagation, ActNN solves Prob. (10) again for all the layers together, and sets $b^{(l)} \leftarrow \sum_n b_n^{(l)}$.

Prob. (10) is a discrete optimization problem, and can be solved exactly by dynamic programming (DP). However, DP is too costly to be computed in each SGD iteration. Instead, ActNN adopts a simple greedy algorithm. It starts with high numerical precision, e.g., $b_n^{(l)} = 8$ for all layers and samples, and progressively reduces the precision until it fits in the total bits budget. In each move, it chooses a $b_n^{(l)}$ to reduce by one, such that the increment of variance is minimal. With a binary heap for picking up the optimal move, this greedy algorithm runs in $O(NL \log_2(NL))$, where $N$ is the batch size, and $L$ is the model depth.

Finally, the sensitivity $w_n^{(l)}$ might depend on the gradient magnitude for each sample, which is unknown by the time we compress. ActNN provides two options for estimating the gradient magnitude. The first option uses the stale gradient magnitude in the last epoch. The second option uses the moving average of gradient magnitude across samples. Both strategies work well in practice.

### 5 System Implementation

We implement ActNN as a library based on PyTorch [33]. The system includes a collection of activation compressed layers. Using the system only requires substituting all PyTorch’s default layers with ActNN’s layers (e.g., replace all torch.nn.Conv2d with actnn.Conv2d). This substitution can be done automatically with a model converter. The system also provides different optimization levels to control the trade-off between memory and speed.

#### 5.1 Activation Compressed Layers

Fig. 4 shows the pseudo-code for regular layers and activation compressed layers. A regular layer saves full-precision activations into its context, while an activation compressed layer compresses the activations before saving them. Therefore, the memory required for saving context is reduced. We implement highly-optimized
class RegularLayer:
    def forward(context, input):
        context.save_for_backward(input)
        return compute_output(input)
    def backward(context, grad_output):
        input = context.saved_tensors
        return compute_gradient(grad_output, input)

class ActivationCompressedLayer:
    def forward(context, input):
        context.save_for_backward(compress(input))
        return compute_output(input)
    def backward(context, grad_output):
        input = decompress(context.saved_tensors)
        return compute_gradient(grad_output, input)

Figure 4: Pseudo code for activation compressed layers.

Table 1: Usability Comparison of Memory Saving Systems. The systems include Checkmate [19], DTR [21], MONet [20], SwapAdvisor [23], Capuchin [25], and BLPA [3]. Remat. = Rematerialization, Comp. = Compression, AOT = ahead-of-training.

| System     | Method | Arbitrary Dynamic | Zero AOT | Standalone |
|------------|--------|-------------------|----------|------------|
|            |        | Graph Exec. Overhead Package |         |            |
| Checkmate  | Remat. | yes no no yes     |          | yes        |
| MONet      | Remat. | yes no no yes     |          | yes        |
| DTR        | Remat. | yes yes yes no    |          | no         |
| SwapAdvisor| Swap   | yes no no no      |          | no         |
| Capuchin   | Swap   | yes yes yes no    |          | no         |
| BLPA       | Comp.  | no no yes yes     |          | yes        |
| ActNN      | Comp.  | yes yes yes yes   |          | yes        |

CUDA kernels for compression and decompression, which quantize floating-point numbers into integers and compress them into bit streams.

Tab. 1 compares the usability of ActNN against other memory saving systems. ActNN’s layers can be easily plugged into existing deep learning frameworks without modifying the frameworks themselves. The layers are fully compatible with existing features of PyTorch, such as dynamic execution and auto-differentiation. In contrast, advanced swapping and tensor rematerialization methods require heavy modification of the frameworks. Another benefit of ActNN is not introducing any ahead-of-training overhead. In contrast, some systems (e.g., Checkmate, MONet, SwapAdvisor) require non-trivial ahead-of-training overhead to solve expensive optimization problems, which can take up to hours.

5.2 Optimization Levels

There is a trade-off between memory saving and training speed. More overhead will be introduced for saving more memory. To exploit this trade-off, ActNN provides 6 optimization levels. Higher levels can save more memory but with more overhead.

Tab. 2 lists these optimization levels. L1 uses per-group quantization to compress convolutional layers and leaves all other layers unchanged, while L2 uses per-group quantization for all the layers. L3 further adds fine-grained mixed-precision, which achieves a better compression ratio with some additional computational overhead. L4 combines compression with swapping. We swap out all compressed activations to CPU memory during the forward pass and swap them in during the backward pass. At L5, we improve the memory allocator to reduce fragmentation. PyTorch uses a caching allocator to reuse GPU buffers. This makes allocation faster but introduces a serious memory fragmentation issue. At this level, we disable this caching allocator for large
We perform the ablation studies on ResNet-56 \cite{he2016deep} on CIFAR-100 \cite{krizhevsky2009learning}, and ResNet-50 \cite{he2016deep} on ImageNet \cite{deng2009imagenet}. We also provide results on CIFAR-10 in Appendix C.3 for reference. The average number of bits is varied between \{1, 1.25, 1.5, 1.75, 2, 2.5, 3, 4\}. Non-integer bits is only supported by mixed-precision approaches, namely, ActNN (L2.5, L3). Each configuration is repeated by 5 times on CIFAR-100, and by once on ImageNet. Fig. 5(a,d) shows the gradient variance from both minibatch sampling (“Sample”) and activation compression. The activation compression variance increases exponentially as the number of bits decreases, as analyzed in Eq. \( \text{(9)} \). However, better algorithms achieve lower variance under a given bits budget. On ImageNet, the required bits to reach a variance below 2 is 4-bit for BLPA, 2-bit for ActNN (L2), 1.75-bit for ActNN (L2.5), and 1.5-bit for ActNN (L3). At the extreme 1-bit case, mixed-precision ActNN (L2.5, L3) fall back to ActNN (L2), since each number needs at least 1 bit to encode. This can be potentially improved by
The validation accuracy (Fig. 5(b)) and the training loss (Fig. 5(c)) align with the gradient variance results, where BLPA needs 4-bit to achieve near-lossless accuracy, and ActNN only needs 2-bit. These results support our theoretical analysis (Thm. 2), where the gradient variance can be used as a surrogate of the approximation quality. Table 3 shows the results on ImageNet. ActNN significantly outperforms BLPA. BLPA achieves near-lossless result at 4-bit, and diverges at 3-bit, while ActNN (L2.5, L3) are still lossless at 2-bit. The result of BLPA at 4-bit is on par with ActNN (L3) with only 1.5 bits. Remarkably, ActNN converges and gives reasonable results even at the extreme 1.25-bit setting. This shows the robustness of our quantization strategy. Another relevant work, TinyScript [4], utilizes non-uniform quantization intervals for activation compression. TinyScript has no public code, and it reports 7.74% top-5 error with 3-bit, which is on par with ActNN with 1.25-bit.

As we mentioned in Sec. 2, ActNN can be combined with other quantized training approaches. Here, we demonstrate this idea by combining ActNN with a mixed-precision training library, AMP [38]. In this setting, AMP accelerates the training by computing the convolutions using 16-bit floating point numbers. We further apply ActNN upon AMP to compress the saved activation, reducing the memory footprint. The result is shown in Table 4. ActNN works well with AMP, and the accuracy is not affected.

We also conduct an ablation study of the gradient estimation strategy discussed in Sec. 4.3, which is used for ActNN (L3). The result is shown in Fig. 6 where “Stale” estimates the gradient magnitude with stale gradients, and “Moving Average” averages the gradient across training samples. Both strategies work well in practice, and there is not perceivable differences. We use the “Moving Average” strategy in all our experiments for its simplicity.

6.2 Memory Saving and Computational Overhead

Next, we measure the memory saving and the overhead introduced by ActNN. The experiments are done with PyTorch v1.7 and an AWS g4dn.4xlarge instance, which has a 16GB NVIDIA T4 GPU and 64GB CPU memory.

Table 4 shows the memory usage right before backward pass. The activation memory reaches its peak at this point. For both models, activations consume over 90% of the total memory. This justifies the potential of activation compressed training. ActNN compresses activation memory by 12×. This matches the theoretical value. Take a Conv-BN-ReLU block as example, FP takes 32 bits (Conv) + 32 bits (BN) = 64 bits, while
Table 4: ActNN with mixed precision training. Act. Bits indicates the average number of bits for the saved activation.

| Method          | Act. Bits | Val. Acc. |
|-----------------|-----------|-----------|
| FP              | 32        | 77.1      |
| AMP             | 16        | 77.3      |
| ActNN (L2) + AMP| 4         | 77.1      |
| ActNN (L3) + AMP| 2         | 76.9      |

Table 5: Memory usage before backward pass. “Total Mem.” includes model parameters, optimizer states, input data and activation. “Act. Mem.” includes activation for all layers except the final loss layer. R=memory saving ratio; OOM=out of memory.

| Network     | Batch | Total Mem. (GB) | Act. Mem. (GB) | R | Act. Mem. (GB) | R |
|-------------|-------|-----------------|----------------|---|----------------|---|
|             |       | FP (L3)         | ActNN (L3)     |   | FP ActNN (L3) |   |
| ResNet-152  | 32    | 6.01            | 1.18           | 5×| 5.28          | 0.44| 12×|
|             | 64    | 11.32           | 1.64           | 7×| 10.57         | 0.88| 12×|
|             | 96    | OOM             | 2.11           | / | OOM           | 1.32| / |
|             | 512   | OOM             | 8.27           | / | OOM           | 7.01| / |
| FCN-HR-48   | 2     | 5.76            | 1.39           | 4×| 4.76          | 0.39| 12×|
|             | 4     | 10.52           | 1.79           | 6×| 9.52          | 0.79| 12×|
|             | 6     | OOM             | 2.17           | / | OOM           | 1.18| / |
|             | 20    | OOM             | 4.91           | / | OOM           | 3.91| / |

ActNN takes 2.125 bits (Conv) + 2.125 bits (BN) + 1 bit (ReLU) = 5.25 bit. The extra 0.125 bit is used to store the zero point and scale for each group. The compression ratio is 64/5.25 ≈ 12.

We compare the training throughput of ActNN against other memory saving systems in Fig. 1 and Fig. 7. Each curve shows the trade-off between memory saving and training speed for one system. “DTR” is dynamic tensor rematerialization [21], a state-of-the-art rematerialization method for dynamic graphs. DTR runs out-of-memory very soon when trying to increase the batch size. “BLPA” is the system implemented in [3]. It only supports a dedicated ResNet architecture, so we cannot run it on DenseNet. Further, its dedicated design is not compatible with fused high-performance kernel libraries, so its training speed is very slow. “CAP” is the Capuchin system based on swapping and recomputation [25]. It is not open-source, so we get relative overhead numbers from its paper and compute the scaled training throughput. Because our system runs in dynamic graph mode, we use Capuchin’s numbers in eager mode as a fair comparison. “swap” is a simple swapping strategy that swaps all activations to the CPU. However, the CPU memory is finite, so it cannot increase the batch size unlimitedly. “ActNN” is our system with 6 different levels of optimization, so the curve of ActNN shows roughly 6 segments. As shown in the figures, ActNN achieves a much larger maximum batch size and extends the Pareto frontier significantly over state-of-the-art systems. ActNN enables training with a 6.6 × 14.0 × larger batch size under the same memory budget.

To show the potential of training larger models, we scale a ResNet-152 to deeper, wider, or higher resolution. Table 6 compares the largest model we can train against full precision. With the same memory budget and batch size (64), ActNN can scale a ResNet-152 to 6.4× deeper, 3.7× wider or 3.1× higher resolution, while maintaining 64% – 155% original training throughput.

Table 6: Comparison of the largest models ActNN can train before out-of-memory with the same batch size (64). D = depth = the number of layers, W = width = the base width of the bottleneck block, R = resolution = width and height of input images.

| Dim. | Maximum Value | Training Throughput (TFLOPS) |
|------|---------------|-------------------------------|
|      | FP | ActNN (L3) | ActNN (L4) | FP | ActNN (L3) | ActNN (L4) |
| D    | 160 | 660 | 1016 | 0.59 | 0.46 | 0.38 |
| W    | 92  | 332 | 340  | 0.70 | 1.07 | 1.09 |
| R    | 240 | 636 | 740  | 0.59 | 0.46 | 0.42 |
Figure 7: Training throughput vs batch size. Red cross mark means out-of-memory. The shaded yellow region denotes the possible batch sizes with full precision training given the memory budget.

### 6.3 Segmentation and Detection

Here, we report results for high-resolution segmentation and detection in Tab. 7. Activation memory is a more severe problem for these tasks, as the activation memory scales quadratically with the image resolution. For all the models, ActNN converges within 0.5% mIoU / AP comparing with the full-precision baseline. It worth noticing that ActNN could finish the default training recipe, batch size of 16/8 for detection/segmentation, within only one GPU. Remarkably, by training with a larger batch size of 160, ActNN gains 1.8%/1.4% mIoU for Dilation8 (dilated FCN) [39] / FPN [40]. This gain comes from the more reliable estimation of normalization parameters [41] with large batch size. Without memory saving techniques, such a large batch size is only achievable with a cluster of machines.

| Task | Model | Method | Bits | Batch | mIoU / AP |
|------|-------|--------|------|-------|-----------|
| Seg. | HRNet | FP | 32 | 8 | 80.65 |
|      | HRNet | ActNN (L3) | 2 | 8 | 81.02 |
|      | HRNet | ActNN (L3) | 2 | 160 | 80.51 |
|      | Dilation8 | FP | 32 | 8 | 73.61 |
|      | Dilation8 | ActNN (L3) | 2 | 8 | 72.92 |
|      | Dilation8 | ActNN (L3) | 2 | 160 | 75.85 |
|      | FPN | FP | 32 | 8 | 74.52 |
|      | FPN | ActNN (L3) | 2 | 8 | 74.18 |
|      | FPN | ActNN (L3) | 2 | 160 | 75.98 |
| Det. | RetinaNet | FP | 32 | 16 | 36.5 |
|      | RetinaNet | ActNN (L3) | 2 | 16 | 36.2 |
|      | RetinaNet | ActNN (L3) | 2 | 80 | 36.0 |
| Model | Method | Bits | Batch | GPUs | Val. Acc. |
|-------|--------|------|-------|------|-----------|
| MoCov2 | FP     | 32   | 256   | 8    | 67.69     |
| MoCov2 | ActNN (L3) | 2    | 512   | 2    | 67.25     |
| BYOL  | FP     | 32   | 256   | 8    | 72.35     |
| BYOL  | ActNN (L3) | 2    | 1024  | 8    | 72.65     |

6.4 Self-supervised Learning

Here, we test ActNN for two self-supervised learning methods, MoCov2 [44] and BYOL [45]. As the contrastive loss used in these methods involves comparing pairs of examples in a batch, larger batch size gives more accurate estimation of the contrastive loss, and has positive impact to the quality of the learned representation [46].

We directly apply ActNN (L3) to MoCov2 and BYOL. Both methods use ResNet-50 as the backbone. MoCov2 [44] is trained for 200 epochs and it uses the last layer’s feature after global pooling for evaluation; BYOL [45] is trained for 300 epochs and it combines multiple layers’ features for evaluation. As shown in Table 8, ActNN can train the models with significantly larger batch size per GPU, and it achieves good validation accuracy using only 2-bit activations.

7 Conclusions

We have presented ActNN, a framework for training neural networks with randomly quantized activations. ActNN is grounded by the convergence guarantee for general network architectures that we provide. Quantization affects the convergence through the gradient variance. We propose per-group quantization and fine-grained mixed-precision quantization strategies, which approximately minimizes the gradient variance during training. On a wide range of tasks, ActNN achieves negligible accuracy loss with 2-bit activation, improving significantly over prior state-of-the-arts. ActNN can be readily applied as a collection of layers in PyTorch, and it enables up to $14 \times$ batch size, $6.4 \times$ deeper, $3.7 \times$ wider, or $3.1 \times$ higher-resolution models.
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A Proof of the Theorems

A.1 Table of Notations

| Notation       | Description                                      |
|----------------|-------------------------------------------------|
| X              | A batch of inputs (each row is a sample)        |
| Y              | A batch of labels (each row is a sample)        |
| B              | A batch $B = (X, Y)$                            |
| $N, L$         | Batch size, number of classes, and number of layers |
| $F^{(l)}(\cdot; \Theta^{(l)})$ | Forward function of the $l$-th layer with parameter $\Theta^{(l)}$ |
| $G^{(l)}(\cdot; \cdot)$ | Backward function of the $l$-th layer |
| $C(H^{(l-1)}, \Theta^{(l)}, C^{(l)})$ | $l$-th layer’s compressed context |
| $C(H^{(l-1)}, \Theta^{(l)}, H^{(l)})$ | $l$-th layer’s context |
| $L = \ell(H^{(L)}, Y)$ | Minibatch loss function of prediction $H^{(L)}$ and label $Y$. |
| $\nabla L_D$   | Batch gradient                                  |
| $\nabla H^{(l)}, \nabla \Theta^{(l)}$ | Full-precision gradient of activation / parameter |
| $\hat{\nabla} H^{(l)}, \hat{\nabla} \Theta^{(l)}$ | Activation-compressed gradient of activation / parameter |
| $b_n^{(l)}, B_n^{(l)}$ | Number of quantization bits / bins for $h_n^{(l)}$ |
| $G$            | Group size for per-group quantization           |
| $R, R_{ni}, R$ | Quantization range                              |

A.2 Theorem

The FP gradient is defined by the recursion

$$\nabla H^{(l-1)}, \nabla \Theta^{(l)} = G^{(l)} \left( \nabla H^{(l)}, C(H^{(l-1)}, \Theta^{(l)}) \right),$$

and the ActNN gradient is defined by

$$\hat{\nabla} H^{(l-1)}, \hat{\nabla} \Theta^{(l)} = G^{(l)} \left( \hat{\nabla} H^{(l)}, \hat{C}(H^{(l-1)}, \Theta^{(l)}) \right),$$

where $\hat{\nabla} H^{(l)} = \nabla H^{(l)}$. The batch loss is $L_D(\Theta)$ and the batch gradient is $\nabla \Theta L_D(\Theta)$. Assume that the FP gradient is unbiased, i.e., $E \left[ \nabla \Theta^{(l)} \right] = \nabla \Theta L_D(\Theta)$ for all $l$.

We first prove the following lemma

**Lemma 1.** If $E \left[ \hat{\nabla} H^{(l)} \right] = E \left[ \nabla H^{(l)} \right]$, then there exists $\hat{C}^{(l)}$, s.t., $E \left[ \hat{\nabla} H^{(l-1)} \right] = E \left[ \nabla H^{(l-1)} \right]$ and $E \left[ \hat{\nabla} \Theta^{(l)} \right] = E \left[ \nabla \Theta^{(l)} \right]$.

**Proof.** By the chain rule of differentiation, we have

$$\nabla H_{ij}^{(l-1)} = \sum_{kl} \frac{\partial H_{ij}^{(l)}}{\partial H_{kl}^{(l-1)}} \nabla H_{kl}^{(l)} \quad \nabla \Theta_{ij}^{(l)} = \sum_{kl} \frac{\partial H_{ij}^{(l)}}{\partial \Theta_{kl}^{(l)}} \nabla H_{kl}^{(l)}.$$

Therefore, we can write

$$G^{(l)} \left( \nabla H^{(l)}, C(H^{(l-1)}, \Theta^{(l)}) \right) = \left\{ \sum_{kl} \frac{\partial H_{ij}^{(l)}}{\partial H_{kl}^{(l-1)}} \nabla H_{kl}^{(l)} \right\}_{ij}, \left\{ \sum_{kl} \frac{\partial H_{ij}^{(l)}}{\partial \Theta_{kl}^{(l)}} \nabla H_{kl}^{(l)} \right\}_{i}.$$
where $C(H^{(l-1)}, \Theta^{(l)}) = \{\partial H^{(l)}_{ij}/\partial H_{ij}^{(l-1)}, \partial H^{(l)}_{ij}/\partial \Theta^{(l)}_{ij}\}_{ijkl}$. Let $\hat{C}(H^{(l-1)}, \Theta^{(l)}) = Q(C(H^{(l-1)}, \Theta^{(l)}))$, where $Q(\cdot)$ is an unbiased quantizer, i.e., for all $x$, $E[Q(x)] = x$. Then, we have

\[
E\left[\nabla H^{(l-1)}, \nabla \Theta^{(l)}\right] = E\left[G^{(l)} \left(\nabla H^{(l)}, \hat{C}(H^{(l-1)}, \Theta^{(l)})\right)\right] = E \left\{ \sum_{kl} Q\left(\frac{\partial H^{(l)}_{kl}}{\partial H_{ij}^{(l-1)}}\right) \nabla_{kl} H_{ij}^{(l)} \right\} = G^{(l)} \left(\nabla H^{(l)}, \hat{C}(H^{(l-1)}, \Theta^{(l)})\right) = \nabla H^{(l-1)}, \nabla \Theta^{(l)}.
\]

Now we can prove Theorem 1.

**Proof.** By definition, $\hat{\nabla} H^{(l)} = \nabla H^{(l)}$, so $E\left[\hat{\nabla} H^{(l)}\right] = E\left[\nabla H^{(l)}\right]$. Using Lemma 1 and mathematical induction, we get $E\left[\hat{\nabla} \Theta^{(l)}\right] = E\left[\nabla \Theta^{(l)}\right]$, for all $l \in \{1, \ldots, L\}$, so $E\left[\hat{\nabla} \Theta\right] = E\left[\nabla \Theta\right]$.

On the other hand, $E[\nabla \Theta] = \nabla L_P(\Theta)$, by the assumption. Put it all together, we have $E\left[\hat{\nabla} \Theta\right] = \nabla L_P(\Theta)$.

**A.3 Theorem 2**

Let $\Theta_t = \{\Theta^{(l)}_t\}_{l=1}^{L}$ be a flattened vector of the parameters at the $t$-th iteration, and $\hat{\nabla} \Theta_t = \{\hat{\nabla} \Theta^{(l)}_t\}_{l=1}^{L}$ be the corresponding AC gradient. For any vector $x$, let $\text{Var}[x] := E[\|x\|^2] - E[\|x\|^2]$. Let $L(\Theta_t)$ be the batch loss at the $t$-th iteration, where $\nabla \Theta L(\Theta_t) = E\left[\hat{\nabla} \Theta_t\right]$. Assume the SGD iteration $\Theta_t+1 = -\alpha \nabla \Theta_t$. Further, let $E[\cdot | t]$ and $\text{Var}[\cdot | t]$ be the expectation and variance taken only over the minibatch and random quantizations at the $t$-th iteration.

**Proof.** According to [31], A1 implies that for any $\Theta_t$ and $\Theta_{t+1}$,

\[
L(\Theta_{t+1}) - L(\Theta_t) \leq \nabla L(\Theta_t)^T(\Theta_{t+1} - \Theta_t) + \frac{1}{2} \beta \|\Theta_{t+1} - \Theta_t\|^2.
\]

Plugging the SGD iteration, we have

\[
L(\Theta_{t+1}) - L(\Theta_t) \leq -\alpha L(\Theta_t)^T \hat{\nabla} \Theta_t + \frac{1}{2} \alpha^2 \beta \|\hat{\nabla} \Theta_t\|^2,
\]
taking expectation w.r.t. iteration $t + 1$ on both sides, and utilizing A3, the definition of variance, the step size inequality, and the unbiased AC gradient,

\[
E[L(\Theta_{t+1}) | t + 1] - L(\Theta_t) \leq -\alpha E[L(\Theta_t)]^2 + \frac{1}{2} \alpha^2 \beta (\text{Var}[\hat{\nabla} \Theta_t | t + 1] + E[\|\hat{\nabla} \Theta_t | t + 1\|^2])
\]

\[
= -\alpha (1 - \frac{1}{2} \alpha \beta) \|L(\Theta_t)\|^2 + \frac{1}{2} \alpha^2 \beta \sigma^2
\]

\[
\leq -\frac{1}{2} \alpha \|L(\Theta_t)\|^2 + \frac{1}{2} \alpha^2 \beta \sigma^2.
\]

Taking expectation on both sides, we have

\[
E[L(\Theta_{t+1})] - E[L(\Theta_t)] \leq -\frac{1}{2} \alpha E[L(\Theta_t)]^2 + \frac{1}{2} \alpha^2 \beta \sigma^2.
\]
Summing Eq. (12) up across iterations \( \{1, \ldots, T\} \), and utilize A2, we have

\[
L_{inf} - \mathcal{L}(\Theta_1) \leq \mathbb{E}[\mathcal{L}(\Theta_{T+1})] - \mathbb{E}[\mathcal{L}(\Theta_1)] \leq -\frac{1}{2} \alpha \sum_{t=1}^{T} \mathbb{E} \| \mathcal{L}(\Theta_t) \|^2 + \frac{1}{2} T \alpha^2 \beta^2.
\]

Rearrange the terms, we have

\[
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \| \mathcal{L}(\Theta_t) \|^2 \leq \frac{2(\mathcal{L}(\Theta_1) - L_{inf})}{\alpha T} + \alpha \beta^2.
\]

Viewing \( t \) as a random variable, we have Eq. (6).

\[\Box\]

**A.4 Theorem 3**

Let \( \mathbb{E}[X \mid Y] \) and \( \text{Var}[X \mid Y] \) be the conditional expectation / variance of \( X \) given \( Y \). We use the following proposition.

**Proposition 1. (Law of Total Variance)**

\[
\text{Var}[X] = \mathbb{E}[\text{Var}[X \mid Y]] + \mathbb{E}[\text{Var}[X \mid Y]].
\]

Define

\[
G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(m)}}, C^{(m)} \right) = G_{l}^{(l)} \left( G_{H}^{(l+1)} \left( \cdots G_{H}^{(m)} \left( \hat{\nabla}_{H^{(m)}}, C^{(m)} \right), \cdots, C^{(l+1)} \right), C^{(l)} \right),
\]

\[
G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(m)}} \right) = G_{l}^{(l)} \left( G_{H}^{(l+1)} \left( \cdots G_{H}^{(m)} \left( \hat{\nabla}_{H^{(m)}}, C^{(m)} \right), \cdots, C^{(l+1)} \right), C^{(l)} \right),
\]

**Proof. (of Theorem 3)** First, we have

\[
\text{Var} \left[ G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(l)}} \right) \right] = \text{Var} \left[ G_{l}^{(l)} \left( \hat{\nabla}_{H^{(l)}} \right) \right] = \hat{\nabla}_{H^{(l)}}.
\]

For all \( m < L \), by definition of \( \hat{\nabla}_{H^{(m)}} \)

\[
\text{Var} \left[ G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(m)}} \right) \right] = \text{Var} \left[ G_{l}^{(l)} \left( G_{H}^{(l+1)} \left( \hat{\nabla}_{H^{(m)}}, \hat{C}^{(m+1)} \right) \right) \right],
\]

by law of total variance

\[
\text{Var} \left[ G_{l-m}^{(l)} \left( G_{H}^{(l+1)} \left( \hat{\nabla}_{H^{(m+1)}}, \hat{C}^{(m+1)} \right) \right) \right] = \mathbb{E} \left[ \text{Var} \left[ G_{l-m}^{(l)} \left( G_{H}^{(l+1)} \left( \hat{\nabla}_{H^{(m+1)}}, \hat{C}^{(m+1)} \right) \right) \mid \hat{\nabla}_{H^{(m+1)}} \right] \right] + \text{Var} \left[ G_{l}^{(l)} \left( G_{H}^{(l+1)} \left( \hat{\nabla}_{H^{(m+1)}}, \hat{C}^{(m+1)} \right) \right) \right]
\]

by definition of \( G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(m)}}, \hat{C}^{(m)} \right) \), definition of \( G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(m)}} \right) \) and Theorem 1

\[
= \mathbb{E} \left[ \text{Var} \left[ G_{l-m+1}^{(l+1)} \left( \hat{\nabla}_{H^{(m+1)}}, C^{(m+1)} \right) \mid \hat{\nabla}_{H^{(m+1)}} \right] \right] + \text{Var} \left[ G_{l-m+1}^{(l+1)} \left( \hat{\nabla}_{H^{(m+1)}}, C^{(m+1)} \right) \right].
\]

Combining Eq. (13) and Eq. (14), we have

\[
\text{Var} \left[ G_{l-m}^{(l)} \left( \hat{\nabla}_{H^{(m)}} \right) \right] = \hat{\nabla}_{H^{(m)}} + \sum_{j=m+1}^{L} \mathbb{E} \left[ \text{Var} \left[ G_{l-j}^{(l)} \left( \hat{\nabla}_{H^{(j)}}, \hat{C}^{(j)} \right) \mid \hat{\nabla}_{H^{(j)}} \right] \right].
\]

(15)
Similarly, by definition and the law of total variance,
\[
\text{Var} \left[ \nabla_{\Theta(l)} \right] = \text{Var} \left[ \mathbf{G}_{\Theta}^{(l)} \left( \nabla_{H(l)}, \mathbf{C}^{(l)} \right) \right] = \mathbb{E} \left[ \text{Var} \left[ \mathbf{G}_{\Theta}^{(l)} \left( \nabla_{H(l)}, \mathbf{C}^{(l)} \right) \mid \nabla_{H(l)} \right] \right] + \text{Var} \left[ \mathbb{E} \left[ \mathbf{G}_{\Theta}^{(l)} \left( \nabla_{H(l)}, \mathbf{C}^{(l)} \right) \mid \nabla_{H(l)} \right] \right].
\]

by definition of \( \mathbf{G}_{\Theta}^{(l-m)} \left( \nabla_{H^{(m)}}, \mathbf{C}^{(m)} \right) \), definition of \( \mathbf{G}_{\Theta}^{(l-m)} \left( \nabla_{H^{(m)}} \right) \) and Theorem 1.
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Plugging Eq. (15) into Eq. (16), we have
\[
\begin{align*}
\text{Var} \left[ \nabla_{\Theta(l)} \right] &= \mathbb{E} \left[ \text{Var} \left[ \mathbf{G}_{\Theta}^{(l)} \left( \nabla_{H(l)}, \mathbf{C}^{(l)} \right) \mid \nabla_{H(l)} \right] \right] + \text{Var} \left[ \mathbb{E} \left[ \mathbf{G}_{\Theta}^{(l)} \left( \nabla_{H(l)}, \mathbf{C}^{(l)} \right) \mid \nabla_{H(l)} \right] \right] \\
&= \mathbb{E} \left[ \text{Var} \left[ \mathbf{G}_{\Theta}^{(l)} \left( \nabla_{H(l)}, \mathbf{C}^{(l)} \right) \mid \nabla_{H(l)} \right] \right] + \sum_{j=l+1}^{L} \text{Var} \left[ \mathbb{E} \left[ \mathbf{G}_{\Theta}^{(l-j)} \left( \nabla_{H^{(j)}}, \mathbf{C}^{(j)} \right) \mid \nabla_{H^{(j)}} \right] \right] \\
&= \text{Var} \left[ \nabla_{H^{(l)}} \right] + \sum_{m=l}^{L} \text{Var} \left[ \mathbf{G}_{\Theta}^{(l-m)} \left( \nabla_{H^{(m)}}, \mathbf{C}^{(m)} \right) \mid \nabla_{H^{(m)}} \right].
\end{align*}
\]

B Bias and Variance for Individual Layers

B.1 Convolutional Layers

Consider an arbitrary dimensional convolutional layer
\[
y_{nia} = \sum_{\Delta_i} \mathbf{W}_{\Delta_i,a} x_{n,i,s+\Delta_i,d_i,a}.
\]

where \( \mathbf{X} = \{x_{nia}\} \) is the input, \( \mathbf{Y} = \{y_{nia}\} \) is the output, \( s \) is a stride, and \( d \) is a dilation, \( a \in [0, A) \) is the group index for depthwise-separable convolution. \( x_{ni} \) is the feature vector of the \( n \)-th sample at the \( i \)-th location, where \( i \) can be a tuple of arbitrary dimensions, e.g., 2 or 3. The kernel has \( L \) locations, and for each location, the kernel \( \mathbf{W}_{\Delta_i,a} \) is a \( (D_{out}/A) \times (D_{in}/A) \) matrix.

The gradients are
\[
\nabla \mathbf{W}_{\Delta_i,a} = \sum_{ni} \nabla y_{nia} x_{n,i,s+\Delta_i,d_i,a}^\top, \quad \nabla x_{nia} = \sum_{\Delta_i} \nabla y_{n,(i-d_{\Delta_i})/s,a} \mathbf{W}_{\Delta_i,a}^\top
\]

Define the approximate context as \( \hat{\mathbf{C}} = (Q(\mathbf{X}), \mathbf{W}) \), where \( Q(\cdot) \) is an unbiased quantizer. Then,
\[
\mathbb{E} \left[ \nabla \mathbf{W}_{\Delta_i,a} \right] = \sum_{ni} \mathbb{E} \left[ \nabla y_{nia} \right] \mathbb{E} \left[ Q(x_{n,i,s+\Delta_i,d_i,a}) \right] = \sum_{ni} \nabla y_{nia} x_{n,i,s+\Delta_i,d_i,a}^\top = \mathbb{E} \left[ \nabla \mathbf{W}_{\Delta_i,a} \right].
\]

Therefore, the gradient is unbiased.

Let \( I \) be the number of locations (pixels) on the feature map \( \mathbf{X} \), and \( S \) is the product of strides. The variance is
\[
\text{Var} \left[ \sum_{ni} \nabla y_{nia} x_{n,i,s+\Delta_i,d_i,a}^\top \right] = \sum_{c_1 c_2} \text{Var} \left[ \sum_{ni} \nabla y_{n,i,a,c_1} x_{n,i,s+\Delta_i,d_i,a,c_2} \right]
\]
Due to independence,
\[
\text{Var} \left[ \sum_{ni} \nabla y_{ni} x_{ni,si+d\Delta,i,a}^T \right] = \sum_{c_1,c_2} \nabla^2 \text{Var} [x_{ni,si+d\Delta,i,a,c_2}]
\]
\[
= \frac{G}{6} \sum_{ni} \left\| \nabla y_{ni,a} \right\|^2 \left\| \mathbf{R}_{ni,a} \right\|^2 \approx \frac{G}{6I} \sum_n \left\| \nabla y_n \right\|^2 \left\| \mathbf{R}_n \right\|^2,
\]
where we approximate \( \sum_i a_i b_i \approx \text{mean}(a_i) \text{mean}(b_i) \). Therefore,
\[
\text{Var} [\nabla w] = \sum_{\Delta_i,a} \nabla w_{\Delta_i,a} \approx \frac{6G}{K} \sum_{na} \left\| \nabla y_{na} \right\|^2 \left\| \mathbf{R}_{na} \right\|^2 \approx \frac{6G}{6IA} \sum_n \left\| \nabla y_n \right\|^2 \left\| \mathbf{R}_n \right\|^2.
\]

**Transposed Convolution** We can view transposed convolution as convolutions with inverse stride. For example, if a Conv2D has the stride \([2, 2]\), then its transpose has the stride \([1/2, 1/2]\).

### B.2 Normalization Layers

Suppose the input is \( \mathbf{X} \in \mathbb{R}^{N \times C} \), where there are \( C \) features to be normalized. The layer has the weight \( \mathbf{w} \in \mathbb{R}^C \) and the bias \( \mathbf{b} \in \mathbb{R}^C \). The output is \( \mathbf{Y} \in \mathbb{R}^{N \times C} \). For example, for BatchNorm2d, \( C \) is the number of channels, and \( N \) is the product of the batch size and the number of pixels per image. This formulation applies to both batch normalization and layer normalization, for arbitrary-shape tensors.

**Forward Propagation**

\[
y_{nc} = (x_{nc} - m_c) \frac{w_c}{s_c} + b_c, \quad \text{where} \quad m_c = \frac{1}{N} \sum_n x_{nc}, s_c = \sqrt{\frac{1}{N} \sum_n (x_{nc} - m_c)^2}.
\]

**Back Propagation**

\[
\nabla x_{nc} = \frac{w_c}{s_c} \left( \nabla y_{nc} - \frac{1}{N} \sum_{c'} \nabla y_{nc'} - \frac{1}{N s_c^2} (x_{nc} - m_c) \sum_{n'} (x_{n'c} - m_c) \nabla y_{n'c} \right)
\]

The context is \((\mathbf{X}, m, s, \mathbf{w})\). We only quantize \( \mathbf{X} \) here since all the other vectors are negligible in size.

**Unbiased Quantization** We can keep two independently quantized copies of \( x_{nc} \): \( \hat{x}_{nc} \) and \( \tilde{x}_{nc} \), such that \( \mathbb{E} [\hat{x}_{nc}] = x_{nc} \), \( \mathbb{E} [\tilde{x}_{nc}] = x_{nc} \). In this way,

\[
\mathbb{E} \left[ \nabla x_{nc} \right] = \mathbb{E} \left[ \frac{w_c}{s_c} \left( \nabla y_{nc} - \frac{1}{N} \sum_{c'} \nabla y_{nc'} - \frac{1}{N s_c^2} (x_{nc} - m_c) \sum_{n'} (x_{n'c} - m_c) \nabla y_{n'c} \right) \right]
\]

Due to independence,

\[
\mathbb{E} \left[ \nabla x_{nc} \right] = \frac{w_c}{s_c} \left( \mathbb{E} \left[ \nabla y_{nc} \right] - \frac{1}{N} \sum_{c'} \mathbb{E} \left[ \nabla y_{nc'} \right] - \frac{1}{N s_c^2} \mathbb{E} [\hat{x}_{nc} - m_c] \sum_{n'} \mathbb{E} [\hat{x}_{n'c} - m_c] \mathbb{E} \left[ \nabla y_{n'c} \right] \right)
\]

\[
= \frac{w_c}{s_c} \left( \nabla y_{nc} - \frac{1}{N} \sum_{c'} \nabla y_{nc'} - \frac{1}{N s_c^2} (x_{nc} - m_c) \sum_{n'} (x_{n'c} - m_c) \nabla y_{n'c} \right) = \nabla x_{nc}.
\]

Therefore, the gradient of the input is unbiased.

**Gradient Variance**

\[
\text{Var} \left[ \nabla x_{nc} \right] = \frac{w_c^2}{N^2 s_c^6} \text{Var} \left[ (\hat{x}_{nc} - m_c) \sum_{n'} (\hat{x}_{n'c} - m_c) \nabla y_{n'c} \right]
\]

\[
= \frac{w_c^2}{N^2 s_c^6} \left( \text{Var} [A] \text{Var} [B] + \mathbb{E} [A]^2 \text{Var} [B] + \text{Var} [A] \mathbb{E} [B]^2 \right),
\]
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utilizing $\text{Var} \{AB\} = \text{Var} \{A\} \text{Var} \{B\} + \mathbb{E} \{A\}^2 \text{Var} \{B\} + \text{Var} \{A\} \mathbb{E} \{B\}^2$, if $A$ and $B$ are independent, where

$$A = \hat{x}_{nc} - m_c, \quad \mathbb{E} \{A\} = x_{nc} - m_c, \quad \text{Var} \{A\} = \text{Var} \{\hat{x}_{nc}\}$$

$$B = \sum_{n'} (\hat{x}_{n'} - m_c) \nabla y_{n'c}, \quad \mathbb{E} \{B\} = \sum_{n'} (x_{n'} - m_c) \nabla y_{n'c}, \quad \text{Var} \{B\} = \sum_{n'} \text{Var} \{\hat{x}_{n'}\} \nabla^2 y_{n'c}.$$  

Assume that $\text{Var} \{A\} \ll \mathbb{E} \{A\}^2$ and $\text{Var} \{B\} \ll \mathbb{E} \{B\}^2$, and utilize Eq. (20), we have

$$\text{Var} \left[ \hat{\nabla}_{Xnc} \right] \approx \frac{w_{nc}^2}{N^2 s_c^4} \left[ y_{nc}^2 \sum_{n'} \text{Var} \{\hat{x}_{n'c}\} \nabla^2 y_{n'c} + \text{Var} \{\hat{x}_{nc}\} \left( \sum_{n'} y_{n'c} \nabla y_{n'c} \right)^2 \right].$$

Let $d_c = \sum_{n'} y_{n'c} \nabla y_{n'c}$, and plug $\text{Var} \{\hat{x}_{nc}\} \approx \frac{R_n^2}{B_n^2}$ in, we have

$$\text{Var} \left[ \hat{\nabla}_{Xnc} \right] \approx \frac{w_{nc}^2}{6N^2 s_c^4} \left[ y_{nc}^2 \sum_{n'} \frac{R_n^2}{B_n^2} \nabla^2 y_{n'c} + \frac{R_n^2}{B_n^2} d_c^2 \right].$$

Summing the terms up, we have

$$\text{Var} \left[ \hat{\nabla}_X \right] = \sum_{nc} \text{Var} \left[ \hat{\nabla}_{Xnc} \right] = \frac{1}{6N^2} \sum_n \frac{R_n^2}{B_n^2} \left( \sum_c \frac{w_c^2}{s_c^4} \nabla^2 y_{nc} \right) + \sum_n \frac{R_n^2}{B_n^2} \sum_c \frac{w_c^2}{s_c^4} d_c^2.$$  

Finally, noticing that $\sum_n Y_{nc}^2 = N w_{nc}^2$, and rearrange the terms, we have

$$\text{Var} \left[ \hat{\nabla}_X \right] = \frac{1}{6N^2} \sum_n \frac{R_n^2}{B_n^2} \left( \sum_c \frac{w_c^2}{s_c^4} \left( N w_{nc}^2 \nabla^2 y_{nc} + d_c^2 \right) \right).$$

This can be computed by keeping track of $\sum_c w_{nc}^4 / s_c^4 \nabla^2 y_{nc}$ for each $n$ and $d_c^2$ for each $d$. In practice, we may not be able to record the gradient for every sample. In this case, we approximate the gradient-related terms with a constant,

$$\text{Var} \left[ \hat{\nabla}_X \right] \propto \sum_n \frac{R_n^2}{B_n^2}.$$

**Biased Quantization** As maintaining two quantized copies is too expensive, we only maintain one copy in practice. The gradient is still close to unbiased in this case. To see this,

$$\mathbb{E} \left[ \hat{\nabla}_{Xnc} \right] = \frac{w_{nc}}{s_c} \left( \nabla y_{nc} - \frac{1}{N} \sum_{c'} \nabla y_{nc'} - \frac{1}{N s_c} \mathbb{E} \left[ (x_{nc} - m_c) \sum_{n'} (x_{n'} - m_c) \nabla y_{n'c} \right] \right)$$

$$= \frac{w_{nc}}{s_c} \left( \nabla y_{nc} - \frac{1}{N} \sum_{c'} \nabla y_{nc'} - \frac{1}{N s_c} \left( (x_{nc} - m_c) \sum_{n'} (x_{n'} - m_c) \nabla y_{n'c} \right) + \text{Var} \{\hat{x}_{nc}\} \nabla y_{nc} \right).$$

As $N$ is huge, the additional term $\text{Var} \{\hat{x}_{nc}\} \nabla y_{nc}$ is negligible comparing to other terms.

**B.3 Activation Layers**

Activation layers take the form

$$y_i = f(x_i), \quad \nabla x_i = f'(x_i) \nabla y_i,$$

where $f(\cdot)$ is an activation function. We can simply store a quantized version of $\{f'(x_i)\}$ as the context for unbiased gradient.

ReLU layers are particularly simple, which have $f'(x_i) = \mathbb{1}(x_i > 0)$. Therefore, ReLU layers only take a single bit per dimension to store, without any approximation.
B.4 Pooling Layers

Pooling layers are computed without any approximation. We don’t need to quantize their context because their context only takes little memory. We discuss how many bits are required for their context below.

**Average pooling layers** An average pooling layer can be seen as a special case of convolution layer with a constant kernel. Because the kernel is a constant, we do not need to compute the gradient of kernel. To compute the gradient of input, according to Eq. 19, we only need the gradient of output. Therefore, we can compute average pooling pooling layers exactly without saving anything in the context.

**Max Pooling** Following the notation in Eq. 18. A max pooling layer takes the form

\[ y_{nij} = \max_{\Delta_i} x_{n,si+d\Delta_i,j} \]

The gradient of input is

\[ \nabla x_{nij} = \sum_{\Delta_i} \nabla y_{n,(i-d\Delta_i)/s,j} \mathbb{I}(\text{argmax}_k x_{n,i-d\Delta_i,j+k,j} = \Delta_i) \]

For each output location \( y_{nij} \), we need to store an integer value \( k_{nij} = \text{argmax}_\Delta x_{n,si+d\Delta_i,j} \). Note that 0 ≤ \( k_{nij} < K \), where K is the kernel size of pooling. To store \( k_{nij} \), we need \( \lceil \log(K) \rceil \) bits per output location (pixel). In common neural networks, the kernel size of a max pooling layer is less than \( 8 \times 8 = 256 \). We use 8 bits per output location in our implementation.

C Experimental Setup and Additional Experiments

C.1 Experimental Setup

We use standard open-source model architecture and training recipes for all the tasks.

**Quantization Strategy** We use the ResNet50-v1.5 repo[^1] for ImageNet experiments. The batch size is 32 × 8 = 256, and the initial learning rate is 0.256. We train 90 epochs with 4 warmup epochs. The repo further has cosine learning rate schedule and label smoothing.

**Computational Overhead** We use ResNet-50, ResNet-152, WideResNet-101 and DenseNet-201 from the torchvision package. We convert them to use ActNN’s layers by our model convertor. We run five training batches on ImageNet and report the median of the training throughput (images per second).

**Semantic Segmentation and Object Detection** We use the open-source frameworks MMSegmentation [47] and MMDetection [48] for these tasks, and follow the original training recipes. For semantic segmentation, the crop size is 512 × 1024. The methods are FCN [39] and FPN [40]. Backbones are chosen from HRNetV2W48 (HRNet) [42], ResNet-50 dilation 8 (Dilation8), and original ResNet-50 (FPN). For object detection, the input size is 800 pixels for the short edge. The model is RetinaNet [43] with FPN as the backbone.

C.2 Variance Profile

We visualize all the terms in Thm. 3 in Fig. C.2 for a ResNet-50 trained on ImageNet at the 50-th epoch. The quantization strategy is 2-bit per-group quantization (ActNN L2 in Tab. 2). In the figure, each row is a stochasticity and each column is a parameter. For example, the entry at the \( m \)-th row and the \( l \)-th column is the term \( \mathbb{E} \left[ \text{Var} \left( \mathbf{G}_m \left( \nabla \mathbf{H}_m, \mathbf{C}_m \right) \mid \nabla \mathbf{H}_m \right) \right] \), i.e., the impact of the \( m \)-th layer’s quantized activation to the gradient variance of the \( l \)-th layer’s parameter. The last row is the minibatch sampling variance \( \text{Var} [\nabla \mathbf{G}(\cdot)] \). From the figure we can observe that

[^1]: https://github.com/NVIDIA/DeepLearningExamples/tree/master/PyTorch/Classification/ConvNets/resnet50v1.5
1. Minibatch sampling variance is much higher than the quantization variance. Therefore, it is possible to train with compressed activations, without impacting the final accuracy;

2. The quantization variance for each layer is dominantly impacted by compressing the activation at the same layer. Therefore, our strategy in Sec. 4.2 which omits all the distant terms, approximates the exact variance well.

C.3 CIFAR-10 Results

In Fig. 9, we additional present results on CIFAR-10. The conclusion remains the same with the CIFAR-100 and ImageNet experiments in the main text. BLPA converges only at 4 bits, while ActNN converges at 2 bits.
Figure 8: A decomposition of variance according to Thm. Each row is a source of randomness, either quantization or minibatch sampling (last row). Each column is a parameter gradient, which we would like measure variance of. Each entry is the impact of one source of randomness to one layer’s parameter gradient.
Figure 9: Ablation study on the quantization strategy on CIFAR-10. BLPA diverges with 1 and 2 bits. The gradient variance is calculated at the 10th epoch.