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Abstract

Following recent interest in the qualitative analysis of some optimal control and shape optimisation problems, we provide in this article a detailed study of the optimisation of Robin boundary conditions in PDE constrained calculus of variations. Our main model consists of an elliptic PDE of the form \(-\Delta u_\beta = f(x, u_\beta)\) endowed with the Robin boundary conditions \(\partial_\nu u_\beta + \beta(x)u_\beta = 0\). The optimisation variable is the function \(\beta\), which is assumed to take values between 0 and 1 and to have a fixed integral. Two types of criteria are under consideration: the first one is non-energetic criteria. In other words, we aim at optimising functionals of the form \(J(\beta) = \int_\Omega or \int_{\partial\Omega} j(u_\beta)\). We prove that, depending on the monotonicity of the function \(j\), the optimisers may be of bang-bang type (in other words, the optimisers write \(1\) for some measurable subset \(\Gamma\) of \(\partial\Omega\)) or, on the contrary, that they may only take values strictly between 0 and 1. This has consequence for a related shape optimisation problem, in which one tries to find where on the boundary Neumann (\(\partial_\nu u = 0\)) and constant Robin conditions (\(\partial_\nu u + u = 0\)) should be placed in order to optimise criteria. The proofs for this first case rely on new fine oscillatory techniques, used in combination with optimality conditions. We then investigate the case of compliance-type functionals. For such energetic functionals, we give an in-depth analysis and even some explicit characterisation of optimal \(\beta^*\).
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1 Introduction

1.1 Scope of the article, informal presentation of the problem

1.1.1 Informal presentation of the problem

The goal of this article is to provide a theoretical analysis of a class of PDE constrained optimisation problems which arise in many fields (for instance, in automation, in physics or in mathematical biology), and in which the aim is to minimise or maximise a certain criteria by acting on the coefficients of the Robin boundary conditions.

More specifically, we are working with heterogeneous Robin boundary conditions, in the following sense: the state equation of the phenomenon is supplemented, on the boundary of the domain, with a condition of the form

\[ \frac{\partial u}{\partial \nu}(x) + \beta(x)u(x) = 0, \]

where \( \beta \) is a non-negative function on the boundary. Our goal is to optimise certain criteria with respect to \( \beta \), under some natural constraints.

Context We provide bibliographical references in section 1.6 of this introduction, but let us point out that such problems have been the topic of a wide research activity. For instance, in [9, 10], several aspects of the optimisation of the natural energy of the underlying PDE or of some eigenvalues were tackled. Similarly, this type of question is very natural in the context of thermal insulation. In this case, a relevant query is to find the best way to coat a domain with an insulant in order to optimise certain criteria. This is the point of view chosen, for example, in [9, 10, 27]. Other authors have studied this problem in parabolic models, with applications to fluid dynamics [16], or in hyperbolic problems [17]. Let us finally mention that, in many of the aforementioned cases, the functionals to be optimised either derive from the natural energy of the PDE or are of "tracking-type" (i.e. the aim is to minimise the distance of the state to a reference state). However, many relevant optimisation problems do not fall in either category. This is for example the case in spatial ecology. One may consider, following [4, 23, 20, 21, 22, 24], the problem of maximising the population size in logistic models: how should one design the boundary of a domain in order to optimise the total population inside the domain? Although most of our analysis is, in the main proofs of this article, detailed in the case of linear models, we also provide in section 1.4 some extension to non-linear models.

We consider and analyse fairly general functionals, with a strong emphasis on the qualitative properties of optimisers. As we shall see, these properties are closely related to existence results for shape optimisation problems. To carry out our proofs, we introduce an oscillatory method which, although reminiscent of the one we introduced recently in [20], requires fine tuning to obtain our results.

One of our main contributions is the analysis of the influence of the type of functionals we wish to optimise (for instance, the monotonicity of the functional is crucial in the forthcoming analysis) on qualitative results. Let us mention that we consider two main types of functionals: energetic ones (in other words, functionals that are equal, up to a multiplicative constant, to the natural energy of the state equation), in which we may achieve an explicit characterisation of optimisers, and non-energetic ones. The latter case exhibits very different qualitative features; this is the main topic under consideration here.

Furthermore, let us underline that, from a mathematical perspective, our contributions can be read through the lens of bilinear optimal control problems set on the boundary. In this setting, we see \( \beta \) as the control. Likewise, such bilinear optimal control problems have been an active topic of research in the past years, and are not yet fully understood. We refer once again to section 1.6 of the introduction for further discussion of recent works in this field.
Paradigmatic formulation of our problem and motivation  The most general version of our problem reads as follows: let $\Omega$ be a regular enough domain in $\mathbb{R}^d$ and let, for any measurable subset $\Gamma \subset \partial \Omega$, $u^\Gamma_\alpha$ be the unique solution of

$$
\begin{align*}
-\nabla \cdot (A(x)\nabla u^\Gamma_\alpha(x)) &= g_0(x, u^\Gamma_\alpha(x)) & x \in \Omega \\
\partial_\nu u^\Gamma_\alpha(x) + \alpha \mathbb{1}_\Gamma(x)u^\Gamma_\alpha(x) &= 0 & x \in \partial \Omega.
\end{align*}
$$

(1.1)

In this formulation, $\alpha > 0$ is a fixed parameter, $A$ is a matrix assumed to be uniformly elliptic and $g_0$ is a given non-linearity.

A possible interpretation of this equation is that it is an approximation of a mixed problem of the type

$$
\begin{align*}
-\nabla \cdot (A(x)\nabla v^\Gamma(x)) &= g_0(x, v^\Gamma(x)) & x \in \Omega \\
\partial_\nu v^\Gamma(x) &= 0 & x \in \partial \Omega \setminus \Gamma, \\
v^\Gamma(x) &= 0 & x \in \Gamma.
\end{align*}
$$

(1.2)

Indeed, under adequate assumptions, the solution to (1.1) converges in some sense to the one of (1.2) as $\alpha \to +\infty$. We refer to Appendix A for additional explanation in the case where $g_0 = g_0(x)$.

As a consequence, optimising criteria involving $u^\Gamma_\alpha$ with respect to $\Gamma$ is closely related to optimising criteria involving $v^\Gamma$ with respect to $\Gamma$.

**Remark 1** (Comment on the methods used). *Let us stress the following fact: while it is plausible that the optimisers of the problems involving $u^\Gamma_\alpha$ and of the problems involving $v^\Gamma$ have the same qualitative features, we believe that the tools necessary in order to analyse them are fundamentally different, as the proper convergence for the mixed Neumann-Dirichlet problem should be the $\Gamma$-convergence of sets while, for the problems involving $u^\Gamma_\alpha$, the relevant topology is rather the weak $L^\infty - *$ one on the compactification of $\{\mathbb{1}_\Gamma, \mathcal{H}^{d-1}(\Gamma) = V_0\}$. We refer to section 1.5 for additional comments.*

The typical problems we consider in this paper are

$$
\sup_{\Gamma \subset \partial \Omega \atop \mathcal{H}^{d-1}(\Gamma) = V_0} \int_\Omega j(u^\Gamma_\alpha) \quad \text{or} \quad \sup_{\Gamma \subset \partial \Omega \atop \mathcal{H}^{d-1}(\Gamma) = V_0} \int_{\partial \Omega} j(u^\Gamma_\alpha)
$$

(1.3)

where $\mathcal{H}^{d-1}(\cdot)$ stands for the $(d-1)$-Hausdorff dimensional measure of $\Gamma$ and $j$ is a smooth non-linearity. Stated as such, these problems are shape optimisation problems. We consider a relaxed version of this problem, where the term $\alpha \mathbb{1}_\Gamma$ in (1.1) is replaced with a function $\beta \in L^\infty(\partial \Omega)$ satisfying certain constraints; we explain later in this introduction how qualitative properties for the optimisation with respect to $\beta$ are translated to (non-)existence results for the initial shape optimisation problem.

We also consider, for the sake of completeness, compliance-type problems: namely, the goal for this class of problems is to solve

$$
\sup_{\Gamma \subset \partial \Omega \atop \mathcal{H}^{d-1}(\Gamma) = V_0} \int_\Omega f(u^\Gamma_\alpha). \quad (1.4)
$$

Since all the results we establish hereafter are valid whatever the value of $\alpha > 0$, we may without loss of generality fix $\alpha = 1$ in this formulation. We also underline that we first work with linear models and cover non-linear models in section 1.4.
1.1.2 Plan of the introduction

The introduction of this paper is long, and we thus take the liberty to give a plan to ease the reading. Subsection 1.1.3 contains the presentation of the state equation, as well as the definitions of the two types of functionals considered. In particular, it concludes with a presentation of the focal point of our analysis for non-energetic functionals, the bang-bang property. In subsection 1.1.4, we motivate the analysis of this property by linking it to existence properties for some shape optimisation problems. In sections 1.2-1.3, we give our main theorems in the linear case, first stating the ones dealing with non-energetic criteria, second presenting the ones relevant for energetic criteria. Section 1.4 contains the results for non-linear models. Section 1.5 is devoted to the technical context of our proofs. The introduction concludes with section 1.6, which contains a discussion of the relevant references.

1.1.3 Problem under consideration in this article

Relaxation of the problem and admissible class of coefficients $\beta$. We have mentioned we would consider a relaxed version of (1.3)-(1.4). In order to make the above statement about the relaxation of the problem precise, we define, for a fixed $V_0 \in (0; H^{d-1}(\partial \Omega))$, the set $B(\partial \Omega)$ as

$$B(\partial \Omega) := \{ \beta \in L^\infty(\partial \Omega) : 0 \leq \beta \leq 1, \int_{\partial \Omega} \beta = V_0 \}. \quad (1.5)$$

This set corresponds to the closure of the set $\{ 1 \Gamma, \mathcal{H}^{d-1}(\Gamma) = V_0 \}$ for the weak-star topology of $L^\infty(\partial \Omega)$ [15, Proposition 7.2.17]. The set $B(\partial \Omega)$ is the admissible class we consider throughout this paper. The link between existence properties for the shape optimisation problems of type (1.3) and the so-called bang-bang property for optimisation problems set in $B(\partial \Omega)$ is investigated in section 1.1.4.

State equation For the sake of simplicity, we first focus in this paper on a simpler version of (1.2). This allows us to not dwell on existence and regularity issues, and we thus hope to provide a clear description of the type of arguments involved in the proofs of our results. We refer to section 1.4 for non-linear models.

Henceforth, $\Omega$ is a fixed open bounded connected subset of $\mathbb{R}^d$ with a $C^2$ boundary, and $f \in L^\infty(\Omega)$ is a fixed source term. We further assume that

$$f \text{ does not vanish identically and } f \geq 0 \text{ a.e. in } \Omega. \quad (H_f)$$

For any $\beta \in B(\partial \Omega)$, we denote by $u_\beta$ the unique solution of the equation

$$\begin{cases}
-\Delta u_\beta = f & \text{in } \Omega, \\
\frac{\partial u_\beta}{\partial \nu} + \beta u_\beta = 0 & \text{on } \partial \Omega.
\end{cases} \quad (E_\beta)$$

Alternatively, $u_\beta$ is the unique minimiser in $W^{1,2}(\Omega)$ of the energy functional

$$\mathcal{E}_\beta : W^{1,2}(\Omega) \ni u \mapsto \frac{1}{2} \int_{\Omega} |\nabla u|^2 + \frac{1}{2} \int_{\partial \Omega} \beta u^2 - \int_{\Omega} fu. \quad (1.6)$$

As a consequence of the strong maximum principle, for any $\beta \in B(\partial \Omega)$ and any $f \in L^\infty(\Omega)$ satisfying $(H_f)$, one has

$$\inf_{\Omega} u_\beta > 0.$$
First type of functional: energetic functionals

Two natural optimisation problems that stem from \((E_\beta)\) are the problems of maximising and minimising the compliance. In other words, we shall tackle the problems

\[
\max_{\beta \in B(\partial \Omega)} \int_\Omega f u_\beta = F(\beta) \quad \text{(energetic criteria)}.
\]

What is notable here is that the functional \(F\) rewrites naturally using the energy defined in (1.6), whence the wording "energetic" to describe such criteria. Straightforward computations indeed lead to

\[
F(\beta) = -2 E_\beta(u_\beta) = -2 \min_{u \in W^{1,2}(\Omega)} E_\beta(u).
\]

This alternative formulation enables us to obtain a finer description of optimisers. Since this is not the central point of this paper, we state the relevant results last, in Theorem V.

Second type of functional: non-energetic criteria

We want to consider boundary and interior cost functionals. For both these criteria, we consider a fixed non-linearity \(j : \mathbb{R} \to \mathbb{R}\). As we will see, the monotonicity of \(j\) plays a crucial role in the qualitative analysis of optimisers. Thus, we choose \(j\) to be monotonous. Since we are dealing both with minimisation and maximisation problems, we may take \(j\) to be increasing. Overall, we assume that

\[
j \in \mathcal{C}^2(\mathbb{R}^+) \quad \text{and} \quad j' > 0 \quad \text{on} \quad \mathbb{R}^+.
\]

Using this non-linearity we define two functionals:

\[
\begin{align*}
\mathcal{J}_\partial : B(\partial \Omega) &\ni \beta \mapsto \int_{\partial \Omega} j(u_\beta) \quad \text{(boundary criterion)}, \\
\mathcal{J}_\Omega : B(\partial \Omega) &\ni \beta \mapsto \int_\Omega j(u_\beta) \quad \text{(distributed criterion)},
\end{align*}
\]

Our focus is on the optimisation problems

\[
\sup_{\beta \in B(\partial \Omega)} \int_{\partial \Omega} j(u_\beta),
\]

where \(u_\beta\) solves \((E_\beta)\). We refer again to section 1.6 of this introduction for a discussion of the history of these problems. Several features of the optimisers are relevant in such queries, among them the so-called bang-bang property: do optimisers \(\beta^*\) write \(1_{\Gamma}\) for some subset \(\Gamma\) of \(\partial \Omega\)? To justify why this is a relevant question, let us now discuss briefly the relationship between this bang-bang property and the existence of optimal shapes for the related shape optimisation problem.

1.1.4 Relationship between existence properties for the shape optimisation problem and the bang-bang property for the relaxed formulation.

Let us now explain a bit more in details the link between the initial shape optimisation problems

\[
\sup_{\Gamma \subset \partial \Omega} \inf_{\mathcal{H}^{d-1}(\Gamma) = V_0} \int_{\partial \Omega} j(w^\Gamma),
\]

where \(w^\Gamma\) solves

\[
\begin{cases}
-\Delta w^\Gamma = f & \text{in} \ \Omega, \\
\frac{\partial w^\Gamma}{\partial \nu} + \mathbb{I}_\Gamma w^\Gamma = 0 & \text{on} \ \partial \Omega,
\end{cases}
\]

(1.10)
and the relaxed problem (1.8).

The first thing that should be noted is that (1.8) has a solution $\beta^*$. We refer to Lemma 6 below and indicate that this follows from the direct method in the calculus of variations: the weak $L^\infty-\ast$ compactness of $\mathcal{B}(\partial\Omega)$ and the continuity for the $L^\infty-\ast$ topology of the functionals suffice to obtain this result. Obtaining such an existence property for (1.9) is much harder.

However, since $\mathcal{B}(\partial\Omega)$ is the compactification of the set $\{1, \mathcal{H}^{d-1}(\Gamma) = V_0\}$ it follows that for every $\beta \in \mathcal{B}(\partial\Omega)$ there exists a sequence $\{\Gamma_k\}_{k \in \mathbb{N}}$ of measurable subsets of $\partial\Omega$ with Hausdorff measure $V_0$ such that

$$1_{\Gamma_k} \to \beta \text{ in the weak } L^\infty-\ast \text{ topology.}$$

Since $J_{\partial\Omega}$ is continuous for this topology, we obtain

$$J_{\partial\Omega}(1_{\Gamma_k}) \to J_{\partial\Omega}(\beta).$$

The set $\{1, \mathcal{H}^{d-1}(\Gamma) = V_0\}$ corresponds exactly the set of extreme points of the admissible set $\mathcal{B}(\partial\Omega)$. We call its elements bang-bang functions.

With these informations it is easy to obtain the following proposition/definition describing the relationships between the shape optimisation problem (1.9) and the bilinear optimal control problem (1.8).

**Definition 2.**

1. Problem (1.9) has a solution if, and only if there exists a bang-bang solution $\beta^*$ of Problem (1.8). In this case, we say that Problem (1.8) satisfies the bang-bang property.

2. Alternatively, Problem (1.9) does not have a solution if, and only if any solution $\beta^*$ of (1.8) satisfies $\text{Vol}(\{0 < \beta^* < 1\}) > 0$. In this case, we say that Problem (1.9) enjoys a relaxation property.

### 1.2 First case: boundary and distributed criteria

#### 1.2.1 Existence results and bang-bang property for maximisation problems

**Boundary criteria**

We first tackle the maximisation problem

$$\max_{\beta \in \mathcal{B}(\partial\Omega)} \int_{\partial\Omega} j(u_{\beta}), \quad (P_{\max,\partial\Omega,B})$$

where $u_{\beta}$ denotes the unique solution to (E$_{\beta}$). We refer to Lemma 6 below for the existence of optimal profiles. We also state the related shape optimisation problem

$$\sup_{\Gamma \subset \partial\Omega, \mathcal{H}^{d-1}(\Gamma) = V_0} \int_{\partial\Omega} j(w_{\Gamma}), \quad (P_{\max,\partial\Omega,\Sigma})$$

Our first result states that maximisers of $(P_{\max,\partial\Omega,B})$ satisfy the bang-bang property. Following the discussion of Section 1.1.4, the shape optimisation problem $(P_{\max,\partial\Omega,\Sigma})$ has a solution.

**Theorem 1.** Let $\Omega$ be a bounded open set of $\mathbb{R}^d$ such that $\partial \Omega$ is $\mathcal{C}^2$. Assume $f$ satisfies (H$_f$) and $j$ satisfies (H$_j$). Any solution $\beta^*$ of the optimisation problem $(P_{\max,\partial\Omega,B})$ is bang-bang: there exists $\Gamma^* \subset \partial\Omega$ such that $\beta^* = 1_{\Gamma^*}$. As a consequence, the shape optimisation problem $(P_{\max,\partial\Omega,\Sigma})$ has a solution.
The proof of this Theorem is one of the central points of this paper. It is carried out using a high frequency analysis of the second order derivative of the functional. While this type of results is usually proved using convexity or concavity arguments, the fact that the problem is not energetic and that we are considering a bilinear control problems a priori prohibits obtaining a convexity property for the functional $\mathcal{J}_{\partial \Omega}$. We refer to section 1.5 for a discussion of the method.

**Distributed criteria**

Although we decided to start with boundary criteria as, to the best of our knowledge, they have received less attention in the literature, our methods naturally extend to the case of distributed criteria. In this case, the optimisation problem is

$$
\max_{\beta \in B(\partial \Omega)} \int_{\Omega} j(u_{\beta}), \quad (P_{\text{max},\Omega,B})
$$

where $u_{\beta}$ denotes the unique solution to $(E_{\beta})$, and the related shape optimisation problem reads

$$
\sup_{\Gamma \subset \partial \Omega, H^{d-1}(\Gamma)=V_0} \int_{\Omega} j(w^\Gamma), \quad (P_{\text{max},\Omega,\Sigma})
$$

The main result is the following Theorem:

**Theorem II.** Let $\Omega$ be a bounded open set of $\mathbb{R}^d$ such that $\partial \Omega$ is $C^2$. Assume $f$ satisfies $(H_f)$ and $j$ satisfies $(H_j)$. Any solution $\beta^*$ of the optimisation problem $(P_{\text{max},\Omega,B})$ is bang-bang: there exists $\Gamma^* \subset \partial \Omega$ such that $\beta^*=1_{\Gamma^*}$. As a consequence, the shape optimisation problem $(P_{\text{max},\Omega,\Sigma})$ has a solution.

Since the proof is very similar to that of Theorem I, we omit it in the main text of the article and only give it in Appendix D.

### 1.2.2 Non-existence and relaxation phenomenon for minimisation problems

**Boundary criteria**

Let us now consider the minimisation problem

$$
\min_{\beta \in B(\partial \Omega)} \int_{\partial \Omega} j(u_{\beta}). \quad (P_{\text{min},\partial \Omega,B})
$$

Once again, we refer to Lemma 6 for the existence of optimal profiles. As stated hereafter, we shall show that the related shape optimisation problem

$$
\inf_{\Gamma \subset \partial \Omega, H^{d-1}(\Gamma)=V_0} \int_{\partial \Omega} j(w^\Gamma) \quad (P_{\text{min},\partial \Omega,\Sigma})
$$

exhibits a relaxation phenomenon. It is interesting to notice that the main argument for showing the second part of the following result rests upon a low frequency analysis of the second order optimality conditions.

**Theorem III.** Let $\Omega$ be a bounded open set of $\mathbb{R}^n$ such that $\partial \Omega$ is $C^2$. Assume $f$ satisfies $(H_f)$ and $j$ satisfies $(H_j)$. 
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(i) Any solution $\beta^*$ of $(P_{\min,\partial\Omega,B})$ satisfies

$$\mathcal{H}^{d-1}(\{0 < \beta^* < 1\}) > 0,$$

so that $(P_{\min,\partial\Omega,\Sigma})$ does not have a solution and enjoys a relaxation phenomenon.

(ii) Furthermore, let us introduce

$$U_0(f) := \sup_{\beta \in B(\partial\Omega)} \sup_{x \in \Omega} u_\beta(x) \in (0, +\infty).$$

There exists $C > 0$ such that, if

$$j''(u) \leq -Cj'(0) \quad \text{on} \quad [0, U_0(f)] \quad \text{and} \quad j'(U_0(f)) > 0,$$

then for any solution $\beta^*$ of $(P_{\min,\partial\Omega,B})$ we have

$$\mathcal{H}^{d-1}(\{\beta^* = 1\}) > 0.$$

Let us provide an example of function $j$ satisfying the assumptions of (ii). Given $C > 0$ and $U_0(f) > 0$, the function $j$ given by

$$j(u) = -\frac{1}{2} u^2 + \frac{1}{2} \left(U_0(f) + \frac{1}{C}\right) u$$

fulfills these conditions provided that $CU_0(f) < 1$. Since $U_0(f)$ does not depend on $C$, it suffices to chose $C$ small enough.

**Remark 3.** One has $U_0(f) < +\infty$ since $f \in L^\infty(\Omega)$. More precisely, one has

$$\sup_{\beta \in B(\partial\Omega)} \|u_\beta\|_{W^{1,p}(\Omega)} < +\infty$$

for any $p$, by using standard elliptic regularity estimates which are detailed in Lemma 5, and we conclude by using that the embedding $W^{1,p}(\Omega) \hookrightarrow C^0(\overline{\Omega})$ is compact whenever $p$ is large enough.

We refer to section 1.5 for comments on the proof.

**Distributed criteria**

Here again, some of our methods naturally extend to the case of distributed criteria. The proof of the following result is very similar to that of Theorem III, and we provide it in Appendix E. The minimisation problem under consideration is

$$\min_{\beta \in B(\partial\Omega)} \int_{\Omega} j(u_\beta). \quad (P_{\min,\Omega,B})$$

**Theorem IV.** Let $\Omega$ be a bounded open set of $\mathbb{R}^n$ such that $\partial\Omega$ is $C^2$. Assume $f$ satisfies $(H_f)$ and $j$ satisfies $(H_j)$. Then, any solution $\beta^*$ of $(P_{\min,\Omega,B})$ satisfies

$$\text{Vol}(\{0 < \beta^* < 1\}) > 0.$$
1.3 Second case: energetic criteria

Let us now tackle the two energetic optimisation problems

\[
\min_{\beta \in B(\partial \Omega)} \int_{\Omega} f u_\beta \quad (Q_{\text{min}})
\]
and

\[
\max_{\beta \in B(\partial \Omega)} \int_{\Omega} f u_\beta. \quad (Q_{\text{max}})
\]

The existence of optimisers for \((Q_{\text{min}})-(Q_{\text{max}})\) can be obtained by adapting the arguments of Lemma 6 below.

As we have noted earlier, a salient feature of these problems is that they can be rewritten in terms of the energy of the equation \((E_\beta)\):

\[
\int_{\Omega} f u_\beta = -2 \min_{u \in W^{1,2}(\Omega)} \frac{1}{2} \int_{\Omega} |\nabla u|^2 + \frac{1}{2} \int_{\Omega} \beta u^2 - \int_{\Omega} f u. \quad (1.11)
\]

Let us mention two important consequences of this fact: first, these problems are self-adjoint (i.e. the adjoint state used to express the gradient of the criterion coincides with \(u_\beta\)); second, as an infimum of linear functionals is concave, the criterion is convex. This is why we can expect a more precise description of the optimisers of this problem.

Let us mention that two very related contributions to the study of this problem are \([9, 10]\), in which several problems of minimising some energetic criteria are studied. The main difference with our case is that the authors of \([9, 10]\) rather study the problem of optimising such criteria with respect to \(\beta\) for the boundary conditions \(\beta \partial \nu u_\beta + u_\beta = 0\), which significantly changes the behaviour of the functionals.

We sum up our results in the following Theorem:

**Theorem V.** Let \(\Omega\) be a bounded open set of \(\mathbb{R}^n\) such that \(\partial \Omega\) is \(C^2\). Assume \(f\) satisfies \((H_f)\) and \(j\) satisfies \((H_j)\).

(i) Every solution \(\beta^*\) of the maximization problem \((Q_{\text{max}})\) is bang-bang: there exists \(\Gamma^* \subset \partial \Omega\) such that \(\beta^* = \mathbf{1}_{\Gamma^*}\).

(ii) Let \(v_\Omega\) denote the solution of the Dirichlet problem

\[
\begin{cases}
-\Delta v_\Omega = f & \text{in } \Omega, \\
v_\Omega = 0 & \text{on } \partial \Omega,
\end{cases}
\]

and let \(V_0^\Omega\) given by

\[
V_0^\Omega = -\frac{1}{\|\partial_{\nu} v_\Omega\|_{L^\infty(\partial \Omega)}} \int_{\partial \Omega} \partial_{\nu} v_\Omega \in (0, H^{d-1}(\partial \Omega))].
\]

For every \(V_0 \in (0, V_0^\Omega)\), the minimization problem \((Q_{\text{min}})\) enjoys a relaxation property and has a unique solution \(\beta^*\) given by

\[
\beta^* = V_0 \frac{-\partial_{\nu} v_\Omega}{\int_{\partial \Omega} -\partial_{\nu} v_\Omega}.
\]

(iii) **Case where \(f(\cdot) = 1\).** Let us assume that \(f \equiv 1\). The constant admissible profile \(\beta^* V_0 \equiv \frac{V_0}{H^{d-1}(\partial \Omega)}\) solves the minimization problem \((Q_{\text{min}})\) if, and only if \(\Omega\) is a ball.
1.4 Non-linear models: distributed criteria

Since one of our initial motivation is also to understand some optimal control problems that arise in mathematical biology, where the state equation is typically non-linear, we now state the relevant results in this context. It should be noted that this case is, at the notational level, heavier than the linear one, but that the methods are similar to that of the linear case. For this reason, we only give the proofs in Appendix F and only state our theorem for distributed criteria.

Analytic set-up We fix a non-linearity \( g = g(x, y) \), and we first assume \( g \) is measurable in both variables and \( C^2 \) in the second variable. \((H_{NL})\)

Keeping in mind the mathematical biology motivation, we are looking for non-negative solutions \( y_\beta \in W^{1,2}(\Omega) \) of the equation

\[
\begin{cases}
-\Delta y_\beta = g(x, y_\beta), & \text{in } \Omega, \\
\frac{\partial y_\beta}{\partial \nu} + \beta y_\beta = 0 & \text{on } \partial \Omega, \\
y_\beta \geq 0, y_\beta \neq 0.
\end{cases}
\]

We of course assume:

For any \( \beta \in B(\partial \Omega) \), there exists a unique solution \( y_\beta \in W^{1,2}(\Omega) \) to (1.14). \((H_{WP})\)

Since we are working with optimality conditions, we need to be allowed to differentiate the map \( \beta \mapsto y_\beta \). This is possible, granted the steady-states \( y_\beta \) are linearly stable: in other words, letting \( \mu_\beta \) be the first eigenvalue of the linearised operator, i.e.

\[
\mu_\beta := \inf_{\varphi \in W^{1,2}(\Omega), \int_\Omega \varphi^2 = 1} \left( \int_\Omega |\nabla \varphi|^2 - \int_\Omega \frac{\partial g}{\partial y}(\cdot, y_\beta) \varphi^2 + \int_{\partial \Omega} \beta \varphi^2 \right)
\]

we must have

\[
\forall \beta \in B(\partial \Omega), \mu_\beta > 0.
\]

\((H_{stab})\)

Finally, \( W^{1,p} \)-estimates on \( y_\beta \) are crucial. We hence need to ensure that

\[
\forall \beta \in B(\partial \Omega), \quad \forall p \in [1; +\infty), \quad y_\beta \in W^{1,p}(\Omega).
\]

\((H_{reg})\)

These are the only assumptions we need on \( g \). After stating the theorem, we explain why a large class of monostable non-linearities satisfies these conditions.

Optimisation problem We assume \( g \) satisfies \((H_{NL})-(H_{WP})-(H_{stab})-(H_{reg})\). We still work with a function \( j \) satisfying \((H_j)\) and define

\[
\mathcal{R}_\Omega(\beta) := \int_\Omega j(y_\beta).
\]

We consider the optimisation problems

\[
\max_{\beta \in B(\partial \Omega)} \mathcal{R}_\Omega(\beta)
\]

\((R_{\text{max}})\)

as well as

\[
\min_{\beta \in B(\partial \Omega)} \mathcal{R}_\Omega(\beta).
\]

\((R_{\text{min}})\)

Under the assumption that \( g \) satisfies \((H_{NL})-(H_{WP})-(H_{stab})-(H_{reg})\), the existence of solutions to \((R_{\text{max}})-(R_{\text{min}})\) is proved following the arguments of Lemma 6 below. Our main theorem is
Theorem VI. Assume $j$ satisfies $(H_j)$ and $g$ satisfies $(H_{NL})$-$$(H_{WP})$-$$(H_{stab})$-$$(H_{reg})$. Then:

1. Any solution of $(R_{max})$ is of bang-bang type. In other words, for every maximiser $\beta^*$ of $(R_{max})$, there exists a measurable subset $\Gamma^*$ of $\partial \Omega$ such that $\beta^* = 1_{\Gamma^*}$.

2. Any solution $\beta^*$ of $(R_{min})$ satisfies

\[ \mathcal{H}^{d-1}(\{0 < \beta^* < 1\}) > 0. \]

An application to the optimal design of barriers in logistic models Let us give an example of a class of non-linearities $g$ satisfying $(H_{NL})$-$(H_{WP})$-$(H_{stab})$-$(H_{reg})$. We consider any function $m \in L^\infty(\Omega)$ such that

\[ \int_{\Omega} m > \int_{\partial \Omega} \beta = V_0. \] (1.16)

Then the non-linearity

\[ g_{\beta} : (x, y) \mapsto y (m(x) - y) \]

satisfies $(H_{NL})$-$(H_{WP})$-$(H_{stab})$-$(H_{reg})$. To see why this is the case, we first observe that we are exactly in the context of monostable non-linearities, which, adapting the arguments of [6], yields the existence and uniqueness of a solution $y_{\beta}$ of (1.14), that further satisfies $y_{\beta} \leq \|m\|_{L^\infty}$. This readily gives the regularity estimates of Assumption $(H_{reg})$. Finally, we observe that, as $y_{\beta} \neq 0$ is a non-negative eigenfunction, associated with eigenvalue 0, the monotonicity of the eigenvalue ensures that the first eigenvalue $\mu_{\beta}$ of $-\Delta - (m - 2 y_{\beta})$ is positive for any $\beta$.

This equation models a population density that can access resources, accounted for in this scenario by the function $m$. For more references on the modelling on such phenomena we refer to [19], as well as to section 1.6 below. If we take $j(x) = x$, the optimisation problem $(R_{max})$ (resp. $(R_{min})$) can be interpreted as: how should we design the features of the fence around the domain in order to maximise (resp. minimise) the population size? In this context, the bang-bang property has been deemed to be a relevant aspect of the qualitative analysis of optimisers [20, 24].

1.5 Comments on the proof of the bang-bang property and technical context

In this section, we comment upon our methods of proofs in order to provide some context regarding the tools we introduce to analyse the bang-bang property for the bilinear optimal control problems under consideration.

Oscillatory techniques used here The bang-bang property is often proved via the following reasoning: one determines the so-called ”switch function” of the control problem. This function, say $\phi$, encodes the optimality conditions. If an optimiser is not bang-bang, this usually implies that $\phi$ has a level-set of positive measure. To conclude, unique continuation theorems are invoked, that prove that this can not be the case since $\phi$ often satisfies a certain well-behaved optimality system.

However, this strategy is mostly useful for energetic problems. For non-energetic problems, such as the ones considered here, the equation solved by the switching function is usually not tractable. We refer for instance to [21]. Instead, the method we introduce for Robin boundary conditions hinges on the one we introduced in [20]. In it, we show that, for certain distributed bilinear optimal control problems, the second order derivative of the functional to optimise writes as something very similar to a Rayleigh quotient of a certain operator $\mathcal{L}$, in terms of $\dot{u}_{\beta}[h]$. Here, $\dot{u}_{\beta}[h]$ denotes the derivative of $\beta \mapsto u_{\beta}$ in a direction $h$. Concretely, this means that, the functionals
under consideration in Theorems I, II and VI being denoted generically $\mathcal{J}$ and double dots standing for second-order derivatives in a direction $h$, we derive an estimate of the form

$$\mathcal{J} \gtrsim A\|\dot{u}_\beta[h]\|_{W^{1,2}(\Omega)}^2 - B\|\ddot{u}_\beta[h]\|_{L^2(\Omega)}^2$$

for some constants $A$ and $B$. The monotonicity of the functional enables to choose a positive $A$. We refer to Proposition 7 for a precise statement. Such an estimate allows to prove the bang-bang property: by assuming that a maximiser $\beta^*$ is not bang-bang, we show that there exists a perturbation $h$ that has a suitable support and such that $\dot{u}_\beta[h]$, has, in the spectral basis of $\mathcal{L}$, only high modes. Thus, the second order derivative of the functional can be made arbitrarily high, and we can reach a contradiction. This idea is one of the key points of the proof of Theorems I, II and VI. Of course, several points need to be refined in order to make this scheme suitable for the present context.

Second, and this is also a novelty of the article, we show that the same expression of the second order derivative in terms of Rayleigh quotients allows to prove relaxation phenomena for minimisation problem. Contrary to the bang-bang property, the method rests upon the use of low-eigenmodes, and it is at the center of Theorem III and IV.

**Relationship with other existence theorems in shape optimisation** A particularly crucial step in all our proofs is the monotonicity of the functionals we optimise. Concretely, consider the problem $(P_{\max, \partial \Omega})$. Then one of the central points of the proof of Theorem I is that the functional $\mathcal{J}_{\partial \Omega}(\beta) = \int_{\partial \Omega} j(u_\beta)$ is increasing. This implies that, from a shape optimization perspective, the functional $\Gamma \mapsto \int_{\partial \Omega} j(u^\Gamma)$ is increasing. In this context, it is tempting to use the seminal theorem of Buttazzo-DalMaso [11] to conclude that there exists a solution of $(P_{\max, \partial \Omega, \Sigma})$. However, the topology on sets required by [11] is not suited to our type of problems: in [11], the convergence on sets is the $\Gamma$-convergence; unfortunately, it is not clear that this topology makes the functional we consider here continuous, which prohibits using this result. Furthermore, the strategies of proof are very different. Nevertheless, we wish to highlight the fact that, as in [11], the crux of the problem is the monotonicity of the functional.

1.6 Related works and bibliographical references

**Optimisation of criteria involving the Robin coefficients** Two lines of research coexist when it comes to optimisation in combination with Robin boundary conditions, one dedicated to the type of problems we consider here, where the domain $\Omega$ is fixed and $\beta$ is the variable, and another one focused on optimising the domain $\Omega$ itself. Some contributions combine these two approaches.

Among the vast literature relevant in such queries, let us first single out [16] and [17]. Both papers deal with time-dependent equation, and focus on ”tracking-type” functionals. In other words, in the framework of our paper, this would mean that the functional to optimise would involve a term of the form $\|u_\beta - u_{\text{ref}}\|_X^2$ for some norm $X$ and some reference $u_{\text{ref}}$. Such criteria are known to be very relevant in many applications. Our paper, on the other hand, focuses on ”free” functionals, and the methods used to analyse each problem are necessarily very different.

The aforementioned [9, 10] investigate the properties of the optimisers $\beta$ that minimise the natural energy of the model or some related eigenvalues. Although Theorem V is closely related to these contributions, let us highlight the fact that they consider boundary conditions of the form $\beta \partial_\nu u + u = 0$, which changes the features of the problems. This contribution falls into the first category described above (energetic functionals), but it is notable that the motivation in [9, 10] is an optimal insulation problem which was then deeply explored from the point of view of both optimal control and shape optimisation in the recent [26]. Notable in the latter is the fact that one
of their main results, [26, Theorem 5.1] uses Talenti-like inequalities for Robin boundary conditions, which has been another very active line of research following [2].

**Bilinear control problems** Let us first underline that the study of bilinear controllability of systems (i.e., trying to reach an exact state using a bilinear control) is a very active field. We refer, for instance, to [1, 5, 12].

On the other hand, bilinear optimal control problems, in which one rather aims at optimising a certain criterion, as is the case in the present paper, have received less attention. We have already mentioned several contributions related to the optimisation of Robin coefficients in order to minimise tracking-type functionals; in this broader context of bilinear optimisation, let us also refer to [13, 14], where bilinear optimal control problems for chemotaxis or chemorepulsion models are studied. The functional the authors wish to minimise is also of tracking type, but the control acts on the interior of the domain rather than on the boundary. Most of the emphasis is placed on deriving existence results and optimality conditions. Related to these contributions, we point, for another distributed bilinear optimal control problem, to [8], a contribution that focuses on a numerical multigrid analysis of the optimisation system.

However, the literature is scarcer when it comes to the qualitative analysis of bilinear optimal control problems when the functionals is not of tracking type. A paradigmatic example is that of the optimisation of the total population size in monostable models. In this problem, which originated in [18] the goal is to spread resources so as to maximise the integral of the solution of a reaction-diffusion equations. In the elliptic case, proving the bang-bang property for optimal resources distributions proves surprisingly difficult, and the problem exhibits a very intricate qualitative behaviour. We refer to [4, 7, 23, 21, 22, 24] and the references therein for an overview of this problem. It should be noted that the bang-bang property was only recently proved by the two authors in collaboration with a third one in [20], using a method that, as was explained, is linked to the one we develop here for Robin controls.

## 2 Preliminary material

We first give some existence results and regularity estimates for the solutions of (E_β). Since the proofs are standard, we only give them below in Appendix B. We begin with a uniform estimate:

**Lemma 4.** Let Ω be a bounded domain in \( \mathbb{R}^d \) with a \( C^2 \) boundary. There exists \( C > 0 \) such that

\[
\forall \beta \in \mathcal{B}(\partial \Omega), \quad \forall v \in W^{1,2}(\Omega), \quad C \|v\|_{W^{1,2}(\Omega)}^2 \leq \int_\Omega |\nabla v|^2 + \int_{\partial \Omega} \beta v^2.
\]

**Lemma 5.** Assume \( f \in L^\infty(\Omega) \). Then the equation (E_β) has a unique solution \( u_\beta \in W^{1,2}(\Omega) \). Furthermore, for any \( p \in [1;+\infty) \), \( u_\beta \in W^{1,p}(\Omega) \),

\[
\sup_{\beta \in \mathcal{B}(\partial \Omega)} \|u_\beta\|_{W^{1,p}(\Omega)} < \infty
\]

and

\[
\forall \beta \in \mathcal{B}(\partial \Omega), \inf_{\Omega} u_\beta > 0.
\]

In particular, as a consequence of Sobolev embeddings, we have the uniform estimates

\[
0 < \inf_{\beta \in \mathcal{B}(\partial \Omega)} \inf_{\Omega} u_\beta \leq \sup_{\beta \in \mathcal{B}(\partial \Omega)} \sup_{\Omega} u_\beta < \infty.
\]
This lemma is a standard consequence of Robin regularity results.

We finally state our existence result.

Lemma 6. Let us assume that $\partial \Omega$ is $C^2$. Each of the problems $(P_{\max,\partial \Omega,B})-(P_{\min,\partial \Omega,B})-(P_{\max,\Omega,B})-(P_{\min,\Omega,B})$ has a solution.

3 Proofs of Theorems I and III

Throughout this section, $f$ and $j$ are assumed to satisfy $(H_f)$ and $(H_j)$ respectively. We work only on boundary criteria; thus, to alleviate notation, we drop the subscript in $J_{\partial \Omega}$ and simply write $J(\beta) := \int_{\partial \Omega} j(u_\beta)$.

We begin by computing the derivatives of $J$, as these derivatives are key in proving Theorems I and III.

3.1 Computation of the derivatives of $J_{\partial \Omega}$

The differentiability of the map $B(\partial \Omega) \ni \beta \mapsto u_\beta \in W^{1,2}(\Omega)$ is standard. Let us consider $\beta \in B(\partial \Omega)$ and an admissible perturbation $h$ at $\beta$. We denote with a single (resp. double) dot the first (resp. second) order Gateaux derivative of relevant quantities at $\beta$ in the direction $h$.

By differentiating $(E_{\beta})$, we see that $\dot{u}_\beta$ solves
\[
\begin{cases}
-\Delta \dot{u}_\beta = 0 & \text{in } \Omega, \\
\frac{\partial \dot{u}_\beta}{\partial \nu} + \beta \dot{u}_\beta = -hu_\beta & \text{on } \partial \Omega,
\end{cases}
\]
while $\ddot{u}_\beta$ satisfies
\[
\begin{cases}
-\Delta \ddot{u}_\beta = 0 & \text{in } \Omega, \\
\frac{\partial \ddot{u}_\beta}{\partial \nu} + \beta \ddot{u}_\beta = -2h\dot{u}_\beta & \text{on } \partial \Omega.
\end{cases}
\]

Existence and uniqueness of $W^{1,2}(\Omega)$ solutions to these equations are immediate. The derivatives of the criterion $J$ are, similarly, given by
\[
\dot{J}(\beta)[h] = \int_{\partial \Omega} \dot{u}_\beta j'(u_\beta) \quad \text{and} \quad \ddot{J}(\beta)[h] = \int_{\partial \Omega} \ddot{u}_\beta j'(u_\beta) + \int_{\partial \Omega} (\dot{u}_\beta)^2 j''(u_\beta).
\]

In order to make these derivatives more tractable, we introduce the adjoint state $p_\beta$ as the unique solution in $W^{1,2}(\Omega)$ of
\[
\begin{cases}
-\Delta p_\beta = 0 & \text{in } \Omega, \\
\frac{\partial p_\beta}{\partial \nu} + \beta p_\beta = j'(u_\beta) & \text{on } \partial \Omega.
\end{cases}
\]

Since $\inf_{\Omega} u_\beta > 0$ and since $j' > 0$ on $\mathbb{R}_+$, it follows from the maximum principle that $p_\beta$ is positive in $\Omega$ and that we even have
\[
\inf_{\Omega} p_\beta > 0.
\]

Multiplying (3.4) by $\dot{u}_\beta$ and (3.1) by $p_\beta$, an integration by parts yields
\[
0 = \int_{\Omega} \nabla \dot{u}_\beta \cdot \nabla p_\beta + \int_{\partial \Omega} \beta p_\beta \dot{u}_\beta - \int_{\partial \Omega} j'(u_\beta) \dot{u}_\beta
\]

---

1The wording “admissible perturbation” means that $h$ belongs to the tangent cone to the set $B(\partial \Omega)$ at $\beta$. It corresponds to the set of functions $h \in L^\infty(\Omega)$ such that, for any sequence of positive real numbers $\varepsilon_n$ decreasing to 0, there exists a sequence of functions $h_n \in L^\infty(\Omega)$ converging in $L^2(\Omega)$ to $h$ as $n \to +\infty$, and $\beta + \varepsilon_n h_n \in B(\partial \Omega)$ for every $n \in \mathbb{N}$. 14
\[ 0 = \int_{\Omega} \nabla \hat{u}_\beta \cdot \nabla p_\beta + \int_{\partial \Omega} \beta p_\beta \hat{u}_\beta + \int_{\Omega} hu_\beta p_\beta \]

Hence, we obtain
\[ \int_{\partial \Omega} j'(u_\beta) \hat{u}_\beta = - \int_{\partial \Omega} hu_\beta p_\beta, \]
by combining the two identities above. In particular, according to (3.3), we get
\[ \hat{J}(\beta)[h] = - \int_{\partial \Omega} hu_\beta p_\beta. \] (3.6)

Multiplying (3.4) by \( \ddot{u}_\beta \), and (3.2) by \( p_\beta \), and integrating by parts also gives the following expression for the second-order Gateaux derivative of \( J \):
\[ \ddot{J}(\beta)[h, h] = - 2 \hat{\partial}_\Omega \dot{u}_\beta p_\beta + \hat{\partial}_\Omega j''(u_\beta)(\dot{u}_\beta)^2. \] (3.7)

### 3.2 Proof of Theorem I

We shall argue by contradiction: let us fix a maximiser \( \beta^* \in B(\partial \Omega) \) (which exists thanks to Lemma 6) such that the set
\[ \omega^* := \{ 0 < \beta^* < 1 \} \] (3.8)
has positive measure:
\[ \mathcal{H}^{d-1}(\omega^*) > 0. \]

It follows that for any admissible perturbation \( h \) at \( \beta^* \) supported in \( \omega^* \) (in the sense of Footnote 1), there holds
\[ \hat{J}(\beta^*)[h] = 0. \] (3.9)

To reach a contradiction, it suffices to prove that there exists an admissible perturbation \( h \) supported in \( \omega^* \) such that
\[ \hat{J}(\beta^*)[h, h] > 0. \] (3.10)

We start by recalling that from (3.7), we have
\[ \hat{J}(\beta^*)[h, h] = - 2 \int_{\partial \Omega} h\dot{u}_\beta p_\beta + \int_{\partial \Omega} j''(u_\beta)(\dot{u}_\beta)^2. \] (3.11)

The first step of this proof is to obtain an expression of \( \hat{J} \) that is reminiscent of a Rayleigh quotient. This is the purpose of the following proposition:

**Proposition 7.** There exist three constants \( A, B, C \) with \( A > 0 \) such that
\[ \hat{J}(\beta^*)[h, h] \geq A \int_{\Omega} |\nabla \hat{u}_{\beta^*}|^2 - B \| \hat{u}_{\beta^*} \|_{W^{1,2}(\Omega)} \| \hat{u}_{\beta^*} \|_{L^2(\Omega)} - C \int_{\partial \Omega} \dot{u}_{\beta^*}^2. \] (3.12)

**Proof of Proposition 7.** We isolate the first part of (3.7), and define
\[ \mathcal{W}(\beta^*)[h, h] := - 2 \int_{\partial \Omega} h\dot{u}_\beta p_\beta. \] (3.13)

Using the boundary condition of the equation (3.1) on \( \dot{u}_{\beta^*} \) this quantity rewrites
\[ \mathcal{W}(\beta^*)[h, h] = 2 \int_{\partial \Omega} (\partial_\nu \hat{u}_{\beta^*} + \beta^* \hat{u}_{\beta^*}) \frac{p_{\beta^*}}{u_{\beta^*}} \dot{u}_{\beta^*}. \]
Let us introduce the function $\Psi_{\beta^*}$ given by

$$\Psi_{\beta^*} := \frac{p_{\beta^*}}{u_{\beta^*}},$$

so that

$$W(\beta^*| h, h|) = \int_{\partial \Omega} \Psi_{\beta^*} \left( \partial_\nu \left( \dot{u}_{\beta^*}^2 \right) + 2\beta^* \dot{u}_{\beta^*}^2 \right). \tag{3.14}$$

Since $\inf_{\Omega} u_{\beta^*}, p_{\beta^*} > 0$ from (3.5) and lemma 5, and since $\sup_{\Omega} u_{\beta^*}, p_{\beta^*} < \infty$, one has

$$\inf_{\Omega} \Psi_{\beta^*} > 0.$$ 

Furthermore, for every function $z \in W^{2,2}(\Omega)$, one has

$$- \int_{\Omega} (\Delta \Psi_{\beta^*}) z + \int_{\Omega} (\Delta z) \Psi_{\beta^*} = \int_{\partial \Omega} (\partial_\nu z) \Psi_{\beta^*} - \int_{\partial \Omega} z (\partial_\nu \Psi_{\beta^*}). \tag{3.15}$$

We first compute

$$\frac{\partial \Psi_{\beta^*}}{\partial \nu} = \frac{\partial_\nu p_{\beta^*}}{u_{\beta^*}} - \Psi_{\beta^*} \frac{\partial_\nu u_{\beta^*}}{u_{\beta^*}} = -\beta^* \Psi_{\beta^*} + \beta^* \Psi_{\beta^*} + \frac{j'(u_{\beta^*})}{u_{\beta^*}} = \frac{j'(u_{\beta^*})}{u_{\beta^*}} > 0. \tag{3.16}$$

We want to take $z = \dot{u}_{\beta^*}^2$ in (3.15). We have

$$\Delta z = 2|\nabla \dot{u}_{\beta^*}|^2 + 2u_{\beta^*} \Delta \dot{u}_{\beta^*} = 2|\nabla \dot{u}_{\beta^*}|^2 \text{ since } \Delta \dot{u}_{\beta^*} = 0.$$

Hence,

$$\int_{\partial \Omega} \Psi_{\beta^*} \partial_\nu (u_{\beta^*}) = 2 \int_{\Omega} |\nabla \dot{u}_{\beta^*}|^2 \Psi_{\beta^*} - \int_{\Omega} \dot{u}_{\beta^*}^2, \Delta \Psi_{\beta^*} + \int_{\partial \Omega} \frac{j'(u_{\beta^*})}{u_{\beta^*}} \dot{u}_{\beta^*}^2. \tag{3.17}$$

Thus, the second order derivative of $J$ rewrites

$$\tilde{J}(\beta^*| h, h|) = 2 \int_{\Omega} \Psi_{\beta^*} |\nabla \dot{u}_{\beta^*}|^2 - \int_{\Omega} \dot{u}_{\beta^*}^2, \Delta \Psi_{\beta^*} + \int_{\partial \Omega} \left( 2\beta^* \Psi_{\beta^*} + \frac{j'(u_{\beta^*})}{u_{\beta^*}} + j''(u) \right) \dot{u}_{\beta^*}^2. \tag{3.18}$$

Since $\beta^*$ and $u_{\beta^*}$ belong to $L^\infty(\partial \Omega)$ and since $j \in \mathcal{C}^2$, there exists a constant $C$ independent of $h$ such that, for any admissible perturbation $h$

$$\int_{\partial \Omega} \left( 2\beta^* \Psi_{\beta^*} + \frac{j'(u_{\beta^*})}{u_{\beta^*}} + j''(u) \right) (\dot{u}_{\beta^*})^2 \geq -C \int_{\partial \Omega} \dot{u}_{\beta^*}^2. \tag{3.19}$$

Overall, we thus have the following estimate on $\tilde{J}$:

$$\tilde{J}(\beta^*| h, h|) \geq 2 \int_{\Omega} \Psi_{\beta^*} |\nabla \dot{u}_{\beta^*}|^2 - \int_{\Omega} \dot{u}_{\beta^*}^2, \Delta \Psi_{\beta^*} - C \int_{\partial \Omega} \dot{u}_{\beta^*}^2. \tag{3.20}$$

Since $\inf_{\Omega} \Psi_{\beta^*} > 0$, there exists $A > 0$ such that

$$\tilde{J}(\beta^*| h, h|) \geq A \int_{\Omega} |\nabla \dot{u}_{\beta^*}|^2 - \int_{\Omega} \dot{u}_{\beta^*}^2, \Delta \Psi_{\beta^*} - C \int_{\partial \Omega} \dot{u}_{\beta^*}^2. \tag{3.21}$$

Direct computations yield

$$\Delta \Psi_{\beta^*} = \frac{\Delta p_{\beta^*}}{u_{\beta^*}} - \Psi_{\beta^*} \frac{\Delta u_{\beta^*}}{u_{\beta^*}} - 2 \frac{\nabla u_{\beta^*} \cdot \nabla p_{\beta^*}}{u_{\beta^*}^2} + 2 \Psi_{\beta^*} \frac{|\nabla u_{\beta^*}|^2}{u_{\beta^*}^2}$$
We thus infer that and so, from the Sobolev embedding $W^{1,p}(\Omega)$ for any $p \in [1; +\infty)$ and since $\inf_{\Omega} u_{\beta^*} > 0$, it follows that, for any $p \geq 1$,
\[
-2 \frac{\nabla u_{\beta^*} \cdot \nabla p_{\beta^*}}{u_{\beta^*}^2} + 2 \Psi_{\beta^*} |\nabla u_{\beta^*}|^2 \in L^p(\Omega).
\]
Therefore, $\Delta \Psi_{\beta^*}$ belongs to $L^p(\Omega)$ for any $p \geq 1$. Now, let us apply Hölder’s inequality with three exponents: let $(q, r) \in (1; +\infty)^2$ be such that
\[
\frac{1}{2} + \frac{1}{q} + \frac{1}{r} = 1 \quad \text{and} \quad r \in (2; 2^*) \quad \text{with} \quad 2^* := \frac{2n}{n-2}.
\]
By Hölder’s inequality, we obtain
\[
\left| \int_{\Omega} \dot{u}_{\beta^*}^2 \Delta \Psi_{\beta^*} \right| \leq \| \Delta \Psi_{\beta^*} \|_{L^1(\Omega)} \| \dot{u}_{\beta^*} \|_{L^r(\Omega)} \| \dot{u}_{\beta^*} \|_{L^2(\Omega)}
\]
and so, from the Sobolev embedding $W^{1,2}(\Omega) \hookrightarrow L^r(\Omega)$, there exists a constant $B > 0$ such that
\[
\left| \int_{\Omega} \dot{u}_{\beta^*}^2 \Delta \Psi_{\beta^*} \right| \leq B \| \dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)} \| \dot{u}_{\beta^*} \|_{L^2(\Omega)}.
\]
We thus infer that
\[
\bar{J}(\beta^*[h, \dot{h}] \geq A \int_{\Omega} |\nabla \dot{u}_{\beta^*}|^2 - B \| \dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)} \| \dot{u}_{\beta^*} \|_{L^2(\Omega)} - C \int_{\partial \Omega} \dot{u}_{\beta^*}^2.
\]
As a consequence, (3.12) is proved.

This concludes the proof of the Proposition.

We point that since the standard $W^{1,2}(\Omega)$ norm is equivalent to $W^{1,2}(\Omega) \ni u \mapsto (\int_{\Omega} |\nabla u|^2 + \int_{\partial \Omega} u^2)^{1/2}$ (we refer to Lemma 4 for instance), in what follows, we use
\[
\|u\|_{W^{1,2}(\Omega)}^2 = \int_{\Omega} |\nabla u|^2 + \int_{\partial \Omega} u^2.
\]
Up to multiplying $B$ by a positive constant, (3.12) remains unchanged and we thus keep the notation $B$. We turn back to the proof of the Theorem.

The key point is to construct an admissible perturbation $h$, supported in $\omega^*$ (introduced in (3.8)) such that $\bar{J}(\beta^*[h, \dot{h}] > 0$. To this aim, we use (3.12) to say that it suffices to construct, for $\varepsilon > 0$ and $\delta > 0$ small enough, an admissible perturbation $h$ supported in $\omega^*$ such that $\|h\|_{L^2(\partial \Omega)} = 1$ and that satisfies
\[
\|\dot{u}_{\beta^*} \|_{L^2(\Omega)} \leq \varepsilon \|\dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)} \quad (3.25)
\]
and
\[
\|\dot{u}_{\beta^*} \|_{L^2(\partial \Omega)} \leq \sqrt{\delta} \|\nabla \dot{u}_{\beta^*} \|_{L^2(\Omega)} \quad (3.26)
\]
Indeed, if $h$ is non-zero and satisfies (3.25)-(3.26) then, according to (3.12) we obtain
\[
\bar{J}(\beta^*[h, \dot{h}] \geq A \|\nabla \dot{u}_{\beta^*} \|_{L^2(\Omega)}^2 - B \|\nabla \dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)} \|\dot{u}_{\beta^*} \|_{L^2(\Omega)} - C \|\dot{u}_{\beta^*} \|_{L^2(\partial \Omega)}^2 \geq (A - C\delta) \|\nabla \dot{u}_{\beta^*} \|_{L^2(\Omega)}^2 - B\varepsilon \|\dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)}^2
\]
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\[
\geq (A - C\delta)\|\nabla \dot{u}_{\beta^*}\|^2_{L^2(\Omega)} - B\varepsilon \left(\|\nabla \dot{u}_{\beta^*}\|^2_{L^2(\Omega)} + \|\dot{u}_{\beta^*}\|^2_{L^2(\partial\Omega)}\right)
\geq (A - C\delta - B\varepsilon(1 + \delta))\|\nabla \dot{u}_{\beta^*}\|^2_{L^2(\Omega)}.
\]

In particular, to ensure that we have a positive right-hand side it suffices to pick \(\varepsilon\) and \(\delta\) small enough.

It thus remains to prove that such a perturbation \(h\) exists. Let us highlight that we will obtain (3.25) and (3.26) by two different paths. We start with (3.26).

**Regarding condition (3.26).** Let us fix an arbitrary \(\delta > 0\). To prove that we can choose \(h\) supported in \(\omega^*\) such that \(\|h\|_{L^2(\partial\Omega)} = 1\) and that satisfies (3.26) we rely on eigenvalues and eigenfunctions of a Robin-Steklov type operator. More precisely, we introduce the Hilbert basis \(\{\phi_k\}_{k \in \mathbb{N}}\) of \(L^2(\partial\Omega)\) given by

\[
\begin{align*}
-\Delta \phi_k &= 0 \quad \text{in } \Omega, \\
\frac{\partial \phi_k}{\partial \nu} + \beta_k \phi_k &= \sigma_k \phi_k \quad \text{on } \partial\Omega,
\end{align*}
\]

where \(0 < \sigma_0 \leq \sigma_1 \leq \ldots \leq \sigma_k \rightarrow \infty\) and \(\int_{\partial\Omega} \phi_k \phi_{k'} = \delta_{k,k'}\). (3.27)

We prove in Appendix C how such eigenelements are defined; our arguments follow the classical [3, Section 11].

To see how this elements enable us to obtain (3.26), let us first observe that for any admissible \(h\), the function \(-hu_{\beta^*}\) belongs to \(L^2(\partial\Omega)\), and thus expands as

\[
- hu_{\beta^*} = \sum_{k=0}^{\infty} \alpha_k(h) \phi_k
\]

where

\[
\forall k \in \mathbb{N}, \quad \alpha_k(h) = \int_{\partial\Omega} (-hu_{\beta^*}) \phi_k
\]

(3.29)

Then, since \(\dot{u}_{\beta^*}\) solves

\[
\begin{align*}
-\Delta \dot{u}_{\beta^*} &= 0 \quad \text{in } \Omega, \\
\frac{\partial \dot{u}_{\beta^*}}{\partial \nu} + \beta^* \dot{u}_{\beta^*} &= \sum_{k=0}^{\infty} \alpha_k(h) \phi_k \quad \text{on } \partial\Omega,
\end{align*}
\]

we have

\[
\dot{u}_{\beta^*} = \sum_{k=0}^{\infty} \frac{\alpha_k(h)}{\sigma_k} \phi_k,
\]

(3.30)

which then allows us to compute

\[
\|\dot{u}_{\beta^*}\|^2_{L^2(\partial\Omega)} = \sum_{k=0}^{\infty} \frac{\alpha_k(h)^2}{\sigma_k^2} \quad \text{and} \quad \|\nabla \dot{u}_{\beta^*}\|^2_{L^2(\partial\Omega)} + \int_{\partial\Omega} \beta^* \dot{u}_{\beta^*}^2 = \sum_{k=0}^{\infty} \frac{\alpha_k(h)^2}{\sigma_k}.
\]

(3.31)

Therefore, since \(0 \leq \beta^* \leq 1\), one has

\[
\|\nabla \dot{u}_{\beta^*}\|^2_{L^2(\Omega)} \geq \sum_{k=0}^{\infty} \frac{\alpha_k(h)^2}{\sigma_k} - \int_{\partial\Omega} \dot{u}_{\beta^*}^2 \geq \sum_{k=0}^{\infty} \frac{\alpha_k(h)^2}{\sigma_k} \left(\frac{1}{\sigma_k} - \frac{1}{\sigma_k^2}\right).
\]

Observe that if \(K \in \mathbb{N}^*\) is chosen in such a way that

\[
\forall k \in \llbracket 0, K-1 \rrbracket, \quad \alpha_k(h) = 0,
\]

(3.32)
the previous estimates imply
\[ \| \nabla \dot{u}_\beta \|_{L^2(\Omega)}^2 \geq \sum_{k=1}^{\infty} \alpha_k(h)^2 \left( \frac{1}{\sigma_k} - \frac{1}{\sigma_k^2} \right) = \sum_{k=1}^{\infty} \frac{\alpha_k(h)^2}{\sigma_k^2} (\sigma_k - 1) \geq (\sigma_K - 1) \| \dot{u}_\beta \|_{L^2(\partial\Omega)}^2. \] (3.33)

Thus if we fix \( K \in \mathbb{N}^* \) such that
\[ \frac{1}{\sigma_K - 1} \leq \delta, \] (3.34)

and if we pick \( h \) such that (3.32) holds, we reach condition (3.26). We now prove that for any \( K \in \mathbb{N} \), there exists an admissible perturbation \( h \neq 0 \) supported in \( \omega^* \) such that (3.32) is satisfied.

Let \( K \in \mathbb{N}^* \) such that (3.34) is satisfied be fixed. According to the discussion above, we want to prove that there exists \( h \in L^2(\partial\Omega) \) supported in \( \omega^* \) such that
1. \( \| h \|_{L^2(\partial\Omega)}^2 = 1 \),
2. \( \int_{\partial\Omega} h = 0 \),
3. \( \forall k \in [0, K - 1], \alpha_k(h) = 0 \).

\( H^{d-1}(\omega^*) > 0 \) so \( L^2(\omega^*) \) is infinite dimensional. We introduce the following family of \((K + 1)\) linear forms on \( L^2(\omega^*)\):
\[ R : L^2(\omega^*) \ni h \mapsto \int_{\omega^*} h, \]
\[ T_k : L^2(\omega^*) \ni h \mapsto \int_{\omega^*} hu_{\beta^*} \phi_k \]
for all \( k \in [0, K - 1] \). Since \( u_{\beta^*} \) belongs to \( L^{\infty}(\partial\Omega) \), each \( T_k \) defines a continuous linear form and \( R \) is itself obviously continuous. As a consequence, the subspace
\[ E_\delta := \ker(R) \cap \left( \bigcap_{k=0}^{K} \ker(T_k) \right) \] (3.35)
has finite co-dimension. Hence, there exists, in particular, \( h \in E_\delta \) such that \( \| h \|_{L^2(\omega^*)} = 1 \). It suffices to extend \( h \) by 0 to \( \Omega \) to obtain an admissible perturbation that satisfies all the required conditions.

**Satisfying both conditions (3.25) and (3.26).** Thus, for a fixed \( \delta > 0 \) (not necessarily small), every \( h \in E_\delta \) satisfies (3.26), where \( E_\delta \) is defined in (3.35). We have also fixed \( \varepsilon > 0 \). Let us show that there exists \( h \in E_\delta \) that satisfies (3.25), which suffices to conclude the proof. In other words, we will prove that
\[ \forall C > 0, \exists h \in E_\delta, \| \dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)} > C \| \dot{u}_{\beta^*} \|_{L^2(\Omega)}. \] (3.36)

To prove (3.36), let us argue by contradiction, assuming the existence of \( C > 0 \) such that
\[ \forall h \in E_\delta, \| \dot{u}_{\beta^*} \|_{W^{1,2}(\Omega)} \leq C \| \dot{u}_{\beta^*} \|_{L^2(\Omega)}. \] (3.37)
In what follows, we will rather denote \( \dot{u}_{\beta^*} \) by \( \dot{u}_{\beta^*}[h] \) to emphasize the dependency of this function in \( h \). Let us introduce
\[ X_\delta := \{ \dot{u}_{\beta^*}[h], h \in E_\delta \}. \]
$X_\delta$ is a subspace of $W^{1,2}(\Omega)$ and since the map $E_\delta \ni h \mapsto \dot{u}_{\beta^*}[h]$ is an injection, $X_\delta$ is infinite dimensional. Consequently, there exists an $L^2(\Omega)$-orthonormal family $\{v_k\}_{k \in \mathbb{N}}$ in $X_\delta$. In particular, for any $k \in \mathbb{N}$, $\|v_k\|_{L^2(\Omega)} = 1$. Furthermore, according to the Parseval inequality, one has

$$v_k \rightharpoonup 0 \text{ weakly in } L^2(\Omega).$$

However, should (3.37) hold, the family $\{v_k\}_{k \in \mathbb{N}}$ would be uniformly bounded in $W^{1,2}(\Omega)$ and thus, by the Rellich-Kondrachov theorem, converge strongly in $L^2$ to a closure point $v_\infty$ (up to a subsequence). Since we already know it converges weakly to 0, one must have $v_\infty = 0$ on the one hand and $\|v_\infty\|_{L^2(\Omega)} = 1$ on the other hand, leading to a contradiction. The conclusion follows: there necessarily exists $h$ such that (3.25)-(3.26) holds.

The proof of the Theorem is now complete.

### 3.3 Proof of Theorem III

We prove each point of Theorem III separately. Once again, notational convenience leads us to dropping the $\partial\Omega$ subscript, and to just writing

$$\mathcal{J}(\beta) = \int_{\partial\Omega} j(u_\beta).$$

**Proof of (i).** Before we get to the core of the Theorem, let us point out a consequence of the expression of the first order derivative of the criterion given in (3.6). We set, for any $\beta \in B(\partial\Omega)$,

$$\Phi_\beta := u_\beta p_\beta$$

where $p_\beta$ is the solution of (3.4). Therefore, for any admissible perturbation $h$ at a given $\beta$, there holds

$$\mathcal{J}(\beta)[h] = -\int_{\partial\Omega} h\Phi_\beta. \tag{3.38}$$

Let $\beta^*$ be a solution of $(P_{\min,\partial\Omega,B})$. Since we must have

$$-\mathcal{J}(\beta^*)[h] = \int_{\partial\Omega} \Phi_\beta^* h \lesssim 0$$

for any admissible perturbation $h$ at $\beta^*$, there exists a real number $\lambda$ (necessarily positive as $\Phi_\beta > 0$) such that

1. $\{0 < \beta^* < 1\} \subset \{\Phi_\beta^* = \lambda\}$,
2. $\{\beta^* = 1\} \subset \{\Phi_\beta^* \geq \lambda\}$,
3. $\{\beta^* = 0\} \subset \{\Phi_\beta^* \leq \lambda\}$.

We shall now prove that for any solution $\beta^*$ of $(P_{\min,\partial\Omega,B})$, such optimality conditions imply that

$$\mathcal{H}^{d-1}(\{\beta^* = 0\}) = 0, \tag{3.39}$$

which necessarily yields

$$\mathcal{H}^{d-1}(\{0 < \beta^* < 1\}) > 0, \tag{3.40}$$

the required conclusion. Indeed, this follows from the volume constraint $\int_{\partial\Omega} \beta^* = V_0$. 
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To prove (3.39), we first compute the equation satisfied by the function $\Phi_{\beta^*} = u_{\beta^*} p_{\beta^*}$. By direct computation, we have

\[
\nabla \Phi_{\beta^*} = u_{\beta^*} \nabla p_{\beta^*} + p_{\beta^*} \nabla u_{\beta^*}, -\Delta \Phi_{\beta^*} = -p_{\beta^*} \Delta u_{\beta^*} - u_{\beta^*} \Delta p_{\beta^*} - 2 \nabla u_{\beta^*} \cdot \nabla p_{\beta^*}.
\]

Let us first set

\[
B := -2 \frac{\nabla p_{\beta^*}}{p_{\beta^*}}
\]

and

\[
V := f \frac{u_{\beta^*}}{u_{\beta^*}} + 2 \frac{\nabla p_{\beta^*}}{p_{\beta^*}^2}.
\]

We then note that

\[
\nabla u_{\beta^*} = \frac{\nabla \Phi_{\beta^*}}{p_{\beta^*}} - u_{\beta^*} \frac{\nabla p_{\beta^*}}{p_{\beta^*}^2} \nabla p_{\beta^*} - \frac{\Phi_{\beta^*}}{p_{\beta^*}^2} \nabla p_{\beta^*}.
\]

Plugging this expression into (3.41) yields

\[
-\Delta \Phi_{\beta^*} = f p_{\beta^*} - 2 \left( \frac{\nabla \Phi_{\beta^*}}{p_{\beta^*}} - \frac{\Phi_{\beta^*}}{p_{\beta^*}^2} \nabla p_{\beta^*} \right) \cdot \nabla p_{\beta^*}
\]

\[
= \Phi_{\beta^*} \frac{f}{u_{\beta^*}} + 2 \Phi_{\beta^*} \frac{\nabla p_{\beta^*}}{p_{\beta^*}^2} + \langle \nabla \Phi_{\beta^*}, B \rangle
\]

\[
= V \Phi_{\beta^*} + \langle \nabla \Phi_{\beta^*}, B \rangle.
\]

Since $\inf_{\Omega} \min \{ u_{\beta^*}, p_{\beta^*} \} > 0$ it follows that $\inf_{\Omega} \Phi_{\beta^*} > 0$. We also have $V \geq 0$. By the strong maximum principle we necessarily have

\[
\min_{\Omega} \Phi_{\beta^*} = \min_{\partial \Omega} \Phi_{\beta^*} \text{ and this minimum is never reached inside } \Omega.
\]

According to the maximum principle of Hopf, if we pick a minimum point $x^* \in \partial \Omega$ of $\Phi_{\beta^*}$, there holds

\[
\frac{\partial \Phi_{\beta^*}}{\partial \nu}(x^*) < 0.
\]

We fix this point.

We now argue by contradiction and assume that $H^{d-1}(\{ \beta^* = 0 \}) > 0$. Given that $\beta^*$ satisfies first order optimality conditions, we can choose such a minimum point $x^*$ that satisfies

\[
x^* \in \{ \beta^* = 0 \}.
\]

We finally compute the boundary conditions on $\Phi_{\beta^*}$. Since

\[
\frac{\partial \Phi_{\beta^*}}{\partial \nu} = \frac{\partial u_{\beta^*}}{\partial \nu} p_{\beta^*} + \frac{\partial p_{\beta^*}}{\partial \nu} u_{\beta^*} = -2 \beta^* \Phi_{\beta^*} + j'(u_{\beta^*}) u_{\beta^*},
\]

we get

\[
\frac{\partial \Phi_{\beta^*}}{\partial \nu} + 2 \beta^* \Phi_{\beta^*} = j'(u_{\beta^*}) u_{\beta^*}.
\]

Going back to our minimum point $x^* \in \{ \beta^* = 0 \}$ and to (3.43) we should have $\frac{\partial \Phi_{\beta^*}}{\partial \nu}(x^*) \leq 0$ on the one hand, and $\frac{\partial \Phi_{\beta^*}}{\partial \nu} = -2 \beta^* \Phi_{\beta^*} + j'(u_{\beta^*}) u_{\beta^*} = j'(u_{\beta^*}) u_{\beta^*} > 0$ on the other hand. The last condition comes from the fact that $j$ satisfies (H$_j$). This is a contradiction, and the conclusion follows.
Proof of (ii). Let us use the same notation as in the proof of Theorem I in section 3.2. Let \( \beta^* \) denote a solution of Problem \( (P_{\min, \partial \Omega, \beta}) \), whose existence is guaranteed by Lemma 6. We use the Hilbert basis \( \{ \phi_k \}_{k \in \mathbb{N}} \) of \( L^2(\partial \Omega) \), given by (3.27), associated to the sequence of eigenvalues \( \{ \sigma_k \}_{k \in \mathbb{N}} \). According to the first item of Theorem III, one has \( \mathcal{H}^{d-1}(\{ 0 < \beta^* < 1 \}) > 0 \).

Assume the existence of \( C > 0 \) such that

\[
 j''(u) \leq -C j'(0) = -C \sup_{u \in [0, L_{u_0}(f)]} j'(u).
\]

Let us argue by contradiction, assuming that \( \mathcal{H}^{d-1}(\{ \beta^* = 1 \}) = 0 \). Let \( h \in L^\infty(\Omega) \) be such that \( \int_\Omega h = 0 \). It follows from Footnote 1 that \( h \) is an admissible perturbation of \( \beta^* \) in \( \mathcal{B}(\partial \Omega) \). The function \( -h u_{\beta^*} \in L^2(\partial \Omega) \) expands as

\[
 -h u_{\beta^*} = \sum_{k=0}^{\infty} \alpha_k(h) \phi_k \quad \text{with} \quad \alpha_k(h) = \int_{\partial \Omega} (-h u_{\beta^*}) \phi_k
\]

for every \( k \in \mathbb{N} \). Then, we also have

\[
 \dot{u}_{\beta^*} = \sum_{k=0}^{\infty} \frac{\alpha_k(h)}{\sigma_k} \phi_k.
\]

Recall that, according to (3.7), we have

\[
 \tilde{J}(\beta^*)[h, h] = -2 \int_{\partial \Omega} h \dot{u}_{\beta^*} p_{\beta^*} + \int_{\partial \Omega} j''(u_{\beta^*}) (\dot{u}_{\beta^*})^2
\]

\[
 = -2 \int_{\partial \Omega} \Psi_{\beta^*} h p_{\beta^*} \dot{u}_{\beta^*} + \int_{\partial \Omega} j''(u_{\beta^*}) (\dot{u}_{\beta^*})^2
\]

where \( \Psi_{\beta^*} := \frac{p_{\beta^*}}{u_{\beta^*}} \). Observe first that \( p_{\beta^*} \leq z_{\beta^*} \sup_{u \in [0, T_{u_0}]} j'(u) \) where \( z_{\beta^*} \) is the unique solution to

\[
 -\Delta z_{\beta^*} = 0 \quad \text{in} \ \Omega,
\]

\[
 \frac{\partial z_{\beta^*}}{\partial n} + \beta^* z_{\beta^*} = 1 \quad \text{on} \ \partial \Omega.
\]

Indeed, the function \( P := p_{\beta^*} - z_{\beta^*} \sup_{u \in [0, T_{u_0}]} j'(u) \) is harmonic, and therefore reaches its maximal value on \( \partial \Omega \). Furthermore, according to the Hopf maximum principle, \( \partial_n P > 0 \) at this point, which yields easily that \( P(\cdot) < 0 \) on \( \partial \Omega \).

We isolate the following result, which follows from exactly the same arguments as in Lemma 5.

Lemma 8. Let \( \Omega \) be a bounded open set of \( \mathbb{R}^n \) such that \( \partial \Omega \) is \( C^2 \). For \( \beta \in \mathcal{B}(\partial \Omega) \), we define

\[
 K(\beta) = \max_{\Omega} \frac{z_{\beta}}{u_{\beta^*}}
\]

One has

\[
 K := \sup_{\beta \in \mathcal{B}(\partial \Omega)} K(\beta) < +\infty.
\]

Using the notations of this Lemma, we thus have

\[
 |\Psi_{\beta^*}| \leq \frac{\max p_{\beta^*}}{\min u_{\beta^*}} \leq \sup_{[0, L_{u_0}(f)]} j'(u) K. \tag{3.45}
\]

Let us introduce

\[
 h_{\alpha_1, \alpha_2} = \frac{\alpha_1 \phi_1 + \alpha_2 \phi_2}{u_{\beta^*}} \quad \text{with} \quad \alpha_1 = \int_{\partial \Omega} \frac{\phi_2}{u_{\beta^*}} \quad \text{and} \quad \alpha_2 = - \int_{\partial \Omega} \frac{\phi_1}{u_{\beta^*}}.
\]
so that \( \int_\Omega h_{\alpha_1, \alpha_2} = 0 \). Recall that \( h_{\alpha_1, \alpha_2} \) is admissible since \( \mathcal{H}^{d-1} (\{ \beta^* = 1 \}) = \mathcal{H}^{d-1} (\{ \beta^* = 0 \}) = 0 \).

From the assumption on \( j \) and the Cauchy-Schwarz inequality, we have

\[
\tilde{J}(\beta^*)[h_{\alpha_1, \alpha_2}, h_{\alpha_1, \alpha_2}] \leq \| \Psi^* \|_{\infty} \int_{\partial \Omega} |h_{\alpha_1, \alpha_2} u_{\beta^*}||\tilde{u}_{\beta^*} - C \sup_{u \in [0, U_0]} j'(u) \int_{\partial \Omega} (\tilde{u}_{\beta^*})^2
\]

\[
\leq \| \Psi^* \|_{\infty} \left( \int_{\partial \Omega} h_{\alpha_1, \alpha_2} u_{\beta^*}^2 \right)^{1/2} \left( \int_{\partial \Omega} (\tilde{u}_{\beta^*})^2 \right)^{1/2} - C \sup_{u \in [0, U_0]} j'(u) \int_{\partial \Omega} (\tilde{u}_{\beta^*})^2
\]

\[
\leq \sup_{u \in [0, U_0]} j'(u) \left[ K \left( \frac{\alpha_1^2 + \alpha_2^2}{\sigma_1} \right)^{1/2} - C \left( \frac{\alpha_1^2 + \alpha_2^2}{\sigma_2} \right)^{1/2} \right]
\]

\[
\leq \sup_{u \in [0, U_0]} j'(u) \left( \frac{\alpha_1^2 + \alpha_2^2}{\sigma_1} \right)^{1/2} \left[ K \left( \frac{\alpha_1^2 + \alpha_2^2}{\sigma_2} \right)^{1/2} - C \left( \frac{\alpha_1^2 + \alpha_2^2}{\sigma_2} \right)^{1/2} \right]
\]

Furthermore, according to the Courant-Fisher principle, one has

\[
\sigma_2 = \min_{E_2 \subset W^{1,2}(\Omega)} \max_{v \in E_2, v \neq 0} \frac{\int_\Omega |\nabla v|^2 + \int_{\partial \Omega} \beta^* v^2}{\int_\Omega v^2}
\]

\[
\leq \min_{E_2 \subset W^{1,2}(\Omega)} \max_{v \in E_2, v \neq 0} \frac{\int_\Omega |\nabla v|^2 + \int_{\partial \Omega} v^2}{\int_\Omega v^2} = \Lambda_2(\Omega) > 0,
\]

where \( \Lambda_2(\Omega) \) denotes the second Steklov eigenvalue of the domain:

\[
\begin{cases}
-\Delta \varphi_k = 0 & \text{in } \Omega, \\
\frac{\partial \varphi_k}{\partial \nu} + \varphi_k = \lambda_k(\Omega) \varphi_k & \text{on } \partial \Omega.
\end{cases}
\]

Therefore, if \( C \) is such that \( \Lambda_2(\Omega) K < C \), one has \( \tilde{J}(\beta^*)[h_{\alpha_1, \alpha_2}, h_{\alpha_1, \alpha_2}] < 0 \) and thus

\[
\tilde{J}(\beta^* + \varepsilon h_{\alpha_1, \alpha_2}) - \tilde{J}(\beta^*) = \frac{\varepsilon^2}{2} \tilde{J}(\beta^*)[h_{\alpha_1, \alpha_2}, h_{\alpha_1, \alpha_2}] + o(\varepsilon^2) < 0,
\]

whenever \( \varepsilon > 0 \) is chosen small enough. This is in contradiction with the optimality of \( \beta^* \) whence the result.

4 Proof of Theorem V

We recall that we work with the energy functional

\[
\mathcal{F}(\beta) := \int_\Omega f u_{\beta}.
\]
(i) **Proof of (i):** Let \( \beta \in \mathcal{B}(\partial \Omega) \) and \( h \) denote an admissible perturbation at \( \beta \) (see Footnote 1 for the definition). By mimicking the computations of Section 3.1, one computes

\[
\dot{F}(\beta)[h] = -\int_{\partial \Omega} hu_\beta^2 \quad \text{and} \quad \ddot{F}(\beta^*)[h, h] = -2\int_{\partial \Omega} hu_{\beta^*} \dot{u}_{\beta^*},
\]

where \( \dot{u}_\beta \) solves

\[
\begin{cases}
-\Delta \dot{u}_\beta = 0 & \text{in } \Omega, \\
\frac{\partial \dot{u}_\beta}{\partial \nu} + \beta \dot{u}_\beta = -hu_{\beta^*} & \text{on } \partial \Omega,
\end{cases}
\]

Let us use the Hilbert basis \( \{ \phi_k \}_{k \in \mathbb{N}} \) of \( L^2(\partial \Omega) \) given by (3.27), associated with the sequence of eigenvalues \( \{ \sigma_k \}_{k \in \mathbb{N}} \). The function \( -hu_\beta \in L^2(\partial \Omega) \) expands as

\[
-hu_\beta = \sum_{k=0}^{\infty} \alpha_k(h)\phi_k \quad \text{with} \quad \alpha_k(h) = \int_{\partial \Omega} (-hu_\beta)\phi_k \quad \text{for every } k \in \mathbb{N}
\]

and we also have

\[
\dot{u}_\beta = \sum_{k=0}^{\infty} \frac{\alpha_k(h)}{\sigma_k} \phi_k.
\]

As a consequence

\[
\ddot{F}(\beta^*)[h, h] = 2\sum_{k=0}^{\infty} \frac{\alpha_k(h)^2}{\sigma_k}
\]

and we easily infer that \( J \) is strictly convex.

Let \( \beta^* \) be a solution of Problem (Qmax). Let us assume by contradiction that the set \( \mathcal{I} := \{ 0 < \beta^* < 1 \} \) has positive measure. Let \( \bar{\beta} \) denote any element of \( \mathcal{B}(\partial \Omega) \) equal to \( \beta \) on \( \Omega \setminus \mathcal{I} \), such that \( \bar{\beta} \neq \beta \) a.e. on \( \mathcal{I} \) and \( \int_\mathcal{I} \beta^* = \int_\mathcal{I} \bar{\beta} \). Then, \( \beta^* + \varepsilon h \) where \( h = \beta - \beta^* \) is admissible and

\[
\mathcal{F}(\beta^* + \varepsilon h) - \mathcal{F}(\beta^*) = \frac{\varepsilon^2}{2} \mathcal{J}(\beta^*)[h, h] + o(\varepsilon^2) > 0
\]

whenever \( \varepsilon \) is small enough. We have thus reached a contradiction and it follows that \( \mathcal{H}^{d-1}(\mathcal{I}) = 0 \).

(ii) **Proof of (ii):** According to the analysis above, the mapping \( \mathcal{B}(\partial \Omega) \ni \beta \mapsto \mathcal{F}(\beta) \) is convex. Since we are dealing with a minimization problem, we get that \( \beta^* \) solves Problem (Qmin) if, and only if \( \mathcal{J}(\beta)[h] \geq 0 \) for every admissible perturbation \( h \). By using the expression of \( \mathcal{J}(\beta)[h] \) obtained previously, it is standard that the first order optimality conditions read as follows: there exists a positive real number \( \lambda \) such that

1. \( \{ 0 < \beta^* < 1 \} \subset \left\{ u_{\beta^*}^2 = \lambda \right\} \),
2. \( \{ \beta^* = 1 \} \subset \left\{ u_{\beta^*}^2 \geq \lambda \right\} \),
3. \( \{ \beta^* = 0 \} \subset \left\{ u_{\beta^*}^2 \leq \lambda \right\} \).

Since these conditions are sufficient and necessary, it follows that \( \beta^* \) solves Problem (Qmin) if and only if \( u_{\beta^*} \) solves the overdetermined system given by \( (E_\beta) \) complemented by the optimality conditions above. Therefore, to conclude, it is enough to check that the particular function \( \beta^* \) given by (1.13) satisfies the optimality system above.
Observe first that, according to the Hopf maximum principle, the function \( v_\Omega \) reaches its minimal value a.e. on the boundary of \( \Omega \) and therefore, one has \( \partial_\nu v_\Omega < 0 \) on \( \partial \Omega \), meaning that \( \beta^* > 0 \) on \( \partial \Omega \). Moreover, because of the assumptions on \( V_0 \), one has

\[
\beta^* < V_0 \left\| \partial_\nu v_\Omega \right\|_{L^\infty(\partial \Omega)} = 1 \text{ a.e. in } \partial \Omega \quad \text{and} \quad \int_\Omega \beta^* = V_0,
\]

so that \( \beta^* \in \mathcal{B}(\partial \Omega) \) and \( \{0 < \beta^* < 1\} = \partial \Omega \).

We set

\[
\lambda = -\int_{\partial \Omega} \partial_\nu v_\Omega \quad \text{and} \quad u^*_\beta = \lambda + v_\Omega.
\]

Straightforward computations show that \( u^*_\beta \) coincide with the solution \( u_{\beta^*} \) of \((E_{\beta})\) and that \( \{0 < \beta^* < 1\} = \{u^2_{\beta^*} = \lambda\} \).

The expected conclusion follows.

(iii) **Proof of (iii):** Using the same arguments as in (ii), since \( \{0 < \beta^* < 1\} = \partial \Omega \), one sees that \( \beta^* V_0 \) solves Problem \((Q_{\min})\) if, and only if there exists \( \lambda \geq 0 \) such that \( u_{\beta^*} V_0 \) solves the overdetermined system

\[
\begin{cases}
-\Delta u_{\beta^*} V_0 &= 1 \quad \text{in } \Omega, \\
u_{\beta^*} V_0 &= \lambda \quad \text{on } \partial \Omega, \\
\frac{\partial u_{\beta^*} V_0}{\partial \nu} &= -\frac{V_0}{|\partial \Omega|} \lambda \quad \text{on } \partial \Omega.
\end{cases}
\]

Setting \( v_{\beta^*} = u_{\beta^*} - \lambda \), this overdetermined system is equivalent with

\[
\begin{cases}
-\Delta v_{\beta^*} V_0 &= 1 \quad \text{in } \Omega, \\
v_{\beta^*} V_0 &= 0 \quad \text{on } \partial \Omega, \\
\frac{\partial v_{\beta^*} V_0}{\partial \nu} &= c V_0 \quad \text{on } \partial \Omega.
\end{cases}
\]

Setting \( v_{\beta^*} = u_{\beta^*} - \lambda \), this overdetermined system is equivalent with

We can now apply Serrin’s theorem (see [28] for the original proof, [30] for a simpler proof that holds in the case \( f \equiv 1 \), and [25] for a survey of the proofs of this theorem), which fully characterises such overdetermined elliptic problems: this system has a solution if, and only if, \( \Omega \) is a ball.

This concludes the proof of the Theorem.

**Appendix**

**A Convergence of** \( u^\Gamma_{\alpha} \) **towards** \( v^\Gamma \) **as** \( \alpha \to +\infty \)**

We investigate in this section the asymptotic behaviour of \( u^\Gamma_{\alpha} \) as \( \alpha \to +\infty \), in the simple case where \( g_0 = g_0(x, u) \) does not depend on \( u \). With a slight abuse of notation, we write \( g_0 = g_0(x) \).

**Proposition 9.** Let \( \Omega \) be a connected bounded open set of class \( C^1 \). Let \( \Gamma \subset \partial \Omega \), with \( H^{d-1}(\Gamma) > 0 \), and let \( g_0 \in L^2(\Omega) \). Assume there exists \( \sigma_0 > 0 \) such that \( A \geq \sigma_0 \text{Id} \) a.e. in \( \Omega \) in the sense of bilinear forms. The family \( (u^\Gamma_{\alpha})_{\alpha > 0} \) converges to \( v^\Gamma \), weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \).
Proof. It should be noted that the regularity assumptions on \( \Omega \) is central as it guarantees the compactness of the trace operator \( \text{Tr} : W^{1,2}(\Omega) \to L^2(\partial \Omega) \). We write \( \text{Tr}_\Gamma \) for the operator that maps \( u \) to \( 1 \Gamma \text{Tr}_\Gamma u \). Multiplying the first equation of (1.1) by \( u^\Gamma_n \) and integrating by parts gives

\[
\sigma_0 \int_\Omega |\nabla u_{\alpha_n}^\Gamma|^2 + \alpha \int_\Gamma (u_{\alpha_n}^\Gamma)^2 \leq \|g\|_{L^2(\Omega)} \|u_{\alpha_n}^\Gamma\|_{L^2(\Omega)}.
\]

By continuity of the trace operator and by Lemma 4, there exists \( C_0 = C_0(\sigma_0, \Omega) > 0 \) such that

\[
C_0 \|u_{\alpha_n}^\Gamma\|_{W^{1,2}(\Omega)}^2 \leq \sigma_0 \int_\Omega |\nabla u_{\alpha_n}^\Gamma|^2 + \alpha \int_\Gamma (u_{\alpha_n}^\Gamma)^2 \leq \|g\|_{L^2(\Omega)} \|u_{\alpha_n}^\Gamma\|_{W^{1,2}(\Omega)} (A.1)
\]

Let \( (\alpha_n)_{n \in \mathbb{N}} \) be an increasing sequence of positive number such that \( \lim_{n \to +\infty} \alpha_n = +\infty \). As the family \( \{u_{\alpha_n}^\Gamma\}_{n \in \mathbb{N}} \) is bounded in \( W^{1,2}(\Omega) \) by (A.1), the Rellich-Kondrachov theorem, ensures that it converges, up to a subsequence, to a certain \( \tilde{u} \in W^{1,2}(\Omega) \) weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \). With a slight abuse of notation, this subsequence is still written \( \{u_{\alpha_n}^\Gamma\}_{n \in \mathbb{N}} \). Since the trace operator is compact, the sequence \( \{\text{Tr}_\Gamma u_{\alpha_n}^\Gamma\}_{n \in \mathbb{N}} \) converges to \( \text{Tr}_\Gamma \tilde{u} \) in \( L^2(\Gamma) \). As the sequence \( \{\alpha_n \int_\Gamma (u_{\alpha_n}^\Gamma)^2\}_{n \in \mathbb{N}} \) is bounded we must have \( \text{Tr}_\Gamma \tilde{u} = 0 \) in \( L^2(\Gamma) \).

Let us introduce the space \( W^{1,2}_D(\Omega) \) as the subspace of functions \( \varphi \) in \( W^{1,2}(\Omega) \) whose trace vanishes on \( \Gamma \). Recall that \( u_{\alpha_n}^\Gamma \) solves the minimization problem

\[
\min_{u \in W^{1,2}_D(\Omega)} \mathcal{F}_\alpha(u) \quad \text{where} \quad \mathcal{F}_\alpha(u) = \frac{1}{2} \int_\Omega (A \nabla u, \nabla u) + \frac{\alpha}{2} \int_\Gamma u^2 - \int_\Omega fu.
\]

By minimality, one has, for any \( n \in \mathbb{N} \),

\[
\min_{u \in W^{1,2}_D(\Omega)} \mathcal{F}_\alpha(u) = \mathcal{F}_\alpha(u_{\alpha_n}^\Gamma) \leq \min_{u \in W^{1,2}_D(\Omega)} \mathcal{F}_\alpha(u) = \min_{u \in W^{1,2}_D(\Omega)} \mathcal{F}_0(u) = \mathcal{F}_0(v^\Gamma),
\]

where \( v^\Gamma \) solves Problem (1.2) with mixed Dirichlet-Neumann boundary conditions. Furthermore, as \( A \) is uniformly positive in the sense of bilinear forms, the map \( W^{1,2}(\Omega) \ni u \mapsto \frac{1}{2} \int_\Omega (A \nabla u, \nabla u) \) is convex, and, so, weakly lower semi-continuous. Hence, we have

\[
\liminf_{n \to +\infty} \frac{1}{2} \int_\Omega (A \nabla u_{\alpha_n}^\Gamma, \nabla u_{\alpha_n}^\Gamma) + \frac{\alpha_n}{2} \int_\Gamma (u_{\alpha_n}^\Gamma)^2 - \int_\Omega fu_{\alpha_n}^\Gamma \geq \frac{1}{2} \int_\Omega (A \nabla \tilde{u}, \nabla \tilde{u}) - \int_\Omega f \tilde{u} \geq \min_{u \in W^{1,2}_D(\Omega)} \mathcal{F}_0(u).
\]

Combining both inequalities above, it follows that

\[
\min_{u \in W^{1,2}_D(\Omega)} \frac{1}{2} \int_\Omega \sigma |\nabla u|^2 - \int_\Omega fu = \frac{1}{2} \int_\Omega \sigma |\nabla \tilde{u}|^2 - \int_\Omega f \tilde{u},
\]

and by uniqueness of the minimiser of this last problem, we obtain that \( \tilde{u} = v^\Gamma \). Thus, the sequence \( \{u_{\alpha_n}^\Gamma\}_{n \in \mathbb{N}} \) has a unique closure point \( v^\Gamma \). It follows that the entire sequence \( \{u_{\alpha_n}^\Gamma\}_{n \in \mathbb{N}} \) converges to \( v^\Gamma \), weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \).

\[\square\]

B Proof of results stated in section 2

Proof of Lemma 4. Of course, it suffices to prove that there exists \( C > 0 \) such that

\[
\forall \beta \in \mathcal{B}(\partial \Omega), \forall v \in W^{1,2}(\Omega), C \|v\|_{L^2(\Omega)}^2 \leq \int_\Omega |\nabla v|^2 + \int_{\partial \Omega} \beta |v|^2. \tag{B.1}
\]
To prove (B.1) we argue by contradiction: should no such constant \( C \) exist, there exists a sequence \( \{v_n, \beta_n\}_{n \in \mathbb{N}} \in (W^{1,2}(\Omega) \times \mathcal{B}(\partial \Omega))^N \) such that

\[
\|v_n\|_{L^2(\Omega)}^2 = 1 \quad \text{and} \quad \int_{\Omega} |\nabla v_n|^2 + \int_{\partial \Omega} \beta_n v_n^2 < \frac{1}{n}
\]

By the Rellich-Kondrachov theorem, there exists \( \bar{v} \in W^{1,2}(\Omega) \) such that \( \{v_n\}_{n \in \mathbb{N}} \) converges, up to a subsequence, to \( \bar{v} \), weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \). Denoting this subsequence by \( \{v_n\}_{n \in \mathbb{N}} \) with a slight abuse of notation, it follows that

\[
\|\bar{v}\|_{L^2(\Omega)}^2 = 1 \quad \text{and} \quad \int_{\Omega} |\nabla \bar{v}|^2 \leq \liminf_{n \to +\infty} \int_{\Omega} |\nabla v_n|^2 = 0.
\]

Thus \( \bar{v} \) is a positive constant, say \( \bar{v}_0 \). On the other hand, since \( \mathcal{B}(\partial \Omega) \) is compact for the weak \( L^\infty - * \) topology, there exists \( \beta \in \mathcal{B}(\Omega) \) such that, still up to a subsequence,

\[
\beta_n \to \beta \quad \text{as} \quad n \to \infty.
\]

By compactness of the trace operator, \( \{v_n\}_{n \in \mathbb{N}} \) converges strongly, in \( L^2(\partial \Omega) \), to \( \bar{v} \). Thus, passing to the limit in \( \hat{\Omega} |\nabla v_n|^2 + \hat{\partial \Omega} \beta_n v_n^2 \) yields

\[
\int_{\Omega} |\nabla \bar{v}|^2 + \int_{\partial \Omega} \beta \bar{v}_n^2 = 0.
\]

Since \( \int_{\partial \Omega} \beta = V_0 \), this is impossible as \( \bar{v} \) is a positive constant.

\[\square\]

**Proof of Lemma 5.** The proof of this result relies results for Neumann boundary conditions: consider the problem

\[
\begin{align*}
-\Delta u_{f,g} &= f \quad \text{in} \ \Omega, \\
\frac{\partial u_{f,g}}{\partial \nu} &= g \quad \text{on} \ \partial \Omega.
\end{align*}
\]

(B.2)

The following regularity holds from, for example, [29, Theorem 4.4]: assume \( \Omega \) has a \( C^2 \) boundary. Let \( f \in L^q(\Omega) \), \( g \in W^{-\frac{1}{q}, q}(\partial \Omega) \) satisfy the compatibility condition

\[
\int_{\Omega} f = \int_{\partial \Omega} g.
\]

Then, there exists a \( W^{1,q}(\Omega) \) solution \( u_{f,g} \) of (B.2). Furthermore, for any such solution,

\[
\|\nabla u_{f,g}\|_{L^q(\Omega)} \leq C \left( \|f\|_{L^q(\Omega)} + \|g\|_{W^{-\frac{1}{q}, q}(\partial \Omega)} \right).
\]

(B.3)

We turn back to the proof of Lemma 5: let us consider, for any \( \beta \in \mathcal{B}(\partial \Omega) \), the energy functional

\[
\mathcal{E}_{\beta, f} : W^{1,2}(\Omega) \ni u \mapsto \frac{1}{2} \int_{\Omega} |\nabla u|^2 - \int_{\Omega} fu + \int_{\partial \Omega} \beta u^2.
\]

(B.4)

By Lemma 4 this energy functional is coercive. As a consequence, it admits a minimiser. It is immediate to see that uniqueness holds for Equation (\( \mathcal{E}_\beta \)). Thus, we have obtained a unique solution \( u_\beta \in W^{1,2}(\Omega) \).
From the Sobolev embeddings $W^{1,2}(\Omega) \hookrightarrow W^{1,2}(\partial \Omega) \hookrightarrow L^{2,\nu}(\partial \Omega)$ where $2^{\nu} = \frac{2(n-1)}{n-2}$ (if $n \geq 2$, the case $n = 1$ being trivial) and the fact that $\beta \in L^{\infty}(\partial \Omega)$ we obtain that $u_\beta$ solves a Neumann problem with Neumann data $g := -\beta u_\beta \in L^{2,\nu}(\partial \Omega)$. Furthermore, for the constant $C$ given by Lemma 4,

$$\|g\|_{L^{2,\nu}(\partial \Omega)} \leq \frac{1}{C}\|f\|_{L^2(\Omega)}.$$ 

Indeed, we have

$$C\|u_\beta\|_{W^{1,2}(\Omega)}^2 \leq \int_\Omega |\nabla u_\beta|^2 + \int_{\partial \Omega} \beta u_\beta^2 \leq \|f\|_{L^2(\Omega)}\|u_\beta\|_{W^{1,2}(\Omega)},$$

and it suffices to invoke the continuity of the trace application, and of the bound $|\beta| \leq 1$. Since $\Omega$ is $C^2$, it follows from the regularity for Neumann problems that $u_\beta \in W^{1,2,\nu}(\Omega)$.

We can then bootstrap this argument and obtain successively that

$$\forall k \in \mathbb{N}, u_\beta \in W^{1,q_k}(\Omega)$$

(B.5)

where the sequence $\{q_k\}_{k \in \mathbb{N}}$ is defined, by recurrence, as

$$q_{k+1} := \frac{(n-1)q_k}{n-1 - \frac{n}{2}} \text{ if } q_k < n - 1, q_k + 1 \text{ else}.$$ 

The conclusion follows: for any $\beta \in \mathcal{B}(\partial \Omega)$, for any $p \in [1, \infty)$,

$$u_\beta \in W^{1,p}(\Omega)$$

and furthermore

$$\sup_{\beta \in \mathcal{B}(\partial \Omega)} \|u_\beta\|_{W^{1,p}(\Omega)} < \infty.$$ 

To obtain the uniform estimate

$$\sup_{\beta \in \mathcal{B}(\partial \Omega)} \|u_\beta\|_{W^{1,p}(\Omega)}$$

the symmetric estimate $\inf_{\beta \in \mathcal{B}(\partial \Omega)} \inf_\Omega u_\beta > 0$ is obtained in the same way) it suffices to take a maximising sequence $\{\beta_k\}_{k \in \mathbb{N}}$ for $\|u_\beta\|_{L^\nu(\Omega)}$. Up to a subsequence, $\{\beta_k\}_{k \in \mathbb{N}}$ weakly converges to $\beta \in \mathcal{B}(\partial \Omega)$. By Sobolev embeddings, $\{u_{\beta_k}\}_{k \in \mathbb{N}}$ is uniformly bounded in $C^0,\alpha(\Omega)$ for some $\alpha > 0$. Hence, it converges, strongly in $C^0(\Omega)$, to $u_\beta$, which concludes the proof.

**Proof of Lemma 6.** Let us first underline that the set $\mathcal{B}(\partial \Omega)$ defined in (1.5) endowed with the weak-star topology of $L^\infty(\Omega)$ is compact. To apply the direct method in the calculus of variations, it suffices to show that all the functionals that define problems $(P_{\max,\partial \Omega}) - (P_{\min,\partial \Omega})$ are continuous under this weak $L^\infty - \ast$ topology. All these maps write as $\int_\Omega f(u_\beta)$ or $\int_{\partial \Omega} j(u_\beta)$. Since the functions $u_\beta$ are uniformly bounded from above by Lemma 5, the dominated convergence theorem implies that these functionals are continuous if the map

$$\mathcal{B}(\partial \Omega) \ni \beta \mapsto u_\beta \in W^{1,2}(\Omega)$$

is continuous for the weak $L^\infty - \ast$ topology on $\mathcal{B}(\partial \Omega)$ and the weak $W^{1,2}$ topology on $W^{1,2}(\Omega)$. Indeed, it then suffices to invoke the compactness of the embeddings $W^{1,2}(\Omega) \hookrightarrow L^2(\Omega)$ and $W^{1,2}(\Omega) \hookrightarrow L^2(\partial \Omega)$. 
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Let us then prove the continuity of \( \beta \mapsto u_\beta \) for these weak topologies. Let \( \{\beta_n\}_{n \in \mathbb{N}} \in B(\partial \Omega)^N \) be a weakly converging sequence in \( B(\partial \Omega) \). Let \( \beta \in B(\Omega) \) be such that

\[
\beta_n \xrightarrow{n \to \infty} \beta.
\]

In order to alleviate notations, we define, for any \( n \in \mathbb{N} \), \( u_n \) as the solution of \((E_\beta)\) associated with \( \beta_n \). Our goal is to show

\[
u_n \xrightarrow{n \to \infty} u_\beta \text{ in } W^{1,2}(\Omega).
\]

First of all, multiplying the main equation of \((E_\beta)\) by \( u_n \) and integrating by parts yields

\[
\int_{\Omega} |\nabla u_n|^2 + \int_{\partial \Omega} \beta_n u_n^2 = \int_{\Omega} f u_n \leq \|f\|_{L^2(\partial \Omega)} \|u_n\|_{L^2(\Omega)}.
\]

From Lemma 4, it follows that \( \{u_n\}_{n \in \mathbb{N}} \) is uniformly bounded in \( L^2(\Omega) \) and, in turn, in \( W^{1,2}(\Omega) \). From the Rellich-Kondrachov theorem there exists \( \bar{u} \in W^{1,2}(\Omega) \) such that \( \{u_n\}_{n \in \mathbb{N}} \) converges, up to a subsequence, to \( \bar{u} \) weakly in \( W^{1,2}(\Omega) \) and strongly in \( L^2(\Omega) \). By the compactness of the trace operator, \( \{u_n\}_{n \in \mathbb{N}} \) converges to \( \bar{u} \) strongly in \( L^2(\partial \Omega) \). Passing to the limit in the weak formulation of \((E_\beta)\), we obtain that \( \bar{u} \) is the solution of \((E_\beta)\) associated with \( \beta \). This concludes the proof.

\[\Box\]

C  Definition of Steklov eigenvalues and eigenfunctions

Namely, we consider the resolvent operator \( T : L^2(\partial \Omega) \to L^2(\partial \Omega) \) defined for all \( f \in L^2(\partial \Omega) \) by

\[
T(f) = z_f|_{\partial \Omega} \quad \text{where } z_f \text{ is the unique solution of } \begin{cases} -\Delta z_f = 0 & \text{in } \Omega, \\ \frac{\partial z_f}{\partial \nu} + \beta^* z_f = f & \text{on } \partial \Omega. \end{cases}
\]

By compactness of the trace operator and standard regularity estimates, \( T \) is a compact operator. It is furthermore self-adjoint since, for any \( f, g \in L^2(\partial \Omega) \) there holds

\[
\int_{\partial \Omega} T(f)g = \int_{\partial \Omega} z_f \left( \frac{\partial z_g}{\partial \nu} + \beta^* z_g \right) = \int_{\partial \Omega} \beta^* z_f z_g + \int_{\partial \Omega} z_f \Delta z_g - \int_{\partial \Omega} z_g \Delta z_f + \int_{\partial \Omega} z_g \beta^* z_f = \int_{\partial \Omega} T(g)f.
\]

Finally, \( T \) is a positive operator: for any \( f \in L^2(\partial \Omega) \) we have

\[
\int_{\partial \Omega} T(f)f = \int_{\partial \Omega} z_f \frac{\partial z_f}{\partial \nu} + \int_{\partial \Omega} \beta^* z_f^2 = \int_{\partial \Omega} |\nabla z_f|^2 + \int_{\partial \Omega} \beta^* z_f^2.
\]

According to the spectral decomposition Theorem, there exists a non-increasing sequence of positive eigenvalues \( \{r_k\}_{k \in \mathbb{N}} \) converging to zero and an associated family \( \{\phi_k\}_{k \in \mathbb{N}} \) of eigenfunctions satisfying for all \( k \in \mathbb{N} \), \( T(\phi_k) = r_k \phi_k \). Furthermore, the family \( \{\phi_k\}_{k \in \mathbb{N}} \) is a Hilbert basis of \( L^2(\partial \Omega) \) and we have

\[
\begin{cases} -\Delta \phi_k = 0 & \text{in } \Omega, \\ \frac{\partial \phi_k}{\partial \nu} + \beta_k \phi_k = \frac{1}{r_k} \phi_k & \text{on } \partial \Omega, \end{cases} \quad \text{and } \int_{\partial \Omega} \phi_k \phi_{k'} = \delta_{k,k'}.
\]

(C.1)
for all \((k, k') \in \mathbb{N}^2\). Let us set \(\sigma_k := \frac{1}{r_k}\), we have

\[
\sigma_p \xrightarrow{p \to +\infty} +\infty \quad \text{and} \quad \begin{cases}
-\Delta \phi_k = 0 & \text{in } \Omega, \\
\frac{\partial \phi_k}{\partial \nu} + \beta_k \phi_k = \sigma_k \phi_k & \text{on } \partial \Omega,
\end{cases}
\]

(C.2)

for all \(k \in \mathbb{N}\). Moreover,

\[
\forall k, k' \in \mathbb{N}, \int_{\partial \Omega} \phi_k \phi_{k'} = \delta_{k, k'}.
\]

(C.3)

Alternatively, we can define, for any \(k \in \mathbb{N}\), \(\sigma_k\) via the min-max formula

\[
\sigma_k := \min_{S \text{ subspace of dim } k+1 \text{ of } W^{1,2}(\Omega)} \max_{v \in S \setminus \{0\}} \frac{\int_{\Omega} |\nabla v|^2 + \int_{\partial \Omega} \beta^* v^2}{\int_{\partial \Omega} v^2}.
\]

(C.4)

D Proof of Theorem II

We omit the subscript in \(J_{\partial \Omega}\) and simply write

\[
J(\beta) := \int_{\Omega} j(u_\beta).
\]

To prove Theorem II, we simply need to obtain a lower estimate of the second order derivative of the type given in Proposition 7. Indeed, the rest of the proof can be adapted verbatim. We thus need the derivatives of the functional under consideration. The first and second order derivatives of \(\beta \mapsto u_\beta\) are still denoted by \(\dot{u}_\beta\) and \(\ddot{u}_\beta\). The equations on \(\dot{u}_\beta\) and \(\ddot{u}_\beta\) remain the same as in the proof of Theorem I: \(\dot{u}_\beta\) solves (3.1), while \(\ddot{u}_\beta\) satisfies (3.2). We now compute the derivatives of \(J\); they write:

\[
\dot{J}(\beta)[h] = \int_{\Omega} \dot{u}_\beta j'(u_\beta) \quad \text{and} \quad \ddot{J}(\beta)[h, h] = \int_{\Omega} \ddot{u}_\beta j'(u_\beta) + \int_{\Omega} (\dot{u}_\beta)^2 j''(u_\beta).
\]

(D.1)

We define the adjoint state \(p_\beta\) as the unique solution in \(W^{1,2}(\Omega)\) of

\[
\begin{cases}
-\Delta p_\beta = j'(u_\beta) & \text{in } \Omega, \\
\frac{\partial p_\beta}{\partial \nu} + \beta p_\beta = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(D.2)

Since \(\inf_{\Omega} u_\beta > 0\) and since \(j' > 0\) on \(\mathbb{R}_+^*\), the maximum principle entails

\[
\inf_{\Omega} p_\beta > 0.
\]

(D.3)

If we multiply (D.2) by \(\dot{u}_\beta\) and (3.1) by \(p_\beta\), integrating by parts leads to

\[
0 = \int_{\Omega} \nabla \dot{u}_\beta \cdot \nabla p_\beta + \int_{\partial \Omega} \beta p_\beta \dot{u}_\beta - \int_{\Omega} j'(u_\beta) \dot{u}_\beta
\]

\[
0 = \int_{\Omega} \nabla \dot{u}_\beta \cdot \nabla p_\beta + \int_{\partial \Omega} \beta p_\beta \dot{u}_\beta + \int_{\partial \Omega} h u_\beta p_\beta
\]

so that

\[
\int_{\Omega} j'(u_\beta) u_\beta = -\int_{\partial \Omega} h u_\beta p_\beta.
\]
This leads to
\[ \tilde{J}(\beta)[h] = -\int_{\partial\Omega} hu_{\beta}p_{\beta}. \] (D.4)

Similarly, we get
\[ \tilde{J}(\beta)[h, h] = -2\int_{\partial\Omega} hu_{\beta}p_{\beta} + \int_{\Omega} j''(u_{\beta})(\dot{u}_{\beta})^2. \] (D.5)

We make a proof by contradiction: let \( \beta^* \in \mathcal{B}(\partial\Omega) \) be a maximiser such that the set
\[ \omega^* := \{ 0 < \beta^* < 1 \} \] (D.6)
has positive measure:
\[ \mathcal{H}^{d-1}(\omega^*) > 0. \]
Thus, for any admissible perturbation \( h \) at \( \beta^* \) supported in \( \omega^* \) we must have
\[ \dot{J}(\beta^*)[h] = 0. \] (D.7)

We now prove that there exists an admissible perturbation \( h \) supported in \( \omega^* \) such that
\[ \ddot{J}(\beta^*)[h, h] > 0. \] (D.8)

We aim at obtaining an expression of \( \ddot{J} \) that is similar to a Rayleigh quotient, since this is the main point of the proof. We can show the following adaptation of Proposition 7 there exist three constants \( A, B, C \) with \( A > 0 \) such that
\[ \ddot{J}(\beta^*)[h, h] \geq A \int_{\Omega} |\nabla \dot{u}_{\beta^*}|^2 - B\|\dot{u}_{\beta^*}\|_{W^{1,2}(\Omega)}^2 - C \int_{\partial\Omega} \dot{u}_{\beta^*}^2. \] (D.9)

To that effect, we set
\[ W(\beta^*)[h, h] := -2\int_{\partial\Omega} hu_{\beta^*}p_{\beta^*}. \] (D.10)

Using the same computations as in the proof of Proposition 7, if we set
\[ \Psi_{\beta^*} := \frac{p_{\beta^*}}{u_{\beta^*}}, \]
we get
\[ W(\beta^*)[h, h] = \int_{\partial\Omega} \Psi_{\beta^*} (\partial_{\nu} (\dot{u}_{\beta^*}^2) + 2\beta^* \dot{u}_{\beta^*}^2). \] (D.11)

We note that
\[ \inf_{\Pi} \Psi_{\beta^*} > 0 \]
and that
\[ \frac{\partial \Psi_{\beta^*}}{\partial \nu} = \frac{\partial_{\nu} p_{\beta^*}}{u_{\beta^*}} - \Psi_{\beta^*} \frac{\partial_{\nu} u_{\beta^*}}{u_{\beta^*}} = -\beta^* \Psi_{\beta^*} + \beta^* \Psi_{\beta^*} = 0. \] (D.12)

We use identity (3.15) and get
\[ \ddot{J}(\beta^*)[h, h] = 2\int_{\Omega} \Psi_{\beta^*} |\nabla \dot{u}_{\beta^*}|^2 - \int_{\Omega} \dot{u}_{\beta^*}^2 \Delta \Psi_{\beta^*} + \int_{\partial\Omega} (2\beta^* \Psi_{\beta^*} + j''(u)) \dot{u}_{\beta^*}^2. \] (D.13)
Since \( \beta^* \) and \( u_{\beta^*} \) belong to \( L^\infty(\partial\Omega) \) and since \( j \in C^2 \), there exists a constant \( C \) independent of \( h \) such that, for any admissible perturbation \( h \)
\[
\int_{\partial\Omega} (2\beta^* \Psi_{\beta^*} + j''(u))(\dot{u}_{\beta^*})^2 \geq -C \int_{\partial\Omega} \dot{u}_{\beta^*}^2 . \tag{D.14}
\]
The rest of the proof follows exactly the same lines: indeed, the rest of the proof of Theorem I hinges upon the analysis of \( \dot{u}_{\beta^*} \), not on the fact that the criterion to optimise is distributed. The equation on \( \dot{u}_{\beta^*} \) remains unchanged, and so does the rest of the analysis.

**E  Proof of Theorem IV**

We define
\[
\mathcal{J}(\beta) = \int_{\Omega} j(u_\beta). 
\]
We shall make use of the computations of Appendix D.

We recall that the first order derivative of the criterion is given in (D.1). We set, for any \( \beta \in B(\partial\Omega) \),
\[
\Phi_\beta := u_\beta p_\beta
\]
where \( p_\beta \) is the solution of (D.2). Therefore, for any admissible perturbation \( h \) at a given \( \beta \), there holds
\[
\dot{\mathcal{J}}(\beta)[h] = -\int_{\partial\Omega} h\Phi_\beta. \tag{E.1}
\]
Let \( \beta^* \) be a solution of \( (P_{\min,\Omega,\beta}) \). Since we must have
\[
-\dot{\mathcal{J}}(\beta^*)[h] = \int_{\partial\Omega} \Phi_\beta \cdot h \leq 0
\]
for any admissible perturbation \( h \) at \( \beta^* \), there exists a real number \( \lambda \) (necessarily positive as \( \Phi_\beta > 0 \)) such that
1. \( \{0 < \beta^* < 1\} \subset \{\Phi_\beta = \lambda\} \),
2. \( \{\beta^* = 1\} \subset \{\Phi_\beta \geq \lambda\} \),
3. \( \{\beta^* = 0\} \subset \{\Phi_\beta \leq \lambda\} \).

As in the proof of Theorem III, we show that these conditions imply
\[
\mathcal{H}^{d-1}(\{\beta^* = 0\}) = 0. \tag{E.2}
\]
The required conclusion then follows.

To prove (E.2), let us first observe that
\[
\nabla\Phi_{\beta^*} = u_{\beta^*} \nabla p_{\beta^*} + p_{\beta^*} \nabla u_{\beta^*}, \quad \Delta\Phi_{\beta^*} = -p_{\beta^*} \Delta u_{\beta^*} - u_{\beta^*} \Delta p_{\beta^*} - 2\nabla u_{\beta^*} \cdot \nabla p_{\beta^*}. \tag{E.3}
\]
First, we set
\[
B := -2\frac{\nabla p_{\beta^*}}{p_{\beta^*}}
\]
and
\[
V := \frac{f}{u_{\beta^*}} + \frac{j'(u_{\beta^*})}{p_{\beta^*}} + 2\frac{\nabla p_{\beta^*}^2}{p_{\beta^*}^2}.
\]
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Second, observe that
\[ \nabla u_\beta^* = \frac{\nabla \Phi_\beta^*}{p_\beta^*} - \frac{u_\beta^*}{p_\beta^*} \nabla p_\beta^* = \frac{\nabla \Phi_\beta^*}{p_\beta^*} - \Phi_\beta^* \nabla p_\beta^*. \]

Plugging this expression into (E.3) yields
\[ -\Delta \Phi_\beta^* = fp_\beta^* + j'(u_\beta^*)u_\beta^* - 2 \left( \frac{\nabla \Phi_\beta^*}{p_\beta^*} - \Phi_\beta^* \frac{\nabla p_\beta^*}{p_\beta^*} \right) \cdot \nabla p_\beta^* = \Phi_\beta^* \left( \frac{f}{u_\beta^*} + \frac{j'(u_\beta^*)}{p_\beta^*} \right) + 2\Phi_\beta^* \frac{\nabla p_\beta^*}{p_\beta^*} + \langle \nabla \Phi_\beta^*, B \rangle. \]

Since \( \inf_{\Omega} \min \{ u_\beta^*, p_\beta^* \} > 0 \) it follows that \( \inf_{\Omega} \Phi_\beta^* \geq 0 \). We also have \( V \geq 0 \). We can then follow the proof of Theorem III verbatim.

### F Proof of Theorem VI

We recall that
\[ R(\beta) := \int_\Omega j(y_\beta). \]

To prove Theorem VI, we need a lower estimate of the second order derivative of the type given in Proposition 7; in a second step, we will need a set of eigenfunctions different from the ones used in the proofs of Theorem I. Although not straightforward, we show how this can be done.

We start by computing the derivatives of the criterion. The first and second order derivatives of \( \beta \mapsto y_\beta \) are denoted by \( \dot{y}_\beta \) and \( \ddot{y}_\beta \). By Assumptions (HNL)-(Hstab), these derivatives exist. Furthermore, \( \dot{y}_\beta \) satisfies
\[ \begin{cases} -\Delta \dot{y}_\beta = \frac{\partial g}{\partial u}(x, y_\beta) \dot{y}_\beta & \text{in } \Omega, \\ \frac{\partial \dot{y}_\beta}{\partial \nu} + \beta \dot{y}_\beta = -h y_\beta & \text{on } \partial \Omega, \end{cases} \]

while \( \ddot{y}_\beta \) satisfies
\[ \begin{cases} -\Delta \ddot{y}_\beta = \frac{\partial^2 g}{\partial y^2}(x, y_\beta) (\dot{y}_\beta)^2 + \frac{\partial g}{\partial y}(x, y_\beta) \dot{y}_\beta & \text{in } \Omega, \\ \frac{\partial \ddot{y}_\beta}{\partial \nu} + \beta \ddot{y}_\beta = -2h \ddot{y}_\beta & \text{on } \partial \Omega. \end{cases} \]

We now compute the derivatives of \( R \); they write:
\[ \dot{R}(\beta)[h] = \int_\Omega \dot{y}_\beta j'(y_\beta) \quad \text{and} \quad \ddot{R}(\beta)[h, h] = \int_\Omega \ddot{y}_\beta j'(y_\beta) + \int_\Omega (\dot{y}_\beta)^2 j''(y_\beta). \]

We define the adjoint state \( p_\beta \) as the unique solution in \( W^{1,2}(\Omega) \) of
\[ \begin{cases} -\Delta p_\beta = \frac{\partial g}{\partial u}(x, y_\beta) p_\beta + j'(y_\beta) & \text{in } \Omega, \\ \frac{\partial p_\beta}{\partial \nu} + \beta p_\beta = 0 & \text{on } \partial \Omega. \end{cases} \]

We need to check that a solution to this equation indeed exists.

**Lemma 10.** There exists a unique solution \( p_\beta \in W^{1,2}(\Omega) \) of (F.4). For any \( p \in [1; +\infty) \), \( p_\beta \in W^{1,p}(\Omega) \) and
\[ \inf_{\Omega} p_\beta > 0. \]
Proof of Lemma 10. By Assumption (H_{stab}), the energy functional

\[ E : W^{1,2}(\Omega) \ni p \mapsto \frac{1}{2} \int_{\Omega} |\nabla p|^2 - \frac{1}{2} \int_{\Omega} \frac{\partial q}{\partial u}(x, y_\beta) p^2 - \int_{\Omega} j'(y_\beta) p + \int_{\partial \Omega} \beta p^2 \]

can be bounded from below as

\[ E(p) \geq \mu_\beta \int_{\Omega} p^2 - \int_{\Omega} \frac{\partial q}{\partial u}(x, y_\beta) p. \]

Hence, \( E \) is coercive, and so a solution \( p_\beta \) to (F.4) exists. To prove the uniqueness of this solution, we argue by contradiction: if two solutions \( p_\beta, q_\beta \) exist, then \( z_\beta := p_\beta - q_\beta \) solves

\[
\begin{aligned}
-\Delta z_\beta &= \frac{\partial q}{\partial u}(x, y_\beta) z_\beta & \text{in } \Omega, \\
\frac{\partial z_\beta}{\partial \nu} + \beta z_\beta &= 0 & \text{on } \partial \Omega.
\end{aligned}
\tag{F.5}
\]

Hence, if \( p_\beta \neq q_\beta, z_\beta \neq 0 \) is an eigenfunction of the operator \(-\Delta - \frac{\partial q}{\partial u}(x, y_\beta)\), associated with the eigenvalue 0. However, the lowest eigenvalue of this operator is \( \mu_\beta > 0 \), a contradiction. Uniqueness follows.

The \( W^{1, p} \)-regularity of \( p_\beta \) is a consequence of the same arguments as in Lemma 5.

Finally, the positivity of \( p_\beta \) is a consequence of the following version of the maximum principle: as \( \mu_\beta > 0 \), should \( p_\beta \) not be positive, the negative part \( p^-_\beta := -p_\beta 1_{p_\beta} \) satisfies

\[ \int_{\Omega} |\nabla p^-_\beta|^2 - \int_{\Omega} \frac{\partial q}{\partial u}(x, y_\beta)(p^-_\beta)^2 \leq -\int_{\Omega} j'(y_\beta)p^-_\beta \leq 0. \]

By the variational formulation (1.15) of \( \mu_\beta > 0 \), we necessarily have \( p^-_\beta = 0 \). So we first have \( p^-_\beta \geq 0 \). It then suffices to apply the classical maximum principle to conclude. \( \square \)

If we multiply (F.4) by \( \bar{y}_\beta \) and (F.1) by \( p_\beta \), integrating by parts leads to

\[ 0 = \int_{\Omega} \nabla \bar{y}_\beta \cdot \nabla p_\beta - \int_{\Omega} \frac{\partial q}{\partial u}(x, y_\beta) p_\beta \bar{y}_\beta + \int_{\partial \Omega} \beta p_\beta \bar{y}_\beta - \int_{\Omega} j'(y_\beta) \bar{y}_\beta \]

\[ 0 = \int_{\Omega} \nabla \bar{y}_\beta \cdot \nabla p_\beta - \int_{\Omega} \frac{\partial q}{\partial u}(x, y_\beta) p_\beta \bar{y}_\beta + \int_{\Omega} \beta p_\beta \bar{y}_\beta + \int_{\partial \Omega} h_\beta p_\beta \]

so that

\[ \int_{\Omega} j'(y_\beta) \bar{y}_\beta = -\int_{\partial \Omega} h_\beta p_\beta. \]

This leads to

\[ \tilde{R}(\beta)[h] = -\int_{\partial \Omega} h_\beta p_\beta. \tag{F.6} \]

Similarly, we get

\[ \tilde{R}(\beta)[h, h] = -2 \int_{\partial \Omega} h_\beta p_\beta + \int_{\Omega} \frac{\partial^2 q}{\partial u^2}(x, y_\beta) p_\beta (\bar{y}_\beta)^2 + \int_{\Omega} j''(y_\beta)(\bar{y}_\beta)^2. \tag{F.7} \]

We argue by contradiction: let \( \beta^* \in B(\partial \Omega) \) be a maximiser such that the set

\[ \omega^* := \{ 0 < \beta^* < 1 \} \]

has positive measure:

\[ \mathcal{H}^{d-1}(\omega^*) > 0. \]
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Thus, for any admissible perturbation $h$ at $\beta^*$ supported in $\omega^*$ we must have
\[
\mathcal{R}(\beta^*)[h] = 0.
\] (F.9)

We now prove that there exists an admissible perturbation $h$ supported in $\omega^*$ such that
\[
\mathcal{R}(\beta^*)[h, h] > 0.
\] (F.10)

We aim at obtaining an expression of $\mathcal{R}$ that is similar to a Rayleigh quotient, since this is the main point of the proof. We show the following adaptation of Proposition 7: there exist $A > 0$ and two constants $B, C > 0$ such that
\[
\mathcal{R}(\beta^*)[h, h] \geq A \int_\Omega |\nabla \dot{y}_{\beta^*}|^2 - B \|\dot{y}_{\beta^*}\|_{W^{1,2}(\Omega)} \|\ddot{y}_{\beta^*}\|_{L^2(\Omega)} - C \int_{\partial\Omega} \dddot{y}_{\beta^*}.
\] (F.11)

To that effect, we set
\[
\mathcal{W}(\beta^*)[h, h] := -2 \int_{\partial\Omega} h \dot{y}_{\beta^*} p_{\beta^*}.
\] (F.12)

As before, if we set
\[
\Psi_{\beta^*} := \frac{p_{\beta^*}}{u_{\beta^*}},
\]
we obtain
\[
\mathcal{W}(\beta^*)[h, h] = \int_{\partial\Omega} \Psi_{\beta^*} \left(\partial_{\nu} \left(\dot{y}_{\beta^*}\right)^2 + 2 \beta^* \ddot{y}_{\beta^*}\right).
\] (F.13)

We note that
\[
\inf_{\Omega} \Psi_{\beta^*} > 0
\]
and that
\[
\frac{\partial \Psi_{\beta^*}}{\partial \nu} = \frac{\partial_{\nu} p_{\beta^*}}{u_{\beta^*}} - \Psi_{\beta^*} \frac{\partial_{\nu} u_{\beta^*}}{u_{\beta^*}} = -\dot{\beta}^* \Psi_{\beta^*} + \beta^* \Psi_{\beta^*} = 0.
\] (F.14)

From (3.15) we are led to
\[
\mathcal{R}(\beta^*)[h, h] = 2 \int_{\Omega} \Psi_{\beta^*} |\nabla \dot{y}_{\beta^*}|^2 - \int_{\Omega} \dddot{y}_{\beta^*} \Delta \Psi_{\beta^*} + \int_{\partial\Omega} (2 \beta^* \Psi_{\beta^*} + j''(u)) \dot{y}_{\beta^*} + \int_{\Omega} \frac{\partial^2 \Psi_{\beta^*}}{\partial u^2} (x, y_{\beta^*}) p_{\beta^*} \dddot{y}_{\beta^*}.
\] (F.15)

Since $\beta^*$ and $u_{\beta^*}$ belong to $L^\infty(\partial\Omega)$, since $g \in C^2$ in its second variable and since $j \in C^2$, there exists a constant $C$ independent of $h$ such that, for any admissible perturbation $h$
\[
\int_{\partial\Omega} (2 \beta^* \Psi_{\beta^*} + j''(u)) (\dot{y}_{\beta^*})^2 + \int_{\Omega} \frac{\partial^2 \Psi_{\beta^*}}{\partial u^2} (x, y_{\beta^*}) p_{\beta^*} \dddot{y}_{\beta^*}^2 \geq -C \int_{\partial\Omega} \dddot{y}_{\beta^*}^2 + C \|\dddot{y}_{\beta^*}\|_{L^2(\Omega)} \|\dddot{y}_{\beta^*}\|_{W^{1,2}(\Omega)}.
\]

The rest of the proof follows exactly the same lines, except that, instead of considering the sequence of eigenelements defined in (3.27), we rather need the following: we consider the eigenvalues
\[
0 \leq \sigma_0 \leq \sigma_1 \leq \ldots \leq \sigma_k \rightarrow +\infty
\]
where, for each $k$, the eigenvalue $\sigma_k$ is associated with the eigenfunction $\phi_k$ solution of
\[
\forall k \in \mathbb{N}, \begin{cases} -\Delta \phi_k = \frac{\partial g}{\partial \nu} (x, y_{\beta^*}) p_{\beta^*} & \text{in } \Omega, \\ \frac{\partial \phi_k}{\partial \nu} + \beta \phi_k = \sigma_k \phi_k & \text{on } \partial\Omega \end{cases} \quad \text{and, for any } k, k' \in \mathbb{N}, \int_{\partial\Omega} \phi_k \phi_{k'} = \delta_{k,k'}.
\] (F.16)
The one thing that needs to be checked is that these eigenelements are well defined. This is once again a consequence of the stability Assumption (H_{stab}); proceeding as in Appendix C, it suffices to show that the operator \( T : L^2(\partial \Omega) \ni f \mapsto T(f) \) defined, for any \( f \in L^2(\partial \Omega) \), as

\[ z_f \mid_{(\partial \Omega)} \text{ where } z_f \text{ is the unique solution of } \begin{cases} -\Delta z_f - \frac{\partial g}{\partial u}(x, y_\beta)z_f = 0 & \text{in } \Omega, \\ \frac{\partial z_f}{\partial \nu} + \beta z_f = f & \text{on } \partial \Omega \end{cases} \]

is compact. First, we need to check that \( T \) is well-defined. However, this follows from the same arguments as in Lemma 10, considering this time the energy functional

\[ E : W^{1,2}(\Omega) \ni z \mapsto \frac{1}{2} \int_{\Omega} |\nabla z|^2 - \frac{1}{2} \int_{\Omega} \frac{\partial g}{\partial u}(x, y_\beta)z^2 + \int_{\partial \Omega} \beta z^2 - \int_{\partial \Omega} zf. \]

Second, the compactness is a consequence of standard \( W^{1,2} \)-estimates.

We can hence define the eigenelements described in (F.16). The rest of the proof is adapted verbatim.
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