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Abstract—Consider the following problem: given a database of records indexed by names (e.g., name of companies, restaurants, businesses, or universities) and a new name, determine whether the new name is in the database, and if so, which record it refers to. This problem is an instance of record linkage problem and is a challenging problem because people do not consistently use the official name, but use abbreviations, synonyms, different order of terms, different spelling of terms, short form of terms, and the name can contain typos or spacing issues. We provide a probabilistic model using relational logistic regression to find the probability of each record in the database being the desired record for a given query and find the best record(s) with respect to the probabilities. Building on term-matching and translational approaches for search, our model addresses many of the aforementioned challenges and provides good results when existing baselines fail. Using the probabilities outputted by the model, we can automate the search process for a portion of queries whose desired documents get a probability higher than a trust threshold. We evaluate our model on a large real-world dataset from a telecommunications company and compare it to several state-of-the-art baselines. The obtained results show that our model is a promising probabilistic model for record linkage for names. We also test if the knowledge learned by our model on one domain can be effectively transferred to a new domain. For this purpose, we test our model on an unseen test set from the business names of the secondString dataset. Promising results show that our model can be effectively applied to unseen datasets. Finally, we study the sensitivity of our model to the statistics of datasets.

Index Terms—record linkage, machine learning, probabilistic model, relational logistic regression

I. INTRODUCTION

Many companies offer services that require searching their database for a text query specified by a user. A website containing reviews for restaurants lets a user find their desired restaurant by searching its name. A website containing scientific papers lets a user find their desired paper through searching its title. A telephone company needs to search through their customer records (individual names or company titles) for customer inquiries.

The challenge in designing a model for the purposes exemplified above arises when people abbreviate all or part of the name while the database contains the full name (e.g., searching for ICMD when the database contains international conference on data mining) or vice versa, change the order of the terms in the name (e.g., searching for relational probabilistic models when the database contains probabilistic relational models), enter only some (not all) terms in the name (e.g., searching for graphical models when the database contains probabilistic graphical models), shorten a long term or person’s name (e.g., searching for Bayes net when the database contains Bayesian networks or searching for Mike Brown when the database contains Michael Brown), add or remove spaces (e.g., searching for drop out when the database contains dropout), use different spellings of terms (e.g., searching for neighbor when the database contains neighbour), use a common misspelling of a term (e.g., searching for busyness when the database contains business), and have typos.

Record linkage [12, 6] refers to the problem of recognizing records in two separate files which represent identical persons, or objects. It has been previously studied independently by researchers in several areas under various names including object identification [56], entity resolution [4], identity uncertainty [30], approximate matching [16], duplicate detection [27], merge/purge [18], or hardening soft information [7]. Applications of record linkage include citation matching [23], person identification in different Census datasets [47], and identifying different offers of the same product from multiple retailers for comparison shopping [3]. The problem we study in this paper, finding the corresponding name(s) in a database for a text query, is an instance of record linkage when records are names. Hereafter, we refer to this problem as record linkage for names.

In this paper, we study the problem of record linkage for names when labeled data in the form of a set of ⟨query name, desired name⟩ pairs is available. We develop a probabilistic model for this task as a probabilistic approach facilitates the decision making process, e.g., for specifying an error tolerance and automating a portion of the queries. We experimented with several existing approaches and also developed a relational logistic regression (RLR) [22] model for this task which outperforms the existing approaches. We used RLR as it simplifies specifying and describing our model, may be extended when the dataset contains more fields, and empirically compares well to other related models [23]. The components used in our model can be computed offline with a linear pass over the dataset. The time complexity of answering queries (online phase) for the proposed method is sub-linear in the number of names in the database. Performing a search with our proposed model only takes few seconds, and our model is to be used as
a front-line service for the telecommunications company. We tested our model empirically by conducting experiments on a large real-world dataset from a telecommunications company and compared our model with several state-of-the-art models. The obtained results show how our model outperforms the state-of-the-art. We also show how the probabilities outputted by our model facilitate decision making for query automation.

The knowledge learned through our model (a list of correlated terms) can be transferred to other domains. Transferring this knowledge is especially valuable for domains where labeled data does not exist, or for domains that the amount of labeled data (or the number of businesses in the database) is not enough for machine learning purposes. To test the effectiveness of knowledge transfer for our model, we train a model on a dataset created on Yelp businesses and university names and test it on the second string dataset [7]. The obtained results show that the knowledge our model learns on one domain can be effectively transferred to new domains.

For different domains, the aforementioned challenges for record linkage for names (e.g., abbreviation, order change, misspellings, etc.) may occur at different frequencies. For instance, in a domain containing university names abbreviations may occur frequently, while on a domain containing paper titles abbreviations may be quite infrequent. We performed a sensitivity analysis on the dataset we created on Yelp businesses and university names to measure the effect of such statistical changes and analyze how our model is expected to perform and how it compares to existing approaches on new datasets with different statistics.

II. RELATED WORK

Record linkage for names is a similar problem to short-text search [24], [15], where users search through documents containing short texts (e.g., considering only document titles). In short-text search, however, a query is to be matched to a document with the same meaning. E.g., for a query containing the term passion, the engine may score two documents one having the term passion and the other having love (almost) equally. Such scoring is, however, not sensible for record linkage for names. Nevertheless, many techniques developed for short-text search can be used for record linkage for names.

A classic approach for a text search problem is exact term matching: matching exact terms in the query with those in records (or documents), weighting each term according to its importance. Well-known exact term matching algorithms are TFIDF [34] and Okapi BM25 [33]. An advantage of these approaches is that they are invariant to the change of order in the terms. However, due to not being able to handle abbreviations, short forms of names, typos, spacing issues, etc., these approaches fail on a portion of queries.

Another class of approaches that can be applied to this problem are approximate string matching approaches [17]. Well-known distance functions include Levenstein [25], Monge-Elkan [27], and Jaro [21]. Each of these approaches uses a distance function that measures the dissimilarity between two strings. Using distance functions in record linkage for names may not work in many examples when the appearances of query name and the desired name are different (e.g. searching for ICDM when the database contains international conference on data mining). Furthermore, these approaches usually perform poorly when the order of terms in the query and desired document differ.

Latent semantic models [4], [8], [10], [19], [31] aim at improving the exact-term matching approaches by converting the query and the document to a smaller space called the semantic space, and then finding the similarities in the semantic space. A query and a record can have a high similarity score in the semantic space even if they do not have any terms in common. When labeled data is not available, these models use unsupervised methods, such as SVD, to carry out the conversion, in which case, the conversion is only loosely coupled to the evaluation metric for the retrieval task. When labeled data is available, the conversion can be done supervised using, e.g., a deep neural network [20], [29]. The labeled training set may be constructed by having an expert manually selecting the appropriate record, or may come from a user clicking a record after searching for a query.

When supervised data is available, translational approaches [13], [14] learn a term to term translation between query and documents terms. The translations are learned using a labeled dataset. Studies show when large amounts of labeled data are available, translational models can be effective [13], [14]. The model we develop in this paper can be considered as a term matching algorithm, extended with ideas from translational models to address several issues that arise in record linkage for names including abbreviations, short forms of the names, common typos, and spacing issues.

III. BACKGROUND AND NOTATIONS

To be consistent with other scientific papers in this field (e.g., [20] and [26]), we use the following terminologies: A term is a sequence of letters and digits. A document is a sequence of terms. A corpus is a set of documents. A query is also a document that we are interested in finding its duplicate. A positive labeled set is a set of \( \langle \text{query}, \text{document} \rangle \) pairs where the document is the duplicate of the query in the corpus. A negative labeled set is a set of \( \langle \text{query}, \text{document} \rangle \) pairs where the document is not the duplicate of the query.

In record linkage for names, a document corresponds to a record, except that a record may have several fields but a document contains one field which is its text. A corpus corresponds to a database of records in record linkage. For two documents \( D_1 \) and \( D_2 \), \( D_1 \cap D_2 \) is the set of terms that are both in \( D_1 \) and \( D_2 \) and \( D_1 - D_2 \) is the set of terms that are in \( D_1 \) but not in \( D_2 \).

A. TFIDF

TFIDF [34] is one of the most popular exact term matching algorithms. Beel et al. [1] reported that 83% of text-based recommender systems in the domain of digital libraries use TFIDF.
Given a query \( Q \), the TFIDF score for each document \( D \) being the desired document is:

\[
\text{TFIDF}(D, Q) = \sum_{T \in Q \cap D} \text{TF}(T, D) \times \text{IDF}(T) \quad (1)
\]

\( \text{TF}(T, D) \) stands for term frequency and is computed by counting the number of times \( T \) appears in \( D \). \( \text{IDF}(T) \) stands for the inverse of document frequency and measures how much information the term provides, that is, whether the term is common or rare across all documents in the corpus. IDF aims at scaling down the importance of common terms and scaling up the importance of rare terms. There are many variants, but typically, the IDF score of a term \( T \) for a corpus is computed as \( \log_{\text{DF}(T)} \), where \( n \) is the number of all documents in the corpus and \( \text{DF}(T) \) is the number of documents that have the term \( T \). Robertson et al. [32] justified this IDF score information theoretically.

For record linkage for names, the TF part of the TFIDF is usually 1 as each term (almost always) appears at most once in a document (e.g., we rarely see the name of a company, person, or paper having one term twice). Thus, we ignore the TF part and only use the IDF.

### B. Relational logistic regression

Relational logistic regression (RLR) [22] is the relational counterpart of logistic regression and the directed counterpart of Markov logic [9]. We start with some terminology:

A **population** refers to a set of **objects**. The **size** of a population is a non-negative number indicating its cardinality. **Logical variables (logvars)** start with lower-case letters, and **constants** denoting objects start with upper-case letters. Associated with a logvar \( x \) is a population \( \Delta_x \). A lower-case and an upper-case letter written in bold refer to a set of logvars and a set of objects respectively.

A **parametrized random variable (PRV)** is of the form \( F(t_1, \ldots, t_k) \) where \( F \) is a k-ary function symbol and each \( t_i \) is a logvar or a constant.

A **literal** is a PRV or its negation. A **formula** is made up of literals connected with conjunction or disjunction. A **weighted formula (WF)** is a tuple \( \langle F, w \rangle \) where \( F \) is a formula and \( w \) is a weight.

We write a substitution as \( \theta = \{ x_1, \ldots, x_k \}/\{ t_1, \ldots, t_k \} \) where each \( x_i \) is a different logvar and each \( t_i \) is a logvar or a constant in \( \Delta_x \). A **grounding** of a PRV can be obtained by a substitution \( \theta = \{ x_1, \ldots, x_k \}/\{ X_1, \ldots, X_k \} \) mapping each of its logvars \( x_i \) to an object \( X_i \in \Delta_x \). Applying a substitution \( \theta = \{ x_1, \ldots, x_k \}/\{ t_1, \ldots, t_k \} \) on a formula \( F \) (written as \( F\theta \)) replaces each \( x_i \) in \( F \) with \( t_i \).

Let \( H(x) \) be a PRV whose probability depends on a set \( \phi \) of PRVs not including \( H \). We call \( \phi \) the parents of \( H \).

**Relational logistic regression (RLR)** defines a conditional probability distribution for \( H(x) \) given an assignment of truth values \( \Pi \) to every ground PRV \( \phi \), using a set \( \psi \) of WFs only containing PRVs from \( \phi \):

\[
P_\psi(H(X) = \text{True} | \Pi) = \sigma \left( \sum_{\langle F, w \rangle \in \psi} w * \eta(F\theta, \Pi) \right) \quad (2)
\]

where \( \eta(F\theta, \Pi) \) is the number of instances of \( F\theta \) that are true w.r.t. \( \Pi \), and \( \sigma(z) = \frac{1}{1 + \exp(-z)} \) is the Sigmoid function.

**Example 3.1:** Consider we want to find the probability of a person being happy and we know that happiness has a relation with the number of kind friends the person has such that the more kind friends the person has the happier he/she is. The model in Fig. 1 shows our theory. In this model let \( \Pi \) be an assignment of values to \( \text{Friend} \) and \( \text{Kind} \). RLR sums over \( \psi = \{WF_1, WF_2\} \) resulting in:

\[
P_\psi(\text{Happy}(X) = \text{True} | \Pi) = \sigma(-4.5 + 1 \ast \eta(\text{Friend}(y, X) \wedge \text{Kind}(y), \Pi))
\]

where \( \eta(\text{Friend}(y, X) \wedge \text{Kind}(y), \Pi) \) represents the number of objects in \( \text{pop}(y) \) for which \( \text{Friend}(y, X) \wedge \text{Kind}(y) \) is true according to \( \Pi \), corresponding to the number of friends of \( X \) that are kind. When this count is greater than or equal to 5, the probability of \( X \) being happy is closer to one than zero; otherwise, the probability is closer to zero than one. Therefore, the two WFs model "someone is happy if they have at least 5 friends that are kind". Note that -4.5 and 1 are weights of two formula that are learned.

**Example 3.2:** Suppose we want to have an RLR model as in Fig. 2 to predict \( P(\text{Result}(q,d)) \): the probability of document \( d \) being the result of searching for a query \( q \). Also, suppose we have a list of important terms. An RLR model may use the WFs \( \psi = \{ (\text{True}, -4), (\text{Has}(d,t) \wedge \text{Has}(q,t) \wedge \text{Important}(t), 1.5) \} \) where \( \text{Has}(d,t) \) is true if \( t \) is in \( d \), \( \text{Important}(t) \) is true if \( t \) is important.

Let \( \Pi \) be an assignment of truth values to all ground PRVs in \( \text{Has} \) and \( \text{Important} \). RLR sums over the WFs in \( \psi \) resulting in \( P_\psi(\text{Result}(Q,D) = \text{True} | \Pi) = \sigma(-4.0 + 1.5 \ast \eta(\text{Has}(D,t) \wedge \text{Has}(Q,t) \wedge \text{Important}(t), \Pi)) \)

\( \eta(\text{Has}(D,t) \wedge \text{Has}(Q,t) \wedge \text{Important}(t), \Pi) \) represents the number of objects in \( \Delta_t \) for which \( \text{Has}(D,t) \wedge \text{Has}(Q,t) \wedge \text{Important}(t) \) is true according to \( \Pi \), corresponding to the number of important terms that are both in \( Q \) and \( D \). When this count is greater than or equal to 3, the probability of \( D \) being the result of \( Q \) is closer to one than zero. Therefore, "a document is a result of a query if they share at least 3 important terms".

Following [11], [22], we assume w.l.o.g. that formulae in WFs have no disjunction, indicate true and false with 1 and 0 respectively, replace conjunction with multiplication, and allow atoms with continuous functions in WFs (e.g., \( \text{(Has}(d,t) \wedge \text{Has}(q,t) \wedge \text{Important}(t), 1.5) \) is replaced with \( \text{Has}(d,t) \times \text{Has}(q,t) \times \text{Important}(t), 1.5) \)).
IV. A MODEL OF RECORD LINKAGE

Let \( t, q, \) and \( d \) be logvars corresponding respectively to terms, queries, and documents. \( \text{Has}(d, t) \) is a Boolean PRV indicating whether document \( d \) has \( t \) or not (which is observed for all documents and terms), \( \text{IDF}(t) \) is an observed real-valued PRV indicating the IDF score for terms, and \( \text{Result}(q, d) \) is \( \text{True} \) when \( d \) is the desired document for \( q \).

A. A probabilistic TFIDF-based model

We design an RLR model to assign probabilities to each document being the desired document for a query. We start with a basic RLR model and improve it step by step. The basic RLR model defines the conditional probability of \( \text{Result}(d, q) \) using the following WFs: \( \langle \text{True, } w_0 \rangle, \langle \text{Has}(q, t) \ast \text{Has}(d, t) \ast \text{IDF}(t), w_1 \rangle \). When both instances of \( \text{Has} \) are true, it contributes the weight \( \text{IDF}(t) \ast w_1 \). RLR sums over the above WFs resulting in:

\[
P(\text{Result}(Q, D) \mid \Pi) = \sigma(w_0 + w_1 \ast \sum_{T \in Q \cap D} \text{IDF}(T))
\]

where \( Q \) and \( D \) are respectively a specific query and document. Having a positive and a negative labeled set, the weights \( w_0 \) and \( w_1 \) can be learned using gradient descent.

B. Normalizing the basic model

One issue with the basic model is that for a query \( Q \) containing only a few terms, or only common terms, \( \sum_{T \in Q \cap D} \text{IDF}(T) \) may be generally very small. For such queries, unless \( w_1 \) is unrealistically high, \( w_0 + w_1 \ast \sum_{T \in Q \cap D} \text{IDF}(T) \) would be small even for the desired document, causing the output probability of the model to be low for such queries. Furthermore, the score of each document \( D \) for a query \( Q \) in the basic model depends on the number of query terms that are in \( D \), not the proportion of them.

To address this issue we update the WFs to normalize the sum of the IDF scores by dividing it by the maximum IDF score a document can get for a given query. A document gets the maximum score for a query \( Q \) if it has all the terms in \( Q \). In such a case, the sum of the IDF scores is \( \sum_{T \in Q} \text{IDF}(T) \). So we update the basic model to have the following WFs:

\[
\langle \text{True, } w_0 \rangle
\]

\[
\langle \text{Has}(q, t) \ast \text{Has}(d, t) \ast \text{IDF}(t) \ast \text{InvSumIDF}(Q), w_1 \rangle
\]

Where \( \text{InvSumIDF}(Q) = \frac{1}{\sum_{T \in Q} \text{IDF}(T)} \). Hereafter, we refer to the RLR model with the WFs (5) and (6) as the TFIDF model.

Example 4.1: Consider a query \( Q = \{T_1, T_2, T_3, T_4\} \), the document that can get the maximum score for \( Q \) has all terms \( T_1, T_2, T_3, \) and \( T_4 \). \( \text{SumIDF}(Q) \) in this query is:

\[
\text{IDF}(T_1) + \text{IDF}(T_2) + \text{IDF}(T_3) + \text{IDF}(T_4)
\]

and \( \text{InvSumIDF}(Q) \) is as:

\[
\frac{1}{\text{IDF}(T_1) + \text{IDF}(T_2) + \text{IDF}(T_3) + \text{IDF}(T_4)}
\]

Example 4.2: Consider a query \( Q = \{T_1, T_2, T_3, T_4\} \) and a document \( D = \{T_1, T_2, T_3, T_6\} \). Then:

\[
P(\text{Result}(Q, D) = \sigma(w_0 + w_1 \ast \text{IDF}(T_1) + \text{IDF}(T_2))
\]

In which \( \text{IDF}(T_1) + \text{IDF}(T_2) \) is the sum of the IDF score that \( D \) gets for query \( Q \) and \( \text{IDF}(T_1) + \text{IDF}(T_2) + \text{IDF}(T_3) + \text{IDF}(T_4) \) is the maximum IDF score a document can get for query \( Q \) and normalizes the \( \text{IDF}(T_1) + \text{IDF}(T_2) \).

C. Adding translations

As mentioned, a TFIDF-based method may fail on documents that use different terms than those in the query. Let the PRV \( \text{Tr}(t, t') \), where \( t \) and \( t' \) are two logvars with population of terms, represent the proposition that term \( T \in \Delta_i \) is a translation (or a part of a translation) of term \( T' \in \Delta_i' \). We will explain how such a PRV can be learned using positive and negative labeled sets in later sections. We assume translation relation is symmetric (if \( t \) is a translation or a part of a translation of \( t' \), then \( t' \) is also a translation or a part of a translation of \( t \)). The following WF can use this PRV:

\[
\langle \text{Has}(q, t) \ast \text{Has}(d, t') \ast \neg \text{Has}(q, t') \ast \neg \text{Has}(d, t)
\ast \text{Tr}(t, t') \ast \text{IDF}(t) \ast \text{InvSumIDF}(Q), w_1 \rangle
\]

This WF considers pairs of terms \( \langle T, T' \rangle \) such that \( T \in Q, T \not\in D, T' \in D, T' \not\in Q \), and \( T' \) is a translation of \( T \) for \( T \) with probability \( \text{Tr}(T, T') \), and gives \( \text{Tr}(T, T') \ast \text{IDF}(T) \) score to the document. This WF complements the WF in (5). If a term \( T \) in \( Q \) is also in \( D \), then the WF in (6) gives \( \text{IDF}(T) \) score to \( D \). If \( T \) is not in \( D \) but there exists a term \( T' \) in \( D \) (which is not in \( Q \) that can be a translation of \( T \) with probability \( \text{Pr}(T, T') \)), then the new WF gives \( \text{Tr}(T, T') \ast \text{IDF}(T) \) score to \( D \). That is because even though \( D \) does not have the exact term \( T \), with probability \( \text{Tr}(T, T') \) it has a term that corresponds to \( T \). Since this WF is complementing the WF in (6), we used the same weight \( w_1 \).

Example 4.3: In Example 4.2, with the same query \( Q \) and document \( D \) suppose \( \text{Tr}(T_3, T_5) = 0.9 \). Then the numerator of the fraction in Eq. (7) will be summed with 0.9 \( \ast \text{IDF}(T_3) \). Note that if \( \text{Tr}(T_1, T_6) = 0.8 \), we do not add 0.8 \( \ast \text{IDF}(T_1) \) to the score as the document contains \( T_1 \) as well and we have already given \( \text{IDF}(T_1) \) score to the document.

D. 1-to-many and many-to-1 translations

For some \( T \), that is in \( Q \) but not in \( D \) and \( T_j \) that is in \( D \) but not in \( Q \) such that \( \text{Tr}(t_i, T_j) > 0 \), \( T_i \)'s translation may contain multiple terms and \( T_j \) may be only one term in the translation of \( T_i \). As an example, if \( Q \) is \( \text{ICDM} \), \( D \) is \( \text{international conference on DM} \) and \( \text{Tr}(\text{ICDM, international}) > 0 \),
international is only one term of the translation for ICDM; the other terms are conference, on, and DM.

The IDF formulation makes the strong assumption that each term appears in a document independently of the other terms [32]. Therefore, if Q is ICDM and D is International conference on DM, our current WFs will give scores to D for all its terms independently. This is, however, not intuitive as the terms in D in such cases are highly dependent: a document containing the terms international, conference and on is much more likely to have the term DM than a random document.

To address this issue, when we learn the values of the Tr PRV, we also compute for each term T the maxTr(T) as \( \max_{D \in C} \sum_{T' \in D} 1_{Tr(T,T') > 0} \) where \( 1_{Tr(T,T') > 0} \) is 1 if \( Tr(T,T') > 0 \) and 0 otherwise and C is the set of all documents in the corpus c. This number corresponds to the maximum number of terms \( T' \) in a document for which \( Tr(T,T') > 0 \). Assuming \( InvMaxTr(t) \) is a PRV whose value for each \( t \in T \) is \( \max_{D \in C} \sum_{T' \in D} 1_{Tr(t,t') > 0} \) we update the WF in \( 3 \) as:

\[
(Has(q,t) \ast Has(d,t') \ast \neg Has(q,t') \ast \neg Has(d,t) \ast Tr(t,t') \ast InvMaxTr(t) \ast IDF(t) \ast InvSumIDF(q), w_i)
\]

F. Adding bigrams

Spacing is an important challenge in record linkage for names: the query may contain a space between two terms where the document does not (e.g., searching for drop out where the document contains dropout) or vice versa. In order to handle such cases, we use the bigrams of the query and the documents where a bigram is a concatenation of two consecutive terms in the query or documents.

There are two cases that need to be considered:

1) Query contains the bigram: Consider a document \( D = [T_1, T_2, \ldots, T_n] \). If a query contained the term \( concat(T_1, T_2) \), then \( T_1 \) and \( T_2 \) are parts of the translation of \( concat(T_1, T_2) \). As an off-line process which will be done once, before the queries arrive, for each document \( D = [T_1, T_2, \ldots, T_n] \) we set \( Tr(concat(T_1, T_{i+1}), T_i) = Tr(concat(T_i, T_{i+1})) = 1 \) for \( i : 1 \leq i < n \) if \( concat(T_i, T_{i+1}) \) appears in at least one document in the dataset. This allows us to recognize the two elements of the bigram in the document that appear in the query. Note that we do not add \( Tr(concat(T_1, T_{i+1})), T_{i+1}) \) and \( Tr(T_{i+1}, concat(T_i, T_{i+1})) \) to the \( Tr \) matrix (which can be helpful when a document contains the bigram), as adding them to the matrix causes each term \( T_i \) to have many potential translations in the \( Tr \) matrix thus slowing down the search. Instead, we handle the case where document contains the bigram with a different approach as described below.

Example 4.6: Suppose in the corpus C there is a document \( D \) as drop out. As explained, we set \( Tr(\text{dropout}, \text{drop}) = 1 \) and \( Tr(\text{dropout}, \text{out}) = 1 \). So if we search for a query \( Q = \text{dropout} \), the translation pairs helps us to find the components of the bigram dropout, which are drop and out.

2) Document contains the bigram: Suppose there is a document \( D \) and \( T_i \) and \( T_j \) are two consecutive terms in the query \( Q \), and neither of \( T_i \) and \( T_j \) appear in the document. Then we should also look for the concatenation of these two terms, \( concat(T_i, T_j) \), in the document. In order for our WFs to remain unaffected, if \( D \) contains neither \( T_i \) nor \( T_j \) but it contains \( concat(T_i, T_j) \), we assume \( D \) also has \( T_i \) and \( T_j \).

We refer to the TFIDF+TR model after adding the bigrams TFIDF+TR+BG

Example 4.7: Suppose we want to search for \( Q = \text{drop out} \). The document \( D = \text{dropout} \) will get the score of a document that has both terms drop and out for having the bigram dropout.

G. Implementation

In order to implement our model efficiently, we use the following data structures. For the WF in \( 6 \), given a query \( Q \),
we need to score documents \( D \) that have at least a term in common with \( Q \). We use an inverted index which is a hash map from terms to the documents that contain that term. Then for each \( T \in Q \), we can access the documents having \( T \) and update their scores. For the translations, the \( Tr \) matrix can be very large and so needs to be implemented efficiently. We store a \( TrSet \) hash-map from terms to the set of terms that may be in their translation together with the corresponding probabilities. Then for each term \( T \in Q \), we retrieve all documents not containing \( T \) but containing a term \( T' \in TrSet(T) \) and update their score according to the probabilities. As explained, when we construct a bigram \( concat(T_i, T_j) \) in our offline process, we add the key \( concat(T_i, T_j) \) (with values for \( T_i \) and \( T_j \)) to our \( TrSet(T) \) only if the term \( concat(T_i, T_j) \) exists in at least one document. This reduces the size of \( TrSet \) and the running time substantially. These models are all developed for a front-line application and produce results in few seconds for a large dataset.

V. EMPIRICAL RESULTS

In our experiments, we aim at answering three questions.

- **Q1:** How does \( T F I D F + T R + B G \) compare to other existing approaches for record linkage for names and how helpful \( TR \) and \( BG \) are?
- **Q2:** Can we effectively use the probabilities outputted by our models for query automation?
- **Q3:** Is it possible to learn translations on a dataset and use them for a second dataset (i.e., transfer learning)?
- **Q4:** How does \( T F I D F + T R + B G \) and other approaches perform when the statistics of the dataset change?

We design four experiments to answer each of these questions.

A. **Q1: How well does \( T F I D F + T R + B G \) perform?**

To answer **Q1**, we compare \( T F I D F + T R + B G \)'s performance on a private dataset with several well-known benchmarks in the literature.

**Dataset:** Our dataset contains a list of business names of the customers of a telecommunications company. The company offers a service which requires searching a name entered by a customer in the dataset. In this application, the list of customer names is the corpus, each stored customer name is a document, and any searched customer name is a query.

The telecommunications company dataset contains approximately 650K customer names. Each month 4K different customers (queries) are searched. Currently, except for some obvious cases, the final document for a query is found or endorsed by an expert, providing a large positive labeled set with approximately 1600K pairs. We used the pairs in our positive labeled set corresponding to queries until a certain point in time as training data and the queries in the next two months (almost 8K queries) as test data. This makes the task an extrapolation task (predicting the future) that should be more challenging than interpolation. We also created a negative labeled set for learning the weights of the model by pairing a query with 5 documents other than the desired document following Huang et al. [20]. Note that output probabilities of the model will change if we use a number other than 5 but the ranking will not.

**Learning \( Tr \):** In order to learn the translation \( PRV \ T_r(t, t') \), we found on a validation set that pseudo-counts \( c_1 = 1 \) and \( c = 5 \) give good results. To sparsify this PRV and make its size manageable, we only keep the pairs of terms whose probability was at least 0.7, where 0.7 is also selected on a validation-set. This provided us with approximately 10K pairs of terms. Table I represents some pairs of terms learned by our regularized proportion algorithm. The translations we learned through our regularized proportion algorithm can be transferred and used for other similar tasks.

We also tried the heuristic proposed in [13] which in our formulation can be written as \( T_r(T, T') = \frac{\text{seen}(T, T')}{QF(T')}, \) where \( QF(T') \) corresponds to the number of queries in the positive labeled set that have term \( T' \). Accepting only the pairs with

\[ \text{Fig. 3. Set differences for the hit@k of Tfidf (C1), Tfidf+Tr (C2), and Tfidf+Tr+bg (C3).} \]
that have at least one term in common with the query. \cite{20} propose several deep learning architectures for search. \textit{L-WH DNN} is the architecture that outperforms the other deep architectures as well as other latent semantic models in \cite{20}'s experiments.

We learn the weights of all these model using the positive and negative labeled sets. We break the ties by picking the document that has fewer terms.

For each query in our test set, we score the documents using these methods and pick the top \(k\). Following \cite{5,28}, for a specific value of \(k\), we define hit@\(k\) as the percentage of test queries whose desired document appears in the top \(k\) retrieved documents.

**Results:** Table \ref{tab:telecom} shows the hit@\(k\) for some values of \(k\) for our models and several baseline methods on the telecommunications company dataset.

The results in Table \ref{tab:telecom} show that 57.83\% of the test set are exact matches. Distance functions do not work well in our application since in many cases, the string of the correct match is very different than the string of the searched query (e.g., as in the ICDM vs international conference on DM). Another reason why methods based on distance functions do not work well is that they do not consider the importance of terms. As an example consider searching for the query \textit{ICDM association}, where the database contains two documents 1- \textit{ICDM association}, and 2- \textit{NIPS association}. In this case, the second document has a lower edit distance than the first document, while a document having \textit{ICDM} is a better document than one having \textit{association} for this query. Ignoring the importance of the terms misleads algorithms towards selecting the second document.

According to the results, deep neural network models also do not work well in our application. We found the reason to be that many terms in the customer and company names are unique and only appear a few times, therefore there is not enough data for these model to learn appropriate weights for these terms. Note that for record linkage for names, a term appearing fewer times is usually more important and carries more weight. The state-of-the-art deep learning models for information retrieval rely on learning embeddings for terms \cite{26}. With only a few occurrences of many terms, learning appropriate embeddings for terms is difficult.

Table \ref{tab:telecom} also demonstrates that both translations and bigrams have a positive effect on the performance of our model in terms

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
 & \textbf{hit@1} & \textbf{hit@5} & \textbf{hit@10} & \textbf{hit@100} \\
\hline
\textit{exact-match} & 57.83 & 57.83 & 57.83 & 57.83 \\
\textit{shared-terms} & 88.76 & 92.32 & 93.19 & 95.53 \\
\textit{Levenstein} & 84.16 & 87.23 & 88.16 & 91.29 \\
\textit{Jaro-Winkler} & 88.35 & 91.76 & 92.68 & 95.31 \\
\textit{L-WH DNN} & 75.90 & 80.11 & 81.93 & 88.74 \\
\textit{TFIDF} & 91.33 & 95.24 & 95.95 & 97.32 \\
\textit{TFIDF+TR} & 91.58 & 95.42 & 96.13 & 97.64 \\
\textit{TFIDF+TR+BG} & 92.03 & 95.63 & 96.31 & 97.88 \\
\hline
\end{tabular}
\caption{hit@\(k\) for 4 values of \(k\) on the telecommunications company dataset. The winner is in bold.}
\label{tab:telecom}
\end{table}
of $\text{hit}@k$.

In order to better demonstrate the effect of translations and bigrams, for some value of $k$, let $C_1 = C_{TFIDF}$, $C_2 = C_{TFIDF+TR}$, and $C_3 = C_{TFIDF+TR+BG}$ be the set of test queries for which the desired document is in the top $k$ retrieved documents when using $TFIDF$, $TFIDF+TR$, and $TFIDF+TR+BG$ respectively. As $k$ grows, these sets either do not change or grow in size. However, the difference between them may differ for different values of $k$.

Fig. 3 represents the set differences between $C_1$, $C_2$, and $C_3$. It can be viewed that for all values of $k$, $|C_2 - C_1|$ is always bigger than $|C_1 - C_2|$ and similarly for $C_3$ and $C_1$, indicating that adding translations and bigrams always helps improve the $\text{hit}@k$. Note that as $k$ becomes larger, $|C_2 - C_1|$ and $|C_3 - C_1|$ become larger and the set differences $|C_1 - C_2|$ and $|C_1 - C_3|$ become quite small (5-10 queries out of the 8000 test queries). This shows that our proposed methods cover almost everything $TFIDF$ covers. That is because, for queries with different terms than the actual document, $TFIDF$ cannot find the desired document even for a very large $k$, whereas the other two methods may be able to do so.

The results in Table III and Fig. 3 answer to our Q1. They indicate that $TFIDF+TR+BG$ performs well empirically outperforming state-of-the-art approaches. They also show that translations and bigrams both have a positive effect on the accuracy of the model.

B. Q2: Automating searching for a query

Given that our model outputs probabilities for documents being the desired document for a query, we can associate it with a utility function. One possible utility function to be combined with this model is to set a trust threshold $tt$ such that if the top output of the model has a probability more than $tt$, then it is considered as the desired document without having an expert examine it, i.e. automating the process for a percentage of the queries. There are two important criteria for picking $tt$:

- $\text{hit}@1$: if we trust the top outputs of a model that passes the threshold, what percentage of them will be the actual desired documents.
- automation percentage: if we trust the top outputs of a model that passes $tt$, what percentage of queries will be automatically matched to a document, without expert verification.

Fig. 4 represents the $\text{hit}@1$ of our three models for different values of $tt$. It can be seen that the charts for the three models overlap and they all have similar performances and high $\text{hit}@1$ when $tt$ is set high enough. Fig. 5 shows the automation percentage vs. $tt$. It shows both translations and bigrams increase the automation percentage for every value of $tt$ that we tried.

Fig. 4 and Fig 5 provide the answer to Q2. They show that the probabilities outputted by our models can be effectively used for query automation. They also show that both translations and bigrams improve the automation percentage thus providing more evidence for Q1.

C. Q3: Transfer learning

While the telecommunications company dataset is large and contains many positive pairs, in many similar applications (e.g., for smaller companies) such a dataset may not be available. In such cases, it is possible to learn the translations and bigrams over other datasets and use them for the dataset at hand (i.e. transfer learning). That is because the translations and bigrams are, for the most part, domain-independent.

In order to empirically test the transferability of translations and bigrams and answer Q3, we conduct an experiment in which we find the translations and bigrams on one dataset and then use $TFIDF+TR+BG$ in a new domain containing unseen business names.

**Dataset:** We collected a set of 130K business names from Yelp and 500 university names and their abbreviations from Wikipedia. We also collected a set of equivalent names, terms with more than one spellings and common misspellings from Wikipedia. Using the collected datasets, we generated a positive labeled dataset to train our model on. In order to generate train pairs, we use the following procedure. For each name in our dataset, we generate $K$ positive pairs (i.e. $K$ duplicates) where $K$ comes from a normal distribution with mean $\mu$ and standard deviation $\sigma$. Each duplicate is generated as follows. With probability $p_{\text{change}}$, some change is being applied to the duplicate and with probability $1 - p_{\text{change}}$ the duplicate is the same as the original name. If a change is to be made to the duplicate name, with probability $p_{\text{abbreviation}}$ the whole name is abbreviated. If the abbreviation is not applied to the name, with probability $p_{\text{some}}$ one term in the duplicate name is removed from the name. The term to be removed is selected randomly with probability proportional to the frequency of the term (more frequent terms are more likely to be removed). With probability $p_{\text{equivalence}}$, one of the terms in the duplicate name is replaced with one equivalent form of it (e.g., center may be replaced with centre). With probability $p_{\text{space}}$, one of the spaces in the duplicate name is selected randomly and removed from the name. With probability $p_{\text{order}}$, two terms are selected from the duplicate name randomly and are swapped. Finally, with probability $p_{\text{typo}}$, a random typo is introduced in one of the terms in the duplicate name. We select these probabilities to be similar to the telecommunications company dataset to make them more reflect the real-world. We consider our validation set as a dataset of 9K pairs generated with this process. The test set is a completely unseen dataset from a different source than the train data source. The test set is a set of 600 business names from secondString dataset.

**Results:** We learn translations and bigrams over the collected dataset similarly to the previous section. Then we test all baselines on the secondString dataset. The results are available in Table III.

According to the results, one can see that the translations and bigrams learned over a dataset can be helpful for new datasets as $TFIDF+TR+BG$ performs better than $TFIDF$.  

---

2This set is only used for generating a labeled set. We will not use these in testing.
This experiment answers Q3 affirmatively positively. It also provides more evidence for answering Q1 as TFIDF+TR+BG performs better than the other baselines.

D. Q4: Sensitivity to dataset statistics

In order to answer Q4, we conduct experiments to show the sensitivity of TFIDF and TFIDF+TR+BG to dataset statistics. For this purpose, we generated datasets from the Yelp businesses and university names as described earlier, each time varying one of the parameters. We randomly split the generated data into training and testing sets, train our models on the training set and testing its performance on the testing set. Each of the following charts shows hit@1 of TFIDF and TFIDF+TR+BG when all the other parameters are fixed except one:

- Fig. 6(a) shows the hit@1 of TFIDF and TFIDF+TR+BG when \( p_{\text{change}} \) varies. As \( p_{\text{change}} \) increases, the dataset becomes more and more challenging and the hit@1 of both methods decrease. However, it can be viewed that TFIDF is affected more severely than TFIDF+TR+BG and the gap between the two methods gradually increases. This shows that the translations and bigrams play a positive role in making our model learn about the variations of the duplicate names and help make more accurate predictions.
- In Fig. 6(b), the hit@1 of TFIDF and TFIDF+TR+BG are plotted when \( p_{\text{some}} \) varies. The chart shows increasing \( p_{\text{some}} \) makes hit@1 of both methods to decrease almost equally. That is because when more terms are being removed from the query name, finding the desired document becomes harder for both methods.
- In Fig. 6(c), Fig. 6(d), and Fig. 6(e), the hit@1 of TFIDF and TFIDF+TR+BG are plotted when \( p_{\text{equivalence}} \), \( p_{\text{abbreviation}} \), and \( p_{\text{space}} \) vary respectively. The charts show that as \( p_{\text{equivalence}} \) or \( p_{\text{abbreviation}} \) or \( p_{\text{space}} \) increase, the hit@1 of TFIDF is more severely affected than TFIDF+TR+BG. That is again because of the positive role the translations and the bigrams play in learning about the equivalences, abbreviations, and spacing issues.
- In Fig. 6(f), the hit@1 of TFIDF and TFIDF+TR+BG are plotted when \( p_{\text{typo}} \) varies. The chart shows that both TFIDF and TFIDF+TR+BG are not able to handle random typos.

According to the charts, TFIDF+TR+BG is expected to be an effective model for datasets with more variations in the duplicate names in terms of equivalent names, common misspellings, abbreviations, and spacing issues. This shows that our model is robust across several types of variations in the dataset. However, TFIDF+TR+BG is not expected to work well on datasets where typos occur very frequently. Extending this model to better address typos is an interesting direction for future research.

| hit@k for 4 VALUES OF k ON THE BUSINESS NAMES OF SECONDSTRING DATASET. THE WINNER IS IN BOLD. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | hit@1           | hit@5           | hit@10          | hit@100         |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| exact-match     | 23.63           | 23.63           | 23.63           | 23.63           |
| shared-terms    | 81.98           | 90.08           | 93.38           | 96.36           |
| Levenstein      | 80.66           | 88.92           | 93.71           | 96.03           |
| Jaro-Winkler    | 87.76           | 93.05           | 94.21           | 95.86           |
| L-WH DNN        | 38.01           | 44.62           | 47.60           | 68.59           |
| TFIDF           | 88.42           | 93.38           | 94.04           | 96.36           |
| TFIDF+TR        | 94.21           | 94.71           | 95.04           | 97.19           |
| TFIDF+TR+BG     | **95.54**       | **94.87**       | **95.20**       | **97.35**       |
VI. CONCLUSION

In this paper, we studied an instance of record linkage problem for names. We developed a probabilistic model using relational logistic regression. We started with a probabilistic TFIDF-based model, then we added the possibility of recognizing two terms that are not identical but may be part of the translation of each other and also addressed the spacing issues. We tested our models on a large dataset from a telecommunications company and compared with several baselines. Obtained results indicated that our model outperforms existing state-of-the-art baselines. We showed that the knowledge learned in our model can be transferred to new domains. We also analyzed the sensitivity of our model to variations in the dataset and showed that our model is robust across several variations.
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