A structured adaptive mesh refinement strategy with a sharp interface direct-forcing immersed boundary method for moving boundary problems
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Abstract

We develop a versatile and accurate structured adaptive mesh refinement (S-AMR) strategy with a moving least square sharp-direct forcing immersed boundary method (IBM) for incompressible fluid-structure interaction (FSI) simulations. The computational grid consists of several nested blocks in different refinement levels. While blocks with the coarsest grid cover the entire computational domain, the computational domain is locally refined at the location of solid boundary (moving or fixed) by bisecting selected blocks in every coordinate direction. The grid topology and data structure is managed by an extended version of Afivo toolkit (Teunissen and Ebert, 2018), where a novel technique is introduced for conservative data transfer between the coarser and the finer blocks, particularly in velocity transformation for which the mass conservation plays a crucial role. In the present study, the continuity and Navier-Stokes equations for incompressible flows are spatially discretized with a second order central finite difference method using a collocated arrangement and are time-integrated using a semi-implicit second order fractional step method, although the proposed S-AMR strategy can be used with different discretization schemes. An IBM using a moving least square approach is utilized to impose boundary conditions. To handle FSI problems, all the governing equations for the dynamics of fluid and structure are simultaneously advanced in time by a predictor-corrector strategy. Several test cases of increasing complexity are solved in order to demonstrate the robustness and accuracy of the proposed method as well as its capability in simulation-driven mesh adaptivity.
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1. introduction

Broadly speaking, numerical solutions of fluid dynamics problems, which are originally defined in a physical domain, are obtained in numerical domains except rare cases of mesh-free methods. This numerical domain is then discretized with a fine enough grid, which results in the geometrical information of the grid nodes covering the domain. Ultimately, the governing equations are algebraically solved by using such geometrical information. Aiming at capturing the detailed characteristics of the physics and proper analysis of them, a high resolution mesh is necessary for the spots bearing the crucial aspects of the flow; namely, in the presence of high gradients (or even shocks) in the flows. Essentially two classes of mesh (i.e., grid system) are used in the computational fluid dynamics studies: structured and unstructured. Whereas each cell on a structured mesh can easily be found by a predefined relation, the cells on an unstructured mesh are arbitrarily tagged and the relation between them must be kept explicitly. While both methods can be employed for regular or irregular domains, the unstructured mesh fits better for complex geometries though with more computational costs in comparison with the structured mesh.

To a large extent, the accuracy of the numerical solution is a function of the grid quality. While both structured and unstructured meshes can be utilized for well-understood problems to meet the requirements, a dynamic adaptive mesh would be desirable for more complex cases such as problems involving moving boundaries.
A significant amount of study on adaptive mesh has been carried out over the past decades based on unstructured methods, thanks to their versatile data structure which allows us for a straightforward implementation of different refinement strategies. The most prevalent approach for mesh adaptation is called h-refinement (e.g., Rencis and Mullen, 1986), in which the localized refinement is obtained by splitting the current cells into the smaller ones, or by introducing local nodes. For moving boundary problems, mesh topology must also be altered (i.e., re-refinement) to keep the quality of the mesh around the solid interfaces. For problems with largely deforming boundaries, the aforementioned methods lack the required mesh quality, thus have an adverse impact on the accuracy and stability of the solver.

A successful strategy to cope with the difficulties in the unstructured mesh method is employing a non-conforming mesh formulation such as immersed boundary methods (IBMs). These methods solve the governing equations on a fixed Cartesian mesh. This mesh is almost never aligned with physical boundaries of the objects immersed in the flow, either fixed or moving. Instead, a fictitious force term is added to the governing equations in order to account for the presence of those boundaries. A wide variety of those methods have been put forward by researchers, which can principally be categorized into two classes: sharp and smooth interface methods. In both methods, the force can be derived either by using the physical laws (Peskin, 1972) or directly from discrete equations (Fadlun et al., 2000; Kor et al., 2017; Nishikawa et al., 2020; Yao et al., 2021). These non-conforming mesh based methods, however, lack the enough flexibility to selectively distribute more grid points in the region with high velocity gradient unless unnecessarily high mesh resolution is adopted over the other parts of the computational domain. Therefore, a formulation involving local grid refinement will be highly beneficial in terms of the computational costs.

In addition to the method to obtain the immersed boundary forces, the method by which the interface is reconstructed plays a critical role in the accuracy of IBMs, and this is another factor to categorize IBMs into two distinct classes: diffused interface and sharp interface methods. Although the merits and defects of these methods have been introduced in detail in our previous work (Badri Ghomizad et al., 2021), in both approaches, the values required for interface reconstruction is usually interpolated along a specific line direction (albeit ad-hoc), which is not consistent with the strong elliptic characteristic of the incompressible flows. However, the reconstructed velocities at the hybrid nodes (either the forcing or the ghost point) have substantial impact on the overall accuracy of the solution (Kor et al., 2018; Kor, 2018). This elliptic characteristic of the incompressible flows demands a dispersed and relatively larger stencil for interpolation rather than those typical local and ad-hoc directional interpolations.

A method similar to mesh-free methods can be used for this interface reconstruction to take into account this nature of the governing equations. Wang et al. (2010) and Ding et al. (2004) numerically solved the Navier-Stokes equations with moving boundaries by considering a cloud of nodes at the vicinity of the boundary. They applied a standard finite difference method to discretize the equations on the Cartesian nodes, while they employed the generalized finite difference (GFD) for the cloud surrounding the immersed boundary. Soltani and Badri Ghomizad (2016) also used a cloud of nodes in their interpolations by exploiting the Shepard method for heat transfer problems in conjunction with the velocity-vorticity formulation of the Navier-Stokes equations. In our previous work (Badri Ghomizad et al., 2021), we proposed a sharp interface direct-forcing IBM which can provide more accurate solution with a versatile and relatively simple scheme. In this method, using a predictor-corrector approach, we impose the desired velocity boundary condition in the intermediate velocity field by a moving least square (MLS) approximation. Then, the calculated IB forces are exerted into the momentum equation to enforce the presence of the immersed body.

Theoretically, all of aforementioned IBMs might be equipped with an adaptive mesh refinement method (AMR) to handle the complex and moving boundary problems with proper refinement around the surface and inside the domain. The AMR technique was first used by Berger and Oliner (1984) to solve hyperbolic equations, and later for shock capturing (Berger and Collela, 1989). Roma et al. (1999) employed a diffused interface IBM in an AMR framework, and their results showed a good agreement with those of the stretched nonuniform grids. In almost two decades, the AMR methods were used to resolve the required resolution for boundary layer problems (Berger and Collela, 1989; Griffith et al., 2007; Harris, 2013; Popinet, 2003; Vanella et al., 2010), mainly based on the projection schemes (Berger and Collela, 1989; Chorin, 1968).

Regarding the AMR methods for incompressible flow problems, one needs to be careful about the divergence-free data transformation between the coarser and finer grids either in prolongation or flux calculations (Martin and Collela, 2000; Minion, 1996; Almgren et al., 1998). In order to satisfy this constraint, Griffith et al. (2007) used a different discrete scheme at the interface between two different grid resolutions to get around the pressure discontinuity and to ensure the global mass conservation. Utilizing a node-based finite difference discretization, Angelidis et al. (2016) proposed a hanging node method, which satisfies the divergence-free constraint in flux calculations across the coarser and finer grids.
but not in prolongation. Stating that the accuracy of the solution highly depends on the local conservation properties of the interpolations and extrapolations, Vanella et al. (2010) put forth a divergence-free prolongation operator for the staggered grid configuration. Although they could successfully manage the problem of mass conservative interpolations, their approach was limited to the staggered configuration of variables which are notorious for complicated programming especially in IB implementation.

Usually for AMR methods, two main strategies can be identified in order to keep the needed data structure while introducing finer grids: i) isotropic splitting of individual coarse cells and merging new created cells to the exist data structure of the cells — the whole data structure is managed by a hierarchical tree (Bayyuk et al., 1993) or a fully unstructured data structure (Ham et al., 2002); ii) grid embedding, where block-structure grids composed of nested rectangular patches are used (Berger and Oliger, 1984), which is also called structured adaptive mesh refinement method (S-AMR). The S-AMR approach enjoys most merits of uniform structured grid solvers including a good quality of mesh for turbulent flows (Vanella et al., 2010). There are several libraries which implemented a variant of AMR with IBM. Popinet (2003) developed Gerries library, which adopts a non-structured grid based quad/oct tree data structure as well as a classical IBM, and Vanella et al. (2010) developed a block-based AMR method on a staggered grid configuration with a smooth IBM using an MLS interpolation. Liu and Hu (2018a) also presented a block-based algorithm with a special finite volume discretization (Liu and Hu, 2018b) and a variant of MLS for their interpolation. Their proposed algorithm could be classified as a sharp interface IBM, however without addressing the inherent spurious oscillations typically occurring in the sharp interface implementation. Therefore, an AMR solution with a sharp interface IBM with less spurious oscillations would be highly beneficial for studying the fluid-structure interaction (FSI) problems, especially in presence of multi solid moving objects.

Having introduced an accurate and efficient collocated scheme for a moving least square-based sharp direct forcing IBM (MLS-IBM) in our previous work (Badri Ghomizad et al., 2021), here we propose a novel S-AMR approach combined with MLS-IBM for further efficiency in FSI problems, especially with moving boundaries. This strategy inherits the accuracy and versatility of the boundary imposition from MLS-IBM and efficiency of S-AMR methods with collocated configuration, while satisfying the mass conservation constraints. We have adopted a predictor-corrector (Liao et al., 2010) scheme for the direct forcing implementation with an MLS approximation to increase the accuracy of this sharp interface method while reducing the spurious forcing oscillation. In contrast to the other version of the MLS based algorithm (Vanella et al., 2010), forces are directly calculated on the Eulerian nodes (and inside the entire solid body), thus the boundary condition is not diffused at the interface. In contrast to the majority of the aforementioned solutions which use the distributed memory for their implementation (Popinet, 2003; Vanella et al., 2010; Liu and Hu, 2018) and are somewhat limited to the fixed boundary problems (Popinet, 2003), the present method is based on a shared-memory parallel solver, which allows us to efficiently utilize the moving least square sharp interface immersed boundary method for moving boundary problems without the load balancing bottleneck in those distributed memory methods. In addition to the efficiency, the sharp interface boundary representation in the proposed method will equip us with a suitable tool for the internal or external turbulent flow studies compared to those having smeared boundary (Vanella et al., 2010).

The remainder of the paper is organized as follows. The governing equations and the numerical methods for MLS-IBM are outlined in Section 2. Section 3 introduces the present S-AMR method and the corresponding operators used for this study — especially, the conservative treatments in the prolongation and restriction operators. In Section 4, we thoroughly analyze some test cases to validate the code and show the capability of the proposed method particularly for FSI problems. Finally, Section 5 gives a brief summary of the present method with some outlooks for the future research.

2. Mathematical model

2.1. Governing equations

As schematically shown in Fig. 1(a), we consider an FSI problem in a domain \( \Omega \). The fluid and solid body respectively occupy the sub-domains \( \Omega_f \) and \( \Omega_s \), and interaction takes place at their interface \( \partial \Omega_f = \Omega_f \cap \Omega_s \). We assume the whole system, whose outer boundary is indicated by \( \partial \Omega_f \), is under the gravitational acceleration \( g \). The motion of the solid body is represented by the translational velocity \( v_s \) and the angular velocity \( \omega_s \). Also, the vector \( x^s \) points to the center of the mass, \( x^f \) is the location vector at the surface of the solid object, and the vector \( r^s = x^s - x^f \) is the location vector of the surface point with respect to the center of the mass.

The fluid motion is governed by the incompressible continuity and Navier-Stokes equations,

\[
\nabla \cdot u = 0, \tag{1a}
\]

\[

\]
\[ \frac{\partial u}{\partial t} + \nabla \cdot (uu) = \nabla \cdot \sigma_f + g + f, \quad (1b) \]

where \( u \) is the fluid velocity vector, and the presence of the solid is accounted for by the body force \( f \). The fluid stress tensor \( \sigma_f \) is defined as

\[ \sigma_f = -\frac{P}{\rho_f} I + \nu \left( \nabla u + (\nabla u)^T \right), \quad (2) \]

where \( p \) is the pressure, \( \rho_f \) is the fluid density (assumed to be constant in the present study), \( I \) is the identity matrix, and \( \nu \) is the kinematic viscosity.

Three-dimensional motion of the rigid object can be described by three translational \( x = (x, y, z) \) and three rotational \( \theta = (\theta_x, \theta_y, \theta_z) \) degrees of freedom, while these are reduced to only three variables \( (x, y, \theta_z) \) in two-dimensional problems.

The rigid body motion is determined by the force \( F_s \) and torque \( T_s \) acting from the fluid, i.e.,

\[ m_s \frac{du_s}{dt} = F_s + \left( 1 - \frac{\rho_s}{\rho_f} \right) m_s g, \quad (3a) \]

\[ I_s \cdot \frac{d\omega_s}{dt} = T_s - \omega_s \times (I_s \cdot \omega_s), \quad (3b) \]

where \( m_s \) and \( I_s \) the mass, the moment of inertia (tensor) of the solid body, \( u_s \) and \( \omega_s \) are the translational and rotational velocities, and \( \rho_s \) is the density of the body. These force and torque are obtained as

\[ F_s = \int_{\partial \Omega_s} \sigma_f \cdot n \, dS, \quad (4a) \]

\[ T_s = \int_{\partial \Omega_s} r \times (\sigma_f \cdot n) \, dS, \quad (4b) \]

where \( n \) is the outward normal vector on the fluid-solid interface, \( \partial \Omega_s \). It is proven that those surface forces can be recast to the body forces (De, 2018); therefore, by the definition of the immersed boundary forces (i.e., \( f \) in Eq. (1b)), \( F_s \) and \( T_s \) can be computed as

\[ F_s = -\rho_f \int_{\Omega_s} f \, dV + \rho_f m_s \frac{du_s}{dt}, \quad (5a) \]

\[ T_s = -\rho_f \int_{\partial \Omega_s} (r \times f) \, dV + \rho_f \left( I_s \cdot \frac{d\omega_s}{dt} + \omega_s \times (I_s \cdot \omega_s) \right), \quad (5b) \]

with \( r \) being the location vector for each element in the solid domain. The above equations are used to manage the dynamics of the solid body. Although these equations are in many ways akin to the strong form of fictitious domain methods (Glowinski et al., 2001), the sharp interface direct forces, \( f \), being discussed more in Section 2.2, are distinctly different from their counterpart in those method. The updated position of the rigid body can be found by solving a displacement equation \( dX/dt = U \) where \( X \) is the mass center of the body. The second order Adams-Bashforth scheme is employed to to solve this equation. Also it should be emphasised that the solid body must be rotated with angular velocity whenever it is needed.
2.2. Fluid flow solution with moving least square reconstruction

We employ a cell-centered collocated configuration of the variables (Almgren et al., 1998) with the fractional step method of Kim and Moin (1985), since it is more convenient for AMR. Although readers are referred to our previous work (Badri Ghomizad et al., 2021) for more details on the present MLS-IBM, we briefly overview in this subsection the discretization and flow reconstruction methods used in the present study, which is common to our previous work.

This algorithm start with calculating a provisional velocity, \( \tilde{u} \), as

\[
\frac{\tilde{u} - u^n}{\Delta t} = -\frac{3}{2} \nabla_h \cdot (U u)^n - \frac{1}{2} \nabla_h \cdot (U u)_{n+1} + \frac{1}{2} \nabla_h^2 (u^n + \tilde{u}) - \nabla_h \mathcal{P} + f^{n+1},
\]

where \( U \) is the contravariant component of the velocity field residing at the cell faces, \( \mathcal{P} = \rho^n / \rho_f \), and the immersed boundary force \( f^{n+1} \) is added to impose the desired boundary condition within a fixed time step, \( \Delta t \). In this equation, \( \tilde{u} \) is an estimation of the cell center velocity at time step \( n + 1 \), which is not necessarily divergence-free although it meets the boundary condition because of the immersed boundary force term. The immersed boundary force can be computed as (Uhlmann, 2005)

\[
f^{n+1} = u_f - \tilde{u} - H^{1/2},
\]

where \( \tilde{u} \) is a predicted provisional velocity obtained by the explicit form of Eq. (6), i.e., using the second-order Adams-Bashforth method. The second term, \( H^{1/2} \), is the summation of the advection, pressure, and viscosity terms in the Navier-Stokes equation evaluated using the explicit form. The target velocity \( u_f \) complies with the solid motion in \( \Omega_s \) at time step \( n + 1 \) (i.e. \( u_f = (u_f^{n+1} + \omega_s^{n+1} \times r) / \Delta t \)) and takes into play the desired boundary condition by using MLS approximation, whose details have been discussed in our previous work (Badri Ghomizad et al., 2021). In this study, we impose the forcing term not only at the vicinity of the solid boundary, but also inside the entire solid domain. This will improve the accuracy particularly in terms of spurious oscillation in the calculated force (Liao, 2010; Tajiri et al., 2014; Badri Ghomizad et al., 2021).

Then, the divergence-free velocity field, \( u^{n+1} \) and \( U^{n+1} \), at time step \( n + 1 \) is calculated as

\[
\begin{align*}
\frac{u^{n+1} - \tilde{u}}{\Delta t} &= -\nabla_h \varphi_{cc}, \\
\frac{U^{n+1} - \tilde{U}}{\Delta t} &= -\nabla_h \varphi_{fc},
\end{align*}
\]

where \( \nabla_h \varphi_{cc} \) and \( \nabla_h \varphi_{fc} \) denote the gradients of \( \varphi \) at the cell center and the cell face, respectively. The pressure corrector term \( \varphi \) is calculated from the following Poisson equation under the homogeneous Neumann boundary condition on all boundaries:

\[
\nabla^2 \varphi = \frac{\nabla_h \cdot \tilde{U}}{\Delta t}.
\]

Finally, the updated pressure, \( \mathcal{P}^{n+1} = \mathcal{P} + \varphi - (1/2) \nabla \cdot \tilde{u} \), is obtained as well. It should be mentioned that elliptic partial differential equations in this study such as the Poisson equation (9) are solved by using a multigrid method. The error in the solution is iteratively damped on a hierarchy of grids, in which the low frequency (i.e., long wavelength) error components are reduced on the coarse grids, and the high frequency errors on the finer ones. Since the fine grid on an octree mesh generally does not cover the whole domain, a Full Approximation Scheme (FAS) version of multigrid methods is employed. For further details one can refer to (Teunissen and Ebert, 2017; Brandt and Livne, 2011) and the references therein.

The so-called forcing nodes, where the immersed boundary force is enforced, are grid nodes inside the fluid domain neighboring at least one node inside the solid domain. For these nodes, the velocity field must be reconstructed so that it satisfies the boundary condition. We employed the MLS approximation to obtain a velocity at forcing nodes satisfying the physical boundary condition as well as the velocity at the surrounding nodes. To this end, for each forcing node, the surrounding nodes inside the fluid domain are sought. As illustrated in Fig. 1(b), one can obtain the stencil points for the forcing node \( f \) using its associated normal vector to the surface, \( n_f = (\nabla \phi) / ||\nabla \phi||_f \), where \( \phi \) is the distance function (see Section 2.3 for its calculation). Assuming that the indices of the forcing node are \((i, j)\), we can find five nodes around it (inside the fluid domain) by moving along \( n_f \). These nodes are exemplified in Fig 1(b) and classified by \( A = \{A_1, \ldots, A_5\} \). Interrelated to \( A_1, A_2 \) and \( A_3 \), the location of the points \( S = \{S_1, \ldots, S_3\} \) on the solid-fluid interface are also obtained as \( S_i = x_A - n_A \phi_A \) (\( i = 1, \ldots, 3 \)).
The domain for MLS reconstruction of a forcing node is composed of both the nodes in \( \mathcal{A} \), which are not a forcing nodes, and all nodes in \( \mathcal{S} \). Each component of the velocity vector at a forcing node is then approximated as

\[
u(x)^h = \sum_{i=1}^{n} p_i(x) a_i(x) = P^T a, \quad (10)
\]

where \( p_i(x) \) and \( a_i(x) \) the basis functions and coefficients, respectively, and the number of basis functions used is denoted by \( m \). In the matrix form, these bases and coefficients are written as \( P \) and \( a \). Given \( n \) nodes and their related values, \( u = \{ u_j, \ (j = 1, \ldots, n) \} \) in the approximation domain, the coefficients in vector \( a \) in Eq. (10) can be obtained by minimizing the error functional,

\[
J(x) = \sum_{j=1}^{n} \left[ (u^d(x_j) - u_j)^2 w(x_j) \right] = (Pa - u)^T W (Pa - u), \quad (11)
\]

where the weight matrix is \( W = \text{diag}(w(||x - x_j||), j = 1, \ldots, n) \). Here we chose the cubic spline function as the weight function, \( w \). By minimizing Eq. (11), the approximated function, \( u^d(x) = p^T (p^T W p)^{-1} p^T W u \), is computed. For more details, readers are referred to Badri Ghomizad et al. (2021) and the references therein.

2.3. Interface representation

Due to the significant impact of the interface representation on the accuracy of the immersed boundary imposition especially for sharp interface methods, a precise shape reconstruction plays a pivotal role, particularly for moving boundary problems. The shape of the object can implicitly be represented by the zero-value contour of a distance function, \( \phi(x), \ x \in \mathbb{R}^d, \) with \( d = 2, 3 \). From a set of markers put on the solid-fluid interface, \( \Gamma \), the distance function \( \phi \), for a node, \( x, \ x \in \Omega \), from the nodes located on \( x^f \), is described as

\[
\phi(x_i) = \text{sgn}(n_i \cdot (x_i - x^f_i)) \min(||x_i - x^f_i||), \quad (12)
\]

where \( x^f_i \in \Gamma \) indicates the coordinate of Lagrangian markers laid on the interface \( \Gamma \), and \( n_i \) denotes the surface-normal vector on them. Differed from our earlier work (Badri Ghomizad et al., 2021), we opt for a radial basis function interpolation to directly reconstruct the interface with \( \phi \) as suggested by Biancolini (2017). This strategy is computationally more efficient and on-target mechanism for distance function calculation; therefore, it can be used in every time step to competently update the interface of fixed and moving objects.

Given a set of \( n \) Lagrangian markers put on the fluid-solid interface \( (x_i, \ i = 1, \ldots, n) \) with an arbitrary positive value \( \lambda \) for the surface isoline, we seek for an interpolant \( s(x) \) with a radial basis interpolation, so that \( s(x) \) is enforced to be constant \( s(x_i) = \lambda \) on the surface, while at other locations, it is required to be a linear combination of translated radial bases and a low order polynomial as

\[
s(x) = \sum_{i=1}^{n} \alpha_i \phi(||x - x_i||) + \sum_{k=1}^{M} \beta_k p_k(x), \quad (13)
\]

where \( \psi \) denotes a radial basis function from \( \mathbb{R}^d \) to \( \mathbb{R} \), and \( p_k(x) \) are all independent multivariate polynomials up through degree \( m \), with \( M = \binom{m+d}{m} \) where \( \binom{m+d}{m} = (m + d)!/(m!d!) \) denotes the binomial coefficient. The second term in Eq. (13) is a regularization term required for providing non-singularity: see, e.g., Bayona et al. (2019) for details.

The radial basis fit is uniquely determined if the weights, \( \alpha_i \), and the coefficients of the polynomial, \( \beta_k \), can be found by solving the system of equations in which \( s(x_i) = \lambda \) for all given points, i.e., \( \lambda \in \mathbb{R}^n \); but here, the number of equations is insufficient because the number of unknowns is \( n + M \). Therefore, extra degrees of freedom are taken up by orthogonality conditions on the coefficients \( \alpha_i \) (Biancolini, 2017; Bayona et al., 2019), i.e.,

\[
\sum_{i}^{n} \alpha_i p_k(x_i) = 0, \quad k = 1, \ldots, M. \quad (14)
\]

By adding those extra constraints, one can find the following system of linear equations for the required coefficients:

\[
\begin{bmatrix}
\Psi & P \\
 P^T & 0
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix}
=
\begin{bmatrix}
\lambda \\
0
\end{bmatrix},
\quad (15)
\]

where \( \Psi \in \mathbb{R}^{nxn} \) and \( P \in \mathbb{R}^{nxm} \) are respectively the radial basis and the added polynomials in a matrix form. The unknowns \( \alpha \in \mathbb{R}^n \) and \( \beta \in \mathbb{R}^M \) are the vector of coefficients in Eq. (13), where \( \beta \) can be interpreted as the Lagrange multipliers that constrain \( \alpha \) to the space \( P^T \alpha = 0 \) (Flyer et al., 2016).
Having found the coefficients in Eq. (15), we can calculate the distance function \( \phi \) in each time step by Eq. (13).

\[
\phi(x) = -[s(x) - \lambda]
\]

where its zero isoline would represent the shape of the object and the positive and negative values respectively indicate the outside and inside of the object.

3. Structured adaptive mesh refinement (S-AMR) strategy

In this section, we present the details of the present S-AMR, i.e., the mesh topology and the adaptation in addition to its corresponding interpolation operators for ghost cells, prolongation and restriction. Note that, although we consider only two-dimensional problems in the present paper, this method can be straightforwardly extended to the three-dimensional problems.

3.1. Grid topology

A nested grid blocks with \( n_x \times n_y \) computational cells at different refinement levels, \( \Omega^l \), \( l = 0, 1, \cdots, l_{\text{max}} \), forms the computational grid for our calculations, where the coarsest grid blocks at level \( \Omega^0 \) always cover the entire computational domain. The refined grid block is achieved by bi-sectioning the coarse block grid in every coordinate direction. Therefore, in two-dimensional problems, the block \( b \) at level \( l \) will be the parent of four children grid blocks at level \( l + 1 \), occupying the same area of their parent. We define the leaf block as the block with highest level of refinement in a particular region of the domain. The leaf blocks in any refinement level might share their boundaries with physical boundaries of the domain or other blocks either in the same level or at most one level different in the refinement level.

Figure 2(a) exemplifies a computational domain with three levels of refinement. The domain pertained to each level is denoted by \( \Omega^n \), where the superscript \( n \) indicates the level of refinement. For instance, in Fig. 2(a), three levels of nested grids are shown. In our algorithm, the computational domain is covered by a series of boxes with fixed number of cells in the coarsest resolution. Then, wherever required, the specified box is refined by four (in two-dimensional cases) boxes with a twice finer resolution. For example, in Fig. 2(a), the entire domain has been covered by two square grid boxes at level \( \Omega^0 \). The right square box in the figure has been refined with four boxes in the level \( \Omega^1 \) and the lower right box of the level 1 has also been refined with four boxes with level 2. We should point out that, in this work, we use a 1 : 2 constraint for our refinement levels. That means the refinement level of each box is not allowed to be different more one level with its neighbors. Consequently, when a box is going to be refined, we also adjust the refinement of all its surrounding boxes with its new refinement level. In present study, a layer of one cell surrounding each box, called ghost cells, is employed to transfer data between adjacent boxes. This ghost cell is served as a tool for transferring data between neighbor blocks either in the same refinement level or different levels. The detail of the data transformation are set out in the following section (Section 3.2.1). It should be emphasized that by the constraining the adjacent mesh grids the \( \Delta x_i \) for two neighbor grids with different refinement level will differ by factor two. The resulting grid structure is managed using the oct-tree data structure in the Afivo toolkit (Teunissen and Ebert, 2017; Teunissen and Ebert, 2018), which delivers an efficient tools for a robust implementation. In the Afivo library, a variable can be stored in cell center or face center; thus, it simplifies the implementation of our collocation scheme. In following sections, we discuss a customized prolongation and restriction methods elaborated for our FSI study.
3.2. Interpolation operators
To complete each step of the proposed direct forcing fractional step method, without special treatment for boundaries, one needs to fill the ghost cells, which can be achieved by proper interpolations. Moreover, upon refinement or coarsening the blocks, the field variables must be interpolated from coarse to fine grids (prolong) or from fine to coarse (restrict).

3.2.1. Interpolation for ghost cells
As mentioned in Section 3.1, ghost point layers in blocks are defined for cell-center variables to facilitate the calculation at the refined boundaries. We opted for the conservative interpolation method among the available choices in the Afivo library. We provide a brief description for this scheme. For more detail, one can refer to Teunissen and Ebert (2018) and their references.

An interface between coarse and fine level grids is depicted in Fig. 2(b). A generic cell-center variable in this figure is indicated by \( \phi^H \) on the coarse side and by \( \phi^h \) on the refined side. We assume that each block contains \( N \times N \) nodes and the ghost cells of the box are shown by \( g \) with a \( H \) or \( h \) superscript for coarse and fine grid, respectively, while the flux is denoted by \( f \) with the same superscripts. Adopted from the Afivo library, the ghost cell value for a coarse node is obtained by a bilinear interpolation from the surrounding fine nodes. The ghost cell value for a finer cell is obtained conservatively such that the flux computed by the coarse cell is consistent with that of fine cells. The fine and coarse grid fluxes are shown in Fig. 2(b) respectively with \( f^h \) and \( f^H \). To conservatively interpolate the ghost cells, these must satisfy

\[
f^H = \left( f^h_1^1 + f^h_2^2 \right)/2. \tag{17}\]

Thus, for a fine-grid ghost cell, for example \( g^h_{1,1} \) in Fig. 2(b), it is proved (Teunissen and Ebert, 2018) that any scheme satisfying the flowing constraint, will result in a conservative discretization:

\[
g^h_{1,1} + g^h_{1,2} = \frac{3}{4} (\phi^h_{1,1} + \phi^h_{1,2}) - \frac{1}{4} (\phi^h_{2,1} + \phi^h_{2,2}). \tag{18}\]

Analogous to the bilinear interpolation, the bilinear extrapolation meets the requirement in Eq. (18) and leads to the following scheme for \( g^h_{1,1} \):

\[
g^h_{1,1} = \frac{1}{2} \phi^h_{2,N} + \frac{9}{8} \phi^h_{1,1} - \frac{3}{8} \left( \phi^h_{1,2} + \phi^h_{2,1} + \frac{1}{8} \phi^h_{2,2} \right). \tag{19}\]

To fill the ghost cell for each cell-center variable, we have used the Eq. (19), although the Afivo library has provided several other schemes.

3.2.2. Prolongation and restriction
Aiming at transferring data between parent and children blocks, a specific interpolation is needed for collocated scalar and vector variables as well as the contravariant variables to make sure the flux consistency and mass conservation. A restriction operator transfers data from a children block (with finer grid resolution) to its parent (with coarser grid resolution), while a prolongation operator works in the reverse direction. In this study, we use the default averaging method delivered by the Afivo library for restriction of all variables. For prolongation, on the other hand, we use different strategies in different cases. Scalar variables are prolonged using a conservative interpolation, among several methods provided by the Afivo library, which has been elaborated in Teunissen and Ebert (2018). However, vector variables residing on cell-face or cell-center are prolonged using a divergence-free interpolation.

The configuration of a two dimensional problem is illustrated in Fig. 3. In this figure, all uppercase variables \( (U \) and \( V) \) are reserved for the cell-face variables, whereas the lowercase variables \( (u \) and \( v) \) are for the cell-center ones. The variables on the parent cell are indicated by superscript \( H \), while superscript \( h \) is used for children. To be more distinguishable, different indices are used for fine and coarse grids. The indices with a prime \( (i' \) and \( j') \) refer to the children blocks, and the indices without a prime \( (i \) and \( j) \) are associated with the parent block.

Using these notations, we describe the interpolation scheme tailored for the present study, where the grid size between consecutive refinement levels can only differ by a factor two. Let us define the discrete divergence, \( D \), at an arbitrary cell \((i,j)\) of the parent block as

\[
D_{ij} = \frac{U_{ij}^H - U_{i-1,j}^H}{\Delta^H x} + \frac{V_{ij}^H - V_{i,j-1}^H}{\Delta^H y}, \tag{20}\]

where \( U_{ij}^H \) and \( V_{ij}^H \) represent the contravariant components of the velocity on the parent block faces, while \( \Delta^H x \) and \( \Delta^H y \) are the cell widths in \( x \) and \( y \) directions, respectively. The divergence in Eq. (20) is deemed as the target divergence for the
calculated velocity in the children block. To facilitate future references, we define two subsets of all velocity components as follows.

- All contravariant components on the children faces that are located on the cell face of the parent cell too:
  \[ \mathcal{S}_1 = \left\{ U_{i,j}^{h}, U_{i,j+1}^{h}, U_{i-1,j}^{h}, U_{i-1,j+1}^{h}, V_{i,j}^{h}, V_{i,j-1}^{h}, V_{i-1,j}^{h}, V_{i-1,j-1}^{h}, V_{i,j+1}^{h}, V_{i,j}^{h} \right\} \]  
  \[ \text{(21)} \]

- All contravariant components of the coarse cell:
  \[ \mathcal{S}_2 = \left\{ U_{i,j+1}^{H}, U_{i,j-1}^{H}, U_{i+1,j}^{H}, U_{i-1,j}^{H}, U_{i,j}^{H} \right\}. \]
  \[ \text{(22)} \]

To obtain the velocity components of the children block, all components in \( \mathcal{S}_1 \) are conservatively interpolated. For example, on the right face of the parent grid, the velocity can be approximated as \( U(y) = a_0 + a_1 y + a_2 y^2 \). Using the mass-flux conservation, \( U_{i,j}^{H} = 0.5(U_{i,j}^{h} + U_{i,j+1}^{h}) \), and the known values, \( U_{i,j+1}^{H} \), \( U_{i,j}^{H} \) and \( U_{i,j-1}^{H} \), the following system of equations can be assembled (Vanella et al., 2010):

\[
\begin{bmatrix}
1 & \frac{\Delta y}{2} & \frac{\Delta y^2}{2}
\frac{3 \Delta y}{2} & \frac{(3 \Delta y)^2}{2}
\frac{5 \Delta y}{2} & \frac{(5 \Delta y)^2}{2}
\end{bmatrix}
\begin{bmatrix}
\alpha_0 \\
\alpha_1 \\
\alpha_2
\end{bmatrix}
=
\begin{bmatrix}
U_{i,j-1}^{H} \\
U_{i,j}^{H} \\
U_{i,j+1}^{H}
\end{bmatrix}.
\]
\[ \text{(23)} \]

Having obtained the values of coefficients \( \alpha_0 \), \( \alpha_1 \), and \( \alpha_1 \) from Eq. (23), one would be able to calculate the velocities at the midpoints of the cells. As an example, we can say \( U_{i,j}^{h} = a_0 + 5a_1 \Delta y^2/4 + a_2 (5 \Delta y^2/4)^2 \). Note that the system in Eq. (23) is a Vandermonde system that can be analytically solved. This procedure is repeated for all faces on the parent cell to obtain all velocity components in set \( \mathcal{S}_1 \).

For each coarse cell, a divergence-free enforced least square approximation of the velocity field is constructed by utilizing the already calculated velocity components in \( \mathcal{S}_1 \) and the cell-center velocity of the coarse cell \( (u_{ij}^{H}, v_{ij}^{H}) \). To this end, a set of polynomial basis functions are chosen for each component of the velocity, and a constraint least square approximation is obtained for the vector field by simultaneously solving the least square problem for both \( u \) and \( v \) components. In this study, the following basis functions and coefficients are utilized for each component:

\[
\begin{align*}
\mathbf{p}(x) &= \begin{bmatrix} 1, x, y, x^2, xy, y^2 \end{bmatrix}, \\
\mathbf{a}(x) &= \begin{bmatrix} a_0, a_1, a_2, a_3, a_4, a_5 \end{bmatrix}, \\
\mathbf{b}(x) &= \begin{bmatrix} b_0, b_1, b_2, b_3, b_4, b_5 \end{bmatrix},
\end{align*}
\]
\[ \text{(24a)} \]
\[ \text{(24b)} \]
\[ \text{(24c)} \]

where \( \mathbf{p}(x) \) is a set of monomial functions and the coefficients defined in Eq. (24b) and Eq. (24c) (i.e., \( \mathbf{a}(x) \) and \( \mathbf{b}(x) \)) are employed to reconstruct \( u \) and \( v \), respectively. Therefore, the velocity components can be written as

\[
\begin{align*}
\mathbf{u} &= a_0 + a_1 x + a_2 y + a_3 x^2 + a_4 xy + a_5 y^2, \\
\mathbf{v} &= b_0 + b_1 x + b_2 y + b_3 x^2 + b_4 xy + b_5 y^2.
\end{align*}
\]
\[ \text{(25a)} \]
\[ v = b_0 + b_1 x + b_2 y + b_3 x^2 + b_4 xy + b_5 y^2. \]  

(25b)

Then, we modify the coefficients of the basis functions such that the reconstructed velocity guaranties the continuity by satisfying \( \partial u / \partial x = -\partial v / \partial y \). Besides, when obtaining the MLS approximation for internal components, the center of the axis is offset to the center of the coarse grid (where we set \( u_{ij}^H \) and \( v_{ij}^H \) in Fig. 3) which yields in \( a_0 = u_{ij}^H \) and \( b_0 = v_{ij}^H \). Consequently, the following polynomials representation of the velocity components are considered:

\[ u - u_{ij}^H = a_1 x + a_2 y + a_3 x^2 + a_4 y^2 + a_5 xy, \]  

(26a)

\[ v - v_{ij}^H = b_1 x - a_1 y + b_3 x^2 - \frac{a_5}{2} y^2 - 2a_3 xy. \]  

(26b)

By compiling both polynomial in Eq. (26b) with all elements in \( \Xi_1 \) as well as \( \Xi_2 \), one can obtain the following system of equations in the matrix form for the unknown coefficients (i.e. Eq. (24b) and Eq. (24c)):

\[ A \mathbf{c} = \mathbf{U}, \]  

(27)

where \( \mathbf{c} \) is the vector of the unknowns \( (a_1, \cdots, a_n, b_1, b_2) \), and \( \mathbf{U} \) is the vector of the velocity components on the face of parent block, either for the parent cell or the children cells. The matrix \( A \) is the coefficients matrix obtained from Eq. (26b). The system in Eq. (27) in an extended form reads

\[
\begin{bmatrix}
    x_1 & y_1 & x_1^2 & y_1^2 & x_1y_1 & 0 & 0 \\
    x_2 & y_2 & x_2^2 & y_2^2 & x_2y_2 & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    x_n & y_n & x_n^2 & y_n^2 & x_ny_n & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3 \\
    a_4 \\
    a_5 \\
    a_6 \\
    b_1 \\
    b_2 \\
\end{bmatrix}
= 
\begin{bmatrix}
    U_1 \\
    U_2 \\
    \vdots \\
    U_n \\
\end{bmatrix},
\]

(28)

where \( x_1, \cdots, x_n \) and \( y_1, \cdots, y_n \) are the relative (with respect to the center of the coarse cell) \( x \) and \( y \) coordinates of the velocity components in the sets \( \Xi_1 \) and \( \Xi_2 \), and \( n \) is the number of elements in those sets; \( U_1 \) to \( U_n \) on the right hand side are all elements in \( \Xi_1 \cup \Xi_2 \) subtracted by \( u_{ij}^H \) or \( v_{ij}^H \), accordingly.

In two-dimensional problems, Eq. (27) is an overestimated system with twelve equations (eight of which for the velocities in \( \Xi_1 \), and four for those of in \( \Xi_2 \)) for eight unknowns \( (a_1, \cdots, a_n, b_1, b_2) \). Therefore, the vector \( \mathbf{c} \) is calculated by \( \mathbf{c} = (A^T A)^{-1} A^T \mathbf{U} \). The product \( (A^T A)^{-1} A^T \) is the left pseudo-inverse of the system, which is needed to be found merely once per each level of the nested grid.

4. Numerical results

In this section, we carry out a series of tests to demonstrate the accuracy and robustness of the present S-AMR method. Increasing the complexity of the cases, we first solve the Taylor–Green vortex problem, which has an exact solution, for detailed error analyses on the different components of the proposed method. Then, we simulate the uniform flow over a fixed circular cylinder producing the periodic Kármán vortex shedding to demonstrate that the solver can accurately and efficiently capture the flow phenomena. Subsequently, a predefined oscillatory motion of two cylinders passing each other is studied to show the capability of the proposed method for relatively complex flow with moving boundaries. Finally, we study the sedimentation of a circular cylinder in a fluid at rest, which reveals the ability of the present method for FSI problems.

4.1. Taylor–Green vortex

This problem defines an array of periodic counter-rotating vortices in a \( 2\pi \times 2\pi \) square domain that decay in time. The velocity components \( u, v \), and the pressure \( p \) for the exact solution are expressed as

\[ u = -e^{-2\pi t} \cos x \sin y, \]  

(29a)

\[ v = -e^{-2\pi t} \sin x \cos y, \]  

(29b)

\[ p = -\frac{e^{-2\pi t}}{4} (\cos 2x + \cos 2y). \]  

(29c)
Fig. 4 An example of the grid refinement used for the accuracy test and a sample snapshot \((t = 0.03)\) of the vorticity field of the Taylor–Green vortex problem. The white circle indicates a surface of the immersed body considered in the second test problem.

Fig. 5 The \(L_\infty\) error norms \(||\varepsilon_\omega||_\infty\) against the analytical solution as functions of the minimum grid spacing \(h\). (a) without the immersed object; (b) with the immersed object. Blue, linear interpolation in ghost layers between boxes; red, quadratic interpolation; black, uniform mesh results. The markers represent the examined resolutions.

Mixed homogeneous Dirichlet and Neumann velocity boundary conditions are imposed to be consistent with the exact solution. For the pressure Poisson equation (9), we impose the homogeneous Neumann boundary condition as we discussed in the previous section.

First, to separately analyze the effect of interpolation method used for the present S-AMR on the overall accuracy, two sets of different static meshes are considered. First, the entire domain is divided into four blocks containing uniform mesh. As exemplified in Fig. 4, the entire domain is subdivided into four boxes with uniform grid points; then, two blocks are refined for one level. The base uniform grid covering the entire domain is varied as 16\(^2\), 32\(^2\), 64\(^2\) and 128\(^2\) for calculating the error and its convergence. For all cases, the equations are integrated up to \(t = 0.03\) with \(\Delta t = 5 \times 10^{-3}\), and the error of the solution is obtained for two different ghost-layer boundary interpolations, i.e. the linear and the quadratic. This will show the effect of ghost-layer filling scheme on the overall accuracy of the algorithm. A sample snapshot of the vorticity field is also shown in Fig. 4. The same computation is carried out also on 32\(^2\), 64\(^2\), 128\(^2\) and 256\(^2\) uniform grids (i.e., without S-AMR) for comparison.

Figure 5(a) shows the convergence rates for two different ghost-layer interpolations, compared with that of the uniform grid. Note that \(h\) for S-AMR represents the minimum grid resolution. As expected, the convergence rate with the linear interpolation is about one, and that of the quadratic interpolation is about two. Although the accuracy with the
Fig. 6 The $L_{\infty}$ error norms $||\varepsilon_\omega||_\infty$ as functions of $h$ at $t = 0.03$ with different prolongation methods: blue, linear; red, quadratic non-divergence-free; black, divergence-free. (a) without the immersed object; (b) with the immersed object. The markers represent the examined resolutions.

Fig. 7 Time evolution of $||\varepsilon_\omega||_\infty$ under dynamic mesh refinement with different prolongation methods: blue, linear; red, quadratic non-divergence-free; black, quadratic divergence-free.

uniform grid is slightly higher than that with the S-AMR with quadratic interpolation, the convergence rate is similar to each other.

Subsequently, to investigate the accuracy of the present IBM coupled with the interpolation of S-AMR, the same problem is solved with assuming an immersed solid boundary inside the domain as depicted by a white circle in Fig. 4. The velocity boundary condition at the surface of the immersed object is obtained from the exact solution in Eq. (29). As can be seen in Fig. 5(b), the convergence rates are only marginally less than those without immersed boundary, which can be attributed to the splitting errors produced by the IBM.

In the two tests above, the grid is locally refined but does not evolve with time. Therefore, to evaluate the effects of the dynamic adaptation of the grid, we also utilize this problem with the same mesh configuration. However, for this test, refinement procedure is repeated as the solution is evolved in time. Starting from a single level grid, the domain is refined every 5 iterations by adding one refinement level, and then derefined every 5 iterations. That means, the refinement is performed at iterations 5, 15, 20, \ldots, and the derefinement at 10, 15, \ldots. Then, at time $t = 0.03$, the solution is compared with the exact one and the error norm is calculated. The accuracy of the solution with dynamics (de)refinement should highly depend on the prolongation of the solution in the newly generated children blocks on refinement and the restriction of the solution from the eliminated leaf-blocks to its parent on derefinement. Therefore, we examine three different prolongation methods, i.e., the linear prolongation, a quadratic prolongation without considering the divergence-free constraint, and the quadratic divergence-free prolongation discussed in Section 3.2. For all cases, a conservative interpolation (as described in Section 3.2.1) is used for the ghost-layer filling, and the base uniform grid with the resolution
of 128² is used.

Figure 6(b) shows the spatial accuracy of the solution with dynamic refinement using different prolongation schemes in the case without the immersed object. It is evident that the convergence rate is not much affected by the choice of prolongation operator. With all prolongation schemes, the second-order accuracy maintained, although the amount of errors is a function of the prolongation accuracy. On the other hand, the time evolution of the error, shown in Fig. 7, reveals an interesting feature of the prolongation scheme. The non-divergence-free prolongation operators result in a monotonically increasing error. However, with the divergence-free prolongation scheme, the error is kept constant on the order $O(10^{-4})$.

The same simulation with immersed boundary is conducted to investigate the effect of IBM along with the AMR strategy. Figure 6(b) demonstrates the accuracy of the present MLS-IBM with the dynamic S-AMR. The figure shows that the accuracy is slightly decreased with the IBM; however, the convergence rates are kept similar to the cases without the immersed boundary.

4.2. Uniform flow over a fixed cylinder

This test case addresses a major challenge in IBM's, that is the calculation of the force and capturing the correct boundary condition with immersed boundary. To accurately capture the boundary, in addition to the accuracy of IBM, the resolution of the grid plays an important role (Kor et al., 2018; Kor, 2018; Nishida and Tajiri, 2009). Although one can refine the grid around the object using mesh stretching or fixed mesh refinement, an AMR could serve an accurate and efficient solution by concentrating the grid where they are actually needed. This method let us have adequate resolution at the vicinity of the solid boundary and at the core of vortices in the wake, where the high gradients of the velocity should be captured with higher grid resolution.

The computation has been performed in a domain of $\Omega = [70D \times 40D]$, which is large enough to minimize the blockage effect (Kor et al., 2017). For the pressure, a homogeneous Neumann boundary condition, $\partial p / \partial n = 0$, is imposed on all the outer boundaries. A slip boundary condition is imposed for the velocity on the side boundaries. A uniform velocity, $u_\infty = 1$, is enforced at the inlet, while the convective boundary condition, i.e.,

$$\frac{\partial u}{\partial t} = -u_\infty \frac{\partial u}{\partial x},$$

is adopted at the outlet.

We study two cases at different Reynolds numbers, Re = 100 and 200. In both cases, the cylinder center is put at 10D downstream of the inlet and 20D apart from the upper boundary. The same strategy for grid resolution is adopted for both simulations. The entire computational domain is initially subdivided into 35 and 20 square boxes in the streamwise and spanwise directions, respectively. The side length of each box is 2, and each box contains $16^2$ uniform grids, so that $\Delta x/D = \Delta y/D = 0.125$. Then, the boxes containing the cylinder are four times refined and their neighbors are also refined appropriately to keep $1:2$ refinement criterion between neighbouring boxes. The mesh around the solid boundary is kept unchanged during the simulation (i.e., $\Delta x/D = \Delta y/D = 0.016$), but in the wake of the cylinder the grid resolution is dynamically adjusted (refined or de–refined) using the present S-AMR method. This dynamic adjustment is done every five time steps based on the vorticity amplitude, $|\omega|$, by checking whether it is larger or smaller than a predefined threshold ($|\omega| = 0.2$ was used in the present study).

Figure 8 shows the snapshot of the vorticity field for the case of Re = 100 in upper panel and Re = 200 in the lower panel, at $t = 1$ in the left column and $t = 130$ in the right column. The regular periodic vortex shedding is clearly observed in both cases. Moreover, in this figure, the hierarchy of grids around the cylinder and the core of vortices have been shown.

Figure 9 shows the pressure field for the case with Re = 100 and Re = 200 in upper and lower panel, respectively, at the same time step as the vorticity fields. In the zoom-up views on the right, the body of the cylinder is not shown purposely, to put emphasis on the fact that in both cases the pressure field inside the object varies smoothly due to the treatment of the domain inside the rigid body. It should be noted that in this figure the discontinuity in the pressure contours stems from the post-processing procedure for block-structured meshes.

Figure 10 presents the time evolution of the lift and drag coefficients. Both coefficients have a regular sinusoidal pattern upon the establishment of the periodical stable vortex shedding. This result indicates that the proposed method succeeded to capture the desired physical phenomena (i.e., the periodic vortex shedding) accurately.

Table 1 summarizes the result in these two cases and compares them with the literature. We here compare the Strouhal number, $St = f D / u_\infty$ (where $f$ is the frequency of the vortex shedding, $D$ is the diameter of the cylinder, and $u_\infty$...
Fig. 8  Contour of vorticity for the flow over a fixed cylinder at \( t = 1 \) in the left column and \( t = 130 \) in the right column with different Reynolds numbers: (a) \( \text{Re} = 100 \); (b) \( \text{Re} = 200 \). Grid lines are drawn only for grid blocks, i.e., every 16 grids.

Fig. 9  Contour of pressure for the flow over a fixed cylinder at \( t = 150 \) with different Reynolds numbers. Top row shows the result \( \text{Re} = 100 \) and bottom row is for \( \text{Re} = 200 \). (a) pressure field and adapted grid blocks in the entire domain, where grid lines are drawn only for grid blocks, i.e., every 16 grids; (b) zoom-up view of the pressure field including that computed inside and around the boundary of the cylinder.

is the free stream velocity), the fluctuations of the drag coefficient, \( C_d' \), and the lift coefficient, \( C_l' \), as well as the average of lift coefficient, \( C_l \). Calculated quantities are in good agreement with those of other numerical studies using body fitted or immersed boundary methods including our MLS-IBM without S-AMR (Badri Ghomizad et al., 2021), as well as the experimental results (Williamson, 1989).
The Reynolds number for this case is \( Re = \frac{\Omega y}{v} \) about their initial location for two periods, then move towards each other at \( \Omega = \frac{a}{D} \) rectangular box with lengths \( 4 \times 5 \times \) whereas it is \( 2 \times 4 \times \) in Fig. 11, two cylinders, \( S_1 \) and \( S_2 \), with the same diameter, \( D = 1 \), are initially put at \( (8D, 8D) \) and \( (24D, 9.5D) \). The \( x \)-component of time-dependent location of upper and lower cylinders, \( x_{r1} \) and \( x_{r2} \), are defined as

\[
x_{r1} = \begin{cases} 
\frac{4}{\pi} \sin \left( \frac{\pi}{8} \right) - 8, & 0 \leq t < 16, \\
-\frac{t}{24} & 16 \leq t \leq 32 
\end{cases}
\]

(31)

and

\[
x_{r2} = \begin{cases} 
8 - \frac{4}{\pi} \sin \left( \frac{\pi}{8} \right), & 0 \leq t < 16, \\
\frac{24 - t}{t} & 16 \leq t \leq 32 
\end{cases}
\]

(32)

while the \( y \)-components of them are kept the same as they move. Note that in this way, these two cylinders will oscillate about their initial location for two periods, then move towards each other at \( t = 16 \). The no-slip boundary condition for velocity and the homogeneous Neumann boundary condition for pressure is set at the domain boundaries (see Fig. 11). The Reynolds number for this case is \( Re = 40 \).

**Table 1** Comparison of the Strouhal number and force coefficients for the flow over the circular cylinder at \( Re = 100 \) and \( Re = 200 \). The results with * have been obtained from experimental study.

|            | \( C_d \) | \( C_f \) | \( C_l \) | \( St \) |
|------------|----------|----------|----------|--------|
| \( Re = 100 \) Williamson (1989) | 1.453 ±0.011 | ±0.339 | 0.164 |
| Uhlmann (2005) | 1.359 ±0.019 | ±0.293 | 0.16 |
| Braza et al. (1986) | 1.350 ±0.012 | ±0.339 | 0.165 |
| Liu et al. (1998) | 1.40 ±0.010 | ±0.32 | 0.165 |
| Mimeau et al. (2015) | 1.423 ±0.013 | ±0.34 | 0.171 |
| Xu and Wang (2006) | 1.389 ±0.011 | ±0.344 | 0.162 |
| Present S-AMR (\( \Omega = 70D \times 40D, h_{\min} = 0.016 \)) | 1.392 ±0.011 | ±0.344 | 0.160 |
| \( Re = 200 \) Williamson (1989) | - | - | - | 0.197 |
| Taira and Colonius (2007) | 1.35 ±0.048 | ±0.68 | 0.196 |
| Braza et al. (1986) | 1.386 ±0.040 | ±0.766 | 0.20 |
| Liu et al. (1998) | 1.31 ±0.049 | ±0.69 | 0.192 |
| Mimeau et al. (2015) | 1.44 ±0.05 | ±0.75 | 0.200 |
| Xu and Wang (2006) | 1.42 ±0.04 | ±0.66 | 0.202 |
| Present S-AMR (\( \Omega = 70D \times 40D, h_{\min} = 0.016 \)) | 1.368 ±0.044 | ±0.692 | 0.201 |
| Present S-AMR (\( \Omega = 70D \times 40D, h_{\min} = 0.016 \)) | 1.370 ±0.044 | ±0.692 | 0.198 |

**4.3. Two cylinders moving towards each other**

Besides vortex capturing inside the domain, accurate and efficient object representation would be fulfilled if the grid resolution over a moving solid boundary could adaptability be changed according to its path. Taken from Russel and Wang (2003), this example deals with simulation of fluid flows past multiple objects. Here, the computational domain is a rectangular box with lengths \( \Omega = [32D \times 16D] \), which is initially discretized with \( 16 \times 8 \) uniform coarse blocks. Each of this block in our simulation contains \( 8 \times 8 \) grid resolution. Based on the location of cylinders, blocks are refined up to five levels; therefore, at the vicinity of the solid boundary the grid resolution comes to the \( \Delta x/D = \Delta y/D = 7.8 \times 10^{-3} \) whereas it is \( 2.5 \times 10^{-3} \) for the region far from the boundaries. The time step is kept constant at \( \Delta t = 0.003 \). As shown in Fig. 11, two cylinders, \( S_1 \) and \( S_2 \), with the same diameter, \( D = 1 \), are initially put at \( (8D, 8D) \) and \( (24D, 9.5D) \). The \( x \)-component of time-dependent location of upper and lower cylinders, \( x_{r1} \) and \( x_{r2} \), are defined as

\[
x_{r1} = \begin{cases} 
\frac{4}{\pi} \sin \left( \frac{\pi}{8} \right) - 8, & 0 \leq t < 16, \\
-\frac{t}{24} & 16 \leq t \leq 32 
\end{cases}
\]

(31)

and

\[
x_{r2} = \begin{cases} 
8 - \frac{4}{\pi} \sin \left( \frac{\pi}{8} \right), & 0 \leq t < 16, \\
\frac{24 - t}{t} & 16 \leq t \leq 32 
\end{cases}
\]

(32)
Fig. 11  The schematic configuration for two cylinders moving towards each other.

$$\begin{align*}
\mathbf{u} &= 0, \quad \frac{\partial p}{\partial y} = 0 \\
D &= 6.5D \\
\mathbf{u}_{s1} &= \mathbf{u} = 0, \quad \frac{\partial p}{\partial x} = 0 \\
\mathbf{u}_{s2} &= \mathbf{u} = 0, \quad \frac{\partial p}{\partial y} = 0
\end{align*}$$

Fig. 12  The contours of variables for moving two cylinders towards each other at different time: (a) pressure contour; (b) vorticity contour; (c) vorticity contour with adapted grid blocks (grid lines are drawn only for grid blocks, i.e., every 16 grids).

Figure 12 shows the contours of the pressure, vorticity, and the adaptive mesh blocks in four different time instants, $t = 4, 16, 24,$ and $32$. The mesh is adapted based on the vorticity of the field. To this end, the refinement of the computational domain is adjusted according to the vorticity with a predefined threshold ($|\omega| = 0.2$). It can be seen that the solver is able to accurately follow both object locations as well as the wake of them.

Figure 13 compares the time evolution of lift and drag coefficients with the result of Xu and Wang (2006) obtained by immersed interface method. It is worth mentioning that Xu and Wang (2006) obtained the same result with much smaller time step, $\Delta t = 0.0005$ than ours. Our results are in good agreement with both Xu and Wang (2006) and those reported by Horng et al. (2018) who used an immersed boundary method with a solid fraction force calculation to obtain their results.

We observe that the drag on each cylinder increases as they approach each other, then drops to the minimum when the cylinders are in the closest distance. Then drag profiles return back to approximately the drag profile for a single cylinder. On the other hand, the objects are repulsive when they go towards each other and attractive after passing each
4.4. Sedimentation of a cylinder

The sedimentation of a cylinder is a canonical test case which needs considering a two-way interaction between fluid and structure. For convenience of comparison, the computational parameters are chosen as the same as those of Glowinski et al. (2001). Note that, in this example, the quantities are presented in dimensional forms following Glowinski et al. (2001). The diameter of cylinder is \( D_c = 0.25 \text{ cm} \), its density is \( \rho_c = 1.5 \text{ g/cm}^3 \), and its initial position is at \((1 \text{ cm}, 4 \text{ cm})\). The fluid with the density and dynamic viscosity \( \rho_f = 1.00 \text{ g/cm}^3 \) and \( \mu = 0.01 \text{ g/(cm} \cdot \text{s}) \) is initially assumed at rest. The computational domain is \( \Omega = [2 \text{ cm} \times 6 \text{ cm}] \).

In present study, a series of different mesh sizes are studied. The finest level resolution of these mesh are \( 1/18 \), \( 1/36 \) and \( 1/64 \) of the particle diameter. That means the finest level mesh \((h = \Delta x / D = \Delta y / D)\) would be \( h_1 = 0.139 \text{ cm} \), \( h_2 = 0.007 \text{ cm} \) and \( h_3 = 0.004 \text{ cm} \), respectively. In all of these cases, 150 Lagrangian points on the surface is used to represent the solid boundary. For the sake of quantitative comparison, the maximum Reynolds number is defined as

\[
\text{Re}_{\text{max}} = \max(\text{Re}(t)) = \max \left[ \frac{\rho_c \sqrt{u_c(t)^2 + v_c(t)^2} \cdot D_c}{\mu} \right]
\]

where \( u_c(t) \) and \( v_c(t) \) are the \( x \) and \( y \) components of the cylinder velocity.

Moreover, a collision model is applied in order to prevent the so-called particles from interpenetration to walls. Glowinski et al. (2001) proposed a short-range repulsive model which was improved later by Singh et al. (2003) and Wan and Turek (2007). In the original model given by Glowinski et al. (2001), the cylinder (particle) is not allowed to overlap the other cylinder or walls while the formulation of Singh et al. (2003) allows slight interpenetration. On the other hand, the work of Wan and Turek (2007) combines these two models and eventually does not allow particles to overlap. Here we use Wan and Turek’s (2007) model in order to simulate the collision of the cylinder with wall. For cylinder-wall collision the collision force read

\[
F^w = \begin{cases} 
\frac{1}{\epsilon} (X_i - X'_i) (2R_i - d'_i) & d_{i,j} < 2R_i \\
\frac{1}{\epsilon'} (X_i - X'_i) (2R_i + \xi - d'_i) & 2R_i \leq d_{i,j} < 2R_i + \xi \\
0 & 2R_i + \xi \leq d_{i,j}
\end{cases}
\]

where \( R_i \) is the radius of cylinder, \( X_i \) the center of it, \( X'_i \) the coordinate vector of the imaginary cylinder located on the physical boundary, and \( d_{i,j} = |X_i - X'_i| \). The parameter \( \xi \) is the range of the repulsive force, while the \( \epsilon \) and \( \epsilon' \) represent the small positive parameters for the collision.

Figure 14 shows some representative snapshots of the vorticity field and the adapted grid blocks. When the cylinder rebounds back, a pair of vortices is produced below the cylinder (Fig. 14(b)). Moving towards the top of the cylinder this
Fig. 14 The vorticity fields the collision process of a sedimenting cylinder with the wall. Note that the coordinates are dimensional (in cm) in this problem, and grid lines are drawn only for grid blocks, i.e., every 16 grids.

Table 2 Comparison of the maximum Reynolds number during the sedimentation of a cylinder ($\rho_s = 1.5 \text{ g/cm}^3$, $\nu = 0.01 \text{ cm}^2/\text{s}$, $\Delta t = 3.125 \times 10^{-5} \text{ s}$).

| Present | Wang et al. (2008) | Glowinski et al. (2001) | Wan and Turek (2007) | Uhlmann (2005) |
|---------|--------------------|-------------------------|----------------------|-----------------|
| $h$ (cm) | $1/72$ | $1/144$ | $1/256$ | $1/72$ | $1/144$ | $1/256$ | $1/72$ | $1/144$ | $1/256$ | $1/72$ | $1/144$ | $1/256$ | $1/72$ | $1/144$ | $1/256$ |
| $Re_{\text{max}}$ | 498.56 | 499.94 | 499.91 | 502.37 | 503.26 | 503.38 | 438.6 | 450.7 | 466 | 442.19 | 465.52 | 495 |

pair of vortices hit and combine with the vortices at the top side of the cylinder (Fig. 14(c)). The combined vortices move towards the wall side (Figs. 14(d) – (e)). Upon the next rebounding, the same procedure takes place but with less intense vortices (Fig. 14(f)). It is worth mentioning that here due to the symmetric scheme, relatively short domain, and not large enough Reynolds number, the pair vortex behind the cylinder does not shed to the domain. Besides those physical phenomena, the current algorithm can dynamically change the computational grids as can be seen in Fig. 14.

In this figure, the fine resolution are dynamically concentrated around the object and in the vicinity of walls where there are high gradient in velocity, where the vorticity is higher than a predefined threshold ($|\omega| = 0.2$).

Table 2 shows the comparison of the maximum Reynolds number $Re_{\text{max}}$. In our numerical simulation, $Re_{\text{max}}$ is 498.56, 499.94 and 499.91 for the finest meshes $h_1$, $h_2$ and $h_3$, respectively. The result are in reasonable agreement with result of Wan and Turek (2007) and Glowinski et al., (2001) utilizing a fictitious boundary method with finite element discretization, whereas they are in good agreement with Uhlmann (2005) and Wang et al. (2008) who used a class of immersed boundary method.

Because the initial position is symmetric, and the spatial discretization scheme keeps the symmetry, the perturbation grows slowly and a slight lateral change in position is observed before the collision. After collision, however, based on the stiffness parameter in Eq. (34), the rebouncing velocity varies, hence the perturbation in velocity field as shown in Fig. 15 for two different values of stiffness.

Figure 15(a) shows the evaluation of $x$ and $y$ locations of the cylinder with two stiffness parameters, $\epsilon_w = 2.5 \times 10^{-2}$ (cm$^2$/g) and $\epsilon_w = 2.5 \times 10^{-3}$ (cm$^2$/g) (with fixed $\epsilon_w' = 5 \times 10^{-2}$ (cm$^2$/g)). As we can see, the cylinder moves on the symmetric line before the collision, the cylinder tends to move toward the left wall of the domain after the collision due to the larger perturbation. When the cylinder falls on the bottom, it rebounds back for several times as can be seen in Fig. 15(b). It this figure, the $y$ component of the velocity clearly shows the rebouncing of the cylinder upon colliding the wall. Although this result is different from the numerical result of Glowinski et al. (2001), it is closer to the physical observation (Wang et al., 2008).
4.5. Computational time

Finally, we compare the computational time needed for solving the last example problem with the present S-AMR and that with a uniform grid to demonstrate the efficiency of the present method and the influential factor on it. In both approaches, first, the entire domain is covered by base boxes. In the present S-AMR, the boxes are distributed among threads, and a task parallelization strategy is utilized to solve the problem (Teunissen and Ebert, 2018); therefore, the grid resolution in each box has a considerable impact on the efficiency of the solver. To investigate the effect of the box grid resolution in the S-AMR approach, we consider two different cases. In Case A1, the domain is covered by $4 \times 12$ boxes and the grid resolution of each box is $16^2$. In Case A2, $8 \times 24$ boxes having $8^2$ grids are laid down on the computational domain. As a common practice in AMR approaches, wherever the solution needs finer mesh, boxes are dynamically refined up to four and five levels for Case 1 and Case 2, respectively; therefore, the finest resolution for both would be $\Delta x = \Delta y = 0.002$. In uniform grid approach, too, two different cases for the base boxes are considered. In Case U1, the entire domain is covered by a $128 \times 384$ boxes where each of them has $8^2$ grids. Case U2, $64 \times 96$ boxes with $16^2$ grids are laid down on the domain. Thus for both cases the resolution is $\Delta x = \Delta y = 0.002$.

The average computational time taken for each time step is shown in Fig. 16(a). As a task-parallel method is used here, the required computational time is slightly different between Case A1 and Case A2 (and also between Case U1 and Case U2). This difference is associated with the memory of the system and the grid size. However, the figure indicates that the present AMR solution is almost 20 times faster than its uniform counterpart at the same number of threads. Figure 16(b) shows the speed-up rate against the single thread computation. All cases show a linear increase in the speed-up rate up to 16 threads for this problem.
5. Summary and Conclusions

In this work, we proposed an adaptive mesh refinement (AMR) strategy suited to a moving least square (MLS) immersed boundary method (IBM) for numerical simulations of fluid-structure interactions (FSI) in viscous incompressible flows. A single block solver was employed on series of nested grids with different resolutions. Being a part of a tree data-structure covering the entire computation domain, each of these boxes has a structured Cartesian topology. Time integration was fulfilled by fractional step method. All spatial derivatives were approximated by a second-order central finite difference scheme on a cell center collocated configuration. While the Afivo library (Teunissen and Ebert, 2017; Teunissen and Ebert, 2018) is utilized to keep track of the grid hierarchy, we augmented it for vector field manipulation.

This AMR solver was coupled with a two-step MLS IBM to accurately and efficiently solve FSI problems. In the present IBM, we first obtain an approximation of the field in the first step to calculate the immersed boundary forces on the boundary and the whole domain, then in a correction step, those forces are imposed to the Navier-Stokes equation to take into account the presence of the boundary. According to our numerical demonstrations, the combination of these two approaches can considerably reduce the computational cost while keeping the accuracy high, particularly in terms of boundary condition accuracy and less spurious oscillations in force. Although here we just considered two-dimensional cases, the authors believe that for three-dimensional cases it will have more impact on the efficiency and it can be the future plan for this study.

The proposed method has a great potential to be used for FSI problems in high Reynolds number flows and flexible solid bodies, which is the subject of our future research.
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