Three-state Potts nematic order in stacked frustrated spin models with SO(3) symmetry
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We propose stacked two-dimensional lattice designs of frustrated and SO(3)-symmetric spin models consisting of antiferromagnetic (AFM) triangular and ferromagnetic (FM) sixfold symmetric sublattices that realize emergent $Z_3$ Potts nematic order. Considering bilinear-biquadratic spin interactions, our models describe an SO(3)-symmetric triangular lattice AFM subject to a fluctuating magnetization arising from the FM coupled sublattice. We focus on the classical AFM-FM windmill model and map out the zero- and finite-temperature phase diagram using Monte Carlo simulations and analytical calculations. We discover a state with composite Potts nematic order above the ferrimagnetic three-sublattice up-up-down ground state and relate it to Potts phases in SO(3)-broken Heisenberg and Ising AFMs in external magnetic fields. Finally, we show that the biquadratic exchange in our model is automatically induced by thermal and quantum fluctuations in the purely bilinear Heisenberg model, easing the requirements for realizing these lattice designs experimentally.

I. INTRODUCTION

Frustrated triangular-lattice Heisenberg and Ising antiferromagnets that are subject to external magnetic fields exhibit rich phase diagrams, including finite-temperature $Z_3$ Potts phase transitions into magnetically ordered states [1–6]. The classical triangular Heisenberg antiferromagnet in a magnetic field, which explicitly breaks SO(3) symmetry, exhibits an extensive and continuous ground-state degeneracy that is lifted by thermal [7] and quantum fluctuations [8] via an order-by-disorder mechanism [9–12]. In an intermediate field range, a collinear three-sublattice up-up-down (UUD) state is selected that spontaneously breaks $Z_3$ symmetry (corresponding to the position of the minority down spin). This results in the stabilization of a one-third magnetization plateau both at zero and finite temperatures $T$. The magnetic transition at finite $T$ lies in the $Z_3$ Potts universality class [3]. Similarly, the triangular Ising AFM in a magnetic field develops long-range UUD magnetic order at finite temperature via a Potts phase transition [5, 13, 14]. At $T = 0$ the transition requires a nonzero critical field value and lies in the Kosterlitz-Thouless (KT) universality class [14, 15].

Two-dimensional (2D) spin models with continuous SO(3) symmetry, on the other hand, cannot develop long-range magnetic order at $T > 0$ due to the Hohenberg-Mermin-Wagner theorem [16, 17]. However, since discrete lattice symmetries can be broken at finite temperatures, Potts universality can still occur via ordering of a composite magnetic order parameter that preserves SO(3) but breaks a lattice symmetry. This leads to the intriguing situation that the appearance of long-range discrete order is driven by fluctuations of an underlying continuous degree of freedom. Phase transitions involving vestigial order parameters that survive partial melting of a primary order have been widely studied in magnetic, charge density wave and superconducting systems [18–22], offering a natural explanation for the complexity of phase diagrams based on symmetry alone. Emergent $Z_3$ Potts order was previously found in fully antiferromagnetic SO(3)-invariant spin models on the honeycomb, kagome and triangular lattice [23–26], and it was also reported in coupled clock models [27], cold atomic gases [28], twisted bilayer graphene [29, 30] and other unconventional superconductors [31–34]. Here, we show that it also emerges in SO(3)-symmetric magnets with mixed ferro- and antiferromagnetic interactions defined on various stacked lattice designs. Our work thus largely extends the material space for the experimental realizations of this phenomenon.

We design SO(3)-symmetric spin models on stacked 2D lattices that exhibit emergent $Z_3$ Potts phase transitions at finite temperatures. The models include nearest-neighbor bilinear and biquadratic exchange interactions, where the bilinear interactions take opposite signs on different sublattices. As shown in Fig. 1, the models con-

![FIG. 1. (a) Stacked 2D lattice designs of SO(3)-invariant spin models with nearest-neighbor couplings [see Eq. (1)]. They contain an AFM triangular layer (black, $J_{tt} > 0$) coupled to a sixfold symmetric FM layer (red, $J_{th} < 0$). Different layers are coupled via bilinear $J_{hh}$ and biquadratic $K_{hh}$ interactions (green). Lattice designs from left to right are triangular-honeycomb, triangular-kagome and ABC stacked triangular. (b) Unit cell of the triangular-honeycomb (windmill) lattice with couplings indicated.](317x83)
tain a frustrated AFM triangular sublattice coupled to a sixfold symmetric FM layer. As a function of the bi-quadratic coupling, our models effectively interpolate between AFM Heisenberg and Ising models on a triangular lattice in a magnetic field, yet in a fully SO(3) invariant setup.

Materials that realize 2D \( \mathbb{Z}_3 \) Potts order in elementary \( \text{discrete} \) degrees of freedom have been the subject of intense studies over the years. Examples are inert gases that are adsorbed on graphite substrates \([35–41]\) and realizations in liquid crystals \([42–47]\). More recent directions include synthetic matter platforms such as Rydberg atom lattices \([48]\) and cold atoms \([28]\). Another possibility to experimentally realize three-state Potts models are systems that exhibit \textit{emergent} Potts-nematic order, where the order parameter is a composite object \([25, 29, 32, 49–51]\). Here, we identify a new family of continuous SO(3)-invariant Heisenberg spin models on stacked lattice designs that host three-state Potts-nematic order.

Recently, a number of stacked magnetic materials realizing the required lattice geometry and containing frustrated triangular layers have been found, including the triangular-honeycomb lattice material \( K_2\text{Mn}_3(\text{VO}_4)_2\text{CO}_3 \) \([52]\), the triangular-kagome lattice film \( \text{MgCr}_2\text{O}_4 \) \([53]\), and the stacked triangular lattice materials \( \text{CaMn}_2\text{P}_2 \) \([51]\) and \( \text{Fe}_{1/3}\text{NbS}_2 \) \([25, 26]\) with tunable magnetic phases under intercalation \([54]\). While the stacked lattices in these materials agree with the ones we propose in Fig. 1, the exchange interactions in these materials are different, for example, the honeycomb layer in \( K_2\text{Mn}_3(\text{VO}_4)_2\text{CO}_3 \) exhibits AFM rather than FM interactions. We are not aware of a material candidate that exactly realizes the spin model we introduce and study below. Since materials with mixed ferro- and antiferromagnetic interactions are rather common, we hope, however, that our work will stimulate efforts to find material candidates with stacked AFM triangular and FM sixfold symmetric layers. In addition, stacking two-dimensional van der Waals magnets \([55–57]\) poses an alternative route to the realization of the proposed spin models.

This paper is organized as follows. In Section II, we introduce the model we consider, a rotationally-symmetric bilayer spin Hamiltonian of the form

\[
\mathcal{H} = \sum_{\langle i,j \rangle_{tt}} J_{\alpha\beta} S_{\alpha i} \cdot S_{\beta j} + \sum_{\langle i,j \rangle_{th}} K_{th} (S_{ti} \cdot S_{hj})^2. \tag{1}
\]

Here, \( \alpha, \beta \in \{t, h\} \) labels the different layers with \( t \) referring to the AFM triangular layer \((J_{tt} > 0)\) and \( h \) to the FM coupled sixfold symmetric layer \((J_{hh} < 0)\). We consider both signs of the sublattice couplings \( J_{th} \) and \( K_{th} \). The summation runs over nearest-neighbor pairs of spins on sublattices \( \alpha, \beta \). In the following, we focus on classical spin models for which \( S_{\alpha i} \) are unit-length vectors. While we include a biquadratic interlayer interaction \( K_{th} \) in the model, we show later in Sec. V that the effects of such a coupling emerge naturally in a purely bilinear model from quantum and thermal fluctuations via an order-by-disorder mechanism \([11, 12, 58, 59]\). This reduces the requirements for the experimental realization of the model.

For concreteness, we study the triangular-honeycomb lattice design (also known as the windmill lattice \([60, 61]\)) in the following, which is shown on the left in Fig. 1(a). We note that the fully AFM version of the windmill model has previously been studied and found to host an emergent \( \mathbb{Z}_6 \) order parameter \([60–62]\). Our general results also apply to the other lattice geometries, triangular-kagome and ABC-stacked triangular lattices, if one applies a simple rescaling of the FM \( J_{hh} \) coupling. The triangular-kagome lattice model [middle panel in Fig. 1(a)] is described by Eq. (1) with rescaled coupling \( J'_{hh} = \frac{3}{2} J_{hh} \). Here, \( J'_{hh} \) denotes the FM coupling in the kagome layer. The ABC stacked triangular lattice [right panel in Fig. 1(a)] is described by Eq. (1) with \( J'_{hh} = \frac{3}{2} J_{hh} \) with \( J'_{hh} \) being the coupling in each FM triangular layer. The other couplings in the triangular-kagome and ABC-triangular models are the same as in the windmill lattice model.

We note that here we focus on the minimal classical microscopic model that leads to the emergent Potts physics in the lattices we are studying. We, therefore, do not include further-range spin-spin interactions or additional intralayer nearest-neighbor bilinear quadratic exchange interactions. A biquadratic coupling on the honeycomb layer, \( K_{hh} < 0 \), would not add anything new to the model as a collinear arrangement of the spins is already preferred by the FM interaction \( J_{hh} < 0 \). In contrast, an easy-plane biquadratic exchange \( K_{hh} > 0 \) would compete with \( J_{hh} \) and lead to a more complex phase diagram if it is sufficiently strong. A biquadratic term on the triangular lattice, \( K_{th} \), would either favor the collinear UUD state for \( K_{tt} < 0 \) or a non-coplanar umbrella state for \( K_{tt} > 0 \). Since the parameter \( K_{th} \) plays a similar role as we show below, we do not include \( K_{tt} \) in our minimal model.
III. ZERO-TEMPERATURE CLASSICAL PHASE DIAGRAM

In this Section, we establish the zero-temperature phase diagram of the model in Eq. (1) as a starting point for the finite temperature study. We focus on the regime of FM $J_{th} < 0$ and AFM $J_{tt} > 0$ and determine the ground state (GS) phase diagram using two complementary techniques: we first employ a variational ansatz, which assumes a three-sublattice periodicity on the triangular lattice and a uniform state on the honeycomb lattice. In addition to the ground state, we obtain analytical expressions for their energies and the phase boundaries. We then confirm the variational results using low-temperature classical Monte Carlo (MC) simulations.

A. Variational phase diagram

We determine the classical ground state phase diagram for FM $J_{th} < 0$ and AFM $J_{tt} > 0$ assuming a variational ansatz that considers one honeycomb (h) and three triangular (A,B,C) sublattices [see inset in Fig. 2(a)]. This ansatz is well justified in the regime $|J_{th}| \gg J_{tt}$ and three triangular (A,B,C) sublattices [see inset in Fig. 2(a)]. The analytical form of the ansatz is given in Appendix A. To obtain the GS phase diagram, we first numerically minimize the variational energy for fixed interaction parameters $J_{th}/J_{tt}$ and $K_{th}/J_{tt}$. The contribution from parameter $J_{hh}$ is constant in the variational manifold. We start the minimization from 20 different random initial sets of variational angles describing the spin directions and keeping the lowest energy solution. We identify five classes of ground states that appear in the phase diagram: FM, UUD, umbrella, Y, and V state. Considering the symmetries of these phases, we find simpler expressions for the variational energies using fewer angles (see Appendix A). By comparing different energies, we also obtain an analytical expression of the phase boundaries. Details of this calculation and the explicit expressions are provided in Appendix A.

The resulting ground state phase diagram as a function of nonzero $J_{th}/J_{tt}$ and $K_{th}/J_{tt}$ is shown in Fig. 2(a). The form of the ansatz assumes that $|J_{th}| > J_{tt}$ and we confirm below using MC simulations that it holds also for $|J_{th}| = J_{tt}$. The phase diagram contains five different phases with spin arrangements sketched in Fig. 2(a), where the red spin refers to the direction of the uniform honeycomb layer and the three black spins denote the directions of the triangular spins on the three sublattices A, B, C. The symmetries that are broken in the ordered states are described by the order parameter manifolds of degenerate ground states, which are given in Table I. To discuss the phase diagram, we first notice that $K_{th} < 0$ favors coplanar and collinear phases (UUD, V, Y, FM), while $K_{th} > 0$ prefers non-coplanar phases (umbrella). Our focus in the following is on the $K_{th} < 0$ regime, in particular the collinear UUD region, which is the ground state for $0 > J_{th}/J_{tt} > -1$ and sufficiently negative $K_{th}$.

For small $|K_{th}|/J_{tt}$, the system undergoes a sequence of transitions as $|J_{th}|/J_{tt}$ increases from Y to UUD to V and finally to the FM phase. While we focus on FM $J_{th} < 0$ here, we note that the phase diagram for AFM $J_{th}$ is easily obtained by inverting the spins on the honeycomb lattice $S_h \rightarrow -S_h$.

B. MC low-temperature phase diagram

We confirm the variational phase diagram in Fig. 2(a) using classical Monte Carlo (MC) simulations at $J_{th} = -J_{tt}$. We determine the phase boundaries between the Y, V and UUD phases as a function of $J_{th}$ and $K_{th} < 0$ and find that the MC phase boundaries precisely agree with the variational ones (see the MC boundaries as white dashed lines in the variational phase diagram Fig. 2(a)). We do not find evidence for new phases with a larger periodicity.

The classical Monte Carlo calculations are performed for a series 400 temperatures, grouped into two logarithmically spaced sets between 0.05 $\leq T/J_{tt} \leq 5.0$ and between 0.3 $\leq T/J_{tt} \leq 5.0$. Each MC step includes a local Metropolis MC update and a parallel-tempering move between the ensembles at different temperatures, using $5 \times 10^5$ MC steps in total. The first half is discarded for thermalization and we perform measurements only in the second half. To determine the low-temperature phase diagram in the range $-0.5 \leq K_{th}/J_{tt} \leq 0$ and $-1.0 \leq J_{th}/J_{tt} \leq 0$, we run MC simulations on a detailed coupling parameter grid with spacings $\Delta K_{th}/J_{tt} = 0.01$ and $\Delta J_{th}/J_{tt} = 0.05$, and use fixed $J_{hh} = -1$, $J_{tt} = 1$. The calculations are obtained for linear system sizes of $L = 24$ unit cells, corresponding to a total number of spins $N = 3L^2 = 1728$.

To distinguish the different phases, we analyze in Fig. 3 the absolute value of the magnetization on the triangular sublattice

$$\langle |\mathbf{m}_i| \rangle = \left\langle \frac{1}{N_t} \sum_i |S_{hi}| \right\rangle.$$  \hspace{1cm} (2)

Here, $i$ runs over the $N_t = L^2$ spins on the triangular sublattice, and $\langle \rangle$ denotes both the MC average and av-

| Classical ground state | Order parameter manifold |
|------------------------|-------------------------|
| FM | SO(3) |
| UUD | SO(3) $\times Z_3$ |
| Y | SO(3) $\times U(1) \times Z_3$ |
| V | SO(3) $\times U(1) \times Z_2$ |
| Umbrella | SO(3) $\times U(1) \times Z_2$ |

TABLE I. Order parameter manifolds describing the symmetries that are broken in the different classical ground states. It also corresponds to the ground state degeneracy. Apart from the additional SO(3) symmetry, these are identical to ones found for the triangular Heisenberg AFM in a magnetic field [1].
erage over 15 temperatures, $T/J_{tt} \in (0.005, 0.05)$. Note that while $\langle |m_i| \rangle$ vanishes in the thermodynamic limit at finite temperatures, it converges to a finite value for finite system sizes at low temperatures. We can thus use MC simulations at finite temperature to determine the ground state value of $\langle |m_i| \rangle$ at $T = 0$. We also compute the chirality of spins on the triangular sublattice

$$\chi_c = \left\langle \frac{1}{N_p} \sum_i (S_{Ai} \times S_{Bi}) \cdot S_{Ci} \right\rangle,$$

where $N_p = 2L^2$ is the number of the triangular plaquettes, and confirm that it vanishes, $\chi_c = 0$, for all phases shown in Fig. 3(a). These phases at $K_{th} < 0$ are thus either coplanar or collinear. We also confirm that non-coplanar symmetric umbrella states with finite chirality appear for $K_{th} > 0$, but these are not the focus of this work.

Fig. 3 illustrates the separation of the UUD phase for which $\langle |m_i| \rangle = 1/3$ from other phases for which $\langle |m_i| \rangle \neq 1/3$. The white dashed lines indicate the phase boundary obtained from cuts at fixed $J_{tt}$ such as the one shown in Fig. 3(b). As noted above, the MC phase boundaries between the UUD and the V and Y states are also included in Fig. 2(a), validating the variational approach. Note that at $K_{th} = 0$, the model can be related to the known case of the triangular Heisenberg AFM in a magnetic field [1], because the ferromagnetically ordered honeycomb spins (at $T = 0$) act as an external magnetic field on $S_{hi}$. Like the Heisenberg AFM in a magnetic field, our model exhibits the V state for $\langle |m_i| \rangle > 1/3$, the UUD state for $\langle |m_i| \rangle = 1/3$ and the Y state for $\langle |m_i| \rangle < 1/3$, yet in a fully SO(3)-invariant model - of course, SO(3) is broken at $T = 0$ by the FM order on the honeycomb sublattice.

IV. FINITE-TEMPERATURE PHASE DIAGRAM AND POTTS-NEMATIC TRANSITION

In this Section, we examine the finite-temperature phase diagram above the UUD ground state, where the system undergoes a $\mathbb{Z}_3$ Potts-nematic transition. We put an emphasis on exploring different parameter limits, where we can make connections and point out differences with the Ising and Heisenberg models in magnetic fields. We also numerically establish the universality of the phase transition. We start from the UUD phase at $T = 0$ and characterize the emergent $\mathbb{Z}_3$ Potts-nematic order that melts at a finite transition temperature $T_c$.

At finite temperature, only the discrete $\mathbb{Z}_3$ part of the UUD order parameter can exhibit long-range order since the continuous SO(3) degrees of freedom remain disordered. The $\mathbb{Z}_3$ breaking corresponds to a breaking of a discrete lattice symmetry: in this case, it is translational symmetry, leading to a tripling of the unit cell. To identify the $\mathbb{Z}_3$ broken phase, we construct a composite $\mathbb{Z}_3$ Potts-nematic order parameter $m_3 = m_3 e^{i\theta}$ as

$$m_3 e^{i\theta} = -\frac{1}{2N_p} \sum_{i=1}^{N_p} (S_{Ai} + S_{Bi} e^{2\pi i/3} + S_{Ci} e^{-2\pi i/3}) \cdot S_{hi}.$$

The summation runs over all $N_p = 2L^2$ triangular plaquettes consisting of three triangular and one honeycomb spin [see inset of Fig. 2(a)]. In the $T = 0$ ground state UUD phase, one finds $m_3 = 1$ and $\theta = 0, \pm \frac{2\pi}{3}$ corresponding to the three degenerate configurations, which are illustrated in Fig. 4(a). Unlike the corresponding Potts order parameter of the Heisenberg AFM in an external field [3], this composite Potts nematic order pa-
rameter $m_3$ probes the relative alignment of triangular and honeycomb spins. To relate our results to the models in the field, one can interpret the honeycomb spin direction $S_{hh}$ as a spatially fluctuating coordinate system $S^+$-direction for the triangular spins. While the honeycomb spin correlation length $\xi_h$ remains finite at $T > 0$, it becomes exponentially larger than the lattice scale when $T < |J_{hh}|$. The resulting honeycomb magnetization that the triangular spins experience is therefore a slowly varying function of position.

In the following, we focus on the finite temperature $\mathbb{Z}_3$ Potts-nematic transition above the UUD ground state, which covers a large region of the phase diagram. The Y, V, and umbrella phases that appear on the zero-temperature phase diagram, all exhibit an additional $U(1)$ symmetry [see Table I], which results in a more complex finite-T behavior in which the Potts transition competes with a KT transition of the $U(1)$ degree of freedom. Elucidating the sequence of the two transitions and performing a scaling analysis above these phases requires a systematic numerical study that goes beyond the scope of this work and is left for a future study.

A. Numerical phase diagram of three-state Potts-nematic transition

We use MC simulations to determine the finite temperature phase diagram above the UUD ground state. In Fig. 2(b-d), we present different two-dimensional cuts through the phase diagram that show the behavior of the transition temperature $T_c$ into the Potts-nematic ordered phase as a function of $J_{hh}, J_{th}, J_{hh}$, keeping two of them fixed in each panel. We obtain $T_c$ from the crossing of the Binder cumulant

$$U_2 = 2\left(1 - \frac{\langle |m_3|^2 \rangle}{2\langle |m_3|^2 \rangle^2}\right),$$

derived in Appendix B 1 and calculated at different system sizes up to $L = 36$.

As a function of intersublattice coupling $J_{hh}$ and fixed $K_{th} < 0$, the transition temperature $T_c$ exhibits a dome-like behavior, shown in Fig. 2(b). Tuning $J_{th}$ acts similarly to tuning an external magnetic field in a triangular Ising AFM [5, 13], yet in a fully SO(3) preserving way. While $T_c$ approaches zero smoothly as $J_{th} \to -1$, where the underlying UUD ground state changes into the FM state via a second-order transition, $T_c$ drops abruptly to zero when $J_{hh} \to 0^+$. Numerically, we find that $T_c \to 0$ for $|J_{th}| < 0.005$. In Sec. IV C, we show that this vanishing of the critical temperature is driven by the appearance of domain walls whose energy approaches zero in the given limits. While the behavior as $J_{th} \to 0^+$ may be indicative of a first-order phase transition, the related triangular Ising AFM in the field is known to undergo a KT transition at small temperature and field with similar features [14].

The relation of our model to the triangular Ising and Heisenberg AFMs can be further studied by tuning the biquadratic coupling $K_{th}$, which tunes the “Isingness” of the spins as shown in Fig. 2(c). This is the case as large $|K_{th}|$ favors the relative collinear orientation between the triangular and honeycomb spins. The mapping of the model, Eq. (1) to the Ising model on the triangular lattice in a magnetic field for large $K_{th}$ is derived in Appendix D. In the Heisenberg limit, $K_{th} \to 0^-$, $T_c$ approaches the known value of the Potts transition in the Heisenberg AFM [3], indicated by the star for the case of $J_{th}/J_{tt} = -0.5$. Potts $T_c$ increases when $K_{th}$ becomes more negative and the system effectively behaves more Ising-like, while still being fully SO(3) invariant.

For large negative $K_{th}$, $T_c$ saturates at a value that approaches the known transition temperature of the triangular Ising AFM in an external magnetic field [5, 14].

Being fully SO(3) invariant, our model allows for a new
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$\langle \cos(3\theta) \rangle_{T,J_{tt}}$ as a function of temperature for different system sizes up to a linear size $L = 60$. The spin coupling parameters are $J_{hh} = -J_{tt} = -1$, $J_{ht} = -0.3$, $K_{th} = -1$, corresponding to an UUD ground state. The phase shows a sharp continuous phase transition from a disordered to a $\mathbb{Z}_3$ ordered phase, where $\theta = 0, \pm \frac{2\pi}{3}$ falls into one of three degenerate minima. The grey vertical line indicates $T_c$ determined from the Binder cumulant $U_2$ shown in the panel (b). The inset illustrates the three degenerate configurations of the Potts-nematic order parameter $m_3 = m_3 e^{i\theta}$ in the ordered phase. (b) Binder cumulant $U_2$ of $m_3$ as a function of temperature $T$ for different system sizes $L$. The crossing of $U_2$ for different $L$ is used to determine $T_c$ in Fig. 2. The upper inset shows $U_2$ over a larger range of temperatures. The lower inset shows the sharp onset of a finite magnitude of $\langle m_3 \rangle$ versus $T$ for $L = 60$. Coupling parameters are as in (a).

tuning parameter that is absent in the triangular AFMs in external fields: the rigidity of the magnetic field that the triangular spins experience given by the lengthscales of spin fluctuations on the honeycomb sublattice. This lengthscale is given by the honeycomb spin correlation length $\xi_h$, which is controlled by the ratio $J_{hh}/T$. As shown in Fig. 2(d), $T_c$ decreases as a function of $J_{hh}$, or decreasing correlation length, and sharply drops to zero at $J_{hh}/J_{tt} = -0.2$. Whether the universality class of this transition is first order or of KT type, like in the case of tuning the field strength, is an open question that deserves further study. We note that the drop in $T_c$ coincides with the position of a GS phase transition out of the UUD state.

The MC simulation parameters that were used to obtain the phase diagram are as follows. We simulate systems up to a system size of $L = 36$ containing a total of $N = 3L^2 = 3888$ spins, using periodic boundary conditions (PBC). The simulations employ $10^6$ MC steps, half of which are discarded to let the system thermalize. As previously described, each MC step consists of a Metropolis and a parallel-tempering update. We simulate 400 temperatures in parallel, grouped into two logarithmically spaced sets between $0.05 \leq T/J_{tt} \leq 5.0$ and between $0.3 \leq T/J_{tt} \leq 5.0$. We choose two sets with different minimal temperatures to get a closely spaced coverage of the phase diagram around intermediate temperatures, where we expect the phase transitions to occur, as well as at low temperatures, where the system approaches the ground state.

B. The universality of the Potts-nematic transition

To establish the $\mathbb{Z}_3$ Potts universality class of the nematic phase transition at $T_c$, we perform detailed MC simulations at the parameter set $J_{hh} = -J_{tt} = -1$, $J_{ht} = -0.3$, and $K_{th} = -1$. At $T = 0$, this parameter point lies deep in the UUD ground state phase. We now consider linear system sizes up to $L = 60$ with PBC and use $2 \times 10^6$ MC steps, the first half of which are again discarded for thermalization. We simulate 500 temperatures in the range $0.02 \leq T/J_{tt} \leq 2.0$ that are spaced logarithmically.

In Fig. 4(a), we show the order parameter phase $\langle \cos(3\theta) \rangle$ as a function of temperature for different system sizes $12 \leq L \leq 60$, where $\langle \cdot \rangle$ denotes the MC average. We observe a sharp transition from zero to one at a temperature that agrees with $T_c$ extracted from the Binder cumulant in panel (b). The transition demonstrates the ordering of the Potts-nematic phase $\theta = 0, \pm \frac{2\pi}{3}$ into one of the three minima, illustrated in panel (a). In the lower inset of Fig. 4(b), we plot the magnitude of the Potts-nematic order parameter $\langle m_3 \rangle$ versus temperature at $L = 60$, which also undergoes a sharp transition, qualitatively consistent with the 2D $\mathbb{Z}_3$ Potts exponent $\beta = 1/9$. The plot showing the behavior of $\langle m_3 \rangle$ as a function of linear system size $L$ at temperatures around $T_c$ is given in Appendix B 2. In the main part of the panel (b) and the other inset, we show the Binder cumulant for different $L$ from which we extract a transition temperature $T_c = 0.76J_{tt}$.

In Fig. 5 we show a finite size scaling collapse of various Potts nematic observables using the critical exponents from the $\mathbb{Z}_3$ Potts universality class $\alpha = 1/3$, $\beta = 1/9$, $\gamma = 13/9$ and $\nu = 5/6$ [63]. Different panels show the scaling plots of the Potts magnetization $(m_3)$, Potts susceptibility $\chi_3 = \frac{N}{T} \langle (m_3^2) - \langle m_3 \rangle^2 \rangle$ and the specific heat $\langle c_V \rangle = \frac{1}{N^2} \langle \{ H^2 \} - \langle H \rangle^2 \rangle$ as a function of the reduced temperature $t = \frac{T - T_c}{J_{tt}}$, where $N$ is the total number of spins. We obtained excellent data collapse using only the leading scaling laws with exponents $\beta, \gamma$, and $\alpha$, respectively, without the need to include any subleading terms in the fit. We find the scaling functions (black lines) using a least square weighted regularization, making no assumptions about the scaling functions. This demon-
strates that the nematic phase transition at $T_c$ lies in the universality class of the 2D $Z_3$ Potts transition. The comparison of the obtained and theoretical critical exponents for different system sizes without finite-size correction is shown in Appendix B3.

C. Estimation of critical temperature using Peierls’ domain wall argument

In this Section, we analytically estimate the Potts transition temperature $T_c$ using Peierls’ argument of comparing energy and entropy of introducing domain walls in the ordered state [64, 65]. Specifically, this argument compares the entropic gain of creating a domain wall between regions with different discrete values of the Potts order parameter with the energy cost associated with the domain wall. Since the underlying spins are continuous, different spin configurations inside of a Potts domain wall are possible and energetically preferred in different parameter regions. First, we identify the energetically most favorable domain walls as a function of $J_{hh}/J_{tt}$ and $J_{hh}/J_{tt}$. We focus on short-range collinear domain walls between the three different Potts domains, as shown in Fig. 6(a). This is fully justified for large and negative $|K_{th}| \geq |J_{tt}|, |J_{th}|$ and $J_{th} < 0$. For smaller values of $|K_{th}|$, the energetically most favorable domain walls may have a finite width by balancing gradient energy costs with potential energy. In the limit of large negative $K_{th}$, the triangular spins must either be parallel or anti-parallel to the neighboring honeycomb spin. Collinearity then effectively becomes a hard-core constraint and the energy gain of creating a domain wall becomes independent of $K_{th}$.

In Fig. 6(a), we show the different types of short-range collinear domain walls between the different Potts domains and their corresponding energies per length. The short-range collinear domain walls between different Potts domains (or UUD ground states, see Fig. 4(a)] can be built from UUU or UDD triangular plaquettes, or from a UUD plaquette where the central honeycomb spin is flipped, which we denote as UUD'. Possible are also domain walls that contain any combination of the three elementary plaquettes, UUU, UDD, UUD'. From the energies of possible short-range domain walls as a function of the interaction parameters, in Fig. 6(b), we show the energetically most favorable domain wall type as a function of $J_{hh}/J_{tt}$ and $J_{hh}/J_{tt}$.

By calculating the energy costs of a domain wall and by estimating the entropy gain $\Delta S$, we can estimate the transition temperature using Peierls’ argument as

$$T_c \sim \Delta E/\Delta S.$$  \hspace{1cm}(6)$$

The logic is that the order melts when the free energy cost of a domain wall $\Delta F = \Delta E - T\Delta S$ becomes negative. As usual, we estimate $\Delta S$ from the number of placements of the domain wall. For domain walls of length $L_{dw}$, the upper bound on the number of the possible placement is $(z-1)^{L_{dw}}$, where $z = 6$ is the coordination number of the lattice. Thus, the estimation for the change of entropy in the presence of the domain wall is $\Delta S \lesssim k_B L_{dw} \log (z-1) \sim 1.6 k_B L_{dw}$.

Combining the energy cost and the entropy gain of introducing a domain wall, we obtain an approximate upper bound on $T_c$. In particular, when a domain wall energy cost $\Delta E$ approaches zero somewhere in parameter space, we expect that $T_c \to 0$ as well. The parameter limits in which this occurs are shown in Table II, and the vanishing of $T_c$ is in agreement with the finite-temperature phase diagram shown in Fig. 2(b-d).

TABLE II. Approximate upper bound on the Potts transition temperature $T_c$ and expected parameter limits, where the respective domain wall (DW) energy cost and thus $T_c$ vanish.

| DW type | $T_c/\theta$ | Parameters limits where $T_c \to 0$ |
|---------|--------------|-------------------------------------|
| UUU     | $2.4(1 + J_{th}/J_{tt})$ | $J_{th}/J_{tt} \to -1^+, |J_{hh}| > 0.5$ |
| UDD     | $2.4|J_{hh}|/J_{tt}$ | $J_{hh}/J_{tt} \to 0^-, |J_{hh}| > 0.5$ |
| UUD'    | $2.4|J_{hh}|/J_{tt}$ | $J_{hh}/J_{tt} \to 0^-$ |
V. BIQUADRATIC EXCHANGE FROM FLUCTUATIONS

We now show that a biquadratic exchange $K_{th}$ included in the model in Eq. (1) and that is crucial for the development of $\mathbb{Z}_3$ Pott-nematic order is effectively generated by quantum and thermal fluctuations in a purely bilinear model via an order-by-disorder mechanism. To determine the effect of quantum fluctuations, we rely on a known result about the triangular Heisenberg AFM in a magnetic field for which quantum fluctuations have been shown to stabilize the UUD phase [8]. We can use this result to estimate the biquadratic coupling induced by quantum fluctuations using a mapping between the Heisenberg AFM in a field and our model. To determine the effect of thermal fluctuations, we perform a standard calculation that takes into account finite-temperature corrections to the free energy from Gaussian fluctuations.

A. Biquadratic coupling induced by quantum fluctuations

In this Section, we estimate the size of an effective biquadratic coupling $K_{th}^*$ induced by quantum fluctuations in a purely bilinear model. We thus set $K_{th} = 0$ in Eq. (1) and focus on the regime of large FM $|J_{hh}| \gg J_{tt}, |J_{th}|$. Using known results about the quantum triangular Heisenberg AFM in an external magnetic field [8], we demonstrate that the quantum fluctuations (via an order-by-disorder mechanism [11, 12, 58, 59]) induce the same behavior as produced by an effective biquadratic coupling of negative sign: $K_{th}^* < 0$, which favors collinear and coplanar states.

When $K_{th} = 0$ and at $T = 0$, the classical model Eq. (1) can be mapped to the triangular Heisenberg AFM in a magnetic field

$$\mathcal{H} = J_{tt} \sum_{(i,j)} \mathbf{S}_i \cdot \mathbf{S}_j - hS_t \sum_i S_i^z,$$

where $hS_t = -6J_{th}S_h$ and we have used that the honeycomb spins are all parallel for sufficiently large FM $|J_{hh}| \gg J_{tt}, |J_{th}|$. In the following, we will assume without loss of generality that both spins have the same length $S = S_t = S_h$. For classical spins, this model exhibits an UUD ground state only for the specific magnetic field value $h^* = 3J_t$. It was shown that quantum corrections to order $1/S$, where $S$ is the spin length and $S \to \infty$ corresponds to the classical limit, stabilize the UUD phase over a finite range of magnetic fields $h \approx h^* \pm \Delta h$ via an order-by-disorder mechanism [8]:

$$\Delta h \approx \frac{1.8}{2S} J_t.$$

From the mapping between the two models, we can relate the magnetic field $h$ to the size of the coupling $J_{th}$ to the honeycomb spins, which exhibit long-range order in the ground state:

$$\Delta h S = -6\Delta J_{th} S.$$

This yields an effective range of couplings $J_{th}$ in which we expect the UUD phase to be stabilized in our model by the quantum fluctuations of triangular spins,

$$\Delta J_{th} \approx -\frac{0.3}{2S} J_t.$$

In this estimation we have neglected the fluctuations of the honeycomb spins, which is justified in the regime $|J_{hh}| \gg J_{tt}, |J_{th}|$.

We can now estimate an effective value $K_{th}^*$ due to quantum fluctuations that leads to the same stabilization of the UUD phase by comparing to the classical ground state phase diagram of Eq. (1), shown in Fig. 2(a). From the analytically known phase boundaries of the UUD phase within the three-sublattice ansatz [see Eqs. (A4) and (A5)], we estimate the window of the opening of the UUD phase as a function of $K_{th}$ to be

$$\Delta J_{th} \approx 8K_{th}.$$

By comparing with Eq. (10), we get the effective biquadratic coupling value

$$K_{th}^* \approx -0.0375 \frac{J_{tt}}{2S}.$$
B. Biquadratic coupling induced by thermal fluctuations

In this Section, we demonstrate that thermal fluctuations effectively induce a biquadratic coupling $K_{th}^2 < 0$ as well. Our derivation considers Gaussian thermal fluctuations and we focus around the point $j_{th}^{(0)} = J_{th}/J_{tt} = -1/2$ for large FM $|J_{hh}| > J_{tt}, J_{th}$ and set $K_{th} = 0$ in the classical model (1). For $J_{hh}/J_{tt} \to -\infty$, the three-sublattice ansatz is exact and the only constraint on a given triangle for $j_{th} \in (-3/2, 3/2)$ is that \[ S_A + S_B + S_C = -2j_{th}S_h. \] (13)

At $j_{th} = -1/2$, the UUD state belongs to the massively degenerate classical ground state (GS) manifold that has a magnetization on the triangular lattice equal to $m_t = S_h/3$, where $S_h$ describes the FM ordered honeycomb spins. This includes many coplanar states, symmetric umbrella states and a myriad of non-coplanar umbrella-like states. Away from this point at $j_{th} \neq -1/2$, however, the UUD state is no longer part of the ground state manifold, as shown in Fig. 7(a). Instead, for $j_{th} < -1/2$ the coplanar V state is part of the (still massively degenerate) manifold and for $j_{th} > -1/2$ the coplanar Y state is part of the degenerate GS manifold.

It is well known that order-by-disorder favors collinear and coplanar states over non-coplanar ones [12]. We thus anticipate that among the degenerate ground states, the three states (UUD, V, and Y) will be favored at a finite temperature around $j_{th}^{(0)}$. In the following, we confirm this expectation by (approximately) calculating the free energy $F = E - TS$ of all collinear and coplanar states in the degenerate ground state manifold, which yields the low-temperature phase diagram. We have also considered some symmetric non-coplanar states, which we always find to have higher free energy, as expected.

To estimate the free energy of the UUD state at finite temperature, we notice that UUD only belongs to the GS manifold for $j_{th} = j_{th}^{(0)} = -1/2$. At this point, we can calculate the entropic contribution to the free energy by considering Gaussian fluctuations around the UUD state (details shown below), which yields

\[ F^{UUD}(j_{th}^{(0)}, T) = E^{UUD}(j_{th}^{(0)}) - TS^{UUD}(j_{th}^{(0)}, T). \] (14)

Away from this point, $j_{th} \neq j_{th}^{(0)}$, we approximate its free energy by

\[ F^{UUD}(j_{th}, T) \simeq E^{UUD}(j_{th}) - TS^{UUD}(j_{th}, T). \] (15)

with $E^{UUD}(j_{th})$ being the energy of the UUD state at $j_{th}$, which is larger than the GS energy at that point. As we will show below, however, the gain in entropy $S^{UUD}$ can compensate for the higher GS energy such that the free energy of the UUD state is still the lowest one. According to our approximation in Eq. (15), the entropy $S^{UUD}$ is calculated at $j_{th}^{(0)} = -1/2$ since the UUD state only belongs to the GS manifold at $j_{th}^{(0)}$ and the entropy is calculated from harmonic fluctuations around the ground state.

At a given $j_{th}$, we compare the free energy of the UUD state as given in Eq. (15) to the free energy of states in the GS manifold at that value of $j_{th}$. We label these states by the index $\mu$ in the following, which includes both coplanar and non-coplanar states. Their free energy is given by

\[ F^\mu(j_{th}, T) \simeq E^\mu(j_{th}) - TS^\mu(j_{th}, T), \] (16)
with ground state energy $E^\mu(j_{th})$ and entropy $S^\mu(j_{th})$ arising from Gaussian thermal fluctuations on top of the ordered state. Since it is generally known that the order-by-disorder mechanism favors collinear and coplanar states over non-coplanar ones, we restrict our analysis to collinear and coplanar states in the GS manifold. We have also explicitly checked that certain types of symmetric umbrella non-coplanar states are never favored and exhibit higher free energy.

When expanding around a given GS, we parameterize the fluctuations in terms of the angles $\delta \theta_a,i$ and $\delta x_a,i = \sin \theta_a,i \delta \phi_a,i$ for each spin $S_{ai}$ of type $a \in \{A, B, C, \alpha, \beta\}$ at site $i$. This corresponds to spatial fluctuations around a three-sublattice ansatz, where spins on the triangular lattice are labelled as $A, B, C,$ a three-sublattice ansatz, where spins on the triangular lattice are labelled as $A, B, C,$ and $\alpha, \beta$ refers to the two honeycomb spins in the three-sublattice ansatz. In momentum space this becomes $\psi^T_q = (\delta \theta_{a,q}, \delta x_{a,q})$. The Fourier components are summed over half the Brillouin zone, as the fluctuations are real. One can capture Gaussian fluctuations on top of the GS manifold in terms of an effective Hamiltonian

$$\mathcal{H}^\mu(j_{th}) = E^\mu(j_{th}) + \frac{1}{2} \sum_q \psi_q^\dagger \hat{A}^\mu_q(j_{th}) \psi_q. \quad (17)$$

The form of the matrix $\hat{A}^\mu_q(j_{th})$ depends on the GS spin configuration and is analyzed in Appendix C. For the UUD state, the effective Hamiltonian is instead written as

$$\mathcal{H}^{UUD}(j_{th}) = E^{UUD}(j_{th}) + \frac{1}{2} \sum_q \psi_q^\dagger \hat{A}^{UUD}_q(j_{th}) \psi_q, \quad (18)$$

which includes the matrix $\hat{A}^{UUD}_q(j_{th})$ obtained at $j_{th} = -1/2$. A more accurate approximation would involve computing the fluctuations expanded at $j_{th}$ instead of at fixed $j_{th} = j_{th}(0)$. Since the UUD state is not within the GS manifold for $j_{th} \neq -1/2$, however, terms that are linear in $\psi_q$ would be present in the expansion.

We obtain the partition function $Z^\nu$ for an effective Hamiltonian $\mathcal{H}^\nu$ by integrating over the Gaussian fluctuations,

$$Z^\nu = \frac{e^{-\mathcal{F}^\nu}}{(2\pi)^{N/2}} \prod_q \int d\psi_q^\dagger d\psi_q \exp \left[ -\frac{1}{2} \psi_q^\dagger \hat{A}^\nu_q \psi_q \right]. \quad (19)$$

Note that this expression holds for both the UUD state and any of the degenerate GSs $\mu$ at $j_{th}$. The integral is straightforward to compute and the free energy can be easily obtained from $F^\nu = -T \ln Z^\nu$ as

$$F^\nu = E^\nu + T \sum_q \ln |\det \hat{A}^\nu_q| + NT \ln \left( 2\sqrt{\frac{\pi}{T}} \right). \quad (20)$$

We obtain the entropy by comparing with Eq. (16) as

$$S^\nu(j_{th}, T) = - \sum_q \ln |\det \hat{A}^\nu_q| - N \ln \left( 2\sqrt{\frac{\pi}{T}} \right). \quad (21)$$

In Fig. 7(b) we plot the maximum entropy $\max_{\mu} S^\mu(j_{th}, T)$ considering all states $\mu$ of the GS manifold, dropping the term $-N \ln (2\sqrt{\pi}/T)$, which is common to all states. Generally, we find that the entropy term favors collinear and coplanar states over non-coplanar ones, with collinear states being most favored. Close to $J_{th}/J_{tt} = -1/2$, $\max_{\mu} S^\mu(j_{th}, T)$ exhibits a peak at $j_{th}/J_{tt} = -1/2$. This shows that the UUD state has a higher entropic contribution than the nearby coplanar ground states at $j_{th}/J_{tt} \neq -1/2$. This leads to the fact that the UUD state will be favored at finite temperature in a window around $j_{th}/J_{tt} = -1/2$, where the ground state energy difference between the UUD and the other states is small.

We note that a potential caveat in performing Gaussian expansions around the classical ground state to capture finite temperature fluctuations is the presence of Goldstone modes that are associated with continuous symmetry breaking at zero temperature. However, it is known that while the spin correlation function exhibits an infrared divergence at low temperatures, the free energy is well defined in the low-temperature limit [7, 18] and our calculation thus justified.

We numerically compare $F^\nu(j_{th}, T)$ with $F^{UUD}(j_{th}(0), T)$ to find the boundaries at finite temperatures for which the UUD state is favored. In Fig. 7(c) we show the free energy difference between UUD and the coplanar Y state at $j_{th} = j_{th}(0) + 0.03$. Due to the entropic term, the UUD state has a lower free energy for $T/J_{tt} > 0.012$. By performing this analysis for
$j_{th}$ around $j_{th}^{(0)}$, we obtain the low temperature phase diagram shown in Fig. 8 that hosts an UUD phase over a finite region close to $j_{th}^{(0)}$ at $T > 0$.

Linearizing the slopes of the phase boundary between the UUD and the Y and V phases in Fig. 8, we estimate these slopes to be $J_{th}/T \approx 2.5$ and $J_{th}/T \approx -5$, respectively. The width of the UUD phase is thus approximately given by

$$\Delta J_{th} \approx 7.5T. \quad (22)$$

Comparing with the opening of UUD window the classical GS phase diagram in Fig. 2(a) and using the analytical expressions for the phase boundaries in Eqs. (A4) and (A5), we obtain an effective biquadratic coupling of

$$K_{th}^{th} \approx -0.9 \frac{T}{J_{th}}. \quad (23)$$

For $T = 0.05J_{th}$ we estimate a thermally induced $K_{th}^{th} \approx -0.045J_{th}$ that is comparable to the effective $K_{th}^{th} \approx -0.04J_{th}$ induced by quantum fluctuations at $T = 0$ for $S = 1/2$. This puts the model in the vicinity of the Heisenberg limit in the phase diagram of Fig. 2(a).

VI. CONCLUSIONS

To conclude, we here design and study bilinear-biquadratic $SO(3)$ symmetric Heisenberg models on stacked lattices that exhibit emergent three-state Potts-nematic order. The lattice designs consist of AFM coupled spins on a triangular sublattice that are interacting with spins on a FM coupled sixfold symmetric sublattice. We presented different lattice variants realizing this motif such as the windmill model (honeycomb-triangular bilayer), a triangular-kagome bilayer and an ABC stacked triangular lattice trilayer. We demonstrated that these models can be regarded as $SO(3)$ invariant generalizations of Heisenberg and Ising triangular AFMs in magnetic fields, and largely extend the material space to study emergent Potts-nematic phases. We show that an effective biquadratic exchange coupling, which is explicitly included in our model as parameter $K_{th}$, arises from quantum and thermal fluctuations already in a purely bilinear model (with $K_{th} = 0$) via an order-by-disorder mechanism. This reduces the requirements for an experimental realization of the proposed stacked spin models. We thus hope that our work leads to further exploration of materials that realize $SO(3)$ invariant spin exchange interactions on such stacked lattices.

We here focus on the example of classical spin models on the 2D windmill lattice, and show that while magnetic order is absent at finite temperatures due to the Hohenberg-Mermin-Wagner theorem, the system hosts a finite temperature phase transition into a state with long-range three-state Potts-nematic order above the $T = 0$ UUD ground state. Our key result is the phase diagram of this model at finite-$T$ as a function of Hamiltonian parameters $J_{th}/J_{tt}$, $K_{th}/J_{tt}$, and $J_{hh}/J_{tt}$. We relate our findings obtained using large-scale MC simulations and analytical theory to known results on the Ising and Heisenberg triangular AFMs in field. For example, tuning $J_{th}/J_{tt}$ in our models is similar to tuning the magnetic field strength in the other models and changing $K_{th}/J_{tt}$ effectively changes the “Isingness” or degree of collinearity of our model. This allows to smoothly tune between the Heisenberg and Ising limits, which both exhibit $Z_3$ Potts transitions at finite temperatures (this holds both for our models and the Heisenberg and Ising triangular AFMs in an external magnetic field).

We also introduce a tuning parameter to manipulate the Potts order that corresponds to the spatial inhomogeneity of the magnetic field (or spatial rigidity of the field) that the triangular spins experience. This rigidity is related to the spin correlation length on the honeycomb sublattice $\xi_h$ and is thus controlled by the tuning parameter $J_{hh}/J_{tt}$. Within our MC simulations we show that Potts $T_c$ suddenly drops to zero at a critical, small value of $J_{hh}/J_{tt}$. In analogy to the Ising model in a magnetic field [13, 14], we conjecture that this transition lies in the KT universality class. Our data is also consistent with a first-order transition and this question deserves further study.

While we focused on the study of the $Z_3$ Potts-nematic phase transition above the UUD ground state, the zero-temperature phase diagram hosts states that have an additional $U(1)$ symmetry in their order parameter manifold. At finite temperature above those ground states, one expects the appearance of an additional KT transition, and the interplay and order in the sequence of KT and Potts phase transitions could be explored in the future. A study of the finite temperature phase diagram above the non-collinear umbrella ground state that occupies the $K_{th} > 0$ part of the $T = 0$ phase diagram is also worthwhile.

Another open question is the effect of spatial site or bond disorder, which is known to be able to induce non-collinear spin orderings. Finally, including additional degrees of freedom in the model such as phonons that couple to the Potts-nematic degree of freedom or considering a quantum spin version of the proposed models, e.g. with spin $S = 1$ are interesting future research directions; for interesting studies of related quantum $S = 1$ models on triangular and honeycomb lattices, see e.g. [66, 67].
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Appendix A: Variational ansatz and analytical solutions

FIG. 9. (a) Classical ground state phases for the three triangular sublattices (black) and the honeycomb sublattice (red) shown with the angles chosen to parametrize the states for the analytical expressions for the energies given in Eq. (A2). (b,c) One-dimensional parameter cuts through the variational phase diagram in Fig. 2(a). Panel (b) is for fixed $K_{th}/J_{tt} = 0.8$ and panel (c) is for fixed $K_{th}/J_{tt} = -0.1$. The plots show the largest relative angle between any pair of triangular spins $\theta_{ABC} = \max[\theta_{AB}, \theta_{AC}, \theta_{BC}]$, which uniquely characterizes the different phases. Dashed black lines indicate first-order phase transitions within the variational ansatz. The inset in (b) shows the derivative of the energy with respect to $K_{th}$, indicating a continuous transition from the UUD to the V phase and a first-order transition from V to the umbrella phase.

Here we describe details of the variational calculation resulting in the zero-temperature classical phase diagram shown in Fig. 2(a). We introduce the variational ansatz, state the energies for all the phases that appear on the phase diagram, and analytically solve for the linearized boundaries between phases.

We consider the limit $|J_{th}| \gg J_{tt}, |J_{hh}|, |K_{th}|$ and introduce a variational ansatz assuming three triangular sublattices $(A, B, C)$ and a honeycomb sublattice $(h)$ as illustrated in the upper right corner of Fig. 2(a) of the main text. Specifically, we assume that the GS spin configuration is of the following form

$$S_A = S(\sin \theta_A \cos \phi_A, \sin \theta_A \sin \phi_A, \cos \theta_A)$$

$$S_B = S(\sin \theta_B \cos \phi_B, \sin \theta_B \sin \phi_B, \cos \theta_B)$$

$$S_C = S(\sin \theta_C \cos \phi_C, \sin \theta_C \sin \phi_C, \cos \theta_C)$$

$$S_h = S(0, 0, 1),$$

for $S = 1$. Note that spins on a given sublattice $(A, B, C, h)$ point along the same direction in the complete system. Without loss of generality, we set the $z$ axis to point along the honeycomb spins.

The variational ansatz in Eqs. (A1) is exact in the limit $J_{th} \rightarrow -\infty$ and $K_{th} = 0$ when the model (1) maps to the triangular Heisenberg antiferromagnet in an external magnetic field [1, 8], because the honeycomb spins are then ordered FM at $T = 0$. We have explicitly checked using MC simulations that this ansatz yields the correct ground states even in the regime of our main interest, which is for $|J_{th}| \approx J_{tt}$ and $J_{th}, K_{th} < 0$, $|J_{hh}|, |K_{th}| < J_{tt}$.

We minimize the energy of the Hamiltonian given in Eq. (1) of the main text with respect to the six free angles of the triangular spins in the local coordinate system associated with the orientation of the honeycomb spin. To avoid being trapped in a local minimum, we repeat the local minimization procedure 20 times starting from random initial conditions. We identify five classical ground state phases: FM, UUD, umbrella, Y, and V states, as illustrated in Fig. 9(a). Next, we write the analytical expressions for the ground state variational energy per unit cell for each of the states:

$$E_{FM} = \frac{3}{N_S^2} J_{tt} + 6 J_{th} + 6 K_{th} + 3 J_{hh}$$

$$E_{UUD} = \frac{3}{N_S^2} J_{tt} + 2 J_{th} + 6 K_{th} + 3 J_{hh}$$

$$E_{umbrella[\theta]} = \frac{3}{N_S^2} J_{tt} (1 + 3 \cos 2\theta) + 6 J_{th} \cos \theta +$$

$$+ 6 K_{th} \cos^2 \theta + 3 J_{hh}$$

$$E_{V[\theta, \alpha, \beta]} = \frac{3}{N_S^2} J_{tt} (\cos 2\theta - 2 \cos \theta) + 2 J_{th} (-1 + 2 \cos \theta)$$

$$+ 2 K_{th} (1 + 2 \cos^2 \theta) + 3 J_{hh}$$

$$E_{V[\theta, \alpha, \beta]} = \frac{3}{N_S^2} J_{tt} (1 + 2 \cos (\theta + \beta))$$

$$+ 2 J_{th} (2 \cos \theta + \cos \beta) +$$

$$+ 2 K_{th} (2 \cos^2 \theta + \cos^2 \beta) + 3 J_{hh},$$

where the angles $\theta$, $\alpha$, and $\beta$ used in the parametrization of the umbrella, Y and V states are chosen as illustrated
in Fig. 9(a). Note that the total magnetization on 
the triangular lattice in the V state denoted with the small 
black arrow is collinear with the honeycomb spin only for 
\( K_{th} = 0 \).

From the minimization of the energy with respect to 
the angles, we obtain the analytic expression for the 
ground state energies for the umbrella and the Y states 
\[
\frac{E_{\text{umbrella}}}{NS^2} = \frac{3J_{th}}{2} + 3 + 4\frac{K_{th}}{J_{tt}} + 4\left(\frac{J_{tt}}{J_{th}}\right)^2,
\]
\[
\frac{E_Y}{NS^2} = J_{tt} - 3 - 4\left(\frac{J_{th}}{J_{tt}}\right)^2 - 8\frac{J_{tt}K_{th}}{J_{th}} + 8\left(\frac{J_{tt}}{J_{th}}\right)^2.
\]

(A3)

The expression for the V state that has to be minimized 
over two angles \( \theta_{\alpha} \) and \( \theta_{\beta} \) cannot be obtained analytically.

The phase diagram obtained by the variational ansatz 
is shown in Fig. 2(a) of the main text. Fig. 9(b) shows 
the reorientation of the spins as a function of biquadratic 
coupling \( K_{th} \) for fixed \( J_{th}/J_{tt} = -0.8 \). Fig. 9(c) is 
the corresponding curve as a function of \( J_{th} \) for fixed 
\( K_{th}/J_{tt} = -0.1 \). The vertical axis illustrates the 
maximum relative angle between the triangular spins 
\( \theta_{ABC} = \max(\theta_{AB}, \theta_{AC}, \theta_{BC}) \).

In Fig. 9(b), we show how the UUD state continuously reorients to the V state. At \( K_{th} \to 0 \), the 
V state reorients to the non-coplanar umbrella state 
through a first-order phase transition, as seen from the 
first derivative of the energy with respect to \( K_{th} \) in the 
inset of Fig. 9(b). For large and positive values of \( K_{th}/J_{tt} \), the 
angle between spins of the triangular and honeycomb 
sublattices in the umbrella state reaches 90° and the 
relative angle between the triangular spins approach 120°.

Fig. 9(c) shows that the model exhibits a continuous phase transitions from FM to V and from UUD to Y phases as the ratio \( |J_{th}/J_{tt}| \) is decreased. In contrast, at 
larger negative \( K_{th} \) the transition between the UUD and 
the FM phase is first-order within the three-sublattice 
ansatz (not shown).

From the analytical expressions for the energies of the 
variationally obtained states, we obtain the analytic solutions 
for the phase boundaries. These are stated in 
Eqs. (A4) and (A5). The phase boundaries between two 
neighboring phases are described by (notice that the y-
axis is reversed in Fig. 2(a)):

FM and UUD \( \frac{J_{th}}{J_{tt}} = -1 \)

FM and umbrella \( \frac{J_{th}}{J_{tt}} = -\frac{3}{2} - 2\frac{K_{th}}{J_{tt}} \) \( \quad \text{(A4)} \)

UUD and Y \( \frac{J_{th}}{J_{tt}} = -\frac{1}{2} - 2\frac{K_{th}}{J_{tt}} \).

The boundaries with the V phase cannot be determined 
analytically in the most general case when the relation 
between \( \theta_{\alpha} \) and \( \theta_{\beta} \) is unknown. In the limit \( K_{th} \to 0^- \), 
however, expanding to second order around \( \theta_{\alpha} = \theta_{\beta} = 0 \) 
for FM (\( \theta_{\alpha} = 0, \theta_{\beta} = \pi \) for UUD) and evaluating at 
\( \theta_{\alpha} = \epsilon \) and \( \theta_{\beta} = 2\epsilon \) for FM (\( \theta_{\alpha} = \epsilon \) and \( \theta_{\beta} = \pi - 2\epsilon \) 
for UUD) in the limit \( \epsilon \to 0 \), gives the linear boundaries with the V phase

FM and V \( \frac{J_{th}}{J_{tt}} = -\frac{3}{2} - 2\frac{K_{th}}{J_{tt}}, \quad K_{th} \to 0^- \)

UUD and V \( \frac{J_{th}}{J_{tt}} = -\frac{1}{2} + 6\frac{K_{th}}{J_{tt}}, \quad K_{th} \to 0^- \). \( \quad \text{(A5)} \)

**Appendix B: Three-state Potts-nematic transition**

Here we show additional MC results regarding the Z₃ 
Potts transition between the paramagnetic phase and the 
phase with long-range Potts-nematic order.

1. **Derivation of Binder cumulant for Potts order**

Here we derive the Binder cumulant [68, 69] for complex 
Z₃ Potts order parameter \( m₃ \), introduced in Eq. (4) 
of the main text. We calculate the Binder ratio

\[
R₂ = \frac{\langle |m₃|^4 \rangle}{\langle |m₃|^2 \rangle^2},
\]

(B1)

where the averages are taken over the order parameter 
distribution \( P(m₃) \). In the ordered phase, the order 
parameter acquires a finite value \( |m₃| = 1 \) leading to 
\( R₂ = 1 \). In the disordered phase \( |m₃| = 0 \), so \( R₂ \) has to be 
calculated up to the second order around the mean value, 
including the fluctuations in order parameter. The 
fluctuations of the order parameter \( m₃ \) are Gaussian and lie 
in the two-dimensional complex plane. In the disordered 
phase, the fluctuations of the amplitude follow a normal 
distribution. In polar coordinates centered at zero, the 
distribution around the mean value is

\[
P_{ρ}(ρ) = \frac{1}{\sqrt{2πσ^2}} e^{-\frac{ρ^2}{2σ^2}},
\]

(B2)

while the angular contribution is uniformly distributed, 
\( P_θ(θ) = 1/(2π) \). Integrating over the whole space, we 
find \( R₂ = 2 \) in the disordered phase.

Combining the previous results, we construct the 
Binder cumulant \( U₂ \) that gives \( U₂ = 1 \) in the ordered 
UUD and \( U₂ = 0 \) in the disordered phase,

\[
U₂ = 2 \left( 1 - \frac{1}{2} R₂ \right),
\]

(B3)

identical with the Binder cumulant for the 2-component 
order parameter for the XY model [70].

The Binder ratio and the derived Z₃ Potts Binder 
cumulant \( U₂ \) can be used as a precise measure of the Z₃ 
Potts transition for which the leading finite-size corrections 
cancel out. The transition temperature is determined from the 
intersections of calculated Binder cumulants for different system sizes, as shown in the Fig. 4(b) 
of the main text.
FIG. 10. The amplitude \( m_3 \) of the order parameter as a function of linear lattice size \( L \) shows a saturation for \( T < T_c \) and an exponential decay for \( T > T_c \).

2. Amplitude of Potts order parameter versus temperature

As a complementary indicator of \( \mathbb{Z}_3 \) Potts transition to the results shown in Fig. 4 in the main text, we show the \( \mathbb{Z}_3 \) Potts magnetization \( \langle m_3 \rangle \) as a function of system size in Fig. 10. The change in the trend in the decay of \( \langle m_3 \rangle \) as a function of linear system size \( L \) from saturation for \( T < T_c \) to exponential decay for \( T > T_c \) indicates the \( \mathbb{Z}_3 \) Potts transition.

3. Scaling behavior of raw Monte-Carlo results as a function of reduced temperature

In Fig. 5, we show a finite size scaling analysis of Potts magnetization \( m_3 \), Potts susceptibility \( \chi_3 \) and specific heat \( C_V \) using the theoretically known exponents of the 2D \( \mathbb{Z}_3 \) Potts universality class: \( \alpha = 1/3 \), \( \beta = 1/9 \) and \( \gamma = 13/9 \) [63]. In Fig. 11, we plot these observables on a double logarithmic scale as a function of the reduced temperature \( t = \frac{\theta - T_c}{T_c} \) and compare to the slope obtained from the power law using the exact Potts exponents. Here, \( T_c \) is extracted from the crossing of the Binder cumulant and slightly tuned within the determined error bar from optimization of the scaling collapse given in Fig. 5. The results shown in Fig. 11 show good agreement with the power laws of the exact Potts critical exponents. The deviations from linearity get smaller for larger system sizes and the agreement with the predictions using the exact critical exponents also improves with larger system size, as indicated by the black arrows.

Appendix C: Expressions of matrix for Gaussian thermal fluctuations of coplanar states

This section contains the explicit expressions of the effective Hamiltonians \( \mathcal{H}^\mu \) that correspond to coplanar ground states. As described in the Section V B, \( \mathcal{H}^\mu \) includes Gaussian thermal fluctuations around the zero temperature configurations. We expand to second order in the fluctuations of the angles \( \{\delta \theta_{a,i}, \delta \phi_{a,i}\} \) where \( \delta x_{a,i} = \sin \theta_{a,i,0} \) around a given ground state configuration \( \theta_{a,i}^0 \) and \( \phi_{a,i}^0 \). Here, \( i \) labels the spatial index and \( a \in \{A, B, C, \alpha, \beta\} \) is the sublattice index of the three-sublattice variational ansatz we consider for the ground states. The angles \( \theta \) and \( \phi \) describe polar and azimuth with respect to the honeycomb spin at basis site \( a \). Interestingly, we find that the fluctuations in \( \delta \theta_{a,i} \) and \( \delta x_{a,i} \) decouple for coplanar states and the effective Hamiltonian for coplanar ground states thus takes the form

\[
\delta \mathcal{H} = \delta \mathcal{H}_{\delta \theta} + \delta \mathcal{H}_{\delta x}.
\]

We further find that \( \delta \mathcal{H}_{\delta x} \) is independent of the set of ground state angles \( \{\theta_{a,i}^0, \phi_{a,i}^0\} \). Which states are preferred by the entropy term is thus solely determined by \( \delta \mathcal{H}_{\delta \theta} \). Similar findings about the separation of the angular fluctuations and the insignificance of \( \delta \mathcal{H}_{\delta x} \) in the order-by-disorder mechanism was reported for the Heisenberg AFM on the triangular lattice in a magnetic field [7].

Due to the decoupling of the angular fluctuations, the matrix \( \hat{A}_q \) takes the following form

\[
\hat{A}_q = \begin{pmatrix} M_q & 0 \\ 0 & \tilde{N}_q \end{pmatrix}.
\]

The diagonal block describing the coupling between the \( \delta \theta_{a,i} \) variables is given by

\[
\hat{M}_q = \begin{pmatrix} 3J_{tt} & uJ_{tt} & \cos \theta_A^0 J_{th} \xi_q^0 \\
3J_{tt} & 3J_{tt} & \cos \theta_B^0 J_{th} \xi_q^0 \\
3J_{tt} & 3J_{tt} & \cos \theta_C^0 J_{th} \xi_q^0 \\
\end{pmatrix} + \text{c.c.} \approx \frac{J_{th}}{J_{tt}} - 3J_{hh} \\
\]

where \( \theta_A^0, \theta_B^0 \) and \( \theta_C^0 \) are the angles in the ground state, measured with the respect of the axis of the honeycomb spin \( \alpha \). For example, for the UUD state we find \( \{\theta_A^0, \theta_B^0, \theta_C^0\} = (0, 0, \pi) \). We have also introduced the variables \( u = \cos (\theta_A^0 - \theta_B^0), v = \cos (\theta_C^0 - \theta_B^0), w = \cos (\theta_A^0 - \theta_C^0) \). The block describing the coupling between the \( \delta x_{a,i} \) variables is given by

\[
\hat{N}_q = \begin{pmatrix} 3J_{tt} & J_{tt} \xi_q & J_{tt} \xi_q^* \\
3J_{tt} & 3J_{tt} & J_{hh} \xi_q \\
3J_{tt} & 3J_{tt} & J_{hh} \xi_q^* \\
\end{pmatrix} + \text{c.c.} \approx \frac{J_{hh}}{J_{tt}} - 3J_{hh} \\
\]

Both blocks contain the functions

\[
e_{q} = e^{iqy_a} + e^{-i(qy_a + \sqrt{q} \theta_y a)} + e^{-i(qy_a + \sqrt{q} \theta_y a)}
\]

\[
\xi_{q} = e^{-i \sqrt{q} \theta_y a} + e^{i \sqrt{q} \theta_y a} + e^{-i \sqrt{q} \theta_y a} + e^{i \sqrt{q} \theta_y a} 
\]

where \( a \) is the lattice size of the triangular sublattice.
FIG. 11. $\mathbb{Z}_3$ Potts magnetization $\langle m_3 \rangle$, $\mathbb{Z}_3$ Potts susceptibility $\langle \chi_3 \rangle$ and specific heat $\langle c_V \rangle$ obtained in our calculations are compared with the analytical exponents expected for this transition as a function of reduced temperature $|t|$ for $T < T_c$. The Monte-Carlo results for different system sizes $L$ are shown on log-log scale compared with the critical power-law behavior for the $\mathbb{Z}_3$ Potts model (dashed red lines). The region close to the critical point is shaded. The black arrows indicate the trends in scaling functions with the increased system sizes.

Appendix D: Mapping to the Ising limit

In this Appendix, we show how the model of Eq. (1) maps to the Ising triangular AFM in a magnetic field at finite temperatures and $K_{th} < 0$, in the limit $|J_{hh}|, |K_{th}| \gg |J_{tt}|$. We are going to do so by analyzing what each coupling constant is enforcing, respecting the hierarchy of the energy scales.

First, the large $|J_{hh}|$ reduces the fluctuations of the honeycomb spins. While the honeycomb lattice does not order at finite temperatures, the large coupling allows us to write

$$S_{hi} = (\sin \theta_i, 0, \cos \theta_i). \quad (D1)$$

with a slowly varying angle $\theta_i$, i.e., $|J_{hh}| \gg T$. Now, we address how the triangular lattice reacts to this texture of the honeycomb spins. For large $K_{th} < 0$, the orientation of a given triangular spin $S_{ti}$ is enforced to be collinear with the (mean-field) average local field of the nearest-neighbor honeycomb spins

$$S_{ti} = \frac{\sigma_i}{6} \sum_{j=1}^{6} S_{hj}, \quad \sigma_i = \pm 1. \quad (D2)$$

Rewriting the terms with $J_{tt}$ and $J_{th}$ of the Hamiltonian Eq. (1) using Eq. (D2) and keeping only terms up to order $\delta \theta_{ij} = \theta_i - \theta_j$ (with $i,j$ nearest neighbors) and neglecting constant terms, one obtains an effective Ising model on the triangular lattice in a magnetic field,

$$\mathcal{H}_{ef} = J_{tt} \sum_{\langle ij \rangle_{tr}} \sigma_i \sigma_j + 6J_{th} \sum_i \sigma_i. \quad (D3)$$

This is the effective Ising model on the triangular lattice discussed in the main text.