Identification of a Time-Dependent Coefficient in Heat Conduction Problem by New Iteration Method
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This paper investigates the problem of identifying unknown coefficient of time dependent in heat conduction equation by new iteration method. In order to use new iteration method, we should convert the parabolic heat conductive equation into an integral equation by integral calculus and initial condition. This method constructs a convergent sequence of function, which approximates the exact solution with a few iterations and does not need complex calculation. Illustrative examples are given to demonstrate the efficiency and validity.

1. Introduction

In this paper, we will consider an inverse problem of determining a control function \( p(t) \) in the following parabolic partial differential equation:

\[
\begin{align*}
  u_t(x, t) &= u_{xx} + qu_x + p(t)u + F(x, t), \\
  x &\in (0, 1), \\
  t &\in (0, T],
\end{align*}
\]

(1)

\[
\begin{align*}
  u(x, 0) &= f(x), \\
  x &\in (0, 1),
\end{align*}
\]

(2)

\[
\begin{align*}
  u(0, t) &= g_1(t), \\
  t &\in (0, T],
\end{align*}
\]

(3)

\[
\begin{align*}
  u(1, t) &= g_2(t), \\
  t &\in (0, T],
\end{align*}
\]

(4)

and the overspecified condition

\[
\begin{align*}
  u(x^*, t) &= E(t), \\
  t &\in (0, T],
\end{align*}
\]

(5)

or

\[
\int_0^{(t)} udx = E(t), \\
\]

(6)

where \( F(x, t), f(x), g_1(t), g_2(t), E(t) \neq 0 \), and \( 0 < s(t) \leq 1 \) are known functions, \( q \) is a known constant, and \( x^* \in (0, 1) \) is a fixed observation point; the condition (6) represents the specification of a relative heat content of a portion of the conductor. The unknown function pair \((u, p)\) will be determined.

Nonlocal boundary specifications like (6) arise from many important applications in heat transfer, thermoelasticity, control theory, life science, etc. For example, in a heat transfer process, if we let \( u \) represent the temperature distribution, then (1)–(4) and (6) can be regarded as a control problem with source control. A source control parameter \( p(t) \) needs to be determined so that a desired thermal energy can be obtained for a portion of the spatial domain.

Determination of unknown coefficients in inverse heat conduction problems is well known as inverse coefficient problems (ICPs). Identification of physical properties such as conductivity using measured temperature or heat flux values at some sites is an important inverse problem, and these problems have been studied by many authors and some types of ICPs have been solved by some numerical or analysis methods; for instance, Cannon JR and Lin YP researched the parameter \( p(t) \) in some quasilinear parabolic differential equations in [1], Kerimov NB and Ismailov MI studied the existence, uniqueness and continuous dependence upon the data of the solution of the ICPs using the generalized Fourier
Consider the general functional equation

\[ u = N(u) + f, \tag{7} \]

where \( N \) is a continuous nonlinear operator from \( U \rightarrow V \) (\( U, V \subset B \), \( B \) is a Banach space), \( f \) is a known function, and \( \| f(\cdot) \| \leq M \), where \( M \) is a positive constant. Assume that (7) has the following series solution:

\[ u = \sum_{i=0}^{\infty} u_i, \tag{8} \]

The nonlinear operator \( N \) can be decomposed as [13]

\[ N(u) = N \left( \sum_{i=0}^{\infty} u_i \right) \]

\[ = N(u_0) + \sum_{i=1}^{\infty} \left\{ N \left( \sum_{j=0}^{i} u_j \right) - N \left( \sum_{j=0}^{i-1} u_j \right) \right\}. \tag{9} \]

In view of (8) and (9), (7) can be rewritten as

\[ u = N(u) + f \]

\[ = f + N(u_0) + \sum_{i=1}^{\infty} \left\{ N \left( \sum_{j=0}^{i} u_j \right) - N \left( \sum_{j=0}^{i-1} u_j \right) \right\}. \tag{10} \]

Define the recursion relation as follows:

\[ u_0 = f, \]
\[ u_1 = N(u_0), \]
\[ u_{m+1} = N(u_0 + u_1 + \cdots + u_m) - N(u_0 + u_1 + \cdots + u_{m-1}), \tag{11} \]

\[ m = 1, 2, \ldots. \]

From (11), we have

\[ u_1 + u_2 + \cdots + u_{m+1} = N(u_0 + u_1 + \cdots + u_m), \tag{12} \]

\[ m = 1, 2, \ldots, \]

and

\[ u = f + \sum_{i=1}^{\infty} u_i. \tag{13} \]

If \( N \) is a contraction operator, that is, \( \|N(u) - N(v)\| \leq K\|u - v\|, 0 < K < 1 \), then

\[ \|u_m\| = \|N(u_0 + u_1 + \cdots + u_m) - N(u_0 + u_1 + \cdots + u_{m-1})\| \leq K\|u_{m-1}\| \tag{14} \]

\[ \leq K^m \|u_0\|, \quad m = 1, 2, \ldots. \]

Since the numerical series \( \sum_{i=0}^{\infty} K^i\|u_i\| \) is convergent, therefore, the series \( \sum_{i=0}^{\infty} u_i \) uniformly converges to a solution of (7) [16], which is unique in view of the Banach fixed point theorem [17].

If \( N \) is a linear operator, from (11) we obtain

\[ u_m = N(u_{m-1}), \quad m = 1, 2, \ldots, \tag{15} \]

and

\[ u = f + \sum_{i=1}^{\infty} N(u_{i-1}). \tag{16} \]

Apply the NIM to Volterra integral equation of the second kind as follows:

\[ u(x) = f(x) + \int_{a}^{x} \Gamma(x, t, u(t)) \, dt, \quad x \in \Omega \subset R^1, \tag{17} \]
where $\Omega$ is a closed subset, $|x-a| \leq h, |t-a| \leq h$, $h$ is a positive constant, and $f(x)$ is a continuous function of its arguments and satisfies Lipschitz Condition; that is, $|\Gamma(x,t,\Phi) - \Gamma(x,t,\Psi)| < L|\Phi - \Psi|$, where $L$ is a positive constant independent of $x, t, \Phi,$ and $\Psi$.

Let $|\Gamma(x,t,u)| \leq M$, where $M$ is a positive constant; from (11) we define

$$u_0 (x) = f (x),$$
$$u_1 (x) = \int_a^x \Gamma (x,t,u_0 (t)) \, dt,$$
$$u_{m+1} (x) = \int_a^x (\Gamma (x,t,u_0 + \cdots + u_m) - \Gamma (x,t,u_0 + \cdots + u_{m-1})) \, dt, \quad m = 1, 2, \ldots .$$

Then the series $\sum_{i=0}^{\infty} u_i$ is uniformly convergent.

In fact,

$$|u_1 (x)| \leq \int_a^x |\Gamma (x,t,u_0 (t))| \, dt \leq M (x - a),$$
$$|u_2 (x)| \leq \int_a^x |\Gamma (x,t,u_0 (t)) + u_1 (t)| \, dt \leq M \int_a^x |u_1 (t)| \, dt \leq ML \frac{(x-a)^2}{2!}, \quad m = 1, 2, \ldots .$$

Since the numerical series $\sum_{i=1}^{\infty} (M/L)((Lh)^m!/m!)$ is convergent, so the series $\sum_{i=0}^{\infty} u_i(x)$ uniformly converges to the solution of (17).

### 3. Apply NIM to the Inverse Problem

We begin our investigation with a pair of invertible transformations for (1)-6:

$$r(t) = \exp \left( - \int_0^t \left( p(s) - \frac{q^2}{4} \right) \, ds \right),$$
$$v(x,t) = u(x,t) \exp \left( \frac{q^2}{2} x \right).$$

We can rewrite (1)–(4) and (5) or (6) as follows:

$$v_1 (x,t) = v_{xx} + r(t) \exp \left( \frac{q^2}{2} x \right) F(x,t), \quad x \in (0,1), \quad t \in (0,T],$$
$$v(x,0) = f(x) \exp \left( \frac{q^2}{2} x \right), \quad x \in (0,1),$$
$$v(0,t) = r(t) g_1 (t), \quad t \in (0,T],$$
$$v(1,t) = r(t) g_2 (t) \exp \left( \frac{q^2}{2} \right), \quad t \in (0,T],$$

such that

$$r(t) = \frac{v(x^*,t)}{E(t)} \exp \left( - \frac{q^2}{2} x^* \right),$$

or

$$r(t) = \frac{1}{E(t)} \int_0^t v(x,t) \exp \left( - \frac{q}{2} x \right) \, dx.$$

It is clear that the original inverse problem (1)–(6) is equivalent to the auxiliary problem (22)–(27). If $r(t)$ can be made known, then we can use proper method to solve (22)–(25) which seemed as a direct problem. So the key to the solution of the inverse problem lies in getting $r(t)$ from overspecified data (26) or (27), where $r(t)$ is related to unknown function $v(x,t).$ Cannon JR and Lin YP [1, 18] have showed the existence and uniqueness of a smooth global solution pair $(v,r)$ which depends continuously upon the data under certain assumptions on the data of the auxiliary problem (22)–(27). Thus a unique solution pair $(u,p)$ can be obtained through the following inverse transformations to (20) and (21):

$$u(x,t) = \frac{v(x,t)}{r(t)} \exp \left( - \frac{q}{2} x \right),$$
$$p(t) = \frac{r'(t)}{r(t)} + \frac{q^2}{4}.$$

In this paper, we will focus on the numerical approach.

Now we proceed to approximate solution pair $(v, r)$ by the NIM. By integrating both sides of (22) with respect to $t$ from 0 to $t$ and using (23), we obtain

$$v(x,t) = v(x,0) + \int_0^t \left( v_{xx} (x,s) + r(s) \exp \left( \frac{q^2}{2} x \right) F(x,s) \right) \, ds,$$

which of the same form as (17) can be solved by the NIM, where

$$\int_0^t \left( v_{xx} (x,s) + r(s) \exp \left( \frac{q^2}{2} x \right) F(x,s) \right) \, ds =$$
is a linear operator with respect to $v(x, s)$. We obtain the recursion relation from (15) and (18) as follows:

$$v_0(x, t) = v(x, 0),$$

$$v_1(x, t) = \int_0^t \left( v_{0xx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right) ds,$$

$$v_{m+1}(x, t) = \int_0^t \left( v_{mxx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right) ds,$$

$m = 1, 2, \ldots$  \hspace{1cm} (31)

Here, the notation $v_{mx}(x, s) = \frac{\partial^2 v_m(x, s)}{\partial x^2}$. If (29) satisfies the conditions of (17), then the series $v = \sum_{i=0}^{\infty} v_i$ is convergent and the pair $(v, r)$ is found; we can obtain the solution of the inverse problem from (28).

We can summarize the procedure from the analysis above. Firstly, we change the inverse problem (1)–(6) into the equivalent problem (22)–(27) from a pair of invertible transformation (21) and (20); secondly, the problem (22)–(25) can be seemed as a direct problem when $r(t)$ can be made known from the overspecified data (26) or (27); thirdly, by integrating both sides of the (22) with respect to $t$ from 0 to $t$ and using (23), (22) has been changed into (29) which of the same form as (17) can be solved by the NIM; finally, using $v(x, t)$ which has been obtained from the third step and (26) or (27), $r(t)$ can be determined; then we can obtain the solution of the inverse problem (1)–(6) from (28).

4. Illustrative Examples

In this section, several examples of inverse heat conduction problems are given to illustrate the efficiency and validity of the NIM.

4.1. Example 1. Consider (1)–(5) with the given data

$$u(x, 0) = x,$$

$$u(0, t) = 0,$$

$$u(1, t) = \exp(t),$$

$$F(x, t) = -\left(2 + xt^2\right) \exp(t),$$

$$E(t) = \frac{1}{2} \exp(t),$$

with $q = 2$, $x^* = 1/2$.

Using the (31) and letting $v_0(x, 0) = v(x, 0) = x \exp(x)$, we obtain

$$v_1(x, t) = \int_0^t \left( v_{0xx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right) ds$$

$$= \left( t - \frac{t^3}{3} \right) x \exp(x),$$

$$v_2(x, t) = \int_0^t \left( v_{1xx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right) ds$$

$$= \left( t - \frac{t^3}{3} \right)^2 \frac{x^2}{2!} \exp(x),$$

$$v_3(x, t) = \int_0^t \left( v_{2xx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right) ds$$

$$= \left( t - \frac{t^3}{3} \right)^3 \frac{x^3}{3!} \exp(x),$$

and so on. Generally we obtain

$$v_n(x, t) = \left( t - \frac{t^3}{3} \right)^n \frac{x^n}{n!} \exp(x), \quad n = 0, 1, \ldots$$  \hspace{1cm} (34)

the solution in a closed form is

$$v(x, t) = \sum_{i=0}^{\infty} v_i = \exp \left( t - \frac{t^3}{3} \right) x \exp(x),$$  \hspace{1cm} (35)

and using (26)

$$r(t) = \exp \left( -\frac{t^3}{3} \right).$$  \hspace{1cm} (36)

Applying (28), the exact solution of this inverse problem is

$$u(x, t) = x \exp(t), \quad p(t) = 1 + t^2. \hspace{1cm} (37)$$

It can be seen that the same results are obtained using the variational iteration method [8]. At the same time, it is worth pointing out that the NIM does not need to approximately identify the general Lagrange multipliers via the variational theory. The overall results show the computation efficiency of the NIM for the studied model.

4.2. Example 2. Consider (1)–(5) with the given data
\[ u(x,0) = \sin\left(\frac{\pi}{2}x\right), \]
\[ u(0,t) = 0, \]
\[ u(1,t) = \exp(t), \]
\[ F(x,t) = \left[ \left(\frac{\pi^2}{4} - t\right) \sin\left(\frac{\pi}{2}x\right) - \pi \cos\left(\frac{\pi}{2}x\right) \right] \exp(t), \]
\[ E(t) = \frac{\sqrt{2}}{2} \exp(t), \]

with \( q = 2, x^* = 1/2 \).

Using (31) and letting \( v_0(x,t) = v(x,0) = \sin((\pi/2)x) \exp(x) \), we have
\[ v_1(x,t) = \int_0^t \left\{ v_{0xx}(x,s) + r(s) \exp\left(\frac{q}{2}x\right) F(x,s) \right\} ds \]
\[ = \left( t - \frac{t^2}{2} \right) \sin\left(\frac{\pi}{2}x\right) \exp(x), \]
\[ = \frac{(t - t^2/2)^2}{2!} \sin\left(\frac{\pi}{2}x\right) \exp(x), \]
\[ v_3(x,t) = \int_0^t \left\{ v_{2xx}(x,s) + r(s) \exp\left(\frac{q}{2}x\right) F(x,s) \right\} ds \]
\[ = \left( t - \frac{t^2}{2} \right)^3 \sin\left(\frac{\pi}{2}x\right) \exp(x), \]
and so on. Generally we obtain
\[ v_n(x,t) = \left( t - \frac{t^2}{2} \right)^n \frac{n!}{n!} \sin\left(\frac{\pi}{2}x\right) \exp(x), \]
\[ n = 0, 1, \ldots, \]

the solution in a closed form is
\[ v(x,t) = \sum_{i=0}^{\infty} v_i = \exp\left( t - \frac{t^2}{2} \right) \sin\left(\frac{\pi}{2}x\right) \exp(x), \]
and using (26)
\[ r(t) = \exp\left( -\frac{t^3}{3} \right). \]
Applying (28), the exact solution of this inverse problem is
\[ u(x, t) = (\cos(\pi x) + x) \exp(t), \]
\[ p(t) = 1 + t^2. \]

4.4 Example 4. Consider (1)–(4) and (6) with the given data
\[ u(x, 0) = \cos(\pi x) + x, \]
\[ u(0, t) = \exp(t), \]
\[ u(1, t) = 0, \]
\[ F(x, t) = (\pi^2 + 2t) \exp(\frac{t}{2}) \cos(\pi x) + 2xt \exp(t), \]
\[ E(t) = \left\{ \frac{\sin \left( \frac{(\pi/2)(1 + \sqrt{t})}{\pi} \right)}{\pi} + \frac{(1 + \sqrt{t})^2}{8} \right\} \exp(t), \]
with \( q = 0, \) \( s(t) = (1/2)(1 + \sqrt{t}). \)

Using (31) and letting \( v_0(x, t) = v(x, 0) = \cos(\pi x) + x, \) we have
\[ v_1(x, t) = \int_0^t \left\{ v_{xxx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right\} ds \]
\[ = t^2 (\cos(\pi x) + x), \]
\[ v_2(x, t) = \int_0^t \left\{ v_{xxx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right\} ds \]
\[ = \frac{t^4}{2!} (\cos(\pi x) + x), \]
\[ v_3(x, t) = \int_0^t \left\{ v_{xxx}(x, s) + r(s) \exp \left( \frac{q}{2} x \right) F(x, s) \right\} ds \]
\[ = \frac{t^6}{3!} (\cos(\pi x) + x), \]
and so on. Generally we obtain
\[ v_n(x, t) = \frac{(t^2)^n}{n!} (\cos(\pi x) + x), \quad n = 0, 1, \ldots, \]
the solution in a closed form is
\[ v(x, t) = \sum_{i=0}^{\infty} v_i = \exp \left( t^2 \right) (\cos(\pi x) + x), \]
and using (27)
\[ r(t) = \exp \left( t^2 - t \right). \]

We obtain the following conclusion from the examples above. Comparing the NIM with the variational iteration method, it does not need to approximately identify the general Lagrange multipliers via the variational theory and reduces the computational difficulties; comparing this method with other numerical method, for instance, the finite difference method [4], it does not require discretization of the variables, then it is not effected by computation round-off errors, and one is not faced with necessity of large computer memory and time. It provides the solution with high accuracy and minimal calculation in a rapidly convergent series which lead to the solution in a closed form by using the initial condition only. The solutions obtained are highly in agreement with the exact solutions.

5. Conclusion

In this work, we have successfully utilized the NIM to an inverse heat conduction problem. It is observed that the present method reduces the computational difficulties of variational iteration method, it does not need to approximately identify the general Lagrange multipliers via complex calculation, and all the calculation can be made in simple manipulations. It does not require discretization of the variables; it is not effected by computation round-off errors and not faced with necessity of large computer memory and time. It provides the solution with high accuracy and minimal calculation in a rapidly convergent series where the series may lead to the solution in a closed form by using the initial condition only. The solutions obtained are highly in agreement with the exact solutions; thus we can say the NIM is very simple and straightforward for the studied model.
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Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

Acknowledgments

This work is partially supported by NSFC grant No. [11671070].
References

[1] J. R. Cannon and Y. Lin, “Determination of a parameter p(t) in some quasi-linear parabolic differential equations,” Inverse Problems, vol. 4, no. 1, pp. 35–45, 1988.

[2] N. B. Kerimov and M. I. Ismailov, “An inverse coefficient problem for the heat equation in the case of nonlocal boundary conditions,” Journal of Mathematical Analysis and Applications, vol. 396, no. 2, pp. 546–554, 2012.

[3] R. Pourgholi and M. Rostamian, “A numerical technique for solving IHCPs using Tikhonov regularization method,” Applied Mathematical Modelling: Simulation and Computation for Engineering and Environmental Systems, vol. 34, no. 8, pp. 2102–2110, 2010.

[4] M. S. Hussein and D. Lesnic, “Simultaneous determination of time and space-dependent coefficients in a parabolic equation,” Communications in Nonlinear Science and Numerical Simulation, vol. 33, pp. 194–217, 2016.

[5] V. L. Kamynin, “The inverse problem of the simultaneous determination of the right-hand side and the lowest coefficient in parabolic equations with many space variables,” Mathematical Notes, vol. 97, no. 3-4, pp. 349–361, 2015.

[6] A. G. Fatullayev and S. Cula, “An iterative procedure for determining an unknown spacewise-dependent coefficient in a parabolic equation,” Applied Mathematics Letters, vol. 22, no. 7, pp. 1033–1037, 2009.

[7] E. Ozbilge and A. Demir, “Inverse problem for a time-fractional parabolic equation,” Journal of Inequalities and Applications, 2015:81, 9 pages, 2015.

[8] L. Jinbo and T. Jiang, “Variational iteration method for solving an inverse parabolic equation,” Physics Letters A, vol. 372, no. 20, pp. 3569–3572, 2008.

[9] A. Shidfar, M. Fakhratie, R. Pourgholi, and M. Ebrahimi, “A numerical solution technique for a one-dimensional inverse nonlinear parabolic problem,” Applied Mathematics and Computation, vol. 184, no. 2, pp. 308–315, 2007.

[10] M. Dehghan, “The one-dimensional heat equation subject to a boundary integral specification,” Chaos, Solitons & Fractals, vol. 32, no. 2, pp. 661–675, 2007.

[11] A. Shidfar and R. Pourgholi, “Application of finite difference method to analysis an ill-posed problem,” Applied Mathematics and Computation, vol. 168, no. 2, pp. 1400–1408, 2005.

[12] B. Wang, G.-a. Zou, P. Zhao, and Q. Wang, “Finite volume method for solving a one-dimensional parabolic inverse problem,” Applied Mathematics and Computation, vol. 217, no. 12, pp. 5227–5235, 2011.

[13] V. Daftardar-Gejji and H. Jafari, “An iterative method for solving nonlinear functional equations,” Journal of Mathematical Analysis and Applications, vol. 316, no. 2, pp. 753–763, 2006.

[14] S. Bhalekar and V. Daftardar-Gejji, “Solving Fractional-Order Logistic Equation Using a New Iterative Method,” International Journal of Engineering Science, vol. 2012, Article ID 975829, pp. 12–16, 2012.

[15] V. Srivastava and K. N. Rai, “A multi-term fractional diffusion equation for oxygen delivery through a capillary to tissues,” Mathematical and Computer Modelling, vol. 51, no. 5-6, pp. 616–624, 2010.

[16] Y. Cherruault, “Convergence of Adomian’s method,” Kybernetes, vol. 18, no. 2, pp. 31–38, 1989.

[17] A. J. Jerri, Introduction to Integral Equations with Applications, John Wiley & Sons, New York, NY, USA, 1999.

[18] Cannon, J. R., The one-dimensional heat equation. Cambridge, Cambridge University Press, Cambridge, England, 1984.
