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Abstract

An important feature of Bayesian statistics is the possibility to do sequential inference: the posterior distribution obtained after seeing a first dataset can be used as prior for a second inference. However, when Monte Carlo sampling methods are used for the inference, we only have one set of samples from the posterior distribution, which is typically insufficient for accurate sequential inference. In order to do sequential inference in this case, it is necessary to estimate a functional description of the posterior probability from the Monte Carlo samples. Here, we explore whether it is feasible to perform sequential inference based on Monte Carlo samples, in a multivariate context. To approximate the posterior distribution, we can use either the apparent density based on the sample positions (density estimation) or the relative posterior probability of the samples (regression). Specifically, we evaluate the accuracy of kernel density estimation, Gaussian mixtures, vine copulas and Gaussian process regression; and we test whether they can be used for sequential Bayesian inference. Additionally, both the density estimation and the regression methods can be used to obtain a post-hoc estimate of the marginal likelihood. In low dimensionality, Gaussian processes are most accurate, whereas in higher dimensionality Gaussian mixtures or vine copulas perform better. We show that sequential inference can be computationally more efficient than joint inference, and we also illustrate the limits of this approach with a failure case. Since the performance is likely to be case-specific, we provide an R package mvdens that provides a unified interface for the density approximation methods.

1 Introduction

In Bayesian statistics, variables are given a probability distribution that specify our knowledge about the variables. This distribution can then be updated based on available data using Bayes’ theorem. An important advantage of this approach is that inference can be done sequentially. That is, when we have obtained a posterior distribution after seeing a first dataset, we can use this posterior as prior for inference with a next dataset. For complex models, Bayesian inference is often achieved with some variant of Monte Carlo sampling. This allows us to obtain samples from posterior distributions which would otherwise be intractable. However, when we want to use Monte Carlo sampling results for sequential inference, we only have the set of samples to use as prior. In principle we can use the samples directly for sequential inference, through importance reweighting, but the sequential posterior will then only be evaluated at those sample points and this will typically not be accurate. If we instead have a functional representation of the first posterior, we could use this functional representation as prior for the second Monte Carlo inference. To do sequential inference it is therefore necessary to estimate a functional representation of the posterior from the samples.

There are various methods which can estimate a functional approximation for the posterior distribution from samples. Broadly, this can be done in two ways. We can treat the posterior distribution estimation as a general density estimation task, where we estimate the density only from the location of the sample positions (density estimation) or the relative posterior probability of the samples (regression). Specifically, we evaluate the accuracy of kernel density estimation, Gaussian mixtures, vine copulas and Gaussian process regression; and we test whether they can be used for sequential Bayesian inference. Additionally, both the density estimation and the regression methods can be used to obtain a post-hoc estimate of the marginal likelihood. In low dimensionality, Gaussian processes are most accurate, whereas in higher dimensionality Gaussian mixtures or vine copulas perform better. We show that sequential inference can be computationally more efficient than joint inference, and we also illustrate the limits of this approach with a failure case. Since the performance is likely to be case-specific, we provide an R package mvdens that provides a unified interface for the density approximation methods.
Posterior distribution approximations are also used in several other areas of Bayesian computation. First, in Monte Carlo sampling itself, a proposal distribution is used, and sampling is most efficient when the proposal distribution closely resembles the true target probability density. There have been many efforts in creating efficient proposal distributions, including using some of the density approximation methods that we consider here, for example with vine copulas [1] and Gaussian processes [2]. Second, posterior distribution approximations have been used in schemes for parallelizing MCMC inference [3]. In this case the inference is split into parts, and the resulting subposterior are combined using a posterior distribution approximation to recover the full posterior. Third, in the area of Bayesian filtering [4], a posterior distribution is updated when new data arrives over time, which also relies on posterior distribution approximations. In the present study, we explicitly test the accuracy in approximating posterior distributions, and, apart from the use of such approximations in sequential inference, the results presented here may be relevant for these other areas as well.

2 Methods

To use the posterior obtained from Monte Carlo sampling in sequential inference, we need to approximate the distribution

$$P(x|y) = \frac{P(y|x)P(x)}{P(y)} \approx \hat{P}(x),$$

where x is the D-dimensional variable of interest and y represents the inference data. In the notation of the approximation \(\hat{P}(x)\) we have dropped the conditioning on y for brevity.

The approximation \(\hat{P}(x)\) needs to be constructed from samples \(x_i\) that have been drawn from the posterior \(P(x|y)\). The approximations can be achieved using density estimation or through regression, see Figure 1. In all subsequent equations, \(N\) is the number of Monte Carlo samples and \(x_i\) is the D-dimensional value of the \(i\)th sample. While \(i\) indexes the samples, \(j\) indexes the dimensions, so note that \(x_j\) (non-bold, and indexed by \(j\)) refers to the \(j\)th element of the \(D\)-dimensional value of \(x\). For the regression methods, we assume that the relative, unnormalized probability is available, and it is represented by \(p_i\) for sample \(i\), (that is, \(p_i = P(y|x_i)P(x_i)\)).

2.1 Density estimation

The density estimation methods use the sample positions, \(x_i\), to reconstruct an approximation to the probability density function. Below we briefly introduce three density estimation methods: kernel density estimation, Gaussian mixtures and vine copulas, with several variations; see Figure 2 for a bivariate illustration.

2.1.1 Kernel density estimate

The kernel density estimate approximation is given by

$$\hat{P}_{KDE}(x) = \frac{1}{N} \sum_{i=1}^{N} K(x - x_i),$$

where \(K(x - x_i)\) is a kernel function. We take the kernel function to be a multivariate normal distribution \(N(0, \Sigma)\). When \(D \leq 4\) we estimate a full covariance matrix using multivariate plug-in bandwidth selection [3]. When \(D > 4\) we estimate a diagonal covariance matrix with the diagonal entries estimated using univariate plug-in bandwidth selection [6], scaled by a factor \(N^{-1/(D+4)}\) based on the normal reference rule [7].

2.1.2 Gaussian mixture

The Gaussian mixture approximation is given by

$$\hat{P}_{GM}(x) = \sum_{g=1}^{G} c_g N(x | \mu_g, \Sigma_g)$$

where \(c_g\), \(\mu_g\) and \(\Sigma_g\) are the proportion, mean and covariance of the \(g\)th component, \(G\) is the number of mixture components, and \(\sum c_g = 1\). We use a full covariance matrix, and the parameters \(c, \mu\) and \(\Sigma\) are estimated using expectation-maximization. The number of components is selected by minimizing the Bayesian information criterion (BIC).

2.1.3 Truncated gaussian mixture

When the prior probability distribution \(P(x)\) is bounded, we can use truncated Gaussians with known

![Figure 1: Reconstructing a probability density function by density estimation or regression. Density estimation uses the sample location, while regression uses both the sample location and the unnormalized, relative probability to reconstruct a normalized probability density function. The example function is a t-distribution with ν=4 centered at 7.5.](image)
Figure 2: Density estimation methods applied to a bivariate example. At the top, we start with samples obtained through Monte Carlo sampling from the posterior of two variables. The two variables are $\beta_{\text{kill}}$ and $\gamma$ from the (bounded) Lotka-Volterra example discussed later. On the left, a kernel density estimate or a Gaussian mixture is fitted to the samples. In the middle, the variables are first transformed to an unbounded domain (in this case through a scaled logit transform) before a KDE or GM is fitted. On the right, the variables are transformed to have uniform marginal distributions between 0 and 1, using either a parametric mixture or an empirical cumulative distribution with Pareto tails. Subsequently, a copula function is fitted to the transformed variables. Finally, on the bottom row, new samples are drawn from each of the approximations. Where necessary, the new samples are transformed with the inverse of the original transformation. In each case the distribution of the new samples is similar to the original sample distribution, but slight differences between the approximations can be observed as well.
bounds in the mixture:

\[ \hat{P}_{TGM}(\mathbf{x}) = \sum_{g=1}^{G} c_g N_T(\mathbf{x}) \mu_g, \Sigma = \Sigma_g, \alpha = a, b = b, \]

where \( a \) and \( b \) are the known lower and upper bounds respectively. The parameters are estimated using expectation-maximization and the number of components selected by minimizing the BIC.

### 2.1.4 Vine copula

With copulas, the multivariate distribution is decomposed into marginal distributions and a description of the dependency structure. The copula density approximation is then given by

\[ \hat{P}_{\text{cop}}(\mathbf{x}) = c(F_1(x_1), \ldots, F_D(x_D)) \prod_{j=1}^{D} f_j(x_j), \]

where \( c \) is a copula function, \( f_j \) is the marginal probability density function for dimension \( j \), and \( F_j \) the corresponding marginal cumulative distribution function. Various different families of copula function exist; using the \( R \) package \texttt{VineCopula} [8], we evaluate various commonly used families and their rotations and select the optimal function by minimizing the Akaike information criterion (AIC).

For \( D > 2 \): a multi-dimensional copula function could be used, but we instead model the approximation using regular vine copulas [9], given by the equation

\[ \hat{P}_{\text{vc}}(\mathbf{x}) = \prod_{l=1}^{D-1} \prod_{k=1}^{D-1} c_{k,(k+l)(k+1),\ldots,(k+l-1)} \prod_{j=1}^{D} f_j(x_j), \]

where the first two products are the pair-copulas and the third product contains the marginal densities as before. The bivariate pair-copula functions are selected as before by minimizing the AIC, and the vine structure is selected using a maximum spanning tree with Kendall’s tau edge weights [10].

For the marginal distribution and density functions, common choices include empirical distribution functions and parametric distributions. We will consider these two options, as well as using Pareto tails and parametric mixtures, as described below.

#### Empirical distribution marginal

An empirical marginal distribution function is given by

\[ F_j(x_j) = \frac{1}{N} \sum_{i=1}^{N} \mathbf{1}_{x_{i,j} \leq x_j}, \]

where \( \mathbf{1}_{x_{i,j} \leq x_j} \) is the indicator function. A corresponding density function is constructed using a 1-dimensional kernel density estimate

\[ f_j(x_j) = \frac{1}{N} \sum_{i=1}^{N} N(x_{i,j}, \sigma_j), \]

where \( \sigma_j \) is estimated using plug-in bandwidth selection.

For the quantile function (the inverse of the cumulative distribution function) we use a linear interpolation of the empirical distribution function. When the prior has bounded support, samples are mirrored across the boundary to improve the estimate near the boundaries.

#### Pareto tails

Since an empirical distribution can be inaccurate in the tails, we also consider augmenting the empirical density with Pareto tails. The distribution is then split in three parts, a body described by the empirical distribution function and kernel density estimate as before, and two tails described by a generalized Pareto distribution (GPD). An important choice is where to put the threshold beyond which data are used to fit the tail distribution [11]. We use the simple rule of thumb of using 10% of the samples to estimate a tail [12]. Since we have a tail on each side, we use the middle 80% of the samples for the body, and the upper and lower 10% of the samples to estimate the Pareto tail on each side:

\[ F_j(x_j) = \begin{cases} q - q F_{j,\xi_1}(t_{j,1} - x_j) / \sigma_{j,1} & \text{if } x_j \leq t_{j,1} \\ (1 - q) + q F_{j,\xi_2}(x_j - t_{j,2}) / \sigma_{j,2} & \text{if } x_j \geq t_{j,2} \\ F_{j,\text{ECDF}}(x_j) & \text{otherwise}, \end{cases} \]

where

\[ F_{j}(z) = 1 - (1 + \xi - z)^{-1/\xi} \]

is the GPD function, \( q \) is the quantile used for the threshold (\( q = 0.1 \) for the 10% rule), and \( t_{j,1} \) and \( t_{j,2} \) are the lower and upper \( q \)th quantile of \( x_j \) respectively. \( F_{j,\text{ECDF}}(x_j) \) is the empirical distribution function as before. To ensure continuity in the density function between the Pareto tail and the ECDF body, we set

\[ \sigma_j = q f_{j,KDE}(t_j). \]

The shape parameter \( \xi_j \) is estimated by maximum likelihood, separately for each tail. The density function of the tails is given by the GPD density, scaled by \( q \):

\[ f_{j}(z) = \frac{q}{\sigma_j} (\xi z + 1)^{-(\xi+1)/\xi}. \]

In the case of bounded support, we do not use a Pareto tail unless the empirical density at the boundary is less than a threshold \( \epsilon \) (which we set to \( 1/N \)). While a GPD can handle a bounded support (by taking \( \xi < 0 \)), we find this often leads to a poorer approximation than an empirical estimate with mirroring across the boundary.

#### Parametric mixtures

The marginal densities can also be approximated with mixtures of parametric distributions. For unbounded variables we use a mixture of normals:

\[ f_j(x_j) = \sum_{g=1}^{G} c_g N(x_j | \mu_g, \sigma^2 = \sigma_g^2), \]
When there are known bounds, we use gamma distributions (when there is only a lower or upper bound) or beta distributions (when there is both a lower and upper bound) instead of normal distributions; these distributions are scaled, shifted and/or reflected to match the bounds. The parameters are estimated using expectation-maximization, and we select the number of components by minimizing the BIC.

2.2 Regression

When the relative probability density at the sample positions is available, the density function can be estimated by regression. Typically, only the relative, unnormalized probability density will be available. In these cases it will then be necessary to normalize the regression function to ensure that it integrates to one over the prior domain.

When an estimate of the marginal likelihood \( P(y) \) is available in addition to the samples, then the probability values can be normalized before entering the regression. If the approximation is accurate, this would ensure that the regression function is properly normalized as well, but we don’t further explore this option of normalization with a known marginal likelihood here.

2.2.1 Gaussian process

As regression method we employ Gaussian process regression, since it provides flexibility for approximating arbitrary density functions, and it handles multivariate regressors naturally. In order to handle unnormalized input densities, we multiply the Gaussian process predictive distribution with a scaling parameter. By calculating the integral of the predictive distribution (see appendix A), we can constrain the distribution to integrate to one by setting the scaling parameter to the reciprocal of the integral.

The behavior of Gaussian processes is characterized by their mean and covariance functions. We set the mean function to be zero everywhere, as we expect the probability to go to zero in regions where we do not have any samples. The predictive mean of the Gaussian process function based on the input samples \( X \) is then given by:

\[
\hat{P}_{GP}(x) = \frac{1}{Z} K(x, X) K(X, X)^{-1} p,
\]

where \( Z \) is the normalizing constant (see appendix A) and \( K(X_1, X_2) \) is the matrix obtained by applying the covariance function \( k(x_1, x_2) \) to all pairs of \( X_1 \) and \( X_2 \) (see e.g. [13] for more details on Gaussian processes).

As covariance function we consider two commonly used kernels, the squared exponential and the Matérn kernel with \( \nu = \frac{3}{2} \).

\[
k_{\text{Mat32}}(x, x') = (1 + \sqrt{3}r) \exp \left( -\frac{\sqrt{3}r}{l} \right),
\]

where \( r \) is the Euclidean norm \( |x - x'| \) and \( l \) a length scale parameter. The parameter \( f \) is optimized by minimizing the root mean square error of \( \hat{P}_{GP}(x) \) in 5-fold cross-validation.

A downside of using Gaussian processes for probability densities is that they do not naturally allow for a constraint that the function is non-negative everywhere. As a result, negative probability densities can occur. This could be circumvented by transforming the densities (for example by log transform (as done in [13]) or logistic transform (as done in [2])), but then the predictive function can no longer be normalized to integrate to one in the untransformed space. We found that, in our test cases, constraining \( Z \) to be positive during the optimization of \( l \) prevented large negative densities, and any remaining negative densities were typically very small and were pragmatically set to zero.

2.3 Importance reweighting

As reference for the approximation methods, instead of constructing an approximate distribution function, we can also use the Monte Carlo samples from the initial inference directly and reweight them given the likelihood of the second dataset. That is, the samples are given weights

\[
w_i = P(y_2| x_i) / \sum_{i=1}^{N} P(y_2| x_i),
\]

where \( y_2 \) indicates the data in the second inference and \( x_i \) are the sample positions from the first inference as before. This can be viewed as importance sampling from the joint posterior distribution with the posterior of the first dataset as proposal distribution, with the fixed set of samples.

2.4 Transformations for bounded variables

Some of the approximation methods can explicitly handle a bounded support. In the other cases, we can use rejection sampling to discard samples outside the prior support. Alternatively, the variables can be transformed to an unbounded domain before applying the posterior approximation methods. We consider a log transform (when there is only a lower or upper bound) or a logit transform (when there is both a lower and upper bound), and scale, shift or reflect the variables as necessary. The probability density function is corrected for the transformation by multiplying with the derivative of the transform.
2.5 Marginal likelihood estimation from posterior approximation

When the approximation of the posterior distribution function can be normalized such that it integrates to one (as is the case for all methods used here), we can use the approximation to obtain an estimate of the marginal likelihood. Since \( \hat{P}(x) \approx P(x | y) \), and
\[
P(x|y) = \frac{P(y|x)P(x)}{P(y)},
\]
we can use a linear regression of the approximation probability density against the unnormalized posterior probability at each sample position and obtain an estimate \( \hat{P}(y) \) of the marginal likelihood from the slope of the regression. Depending on the setting, it may be beneficial to log transform the probabilities:
\[
\log \hat{P}(x) = \log(P(y|x)P(x)) - \log \hat{P}(y)
\]
and get an estimate of the log marginal likelihood from the intercept of the regression.

2.6 Monte Carlo sampling

As Monte Carlo sampling algorithms, we made use of three variants: parallel tempered Markov chain Monte Carlo (PT-MCMC) \cite{15} with automated parameter blocking \cite{16}, sequential Monte Carlo (SMC) with MCMC proposal distributions \cite{17}, and nested sampling \cite{18}. Marginal likelihood estimates were obtained by thermodynamic integration (when using PT-MCMC), by the resampling weights (when using SMC) and by sampling the mass ratios (when using nested sampling). The sampling and marginal likelihood estimation were done using the Bayesian inference software package BCM \cite{19}.

3 Results

3.1 Approximating a known target density

To test whether the density approximation methods can adequately describe a multivariate density function, we first attempted to reconstruct a known target distribution. We take a mixture of two multivariate Gaussians,
\[
P(x) = \frac{2}{3} \mathcal{N}(\mu_1, \Sigma_1) + \frac{1}{3} \mathcal{N}(\mu_2, \Sigma_2),
\]
with random covariance matrices and \( \mu_1 = \mu_2 = 0 \) for the first test case. Figure 3A (left panel) shows 300 random samples drawn from this distribution for \( D = 2 \). We then compared how well the approximation methods can reconstruct this density using an increasing number of samples, and at increasing dimensionality (Figure 3A, right panels).

In the lower dimensional setting, Gaussian processes give the best approximation. Since the Gaussian processes can use the relative probability density at the sample positions, they have more information to create a good approximation, which allows a very good reconstruction already with few samples. In the higher dimensional setting however, the Gaussian processes do not perform as well. This is likely due to having only a single length scale parameter \( l \) (since we only consider isotropic covariance functions). We find that fitting such a regression through high dimensional multivariate sample points leads to an overdispersed distribution, which is limiting the performance.

At \( D=10 \), the Gaussian mixture approximation achieves higher accuracy than all other approaches, including Gaussian process regression. Among the density estimation methods, it is to be expected that the Gaussian mixture approximation is most accurate, since it has the same functional form as the target density.

To test the performance of the approximation methods in a multimodal setting, we separated the two Gaussians in space by setting \( \mu_2 = \mu_1 + 10 \) in every dimension (see Figure 3B). All methods do at least slightly worse than in the unimodal case, as evidenced by the lower Spearman correlations (note that the RMSE cannot be directly compared between the two cases because the mean density is different). In particular the vine copulas do significantly worse. This is likely due to the fact that the available copula functions are designed to describe the shape of a single mode, and are not necessarily suited for describing multimodal distributions. The behavior of the Gaussian mixture and Gaussian process approximations is similar to their behavior in the unimodal setting.

We also observe jumps in the performance of the Gaussian mixture approximation (e.g. between 100 and 200 samples for \( D=10 \)). These jumps occur when the number of samples is sufficiently large for the Gaussian mixture approximation to identify that it is a mixture of two Gaussians rather than a single Gaussian distribution. For the GP kernels, we see that the squared exponential kernel has better performance than the heavier-tailed Matérn kernel in this case, which is to be expected given the exponential target distribution. For vine copulas, we see that using Pareto tails gives better performance than using only an ECDF/KDE marginal, especially for lower numbers of samples. However, even with Pareto tails, the empirical marginals are outperformed by parametric marginals in this case.

3.2 Approximating a posterior distribution

To test how the methods perform in approximating a posterior density function, we turned to a dynamic model of a predator-prey system. Specifically, we used a modified Lotka-Volterra system to model the inter-
Figure 3: Comparison of the approximation methods for reconstructing a Gaussian mixture with increasing dimensionality. The density approximation was trained on the indicated number of training samples size, and the accuracy was evaluated by testing on 500 new samples regardless of training size. This procedure was repeated 100 times and the lines indicate the median Spearman correlation and root mean square error (RMSE) over these iterations.
actions between the Canadian lynx and the showshoe hare [20]. This system was chosen because of the availability of several datasets, a modest number of parameters (5 dynamic parameters and 2 initial conditions for each dataset), and non-linearity in the system which likely leads to non-linearity in the posterior probability distribution of the parameters, making for a meaningful test case.

The model is given by the differential equations

\[
\frac{dx}{dt} = \alpha x - (\beta_{\text{kill}} + \beta_{\text{stress}})xy,
\]

\[
\frac{dy}{dt} = \delta xy - \gamma y,
\]

where \(x\) represents the hare population and \(y\) the lynx population. The populations are measured by their density, i.e. the number of individuals per area in arbitrary units. In the standard Lotka-Volterra model, there is a single parameter \(\beta\) for the effect of predation. We have split this effect into two parts, \(\beta_{\text{kill}}\) and \(\beta_{\text{stress}}\), because it has been shown that at peak lynx density, the hares do not only die from increased predation, but also produce less offspring, which appears to be due to stress induced by the high threat of predation [20, 21]. The modeled natality (number of offspring per adult female in one breeding season) is given by \(2 \cdot \exp(\alpha - \beta_{\text{stress}}y)\).

All of the parameters should be positive. To simplify the inference and approximations, we infer the parameters on log scale, so that there are no discontinuities in the posterior density (we lift this restriction of unbounded priors later).

We used two datasets to infer the parameters. The first dataset is the Hudson Bay Company data of lynx pelt records [22], which we will refer to as the lynx data; in particular we used the McKenzie River station. The second dataset is a study of a hare population and its reproductive output [23], from 1962 through 1976, which we will refer to as the hare data. Note that the lynx data only contains measurements of the lynxes while the hare data only contains measurements of the hares. We fitted the model to each dataset separately and to the two datasets together; Figure 4 shows the data and the posterior predictive distributions given the model. From the overlap of the posterior predictive and the data, it is clear that the model can adequately describe these datasets, both separately and jointly. Note that the model is simulated with new initial conditions for each dataset, since apart from the time difference, the measurements are also from different geographical regions, which do not necessarily have the same phase in the predator-prey cycle.

Figure 5A-C shows several aspects of the posterior obtained after seeing the lynx data. The posterior distribution is unimodal and has moderate and somewhat non-linear correlations. The unimodality is the result of using relatively narrow priors. When wide priors are used, at least one other mode can be found, corresponding to oscillations through the data points at very high frequency; we therefore restricted the priors so that only the correct oscillation with a period of roughly 10 years is obtained.

We then tested by cross-validation how well the approximations can describe the posterior distribution of the two datasets (see Figure 5D). As with the Gaussian mixture test case at similar dimensionality, the Gaussian mixture approximation gives good cross-validation performance. In this case, a vine copula with mixture marginals also produces a good approximation of the data from 1832 through 1851. The second dataset is a study of a hare population and its reproductive output [23], from 1962 through 1976, which we will refer to as the hare data. Note that the lynx data only contains measurements of the lynxes while the hare data only contains measurements of the hares. We fitted the model to each dataset separately and to the two datasets together; Figure 4 shows the data and the posterior predictive distributions given the model. From the overlap of the posterior predictive and the data, it is clear that the model can adequately describe these datasets, both separately and jointly. Note that the model is simulated with new initial conditions for each dataset, since apart from the time difference, the measurements are also from different geographical regions, which do not necessarily have the same phase in the predator-prey cycle.

Figure 5A-C shows several aspects of the posterior obtained after seeing the lynx data. The posterior distribution is unimodal and has moderate and somewhat non-linear correlations. The unimodality is the result of using relatively narrow priors. When wide priors are used, at least one other mode can be found, corresponding to oscillations through the data points at very high frequency; we therefore restricted the priors so that only the correct oscillation with a period of roughly 10 years is obtained.

We then tested by cross-validation how well the approximations can describe the posterior distribution of the two datasets (see Figure 5D). As with the Gaussian mixture test case at similar dimensionality, the Gaussian mixture approximation gives good cross-validation performance. In this case, a vine copula with mixture marginals also produces a good approximation of the
Figure 5: Lynx and hare dataset posterior approximation. (A) Marginal posterior densities after seeing the lynx data, the graphs are constructed using kernel density estimation with plug-in bandwidth selection. (B) Correlations between the parameters in the lynx posterior. (C) Scatter plot of the samples for one parameter combination. (D) Approximation accuracy as a function of sample size. Spearman correlation and root mean square error were calculated by taking the median over 100 iterations of repeated random subsampling validation, the training size (after subsampling) is indicated and a test size of 500 samples was used.

posterior (Spearman correlation $\rho \approx 0.9$ at a sample size of 1,000).

### 3.3 Sequential inference

Having obtained reasonably accurate approximations of the posterior densities, we can test how they perform in sequential inference. To do this, we approximated the posterior from the lynx dataset with all methods using 1,000 samples, and use these approximations as prior for the hare dataset. If the approximations are accurate, the resulting posterior of the second inference should give the same result as a joint inference with the two datasets together.

Figure 6A shows the marginal probability density of one of the parameters, $\beta_{\text{kill}}$, from the datasets separately, the true joint, and with two approximation methods (importance reweighting and a gaussian mixture). As expected, importance reweighting provides a very poor approximation; a single sample receives almost all of the weight and the true joint posterior cannot be accurately estimated from essentially one sample. The Gaussian mixture approximation on the other hand provides a sequential posterior that is visually almost indistinguishable from the true joint. To quantify the performance, we calculated the Kolmogorov-Smirnov statistic for the marginal distribution of each of the parameters, based on the empirical cumulative distributions (see Figure 6B and C). Both Gaussian mixtures and vine copulas give sequential posteriors that are closest to the true joint. Gaussian processes and the KDE approximation perform worse, as expected given their poorer cross-validation performance.

### 3.4 Marginal likelihood estimation

We can use the posterior distribution approximations to obtain an estimate of the marginal likelihood directly from the Monte Carlo samples (see Methods section). Table 1 shows the estimates obtained from three dedicated marginal likelihood estimation algorithms, compared to the estimates obtained directly from the samples using the posterior approximations. The posterior approximations that performed well in cross validation and sequential inference also provide accurate marginal likelihood estimates.

### 3.5 Bounded priors

In practical applications, it is often the case that the prior probability distribution has a bounded domain, due to known constraints in any of the variables of interest. Some of the approximation methods can handle bounded distributions directly. Alternatively, the variables can be transformed to an unbounded domain (see Methods section). To test these options, we take the same predator-prey model, now inferring the parameters on natural scale and with uniform priors, thus resulting in hard bounds on both the prior and the
posterior distribution. As before, the prior is chosen
such that only the correct oscillation with a period of
10 years is obtained.

Figure 7A-C shows several aspects of the posterior
distribution of the lynx data, as before in the log-
transformed setting. It is clear that the bounds on
the prior distribution leads to a large discontinuity in
the posterior probability distribution at this bound for
most parameters. The sequential inference test (Fig-
ure 7D) shows that for KDEs and GMs, it is benefi-
cial to specifically handle these boundaries; either by
variable transformation or using truncated Gaussians
in the case of Gaussian mixtures. For vine copulas,
the marginal transformations can handle bounded do-
 mains, but the performance is nevertheless worse than
in the unbounded situation.

3.6 Efficiency of sequential versus joint
inference

One of the motivations for using posterior approxima-
tions and sequential inference is that it may allow a
computationally faster evaluation of the joint poste-
rior. For evaluating the posterior of a first dataset,
the likelihood of the second dataset does not need to
be evaluated and vice versa. More importantly, some
of the parameters may only be relevant for one of the
datasets and could thus be dropped from the inference,
thereby reducing the dimensionality of the inference.

To test this, we return to the unbounded Lotka-
Volterra system. If we are primarily interested in the
five kinetic parameters, we can treat the initial condi-
tions as nuisance parameters. We can then perform the
inference in two steps with seven parameters each and
one model evaluation per likelihood calculation; and
compare it to joint inference with nine parameters and
two model evaluations per likelihood calculation. For
all inferences we use MCMC sampling with automated
parameter blocking, with identical algorithm configura-
tion, although the actual number of model evaluations
differs as a result of the different dimensionality and
different parameter blocks being chosen. We use Gaus-
sian mixtures as posterior approximation method.

As shown in Table 2, the sequential inference is
indeed faster than the joint inference, although this
comes at the cost of precision. The reduced dimen-
sionality in the separate sequential inference steps results in
more efficient MCMC moves (and hence a decrease in
autocorrelation and an increase in the effective sample
size). The order of the sequential inference has some
influence; including the hare data first is approximately
15% more efficient, and has a lower error, compared to
including the lynx data first. We suspect this is the re-
sult of the lynx posterior being closer to the prior; and
it would be more efficient to first take the larger step
from prior to hare posterior and then refine the dis-
tribution based on the lynx data, than the other way
around.

| Method                      | Lynx data | Hare data |
|-----------------------------|-----------|-----------|
| Thermodynamic integration   | 0.46 ± 0.92 | −34.7 ± 1.4 |
| Sequential Monte Carlo      | 0.57 ± 0.42 | −34.7 ± 0.36 |
| Nested sampling             | 0.77 ± 0.65 | −34.4 ± 0.64 |
| Kernel density estimate     | 4.60       | −29.1     |
| Gaussian mixture            | 0.80       | −34.5     |
| Vine copula - mixture       | 1.20       | −34.3     |
| Gaussian process - SE       | 5.19       | −28.8     |
Table 2: Sampling efficiency in sequential inference as judged by the minimum effective sample size (ESS), and the maximal Kolmogorov-Smirnov statistic (D), in any of the five kinetic parameters. For the calculation of D, the three inferences are compared to the joint inference with 20x more samples. The ESS in the sequential inference is the ESS from the second inference.

| Inference      | Model evaluations | Minimum ESS | ESS / 1,000 model evaluations | Maximum D |
|----------------|-------------------|-------------|------------------------------|-----------|
| Lynx - hare    | 775,002           | 387         | 0.50                         | 0.180     |
| Hare - lynx    | 675,002           | 391         | 0.58                         | 0.144     |
| Joint          | 900,002           | 165         | 0.18                         | 0.050     |

Figure 7: Sequential inference with bounded priors. (A) Marginal posterior densities after seeing the lynx data; compare with Figure 5A. (B) Correlations between the parameters in the lynx posterior. (C) Scatter plot of the samples for one parameter combination. (D) Sequential inference accuracy; same as in Figure 6, with the addition of transformed and truncated variations.

Table 3: Time complexity of training and evaluation of the approximation methods. Evaluation is the cost of evaluating one new sample. $N =$ number of Monte Carlo samples used for the estimation, $D =$ dimensionality, $G =$ number of mixture components.

| Method                        | Training | Evaluation |
|-------------------------------|----------|------------|
| Kernel density estimate       | $N^2D$   | $ND$       |
| Gaussian mixture              | $G^2ND^3$| $GD^2$     |
| Vine copula - ecdf            | $N^2D + ND^2$ | $ND + D^2$ |
| Vine copula - mixture         | $G^2ND + ND^2$ | $GD + D^2$ |
| Gaussian process              | $N^3 + D$ | $ND$       |

3.7 Time complexity

The approximation methods differ in the computational cost of training and evaluation. Table 3 lists the time complexity of each method.

Typically, the number of Monte Carlo samples $N$ will be (much) larger than the dimensionality $D$. Since Gaussian mixtures and vine copulas with mixture marginals do not depend on the number of samples during evaluation, they can achieve the fastest performance when a large number of evaluations are needed in the sequential inference. Kernel density estimates, Gaussian processes and vine copulas with empirical marginals do depend on the number of samples and can thus be significantly slower when a large number of samples is used.

Gaussian processes have cubic scaling with respect to the number of samples for the training, which severely limits the number of samples that can be used. While there are approximation methods available for GPs with large input sizes [13], the use of GPs for posterior approximation appears to be best suited for low $N$ and $D$.

3.8 Failure case

To illustrate the present limits of this approach to sequential inference, we also discuss a case where the approximations fail to provide an accurate posterior.

A more challenging test case is given by a model of biological signaling in cancer cells. The goal here is to explain how different breast cancer cell lines respond to kinase inhibitors by modeling how the signal
arising from oncogenic driver mutations is propagated through a signaling network. These models are described in more detail in [Jastrzebski et al, manuscript in submission] and [Thijssen et al, manuscript in preparation]. Here we will use a small test model, which is shown graphically in Figure 1, and the equations are given below. Briefly, the model contains four observed variables, namely the ERBB2 amplification status, PIK3CA mutation status and phosphorylation of AKT and PRAS40 (represented by m, n, p and q respectively). The amplification and mutation status is known with certainty, so the variables are directly set to 1 if the amplification or mutation is present and 0 otherwise. The remaining three variables, PI3K activation, AKT activation and PRAS activation (represented by x, y and z respectively) are latent variables, and the inhibitor concentration w is given.

The model is described by the equations

\[
x = f(b_1 + a_1 m + a_2 n) \cdot g(w)
\]

\[
y = f(b_2 + a_3 x)
\]

\[
z = f(b_3 + a_4 y)
\]

\[
P(p|y) = t(p|\mu = y, \sigma = 0.2, \nu = 3)
\]

\[
P(q|z) = t(q|\mu = z, \sigma = 0.2, \nu = 3),
\]

where

\[
f(x) = 1.0/(1.0 + \exp(-9.19024(x - 0.5)))
\]

\[
g(w) = k + (1 - k)/(10^{(w-k)} + 1)
\]

and t is Student’s t-distribution with fixed \( \nu = 3 \) and \( \sigma = 0.2 \). The remaining 10 variables are scalar parameters to be inferred.

To test whether the sequential inference gives a good approximation also in this setting, we study sequential inference by incorporating a dataset sequentially. The dataset contains measurements of protein phosphorylation without drug treatment (referred to as the pre-treatment data), as well as after 30 minutes of drug treatment (referred to as the on-treatment data), in eight cell lines (see Figure 8B). The drug concentration w is 0 in the pre-treatment setting and 1 \( \mu \text{M} \) in the on-treatment setting.

We first test sequential inference in the same way as for the lynx-hare model, by splitting the data by observable. That is, we first infer the posterior with observations of p, and subsequently update the posterior with observations of q. As can be seen in Figure 8C, sequential inference performs well in this case. The observations of q are correlated with p, and so the first posterior is only slightly refined by the further inclusion of q (in most dimensions).

A potentially more useful sequential inference would be to split the data by pre-treatment and on-treatment data; that is, use the observations of both p and q first for \( w = 0 \) and then for \( w = 1 \). Such a split would provide a potential speedup as discussed in the section of sequential inference efficiency, as it would allow us to drop the drug effect parameters for the first inference. The accuracy of the sequential inference when split in this way is shown in Figure 8D. Unfortunately, none of the approximation methods gives posterior distributions that agree with the joint inference. For several parameters the resulting empirical distributions always have a large discrepancy. Figure 8E shows this in more detail for one of the parameters. When investigating this poor performance, we found that this is due to the pre- and on-treatment parts of the data inducing widely different posteriors. As shown in Figure 8F, the pre- and on-treatment data are essentially contradictory for the parameters \( b_2 \) and \( a_3 \); the on-treatment data indicates low values for both parameters, whereas the pre-treatment data indicates higher values. The model can still reconcile these data, as the joint inference shows that a high strength \( a_3 \) is favored by both datasets. To recover this joint posterior using approximations would require that the approximations are highly accurate in the tails of the posterior of the pre-treatment data. But standard Monte Carlo methods, and by extensions the approximation methods based on them, are typically not well suited for estimating the tails of a distribution, since most samples will be concentrated in the body of the distribution. Sequential inference with posterior approximations therefore seems to be unsuitable when the separate datasets give rise to strongly divergent posterior distributions.

### 4 Discussion

To use sequential Bayesian inference in combination with Monte Carlo sampling, we are restricted to using samples from a first inference as prior for a second inference. This can be done by directly reweighting the samples, but this is typically inaccurate. By approximating a functional form of the posterior distribution from the Monte Carlo samples, sequential inference can be performed more accurately. We have explored the use of several methods that could produce such an approximation, and we see that such approximations can indeed allow accurate sequential inference.

The approximation methods have different strengths and weaknesses. We find that Gaussian processes are highly efficient in low dimensionality, but they deteriorate in higher dimensions, at least when using isotropic kernels. Both Gaussian mixtures and vine copulas can give good approximations also in higher dimensions. Vine copulas do not work well for multimodal distributions however. Kernel density estimation appears to be less efficient than the other methods, in a multivariate setting. Finally, none of the approximation methods are adequate in the far tails, although this is to be expected.

Further extensions to the posterior approximation methods can be considered. Using mixtures of t-distributions could improve upon Gaussian mixtures [21, 22]. For vine copulas, the approximation of the marginal distributions can have a strong effect on the accuracy. Further improvements for marginals using
Figure 8: Sequential inference in the breast cancer signaling model. (A) Signaling model in Systems Biology Graphical Notation format. (B) Data and posterior predictive distributions. Black dots indicate the data and the blue shaded area is the 90% confidence interval of the predictive mean. "p-Akt_S473" is the measurement of p and "p-PRAS40_T246" is the measurement of q. (C) Performance in sequential inference when the data is split by first using the measurement of p and then q (i.e. first use the data shown in the top two graphs in (B), and then the bottom two). (D) Performance in sequential inference when the data is split by pre-treatment and on-treatment (i.e. first use the data shown in the left two graphs shown in (B), and then the right two). (E) Density of one of the parameters as inferred by joint inference (black line) and through sequential approximation split by treatment (colored lines). (F) Contour plot of the bivariate posterior density of two of the parameters obtained from either dataset alone or the true joint.
Pareto tails could be achieved by estimating an optimal Pareto tail threshold instead of using a fixed value, and estimating the bulk and tail distributions together\cite{29}. Given the good performance of Gaussian process regression in lower dimensions, it will be interesting to explore how this can be better extended to higher dimensions. Using anisotropic kernels will likely be beneficial, but this introduces additional parameters that need to be optimized. To make this computationally feasible it will be necessary to use approximations to the GP, see e.g. \cite{13, 28}. For kernel density estimates, sparse covariance matrices merits exploration as well, such as the method proposed by Liu et al. \cite{20}. Finally, it would be interesting to explore combinations of any of the methods, for example by using a Gaussian mixture as prior mean function for Gaussian process regression.

There can be various reasons to use sequential inference. It can be conceptually appealing: all information relevant for the model is stored in the posterior distribution, allowing us to discard a dataset after the inference. Additionally, sequential inference allows us to update an existing model when additional data or samples become available, even when the initial data is no longer available. This can also be useful when an inference task was computationally demanding, and it would be impractical to redo a joint inference when additional data becomes available. Sequential inference can also allow faster inference when a subset of variables is not relevant for one of the datasets. Sequential inference using posterior approximations is an approximation to the joint inference however, and it will depend on the application whether the trade-off between speed and accuracy is reasonable. This approach may be most useful when a significant dimensionality reduction can be obtained, or when the calculation of the model can be simplified when considering only part of the data.
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Appendix

A Integral of Gaussian process predictive distribution

In order to normalize the Gaussian process predictive distribution such that it integrates to 1, it is necessary to calculate the integral:

\[
Z = \int_{-\infty}^{\infty} K(x^*, X)K(X, X)^{-1}pdx^*.
\]

Solving \(K(X, X)^{-1}p = \alpha\) (using e.g. Cholesky decomposition), we have

\[
Z = \int_{-\infty}^{\infty} K(x^*, X)\alpha dx^*.
\]

Both \(K(x^*, X)\) and \(\alpha\) are vectors, and we can expand the dot product between them to get

\[
Z = \int_{-\infty}^{\infty} \sum_{i=1}^{N} k(x^*, x_i)\alpha_i dx^*.
\]

Since \(\int (f(x) + g(x)) dx = \int f(x) dx + \int g(x) dx\), and \(\alpha\) is independent of \(x^*\):

\[
Z = \sum_{i=1}^{N} \alpha_i \int_{-\infty}^{\infty} k(x^*, x_i) dx^*.
\]

In the case of the squared exponential kernel \(k(x^*, x) = \exp(-\frac{|x^* - x|^2}{2\ell^2})\), we have

\[
\int_{-\infty}^{\infty} k(x^*, x) dx^* = (\sqrt{2\pi\ell^2})^{D}
\]

and

\[
Z = (\sqrt{2\pi\ell^2})^{D} \sum_{i=1}^{N} \alpha_i.
\]

For any isotropic kernel \(k(x^*, x) = h(|x^* - x|)\) we can transform to polar coordinates to get

\[
\int_{-\infty}^{\infty} h(|x^* - x|) dx^* = \omega_{D-1} \int_{0}^{\infty} h(r)r^{D-1} dr,
\]

where \(r = |x^* - x|\) and \(\omega_{D-1}\) is the surface area of a \((D-1)\)-sphere with unit radius, which can be calculated as

\[
\omega_{D-1} = \frac{2\pi^{D/2}}{\Gamma(D/2)}.
\]

For the Matérn kernel with \(\nu = 3/2\) this gives

\[
\int_{-\infty}^{\infty} h(|x^* - x|) dx^* = \frac{2\pi^{D/2}}{\Gamma(D/2)} \left(\frac{1}{\sqrt{3}}\right)^{D}(1 + D)\Gamma(D).
\]
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