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Abstract

Previous robustness approaches for deep learning models such as data augmentation techniques via data transformation or adversarial training cannot capture real-world variations that preserve the semantics of the input, such as a change in lighting conditions. To bridge this gap, we present NaTra, an adversarial training scheme that is designed to improve the robustness of image classification algorithms. We target attributes of the input images that are independent of the class identification, and manipulate those attributes to mimic real-world natural transformations (NaTra) of the inputs, which are then used to augment the training dataset of the image classifier. Specifically, we apply Batch Inverse Encoding and Shifting to map a batch of given images to corresponding disentangled latent codes of well-trained generative models. Latent Codes Expansion is used to boost image reconstruction quality through the incorporation of extended feature maps. Unsupervised Attribute Directing and Manipulation enables identification of the latent directions that correspond to specific attribute changes, and then produce interpretable manipulations of those attributes, thereby generating natural transformations to the input data.

We demonstrate the efficacy of our scheme by utilizing the disentangled latent representations derived from well-trained GANs to mimic transformations of an image that are similar to real-world natural variations (such as lighting conditions or hairstyle), and train models to be invariant to these natural transformations. Extensive experiments show that our method improves generalization of classification models and increases its robustness to various real-world distortions.

1. Introduction

The success of adversarial attacks has demonstrated the susceptibility of deep learning models to making incorrect predictions with high confidence, due to small but carefully chosen deviations to the input, i.e. adversarial perturbations.

Figure 1 shows that even small variations in the angle of light irradiation and face rotation, background, and exposure conditions for images can result in drastic degradation in the performance of well-trained deep neural networks.

These examples reveal that state-of-the-art deep learning models sometimes fail to generalize to small variations of the input. A possible reason for this is that the representations learnt by them are not good and the robustness of the learned deep neural networks is limited. If deviations exist between training and testing instances, it is commonplace for models to fail in catastrophic ways.

(a) The original image is at the top left; the rest of the images are misclassified variations under various angles of light irradiation.

(b) The original image is at the top left; the rest of the images are misclassified variations, such as hairstyle, face orientation, exposure condition, background, visual orientation, eyebrows, etc.

Figure 1. VGGFace model can be deceived by image transformations that mimic real-world distortions.

On the one hand, approaches to improve robustness have been found to fall short of their goals, in particular data augmentation techniques via data transformation. Transformations such as cropping, flipping, scaling, color jittering,
and region masking (Cutout) are commonly used augmentations for vision models. Training on the corrupted data only forces the memorization of such corruptions, and as a result these models fail to generalize to new corruptions [36, 11]. Works such as Mixup [41] or AutoAugment [9] pave the way to further improvements, but still require intricate fine-tuning to succeed in practice. Furthermore, these transformations tend to destroy the image semantics.

On the other hand, prior works [12, 29, 20, 39] have shown that adversarial training [26] is effective in building models that are robust to adversarial perturbations. Given a perturbation threshold, $\epsilon$, adversarial training intends to minimize the loss of robustness, the worst-case loss within the $\epsilon$-ball around each example, leading to a min-max optimization problem. However, such perturbation fails to capture real-world variations that preserve the semantics of the input, such as a change in lighting conditions.

This paper focuses on training models to be more robust to natural transformations that mimic real world distortions while preserving the semantic attributes of input images, such as variations to the subject’s face orientation, degree of eye opening, or the perspective orientation of objects in Figure 1. Instead of the conventional data augmentation and adversarial training on $L_p$-norm bounded perturbations, we achieve this robustness via controllable attributes editing on given high-fidelity inputs.

![Figure 2](image2.png)

Figure 2. The demonstration of natural transformations that mimic four real-world variations, i.e. face orientation and eye-opening degree for human, angle of elevation and body orientation for cat.

In terms of generating high-fidelity images, Generative Adversarial Networks (GANs) have paved a feasible path towards generating high-fidelity images and producing a disentangled latent representation with a rich linear structure, e.g. StyleGAN [21, 22] and BigGAN [5]. However, since the standard GAN model was initially designed for synthesizing images from random noises, applying trained GAN models to real image post-processing remains challenging. Existing methods commonly invert a given image back to the latent space either by back-propagating one by one, or by learning an additional encoder. However, the efficiency and reconstruction quality from both of these methods are far from ideal. The main challenges in the manipulation of selected attributes of given images while preserving the other details include: (1) obtaining an efficient reverse function to map massive images to the disentangled latent space of a well-trained generator model, especially for high resolution image generators; (2) recovering as many details as possible of any arbitrary real image in the reversed latent codes using all the possible composition knowledge learned in the deep generative representation; (3) finding a proper latent direction that corresponds to the latent codes, that changes only the desired attribute, and to do so with minimum supervision, or ideally in an unsupervised manner.

This work address these challenges, and we summarise our contributions as follows:

1. We use Batch Inverse Encoding and Shifting (BIES) to map massive given images to the corresponding disentangled latent codes of well-trained generative models at one time, which enables the inverse function of the generator to be accurately learned via an encoder in an end-to-end and unsupervised manner.

2. We adopt Latent Codes Expansion (LCE) to boost image reconstruction quality, and apply Unsupervised Attribute Directing and Manipulating (ADM) to find latent directions towards specific attribute change and then obtain interpretable manipulation for generating nature transformations.

3. We develop a new framework to leverage the disentangled latent codes of a well-trained generative model to generate a set of natural transformation (NaTra) copies for each given image. This enables us to improve robustness via adversarial training on the natural data augmentation in a purely data-driven fashion.

4. We conduct extensive experiments on CelebA-HQ, LSUN datasets, and compare NaTra augmentation with the conventional data augmentation to demonstrate under which conditions NaTra achieves higher accuracy. We empirically demonstrate that accuracy is not necessarily at odds with robustness, once we consider natural variations other than $L_p$-norm bounded variations.
2. Related work

2.1. StyleGAN

StyleGAN is a generator architecture for generative adversarial networks proposed by Karras et al. [21] and improved in [22]. Formally, the StyleGAN architecture is composed of two stages. The first stage takes a latent variable $z \sim N(0, 1)$ that is not necessarily disentangled and projects it into a disentangled latent space $w = map(z)$. The second stage synthesizes an image $x$ from the disentangled latents $w$ using a decoder $x = dec(w)$. The intermediate latent variable $z$ provides some level of disentanglement that affects image generation at different spatial resolutions which allows us to control the synthesis of an image.

To reverse the generation process, existing approaches fall into two types. One is to directly optimize the latent code by minimizing the reconstruction error through backpropagation [8, 24, 1]. The other is to train an extra encoder to learn the mapping from the image space to the latent space [4, 43, 30, 25]. However, the reconstructions achieved by both methods are far from ideal, especially with high resolution images.

2.2. $L_p$-norm perturbations and Adversarial robustness beyond $L_p$-norm

Generating pixel-level adversarial perturbations has been and remains extremely studied [27, 12, 35, 26, 29]. Most works focus the robustness of classifiers under $L_p$-norm bounded perturbations. In particular, it is expected that a robust classifier should be invariant to small perturbations in the pixel space (as defined by the $L_p$-norm). However, robustness to semantically meaningful perturbations remains a largely unexplored problem.

[10] and [19] explored geometric transformations such as rotations and translation of images. Early works (e.g., Baluja and Fischer [2]) also demonstrated that it is possible to go beyond analytically defined variations by using generative models to create perturbations. [33, 38] used a pretrained AC-GAN [28] to generate perturbations; and they demonstrated that it is possible to generate semantically relevant perturbations for tasks such as MNIST, SVHN and CELEBA. Lastly, [31] have attempted to generate adversarial examples by interpolating through the attribute space defined by a generative model. With the exception of [18], in which the authors strongly limit semantic variations by keeping the perturbed image close to its original counterpart, there has been little to no work demonstrating robustness to large semantically plausible variations. As such, the effect of training models to be robust to such variations is unclear. To the best of our knowledge, this paper is the first to analyze the difference between adversarial training and data augmentation in the space of semantically meaningful variations.

3. Robustness via Adversarial Training on Natural Transformation

3.1. Problem Definition

Adversarial training has become one of the most effective methods for improving robustness of neural networks. Adversarial training in this study can be considered as a data augmentation technique that fine-tunes DNNs on additional natural transformations of natural inputs to improve the robustness of the classifier to feature variations. Essentially, we implement an autoencoder scheme to conduct such real-world natural transformations. Batch Inverse Encoding and Shifting – BIES is used to map massive given images to corresponding disentangled latent codes of well-trained generative models at one time, i.e. $enc: X \rightarrow Z$. The well-trained generator can be used as a decoder to reconstruct these manipulated latent codes to corresponding transformed images, i.e., $dec: Z \rightarrow X$. Disentanglement means that factorized attributes could be recognized and manipulated from encoded latent codes. Latent Codes Expansion – LCE is applied to boost the image reconstruction quality. Unsupervised Attribute Directing and Manipulating – ADM is implemented to find latent directions towards specific attributes change via conducting principle analysis on the latent codes, and then obtain interpretable manipulation via adding bounded perturbation into the corresponding latent codes along the corresponding direction for generating nature transformations. Therefore, we can conduct various $T_s$ by reconstruction of the manipulated corresponding latent codes.

Formally, for a C-class ($C \geq 2$) classification problem, given a dataset $\{(x_i, y_i)\}_{i=1, \ldots, n}$ with $(x_i, y_i)$ is a pair of example and corresponding label from the data distribution $D \subset X \times Y$, $n$ is the the number of training examples, a DNN classifier $f_\theta$ parametrized by $\theta$, we aim to improve its robustness against variations derived from some natural transformations $T_{s_1, s_2}: dec(z = enc(x)) \rightarrow dec(\tilde{z})$ in terms of a set of desired semantic features $s \in S$ via manipulating the corresponding latent codes after encoding $x_i$. Namely, we aim to refine the model parameters $\theta$ by solving the following min-max optimization problem:

$$\min_\theta \frac{1}{n} \sum_{i=1}^{n} \max_{x_i^* \in B(\epsilon, x_i)} L(f_\theta(T_s(x_i)), y_i), \forall s \in S \quad (1)$$

where $L$ can be any loss function (e.g. cross entropy loss or 0-1 loss in the context of classification tasks $1(f_\theta(T_s(x)) \neq y_i)$). A specific transformation $T_s \in T_{s_1, s_2}$ is expected to produce real-world natural transformation on a semantic feature $s$ from a set of desired semantic features $S$, $\tilde{z}_i \in B(\epsilon, z_i) := \{ z_i : \|z_i - \tilde{z}_i\|_p \leq \epsilon \}$ denotes the $L_p$-norm ball centered at original latent codes $z_i$ with radius $\epsilon$. For the robust classifier $f_\theta: X \rightarrow Y$, we would like
that \( f_0(T_s(x)) = f_0(x), \forall s \in S \). In particular, comprehensive task-irrelevant feature variations should be well investigated. For example, a face recognition classifier should not be affected by changes in the lighting conditions, background, or facial expression.

Based on the disentanglement, given a classification task, e.g., face recognition, that predicts the label \( y \), \( z^s \) denotes the manipulated latent codes along the direction of a specific task-irrelevant semantic feature \( s \), such as the facial expression. Given an example and labelled pair \((x, y)\), we can obtain the disentangled latent codes via \( z = \text{enc}(x) \), then for any task-irrelevant feature \( s \), the prediction label will not be affected when modifying corresponding \( z^s \) part of \( z \). The transformation \( T_s \) on a specific semantic feature \( s \) can be reflected in the perturbed latent code \( \tilde{z}^s \). Formally, given the desired semantic feature set \( S \), the natural transformation for a specific instance \( x \) with label \( y \) is produced via

\[
T = \{(T_s|T_s(x) = \text{dec}(\tilde{z}^s), \\
\text{s.t. } f(\text{dec}(z)) = f(\text{dec}(\tilde{z}^s)) \}, \\
\forall s \in S \text{ and } \tilde{z}^s \in B(s, z).
\]

Therefore, the robust classifier \( f^* \) should predict a given \( x \) with the correct label while resisting bounded variations on its latent codes and for all desired task-irrelevant features.

A robust model \( f^*_s \) to \( T \) means there is no bounded perturbation on any \( T_s \) would cause the misclassification of \( f^*_s \). Formally, the robustness depends on parameters \( \theta^* \) that satisfies Equation 3:

\[
\theta^* = \arg \max_{\theta} \mathbb{E}_{(x,y) \in D} \left[ \max_{s \in S, \tilde{z}^s \in B(s, z)} L(f_0(\text{dec}(\tilde{z}^s)), y) \right]
\]

Solving Equation 3 requires solving the corresponding inner-maximization problem for each \( \tilde{z}^s \) within bounded ball:

\[
\tilde{z}^s = \arg \max_{s \in S, \tilde{z}^s \in B(s, z)} L(f_0(\text{dec}(\tilde{z}^s)), y)
\]

\( L \) can be replaced with the cross-entropy loss \( \hat{L} \):

\[
\hat{L}(f_0(x), y) = -\log([f_0(x)]_y)
\]

where \([a]_i \) returns the \( i \)th coordinate of \( a \). Gradient ascent steps are then interleaved with projection steps for a given number of iterations \( K \). \( \tilde{z}_s \) can be estimated by recursion interleaved with projection steps for \( K \) iterations for each \( s \), i.e. \( \tilde{z}_s^{(K)} \):

\[
\tilde{z}_s^{(k+1)} = \text{proj}_{Z_s} (\tilde{z}_s^{(k)} + \alpha \nabla_{\tilde{z}_s} \hat{L}(f_0(\text{dec}(\tilde{z}_s^{(k)})), y))
\]

where \( \alpha \) is a constant step-size and \( \text{proj}_A(a) \) is a projection operator that project \( a \) onto \( A \) as \([13] \).

The baseline approach to achieve the robustness is to fine-tune the model \( f \) on the additional data that consists of a set of natural transformations \( NT_x \), \( \forall s \in S \) with bounded perturbation for each training instance with correct label. After finding the latent direction for a specific task-irrelevant semantic feature, we can construct the natural transformation set in terms of the features via editing the latent codes via the decided direction. Consequently, the natural transformation augmentation is defined as:

\[
NT_x = \{(T_s(x), y)\big| T_s(x) = \text{dec}(\tilde{z}_s), \\
\text{s.t. } f(\text{dec}(z)) \neq f(\text{dec}(\tilde{z}_s)) \},
\]

\( \forall s \in S \text{ and } \tilde{z}_s \in B(s, z) \).

3.2. Batch Inverse Encoding and Shifting

By learning to map into the latent space of a pre-trained image generator, we leverage both its state-of-the-art generative power, and its disentangled and expressible latent
space, without the burden of training it. We train an additional encoder to obtain the inverse mapping from massive given images to the latent space of a well-trained generator network. Such an encoder provides a fast solution of image embedding by performing a forward pass through the encoder neural network.

Given a generator network $g_v(z)$ (i.e. $dec_v(z)$) that maps the latent space $Z$ to the data space $X$, BIES aims to learn an encoder network $enc_v(x)$ that maps the image $x$ from the data space to the latent space $Z$ of $g_v(z)$. The architecture of BIES is shown at the left of Figure 3. The first goal of BIES is the ability to reverse the latent representation of randomly generated samples. For a given random $z$, the generator generates an image $x'$ that is then fed into the encoder network to obtain an estimated latent codes $z'$. We minimize the objective in Equation 5 to minimize the error between the estimated $z' = enc_v(g_v(z))$, and the initial $z$.

$$\eta^* = \argmin_{\eta} (E_{z \sim P(Z)} \| z - enc_v(g_v(z)) \|_2^2) \tag{8}$$

The second goal of BIES from the model is to reconstruct real images from $z'$ with good quality. For a given image $x$ and its encoded $z'$, the generator $g$ is used to reconstruct its corresponding image $x' = g_v(enc_v(x))$. We use the objective in Equation 10 to minimize the error between $x'$ and $x$. To improve the reconstruction quality, both pixel-wise MAE error (low-level) and perceptual error (high-level) are used to better steer the optimization. The perceptual loss is evaluated on the the $l_1$ distance between the perceptual features $V_l(.)$ extracted at the $i^{th}$ layer of a trained VGG-16 network.

$$\eta^* = \argmin_{\eta} (E_{x \sim P_{data}} (\gamma_1 \| x - g_v(enc_v(x)) \|_2^2 + \gamma_2 \sum_{l} \| V_l(x) - V_l(g_v(enc_v(x))) \|_1)) \tag{9}$$

The encoder’s parameters are updated twice in each iteration in terms of Equation 10 and 8 respectively. The input of the encoder is alternatively either real or generated images, and the input of the generator is alternatively either a randomly generated or an encoded latent vector as the input. During training, only the parameters $\eta$ are updated, while the well-trained generator is fixed. The encoder is trained using a pre-trained generator without facing stability problems.

After the encoder is well trained, the generator will be fine-tuned using the instances in the target domains, to shift the weights of the generator as a decoder towards the target distribution. We fix the encoder while updating the weights of the generator to match the targeted generated image. The pre-trained generator will be shifted toward the targeted domain after slightly updating its weights on the targeted domain images. For each image, we fix its encoded latent codes and update the weights of $g$, dragging the nearest neighbor of the pre-trained generator manifold closer to the target manifold. The objective function can be defined as:

$$g^* = \argmin_{\nu} (E_{z \sim P_{data}}(\gamma_1 \| x - g_v(enc_v(x)) \|_2^2 + \gamma_2 \sum_{l} \| V_l(x) - V_l(g_v(enc_v(x))) \|_1)) \tag{10}$$

Equation 10 is used as the loss function for fine-tuning $g$.

### 3.3. Latent Codes Expansion

Given a target image $x$, the BIES can be applied to reverse the generation process by encoding the latent code to recover $x$. However, it is hard to reconstruct an ideal image by optimizing a single latent code vector, which may not be enough to recover all the details of a particular image. In this strategy, we embed given images into an extended latent space, which is a concatenation of multiple latent vectors, used for revealing multiple feature maps and improving image reconstruction quality [15]. These extended latent vectors will be composed at some intermediate layer of the generator, in terms of adaptive channel importance to better recover the input image. Namely, latent codes $z$ are extended to $z^\alpha$, and they are incorporated together via merging corresponding intermediate feature maps with the attention mechanism. $N$ latent codes $\{z^\alpha\}_{i=1}^N$ are implemented to reverse given inputs, each of which can help reconstruct some sub-regions of the target image. In particular, a specific layer (with index $l$) of generator $g_l()$ is selected to divide $g$ into two sub-networks, i.e., $g^l_h()$ and $g^l_w()$. For any $z^\alpha$, we can extract the corresponding spatial feature $g_c^l() = \sum_{\alpha} g^l_h(z^\alpha)$ for further composition. Each $z^\alpha$ is expected to recover some particular regions of the target image. It has been demonstrated that different channels of the generator control different visual concepts such as objects and textures [3]. Consequently, the attention mechanism is used to allocate channel importance $\alpha_i$ for each $z^\alpha$ to encourage them align with different semantics. Here, $\alpha_i \in R^C$ is a $C$-dimensional vector to reveal the importance of the corresponding channel of the feature map. $C$ is the number of channels in the $l$-th layer of $g()$. The reconstructed image can be generated with $x' = g_r(\sum_{\alpha} g^d_c \odot \alpha_i)$ where $\odot$ denotes the channel-wise multiplication as $\{g^d_c \odot \alpha_i\} = \{g^d_c\} \times \{\alpha_i\}$.

StyleGANs have two kind of latent space, i.e. initial latent space $Z$ and the intermediate latent space $W$. The 512-dimensional vectors $w \in W$ are mapped from the 512-dimensional vectors $z \in Z$ by a fully connected neural network $M$. The extended latent space $W^+$ is a concatenation of 18 different 512-dimensional $w$ vectors, one for
each layer of the StyleGAN architecture that can receive input via adaptive instance normalization (AdaIN) [17].

### 3.4. Unsupervised Attribute Directing, Manipulating and Reconstruction (ADMR)

To identify latent directions corresponding to important semantic features, a dimensionality reduction approach based on uniform manifold approximation and projection (UMAP) is implemented in the activation space. Layer-wise manipulation of the GANs are then performed to produce edits in the input image that are interpretable in terms of chosen semantic features [16]. ADMR has two advantages: it is simple and unsupervised.

#### 3.4.1 Attribute Directing

The first step is to discover valuable directions in the latent space for some semantic features. Generally, the GAN network consists of a sequence of layers \( g^1, \ldots, g^L \). The first layer adopts the latent vector as input and provides a set of activations \( o_1 = g^{(1)}(z) \). The remaining layers each produce activations as a function of the previous layer’s output. The last layer’s output \( x' = g^{(L)}(o_{L-1}) \) is an image. For StyleGAN [21][22], the first layer takes a constant input, \( o_0 \). The output is controlled by a non-linear function of \( z \) as input to intermediate layers, \( o_i = g^{(i)}(o_{i-1}, w = M(z)) \) where \( M \) is an 8-layer multilayer perceptron. For the BigGAN [5], the intermediate layers also use the latent vector as input, \( o_i = g^{(i)}(o_{i-1}, z) \).

The principal components of activation tensors on the first few layers of the generator represent important factors of variation [16]. ADMR aims to recognize the principal axes of \( p(w) \) or \( p(z) \). Generally, \( K \) random latent codes tensors are sampled, i.e. \( z_{1..K}^{D\times N} \), where \( D \) is the dimension of each latent codes (e.g. \( 512 \)), \( N \) is the extension scale for Latent Codes Expansion, and \( K \) is the number of sampling. The dimensionality reduction algorithm UMAP is used to calculate the principal components of these latent codes, resulting in a low-rank basis \( V \).

For StyleGAN, we then figure out the corresponding \( w^i = M(z^i) \) values. We can edit the image with the encoded latent codes \( w \), via \( w' = w + V_r x' = g(o_0, w') \) where each entry \( r_i \) of \( r \) is a separate control parameter.

For BigGAN, we first perform UMAP at on the intermediate network layer \( i \) of the generator. Namely, \( N \) random latent codes are sampled to create \( N \) activation output vectors at the \( i \)th layer. We then conduct UMAP on these \( N \) activation vectors to provide a low-rank basis matrix \( V \), and the data mean \( \mu_U \). The UMAP coordinates \( b_j \) of each activation are then computed by projection: \( b_j = V^T(o_j - \mu_U) \). Then we transfer these directions to the latent space \( z \) by linear regression. Given an individual basis vector \( v_k \) (i.e., a column of \( V \)), and the corresponding coordinates \( b_{j,k} \), where \( b_j \) is the scalar \( i \)th coordinate of \( b_j \). The latent basis vector \( u_k \) to identify a latent direction corresponding to this principal component is given as follows: \( u_i = \arg \min \sum_j \| u_k^j - z_j \|^2 \). Equivalently, the whole basis is computed simultaneously with:

\[
U = \arg \min \sum_j \| U_k - z_j \|^2
\]

Each column of \( U \) then aligns with the variation along the corresponding column of \( V \). The individual dimensions \( b_i \) each correspond to different edits in an interpretable manner. Given a new image with latent codes \( z \), manipulation can be conducted by varying the coordinates of \( x \):

\[
z' = z + Ub, x' = g(z')
\]

Besides StyleGAN and BigGAN, experiments show that ALM yielded useful directions for earlier models, including DCGAN and Progressive GAN, using the BigGAN procedure above.

#### 3.4.2 Attribute Manipulating

Given the directions found with UMAP, we now show that these can be decomposed into interpretable edits.

For StyleGAN, layer-wise control of StyleGAN is conducted on the latent codes \( w^i \). We use the notation \( D(u_i, j-k) \) to denote edits; for example, \( D(u_1, 0-3) \) means moving along component \( u_1 \) at the first four layers only. \( D(u_2, all) \) means moving along component \( u_2 \) globally: in the latent space and all layer inputs. A simple user interface can be provided for the exploration of the principal directions in an interactive manner. After computing the directions, the user is free to inspect the effect of any of them by simple slider controls. The layer-wise application is enabled by specifying a start and end layer for which the edits are to be applied. The first ten or so principal components, such as head rotation \( D(u_{10}, 0-2) \) and lightness/background \( D(u_{48}, 5) \), operate well in the range \([-2, \ldots, 2]\), beyond which the image becomes unrealistic. In contrast, face roundness \( D(u_{37}, 0-4) \) can work well in the range \([-20, \ldots, 20]\), when using 0.7 as the truncation parameter. For truncation, we use interpolation to the mean as in StyleGAN. The variation in slider ranges described above suggests that truncation by restricting \( w \) to lie within two standard deviations of the mean would be a very conservative limitation on the interface’s expressivity since it can produce interesting images outside this range.

For other GANs that do not support layer-wise edits, e.g., BigGAN, they can be modified to produce behavior similar to StyleGAN. This is conducted by varying the intermediate Skip-z inputs \( z_i \) separately from the latent \( z \). Namely, \( z_i \) is enabled to vary individually between layers in a direct analogy to the style mixing of StyleGAN. Edits may be performed to the inputs to different layers independently.
3.4.3 Adaptive Perturbation Tuning for Construction of Nature Transformation

To prevent the edited latent codes from going far from the manifold, Adaptive Perturbation Tuning (APT) is used to bound the manipulation of the latent codes.

Perturbation noise can be obtained by randomly sampling from \( N(0, 1) \) for \( N_r \) times and projecting perturbed latent code \( \tilde{z}_n^{(K)} \) back onto a \( l_\infty \)-bounded neighborhood around \( z_n^{(0)} : \{ \tilde{z}_n \mid \| z_n^{(0)} - \tilde{z}_n \| < \epsilon \} \) where \( \epsilon \) is set to 0.03.

As a fixed constant, the perturbation threshold \( \epsilon \) ignores the fact that every data example may have different intrinsic robustness \([7]\). To address the accuracy-robustness trade-off, adaptive threshold tuning is used to discover a non-uniform and effective perturbation level and the corresponding customized target label for each example. Intuitively, for training samples that are intrinsically closer to the decision boundary, a smaller \( \epsilon \) will be applied to reduce the generalization error introduced by adversarial training.

The perturbation level \( \epsilon_i \) allocated to each example \( x_i \) is given as

\[
\epsilon_i = \arg\min_{\epsilon} \max_{z_i \in B(\epsilon, z_i)} f_\theta(\epsilon \neq y_i) \tag{13}
\]

Alternative updates are used to update each \( \epsilon_i \), i.e., implementing one SGD update on \( \theta \), and then updating the \( \epsilon_i \) in the current batch. Specifically, at each iteration, we conduct the nature transformation with perturbation sensitivity \( \epsilon_i + \rho \) where \( \rho \) is a constant. If the misclassification occurs, then we keep the current \( \epsilon_i \). If not, we increase \( \epsilon_i + \rho \) until misclassification occurs or \( \epsilon_i \) reaches the truncated value to make sure \( \epsilon_i \) will not be too large. As the transformations are also used to update the model parameter \( \theta \), no additional cost is introduced by the adaptive threshold tuning.

Besides, the adaptive label smoothing strategy is also used to reflect different perturbation tolerance on each example. Label smoothing is proposed in \([34]\) to convert one-hot label vectors into one-warm vectors \( y = (1 - \alpha)y + \alpha u \) representing low-confidence classification to prevent the model from making over-confident predictions. \( \alpha \) is set as \( N \times \epsilon_i \), so that a more significant perturbation sensitivity would hold a higher label uncertainty, and \( \epsilon \) is a hyperparameter. \( u \) is set as Dirichlet(1), namely Dirichlet distribution on an all one vector \([7]\).

Consequently, the objective function in Equation \([11]\) is updated as

\[
\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} \max_{T_{x}, z \in S} L(f_\theta(T_{x}(x)), \tilde{y}) \tag{14}
\]

4. Experiments

4.1. Data and Setup

The performance of NaTra is evaluated on three datasets: LSUN car (resized to 512 \times 512) and cat (256 \times 256) \([40]\), and CelebA-HQ \([21][23]\) (Face).

We make no modifications to the dataset and use a pre-trained StyleGAN model. For all techniques, we train models using 20 epochs. We evaluate all methods on their ability to classify the smiling attribute, as well as three other attributes. In this experiment, the disentangled latents defining the finer style correspond to resolutions ranging from 128 \times 128 to 1024 \times 1024. CelebA-HQ contains 30,000 high quality images at 1024 \times 1024 resolution.

We use both standard VGG-16 \([32]\) and WideResNet for robustness performance evaluation. For VGG-16, we implement the standard hyperparameters. For WideResNet, we use the same model structure provided by \([26]\). We use four existing data augmentation approaches as baselines compared with NaTra: (1) Random perturbation (Random). For an input \( x \), we generate a random variation via adding random noise from \( N(0, 1) \) to the latent codes; (2) Adversarial Training (Adv) which minimizes the adversarial risk over \( l_\infty \)-norm bounded perturbations of size \( \epsilon_{\text{pixel}} \) in input space; (3) Mixup in the latent space (MixL). It augments data by reconstructing mixed latent codes between the two pairs of inputs; and (4) Mixup in the input space (MixI). It augments data by mixing two pairs of inputs in the input space; (5) NaTra without Latent Codes Expansion (NaTra-OL); (6) NaTra without Adaptive Perturbation Tuning (NaTra-OA); (7) AdvMix \([14]\).

4.2. Robustness Evaluation and Analysis

In this section, we evaluate the robustness of NaTra on benchmark datasets. Finally, we benchmark the state-of-the-art robustness and integrate the unlabeled data for further improvement.

Table 1. Test accuracy on attributes (i.e. with glass, gender, smiling, age and identification, denoted by S1-S4 and ID) classification tasks on Face dataset with different robust enhancements.

| Method     | Accuracy on Attributes (%) |
|------------|----------------------------|
|            | S1 | S2 | S3 | S4 | ID   |
| Original   | 96.82 | 90.32 | 84.16 | 79.76 | 75.87 |
| Adv        | 95.86 | 91.41 | 84.28 | 79.81 | 75.69 |
| MixI       | 95.92 | 90.35 | 84.18 | 79.96 | 76.12 |
| MixL       | 96.91 | 90.41 | 84.28 | 79.81 | 75.69 |
| Random     | 97.12 | 91.56 | 86.12 | 81.79 | 76.16 |
| NaTra-OL   | 97.56 | 92.29 | 85.65 | 79.47 | 76.21 |
| NaTra-OA   | 97.83 | 92.35 | 85.72 | 79.55 | 76.41 |
| NaTra      | 98.11 | 93.10 | 86.33 | 80.18 | 77.02 |

The robustness evaluations of all data augmentation approaches are shown in Table 1 with respect to the same clas-
| Method      | Accuracy (%) |
|-------------|--------------|
|             | Cat          | Car          |
| Original    | 92.36        | 90.10        |
| Adv         | 92.50        | 91.05        |
| MixI        | 92.37        | 89.80        |
| MixL        | 92.33        | 89.93        |
| Random      | 93.25        | 90.69        |
| NaTra-OL    | 93.03        | 91.76        |
| NaTra-OA    | 93.62        | 92.14        |
| NaTra       | 94.15        | 92.86        |

Table 2. Test accuracy on classification tasks on LSUN Car and Cat datasets with different robust enhancements.

Figure 4. The demonstration of escaped samples that are misclassified by the actual model, and correctly classified by fine-tuning the model via NaTra on natural transformation, i.e., face orientation, eye-opening, facial expression for human, and head elevation and body orientation for cat.

We find there are a large number of escaped examples of images that are all correctly classified by the actual model, but its transformations are misclassified. After fine-tuning using NaTra, these escaped examples can be correctly classified, as demonstrated in Figure 4.

It is often challenging, if not completely impossible, to collect a large-scale dataset for a certain person, an object, which is essential to train good deep models, e.g., classifiers. To address data limitation, few-shot learning in image generation [42] or fine-tuning to transfer the knowledge of pre-trained models [37] can be applied to train good generator and then implement NaTra. It is also interesting to find that it is feasible to train a face recognition model with more than 95% accuracy when giving only 100 face images for each person.

5. Conclusion

In this paper, we propose NaTra, an adversarial training scheme that is designed to improve the robustness of deep models against customized input variations arising in real world natural transformations. Our framework can be realized by harnessing pre-trained generative models to conduct nature transformations for data augmentation, resulting in controllable attribute edit as well as good reconstruction quality. Experimental results demonstrated that NaTra could relieve the insensitivity to task-irrelevant variations while increasing the deep models’ generalization. We hope this work could advance the implementation of robust deep models in the real world.
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