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Abstract: This work proposes an optimization-based manipulation planning framework where the objectives are learned functionals of signed-distance fields that represent objects in the scene. Most manipulation planning approaches rely on analytical models and carefully chosen abstractions/state-spaces to be effective. A central question is how models can be obtained from data that are not primarily accurate in their predictions, but, more importantly, enable efficient reasoning within a planning framework, while at the same time being closely coupled to perception spaces. We show that representing objects as signed-distance fields not only enables to learn and represent a variety of models with higher accuracy compared to point-cloud and occupancy measure representations, but also that SDF-based models are suitable for optimization-based planning. To demonstrate the versatility of our approach, we learn both kinematic and dynamic models to solve tasks that involve hanging mugs on hooks and pushing objects on a table. We can unify these quite different tasks within one framework, since SDFs are the common object representation. Video: https://youtu.be/ga8Wlkss7co
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1 Introduction

Manipulation planning is challenging for multiple reasons. On the one hand, planning robot motions to solve a task can be formulated as a decision problem over a high-dimensional, non-convex space, including discrete and continuous aspects. Especially long-horizon tasks that consist of multiple manipulation steps have the property that motions have to be coordinated globally with the future goal. This coupling of potentially all variables requires joint reasoning and makes the problem particularly challenging [1]. On the other hand, the problem solving capabilities of a planning framework is inherently dependent on its underlying models. The field of Task and Motion Planning (TAMP) has made significant progress in solving challenging multi-step, long-horizon tasks [2], ranging from ones that involve mainly kinematic models [3, 4, 5, 6, 7] to dynamic tasks that require reasoning about forces, friction etc. based on more general dynamic equations [8, 9, 10, 11, 12, 13, 14]. However, most TAMP approaches rely on carefully chosen abstractions and analytically defined models in order to be successful and efficient. In particular, TAMP often makes simplifying assumptions on the possible geometries of objects it can deal with to define manipulation constraints in the first place. It is unclear how these models can be grounded from sensor information.

To overcome these issues, a natural idea is to replace the analytic models in TAMP frameworks with learned ones. Recent advances in deep learning have enabled to learn predictive forward models even in high-dimensional observation spaces like images. The typical objective for learning a forward model is its predictive accuracy. However, having an accurate model does not necessarily imply that a planning framework can utilize it efficiently. While having an accurate forward prediction model might be sufficient for short-horizon tasks, especially for long-horizon tasks, learned models can exhibit too high combinatorics for sampling or non-informative gradients for achieving future goals.

This paper aims to address these challenges by learning models that can be used effectively by a planning framework while at the same time using a general object representation more closely related to sensors spaces. To realize this, we present an optimization-based TAMP framework where the objectives are learned functionals of signed-distance fields (SDFs). The SDFs represent each object in the scene separately, while the functionals defined on top of them induce constraints on possible, physically plausible interactions between the objects within a trajectory optimization problem. The task planning aspect is realized by (discrete) decisions that determine which of those functionals are active at which phase of the planning horizon.

We argue that representing objects as SDFs has multiple advantages. First, an SDF can be seen as an intermediate representation between raw perception like point-clouds or images and full state...
information. While not the focus of this work, many methods have been developed to learn and obtain SDFs from, e.g., image observations of the scene. Further, SDFs can represent arbitrary, non-convex geometries, which is beneficial, since manipulation problems and physical phenomena often depend on the geometry of the interacting objects. Finally, we show that SDFs are particularly suited for learning and representing models that can later be used within a planning framework effectively. Since our models are functionals of the SDFs, the constraints can take the information about whole objects into account to reason about their geometry and therefore especially the interaction between objects. Compared to a representation that only describes the surface of an object like point clouds or occupancy measures, a signed-distance field also provides information about the object at distance. As we experimentally show, this not only leads to models that perform better in their prediction accuracy compared to models learned on top of point-cloud or occupancy object representations, but SDFs also enable the functionals/learned models to have more useful gradients for planning.

In the experiments, we demonstrate the versatility of our approach by tackling two completely different tasks within one framework: On the one hand, a kinematic task where the goal is to hang mugs of different shapes on hooks of different shapes. On the other hand, a pushing scenario where boxes and L-shaped objects should be pushed to different goal regions by pushers of different sizes. In the first case, the model predicts whether the static interaction between SDFs leads to manipulation success, whereas in the latter case, the model predicts the forward dynamics in SDF space based on a history of SDF interactions of two objects. We show that our framework can be used to plan motions that involve multiple push phases. To summarize our main contributions, we propose

- To learn a novel class of kinematic and dynamic models as functionals of SDFs,
- A manipulation planning framework that utilizes these learned functionals as constraints,
- Comparison to other object representations showing the advantages of the SDFs.

2 Related Work

2.1 Signed Distance Fields as Object Representation

Representing objects or scenes as implicit surfaces [15, 16, 17] or SDFs [18, 19, 20, 21, 22, 23] is an active research topic, due to aforementioned advantages like learning shape completion, non-convex shapes etc. Our focus is not to obtain SDFs from observations in the first place. Conversely, we are interested in what can be done with SDFs in the context of model learning and manipulation planning. There are some works that utilize SDFs within trajectory optimization [24, 25, 26], but without learning or integration into a TAMP framework. While some recent approaches [27, 28, 29] have suggested that grasping of diverse objects can be addressed using implicit functions, we present a manipulation framework that utilizes SDFs for learning and formulating more general models.

2.2 Perceptual Models

There is great interest in learning predictive models in perception spaces, especially applied to the problem of pushing. So-called visual foresight approaches [30, 31, 32] aim to predict the evolution of the scene in image space. Our SDF dynamics model is also closely related to perception spaces, but, in comparison, is naturally differentiable. Xu et al. [33] use a voxelized SDF-based representation of the whole scene to predict the motion of an object when an action is applied. Our approach is more structured in the sense that we do not predict the scene flow for actions applied on a single object, but the dynamics of interacting of objects. In [34], the pushing dynamics in keypoints extracted from visual object observations is learned. However, their focus is to utilize the learned model to stabilize a trajectory with MPC. We focus on planning a complex pushing trajectory and not stabilization during execution. SE3 networks [35] learn a forward model that predicts a rigid transformation of an observed point cloud given actions. However, they need ground-truth transformations at training time (we only need SDF observations). Where most of these approaches differ from our approach is that they assume the model to be a function of the observation of a single object or the scene and an action as input. Therefore, these approaches are mostly limited to the same pusher geometry and make the assumption that actions can readily be applied to the object. Our model handles the interaction between objects of different shapes and can plan the contact establishment phase as well. Transporter networks [36] or deep visual reasoning [7] predict manipulation sequences from image spaces. However, no dynamic models are considered in these approaches.

2.3 Manipulation Planning (with learned models)

In [37, 38], a manipulation framework based on point cloud observations and manipulation primitives is proposed. Our method plans the complete motions based on learned dynamic models.
Sutanto et al. [39] is related to our formulation in the sense that they learn manifolds that are used as constraints in sequential manipulation problems. However, there are no dynamic models or dependencies on the geometry of the involved objects in the learned constraints. You et al. [40] address a hanging task similar to our mug hanging experiment on a more diverse set of object categories. They use a point-cloud-based input representation to predict a hanging pose. Therefore, they need a special neural network for collision avoidance (similar to [41]), while our SDF based representation can handle collisions directly. Further, we learn a manifold of solutions instead of predicting a single hanging configuration. To summarize, what makes our approach unique is that we propose to use SDFs as a common object representation that is closely connected to perception to learn a variety of models that are able to take the interaction of objects into account and can be integrated in an optimization-based motion planning framework due to their differentiability.

3 Background on Signed-Distance Fields (SDFs)

Let $\Omega \subset \mathbb{R}^3$ be an object in the 3D Euclidean space. A function $\phi : \mathbb{R}^3 \rightarrow \mathbb{R}$, $\phi \in \Phi$ with $\phi(x) = -d(x, \partial \Omega)$ for $x \in \Omega$ and $\phi(x) = d(x, \partial \Omega)$ for $x \in \mathbb{R}^3 \setminus \Omega$ is called a signed-distance field of $\Omega$ in $\mathbb{R}^3$. Here, $d(x, \partial \Omega) = \inf_{x' \in \partial \Omega} \|x - x'\|_2$ and $\partial \Omega$ the boundary of $\Omega$. We assume $\phi$ to be differentiable almost everywhere in $\mathbb{R}^3$. The way $\phi$ is defined ensures that inside the object, $\phi$ attains negative values, on the boundary zeros, and outside positive ones. We denote with the set $\Phi$ the space of all functions $\phi$ that are SDFs for some object.

Rigid Transformations of SDFs A central concept in this work is to rigidly transform SDFs in space. This can be realized by transforming the input where the SDF is queried. To simplify the notation, we define a rigid transformation, parameterized by $q \in \mathbb{R}^7$ (translation + quaternion),

$$T(q)[\phi](\cdot) := \phi \left( R(q)^T \left( \cdot - r(q) \right) \right)$$

(1)

of an SDF $\phi$, where $R(q) \in \mathbb{R}^{3 \times 3}$ is a rotation matrix and $r(q) \in \mathbb{R}^3$ the translation vector.

4 Manipulation Planning with Signed-Distance Functionals

The core idea of this work is to represent each object $i$ in the scene as a signed-distance field $\phi^i$ in order to learn predictive models as functionals $H$ of these SDFs. Based on the learned functionals, we formulate a trajectory optimization problem where the decision variable is a trajectory of rigid transformations applied on the initial SDFs as they have been observed in the initial scene.

More specifically, through interaction with the environment, we aim to learn functionals of the form $H : \Phi \times \cdots \times \Phi \rightarrow \mathbb{R}$ that map multiple SDFs of multiple, possibly different objects at possibly different consecutive times to a real number. These are trained in a way that a value of zero implies that the SDFs as input are compatible with what has been learned through interaction with the environment. Otherwise, they should attain a positive value, hence functionals $H$ discriminate correct from incorrect dynamics or desired from undesired manipulations.

The learned functionals then define constraints for the (hybrid) trajectory optimization problem

$$\min_{q_0, K, q_1 \in \mathbb{R}^{7nO}, s_{1:K}} \sum_{t=1}^{KT} c(q_{t-L:t, s_{k(t)}})$$

(2a)

s.t. $\forall H \in \mathbb{H}(s_{k(t)}) : H \left( (T(q^i_t)[\phi^i](t, t) \in \mathcal{L}_H(s_{k(t)})) \right) = 0$

(2b)

$s_{1:K} \in \mathcal{S}(S), q_0 = 0$. 

(2c)

The discrete variable $s_k$ determines which functionals $H$ from the set $\mathbb{H}(s_{k(t)})$ are active at which of the $K \in \mathbb{N}$ phases of the motion $(k(t) = \lfloor t/T \rfloor)$. This number of phases is part of the decision problem. The trajectory $q_{0:KT}$ of rigid transformations is discretized in time into $T \in \mathbb{N}$ steps per phase. If $n_O$ is the number of objects in the scene $S$, then $q_t \in \mathbb{R}^{7nO}$, leading to $7 \cdot KTnO$ continuous variables. Further, $s_k$ selects through the set $\mathcal{L}_H(s_{k(t)})$ the time slice and object index tuples $(t, i)$ that determine the SDFs $\phi^i$, which have been transformed through $q^i_t$, at the times $t$ of the trajectory on which the functional constraints $H$ depends on. This problem formulation is inspired by LGP [10], but the constraints are replaced by learned functionals of SDFs. The set $\mathcal{S}(S)$ contains all valid sequences $s_{1:K}$ of such discrete variables for the scene $S$. The goal of the manipulation problem is specified through $\mathcal{S}(S)$ by $s_K$ selecting a desired goal functional constraint that has to be fulfilled at the end $q_{KT}$ of the trajectory. Solving (2) therefore involves a tree search.
over nodes \(s_{1:K}\) such that the continuous optimization problem implied by the choice of \(s_{1:K}\) at a node of the tree is feasible. The role of \(q\) in the optimization problem is not absolute object poses, but rather rigid transformations applied to the SDFs \(\phi\) that represent the configurations of the objects as observed in the scene initially. With the term \(c\), we can include regularizing motion costs. As will be described in sec. 5.1, the forward dynamic model we learn for pushing implies a constraint on the evolution of one object based on the motion of another object. Therefore, we only add motion costs to those degrees of freedom that can be interpreted as being controlled, meaning the motion of the other object. From the perspective of (2), there is no explicit notion of controlled actions.

## 5 Deep Signed-Distance Functionals

This section presents two main types of models we propose. First, a way of learning forward dynamic models that predict the dynamics in SDF space based on the interaction between objects. Second, a kinematic success model that determines whether a static configuration of interacting SDFs leads to manipulation success. All functionals we consider are of the form \(H : \Phi \times \cdots \times \Phi \to \mathbb{R}\), i.e. they only take the SDFs of interacting objects as input, there is no explicit notion of position, orientation, action etc. Therefore, the functionals can be used at arbitrary locations in space.

**Bounding-Box** To define most of the following functionals and those in sec. 6, we utilize a set \(X\) with the property \(\Omega \subset X \subset \mathbb{R}^3\) for all objects \(\Omega\) that are involved. This set should be large enough to cover the relevant workspace of the manipulation problem where the interaction between the objects should occur. A more detailed discussion about the role of \(X\) can be found in sec. 5.3.

### 5.1 Forward Dynamic Models

Generally, a forward model predicts future states/observations of a system given the current or additionally a history of states/observations. In the context of objects being represented solely as SDFs, we propose to learn a forward model \(F : \Phi \times \cdots \times \Phi \to \Phi\) that predicts the SDF of an object \(\phi_1\) at time step \(t\) based on a history of SDF observations of the object \(\phi_{1-t-1}\) until time \(t-1\) and the motion of another object \(\phi_{2-t-1}\) until time \(t\). This means \(F\) as

\[
\phi_1(t) = F[\phi_{1-t-1}, \phi_{2-t-1}] (t) \tag{3}
\]

is an SDF itself that can be queried in \(\mathbb{R}^3\). Interactions between more than two objects are possible, but we focus on pair-interactions in the present work. If \(l = 1\), \(F\) is a quasi-static model. Internally, \(F\) can be defined to either directly predict the SDF \(\phi_1\) as in (3) or the flow

\[
\phi_1(t) = \phi_{1-t-1}(t) + F_\text{flow}[\phi_{1-t-1}, \phi_{2-t-1}] (t) \tag{4}
\]

from \(\phi_{1-t-1}\) to \(\phi_1\). In both cases, the functional \(H\) for planning is then naturally defined as

\[
H_F(\phi_{1-t-1}, \phi_{2-t-1}) = \int_X \left( \phi_1(x) - F[\phi_{1-t-1}, \phi_{2-t-1}](x) \right)^2 dx. \tag{5}
\]

For a perfect model \(F\), this functional \(H_F\) attains a zero value if and only if the evolution of \(\phi_{1-t-1}\) and \(\phi_{2-t-1}\) is compatible with the underlying physical process in the space \(X\). Therefore, the loss function to train \(F\) is also (5) for a dataset \(D = \{ \{\phi_{1-t-1}^i, \phi_{2-t-1}^i\} \}_{i=1}^n\) of such consecutive SDF motions of the two objects. Since \(F\) takes as input the complete SDFs of the objects and not just values like the distance between objects and their contact point locations, it can learn to reason not only about these quantities, but also the contact geometry, relative object movements, center of mass and inertial parameters (assuming an equal density of the objects), all of which are necessary quantities to represent the dynamics. This way, \(F\) inherently takes the geometry of the objects into account. Note that usually, forward models are understood in terms of a function that maps the current state (history) and an (abstract) action \(a\) to the next state. For SDFs, this would mean a model of the form \(\phi_1 = F[\phi_{1-t-1}, a_{t-1}]\). In our case, however, there is no notion of an abstract action, instead, our formulation learns a generic model of the interaction between two objects, where the motion of one object \(\phi_2\) influences the other \(\phi_1\). Therefore, while the transformation applied to \(\phi_2\) can be interpreted as an action, the model has no action as input and hence can deal with different geometries of \(\phi_2\), which is not possible in case of an abstract action without \(\phi_2\) also being an input.

### 5.2 Kinematic Success Models

Many tasks in manipulation planning can be specified in terms of static success models instead of a full forward dynamics model. We call a model that predicts whether a configuration of potentially
multiple SDFs at the same time slice leads to manipulation success a kinematic success model. Assume through interaction with the environment, a dataset \( D = \{ (\phi^i)_{i \in \mathcal{I}}, y^i \}_{i=1}^n \) of SDFs representing \( |\mathcal{I}| \) many objects has been obtained with \( y^i = 1 \) indicating that the configuration of SDFs leads to manipulation success, \( y^i = 0 \) to failure. Then learning \( H \) is similar to a classification problem, where \( H ((\phi^i)_{i \in \mathcal{I}}) = 0 \) implies success prediction. This way, \( H \) can model a manifold of feasible configurations and not only a single solution. See sec. F for details (loss function etc.).

5.3 Learning Functionals with Neural Networks

So far, we have not discussed how functionals of the form \( H : \Phi \times \cdots \times \Phi \rightarrow \mathbb{R} \) can be learned or even queried in the first place with usual function approximators like neural networks, since, in general, the neural network would have to take functions as infinite dimensional objects as input. To approximate this, we choose in this work the straight-forward approach by evaluating \( \phi \in \Phi \) on a discretized version of the set \( \mathcal{X} \), denoted by \( \mathcal{X}_h \). As discussed previously, the set \( \mathcal{X} \) should cover the relevant region of the workspace where the interaction between the objects takes place. We specifically do not assume \( \mathcal{X} \) to be aligned or perfectly centered with the objects that are involved. This way, the dynamics model from sec. 5.1 can be realized by

\[
F[\phi^{1}_{t-\ell:t-1}, \phi^{2}_{t-\ell:t}](x) \approx F_\theta(\phi^{1}_{t-\ell:t-1}(\mathcal{X}_h), \phi^{2}_{t-\ell:t}(\mathcal{X}_h), x)
\]

with \( F_\theta \) being usual neural network architectures. During training, the integral in (5) is approximated over the same discretized \( \mathcal{X}_h \) for simplicity. Hence, the dataset to train \( F \) can contain the SDF observations at the grid points of \( \mathcal{X}_h \) only. However, \( F_\theta \) still approximates an SDF which can be queried at arbitrary \( x \in \mathbb{R}^3 \) and does not only predict the values on the grid points. For general functionals \( H \), the evaluation is analogous, i.e. \( H ((\phi^i)_{i \in \mathcal{I}}) \approx H_\theta ((\phi^i(\mathcal{X}_h))_{i \in \mathcal{I}}) \). Technically, \( \mathcal{X}_h \subset \mathbb{R}^{d \times h \times w} \) is a regular grid which allows us to encode \( \phi(\mathcal{X}_h) \) using 2D or 3D convolutions. In contrast to an occupancy grid, the evaluation of \( \phi(\mathcal{X}_h) \) contains more information about the object than whether there is an object at the grid point or not. Note that the differentiability of \( H ((\mathcal{T}(q^i[\phi^i(\mathcal{X}_h)])_{i \in \mathcal{I}}) \) with respect to \( q^i \) is maintained, which is another advantage of representing such models as functionals of SDF functions evaluated on a grid instead of static values on a grid. During training, it is sufficient to only have the SDF values evaluated on a grid, no other information like actions or velocity/pose estimations are needed.

6 Task Constraint Functionals

Here we present analytical functionals of SDFs that are useful to specify goals of a manipulation problem or other task aspects. These functionals are general as a direct consequence of our object representations being SDFs. Therefore, there is no advantage or need to learn these given the SDFs.

6.1 Pair-Collision between Objects

Collision avoidance is an inherent part of many task specifications. Given two SDFs \( \phi_1, \phi_2 \), we can measure whether they are in collision via their overlap integral

\[
H_{\text{coll}}(\phi_1, \phi_2) = \int_{\mathcal{X}} [\phi_1(x) < 0] [\phi_2(x) < 0] \, dx.
\]

The indicator bracket \([ \cdot ]\) means \(|P| = 1\) if \( P \) is true, otherwise \(|P| = 0\). The integral in (7) integrates over the space where both SDFs are negative at the same time, which is only the case if the two objects overlap, hence are in collision. The gradients of (7) are smoothed using the sigmoid function \( \sigma(z) = \frac{1}{1 + \exp(-z)} \), i.e. \([\phi_{1,2}(x) < 0] = \sigma (-a \phi_{1,2}(x)) \) with a parameter \( a > 0 \).

6.2 Goal Region

If part of the task specification is that an object \( \phi_1 \) is fully contained inside the boundary of another object \( \phi_g \), called the goal region, then a similar integral as for the pair-collision can be utilized

\[
H_g(\phi_1, \phi_g) = \int_{\mathcal{X}} [\phi_1(x) < 0] [\phi_g(x) > 0] \, dx \approx \int_{\mathcal{X}} \sigma (-a \phi_1(x)) \sigma (a \phi_g(x)) \, dx.
\]

Here, points outside of the goal region that are inside the object count towards the integral.
The sampling highlights the advantage of the models learned with SDFs providing useful gradients by comparing representation outperforms other representations (point-clouds and occupancy measures) and further shows that the robustness in avoiding collisions increases when including pair-collision.

Table 1: Success rates of mug hanging experiment. Total scenes solved means the percentage of scenes in the evaluation dataset for which a solution was found that is not in collision and is stable when dropped. Only best results for each object representation shown. Full results see Tab. 3 and sec. A.5.

### 7 Experiments

#### 7.1 Mug-Hanging: Kinematic Success Model

In this experiment, we want to find rigid transformations applied on observed mugs of different shapes in a scene to hang them stably on hooks of different types. The functional $H_{\text{hang}}$ is therefore a kinematic success model that takes the SDFs of the mug and the hook as input. To generate data to learn $H_{\text{hang}}$, we randomly sample scenes of different mug and hook shapes (1600 scenes for training, 400 for testing and 150 for evaluation). See Fig. 15 for examples of mugs and hooks in the evaluation data. Then we sample for each scene in the training and test data the position and orientation of the mug uniformly in the bounding box $\mathcal{X}$ until at least one successful configuration has been obtained where the mug does not fall on the ground when being dropped from the sampled configuration while at the same time not being in collision with the hook. We use Bullet [42] to simulate the dropping. In total, 20 configurations per scene are generated. Since sampling a successful configuration is a rare event, for the majority of the scenes, only one successful and 19 failure configurations are contained in the training and test data, making learning challenging. Another challenge of this task is that the model has to reason about both the hook and mug geometry jointly. Formulating an analytical model, e.g. on a mesh-based object representation, to model this constraint is non-trivial.

#### 7.1.1 Performance with Optimization

Fig. 1 shows solution configurations found by our model $H_{\text{hang}}$ as an optimization objective. Interestingly, the solutions not always contain the intuitive solution, but also ones where other parts of the hook are being utilized (middle column in Fig. 1). The optimization problem (2) to solve this mug hanging problem has two objectives, the learned kinematic success functional $H_{\text{hang}}$ and the pair-collision $H_{\text{coll}}$ from sec. 6.1. While in principle $H_{\text{hang}}$ also learns to avoid collisions, we found that the robustness in avoiding collisions increases when including $H_{\text{coll}}$. The learned functional $H_{\text{hang}}$ is, in general, non-convex in the rigid transformation $q$ of the mug. Therefore, we observed that using gradient based optimization is not sufficient for the optimizer to find a feasible solution, i.e. where $H_{\text{hang}}$ predicts zero, in every instance. To overcome this issue, we restart the optimization procedure up to 20 times with a randomly sampled initial guess of the mug in $\mathcal{X}$. Fig. 16 shows an example of a sampled initial configuration from which the optimizer is started (left), then the optimized configuration (middle) and finally, the configuration after simulation. Tab. 1 shows the success rates on the evaluation scenes. As one can see, for the proposed approach where objects are represented as SDFs using optimization and sampling, in 98.7% of the evaluation scenes, a solution is found where $H_{\text{hang}}$ predicts success and no collision is violated (first column). Out of these, 88.5% are stable configurations (checked by simulation) and the optimized configuration of the mug is collision free with the hook, leading to 87.3% total solved scenes (last column). When the optimization is run only once (second row), then only in 51.3% of the cases it converges to a feasible solution.

#### 7.1.2 Comparison to Sampling, Point-Cloud and Occupancy Measure Representations

This section shows that learning a kinematic success model based on the proposed SDF object representation outperforms other representations (point-clouds and occupancy measures) and further highlights the advantage of the models learned with SDFs providing useful gradients by comparing it to sampling without optimization. For full results, refer to sec. A and Tab. 3. The sampling
7.2 Pushing Objects on a Table: Dynamic Model

In this experiment, we consider the task of pushing boxes and L-shaped objects of different dimensions with a spherical pusher of different radii into a goal region \( \phi_g \) on a table. Fig. 2 visualizes typical objects, pushers and goal regions. The goal region has to be large enough that all possible objects fit. We again use Bullet as a simulator to generate data to train a dynamics model of the form described in sec. 5.1 with \( l = 1 \), i.e. \( H_F \) is a function of four SDFs \( \phi_1^1, \phi_1^{l-1} \) (object) and \( \phi_1^2, \phi_1^{2-1} \) (pusher). In total, 14975 different scenes (including shapes and initial configuration) are sampled where random push actions biased roughly towards the object center are applied until the object leaves the table. Since the dynamics and interaction of the objects in this scenario can be sampled where random push actions biased roughly towards the object center are applied until the object leaves the table. Since the dynamics and interaction of the objects in this scenario can be approximated in the 2D plane, the 3D signed distance functions of the objects are evaluated in the 2D projection. We again use Bullet as a simulator to generate data to train a dynamics model of the from described in sec. 5.1 with \( l = 1 \), i.e. \( H_F \) is a function of four SDFs \( \phi_1^1, \phi_1^{l-1} \) (object) and \( \phi_1^2, \phi_1^{2-1} \) (pusher). In total, 14975 different scenes (including shapes and initial configuration) are sampled where random push actions biased roughly towards the object center are applied until the object leaves the table. Since the dynamics and interaction of the objects in this scenario can be approximated in the 2D plane, the 3D signed distance functions of the objects are evaluated in the 2D set \( X_h \in \mathbb{R}^{140 \times 140} \) only. Therefore, the model \( F \) predicts the dynamics of \( \phi_1^1 \) in this 2D projection.

### 7.2.1 Forward Prediction Error

Tab. 2 shows the one-step prediction error on the evaluation dataset for the flow model \( F_{\text{flow}} \) (4) and the direct SDF prediction \( F \) (3). The way we utilize the model within the trajectory optimization problem never asks for predictions more than one step into the future. We train one single dynamics model for both box and L-shaped objects and different pushers. The prediction error is the RMSE of predicting the correct SDF values in \( X_h \). The last row shows the error if the model would simply predict the next state as the last state of the object. As one can see, \( F_{\text{flow}} \) achieves a lower error than \( F \). This is due to \( F \) having to predict the complete SDF, while \( F_{\text{flow}} \) only the flow. In phases of the motion where there is no contact between the object and the pusher, both models \( F_{\text{flow}} \) and \( F \) have to learn that the object should not move (and \( F \) has to predict the complete SDF in this case as well), which is also non-trivial, but they accomplish this with lower error.

### 7.2.2 Comparison to other Object Representations (Point-Cloud and Occupancy Measure)

In sec. A.6.1 and sec. A.6.2 we present and explain a comparison of the forward prediction error between models learned with object representations being SDFs, occupancy measures and point-clouds. As shown in Tab. 4 and Tab. 5, models learned with the SDF representation outperform models based on point-clouds and occupancy measures in their predictive performance. Further, in Tab. 5 and sec. A.4, we also show that one can learn image conditioned SDFs and dynamic models on top of the learned SDF simultaneously with no noticeable performance degradation.

### 7.2.3 Planning with the Learned Model and Execution Performance

Having learned the pushing dynamics prediction model, we now utilize it within (2) to solve the task of pushing the object into the goal region. There are four constraints. First, the dynamics model \( H_F \) and, second, the goal region \( \hat{H}_g \). While this seems to be enough to specify the problem fully, we add two additional constraints, \( H_{\text{coll}} \) and \( H_{\text{PoC}} \). The discrete variable \( s_k \) of (2) decides whether there are one or two push phases. Only in a push phase, \( H_{\text{PoC}} \) is active. \( H_{\text{coll}} \) is always active. Similarly to the mug hanging experiment, local minima are a core issue as well. Therefore, we initialize the pusher position at phase 1 or 2 on a set of 4 different points around the object. These 4 points around the object are always the same in all scenarios, no matter of the size, shape or orientation of the object. Compared to other approaches where the action space has to be chosen much more carefully, we believe that this is a rather weak prior. The initialization also does not start from contact with the object or similar, because our problem contains the challenge of contact establishment and possible breakage to push from a different side to achieve the goal. Therefore, due to this initialization, there
are 20 different optimization problems we solve for each scene (4 for one pushing phase, 4^2 for two pushing phases). To evaluate the performance, we execute the planning result with the least constraint violation and cost open-loop in the simulator. Despite the fact that pushing is unstable over long-horizons, our proposed approach achieves a high performance. As shown in Fig. 3, which plots the amount of the object that is inside of the goal region at the end of the execution, using the learned $F_{\text{flow}}$, the approach achieves 99.7% (median) coverage of the object inside the goal region on box pushing and 98.4% (median) on the L-shaped objects (50 evaluation scenes each). Please note that, although the goal region for small objects seems large, the optimizer usually moves the object until it is just barely inside the goal region and not any further. Therefore, even very small deviations during the open-loop execution already lead to some parts sticking out. For the larger objects in the evaluation scenes, the goal region is barely large enough. With the direct $F$, the performance is a bit worse, but still high (median 96.6% for boxes, 91.5% for L-shaped objects).

Sec. B demonstrates that our proposed SDF framework outperforms an approach where the optimization problem is formulated for objects represented as meshes and the analytic dynamic model from [13] for the pushing dynamics. Refer to Fig. 6 for quantitative results. Finally, in sec. A.6.3 and Fig. 5 we investigate the importance of models learned on top of SDF representations providing useful gradients for planning in comparison to models with point-clouds and occupancy measures.

7.2.4 Ablation Study
Sec. D presents an ablation study regarding the importance of the additional objectives $H_{\text{coll}}$ and $H_{\text{PoC}}$ in the optimization problem. Results in Fig. 11 show that while it is possible to solve the scenes without them, the performance greatly increases if they are part of the problem formulation.

7.2.5 Generalization to Out-of-Distribution Shapes, Multiple Objects, and Robots
In sec. C.1, we demonstrate that the framework and the learned model generalizes to shapes beyond the training distribution. See Fig. 2 and Fig. 7 for those shapes. Quantitative results presented in Tab. 6 and Fig. 8 indicate that the model achieves both high prediction accuracy and high performance when used for planning. Furthermore, as seen in Tab. 6, a model learned with SDFs generalizes significantly better than with point-clouds, also relative to the results obtained on-distribution. We further show in sec. C.3 and sec. C.2 that the framework is capable of generalizing to scenes that contain obstacles (Fig. 10) and a scenario where three objects interact in order to solve the task (Fig. 9 and Fig. 4). Finally, in sec. E we demonstrate multiple scenarios where the learned pushing dynamics model is embedded into a scene that contains robots. All these generalization experiments require no change in the methodology or to learn a new model, showing the generality and versatility of our proposed framework. For more details, refer to the respective sections in the appendix.

8 Conclusion
In this work, we have shown that the constraints of a trajectory optimization problem for solving manipulation problems can be formulated in terms of learned functionals of SDFs only. SDFs can serve as a common object representation across completely different tasks. The functionals can naturally model the interaction between objects of arbitrary shapes and can be learned directly from SDF observations, which is closely connected to perception. We have shown that learning models on top of SDFs outperform other object representations like point-clouds and occupancy measures both in terms of prediction accuracy and the ability to plan. The greatest challenge of our framework are local minima of the resulting trajectory optimization problem. While sampling strategies for initial guesses can mitigate this to some extent, it is an issue, which is not unique to our approach, but many nonlinear trajectory optimization formulations. While we have considered rigid objects in this work only, we believe that the proposed approach can be extended to deformables as well.
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A Comparisons to Point-Cloud and Occupancy Measure Object Representations as well as SDFs Learned from Images

The purpose of this section is to investigate the importance of the object representations being signed-distance functions for both the mug-hanging and the pushing scenario. In order to do so, we consider two other object representations, namely occupancy measures, which are functions that indicate whether there is an object at a certain location or not, and point-clouds which represent the surface of an object as a set of points in 3D space. Moreover, we also show that one can learn an image-conditioned SDF and the dynamics model simultaneously for the pushing scenario while maintaining high performance.

A.1 Occupancy Measure Object Representation

An occupancy measure \( \psi : \mathbb{R}^3 \rightarrow \{-1, 1\} \) is a function that is defined such that \( \psi(x) = -1 \) if \( x \in \mathbb{R}^3 \) is inside the object \( \psi \) represents and \( +1 \) if \( x \) is outside the object (for the boundary of the object there are multiple conventions). The function \( \psi \) can therefore be interpreted as an indicator whether there is an object at \( x \) or not.

Formally, we can utilize a signed-distance function \( \phi \) to define the corresponding occupancy measure \( \psi \) via

\[
\psi(x) = \text{sign}(\phi(x)).
\]

To make \( \psi \) differentiable, one can use

\[
\psi_s(x) = \tanh(b \phi(x))
\]

for \( b > 0 \). The smaller \( b \), the smoother the boundary and hence the gradients become more well-behaved. On the other hand, if \( b \) is too small, then the objects do not have well-defined boundaries anymore, which is an issue, since we want to model both collision avoidance and contact establishment at the same time. Further, if \( b \) is very small, then \( \psi \) locally around the surface of the object maintains the information of the SDF \( \phi \) it was constructed with. We therefore test values of \( b = 100 \) and \( b = 1000 \).

Compared to occupancy values on a static grid, \( \psi \) contains more information, since it is a function of \( x \in \mathbb{R}^3 \), which means that it can also be transformed rigidly in space using (1) as for \( \phi \). For static occupancy grids, such transformations are also possible, but they require a post-processing step to recreate a valid occupancy grid after the transformation.

A.2 Point-Cloud Object Representation

As another object representation, we consider point-clouds, which are a set of 3D points on the surface of the object. Formally, we can define a point-cloud \( P \) for an object via the corresponding signed-distance function \( \phi \) of the object as

\[
P = \{ x_1, \ldots, x_N \in \mathbb{R}^3 : \forall i=1,\ldots,N \ \phi(x_i) = 0 \}.
\]

In order to make the comparison fair, the number \( N \) of points is chosen such that the resolution of the SDF and the point-cloud is similar. More precisely, we first run the marching cube algorithm on the SDF evaluated on the same \( \mathcal{X}_h \) as in the other experiments and then extract \( P \) as the vertex points of the obtained mesh.

As described in sec. 5.3, H.1 and I.1, we can encode the SDF as input to the functionals \( H \) via grid evaluation of the SDF function, followed by a convolutional neural network encoder architecture. For point-clouds, this is not directly possible. Therefore, we utilize a so-called pointnet architecture to encode the input point-clouds into a feature vector from which the dynamics model and the kinematic success model is defined. We use the pointnet and pointnet++ implementation from [43] for the point-cloud encoding.

A.3 Dynamics Model via Predicting Rigid Transformations

Our proposed forward dynamics model (3) and (4), described in sec. 5.1, predicts the SDF function \( \phi^1_t \) of object 1 at time \( t \) as a function of the history of SDF observations of the object \( \phi^1_{t-l:t-1} \) until
time \( t − 1 \) and the motion of another object \( \phi^2_{t−1:t} \) until time \( t \). The model does not predict the values on a static grid, but as a function that can be queried in \( \mathbb{R}^3 \).

For point-clouds, there is no notion of a function that could be predicted. Instead, a forward dynamics model in point-cloud space means to predict the positions of the points at the next timestep. To achieve this, we learn a model

\[
\Delta q^1 = F_q(\mathcal{P}^1_{t−1}, \mathcal{P}^2_{t−1}, \mathcal{P}^2_t)
\]

that predicts the rigid transformation \( \Delta q^1 \) (in case of the pushing scenario \( \Delta q^1 \in \mathbb{R}^3, x, y \)-translation and \( z \)-rotation) of the point-cloud \( \mathcal{P}^1_{t−1} \) of object 1 at time \( t − 1 \) as a function of the point-clouds \( \mathcal{P}^2_{t−1} \) and \( \mathcal{P}^2_t \) of object 2 such that

\[
\mathcal{P}^1_t = R(\Delta q^1)\mathcal{P}^1_{t−1} + r(\Delta q^1).
\]

This means whereas for training the model based on SDFs and occupancy measures it was sufficient to have a dataset of just SDF/occupancy observations, the training process for the point-cloud model requires those relative transformations of the point-cloud either as ground-truth data or via a (non-trivial) point-cloud registration step. We assume to have access to ground-truth rigid transformations \( \Delta q^1 \) to train the point-cloud model.

In order to compare the performance of this point-cloud model with the SDF and occupancy measure approach, we also train models

\[
\Delta q^1 = F_q(\phi^1_{t−1}, \phi^2_{t−1}, \phi^2_t)
\]
\[
\Delta q^1 = F_q(\psi^1_{t−1}, \psi^2_{t−1}, \psi^2_t)
\]

for both the SDF and occupancy measure that predict the rigid transformations of these object representations (as functions). In this case

\[
\phi^1_t = T(\Delta q^1)[\phi^1_{t−1}]
\]
\[
\psi^1_t = T(\Delta q^1)[\psi^1_{t−1}]
\]

with the transformation \( T \) as defined in (1).

As a side note, while we have focused on rigid objects in this work, our approach of predicting a function would directly be applicable to the deformable case for SDFs and occupancy measures, which would not directly be possible with a point-cloud model that predicts the rigid transformation of the points.

### A.4 Learning Image Conditioned SDF and Dynamics Model Simultaneously for Pushing Scenario

The experiments in this work assume to have access to the SDFs of the involved objects. Here, we show for the pushing scenario that it is possible to train a neural network that predicts the SDF from an image observation of the corresponding object and the dynamics model based on top of the learned SDF simultaneously with very little performance degradation compared to having the ground-truth SDF available. For this, we assume to have a segmented image \( I \in \mathbb{R}^{h_I \times w_I} \) of each object. Then, we learn one function for all objects such that

\[
\phi(\cdot, I) \in \Phi
\]

is the SDF corresponding to the object masked in the image \( I \). We assume an overhead camera perspective of the table such that the images \( I \) are masked depth images of the objects from above. We learn a single \( \phi \) for both the pusher and the object that is being pushed. Also note that the masked image is not transformed into the origin or some other canonical frame, i.e. the image shows the configuration (position and rotation) of the object as it is in the scene. Therefore, no pose estimation step or similar is necessary, \( \phi(\cdot, I) \) is the SDF of the object in the configuration as in the scene.

For quantitative results of this experiment, see Tab. 5 (second row) and sec. A.6.1 below.

### A.5 Comparison Results for Mug-Hanging

Tab. 3 shows the success rates in terms of the percentage of successfully solved scenes for the mug hanging experiment for the object representations being SDFs (proposed approach) and occupancy
measures/point-clouds as baselines. We investigate various different approaches, namely optimization + sampling, optimization only, sampling only with different feasibility thresholds $\kappa$, and two different pointnet architectures.

The results in Tab. 3 have to be interpreted in the following way. For each method (object representation, solution method, thresholds), we report in the first column the percentage of scenes for which the method (optimization + sampling, optimization only, sampling with different thresholds) found a solution within the maximum allowed functional evaluations. To allow for a fair comparison, both the optimization problem (including its up to 20 restarts) and the sampling procedure are allowed to use the exact same total maximum number of functional evaluations (20,000). Then the second column shows the percentage of the found solutions where the solution configuration leads to a stable hanging of the mug on the hook when dropped in the simulator. Since the simulator also simulates if the solution configuration of the mug is in collision with the hook, we report in the third column the percentage of the successfully simulated configurations that were initially not in collision with the hook, because they cannot be counted as success. Taking all these into account, the last column shows the total percentage of the scenes in the evaluation dataset for which a valid, i.e. collision free, and stable solution was found.

Note that due to the way it was generated, the test and training data distribution has a significantly different ratio of success/failure examples than when sampling the model until it predicts success. Therefore, when using the same feasibility threshold $\kappa_2$ as for evaluating the test data, the model can be overly optimistic. Hence, we investigate different feasibility thresholds $\kappa_i = 0.15, 1.5, 0.015$, i.e. if $H_{\text{hang}}(\phi^1, \phi^2) < \kappa_i$, then the model predicts success.

|                | solution found | simulation success | collision free | total scenes solved |
|----------------|----------------|--------------------|----------------|---------------------|
| signed-distance $\phi$ | opt. + sampling | 98.7% | 88.5% | 100.0% | 87.3% |
|                  | opt. only      | 51.3% | 93.5% | 98.6% | 47.3% |
|                  | sampling only $\kappa_1$ | 83.8% | 82.3% | 100.0% | 68.9% |
|                  | sampling only $\kappa_2$ | 100.0% | 35.6% | 100.0% | 35.6% |
|                  | sampling only $\kappa_3$ | 26.0% | 87.5% | 100.0% | 22.8% |
| occupancy measure $\psi$ | $\psi_s +$ opt. + sampling | 34.0% | 51.0% | 100.0% | 17.3% |
|                  | $\psi +$ sampling $\kappa_1$ | 100.0% | 17.3% | 100.0% | 17.3% |
|                  | $\psi +$ sampling $\kappa_2$ | 100.0% | 22.0% | 100.0% | 22.0% |
|                  | $\psi +$ sampling $\kappa_3$ | 100.0% | 34.0% | 100.0% | 34.0% |
| point-cloud pointnet | opt. + sampling | 100.0% | 79.3% | 14.3% | 11.3% |
|                  | opt. + sampling + SDF collision | 99.3% | 67.1% | 100.0% | 66.7% |
|                  | sampling $\kappa_1$, no collision | 100.0% | 48.0% | 23.6% | 11.3% |
|                  | sampling $\kappa_2$, no collision | 100.0% | 36.0% | 53.7% | 19.3% |
|                  | sampling $\kappa_3$, no collision | 100.0% | 78.0% | 32.5% | 25.3% |
|                  | sampling $\kappa_1$ + SDF collision | 99.3% | 35.6% | 100.0% | 35.3% |
|                  | sampling $\kappa_2$ + SDF collision | 100.0% | 21.3% | 100.0% | 21.3% |
|                  | sampling $\kappa_3$ + SDF collision | 73.3% | 70.9% | 100.0% | 52.0% |
| point-cloud pointnet++ | opt. + sampling | 0% | – | – | 0% |
|                  | opt. + sampling + SDF collision | 0% | – | – | 0% |
|                  | sampling $\kappa_1$, no collision | 100.0% | 82.0% | 63.4% | 52.0% |
|                  | sampling $\kappa_2$, no collision | 100.0% | 36.0% | 53.7% | 19.3% |
|                  | sampling $\kappa_3$, no collision | 0% | – | – | 0% |
|                  | sampling $\kappa_1$ + SDF collision | 0% | – | – | 0% |
|                  | sampling $\kappa_2$ + SDF collision | 100.0% | 24.0% | 100.0% | 24.0% |
|                  | sampling $\kappa_3$ + SDF collision | 0% | – | – | 0% |

Table 3: Comparison of success rates for mug hanging experiment between an object representation based on signed-distance functions $\phi$ (proposed approach), occupancy measures $\psi$ (baseline) and point-clouds (baseline). Total scenes solved (last column) means the percentage of scenes in the evaluation dataset for which a solution was found where the learned model predicts success (first column) that is actually stable when dropped in the simulator from the optimized solution configuration (second column) and is not in collision before dropping (third column).
For the SDF model and sampling only, using this threshold $\kappa_2$, in 100% of the cases a solution is found, but only 35.6% of those are actually successful in simulation. For a 10-times smaller threshold $\kappa_1$, the success rate is high again (92.3%), but only in 83.8% of the scenes a feasible solution is sampled within the computational budget, leading to a total of 68.9% solved scenes with sampling compared to 87.3% with optimization and sampling, which shows the advantages of our models based on SDFs being differentiable with informative gradients.

As one can see in Tab. 3, the performance using the occupancy measure $\psi$ or $\psi_s$ is significantly worse than with $\phi$. The best result with the occupancy measure was 34.0%, compared to 87.3% with our proposed approach. Especially with sampling, the model based on $\psi$ very often mistakenly predicts that a sampled configuration will lead to success. With optimization ($\psi_s$ + opt. + sampling), the success rate for a found solution is higher (51.0%). However, in only 34.0% of the scenes, the solver converges to a configuration within 20 restarts where the learned model with $\psi_s$ predicts success. Therefore, the total percentage of successfully solved scenes in this case is only 17.3% with $\psi_s$ compared to 87.3% with $\phi$. One reason for the optimizer finding a solution in only 34.0% of the scenes with the model based on $\psi_s$ is the fact that, although $\psi_s$ is differentiable, its gradients are mostly zero. For $\psi_s$, we chose $b = 1000$.

For the point-cloud representation, there is no easy way to define the collision constraint $H_{\text{coll}}$, in contrast to both SDF and occupancy measure representations, where this can be realized by (7). In [40], where they also consider hanging objects with a point-cloud based object representation, they have to learn a separate collision predictor. We therefore additionally evaluate the point-cloud representation with the collision constraint (7) defined based on the same SDF of the object as for the evaluation of the SDF approach.

The best achieved result with pointnet is 66.7% of total solved scenes using optimization and the (differentiable) SDF collision constraint. However, without this additional knowledge of the SDF representation for differentiable collision checking when optimizing with the learned pointnet model, the best achieved result is 25.3%. For pointnet++, the best achieved percentage of totally solved scenes is 52.0% with sampling.

The results for the occupancy measure have been obtained by keeping everything the same as in sec. 7.1, i.e. same network architecture, same training, test and evaluation datasets, same thresholds, sampling strategies (with same random seeds) etc., except for $\phi$ being replaced by $\psi$ and $\psi_s$ when learning and evaluating $H_{\text{hang}}$. Furthermore, the collision constraint $H_{\text{coll}}$ is also evaluated with $\psi$ or $\psi_s$, respectively. For the point-cloud representation, we had to tune the hyperparameters of the pointnet++ architecture much more than we did tune the hyperparameters of our proposed approach (with the default parameters of pointnet++, we achieved a success rate of 0%). The gradients that a model learned with pointnet++ provides were not suitable for optimization at all (found solutions 0%). The training, test and evaluation datasets are also the same for the point-cloud architectures with the point-clouds obtained from the SDFs as described in sec. A.2. The thresholds and sampling strategies are also the same (with same random seeds).

### A.6 Comparison Results for Pushing Objects on a Table

#### A.6.1 Forward Prediction Error in Observation Space

Tab. 4 shows the mean RMSE of the one-step predictions on the evaluation dataset (different random seed as for the training and test dataset) for both the proposed approach where the forward model is learned as a functional of SDFs $\phi$ and occupancy measures $\psi$ as a baseline. More precisely, the error is calculated very similar to the dynamics model functional (5) as follows

$$\frac{1}{n} \sum_{i=1}^{n} \left[ \frac{1}{|X_h|} \sum_{x \in X_h} \left( \phi^1_{i,i}(x) - F[\phi^1_{0,i}(X_h), \phi^2_{0,1,i}(X_h)](x) \right)^2 \right]$$

(20)

with $\phi^k_{i,i}(x)$ meaning the SDF value of object $k$ at time $t$ for scene $i$ at $x \in X_h$ with $X_h$ the discrete grid. The index $t$ is $t = 0$ or $t = 1$ only here, since we are only interested in the one-step predictions, which is the data the dataset contains. We investigate this prediction error for $\psi$ as defined in (10) and its smooth version $\psi_s$ defined in (11) for different values of $b$. The absolute numbers of these errors in Tab. 4 are not directly comparable between $\psi$ and $\phi$, since the predictions/ground-truth values have different magnitudes. However, we show for each case the error if the model simply...
the field values to train/test and evaluate the model being replaced by measure. These results have been obtained by keeping everything the same as in sec. 7.2, except for relative to predicting the last observation as the future is significantly lower than with the occupancy measure based on SDFs vs occupancy measures, one can see that with SDFs, the prediction error net++ architecture achieves a similar error than the occupancy measure, pointnet has the highest error. As one can see, the model learned based on SDFs outperforms the other representations. The pointnet++ architecture achieves a similar error than the occupancy measure, pointnet has the highest error.

Furthermore, one can see in the second row of Tab. 5 that the case \( \phi \), i.e. where the SDFs are learned functions conditioned on image observations of the objects, does not degrade the performance.

The training, test and evaluation datasets are the same as in sec. A.6.1, but contain the ground-truth rigid transformations additionally for training and error evaluation purposes.

Table 4: Comparison of one-step \( \Delta q^1 \) prediction error between models learned on SDF, occupancy measure and point-cloud object representations.

| \( \psi \) | \( \phi \) | \( \phi(\cdot, I) \) (with image encoder) |
|---|---|---|
| \( F_{flow} \) | \( 2.1 \pm 2.2 \) | \( 2.2 \pm 2.3 \) |
| \( F_{flow} \) | \( 2.1 \pm 1.3 \) | \( 2.1 \pm 2.3 \) |
| \( \psi_s \), with \( b = 100 \) | \( 0.63 \pm 0.69 \) | \( 0.63 \pm 0.63 \) |
| \( \psi_s \), with \( b = 1000 \) | \( 0.76 \pm 0.82 \) | \( 0.80 \pm 0.87 \) |
| \( \psi \) | \( 2.8 \pm 2.7 \) | \( 2.8 \pm 2.7 \) |
| \( \psi \) | \( 2.7 \pm 2.7 \) | \( 2.7 \pm 2.7 \) |
| \( \psi \) | \( 0.81 \pm 0.87 \) | \( 0.81 \pm 0.87 \) |

Table 5: Comparison of one-step \( \Delta q^1 \) prediction error between models learned on SDF, occupancy measure and point-cloud object representations.

| \( \psi \) | \( \phi \) | \( \phi(\cdot, I) \) (with image encoder) |
|---|---|---|
| \( F_{flow} \), \( \psi_s \) with \( b = 100 \) | \( 3.3 \pm 2.9 \) | \( 3.3 \pm 3.0 \) |
| \( F_{flow} \), \( \psi_s \) with \( b = 1000 \) | \( 1.8 \pm 1.4 \) | \( 1.4 \pm 1.8 \) |
| \( \psi \) | \( 2.6 \pm 2.6 \) | \( 2.6 \pm 2.5 \) |

A.6.2 Forward Prediction Error in Rigid Transformation Space

As explained in sec. A.3, in order to compare models based on SDFs and occupancy measures with a model that has point-clouds as input, we show in Tab. 5 the forward prediction error of the models predicting the rigid transformation \( \Delta q^1 \) of the object that is being pushed.

As one can see, the model learned based on SDFs outperforms the other representations. The pointnet++ architecture achieves a similar error than the occupancy measure, pointnet has the highest error.

Furthermore, one can see in the second row of Tab. 5 that the case \( \phi(\cdot, I) \) i.e. where the SDFs are learned functions conditioned on image observations of the objects, does not degrade the performance.

The training, test and evaluation datasets are the same as in sec. A.6.1, but contain the ground-truth rigid transformations additionally for training and error evaluation purposes.

A.6.3 Planning

Although being worse with respect to the one-step prediction error, the occupancy measure based model is qualitatively able to learn the dynamics of the pushing scenario. However, when trying to utilize the occupancy measure based model within the optimization problem, we could not solve a single scene of the evaluation scene dataset. This is caused by the fact that in the majority of the cases the optimization process got stuck in its initial condition directly, since the learned model as well as the other functionals based on the occupancy measure have zero or non-informative gradients, even in the smoothed version \( \psi_s \). Therefore, for using the learned model with a gradient-based planning framework, the information encoded in the SDF is crucial. An SDF contains non-flat information.
about the object at distance to it, whereas the occupancy measure is flat at distance to the object. Empirically, this property of the SDFs carries over to the models learned on top of them.

Similarly, planning with models learned on top of point-cloud encodings also could not solve a single scene of the evaluation scene dataset.

To investigate this further, we consider a very simple scenario (see Fig. 5) where the pusher already in the initial configuration has established contact with the object, as shown in Fig. 5a. The object should just be pushed straight ahead to the goal.

Fig. 5b-5d shows the execution result in the simulator of the trajectory the optimizer has converged to for this simple scenario. Here, the only constraint of the optimization problem apart from the goal specification is $H_F$ (the dynamics model) and no other constraints like $H_{coll}$ or $H_{PoC}$. As one can see, optimizing a trajectory with the occupancy measure based model does not move the pusher at all. The point-cloud based model leads to some movement, but it is clearly unable to solve the task. Using the SDF based model, planning is possible and hence solving this scene is no issue.

A.7 Discussion

For the mug-hanging scenario, the proposed approach of learning models based on SDF representations of the objects significantly outperforms the occupancy measure and point-cloud baselines. The reasons for this are not only a higher prediction accuracy of the learned functional $H_{\text{hang}}$ with the SDF representation, but also that the model learned with SDFs provides more informative gradients for optimization. Furthermore, an SDF representation allows to define the collision constraint (in a differentiable way) naturally. For point-clouds, such collision constraints are not well-defined. Generally, the results also highlight the importance of optimization (and sampling for initial guess), compared to sampling alone.

Regarding the pushing scenario, the SDF object representation enables to learn models that outperform all other considered object representations in terms of the forward prediction error. Compared to a point-cloud representation, with SDFs (and occupancy measures) the learned dynamics model can directly predict in SDF (occupancy measure) space, requiring a dataset of such observations only, compared to ground-truth rigid object transformations as required for learning a model with point-clouds. When it comes to planning, the (learned and analytic) functionals defined in terms of SDFs provide informative gradients, which is crucial for planning success.

This shows that model learning and subsequent planning has to be considered together. Just from the fact that a model leads to acceptable prediction performance does not mean that it is useful at all for planning.

Further, we have also shown that one can learn an image conditioned SDF and the dynamics model based on the learned SDFs simultaneously with no noticeable performance degradation.
Figure 6: Performance comparison between proposed SDF approach with learned models and analytic mesh-based models for pushing scenario on evaluation scenes. A value of 1 means that the object is fully contained in the goal region.

### B Comparison to Analytic Mesh-Based Model for Pushing Scenario

In this experiment, we utilize the analytic model from [13] that is based on mesh object representations to solve the same pushing scenarios as in Sec 7.2.3. The problem formulation remains the same, i.e. we have the same constraints (collision avoidance and contact establishment), same initializations, same discrete decisions etc., with the only difference that the functionals are replaced by mesh-based representations and the learned SDF dynamics model with an analytic one. Since it is unclear how to specify the same goal region constraint from sec. 6.2 with a mesh, we utilize the same goal-region SDF constraint (8) in this experiment, i.e. everything is based on meshes except the goal specification, which utilizes the same SDF as for the other experiments. These choices allow for a fair comparison.

Fig. 6 shows the performance in terms of the amount of object $\phi_1$ that is inside the goal region at the end of the execution both for the proposed SDF approach ($F_{\text{flow}}$) and the analytic mesh-based approach. As one can see, especially for the L-shaped objects, our proposed method outperforms the mesh-based analytic variant significantly, but also for boxes the performance with the SDF models is better.

Possible reasons for this are mainly two fold. On the one hand, the mismatch between the analytic model and the simulator leads to the object rotating more in the optimized trajectory than when executed in the simulator. System identification (including potentially a more complex friction model, which makes planning much harder) for each object shape would be required to improve on this. On the other hand, the optimized trajectories obtained with the mesh models very often push on a corner of the objects. Such corner pushes are unstable when executed. We have seen less such behavior of pushing at corners when using SDFs and the learned models on top of them. A possible explanation for this is that the data generation for the learned model is performed via random pushes, which leads to only little data where there are pushes on corners.

As mentioned in sec. 7.2.3 and sec. 1.2, directly solving (2) on the pushing scenario often leads the optimizer to converge to an infeasible local minimum if the pusher has to go around the object to achieve the goal. This is not a fact that is caused by using learned models or SDF object representations. The same holds true for the analytic model and mesh-based object representations. Therefore, we also require the initializations described in sec. 1.2 for this experiment with the analytic, mesh-based models. Similar to the other experiments, these 4 rough initializations address the issue successfully.
Figure 7: Tested object shapes for out-of-distribution shape generalization experiment for pushing scenario.

|                | $x$ [mm] | $y$ [mm] | $\alpha$ [$^\circ$] |
|----------------|----------|----------|---------------------|
| SDF            | 2.3 ± 2.2| 2.3 ± 2.3| 0.81 ± 0.87         |
| $\phi(\cdot; f)$ (with image encoder) | 2.4 ± 2.3| 2.4 ± 2.4| 0.85 ± 0.92         |
| occupancy      |          |          |                     |
| measure        |          |          |                     |
| $\psi_s$ with $b = 100$ | 3.0 ± 3.2| 3.2 ± 3.3| 0.99 ± 1.06         |
| $\psi_s$ with $b = 1000$ | 3.2 ± 3.5| 3.3 ± 3.5| 1.02 ± 1.06         |
| $\psi$         | 3.0 ± 3.3| 3.4 ± 3.6| 1.06 ± 1.09         |
| point-cloud    |          |          |                     |
| pointnet       | 4.9 ± 4.5| 5.1 ± 4.7| 0.99 ± 0.97         |
| pointnet++     | 4.5 ± 4.9| 4.6 ± 4.8| 0.77 ± 0.78         |

Table 6: Shape generalization experiment. Comparison of $\Delta q^1$ prediction error between models learned on SDF, occupancy measure and point-cloud object representations.

Note that for the pushing scenario it is possible to write down an analytic physics-based model on the mesh representation that is suitable for planning. However, for the hanging scenario, this is not directly possible. In [44], a mesh-based dynamic model is proposed, but there the focus is on learning a passive simulator and not learning models suitable for planning.

C Generalization Experiments for Pushing Scenario

C.1 Generalization to Out-of-Distribution Shapes

The training data for the pushing scenario consists of boxes and L-shaped objects of different sizes. The test and evaluation scenes use different random seeds, but sample the object shapes from the same distribution. Since the learned model takes the actual geometry of the objects as input, it could, in principle, generalize to arbitrary shapes. This experiment investigates whether this generalization works.

In order to do so, we consider 7 different objects, shown in Fig. 7, which are clearly out-of-distribution compared to the training dataset in terms of shape type and topology.

C.1.1 Forward Prediction Error

Tab. 6 shows the forward prediction error in $\Delta q^1$ space for the out-of-distribution shapes. To obtain these results, we apply random pushes on the out-of-distribution shapes with pushers of different sizes in the simulator and record the ground-truth rigid transformations $\Delta q^1$ of the pushed object.
Figure 8: Pushing performance on scenes containing out-of-distribution shapes in terms of the amount of $\phi^1$ that is inside of the goal region at the end of the execution. A value of 1 means that the object is fully contained in the goal region.

In terms of absolute numbers, the SDF based model significantly outperforms the other object representations.

Comparing these results with the forward prediction error evaluated on the on-distribution evaluation dataset (see Tab. 5), one can see that the one-step forward prediction error in $x,y$-transformation increases by only 9.5% for the proposed model learned on top of SDF object representations (9% with the learned image conditioned SDF), compared to 48.5% for a model learned with pointnet (66.7% increase for pointnet++). For the occupancy measure, the increase is about 14% (depending on the exact variant), which is not as much as for the point-cloud based models, but also more than with SDFs.

This shows that models learned in SDF space generalize better (and well in terms of absolute numbers) to out-of-distribution shapes.

C.1.2 Planning and Execution Performance

Fig. 8 shows the performance when executing the planning results open-loop in the simulator for each of the 7 shapes shown in Fig. 7 tested in 3 different environments (i.e. different start configurations and goal region locations), leading to 21 experiments in total. No changes in the methodology were required to achieve these results. The initialization options (cf. sec. 1.2) are also the exact same as for the other experiments.

With a median coverage of 99.7% of the amount of $\phi^1$ that is inside of the goal region at the end of the execution with the learned $F_{\text{flow}}$, the model generalizes very well to out-of-distribution scenes. Not surprisingly, the median coverage with the direct $F$ of 92.0% is lower, since there we ask $F$ to not only predict the change of the input SDF $\phi^1_t$ to $\phi^1_{t+1}$, but the whole $\phi^1_t$ directly, which is more challenging especially for out-of-distribution shapes.

This experiment shows that the learned model is capable of generalizing quite out-of-distribution not only with respect to its prediction error, but also when utilized within the planning framework.

C.2 Generalization to three Interacting Objects

The pushing dynamics model we propose and learn is object-centric, i.e. it models the interaction between two objects. Compared to other approaches that model the dynamics on a scene level as in [33], we can train on only two objects and then generalize to situations where not only more objects are in the scene, but also multiple objects have to interact to solve the task, without having to relearn a new model. In Fig. 9 we show such a scenario where three objects have to interact to solve the task.
Figure 9: Generalization experiment to three objects that have to interact to solve the task. The yellow pusher is moved such that it pushes the red box such that the red box pushes the blue object to the green goal region. No new model has been learned for this experiment, it can be solved with the model trained on the interaction between two objects.

Figure 10: Generalization experiment to a scene that contains an obstacle (red). Three push phases have been determined to solve the task.

The same learned dynamics model constraint $H_F$ is active here twice, once between the yellow sphere and the red box for the whole length of the trajectory. Second between the red box and the blue box for the last phase of the trajectory. Note that we here ask for additional generalization, since in the training data only spheres have been used as the pusher object, but now the model has to predict the dynamics for two boxes that interact.

While the capabilities of the framework are important to be applied to scenes with more objects than being trained on, a case where two objects push one other object simultaneously cannot be realized directly with a model learned on only pair-interactions. However, our general formalism could handle this case as well with a model of the form $\phi^1_t = F(\phi^1_{t-1}, \phi^2_{t-1}, \phi^3_t, \phi^3_{t-1}, \phi^1_{t})$, which would require relearning such a model. Nevertheless, this experiment again shows the advantages of our framework of both being object-centric and embedded into an optimization problem.

C.3 Generalization to Scenes with Obstacles

As mentioned in the last section, due to the (learned) functionals being object-centric, we can apply a model that has been trained on scenes containing only two objects to scenarios with more objects. Fig. 10 shows a scenario where there is an obstacle in the scene between the object that should be pushed and the goal region. The optimization problem then tries to find a pushing trajectory consistent with the learned dynamics model while trying to avoid collision with the obstacle. The found solution for the scene in Fig. 10 consists of three push phases. There are pair-wise collision constraint functionals $H_{coll}$ between the objects in the scene.
Figure 11: Ablation study for pushing experiment: removal of additional constraints $H_{\text{coll}}$ and $H_{\text{PoC}}$.

Scaling this to scenes that contain many obstacles, the non-convexity of collision avoidance becomes an issue. However, this is not primarily caused by the fact that we represent objects as SDFs and that we plan with learned models on top of them. The same issue applies for mesh-based representations and analytic dynamic models.

### D Ablation Study for Pushing Scenario

In sec. 7.2.3 and sec. I we describe the additional objectives $H_{\text{PoC}}$ to encourage the trajectory to establish contact and $H_{\text{coll}}$ to avoid collisions (cf. sec. 6 and sec. G, too). Here we investigate the importance of these, also in comparison with using $F$ and $H_g$ as the only constraints. Fig. 11 shows the performance on a dataset of 20 box pushing scenarios, both for $F$ (orange) and $F_{\text{flow}}$ (blue), where we remove $H_{\text{coll}}$, $H_{\text{PoC}}$ or both (only $F$). The main reason for the significantly decreased performance when not using $H_{\text{PoC}}$ (only $F$, no $H_{\text{PoC}}$) is that, in some cases, the pusher is not moved at all by the optimization problem. A forward model alone, or more precisely its gradients, simply does not contain enough information for long-horizon tasks to succeed. Therefore, $H_{\text{PoC}}$ helps the optimization problem to establish contact, where then the model locally provides sufficient information to solve the task. $H_{\text{PoC}}$ only models that there should be contact, and the exact contact locations are then subject to the model. However, there is still a large number of cases where planning/execution works even without $H_{\text{PoC}}$, since the SDF based dynamics model $F$, compared to point-cloud or occupancy measure based models, still provides somehow useful gradients, even without the help of $H_{\text{PoC}}$. When removing the collision constraint, the performance also drops. This is caused mainly by the fact that the optimized trajectory without the collision constraint sometimes is in collision for a very short moment, which then leads to a failed open-loop execution.

### E Pushing Experiment with (Multiple) Robots

A major advantage of our proposed framework compared to other approaches is that the class of models we propose is object-centric, i.e. they model the interaction between the pusher and the object directly, instead of abstract actions. This allows us to directly integrate the model in optimization problems for more complex scenarios, for example where robots should push or otherwise interact with the objects, although the training process did not involve any robots. The learned model $F$ acts as a constraint $H_F$ on the possible object/pusher trajectories during the phase of the motion where the constraint is active.
In Fig. 12 and Fig. 13, we show two different scenarios where two robots are in the scene. At the end-effectors of each robot a sphere is mounted, which serves as the pusher object. The goal is to push the light blue object to two different goal regions (green). In Fig. 12, the goal region is located such that the left robot arm can push the object directly into the goal region. In contrast, for the scenario shown in Fig. 13, the left robot arm cannot push the object into the goal region, since its kinematic limits do not allow for the necessary movements. Therefore, our framework finds a solution where both robot arms are involved in the pushing maneuver. There is no intermediate goal location specified or similar, the whole motions of the robots are optimized jointly. The discrete decisions of the optimization problem (2) now involve which robot arm to use at which phase of the motion, which implies when and between which objects the dynamic model constraint is active.

Goal regions are not the only way a goal can be specified. In Fig. 14, a scenario is shown where the goal is that the right robot arm should touch the object. Since the object is out of reach for the right robot arm, our framework plans a trajectory where the left robot arm pushes the object towards the right robot arm until it is able to touch the object. Note that in this case there is no notion of a goal region, goal position or similar. The fact that the object is moved in the direction of the other robot to the right is found by the optimizer trying to find a trajectory that is globally and jointly consistent.
Figure 14: Scenario where the goal is that the right robot arm should touch the object, which is out of reach for the right arm. Therefore, our proposed framework plans a trajectory where the left arm pushes the object towards the right arm until it can reach it. Note how both arms move at the same time, since the optimization problem plans the robot/object motions jointly.

with all constraints. The goal constraint in this case is the contact establishment functional $H_{PoC}$ (see sec. 6.3 and (9)) between the object and the end-effector of the right robot arm (both represented with SDFs).

Note that in none of these cases, we had to relearn a new model or change the methodology. The optimization problem now optimizes over both the joint angles of the robots and the rigid transformations of the SDF representing the object. Since the pusher object is attached to the end-effectors of the robots, the SDF of the pusher object is transformed in space via the movements of the robots. The dynamic model constraint then makes the motions consistent with the learned physical model and the goal.

These experiments show the versatility and advantages of our problem formulation.

F Loss Function for Kinematic Success Model

To account for the fact that we want to use $H$ as a constraint, we use the loss function

$$L(\theta) = \sum_{i=1}^{n} y^i H\left(\phi^j_{j \in I_i} ; \theta\right)^2 + (1 - y^i) \exp\left(-H\left(\phi^j_{j \in I_i} ; \theta\right)\right)$$

(21)

to train the kinematic success models from sec. 5.2. When $y^i = 1$, this loss function brings the value of $H$ closer to zero, while for $y^i = 0$, the value of $H$ is being pushed up.

G Contact Establishment Functional

The contact establishment functional $H_{PoC}$ defined in (9) in sec. 6.3 has the property that, if the two objects are in contact, the global minimum of its optimization problem (9) is zero. Therefore, to integrate $H_{PoC}$ into (2) without having nested optimizations, we can add $p \in \mathbb{R}^3$ as a decision variable to (2) and replace $H_{PoC}$ with the two constraints $\phi_1(p) = 0$ and $\phi_2(p) = 0$. If these constraints are fulfilled, then a minimizer of (9) is found. This formulation of $H_{PoC}$, as mentioned, does not only need no nested optimizations, but also provides informative gradients for the optimization problem, especially since the gradients of SDFs point towards their zero level set.

Note that (9) alone does not prevent objects from overlapping. It only models that there exists a point where the distance to both objects is zero at the same time.

H Additional Experimental Details for Mug-Hanging Scenario

Fig. 16 shows the set $X_h$ (red box) for the functional $H_{hang}$. The hooks are centered in the $x, y$-plane of $X_h$, not in $z$-direction (cf. also Fig. 15). The bounding box $X_h \in \mathbb{R}^{40 \times 40 \times 40}$ in which the SDFs are queried has dimensions of $40 \times 40 \times 40$ cm, i.e. the resolution is 1 cm. Note that $\phi$ queried at the bounding box grid points contains the information about the distance to the object surface and
Figure 15: Different mug and hook shapes in evaluation dataset. SDFs meshed with marching cubes.

Figure 16: Left: sampled initial configuration from which the optimizer is started. Middle: found solution. Right: configuration after dropping the mug. Transparent red box is $X_h$.

hence not only whether there is an object or not at the grid point (compare to the occupancy measure representation). Therefore, a 1 cm grid resolution turned out to be sufficient in our experiments.

As mentioned in sec. 7.1, to generate the training data, we uniformly sample the position and orientation of the mugs inside $X$. We then run a forward simulation to check if the mug is stable when being dropped from the sampled configuration. In case the mug has not fallen onto the ground, we apply an impulse to the mug (see supplementary video) to further check the stability. The dataset $D = \{(\phi_1^i(X_h), \phi_2^i(X_h), y^i)\}_{i=1}^n$ then consists of the evaluated SDFs $\phi^2(X_h)$ of the hook and $\phi^3(X_h)$ of the mug in a configuration from which it either leads to a stable configuration ($y^i = 1$) or not ($y^i = 0$) when being dropped. During training, the functional forms of $\phi^j$ are not needed, only their values on $X_h$. When using the model within the optimization problem, then the $\phi^j$ are utilized as functions. The same impulse is also applied when evaluating the performance of the model.

The radius, height and three parameters of the handle (position relative to the height of the mug, extend in two directions) of the mugs are uniformly sampled. The hook either consists of two or three parts, whose lengths and angle are sampled uniformly. See the supplementary video for visualizations of these mugs and hooks in the evaluation dataset. The training, test, and evaluation dataset utilize the same data generation technique, but all with a different random seed.

The parameter $a$ of (7) for the collision constraint $H_{\text{coll}}$ is $a = 1000$.

H.1 Network Architecture

The network architecture of $H_{\text{hang}}$ consists of three 3D convolutional layers, followed by an MLP of 3 dense layers. The input SDFs (evaluated on $X_h$) of both the mug and the hook are stacked into a $2 \times 40 \times 40 \times 40$-dimensional input per training sample. The convolutional layers have 3,
5, and 5 output channels with kernel sizes of 3, 5, and 5 and strides of 0, 2, and 2, respectively. The convolutions use ReLU activation functions. After the convolutions, a fully connected linear layer creates a 200 dimensional feature vector. This feature vector is followed by an MLP with three layers with hidden size of 300 each and ReLU activations. The output is 1 dimensional. The batch size is 32 with a learning rate of 0.0001 utilizing the ADAM optimizer.

I  Additional Experimental Details for Pushing Scenario

During data generation, random movements of the pusher biased towards the object are applied. Every 20th timestep, the SDFs of the object and the pusher at two consecutive timesteps are extracted at $X_h$, i.e. the dataset $D = \{ (\phi^1_t(X_h), \phi^1_{t-1}(X_h), \phi^2_t(X_h), \phi^2_{t-1}(X_h) ) \}_{t=1}^n$ consists of these SDF evaluations only. This means that for training, no other information is needed, in particular no actions/velocities/relative transformations etc., just the SDF values queried on the grid points $X_h$.

For planning with the learned model, the SDFs as functions are required, but not for training.

The bounding box is the 2D set $X_h \in \mathbb{R}^{140 \times 140}$ which covers the whole table. The table has dimensions of 1.4 m $\times$ 1.4 m, leading to a resolution of 1 cm (as with the mug hanging experiment).

The trajectory of rigid transformations in the optimization problem (2) is discretized in time by $T = 10$ steps per phase. If there is a single push phase, then $K = 2$ or $K = 4$ for two push phases.

When the optimized trajectories are executed in the simulator open-loop, we interpolate linearly with 20 steps between two of the optimized consecutive rigid transformations of $\phi^2$. This linear interpolation sometimes leads to collisions during the open-loop execution. For example, if two of the optimized pusher configurations are next to a corner of the object, the linear interpolation could collide with the corner, although the optimized configurations are not in collision.

The cost function $c$ penalizes accelerations of the part of $q$ that corresponds to the pusher $\phi^2$. There are no such cost terms for the motion of $\phi^1$, which is only influenced by the dynamics model functional $H_F$. In case $H_{PoC}$ is added to the optimization problem, there is also an acceleration regularization for $p$. Since computing accelerations requires at least 3 consecutive timesteps in discrete time, $l = 2$, although the dynamics model $F$ is only quasi static ($l = 1$). The prefix is $q_{t-2} = q_{t-1} = q_0$.

The parameter $a$ in (7) for the collision constraint functional $H_{coll}$ is $a = 500$ and $a = 100$ in (8) for the goal region functional.

Note that the training data for the forward model $F$ is generated by a physical simulator. This means a situation where $\phi^1_t$ and $\phi^2_t$ overlap can never be contained in the data. Hence, there is no reason to believe that the model will predict anything useful in such a region [45]. This is another advantage of adding the collision constraint functional $H_{coll}$ to the optimization problem, since it can prevent the optimization procedure to query the model in such regions where the model has seen no data.

The test and evaluation set for computing the prediction errors in Tab. 2 and 4 consists of 597 scenes.

The evaluation scenes for 7.2.3 and 7.2.4 are yet another dataset.

For the evaluation scenes, we assume the object to be roughly (but not perfectly) in the middle of $X'$.

This has no particular reason. Since the functionals are translational invariant, one could also move the bounding box such that the object is roughly centered in it. The bounding box, however, is never rotated. Nevertheless, the training data was not biased at all to have objects centered in $X'$, hence also the prediction errors in Tab. 2 are for object positions/orientations in all $X'$. The initial configuration of the pusher is sampled on a circle around the object. The goal regions are sampled randomly of a set of 8 positions round the object with added Gaussian noise to their exact center positions.

I.1  Network Architecture of $F$ and $F_{Row}$

Each SDF $\phi^1_{t-1}, \phi^2_{t-1}, \phi^2_t$, after being evaluated on $X_h \in \mathbb{R}^{140 \times 140}$, is encoded into a 200 dimensional feature vector by the same encoder with shared weights. This encoder consists of three 2D convolutional layers and a linear dense layer at the end to produce the 200 dimensional feature vector. The convolutions have 3, 5, and 5 output channels with kernel sizes of 3, 5, and 5 and strides of 0, 2, and 2, respectively. The input query point is encoded with one fully connected layer into a
As mentioned in sec. 7.2.3, directly solving (2) on the pushing scenario often leads the optimizer to converge to an infeasible local minimum, since the optimization problem is highly non-convex. This especially holds true in scenarios where the pusher has to go around the object to achieve the goal. Such non-convexities of nonlinear trajectory optimization (especially with respect to collision avoidance) are not unique to our approach, but many planning methods that rely on trajectory optimization, even with fully analytical models.

To mitigate this issue, we initialize the pusher trajectory for the optimization problem, i.e. the rigid transformations for $\phi^2$, on four different positions around the object that is being pushed. Fig. 17 shows these four initialization options in orange. These initialization options are always the same, no matter of the shape, size, orientation of the object $\phi^1$. The task planning part of (2) now not only decides on the number of pushing phases, but also the initialization of the optimization problem (since the initialization comes from a finite set). This leads to 4 optimization problems with one push phase and 16 optimization problems with two push phases. For each scene, we solve all those 20 optimization problems and then choose the one as the solution for the scene where the optimization problem converged best in terms of constraint violations and costs. Note that we believe that these initialization options are a rather weak prior. As can be seen in the supplementary video, even though sometimes the pusher has been initialized differently at two different phases, the optimizer sometimes chooses to let the pusher push the object two times on the same face. Further, these initialization options also do not already establish contact with the object. For the larger objects in the dataset, depending on the orientation of the object, those initialization options can also sometimes be in collision, which is taking care of during optimization. Between the initial given configuration of the pusher in the scene and the chosen initialization points as the initialization of the trajectory optimization problem, the trajectory of rigid transformations of the pusher is interpolated on a circle. Note that the initial configuration of the pusher has to be distinguished by these initialization options. The first is given by the scene that should be solved, while the latter corresponds to the initial guess for the trajectory of the optimization problem.