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Abstract
With the unparallel advance of leading-edge technologies like artificial intelligence (AI), the healthcare systems are transforming and shifting for more digital health. In recent years, scientific productions have reached unprecedented levels. However, a holistic view of how AI is being used for digital health remains scarce. Besides, there is a considerable lack of studies on responsible AI and ethical issues that identify and suggest practitioners’ essential insights towards the digital health domain. Therefore, we aim to rely on a bibliometric approach to explore the dynamics of the interplay between AI and digital health approaches, considering the responsible AI and ethical aspects of scientific production over the years. We found four distinct periods in the publication dynamics and the most popular approaches of AI in the healthcare field. Also, we highlighted the main trends and insightful directions for scholars and practitioners. In terms of contributions, this work provides a framework integrating AI technologies approaches and applications while discussing several barriers and benefits of AI-based health. In addition, five insightful propositions emerged as a result of the main findings. Thus, this study’s originality is regarding the new framework and the propositions considering responsible AI and ethical issues on digital health.
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1 Introduction

With the emergence and adoption of leading-edge technologies (Alahakoon et al., 2020; Beydoun et al., 2019; Queiroz et al., 2020a; Sivarajah et al., 2017), mostly artificial intelligence (AI) (Alahakoon et al., 2020; Duan et al., 2019; Dwivedi et al., 2019; Fosso Wamba et al., 2021), society, organizations, and people are experimenting with unprecedented changes in their lives. In this context, one of the most promising areas that AI can remodel is related to healthcare systems (He et al., 2019; Jiang et al., 2017; Rajkomar et al., 2018; Vayena et al., 2018). From the patient and medical sides, AI promises to reshape the patients’ journey and experience while providing unprecedented support to medical practices (He et al., 2019; Jiang et al., 2017) and personalized medicine.

Against this background, the literature exploring the interplay between AI in healthcare systems contexts increased significantly in the last years (Aisen et al., 1997; Benight et al., 2013; Chen & Asch 2017; Klinker et al., 2019; Perry et al., 2007; Rajkomar et al., 2019; Stephanie & Sharma, 2020). In this vein, different approaches and perspectives of AI usage in medicine activities evolved considerably. For instance, robots for surgery assistance (Mukherjee & Sinha 2020), disease prediction assisted by machine learning (Jadhav et al., 2019), exoskeletons applications in rehabilitative assistance (Perry et al., 2007), healthcare robots for older’s user’s assistance (Broadbent et al., 2009), among others.

More recently, with mobile phones’ mass diffusion, different healthcare systems’ processes were digitalized, thus enabling electronic health systems (e-health) (Klinker et al., 2019; Rajkomar et al., 2018) and enhancing collaboration between patients, physicians, nurses, and other healthcare professionals. Moreover, while more and more robots are getting...
specialized in surgery activities (Kim 2014), there is an unprecedented increase in the processing power of computers, all of which adds to other AI techniques aimed to unlock the whole potential of AI in medicine. For example, machine learning (Chen and Asch 2017; Deo 2015; Jadhav et al., 2019), deep learning (De Fauw et al., 2018; Esteva et al., 2019; Miotto et al., 2017), big data (that uses different AI approaches) (Ching et al., 2018; Mukherjee, 2020; Obermeyer et al., 2016; Wang et al., 2018), have been used successfully to improve the patients’ journey and experience, as well as medical practices. Thus, it can be seen that AI approaches enable more accurate and personalized medicine (Gottlieb et al., 2011; Rajkomar et al., 2019).

From this standpoint, smart technologies as applied to personalized medicine (Mukherjee, 2020), especially with the use of AI techniques and approaches, are disrupting traditional healthcare systems through different digitalizing processes (Feldman et al., 2020; Klinker et al., 2019; Mukherjee, 2020; Sharma & Kshetri 2020; Stephanie & Sharma, 2020). In other words, they are giving rise to new possibilities for the patient’s treatment and medical activities. For instance, telemedicine (Serrano et al., 2020) increased without precedents, especially during the COVID-19 epidemic outbreak (Queiroz et al., 2020b). On the one hand, healthcare systems are becoming more digital (Klinker et al., 2019; Sharma & Kshetri 2020). On the other hand, ethics and responsible practices in healthcare systems (Wang et al., 2020) seem to become a huge challenge to address, especially by using AI approaches.

Although the healthcare transformation literature to more digital health (Klinker et al., 2019) is emerging, the literature reporting the healthcare systems and their variations (digital health, digital healthcare, e-health, etc.) is steadily eluding a digital perspective, mainly taking into account the responsible AI and ethical perspective. Also, there is a substantial gap when considering the interplay between artificial intelligence approaches and digital health contexts based on a bibliometric analysis aiming to consolidate the literature. Also, the responsible AI that refers to its integration with ethical aspects on AI usage, enabling more transparency and privacy in AI applications by the organizations, is a still nascent topic (Wang et al., 2020) applied in the healthcare domain toward the digital health. Besides, little is known about the key AI-related technologies, their applications, benefits, and barriers in the healthcare systems towards digital health. Therefore, to understand in-depth this nascent field (responsible AI in digital health), a longitudinal exploration of the AI literature on related domains is fundamental. The extant literature concerning AI-related technologies in healthcare systems are predominantly focused on robotics for assist surgery (Esteva et al., 2019), predictions approach (Jadhav et al., 2019), electronic record (Rajkomar et al., 2018), among others. However, considering the responsible AI and the ethical issues on digital health seems an unexplored research stream (Wang et al., 2020).

In this context, this study explores the extant literature about artificial intelligence approaches on healthcare systems, considering the digital perspective (digital health, digital healthcare, e-health, etc.), and, more specifically, the responsible AI and the ethical issues in the digital health domain. Thus, our study is guided by the following research questions:

• What is the publication dynamics on the interplay between AI and healthcare systems?

• How is artificial intelligence being used in digital health systems?

• What are the main trends regarding artificial intelligence in digital health systems?

• What are the main limitations and ethical concerns about responsible artificial intelligence usage for digital health systems?

Our study brings unique insights and contributions by identifying the AI’s main dynamics applied in healthcare systems and its journey through the digital health systems. It then reports the main trends, the most popular AI approaches, barriers, and benefits related to AI in digital health contexts. Besides, insightful research directions are proposed for scholars, practitioners, and decision-makers interested in exploring and gaining a deeper understanding of digital health and the role of AI as a responsible and disruptive cutting-edge technology. Furthermore, this work’s originality resides in the novel framework to practitioners and scholars gain a more in-depth understanding of the responsible AI in the digital health domain. Also, we provide five propositions derived from the framework that scholars can empirically validate it.

The paper is organized as follows. In Section 2, we introduce the bibliometric approach and protocol used. In sequence, in Section 3, we provide the main findings, including the frequency of publication of papers per year, the most relevant sources and countries, the most cited papers, trend topics, among others. Section 4 is dedicated to the discussion, contributions, implications, research agenda, and limitations. Finally, in Section 5, we present the final remarks and conclusions of this work.

2 Bibliometric Approach

Bibliometric analysis is a powerful approach to understanding a specific field’s dynamics and behavior by providing different metrics (Beydoun et al., 2019; Kapoor et al., 2018; Mishra et al., 2018; Peng et al., 2017). In this regard, we followed the best practices related to lead a reliable bibliometric analysis (Beydoun et al., 2019; Nobre & Tavares 2017) of the artificial intelligence approach in healthcare contexts. In view of this, first, we found one of the trustworthy and leading databases
Second, we performed a research protocol (Fig. 1). Although we did not restrict the year range in the search, it appears that the first paper retrieved dated back to 1977. Third, for results analysis, we employed the VOSviewer (Mishra et al., 2018) and Biblioshiny (Aria & Cuccurullo, 2017), which are specialized software applications to conduct a bibliometric analysis. Finally, we elected prominent categories to show the dynamics, trends, hot topics, and research directions to the field. Thus, variations on this related-type of strategy have been successfully used by the recent literature (Fosso Wamba et al., 2021; Queiroz et al., 2020b).

### 3 Findings from the Bibliometric Analysis

As mentioned previously, our search did not restrict a particular range of years, but the first paper retrieved appeared only in 1977 (Table 1). Of 14,469 retrieved papers, 341 presented incomplete information to the bibliometric analysis. Thus, we considered 14,128 papers from 51,458 authors. It should be pointed out that out of 14,128 documents, only 8.49% (1200) were single-authored. Also, we can see a large number (25,100) of keywords provided by the authors.

#### 3.1 Documents Frequency Over the Years

Considering the publication of the documents over the years, Fig. 2 points out the frequency. We can see four different periods. In the first period, from 1977 to 1990, the maximum number of documents published in a year was 6 documents (1987)—the second period went from 1991 to 2006. We can see consistent growth, exceeding 100 documents published in 2006. In the third period (2007 to 2014), the publications outperformed 120 per year, achieving 419 in 2014. From 2015 to 2020, we can see unprecedented growth, breaking the milestone of 500 publications a year. Also, in 2019 and 2020, the output on these topics outperformed 2900 and 3900 documents per year, respectively. In this vein, this exceptional
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### Table 1 Main information about the data collection

| Description                                      | Results          |
|--------------------------------------------------|------------------|
| Main information about data                      |                  |
| Timespan                                         | 1977:2020        |
| Sources (Journals, Books, etc.)                  | 51,458           |
| Documents                                        | 14,128           |
| Average years from publication                   | 4.33             |
| Average citations per documents                  | 10.95            |
| Average citations per year per document          | 1.973            |
| Document contents                                |                  |
| Keywords Plus (ID)                               | 14,310           |
| Author’s Keywords (DE)                           | 25,100           |
| Authors                                          |                  |
| Authors                                          | 51,458           |
| Author Appearances                               | 75,645           |
| Authors of single-authored documents             | 1063             |
| Authors of multi-authored documents              | 50,395           |
| Authors collaboration                            |                  |
| Single-authored documents                        | 1200             |
| Documents per Author                             | 0.281            |
| Authors per Document                             | 3.56             |
| Co-Authors per Documents                         | 5.23             |
| Collaboration Index                              | 3.80             |
growth can be justified by the emergence and popularity of different AI techniques and computational power.

3.2 Top 20 Sources

Considering the most relevant sources based on the output, Table 2 shows the top 20 and indicates that IEEE Access was the only journal that virtually reached 300 papers. Besides, we can see that the journals dedicated to medical issues and medical informatics dominate the list. Also, no traditional journals from other fields like information systems, operations management, and operations research appeared in the top 20 ranks.

3.3 Top 20 Most Cited Countries

Regarding the most cited countries, Table 3 underlines the top 20 ranks, based on total citations. Only the USA, China, and the United Kingdom reached more than 10,000 citations. In addition, the USA got virtually 5 times (63,009 citations) the number of citations from China (12,991) and the United Kingdom (12,821 citations). Italy completes the top 5 (8,229), and Korea (6,628). Although the USA was topping the chart, the table highlights that countries from Europe and Asia achieved great participation. Furthermore, Oceania countries (Australia and New Zealand) obtained expressive participation. Unfortunately, countries from underrepresented regions (Latin America and Africa) did not appear in the ranking. Surprisingly, based on the average citations per article, Slovenia was ranked first (28.974), followed by New Zealand (19.082), the Netherlands (16.133), Belgium (15.883), and the USA (15.808).

3.4 Top 20 Most Cited Documents

Table 4 draws our attention to the most cited documents, including the authors, sources, the respective number of citations, and the citation per year. In this sense, we observe that two papers from the top 3 are relatively recent papers (published in 2016 and 2019). The top-ranked paper integrated big data and machine learning in the context of clinical medicine. In the papers of the top 5, learning (machine and deep) and robotics approaches were the most popular techniques used. In general, machine learning, robotics, and deep learning seem to feature among the most popular AI techniques in the top 20 papers. Furthermore, based on total citation per year (TCY), the top 3 papers were recent papers Topol (2019), De Fauw et al. (2018), and Obermeyer et al. (2016). Among them, the paper exploring the interplay between AI and humans in medicine, published in 2019, accrued an incredible number of citations per year (188.3). Another paper highlighted deep learning as a welcome technological development for retinal disease diagnosis, accounting for 119.5 per year. The third paper of the package was dedicated to integrating big data and machine learning in clinical medicine. Other recent papers (published in 2018) is achieving good performance, then suggesting the popularity of these topics on healthcare systems. Finally, it can be noted that no repeated author appeared as the first author in the top 20 papers and that journals
specialized in medicine and nature subjects dominate the list.

3.5 Keywords Dynamics – Authors Versus Keywords Plus

Table 5 provides the most frequent reference to the word dynamics, based on the author’s keywords and keywords plus (not provided by authors, but found by the algorithm). Because of the keywords used in the search (“machine learning”, “artificial intelligence”, “deep learning”, “learning”, and, “healthcare”), it is clear that it appeared in the first positions on the author’s side. However, it should be noted that “machine learning” reached virtually twice the number of frequency for “artificial intelligence”. Also, we can observe the popularity of “robotics” and its variations. Other keywords also proved to have good performance. For instance, “big data”, “data mining”, “ethics”, and “personalized medicine”. Considering the keywords plus, approaches such as “classification”, “outcomes”, “system”, “prediction”, and “model”, came out in the top 10, thus reinforcing the keywords provided by the authors. Moreover, in the keywords plus outlook, other important related topics emerged. They include “risk”, “validation”, “performance”, etc. In this respect, this set of keywords have an important connection with AI techniques because it reflects some concerns related to risks, management, and performance. Thus, suggesting a connection and
some concerns in the relationship between “Responsible AI” and “Ethical” practices in healthcare systems.

3.5.1 Keywords Dynamics – Title-based TreeMap

Considering the dynamics of the keywords but examining only the titles, we retrieved the most popular (see Fig. 3). The size of the rectangles is defined according to the word’s frequency. Accordingly, on the left side, we have “learning”, “machine”, “artificial”, “data”, “intelligence”, “deep”, “robot-assisted”, and “system”, as the most popular. Also, there is a clear emergence of important words related to the AI approach, such as “prediction”, “robotic”, “robot”, “network”, “detection”, “model”, among others. On the one hand, while a great diffusion of AI-related approaches in healthcare systems, on the other hand, titles regarding the interplay between “Responsible AI” and “ethical” issues is practically scarce. Therefore, this bolsters the need for a responsible AI in a digital health environment and an urgent investigation considering the society angle.

3.6 Trend Topics

Bearing in mind the AI emerging topics, Fig. 4 emphasizes the related dynamics and the prominent trends using a log frequency. In this regard, there appear various methods that
emerged with consistent growth in the nineties ("neural networks" and expert systems") and were popularized and reinvigorated in the 2000s. In addition, emerging topics like "biomarkers" (to identify a person’s health status), feature among those that could be discovered and analyzed by using different AI methods. Artificial neural networks seem to be one of the most popular AI techniques used in different healthcare approaches. Besides, there is a growing concern about the sensitivity of models and economic issues. Lastly, "expert system", "knowledge-based system", and "fuzzy-logic" remain a popular AI approach, but with less growth than other topics. However, the term “knowledge” isolated is one of the most popular topics. Similar to the TreeMap findings, “Responsible AI” and “ethical” issues have no direct participation in this type of analysis.

### 3.7 Cluster Analysis

To gain a more understanding of the dynamics of the topics, we performed a cluster analysis to identify topics with similar features (Kafeza et al., 2020; Kapoor et al., 2018). Accordingly, we considered the parameters highlighted in Table 6.

We found four clusters considering the whole of the period (1977–2020) (Fig. 5). The first (red) is a miscellaneous cluster but dominated by “artificial intelligence” approaches, including “big data”, “simulation”, “recognition”, etc. Besides, other emerging technologies like “blockchain” and the “internet of things” belong to this cluster. Furthermore, the cluster integrates some topics related to responsible AI and ethical issues. For instance, “ethics”, “privacy”, “security”, “healthcare”, etc. In the second cluster (yellow), we have other AI-related approaches, like “deep learning”, “classification”, “support vector machines”, “precision medicine”, “bioinformatics”, etc. In sequence, the third cluster (blue), predominated by “machine learning” and health issues, like “disease”, “mortality”, “epidemiology”, “sepsis”, etc. Finally, in the fourth cluster (green), we have the predominance of “robotics” approaches and “surgery”, mainly applied in cancerous diseases.

In this vein, the findings suggest that AI approaches like “machine learning”, “deep learning” were the most popular in the healthcare systems and, consequently, contributed to the field’s digitalization. In addition, “big data”, a popular technology used integrated with these AI technologies, was also an influential technique. Furthermore, emerging technologies like “blockchain” and “IoT” represent challenges and opportunities for responsible AI, ethics, privacy and security in a digital health system. For example, robots’ usage is emerging a debate considering the role of “robot ethics” in surgery and other health activities.

### 4 Discussion

In this work, we explored AI’s role in the transition of healthcare systems to a more digital health environment.
Comparing with the recent literature concerning AI topics by a literature review (Dwivedi et al., 2019; Fosso Wamba et al., 2021; Haefner et al., 2021), our findings are distinct due to this work being one of the first studies that investigate a considerable period covered by WoS database on the AI and responsible AI literature, considering the interplay with ethical issues on the healthcare field, and its behavior towards the digital health. Thus, in the next sections, we provide an in-depth discussion showing the advances in the emerging literature on responsible AI applied in digital health (Wang et al., 2020).

4.1 Theoretical Contributions

4.1.1 What is the Publication Dynamics on the Interplay between AI and Healthcare Systems?

Our bibliometric analysis presented the relevant productivity indicators of the field’s relevant productivity indicators by taking into account the first question. We found that the first paper, according to the search used, appeared in 1977. In addition, the analysis showed the dynamics of production over four main periods. The early stage of the publication occurred between 1977 and 1990. In this period, a few papers were published each year. In the second period, 1991 to 2006, because of the computer’s unprecedented advances, the field started a new degree, outperforming 100 papers for the first time in 2006. The third period, spanning the years 2007 to 2014, exceeded 100 publications each year, nearing 500 in 2014. We can see that the AI techniques reached exceptional performance in this interval, thanks to computational power groundbreaking. Finally, 2015–2020, the fourth period was characterized by extraordinary growth in the publications through the years, virtually reaching 3,000 papers in 2019 and 4,000 in 2020.

Also, our work found the most productive sources. In this vein, an open-access journal masters the top 20 ranks (IEEE Access). On the one hand, the medical informatics journals were the most popular in the ranking. On the other hand, journals focusing on other fields (i.e., decision sciences, business, management science, operations management, among others) were not identified in this rank. In terms of the number of citations, the USA dominated the chart, but European and Asian countries obtained an expressive ranking. Unfortunately, underrepresented countries, especially from Latin America and Africa, did not appear in the top 20.

AI publications clearly demonstrate the crucial role of AI in the transition from a traditional healthcare system to a digital health system, but this came out with thought-provoking
issues. For instance, the majority of publications on the topic were made during the last five years (2015–2020), and the progress of healthcare systems was aligned with the computation breakthrough. The application of AI to healthcare-related approaches was the predominant topic in medical informatics journals. Traditional journals are expected to follow this trend by integrating this important topic into their editorial objectives. Ultimately, universities from the underprivileged parts of the world should better embrace this topic, notably by developing partnerships with industrialized countries’ hospitals, research institutions and governments.

4.1.2 How is Artificial Intelligence Being Used in Digital Health Systems?

In view of the results, our paper can draw some useful information considering how healthcare systems use artificial intelligence.

**Table 6** Cluster classification parameters

| Type of analysis | Co-occurrence |
|------------------|---------------|
| Unit of analysis | All keywords (Author keywords and keywords plus) |
| Counting method  | Full counting  |
| Minimum number of a term | 50 |
| Meet the threshold | 243 |
| Clusters         | 4             |
intelligence to proceed with their digitalization (Klinker et al., 2019; Lovis 2018; van Velthoven et al., 2019). From this perspective, Table 4 presented the most globally cited documents. According to the table, the robotics approach to support surgery activities gained momentum and created an environment where “robots” can assist patients with locomotion, which appears to be an important topic. Another popular approach consists in relying on machine learning, deep learning, and big data (that uses AI approaches) techniques to support medical diagnosis and prediction. Accordingly, a more personalized treatment can be provided for patients (Gottlieb et al., 2011; Rajkomar et al., 2019).

Moreover, by analyzing the dynamics of the keywords, our paper revealed that “machine learning”, “deep learning” are some of the most common AI approaches. Big data techniques also demonstrated its importance for digital health systems, especially in the area of prediction and personalized medicine. Other emerging topics include “classification”, “risk”, “management”, “model”, “validation”, and “performance”. Finally, considering the dynamics of the keywords provided in the titles, we found that “learning”, “machine”, “artificial”, “data”, “intelligence”, “deep”, “robot-assisted”, and “system” were the most popular topics. Not only does this reflect the advances achieved in the healthcare system’s digitalization, but also it shows that the concerns about the use of technology are growing. However, despite such concerns about digital health systems, it is important to indicate a scarcity of responsible AI and ethical-related themes. But this is not the case with the issue of validation for which there are some concerns, together with a number of risks at the center stage of the debate. Thus, our results unlock and reinforce the urgent needs for more research on AI responsible regarding the ethical aspects of health systems and society’s well-being (Wang et al., 2020).

4.1.3 What are the Main Trends Regarding Artificial Intelligence in Digital Health Systems?

With regard to the main trends of AI towards digital health systems, we can see AI approaches like machine learning, deep learning, artificial neural networks, expert systems, fuzzy logic, and convolutional neural network. Furthermore, other emerging technologies, like big data, blockchain and IoT, were identified as key technologies for supporting responsible AI in digital health (Dwivedi et al., 2019).

By considering the activities that robots can perform, it becomes obvious that these can well intervene in areas like surgery, rehabilitation, telemedicine, clinical trials, and
hospital admissions, among others. Furthermore, AI support has given rise to other medical activities, including biomarkers, electronic medical records and big data for predictive models, recognition, monitoring, medical imaging and diagnosis, screening, early detection, prognosis and prediction, etc.

4.1.4 What are the Main Limitations and Ethical Concerns About Responsible Artificial Intelligence Usage for Digital Health Systems?

To answer this question, three categories of limitations were highlighted. First, privacy concerns (Ching et al., 2018) feature among the most relevant limitations/barriers to AI adoption and popularization in the healthcare systems. This adds to another leading privacy barrier, which is related to patient data (Sharma & Kshetri, 2020). The second category is associated with ethical issues—for example, regulations involving data acquisition and processing (Vayena et al., 2018). Besides, ethical governance and its implications for society (Wang et al., 2020) require a more in-depth debate. The third category is concerned with cultural resistance (Broadbent et al., 2009; Serrano et al., 2020; Wang et al., 2020). Therefore, these findings reinforce and advances the digital health literature (Wang et al., 2018), and more specifically, on responsible AI in health systems (Wang et al., 2020), considering the impact and importance of ethical issues (Vayena et al., 2018; Wearn et al., 2019).

4.2 Theoretical Implications

Recognizing our main findings related to AI technologies’ role in turning healthcare systems into digital environments, Fig. 6 underlines a 4-level categorization of what can be expected: AI-related technologies, applications, benefits, and barriers.

With regard to leading AI technologies, the most popular approaches are machine learning and deep learning (Esteva et al., 2019; Rajkomar et al., 2019). These AI methods could be applied in different patient activities (e.g., medical diagnosis, telemedicine, exoskeleton rehabilitation, etc.). But we also found that surgery assistance, clinical trials, diagnosis, medical records, among others, are the most common AI application in digital health. Of the many benefits of digital health systems include personalized medicine (He et al., 2019), efficiency and agility positively impact the hospitals and the patients. In addition, AI techniques can improve accuracy in disease prediction (Jadhav et al., 2019), and thus the patient experience and well-being during their journey.

Concerning the different barriers to the medical sector’s digitalization, several issues need to be adequately addressed and managed to achieve a more responsible AI in digital health systems. For instance, there are issues of patient’s trustworthiness on the technologies (Vayena et al., 2018), ethics and data-related privacy (Vayena et al., 2018). Furthermore, established norms and government rules and regulations represent barriers in some respects, especially for hospitals and other health settings. Lastly, evidence has shown that resistance at the patients, medical and organizational levels represents a strong barrier to adopting and implementing digital health systems.

4.2.1 Propositions Derived From the Framework

Taking into account the proposed categorization (framework), it enables a set of propositions considering responsible AI and ethical concerns. In this regard, the interplay between AI-related technologies and digital health should be anchored in strong ethical practices, information security, well-being society, workers skills, and organizations AI-culture. In this outlook, in Fig. 7 we introduce five insightful and challenging propositions.

Ethical practices In digital health, ethical concerns, especially related to patient sensitive information (Wang et al., 2018), and medical ethical tensions (He et al., 2019), can determine the responsible AI behavior in the healthcare systems. Thus, the following proposing emerges:

P1: Ethical practices impact the responsible AI towards digital health.

Information security Similarly to some ethical practices, information security, is a sensitive topic concerning AI towards digital health. It includes clear data governance, regulations, data processing restrictions, etc. (Vayena et al., 2018). Based on this, we propose the following proposition:

P2: Information security impact the responsible AI towards digital health.

Organization AI-culture Although AI-culture being an unexplored topic in the responsible AI literature, Wang et al. (2020) highlight that this is a critical aspect of supporting the responsible AI implementation. In this sense, a culture with strong data-driven practices, top management support and clear governance can leverage responsible AI projects in a digital health landscape (Sharma & Kshetri, 2020). Hence, we propose that:

P3: The organization AI-culture impact the responsible AI towards digital health.

Skillful workers The availability of talented workers is one of the critical (Dwivedi et al., 2019) aspects considering successful AI implementation projects. This behavior also occurs

Concerning the different barriers to the medical sector’s digitalization, several issues need to be adequately addressed and managed to achieve a more responsible AI in digital health systems. For instance, there are issues of patient’s trustworthiness on the technologies (Vayena et al., 2018), ethics and data-related privacy (Vayena et al., 2018). Furthermore, established norms and government rules and regulations represent barriers in some respects, especially for hospitals and other health settings. Lastly, evidence has shown that resistance at the patients, medical and organizational levels represents a strong barrier to adopting and implementing digital health systems.

4.2.1 Propositions Derived From the Framework
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Organization AI-culture Although AI-culture being an unexplored topic in the responsible AI literature, Wang et al. (2020) highlight that this is a critical aspect of supporting the responsible AI implementation. In this sense, a culture with strong data-driven practices, top management support and clear governance can leverage responsible AI projects in a digital health landscape (Sharma & Kshetri, 2020). Hence, we propose that:

P3: The organization AI-culture impact the responsible AI towards digital health.

Skillful workers The availability of talented workers is one of the critical (Dwivedi et al., 2019) aspects considering successful AI implementation projects. This behavior also occurs
from a digital health perspective (Wang et al., 2020). Thus, the lack of skills (Serrano et al., 2020) can be a strong barrier regarding responsible AI in digital health. It impacts the implementation of AI projects, algorithms development, analysis and interpretation, among others. Accordingly, we derive the following proposition:

P4: The availability of skillful workers impact the responsible AI towards digital health.

Society perception and pressure One of the main objectives of AI usage is to leverage social well-being (Fosso Wamba et al., 2021). Considering the healthcare field, it is clear that AI can positively or negatively impact (Dwivedi et al., 2019). For instance, with telemedicine and smartphones, the process and costs of clinical trials could be improved, and the predictions for anticipate complex treatments. On the other side, the exposure of the patient’s data, abusive “recommendations” for drugs and treatments, and medical tensions could negatively impact the responsible AI in digital health. In light of this, the following proposition emerges:

P5: The society pressure and perception impact the responsible AI towards digital health.

4.2.2 Research Agenda and Directions

Based on previous sections’ findings, we proposed a research agenda and directions (Table 7) that may help scholars and practitioners to better understand and inquire about the interplay between AI and digital health and the prerequisites for responsible use of AI in healthcare environments.

The proposed agenda in digital health considers 11 main topics: (i) personalized medicine; (ii) telemedicine/telehealth; (iii) prediction; (iv) surgery; (v) admissions/administrative tasks; (vi) early detection and diagnosis; (vii) privacy issues; (viii) electronic health record ethics and challenges; (ix) governance models; (x) patients well-being; and xi. barriers to

| Responsible AI applied in Digital health |
|-----------------------------------------|
| **AI-related technologies**             |
| -> Robots                               |
| -> Deep learning                        |
| -> Machine learning                     |
| -> Convolutional neural network         |
| -> Artificial neural networks           |
| -> Fuzzy logic                          |
| -> Expert systems                       |
| -> *Big data                            |
| **Barriers**                            |
| -> Patient trustworthiness              |
| -> Ethical issues                       |
| -> Governance                           |
| -> Norms and legal aspects              |
| -> Government rules                     |
| -> Resistance (patients, medical, and organizational) |
| -> Privacy                              |

| **Applications**                        |
| -> Surgery assistance                   |
| -> Clinical trials                      |
| -> Telemedicine                         |
| -> Medical record                       |
| -> Diagnosis/prediction processes       |
| -> Rehabilitation activities            |
| -> Administrative tasks/hospital admissions |

| **Benefits**                            |
| -> Personalized medicine                |
| -> Efficiency and agility               |
| -> Reliability in the diagnosis         |
| -> Prediction more accurate             |
| -> Treatments supported by different techniques |
| -> Minimization of the medical’s bias   |
| -> Costs and performance improvements for the hospitals |
| -> Patients well-being improvement      |
4.3 Practical Implications

In this work, essential implications emerged from the bibliometric analysis. First, we identified the most popular AI approaches and other emerging technologies (i.e., machine learning, deep learning, big data, blockchain, IoT, etc.) and how it’s being used in the digital health field; thus, it could be considered by practitioners in their digital health projects. Second, by the proposed framework (Responsible AI applied in digital health), we provided four essential categories (AI-related technologies, applications, benefits, and barriers), that all involved in the digital health projects, and considering the role of responsible AI, should consider not only in the projects and implementation, but it can support the AI-culture and governance.

4.4 Limitations

Our work has two main limitations. First, this study employed only one database (Web of Science - WoS) to perform the keywords search. Thus, some documents may not have been retrieved in our search, impacting the analysis. Second, the keywords and the author’s analysis can create an analysis bias. Therefore, to address these limitations, future studies could combine different databases (i.e., WoS and Scopus), integrate other keywords, and perform additional analysis types (i.e., meta-analysis).
5 Final Remarks and Conclusion

In this work, we relied on a bibliometric analysis to investigate the role of responsible artificial intelligence in digital health systems. By exploring four complementary research questions, we identified the publication dynamics behind the interplay between AI and healthcare systems, how digital health systems take advantage of responsible artificial intelligence, the main trends regarding the integration of artificial intelligence into digital health systems, and the main barriers and ethical concerns about the use of artificial intelligence for health systems digitalization. Regarding the publication outcomes, we found four periods in which a consistent growth was identified from 2007. We noticed that the year 2015 marked the start of unprecedented growth, thanks to computation and other cutting-edge technologies. This topic appeared to be mastered by the ‘mathematical informatics’ journal. Based on the number of citations per country, the USA, China, and the UK ranked the top three. Unfortunately, the participation of underrepresented countries on this topic was not sufficient. Our study also discovered that robotics and prediction models were two of the most popular topics, supported by machine learning, deep learning, natural language processing, artificial neural networks, and big data techniques. We recognized that machine learning and deep learning were two of the most popular AI approaches from the trends perspective. In addition, artificial neural networks, expert systems, fuzzy logic, convolutional neural network, big data, blockchain, IoT, and robotics are also hot topics, which are being used for several activities like diagnosis, electronic medical record, prediction, image recognition, monitoring, screening, early detection, etc. Furthermore, the AI limitations and barriers for digital health systems were summarized in three primary categories: privacy concerns, ethical issues, and cultural resistance.

Our work makes essential contributions to the emerging literature on responsible AI, information systems and the healthcare system’s journey towards a more digital health system. The main findings’ categorization could be a useful framework for scholars, practitioners, and decision-makers involved in related fields to advance AI approaches’ digital health systems. Besides, the propositions derived from the framework represent an avenue for future research to be empirically investigated and validated. It can also be complemented by the proposed agenda considering insightful AI opportunities and directions in digital health. Ultimately, the key lessons of this work suggest that practitioners and the stakeholders involved in digital health should pay attention to the technology per se and in a set of interactions supported by organizational AI-culture, talented personnel, and social perceptions pressures. Furthermore, we identified that AI responsible approaches in the digital health context have critical medical tensions, especially considering data privacy and governance. Considering these findings, our work provided essential elements to minimize the gap between theory and practice on the responsible AI domain.
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