ABSTRACT
In this work, we present an analysis tool to help golf beginners compare their swing motion with experts’ swing motion. The proposed application synchronizes videos with different swing phase timings using the latent features extracted by a neural network-based encoder and detects key frames where discrepant motions occur. We visualize synchronized image frames and 3D poses that help users recognize the difference and the key factors that can be important for their swing skill improvement.

CCS CONCEPTS
• Human-centered computing → Human computer interaction (HCI).
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1 INTRODUCTION
In golf, correct swing forms lead to excellent outcomes. For golf beginners, a common way to understand and learn a correct swing motion naturally is to observe professional players’ swings and imitate their forms. However, it is hard for beginners to specify key frames that they should focus on and which part of the body they should correct due to the inconsistent timing and the lack of knowledge.

In this work, we propose a golf swing analysis tool using deep neural networks to help the user recognize the difference between the user’s swing video and the expert’s one from the Internet or broadcast media. The tool visualizes the image frames and human motion where the discrepancy between the expert and the user’s swing is large, and the user can easily grasp a motion that needs to be corrected.

2 OUR APPROACH
We create a prototype application that visualizes the distance of the latent space of two input videos, detects discrepant frames with adaptive threshold, and compares the detected frames with 3D human poses (Figure 1). Since the phasing and timing of a golf swing can vary from person to person, we synchronize the input video clips by implementing the Temporal Cycle-Consistency (TCC) network [Dwibedi et al. 2019]. The self-supervised learning algorithm, which is used in the TCC, can be trained with unlabeled data such as videos on the Internet and broadcast, and so can generally fit many other types of motion analysis.

The inputs for the network are two video clips, as the outputs of the network are two compressed latent vectors. A distance between two latent vectors indicates the similarity of the two videos. This characteristic of the latent space can be used for synchronizing videos within the same category of motion, and in this work, we focus on the distance between two videos in the latent space for detecting and retrieving the fine-grained discrepancy to compare between two different swing forms, especially between beginners and experts.

For the application implementation, we first extract the latent vectors frame by frame, which is the output of the TCC network, and then synchronize the input videos by calculating the Euclidean
distance in the latent vectors. At this point, similar motions should appear to be close in the latent space; however, repeated motions appear frequently during a golf swing, i.e. a particular posture can be observed both during the backswing and downswing phase. Therefore, we apply the Dynamic Time Warping algorithm to penalize the distance in the latent space to gain a better alignment.

To visualize the 3D poses of players, we use the HRNet [Sun et al. 2019] and a simple linear network [Martinez et al. 2017], then we applied Procrustes analysis to align two joint sets from different camera positions. This feature allows the users to see the motion difference between themselves and the expert and intuitively recognize which part should correct to mimic the expert’s motion.

## 3 EVALUATION

As our video database, We use the GolfDB [McNally et al. 2019], which consists of 1400 high-quality video clips of experienced golfers’ swings from online video platforms. To verify the effectiveness of the application, we investigated whether the distance in the latent space can represent the discrepancy between two input video frames.

We calculated the Mean Per Joint Position Error (MPJPE) of the two estimated 3D skeletons and compared it with the corresponding distance in the latent space. In the experiment, we observed the correlation between the distance in the latent space and the MPJPE. This means that when the distance in the latent space is small, the difference of the two 3D poses is small (Figure 2.c); when the distance is large, 3D poses have more differences (Figure 2.b and d). Furthermore, when digging into human body parts, we found that particular body parts affect the distance in the latent space more than other body parts. As shown in Table 1, upper body joints are more correlated to the distance in the latent space than lower body joints. Based on the results, we observed that the proposed tool can retrieve motion features that help the user target the key moves that they have to correct in priority.

As depicted in Figure 2.a, we also observed that even in certain circumstances when the two skeletons appear similar, the distance in the latent space remains large. This may be explained by the fact that the network is inferring the difference of not only the human motion but also features outside the human body. In this case, the pose of the golf club, which is also considered critical during the swing, might be the main factor causing the large distance in the latent space.

## 4 CONCLUSION

In this work, we create the application for analyzing and visualizing the discrepancy of two input golf swing motions. The user can easily grasp the difference between the swings of various experts and their own during self-training. Through our early experiment, it was confirmed that the proposed tool can detect discrepancies between two swing videos. Furthermore, we give interpretation about the network that can help understand the correlation between the learned latent space and motion of the human body as well as the other props. In the future, we plan to implement the system that proposes optimal correction ways with analyzed factors that directly affect the user’s golf swing performance.
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