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Abstract

In this chapter, we propose a system especially created for elderly or chronically ill people that are with special needs and poor familiarity with technology. The system combines home monitoring of physiological and emotional states through a set of wearable sensors, user-controlled (automated) home devices, and a central control for integration of the data, in order to provide a safe and friendly environment according to the limited capabilities of the users. The main objective is to create the easy, low-cost automation of a room or house to provide a friendly environment that enhances the psychological condition of immobilized users. In addition, the complete interaction of the components provides an overview of the physical and emotional state of the user, building a behavior pattern that can be supervised by the care giving staff. This approach allows the integration of physiological signals with the patient’s environmental and social context to obtain a complete framework of the emotional states.
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1. Introduction

The statistics and surveys of the World Health Organization (WHO) [1] reveal an increasing in life expectation (expecting 400 millions of population over 60 years old at 2050), longer treatments for chronic diseases as cancer, diabetes, cardiovascular conditions, and prevalence of Alzheimer’s disease and dementia, which leads to an increase in health costs and a social problem for personal care and hospitalization. According to the prediction of the United Nations, 65 years and older will occupy 15.7% of the total population in 2030 [2].
A recent survey in Europe has shown the socioeconomic impact of this problem, because chronic illness and aging affect 8 out of 10 people aged over 65 in Europe and consume 70–80% of health care budgets, both by the increasing number of patients and by the focus in acute diseases that manage the resources inefficiently for this case. In this perspective, the chronicity is a major societal challenge to develop strategies to enhance quality of life and prevent unnecessary hospitalizations. Similar situation has been reported in the United States, with an older proportion of 14.9% in 2015 [3], where the population aged 80 and over is projected to more than triple between 2015 and 2050.

In the Latin-American region, the situation is not different. According to the Pan-American Health Organization’s (PAHO) report on Innovative Care for Chronic Conditions [4], 76% of deaths (4 million people annually) are due to chronic conditions and only 1 of 10 people receives adequate treatment. All countries in the region show an accelerated increase in aging population, due to a better life expectative, but the adverse side is the risk of chronic diseases and the increment in the public health costs, which are already insufficient for current needs.

Besides legislative and educational support to this problem, is necessary to change the structure of health systems and the paradigm of caring for the elderly and the chronically ill, promoting home care and family support in a controlled environment. This initiative has to be accompanied for the educational, management, and budget changes that will be essentials for the next decades.

Technology will be a key instrument for a new concept of home care and continuous monitoring. New and smaller devices and communication possibilities lead to a more humanitarian model of assisted alternative to institutionalization as a great potential to reduce the burden of chronic diseases by making better use of this knowledge. A multidisciplinary approach is needed, because an integral scheme must to consider physiological, emotional, social, and environmental conditions that promote the well-being and support for the patients.

Men and women in their older ages suffer increased fragility, incapacity, chronic illness, and dependency. Several attempts of remote health monitoring can be found in the literature [5–7]. For example, Stikic et al. [8] present an effective and unobtrusive long term monitoring and recognition of activities of daily living based on the combination of the data from two different types of sensors: radio frequency identification (RFID) tag readers and accelerometers. A system based on wireless body sensors and smart phones was presented in [9] to offer remote monitoring and alert family and ambulance if detects an emergency. As was established by the authors, iCare is not only a real-time health monitoring system for the elderly, but also a living assistant.

Related to home automation and control, in the work of Ghazal and Al-Khatib [10], the authors propose the use of a single controller to command home appliances and sensors by using XBee transceivers. The remote controller has command buttons, alert LEDs and a LCD for showing messages. The unique master board toggles the ON/OFF switches of the appliances by means of relays.

Other works of Akanbi and Oladeji [11] use voice commands to control multiple home electrical or electronic appliances with maximum of 5 V using an Arduino Uno microcontroller. The design transmits voice command through a wireless microphone and a graphical interface. A systematic review of smart-home technologies to assist older adults can be found in [7], which concludes that smart-home technologies are readily accepted by older adults and their
family members, and must be improved to enhancing safety and privacy. This work remarks the future challenge in aspects such as social and emotional well-being as well as outdoors interests and activities monitoring.

The system herein proposed has significant differences with these approaches, because of it was created especially for people with special needs and poor familiarity with technology. The system combines home monitoring of physiological and emotional states through a set of wearable’s sensors, user-controlled (automated) home devices, and adapted human-computer interfaces (HCI) are used in order to provide a safe and friendly environment according to the limited capabilities of the users. The main objective is to create the easy, low-cost automation of a room or house to provide a friendly environment that enhances the psychological condition of immobilized or vulnerable users, improves their safety and allows living at home longer. Moreover, the complete interaction of the components provides an overview of the physical and emotional state of the user, building a behavior pattern that can be supervised by the caregiving staff.

The emotional content is included here, as one of the main concerns in elder and disabled people. We propose the use of emotion recognition from voiced speech algorithms in order to maintain the integrated emotional state of the patient and use the signals as indicator for certain behavior. It has been an author’s effort through years to develop and offer the most possible accurate algorithms, and here we propose a data fusion of the best approaches. Moreover, from voice analysis can be possible to detect Parkinson’s disease (PD) so our proposal allows for constant monitoring and early detection of this condition. In addition, there is an important feature added to our proposal such as a methodology for detecting movements of interest, i.e., fall detection. Consequently, we present a couple of methodologies that can be easily understood and implemented in an in-house application.

There is a wide variety of commercial domotic systems, almost focus in lights automation, blinds, air conditioning, and other predefined tasks, driven by ever-increasing needs for house comfort, user connection, energy saving, and security. Phone remote access or voice commands are the most common user interfaces, not always suitable for use by the elderly. House automation for elderly people has different needs and objectives, attempting to provide the minimal user intervention and maximizing the physical and emotional support.

With this aim, we present an integral assistive home care system (IAHCS), specially designed for elderly or chronically ill people, who present mobility difficulties and reduced decision-making capacity. The main objective is to provide a technological aid that balances promoting autonomy while protecting a vulnerable adult from harm. Along with this, the caring for the elderly and people with chronic diseases, have also improved emphasizing the need of preventive medicine and monitoring of these patients in their home.

The approach proposed in this chapter comprises a user wearable device, a domotic system’s core installed in a personal computer (PC) and an ichnographic software (SICAA) that allows the interaction of the patient with the environment and peripheral devices. Besides, a microphone equipped with Wi-Fi connection record the user’s voice and sends it to the processing unit, in order to recognize emotional states. This scheme is integrated in a control block, described in Figure 1.
Regarding the HCI, the major requirements are noninvasiveness, low cost, robustness, and adaptability for a group of users with similar capacities. For many years, we have developed HCI that was essayed as control input with acceptable results, especially for disabled people needs, such as adapted keypads, head-mouse controllers, vision based Interfaces using hand or head position detection, electromyogram, and electrooculogram-based interfaces, among others [12–16].

For this system, a conventional mouse can be used, and also tablets, Wii commands or more sophisticated controls. Voice commands are eligible too, and preferred because they allow the emotion recognition processing as will be explained below.

In any case, the control input is configurable and versatile according with user’s abilities, allowed by the modularity of the system.

3. Wearable monitoring

Wearable sensors are steadily becoming the most prevalent personal devices, playing a crucial role in the chronic patients monitoring [17, 18]. Biological variables such as heart rate and
oxygen saturation are being used for self-monitoring and preventing health conditions such as hypertension and stress [19–21]. A wearable system should meet certain design conditions, such as data storage, wireless connection, power supply, portability and versatility, among others. We propose a platform of wearable sensors whose core is a master module that deals with data acquisition, synchronization, and wireless transmission [22]. This module is connected to sensors or slaves that acquire biological signals and process them to minimize the amount of data to be transmitted. The connection between slaves and master is intended to be in a properly wired article of clothing or via Bluetooth. Also, active sensors are selected to minimize battery consumption, and store data selectively. It is important to note that the communication protocol must be the same, independently of the nature of the acquired signal.

The data transmission from the master is carried out through Wi-Fi using TCP/IP protocol to a personal computer in order to process and extract descriptive features for health monitoring that will be used in the supervised control. The master board is shown in Figure 2, noting that the main core is the CC3200 microcontroller unit of Texas Instruments®

---

**Figure 2.** Wearable modules. Up: master module. Down: slaves modules for heart rate/SpO2, IMU, temperature, and microphone. It is important to note the size related with a wristwatch.
The sensors module or slave units consist of a base platform where the principal component is a microcontroller unit (MCU) with ARM architecture (Advanced Reduced instructions Machine) that allows the addition of different analog circuits according to the biologic variable that is intended to measure. This module meets specific requirements of consumption, inputs/outputs and radio-frequency transmission. Thanks to the ultra-low power consumption, it allows to operate for long periods of time, even with smaller batteries.

The biological variables (each with its own specific acquisition and preprocessing module) acquired are:

- Temperature module: It registers two temperature channels. Especially for chronic illness the body temperature is sensed and also the ambient temperature, to prevent hypothermia or excessive perspiration (this control is in a higher level that the domotic air conditioning, chosen by the user). This module is based on LMT70 sensor, ultra-small (0.88 by 0.88 mm) and with 0.1°C of accuracy, and the temperature was estimated with a first order approximation in the range of interest, from 30 to 45°C.

- Heart rate module and pulse oximetry: This module is of crucial importance in the monitoring of cardiac and respiratory patients. On the other hand, the module is useful to detect sedentarism in elderly and obese users. The module is based on the absorption of the red light (660 nm) for deoxygenated and infrared light (940 nm) for oxygenated hemoglobin. The sensors must be placed directly on the skin and a single circuit (AFE4403 based) detects the relation between absorbed light and the peaks related with cardiac pulse. The output is a signal for SpO2 and heart rate.

- Kinetics measurements module: This module has an inertial sensor inertial measurement unit (IMU), based on the MPU6050 that contains an accelerometer and a gyroscope. The information is processed to avoid singularities and both sources (an accelerometer and a gyroscope) are merged through a complementary filter reference. The output is processed to provide information related to the user’s activity level and the algorithms explained in the next section are implemented for fall detection and alarm.

- Personal microphone module: To transmit human voice to the central PC, a commercial wireless Wi-Fi microphone is used and connected to the control unit. This module provides connection with the emotion processing unit.

The main software should be modular to suit the sensors chosen for each application, which give versatility to the system, functioning in an interchangeable way.

4. Fall detection algorithm

Using the data provided by the IMU sensor, we also analyze the problem of falls in independent elderly people. In Ref. [23], authors demonstrated that the consequences of a fall could be minimized by a portable automatic detection system, which sends an alarm right after an event. A dataset (SisFall) was created with 38 participants that conducted 19 activities of
daily life and simulated 15 types of falls. This responded to the need of a fall detection dataset with a large number of activities determined after a literature review and our own survey; well documented acquisition conditions (authors recorded videos of each activity); and data from an embedded device fixed to the body (other datasets publicly available were recorded with smartphones). SisFall dataset consisted of 34 activities [falls and activities of daily living (ADL)] performed by 38 participants (15 of them had more than 60 years old). All files were made publicly available for the scientific community. The dataset was tested with the most widely used features to detect falls. With this work, it was demonstrated that a simple fourth order Butterworth filter with a cut frequency of 5 Hz is enough to detect falls without loss of information. Additionally, it was found that dynamic features based on statistical moments are the most accurate to classify among falls and ADL. However, it was also found that training algorithms with young people are insufficient to obtain acceptable accuracy with the objective population [24].

Preliminary tests with feature extraction algorithms commonly used in the literature to discriminate between falls and activities of daily living presented up to 96% of accuracy. They were implemented with a low computational cost threshold-based classifier, which can operate in real-time embedded systems. An individual activity analysis with each feature extraction algorithm demonstrated that some of them are complementary to each other. This analysis was used as a starting point to develop nonlinear discrimination metrics that improved the accuracy up to 99%. It is important to note that most false-positives are due to high acceleration periodic activities, and could be detected solely based on their period.

An energy-based fall detection algorithm was also implemented. The authors used a static feature extraction characteristic together with an energy-based feature. This algorithm was tested in data from a smartphone and the embedded device, with acceptable results [23].

Moreover, the most important finding was that the combination of different features provides higher discrimination capabilities than the individual ones. This result led to a second conclusion, a threshold-based classifier is enough to achieve accuracy levels of up to 99%. The importance of this final finding relays in the low complexity (and consequently energy consumption) that threshold-based classifiers require (Figure 3).

Figure 3. Example for acquisition and processing of IMU signals during jogging and fall detection. The raw data is initially filtered. Then, features are computed and if thresholds (horizontal lines) are crossed a fall is detected. Left: threshold algorithm, parameter C2 is the standard deviation magnitude. Right: Energy based detection (Figure from Ref. [23], with permission).
It was found that most of the errors in the threshold-based algorithms were focused in some individual activities, such as periodic ADL with high energy, namely walk, jog, or going up or down stairs. Consequently, was developed a novel methodology for detecting and characterizing walk and jog based on nonpeak-based acceleration features. It was demonstrated that with the Kurtosis of wavelet coefficients it was possible to obtain a measure to correctly identify these activities. However, the authors found that it was more stable to obtain the period of the acceleration signal using its autocorrelation. A posteriori statistical analysis demonstrated that the period provides statistical significant differences between walk and jog. This methodology proved to be sensitive enough to provide a “quality of the activity” measure. The authors were able to determine online the regularity of the activity when the subject walked or jogged. This result could be useful for sports, allowing the person to maintain a regular jog rhythm for long periods of time.

In order to guarantee that the developed methodology can be implemented on the IMU slave sensor without affecting their computational capability (and the consequent battery consumption), authors propose an algorithm based on a Kalman filter, with a preprocessing stage based on a fourth order Butterworth filter, a nonlinear feature based in two commonly used feature extraction characteristics, and a threshold-based classifier. This algorithm was implemented the module in the in-situ microcontroller and validated by simulating the same activities of the dataset acquired in this work, along with a pilot test in real conditions with elderly adults. Both tests presented an error rate below 1%.

The algorithm was tested with the wearable sensor in full-day tests with objective population (two females and one male, all over 60 years all). The volunteers were asked to do what they use to, including traveling in train and bus, making exercise and cooking or cleaning. With a sampling frequency of 25 Hz (lower than most works in the literature), It was obtained more than 17 continuous hours of acquisition (we recorded online, increasing the consumption) with encouraging results, just with a couple of false-positives due to hits of the device during cooking.

5. Home automation

The domotic SICAA software and control hardware were designed to achieve some automatic tasks, such as air conditioning, basic lights, environmental music, and alarms (related to the health and emotional monitoring). Through an ichnographic software (Figure 4) is possible to access to these and other functions: house control (that comprises blinds, lights, orthopedic bed, air conditioner, television, and intercom); medication alarm; carer communication (nurse call, voice synthesizer), and computer access (internet, chat, games, text processors). The software must accomplish several requirements, regarding the limited experience with technology or reduced capabilities of the users. An intuitive interface, big buttons and vibrant colors were chosen for the software. The software has a principal panel, (Figure 3) with date, hour, a control menu showing the outputs states, and icons representing the TV control, home control, internet access, voice synthesizer, nurse call, bed control, medication reminder, and diary. The icons of the menu are also easy to interpret and relative large in the screen, regarding the vision problems or essential tremor. Each main icon allows the access to another submenu or
screen for specific tasks, such as ambient or home control, TV, and so on. All system configurations are accessible by the programmer or authorized personnel, in order to prevent system failures. The software is available in Spanish, English and Portuguese [25].

A custom-made electronic board was designed to control peripheral devices, including relays, analogical and digital inputs, isolation conditions, and an ATMega 8-16PU microcontroller of 1 MHz. A generic IR transducer was used for TV and air conditioning control, to prevent incompatibilities with previously installed devices, but door lock and intercom has to be adapted for electric opening.

The Aid Call is a luminous and sonorous alarm, interrupted only by hardware, assuring the presence of the caregiver. Other devices such as orthopedic bed and lights only need a minimum electrical connection to be controlled by the SICAA and other devices must be added without affecting the functioning. In the main menu a panel control shows the appliances activation state. As is possible to see, is a simple and low cost solution in order to enhance autonomy, improving the relationship of the elderly or ill users with family or caregivers. The home care system would provide elderly people more satisfied and autonomous behaviors and habits as well as more nominal care.

6. Voice speech emotion recognition

As we stated in introduction, the emotional status of the patient is one of the milestones of our work. Even if the physiological signals are constantly monitored in order to detect any physiological damage, we have demonstrated that emotion can be recognized from voice and developed specialized algorithms to be used in this kind of application.

Figure 4. Principal panel of SICAA system and submenus with functions for communication and for home control. The icons, colors, and size were designed especially for people with poor contact with technology.
Biomedical signal processing allows the identification of certain paralinguistic parameters in a speaker such as pathologies, nationality, gender, among others [26–28]. The interest in emotion recognition from speech has increased in the last decade because emotion recognition can improve the quality of services and the quality of life of people. It is possible to make predictions by using a supervised learning scheme, whose final scope is determining the health status of individuals [29]. Through a set of features, it is possible to identify and characterize states of people that can be as common as unpredictable such as emotional states.

Health status of a person has drawn the attention of researchers involved in several different branches of knowledge, such as psychology, cognitive sciences, economy, bioengineering, and medicine [31, 32]. In Ref. [33], we developed an algorithm to recognize certain regions on the emotional plane specialized on sadness and in Ref. [34], an algorithm for Parkinson’s disease detection and monitoring was proposed. Another practical use is the monitoring of telephone interactions, i.e., call center, [35].

Here, we present a general framework methodology for the understanding of the reader, widely used in our developed algorithms. In particular, voiced-speech signals are initially processed using multiple techniques, e.g., filtering, Fourier transform, which allow revealing important information inside the signals [36–38]. Then, relevant features should be selected in order to find patterns that divide meaningfully the data in terms of the classes of interest, e.g., healthy person/sick person. Identified features are used to training machine learning algorithms that automatically perform the classification of new data, in this case voiced-speech signals, into the previously defined classes [39]. In traditional methodologies, spectrograms time-frequency representation have been used for identifying subtle cues related with utterance acoustics, providing the means to identify the speaker and his emotional [40, 48], or health status [41, 42].

Several works have used conventional features such as Mel Frequency Cepstral Coefficients, Renyi entropy, Fisher rate, Local Hu moments, and vocal source parameters, among others in order to find patterns inside audio-voice signals [30]. Additionally, these methods use classifiers with different schemes, some of them are K-nearest neighbor, Gaussian mixture models, hidden Markov models, multilayer-perceptron, and support vector machine [43–45]. One of the main problems in emotion recognition from speech is to find suitable features to represent the phenomenon. In Refs. [46, 47], new features based on the energy content of wavelet-based time-frequency (TF) representations to model emotional speech were proposed. Three TF representations were considered: (1) the continuous wavelet transform, (2) the bionic wavelet transform, and (3) the synchrosqueezed wavelet transform.

A simple methodology can be stated as signal acquisition, signal preprocessing, feature extraction, and classification. A summary can be found in the following steps:

(1) **Windowing:** Since the speech signal is quasi-stationary is necessary a windowing process. Blackman window is used, an overlap of 60% was done, and a window size of 16384 samples, near to 1 second.

(2) **Wavelet decomposition:** The wavelet decomposition was implemented using the stationary wavelet transform (SWT). The SWT can be considered as a filter bank, with low-pass and high-pass filter, that decomposed the input signal into two groups of subsignals,
which are approximation and detail signals [36]. Each filter bank is related to a mother wavelet, in this work Daubechies wavelet is used particularly the wavelet db1, db6, db8, and db10. Each segment taken from the signal on the windowing process is decomposed into five levels with each type of wavelet; for analyzing this signal a matrix was constructed for each type of wavelet and for each window size, with 5 coefficients of detail and the fifth coefficient approximation of the decomposed signal.

(3) Statistical features: Each subsignal obtained by the SWT was analyzed using the 12 features, some with a temporal approach: root mean square, absolute mean value, mean, variance, standard deviation, wavelength, standard wavelength, and kurtosis; and with a spectral approach, such as zero crossing, mean frequency, median frequency, and maximum power spectral value.

(4) Features selection: In Ref. [49], a new set of features based on nonlinear dynamics measures obtained from the wavelet packet transform for the automatic recognition of “fear-type” emotions in speech was proposed. The experiments are carried out using three different databases with a Gaussian mixture model for classification. The results indicate that the proposed approach is promising for modeling “fear-type” emotions in speech. On the other hand, classification of sets with high dimensionality of descriptive characteristics is computationally demanding [50]. Subsets of features may be associated with elements of noise or information different from the state of health of the speaker. The feature selection was implemented, with a recursive elimination method that iteratively eliminates the feature that least contributes to the determination between the two states, using a classifier to assign weights. This process is carried out until obtaining the target number of features.

(5) Classification: A simple Multilayer Perceptron (MLP) can be trained based on the new set of features obtained by the feature selection method. The final MLP structure called patternet must be configured as follows: the output layer has the number of neurons of the states to be determined, preferably only one hidden layer shall be considered to avoid problems of gradient backpropagation. The hidden layer must contain multiple numbers of neurons, i.e., 1, 2, 5, 10, 50, and 100 to find the best set to be used fulfilling the conditions of the problem. The suggested transfer function is the hyperbolic tangent sigmoid, and trained using a Bayesian regularization [9]. Also, other classifiers such as Gaussian mixture model (GMM) have been recently used [43]: the classification is performed using GMM supervectors. Different classification problems are addressed, including high vs. low arousal, positive vs. negative valence, and multiple emotions. The results indicate that the proposed features are useful to classify high vs. low arousal emotions, and that the features derived from the synchrosqueezed wavelet transform are more suitable than the other two approaches to model emotional speech.

In our approach, the emotion recognition is focused in sadness, joy, and fear detection, because they are the most critical emotional situations for the system’s users. The election for the algorithm is based on the computational cost, since the data must to be classified and stored to construct an emotional pattern of behavior. Throughout the days, family or medical staff can study this pattern to rethink visits, or treatment support for the patient. Also,
sadness and fear are connected to the SICAA block, activating nurse call for fear detection and selected music and family alarm for sadness. This simple connection elicits a safety sensation for patients and also for the family in the daily living.

On the other hand, the use of portable devices for the assessment of Parkinson’s disease (PD) patients at home from voice analysis is feasible from the technical point of view; however, it could be relatively expensive either the patients or the health system. The information and communication technologies (ICT) allow thinking on doing telemonitoring of PD patients using different communication tools already existing in internet. There are several aspects in such new technologies and tools that have to be studied to analyze the feasibility of using them in real scenarios. For instance, there exist different communication systems that can be used for the remote evaluation of speech, e.g., the mobile communications network, the internet, and the landline, among others. All of these technologies compress the audio signals in order to transmit them through the communication channel. The compression rates depend on the technology and on the bandwidth available in the network.

In Ref. [34], a method was developed, addressing to discriminate between the speakers with Parkinson’s disease (PD) and healthy controls (HC). It consists on the systematic segmentation of voiced and unvoiced speech frames. Each kind of frame is characterized independently. For voiced segments noise, perturbation, and cepstral features are considered. The unvoiced segments are characterized with Bark band energies and cepstral features. According to the results, the codecs evaluated do not affect significantly the accuracy of the system, indicating that the addressed methodology could be used for the telemonitoring of PD patients through internet or through the mobile communications network.

7. Conclusions

We have described the use of new technologies applied in the health monitoring and assistance for elderly and chronically ill people, focused in home care and independence for a better quality of life. Aging does not have to be a social limit, or a hospitalization cause. In the last years, technology has brought the major advances in elderly care, but the access is still limited. In the Latin America, most of the health systems financed the home hospitalization, but in specific cases and not for long time. Our proposal is exactly in the opposite paradigm, encouraging the use of technologies, in order to extend as much as possible the home care possibilities and family well-being. The main challenge in this area is the correct identification of user’s needs, because the acceptation of the technology aid depends on this completely.

The system proposed has three main parts, the wearable block that accomplish with requirements of performance, autonomy, size, and low cost. The electronic parts are available in any country and in constant evolution.

Acquisition of real falls demonstrated that setting an algorithm with young adults does not perform well with falls of elderly people. So, even the methodology proposed seemed to solve this issue, it is necessary to increase the number of falls with elderly people to have a representative sample. However, with the impossibility of performing simulated falls with elderly people (the risk
of accident is too high), with an average of one fall per year, it is unrealistic to expect acquiring confident data of real falls. Then, this remains as an open issue that must be solved in the near future.

Regarding emotion recognition, health status, and similar algorithms from voiced speech, we demonstrated that wavelet-based algorithms with the proper feature selection procedure could be easily trained and implemented to be merged with other devices within this integrated framework. We also can guarantee that algorithms performance can increase under data fusion schemes so far widely developed and implemented. Data fusion schemes will also include the physiological signals from the patient such as temperature, heart rate module, and pulse oximetry. Alerts are included for the transmission in order to ask for help in case of accidents or a “nonnormal state.”

The second part, home automation, enables limited users to control their household appliances. This was achieved by using low-cost control interfaces and a customized board that interact with the central control block. For the target, user population of the system has shown great adaptability and the potentiality of increasing user independence.

The third block, central control, allows the integration of physiological and emotional measures, constructing a behavior pattern for the user and detecting risk or emergency situations. Alarms can be activated either by predefined levels of biological variables, by emotional risk detected by fear or sadness or by the user himself.

A further test with a control and an experimental group is needed in order to quantify the satisfaction and acceptance of this system by the users. Tests are needed in a controlled environment with emotions inducement or with physiologic and environment disturbances to valid the development and obtain data for a multimodal analyses of the signals. However, making a behavioral pattern must be customized. This requires a previous collection of data and a dynamic model of adjustment and learning for each patient.

As we have mentioned, it is a special group and several considerations are necessary to determine definitely the usability of our approach. Also, it is important to note that these technologies can help to improve communication, independence, and self-esteem, but it cannot replace the role of caregivers and medical staff.
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