Abstract: Aviation bearing assembled detection is the final barrier to quality and safety. Therefore, an accurate detection method of aviation bearing that is based on local characteristics is designed to solve the detection problem of mis-assembly and miss-assembly of balls in aviation bearing assembled. When considering the spatial limitation of aviation bearing assembled image acquisition, the dynamic distribution of balls and the interference of lubricating grease on the surface, a dynamic local ball segmentation model that is based on U-Net network with symmetrical structure is designed to achieve the accurate segmentation of the local ball region of aviation bearing. Subsequently, an incomplete circle fitting algorithm is designed based on the segmented local ball image and Hough transform principle. These two algorithms make the measurement error of aviation bearing ball size less than 100 µm. Using bearings validates the algorithm. The results show that the accuracy of dynamic local ball segmentation model that is based on U-Net network with symmetrical structure is over 99%. At the same time, on the basis of accurate segmentation in aviation bearing local ball, the designed Hough circle algorithm is used for circle detection. The experimental results show that the false detection rate of mis-assembly and miss-assembly of balls is less than 3%. Further, the goal of zero-missed detection of mis-assembly and miss-assembly of balls in aviation bearing is achieved. The accurate segmentation of aviation bearing local ball and the effective identification of mis-assembly and miss-assembly of balls are realized. This method can provide a theory for the improvement of mis-assembly and miss-assembly of balls detection in aviation bearing. Furthermore, it has high application value.
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1. Introduction

High precision aviation bearing, as an important part of aircraft, is easy to lead to mis-assembly and miss-assembly of balls in the process of automatic production equipment because of the large number of balls and the small size difference. Therefore, it is necessary to accurately detect the mis-assembly and miss-assembly of balls accurately in order to achieve strict quality control of aviation bearing after the assembly of bearing.

After the assembly of high-precision aviation bearings, the bearing cage occludes the balls. Additionally, the local image of bearing ball can only be obtained from the micro-level dynamic slit. Therefore, the segmentation of bearing balls is of great significance in the detection of mis-assembly and miss-assembly of balls in aviation bearings. Bearing is one of the core components of modern mechanical equipment. Additionally, the corresponding research on bearing quality problems has been carried out. In Ref. [1], Wang et al. proposed a non-destructive testing method for the surface defect of bearing ball to be assembled. The target area was segmented by the circular outer rectangular redrawing algorithm. Following this, the surface defect of ball was detected by the method of subtraction image. The defect recognition rate reached more than 97%. However, it is impossible to segment
the local dynamic balls without obvious features. In Ref. [2], Chen et al. used the thresholding method based on Otsu’s method to separate the character area and non-character area of bearing dust cover. Subsequently, the template matching method detects the defect of dust cover. The defect recognition rate is over 96%. The defect detection on the surface of dust cover can be automatically achieved. In Ref. [3], firstly, Hao Yong used circular Hough transform to locate the bearing. Afterwards, the image of deep groove ball bearing is normalized and expanded into rectangle by Cartesian polar coordinate expansion method. Finally, the mistaken ball is detected and identified by the thresholding segmentation method. The recognition rate is over 93.3%. However, the two methods mentioned above are not effective for ball segmentation, which is not obviously different from the gray values of other parts of the bearing. The above image segmentation methods achieve a high recognition rate for the segmentation and extraction of general bearing target features. However, the methods that are mentioned above are not ideal for the image segmentation of bearing local balls with small targets and inconspicuous features.

In Refs. [4,5], CNN (Convolutional Neural Network) has strong ability of feature learning and feature expression. CNN can further express high-level abstract features by learning low-level features, which makes CNN achieve remarkable results in image segmentation. CNN can learn target features from collected data as compared with traditional methods. The segmentation problem is automatically solved according to the learning results. In Refs. [6,7], various target segmentation algorithms that are based on CNN have been proposed. In 2015, Rommeber et al. in [8] proposed a U-Net convolution neural network to segment the biomedical cells. The kind of CNN uses multi-scale feature information to improve the accuracy of pixel location and image segmentation. In Refs. [9,10], Falk and Daniel verified that the U-Net neural network can be used for cell segmentation, counting, and morphological detection accurately in a large number of images of arbitrary quality. In Refs. [11], based on the structure of U-Net convolution neural network, Sevastopolsky repeatedly added visual geometry group (VGG) classification convolution network to the structure of contraction path to reduce the amount of pooling and the loss of image information. This improvement shortens the prediction time of optic disc cup segmentation in glaucoma detection. Therefore, the U-Net convolution neural network is used to accurately segment the dynamic local ball of aviation bearing. U-Net uses symmetrical U-shaped network and skip connection structure to fuse deep low-resolution and shallow high-resolution information, so as to improve the precise location of the target area. When compared with traditional bearing detection methods, target features can be learned from a small amount of data to solve the problem of ball segmentation for aviation bearings with small targets and obscure features. The Batch Normalization (BN) layer is used to optimize the U-Net network, which solves the problem that the time and space complexity increases with the deepening of the layers of the convolutional neural network. It further improves the expressive ability and segmentation accuracy of the network.

In summary, this paper comprehensively analyses the problem of mis-assembly and the miss-assembly of balls in aviation bearing assembled by using common methods of bearing detection and combining with the successful experience of U-Net convolution neural network in biomedical detection. An accurate detection method of aviation bearing that is based on local characteristics is designed. This method uses the pre-trained U-Net network model to automatically segment the dynamic local ball of aviation bearing. This method improves the segmentation accuracy. Subsequently, Hough circle detection is used to detect the circle of the segmented ball, so as to achieve the accurate detection of the mis-assembly and miss-assembly of bearing balls.

2. Overall Scheme Design and Principle Analysis

2.1. Overall Scheme Design of Ball Detection in Aviation Bearing

This paper is about the detection of mis-assembly and miss-assembly of balls of high precision aviation bearing assembled. The bearing image is shown in Figure 1, below. The local information of the bearing ball can only be obtained through the local space of micro-level because the bearing balls
are occluded by cages. Moreover, the difference between adjacent grades of ball is 1/61 inches, which requires the high segmentation accuracy of bearing ball. Therefore, an accurate detection algorithm of bearing ball based on the combination of U-Net network and Hough detection is designed to solve the problem of small target and unclear characteristics of balls in aviation bearing on the basis of the imaging characteristics of aviation bearing ball shown in Figure 1 and the requirements of ball detection accuracy.

Figure 1. Aviation bearing image: (a) Aviation bearing complete image; (b) Aviation bearing part image.

Figure 2 shows the overall structure. It mainly consists of two parts: image segmentation and recognition.

In the image segmentation part, the U-Net convolution neural network is used to segment the image. Subsequently, the batch normalization (BN) layer is added to optimize the bearing ball segmentation model. In the image recognition part, based on the traditional Hough circle detection, the detection range of bearing ball image is limited by the known bearing size and the edge gradient. Afterwards, this optimization not only reduces the cumulative times of detection, but also improves the adaptability and accuracy of detection.

2.2. U-Net Network

In 2015, the U-Net Convolutional Neural Network is a full-convolution network (FCN) model that was proposed by Ronneberger in the ISBI Cell Tracking Challenge, which achieves accurate segmentation of cell images. The network structure is similar to the structure of FCN. In the network structure, there are only convolution layer and pooling layer. There is no full connection layer [12,13]. The difference of the two network structures is that up-sampling and down-sampling in U-Net network adopt the same level of convolution operation. The skip connection structure is used to link up the up-sampling layers and down-sampling layers to obtain multi-scale feature information, which further improves the accuracy of pixel location and segmentation [14,15]. The U-Net network adopts left-right symmetry structure. Contraction path (left) is used to obtain context information. Additionally,
extension path (right) is used to locate accurately. In the contraction path, feature extraction is mainly carried out by down-sampling. The resolution of each down-sampling image is reduced to half of the original one. At the same time, the number of sampling channels will be doubled in order to retain more image feature information. In the up-sampling of extension path, the U-Net network restores image and spatial dimension by deconvolution. At the same time, the number of sampling channels will be reduced by half [16,17]. In order to further improve the accuracy of positioning, the skip connection structure is used to fuse the up-sampling results and the shallow high-resolution information of the contraction path to obtain the accurate location of the target area [18].

The original U-Net network is used to segment the aviation bearing ball. Figure 3 shows the segmentation results. From the segmentation results, it can be seen that the bearing balls are obviously segmented, which proves that this method is feasible.

![Figure 3. Results of original U-Net network segmentation: (a) First segmentation result; (b) Second segmentation result; (c) Third segmentation result; (d) Forth segmentation result.](image)

### 2.3. Hough Transform Principle

Hough transform is a method for shape detection of region boundary, which is often used for line, circle, and ellipse detection. Hough also has a good detection effect to incomplete circles [19]. The principle of circle detection that is based on Hough transform [20] is as follows. The circle with \((a,b)\) as the center and \(r\) as the radius in the \(X-Y\) plane is transformed into a three-dimensional space with \((a,b,r)\) as the parameter. The following equation is obtained:

\[
(a - x_i)^2 + (b - y_i)^2 = r^2
\]

where, the circle at any point in the image \(X-Y\) plane space corresponds to a three-dimensional cone in the parameter \((a,b,r)\) space. The points on the same circle in the image space are mapped to all the cones in the parameter space, where the intersection points correspond to the center and radius \((a_0, b_0, r_0)\) of the circle in the image space. As shown in Figure 4.

The parameters \((a_0, b_0, r_0)\) of a circle can be obtained by detecting this point. The specific solution processes is as follows:

1. An accumulator array with \((a, b, r)\) parameter is obtained by quantifying the three-dimensional parameter space appropriately.
2. After edge extraction, all points \((a, b)\) whose distance from each pixel on the edge is \(r\) are calculated.
3. Let \(r\) change from 0 to 256, and then repeat the above steps.
4. The values of all accumulators of a three-dimensional array are checked. The coordinates of their peaks correspond to the center of the circle.
3. Segmentation Method Based on U-Net Network and Hough Circle Detection Algorithms

Although the original U-Net network can achieve the segmentation of bearing ball, it can be seen from Figure 3 that not only the boundary of the segmentation is not clear, but there are also problems of over-segmentation and under-segmentation of the boundary. The segmentation accuracy is not high. The reasons are as follows: (1) The gray scale of the boundary is not uniform because of the existence of industrial lubricating oil on the bearing surface, which leads to unclear boundaries. (2) U-Net network does not satisfy the assumption of independent and identical distribution for convolutional neural networks [21]. In the actual training process, the output of the upper layer is the input of the next layer. As the weight of each layer is updated, the output of each layer is also updated, so the independent and identical distribution relationship of each layer cannot be guaranteed. As a result, the difference of network activation value distribution will become larger and larger with the deepening of the network, which makes the network model difficult to train. Hough circle detection is used to find multiple circles in an image, but only one circle is needed to find in this paper. Additionally, from the above Hough circle detection process, the calculation is large and cumbersome. Hence, there are many unnecessary calculations for the detection of aviation bearing ball [22].

3.1. Improved U-Net Network

3.1.1. BN Layer

The BN layer is a network layer with parameters \((\gamma, \beta)\) and learnable. Its practical function is to standardize the output of the former layer, that is, the input of the next layer [23]. The BN layer is set before the activation function. The input of each layer of U-Net network is normalized to optimize the network. Suppose that a layer of U-Net network has \(m\)-dimensional input \(A = (a_1, a_2, \ldots, a_m)\), where \(a\) is the input value of the activation function (that is referred to as the activation value behind). The first step of BN layer: The activation values are regularized to a Gaussian distribution with an average of 0 and a variance of 1 in order to sparse the parameters. The formula is expressed, as follows:

\[
\tau = \frac{a_i - \mu}{\sigma_i} \quad (2)
\]

where, \(\mu\) is the average of \(m\) activation values. \(\sigma\) is the standard deviation calculated from the average \(\mu\) and \(m\) activation values. The second step of BN layer: the normalized activation value is fine-tuned to
achieve re-parameterization by introducing the learnable parameters \((\gamma, \beta)\). The formula of activation value \(a_{BN}^i\) after introducing parameter \((\gamma, \beta)\) is as follows:

\[
a_{BN}^i = \gamma_i \cdot a_i - \mu \sigma_i + \beta_i
\]  

(3)

After reconstructing parameters through BN layer, the reliability and predictability of gradient descent and the expressive ability of the network are improved. The specific advantages include:

1. The sensitivity to parameter selection is reduced. The network can choose a larger learning rate to improve the training speed.
2. The loss process is smoother to prevent the disappearance of gradient and gradient explosion.
3. Reduce the need for dropout while resolving the over-fitting problem.
4. The noise mixed in the training process can not only regularize the model parameters, but also improve the generalization ability of the network.

3.1.2. Network Structure

As shown in Figure 5, the U-Net network structure for ball segmentation of aviation bearing consists of 10 layers. Each layer contains two repeated convolutions, which are used to linearly map the image to extract image features. The U-Net network consists of a contraction path and expansion path. In the contraction path, the convolution of \(2 \times 2\) is used for pooling to obtain contextual information. In the extended path, the deconvolution of \(2 \times 2\) is used for up-sampling to recover image information. The output image can be restored to the original image size when the network extends to the end. However, the time and space complexity of the whole model training is increased with the deepening of network layers. Therefore, each convolution is followed by a BN layer, which is used to normalize the output data of convolution in batches (that is to say, the input of the next convolution is normalized in batches). The non-linear activation function ReLU \([24]\) is used to activate the normalized batch values. Subsequently, the network expression ability is improved. At the end of the network, the U-Net network uses a \(1 \times 1\) convolution layer to reduce the number of feature maps to 1. The sigmoid function is used to activate, so that the value of each pixel in the image corresponds to 0–1. Finally, the graph is taken as the final output probability graph of the network, that is, the probability of whether each pixel belongs to the bearing ball.

Figure 5. U-Net network structure diagram.
3.2. Hough Circle Detection of Aviation Bearing Ball Based on Segmentation

In order to improve the efficiency of Hough circle detection, some restrictions that are based on the principle of Hough circle detection are added to the process of Hough circle detection to reduce the accounts of calculation and improve the speed. The difference of radius is only 1/64 inches in case of assembling wrongly because the radius of bearing ball to be tested is known, so the range of radius change is limited to $R$. For each point $(x_i, y_i)$ on the edge, $3 \times R$ times need to be calculated when $a$ and $b$ change, respectively. Assuming that each such calculation takes $t$ seconds, an edge point takes $3Rt$ seconds. When $R$ changes from 0 to 256, the time that is consumed for each edge point is:

$$
\sum_{r=1}^{R} 3rt = \frac{3}{2} R \times (R + 1)t
$$

(4)

For the image in this paper, the order of magnitude is reduced from $10^6$ to $10^4$, but the amount of calculation is also very large. Therefore, the gradient information of edge points can be used to change $r$ along the normal direction of the edge point $(x_i, y_i)$, which not only reduces the invalid search of Hough circle detection, but also improves the accuracy of circle detection. The formula for calculating the center of a circle is as follows:

$$
\begin{align*}
    a &= x_i - r \cos \theta \\
    b &= y_i - r \sin \theta
\end{align*}
$$

(5)

where, the formula for calculating $a$ is $\theta = \arctan \left( \frac{g_y}{g_x} \right)$. $g_x$ and $g_y$ are gradients in two directions, respectively. In this way, when $R$ changes from 0 to 256, the time that is consumed at each edge point of Hough transform is $R \times t$, which further reduces the time consumed by Hough transform.

4. Experiments and Results Analysis

4.1. Sample Creation

It is difficult to obtain a clear image due to the limitation of shooting space and the interference of lubricating grease on the surface of the aviation bearing assembled. Therefore, the device shown in Figure 6 below is designed as the acquisition system. The coaxial light source is used as the shooting light source. The coaxial light source is composed of red, green, and blue light-emitting diode (LED) lamps. Additionally, the light rays are vertically illuminated on the bearings. The coaxial light source can solve the problem of reflecting light on bearing metal surface and lubricating oil. Five million charge coupled device (CCD) camera captures images. The strategy of shooting a ball is adopted to obtain high-definition local bearing image because of the limitation of the shot space of bearing ball image. Bearings of type 3D180506KJ8T2R3 were taken photographs. The inner diameter of bearing is 61.78 mm. The outer diameter of bearing is 29.92 mm. The ball diameter of bearing is 9.79 mm. The photographed image is shown in Figure 7a, below.

![Figure 6. Acquisition system diagram: (a) Front view; (b) Gray diagram.](image-url)
The image is grayed in order to reduce the time of image processing and U-Net network training and recognition. However, important information of the image must be preserved to ensure the subsequent image segmentation, recognition, and other operations. From Figure 7a, not only the light and color of the bearing picture are uniform, but also the color of the bearing and the background are very different. The gray level is enough to express the feature information. Therefore, the habitual gray level that is acceptable to the human eye is selected for graying. The graying formula is as follows:

$$\text{Gray} = 0.3 \times R + 0.59 \times G + 0.11 \times B$$  (6)

Figure 7b is a gray image of the corresponding image of Figure 7a. From Figure 7b, only the information that is near the ball is useful. Therefore, region of interest (ROI) needs to be extracted from 7b. The position of the ball area in the original image is relatively fixed. Therefore, a fixed size region is extracted from each original image sample as the region of interest, which completely contains the position of the bearing ball.

OpenCV3.0, which is configured under Visual Studio 2013, is used to make data sets for Figure 8a,b. The bearing ball area is manually segmented by the least square method to construct the training U-Net network model samples that are based on the known bearing inner diameter, outer diameter, and ball diameter. There are 500 pictures of aviation bearings, of which 60% are trained and 40% are tested. Figure 8 is a sample of the aviation bearing data set.

4.2. Comparison of Ball Segmentation Algorithms for Aviation Bearing Based on Improved U-Net Network

Loss function and accuracy are used to evaluate the improved U-Net algorithm and the original U-Net network.

The blue curve in Figure 9 above is the loss function and accuracy change curve of training set under the original U-Net network. The red curve is the loss function and accuracy change curve of training set of U-Net network with a BN layer (hereinafter referred to as the improved U-Net network). As can be seen from Figure 9a, the loss curves of the two networks rapidly dropped from 0.9
to less than 0.3 in the first 20 iteration cycles. In the process of network model training, the improved U-Net network not only has a smooth loss curve, but it also tends to be stable after 200 iteration cycles. The loss process of the original U-Net network fluctuates greatly. The loss curve not only tends to be stable after 300 iteration cycles, but it also tends to increase after 350 iteration cycles. The network shows over-fitting phenomenon. Similarly, as shown in Figure 9b, the accuracy curves of the two networks are over 80% after several iteration cycles. After 200 iterations, the accuracy of the improved U-Net network is over 99%, while the accuracy of the original U-Net network is 92%. In general, after adding the BN layer, the loss and accuracy curves of the network are not only smoother, but the convergence speed is also faster in the training process. The performance of the network as a whole has been greatly improved. Gradient descent is more predictable, which can prevent the network from falling into local minimum. At the same time, a larger learning rate can be chosen to improve the training speed and generalization ability. The network segmentation performance is better.

![Figure 9. Training curve: (a) Loss curve; (b) Accuracy curve.](image)

4.3. Experimental Result

In this experiment, different types of aviation bearing are tested. Figure 10 is the result of ball segmentation that is based on U-Net network. Table 1 is the result of Hough circle detection after ball segmentation of aviation bearing.

| Hough Test Results (µm) | Original U-Net Network | Improved U-Net Network |
|-------------------------|-------------------------|------------------------|
| (0–30)                  | 47                      | 153                    |
| (30–60)                 | 87                      | 17                     |
| (60–80)                 | 46                      | 26                     |
| (80–100)                | 13                      | 5                      |
| (100–120)               | 6                       | 0                      |
| Average of error        | 49.8669                 | 29.4792                |
| standard deviation      | 24.2230                 | 20.5054                |
| false reject rate       | 9.5%                    | 2.5%                   |

As shown in Figure 10b, above, this is the result of the original U-Net network partition. The result shows that the original U-Net network is not ideal for boundary detection. This result is not only the objective reason of uneven gray scale and unclear boundary that is caused by industrial oil on the bearing surface, but also the subjective reason that the CNN does not satisfy the assumption of independent and identical distribution, which makes the network model difficult to train with the increase of network layers. It leads to blurred boundary and inaccurate results of original U-Net network segmentation. At the same time, the background near the ball boundary is taken as the
target area, or the target area with a close gray value to the background is taken as the background. The phenomenon of over-segmentation and under-segmentation appears in the network. After adding the BN layer, batch normalization is carried out for each layer of U-Net network to make each layer as independent as possible. At the same time, new learning parameters are added to re-parameterize the network further improve the learning and expression ability of the network. As shown in Figure 10c above, the improved U-Net network has a higher degree of discrimination between background and bearing ball target area, and more accurate edge segmentation. The accuracy of bearing ball segmentation is further improved.

From Table 1, the radius error of Hough circle detection after segmentation of the original U-Net network model is concentrated in (30–80) microns. The mean error of measurement is 49.87 micron. The standard variance is 24.22 microns. Each radius error of the improved U-Net network is within 100 microns. The measurement errors are concentrated in (0–30) microns. The average measurement error is 29.48 microns. The standard variance is 20.50 microns. Therefore, the reliability and predictability of gradient descent are improved after using the BN layer to improve the U-Net network. Moreover, the segmentation accuracy is higher and more stable. It is necessary to ensure zero leakage detection rate of aviation bearing because the detection of aviation bearing assembled is the last barrier of quality and safety assurance. Therefore, when the detection radius error is greater than 80 microns after Hough circle detection, the bearing balls are determined to be unqualified. Under this setting, on the basis of accurate segmentation of the local ball area of aviation bearing by improved U-Net network and Hough circle detection, the false detection rate is reduced from 10% of the original U-Net network segmentation algorithm to less than 3%, which greatly improves the detection accuracy.
5. Conclusions

An accurate detection method of aviation bearing ball that is based on local characteristics is designed in order to solve the problem of mis-assembly and miss-assembly of balls in aviation bearing assembled, including a dynamic local ball segmentation model that is based on U-Net network and a Hough circle detection algorithm. The dynamic local ball segmentation model based on U-Net network with BN layer can achieve a good segmentation effect for local and dynamic ball. It not only overcomes the disadvantageous influence of blurred edge and uneven gray level of balls, but it also avoids the problems of over-segmentation, under-segmentation, and over-fitting. The training speed and generalization ability of the network are improved. At same time, the sensitivity of the network to parameter selection is weakened. The accuracy of segmentation is over 99%. Hough circle detection algorithm that is based on radius size and radius edge gradient information greatly improves the detection speed and accuracy. Accurate detection method of aviation bearing based on local characteristics makes the error detection rate of mis-assembly and miss-assembly of balls less than 3%. Thus, the zero-miss detection target for mistaken and leaky ball of aviation bearing can be achieved. Finally, the accurate segmentation of local ball in aviation bearing and the effective identification of mis-assembly and miss-assembly of balls are achieved. This method is suitable for the detection of known dimensions of aviation bearings, but not for the unknown dimensions of aviation bearings. How to realize the detection of unknown dimension aviation bearings is the focus of future research.
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