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ABSTRACT. We continue a recently developed systematic approach to the Bousinesq (Bsq) hierarchy and its algebro-geometric solutions. Our formalism includes a recursive construction of Lax pairs and establishes associated Burchnall-Chaundy curves, Baker-Akhiezer functions and Dubrovin-type equations for analogs of Dirichlet and Neumann divisors. The principal aim of this paper is a detailed theta function representation of all algebro-geometric quasi-periodic solutions and related quantities of the Bsq hierarchy.

1. Introduction

The Boussinesq (Bsq) equation,

\[ u_{tt} = u_{xx} + 3(u^2)_{xx} - u_{xxxx}, \]  

was originally introduced in 1871 as a model for one-dimensional weakly nonlinear dispersive water waves propagating in both directions (cf. the recent discussion in [48]). It is customary to cast the equation in yet another form and instead write it as the system of equations

\begin{align*}
q_0, t + \frac{1}{6} q_1, xxx + \frac{2}{3} q_1 q_1, x &= 0, \\
q_1, t - 2 q_0, x &= 0.
\end{align*}

(1.2)

Introducing

\[ q_1(x, t) = -(6u(x, 3^{-1/2}t) + 1)/4, \]

(1.3)
equation (1.1) results upon eliminating \( q_0 \) (cf. also [44]).

The principal subject of this paper concerns algebro-geometric quasi-periodic solutions of the completely integrable hierarchy of Boussinesq equations, of which (1.2) is just the first of infinitely many members. In order to be able to give a more precise description of the concepts involved, we briefly recall some basic notation in connection with the Boussinesq hierarchy.

The Boussinesq hierarchy is defined in terms of Lax pairs \((L_3, P_m)\) of differential expressions, where \(L_3\) is a fixed one-dimensional third-order linear differential expression,

\[ L_3 = \frac{d^3}{dx^3} + q_1 \frac{d}{dx} + \frac{1}{2} q_1, x + q_0, \]

(1.4)

and \(P_m\) is a differential expression of order \(m \neq 0(\text{mod } 3)\), such that the commutator of \(L_3\) and \(P_m\) becomes a differential expression of order one. For the Boussinesq equation (1.2) itself, we have \(m = 2\), that is,

\[ P_2 = \frac{d^2}{dx^2} + \frac{2}{3} q_1, \]

(1.5)
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and the resulting Lax commutator representation of the Boussinesq equation then reads

$$\text{Bsq}_2(q_0, q_1) = \frac{d}{dt} L_3 - [P_2, L_3] = 0,$$

that is,

$$\begin{align*}
q_{0,t} + \frac{1}{6} q_{1,xxx} + \frac{2}{3} q_{1,x} &= 0, \\
q_{1,t} - 2q_{0,x} &= 0.
\end{align*}$$

A systematic, in fact, recursive approach to all differential expressions $P_m$ will be reviewed in Section 2.

However, before turning to the contents of each section, it seems appropriate to review the existing literature on the subject and its relation to our approach. Despite a fair number of papers on the Boussinesq system, the current status of research has not yet reached the high level of the KdV hierarchy, or more generally, that of the AKNS hierarchy. From the perspective of completely integrable systems, the reasons for this discrepancy are easily traced back to the enormously increased complexity when making the step from the second-order operator $L_2$ associated with the KdV hierarchy to the third-order operator $L_3$ in connection with the Bsq hierarchy. On an algebro-geometrical level this difference amounts to hyperelliptic curves in the KdV (and AKNS) context as opposed to non-hyperelliptic ones that arise in the Bsq case.

The classical paper on the Bsq equation, or perhaps more appropriately, the nonlinear string equation, is due to Zakharov [57]. In particular, he introduced the basic Lax pair $(L_3, P_2)$ and discussed the infinite set of polynomial integrals of motion. In many ways closest in spirit to our approach is the seminal paper by McKean [43] (see also [42]) describing spatially periodic solutions of the Bsq equation. In contrast to [43] though, we concentrate here on the algebro-geometric (i.e., finite-genus) case and make no assumptions of periodicity in order to describe all algebro-geometric quasi-periodic solutions. The application of inverse scattering techniques for the third-order differential expression $L_3$ to the initial value problem of the Bsq equation is discussed in great detail by Deift, Tomei, and Trubowitz [13] and Beals, Deift, and Tomei [4]. General existence theorems (local and global in time) for solutions of the Bsq equation can also be found, for instance, in Craig [12], Bona and Sachs [4], and Fang and Grillakis [18], and the references therein. In particular, [4], [12], [13], [37], [43], and [44] further discuss and contrast the blow-up mechanism for solutions of the nonlinear string equation obtained by Kalantarov and Ladyzhenskaya [31]. Other special classes of solutions have been considered by a variety of authors. For instance, certain classes of rational Bsq solutions are treated by Airault [2], Airault, McKean, and Moser [3], Chudnovsky [11], and Latham and Previato [49]. In addition, the classical dressing method of Zakharov and Shabat to construct particular classes of solutions for very general systems of integrable equations, as described, for instance, in [58], [59], [60], and [61], should be mentioned in this context. Moreover, certain algebro-geometric Bsq solutions, obtained as special solutions of the Kadomtsev-Petviashvili (KP) equation or by the reduction theory of Riemann theta functions, are briefly discussed by Dubrovin [10], Matveev and Smirnov [38], [39], [40], Previato [49], [50], Previato and Verdier [52], and Smirnov [54], [55]. The latter solutions appear as special cases of a general scheme of constructing algebro-geometric solutions of completely integrable systems developed by Krichever [33], [34], [35] and Dubrovin [15], [17] (see also [3], [22], [17], [53]).

Our principal contribution to this subject is a unified framework that yields all algebro-geometric quasi-periodic solutions of the entire Boussinesq hierarchy at once. In Section 2 we briefly recall a recursive construction of the stationary Bsq hierarchy following the approach
first outlined in our paper [14]. The stationary Boussinesq hierarchy is then obtained by imposing the $t$-independent Lax commutator relations

$$[P_m, L_3] = 0, \quad m \neq 0 \pmod{3},$$

(1.7)

assuming $q_0$ and $q_1$ to be $t$-independent. From the differential expression $P_m$ we construct two polynomials $S_m(z)$ and $T_m(z)$ in $z$, which are both $x$-independent. This leads immediately to the classical Burcham-Chaundy polynomial (cf. [3], [10]), and hence to a (generally, non-hyperelliptic) curve $K_{m-1}$ of arithmetic genus $m - 1$, the central object in the analysis to follow.

In Section 3, the stationary formalism, and in particular, the curve $K_{m-1}$ are briefly reviewed. Rather than studying the Baker-Akhiezer function $\psi$ (i.e., the common eigenfunction $\psi$ of the commuting operators $L_3$ and $P_m$) directly, our main object is a meromorphic function $\phi$ equal to the logarithmic $x$-derivative of $\psi$, such that $\phi$ satisfies a nonlinear second-order differential equation. Moreover, we describe Dubrovin-type equations for the analogs of Dirichlet and Neumann eigenvalues when compared to the KdV hierarchy.

Section 4 then presents our first set of new results, the explicit theta function representations of the Baker-Akhiezer function, the meromorphic function $\phi$, and in particular, that of the potentials $q_1$ and $q_0$ for the entire Boussinesq hierarchy (the latter being the analog of the celebrated Its-Matveev formula [29] in the KdV context).

Sections 5 and 6 then extend the analyses of Sections 3 and 4, respectively, to the time-dependent case. Each equation in the hierarchy is permitted to evolve in terms of an independent deformation (time) parameter $t_r$. As initial data we use a stationary solution of the $m$th equation of the Boussinesq hierarchy and then construct a time-dependent solution of the $r$th equation of the Boussinesq hierarchy. The Baker-Akhiezer function, the meromorphic function $\phi$, the analogs of the Dubrovin equations, and the theta function representations of Section 4 are all extended to the time-dependent case.

In Appendix A we provide an introduction to the theory of Riemann surfaces and their theta functions. Appendix B is a collection of results on trigonal Riemann surfaces associated with Bsq-type curves.

It should perhaps be noted at this point that our elementary algebraic approach to the Bsq hierarchy and its algebro-geometric solutions is in fact universally applicable to 1 + 1-dimensional hierarchies of soliton equations such as the KdV hierarchy [27], the AKNS hierarchy [23], the combined sine-Gordon and mKdV hierarchy [21], and the Toda and Kac-van Moerbeke hierarchies [8] (see also [22]).

2. The Recursive Approach to the Boussinesq Hierarchy

In this section we briefly recall the necessary material from our previous paper [14] without proofs.

Suppose $q_0, q_1$ are meromorphic on $\mathbb{C}$ and introduce the third-order differential expression

$$L_3 = \frac{d^3}{dx^3} + q_1 \frac{d}{dx} + \frac{1}{2} q_{1,x} + q_0, \quad x \in \mathbb{C}.$$  

(2.1)

For each fixed $m \in \mathbb{N}_0 (= \mathbb{N} \cup \{0\})$ with $m \neq 0 \pmod{3}$ we write

$$m = 3n + \varepsilon, \quad \varepsilon \in \{1, 2\},$$

(2.2)
and then construct two distinct differential expressions of order $3n+1$ and $3n+2$, respectively, denoted by $P_m$, where $m = 3n + 1$ or $m = 3n + 2$. In order for these differential expressions $P_m$ to commute with $L_3$, one proceeds as follows (cf. [4] for more details).

Pick $n \in \mathbb{N}_0$, $\varepsilon \in \{1, 2\}$, and define the sequences $\{f^{(\varepsilon)}_\ell(x)\}_{\ell=0,\ldots,n+1}$ and $\{g^{(\varepsilon)}_\ell(x)\}_{\ell=0,\ldots,n+1}$ recursively by

$$
(f^{(\varepsilon)}_0, g^{(\varepsilon)}_0) = (c^{(\varepsilon)}_0, d^{(\varepsilon)}_0) = \begin{cases} 
(0, 1) & \text{for } \varepsilon = 1, \\
(1, d^{(2)}_0) & \text{for } \varepsilon = 2,
\end{cases} \quad d^{(2)}_0 \in \mathbb{C},
$$

$$
3f^{(\varepsilon)}_{\ell,x} = 2g^{(\varepsilon)}_{\ell-1,xxx} + 2q_1g^{(\varepsilon)}_{\ell-1,x} + q_{1,x}g^{(\varepsilon)}_{\ell-1} + 3q_0f^{(\varepsilon)}_{\ell-1,x} + 2q_0, f^{(\varepsilon)}_{\ell-1},
$$

$$
3g^{(\varepsilon)}_{\ell,x} = 3q_0g^{(\varepsilon)}_{\ell-1,x} + q_{0,x}g^{(\varepsilon)}_{\ell-1} - \frac{1}{6} f^{(\varepsilon)}_{\ell-1,xxxx} - \frac{5}{6} q_1f^{(\varepsilon)}_{\ell-1,xxx} - \frac{5}{4} q_{1,x}f^{(\varepsilon)}_{\ell-1,xx} - \left(\frac{3}{4} q_{1,xx} + \frac{2}{3} q_1^2\right) f^{(\varepsilon)}_{\ell-1,x} - \left(\frac{1}{6} q_{1,xxx} + \frac{2}{3} q_1 q_{1,x}\right) f^{(\varepsilon)}_{\ell-1}, \quad \ell = 1, \ldots, n + 1.
$$

However, as most of the ensuing discussion can be made for both cases simultaneously, we write

$$
f_\ell = f^{(\varepsilon)}_\ell, \quad g_\ell = g^{(\varepsilon)}_\ell,
$$

and only make the distinction explicit when necessary.

Explicitly, one computes

(i) Let $m = 1 \pmod{3}$ (i.e., $\varepsilon = 1$):

$$
f^{(1)}_0 = 0, \quad g^{(1)}_0 = 1,
$$

$$
3f^{(1)}_1 = q_1 + 3c^{(1)}_1, \quad 3g^{(1)}_1 = q_0 + 3d^{(1)}_1,
$$

$$
3f^{(1)}_2 = \frac{2}{3} q_{0,xx} + \frac{4}{3} q_0 q_1 + c^{(1)}_1 2q_0 + d^{(1)}_1 q_1 + 3c^{(2)}_1,
$$

$$
3g^{(1)}_2 = -\frac{1}{18} q_{1,xxx} - \frac{1}{6} q_{1,xx} - \frac{4}{27} q_1^3 - \frac{1}{3} q_1 q_{1,xx} + \frac{2}{3} q_0^2 + c^{(1)}_1 \left(-\frac{1}{6} q_{1,xx} - \frac{1}{3} q_1^2\right) + d^{(1)}_1 q_0 + 3d^{(2)}_1,
$$

etc.

(ii) Let $m = 2 \pmod{3}$ (i.e., $\varepsilon = 2$):

$$
f^{(2)}_0 = 1, \quad g^{(2)}_0 = d^{(2)}_0,
$$

$$
3f^{(2)}_1 = 2q_0 + d^{(2)}_0 q_1 + 3c^{(2)}_1, \quad 3g^{(2)}_1 = -\frac{1}{6} q_{1,xx} - \frac{1}{3} q_1^2 + d^{(2)}_0 q_0 + 3d^{(2)}_1,
$$

$$
3f^{(2)}_2 = \left(-\frac{1}{9} q_{0,xxx} - \frac{5}{9} q_1 q_{1,xx} - \frac{5}{27} q_1^3 - \frac{5}{12} q_{1,xx}^2 + \frac{5}{3} q_0^2\right) + d^{(2)}_0 \left(\frac{2}{3} q_{0,xx} + \frac{4}{3} q_0 q_1\right) + c^{(2)}_1 2q_0 + d^{(2)}_1 q_1 + 3c^{(2)}_1,
$$

$$
3g^{(2)}_2 = \left(-\frac{1}{9} q_{0,xxx} - \frac{5}{9} q_1^2 q_0 - \frac{5}{18} q_0 q_{1,xx} - \frac{5}{9} q_1 q_{0,xx} - \frac{5}{18} q_{0,x} q_{1,x}\right) + d^{(2)}_0 \left(-\frac{1}{18} q_{1,xxx} - \frac{1}{6} q_{1,xx}^2 - \frac{4}{27} q_1^3 - \frac{1}{3} q_1 q_{1,xx} + \frac{2}{3} q_0^2\right)
$$
We do not list these functions explicitly, however, this notation allows us to write
\[
\frac{1}{6} q_{1,xx} - \frac{1}{3} q_1^2 + d_1^{(2)} q_0 + 3d_2^{(2)},
\]
(2.6)
etc.,
where \( \{d_{\ell}^{(\epsilon)}\}_{\ell=1,...,n} \) are integration constants, which arise when solving (2.3). It is convenient to introduce the homogeneous case where all free integration constants vanish. We introduce
\[
\begin{align*}
\tilde{f}_{\ell}^{(\epsilon)} &= f_{\ell}^{(\epsilon)} \big|_{c_{p}^{(\epsilon)} = d_{p}^{(\epsilon)} = 0, p = 0, 1, \ldots, \ell}, \quad \tilde{g}_{\ell}^{(\epsilon)} &= g_{\ell}^{(\epsilon)} \big|_{c_{p}^{(\epsilon)} = d_{p}^{(\epsilon)} = 0, p = 0, 1, \ldots, \ell},
\end{align*}
\]
and use (cf. (2.3))
\[
\tilde{c}_0^{(1)} = 0, \quad \tilde{c}_0^{(2)} = 1, \quad \tilde{d}_0^{(1)} = 1, \quad \tilde{d}_0^{(2)} = 0.
\]
We do not list these functions explicitly, however, this notation allows us to write
\[
\begin{align*}
\tilde{f}_{\ell}^{(\epsilon)} &= \sum_{p=0}^{\ell} (d_{p}^{(\epsilon)} \tilde{f}_{\ell-p}^{(\epsilon)} + c_{p}^{(\epsilon)} \tilde{f}_{\ell-p}',) , \\
\tilde{g}_{\ell}^{(\epsilon)} &= \sum_{p=0}^{\ell} (d_{p}^{(\epsilon)} \tilde{g}_{\ell-p}^{(1)} + c_{p}^{(\epsilon)} \tilde{g}_{\ell-p}') .
\end{align*}
\]
(2.7)
Given (2.3) one defines the differential expression \( P_m \) of order \( m \) by
\[
P_m = \sum_{\ell=0}^{n} \left( f_{n-\ell}^{(\epsilon)} \frac{d^2}{dx^2} + (g_{n-\ell}^{(\epsilon)} - \frac{1}{2} f_{n-\ell,x}^{(\epsilon)}) \frac{d}{dx} \\
+ \left( \frac{1}{6} f_{n-\ell,xx}^{(\epsilon)} - g_{n-\ell,xx}^{(\epsilon)} + \frac{2}{3} q_{1} f_{n-\ell}^{(\epsilon)} \right) L_3 + \sum_{\ell=0}^{n} k_{m,\ell} L_3^\ell \right),
\]
(10.10)
and verifies that
\[
[P_m, L_3] = 3 f_{n+1,x}^{(\epsilon)} \frac{d}{dx} + \frac{3}{2} f_{n+1,xx}^{(\epsilon)} + 3 g_{n+1,x}^{(\epsilon)},
\]
\[
m = 3n + \epsilon, \; \epsilon \in \{1, 2\}, \; n \in \mathbb{N}_0,
\]
(11.21)
(where \([\cdot, \cdot]\) denotes the commutator symbol). The pair \((L_3, P_m)\) represents the Lax pair for the Bsq hierarchy. Varying \( n \in \mathbb{N}_0 \) and \( \epsilon \in \{1, 2\} \), the stationary Bsq hierarchy is then defined by the vanishing of the commutator of \( P_m \) and \( L_3 \) in (2.11), that is, by
\[
[P_m, L_3] = 0, \quad m = 3n + \epsilon, \; \epsilon \in \{1, 2\}, \; n \in \mathbb{N}_0,
\]
(12.12)
or equivalently, by
\[
\begin{align*}
f_{n+1,x}^{(\epsilon)} = 0, \quad g_{n+1,x}^{(\epsilon)} = 0, \quad \epsilon \in \{1, 2\}, \; n \in \mathbb{N}_0.
\end{align*}
\]
(13.13)
Explicitly, one obtains for the first few equations of the stationary Boussinesq hierarchy,
\[
m = 1 \; \text{(i.e.,} \; n = 0 \text{ and} \; \epsilon = 1) : \] \[
q_{0,x} = 0, \quad q_{1,x} = 0.
\]
\[
m = 2 \; \text{(i.e.,} \; n = 0 \text{ and} \; \epsilon = 2) : \]
\[
- \frac{1}{6} q_{1,xx} - \frac{2}{3} q_{1} q_{1,x} + d_0^{(2)} q_{0,x} = 0, \quad 2 q_{0,x} + d_0^{(2)} q_{1,x} = 0.
\]
\[
m = 4 \; \text{(i.e.,} \; n = 1 \text{ and} \; \epsilon = 1) : \]
\[
- \frac{1}{18} q_{1,xxxx} - \frac{1}{3} q_{1} q_{1,xxx} - \frac{2}{3} q_{1,x} q_{1,xx} - \frac{4}{9} q_{1} q_{1,x}^2 + \frac{4}{3} q_{0} q_{0,x}
\]
the variable $z$

Next, we introduce two polynomials $F$ and $G$, both of degree at most $n$ with respect to the variable $z \in \mathbb{C}$,

\[
F_m(z, x) = \sum_{\ell=0}^{n} f_{n-\ell}(x)z^\ell, \quad (2.15)
\]

\[
G_m(z, x) = \sum_{\ell=0}^{n} g_{n-\ell}(x)z^\ell, \quad m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0. \quad (2.16)
\]

In terms of homogeneous quantities we define (cf. (2.7) and (2.8))

\[
\hat{F}_\ell = F_\ell \big|_{c_{p}^{(e)} = d_{p}^{(e)} = 0, p=1, \ldots, n}, \quad \hat{G}_\ell = G_\ell \big|_{c_{p}^{(e)} = d_{p}^{(e)} = 0, p=1, \ldots, n}. \quad (2.17)
\]

We may then write

\[
F_m = \sum_{j=0}^{n} (c_{n-j}^{(e)} \hat{F}_{3j+2} + d_{n-j}^{(e)} \hat{F}_{3j+1}), \quad G_m = \sum_{j=0}^{n} (c_{n-j}^{(e)} \hat{G}_{3j+2} + d_{n-j}^{(e)} \hat{G}_{3j+1}). \quad (2.18)
\]

Explicitly, the first few polynomials $F_m, G_m$ read

\[
F_1 = 0, \quad G_1 = 1,
\]

\[
F_2 = 1, \quad G_2 = d_0^{(2)},
\]

\[
F_4 = \frac{1}{3} q_1 + c_1^{(1)}, \quad G_4 = z + \frac{1}{3} q_0 + d_1^{(1)}, \quad (2.19)
\]

\[
F_5 = z + \frac{2}{3} q_0 + d_0^{(2)} \frac{1}{3} q_1 + c_1^{(2)}, \quad G_5 = d_0^{(2)} z - \frac{1}{18} q_{1,xx} - \frac{1}{9} q_1^2 + d_0^{(2)} \frac{1}{3} q_0 + d_1^{(2)},
\]

etc.

Given (2.15) and (2.16), (2.12) (or equivalently, (2.13)) becomes

\[
2 G_{m,xxx} + 2 q_1 G_{m,x} + q_{1,x} G_m - 3 (z - q_0) F_{m,x} + 2 q_{0,x} F_m = 0, \quad (2.20)
\]

\[
+ \left( \frac{1}{6} q_{1,xxx} + \frac{2}{3} q_1 q_{1,x} \right) F_m + 3 (z - q_0) G_{m,x} - q_{0,x} G_m = 0. \quad (2.21)
\]

Both equations can be integrated (cf. [14]) to get

\[
S_m(z) = -\frac{1}{6} F_{m,xxx} F_m + \frac{1}{6} F_{m,x} F_{m,x} - \frac{1}{12} F_{m,xx} - \frac{5}{6} q_1 F_{m,xx} F_m
\]

\[- \frac{5}{12} q_{1,x} F_{m,x} F_m + \frac{5}{12} q_1 F_{m,x} F_m - \frac{1}{3} \left( \frac{1}{2} q_{1,xx} + q_1^2 \right) F_m^2 + 2 G_{m,xx} G_m.
\]
\[ -G_{m,x}^2 + q_1 G_m^2 - 3(z - q_0)F_m G_m, \]  
where the integration constant \( S_m(z) \) is a polynomial in \( z \) of degree at most \( 2n - 1 + \varepsilon \), \( m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0, \)

\[ S_m(z) = \sum_{p=0}^{2n-1+\varepsilon} s_{m,p} z^p, \quad m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0, \]  
and

\[ T_m(z) = \frac{1}{18} F_{m,xxxx} F_{m,x} F_m - \frac{1}{24} F_{m,xxxx} F_{m,x}^2 \]
\[ + \frac{1}{36} F_{m,xxx} F_{m,xx} F_m - \frac{1}{108} F_{m,xxx}^2 - \frac{1}{36} F_m F_{m,xxx}^2 + \frac{1}{18} q_1 F_{m,xxxx} F_m^2 \]
\[ - \frac{1}{18} q_{1,x} F_{m,xxx} F_{m,x}^2 - \frac{1}{9} q_1 F_{m,xxx} F_{m,x} F_m + \frac{1}{18} q_{1,xx} F_{m,xx} F_m \]
\[ + \frac{2}{9} q_1 F_{m,xx} F_{m,x} F_m - \frac{7}{72} q_1 F_{m,xxx} F_{m,x}^2 + \frac{7}{36} q_1 F_{m,xx} F_m \]
\[ + \frac{5}{18} q_{1,xx} F_{m,xx}^2 - \frac{1}{24} q_{1,xxx} F_{m,x}^2 - \frac{7}{48} q_{1,x} F_{m,xx}^3 + \frac{1}{12} q_1 x q_1 F_{m,x} F_m^2 \]
\[ - \frac{1}{6} q_1 F_{m,x}^2 F_m + \left( \frac{2}{27} q_1 \left( \frac{1}{6} q_1 x + \frac{1}{18} q_1 x q_1 + (z - q_0)^2 \right) F_m^3 \right) \]
\[ + (z - q_0) G_m^3 + \frac{1}{3} F_{m,xxxx} G_m^2 - \frac{1}{3} F_{m,xxx} G_{m,x} G_m + F_m G_{m,xx}^2 \]
\[ + \frac{1}{3} F_{m,xx} (G_m^2 + G_{m,xx} G_m) - F_{m,x} G_{m,xx} G_m - q_1 (z - q_0) F_m^2 G_m \]
\[ + \frac{2}{3} q_1 G_m^2 G_m + \frac{5}{6} q_1 F_{m,xx} G_m^2 - \frac{4}{3} q_1 F_{m,x} G_{m,x} G_m + \frac{7}{12} q_{1,xx} F_{m,x} G_m^2 \]
\[ + \frac{1}{3} q_1 F_{m,xx} G_m + \frac{4}{3} q_1 F_{m,x} G_{m,xx} G_m + \frac{1}{6} q_{1,xx} F_{m,x}^2 G_m - \frac{1}{3} q_1 x F_{m,x} G_m \]
\[ + (z - q_0) F_{m,x} F_m G_{m,x} - \frac{1}{4} (z - q_0) F_{m,x}^2 G_m - 2(z - q_0) F_{m,xx} G_m, \]  
where the integration constant \( T_m(z) \) is a monic polynomial of degree \( m \),

\[ T_m(z) = z^m + \sum_{q=0}^{m-1} t_{m,q} z^q, \quad m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0. \]  
Next, we consider the algebraic kernel of \( (L_3 - z), z \in \mathbb{C} \) (i.e., the formal nullspace in a purely algebraic sense),

\[ \ker(L_3 - z) = \{ \psi : \mathbb{C} \to \mathbb{C} \cup \{ \infty \} \text{ meromorphic} \mid (L_3 - z)\psi = 0 \}, \quad z \in \mathbb{C}. \]  
Taking into account (2.12), that is, \( [P_m, L_3] = 0 \), computing the restriction of \( P_m \) to \( \ker(L_3 - z) \), and using

\[ \psi_{xxx} = -q_1 \psi_x + (z - 2^{-1} q_{1, xx} - q_0) \psi, \quad \text{etc.}, \]  
(2.27)
to eliminate higher-order derivatives of \( \psi \), one obtains from (2.3), (2.10), (2.13), (2.13), (2.16), (2.20), and (2.21)

\[ P_m \bigg|_{\ker(L_3 - z)} = \left( F_m \left( \frac{d^2}{dx^2} + (G_m - \frac{1}{2} F_{m,x}) \frac{d}{dx} + H_m \right) \right) \bigg|_{\ker(L_3 - z)}. \]  
(2.28)
Here
\[ H_m(z, x) = \frac{1}{6} F_{m,xx}(z, x) + \frac{2}{3} q_1(x) F_m(z, x) - G_{m,x}(z, x) + k_m(z) \]  
and (cf. (2.10))
\[ k_m(z) = \sum_{\ell=0}^{n} k_{m,\ell}z^\ell \]  
is an integration constant. The presence of this constant \( k_m(z) \) in (2.29), and hence in (2.28), corresponds to adding an arbitrary polynomial in \( L_3 \) to the non-trivial part of the differential expression \( P_m \) (cf. (2.10)). This polynomial in \( L_3 \) obviously commutes with \( L_3 \), and without loss of generality we henceforth choose to suppress its presence by setting \( k_m(z) = 0 \).

Still assuming \( f_{n+1,x}^{(e)} = g_{n+1,x}^{(e)} = 0 \) as in (2.13), \([P_m,L_3]=0\) in (2.10) yields an algebraic relationship between \( P_m \) and \( L_3 \) by appealing to a result of Burchnall and Chaundy \cite{9}, \cite{10} (see also \cite{20}, \cite{27}, \cite{11}, \cite{56}). In fact, one can prove

**Theorem 2.1** (\cite{14}). Assume \( f_{n+1,x}^{(e)} = g_{n+1,x}^{(e)} = 0 \), that is, \([P_m,L_3]=0\), \( m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0 \). Then the Burchnall-Chaundy polynomial \( F_{m-1}(L_3, P_m) \) of the pair \((L_3, P_m)\) explicitly reads (cf. (2.23) and (2.23))
\[ F_{m-1}(L_3, P_m) = P_m^3 + P_m S_m(L_3) - T_m(L_3) = 0, \]
\[ S_m(z) = \sum_{p=0}^{2m-1+\varepsilon} s_{m,p}z^p, \quad T_m(z) = z^m + \sum_{q=0}^{m-1} t_{m,q}z^q, \]
\[ m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0. \]

**Remark 2.2.** \( F_{m-1}(L_3, P_m) = 0 \) naturally leads to the plane algebraic curve \( \mathcal{K}_{m-1} \),
\[ \mathcal{K}_{m-1} : \quad F_{m-1}(z, y) = y^3 + y S_m(z) - T_m(z) = 0 \]
of (arithmetic) genus \( m - 1 \). For \( m \geq 4 \) these curves are non-hyperelliptic.

Finally, introducing a deformation parameter \( t_m \in \mathbb{C} \) into the pair \((q_0, q_1)\) (i.e., \( q_\ell(x) \to q_\ell(x, t_m), \ell = 0, 1 \)), the time-dependent Bsq hierarchy is defined as a collection of evolution equations (varying \( m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0 \))
\[ \frac{d}{dt_m} L_3(t_m) - [P_m(t_m), L_3(t_m)] = 0, \]
\[ (x, t_m) \in \mathbb{C}^2, m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0, \]
or equivalently, by
\[ \text{Bsq}_m(q_0, q_1) = \begin{cases} 
q_{0,t_m} - 3 g_{n+1,x}^{(e)} = 0, \\
q_{1,t_m} - 3 f_{n+1,x}^{(e)} = 0, 
\end{cases} \]
\[ (x, t_m) \in \mathbb{C}^2, m = 3n + \varepsilon, \varepsilon \in \{1, 2\}, n \in \mathbb{N}_0, \]
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that is, by

\[
B_{sq_m}(q_0, q_1) = \begin{cases} 
q_{0,t_m} + \frac{1}{6} F_{m,xxxxx} + \frac{5}{9} q_1 F_{m,xxx} + \frac{5}{9} q_1 x F_{m,xx} + \left(3 \frac{q_1}{4} x + \frac{2}{3} q_1^2\right) F_{m,x} \\
+ \left(\frac{2}{3} q_1 x + \frac{2}{3} q_1 q_1 x\right) F_{m} + 3(z - q_0) G_{m,x} - q_0 x G_m = 0, \\
q_{1,t_m} - 2G_{m,xxx} - 2q_1 G_{m,x} - q_1 x G_m + 3(z - q_0) F_{m,x} - 2q_0 x F_m = 0,
\end{cases}
\]

\[(x, t_m) \in \mathbb{C}^2, \ m = 3n + \varepsilon, \ \varepsilon \in \{1, 2\}, \ n \in \mathbb{N}_0. \quad (2.35)\]

Explicitly, one obtains for the first few equations in (2.34),

\[
B_{sq_1}(q_0, q_1) = \begin{cases} 
q_{0,t_1} - q_{0,x} = 0, \\
q_{1,t_1} - q_{1,x} = 0, \\
q_{0,t_2} + \frac{1}{6} q_{1,xxx} + \frac{2}{9} q_1 q_{1,x} - d_0^{(2)} q_{0,x} = 0, \\
q_{1,t_2} - 2q_{0,x} - d_0^{(2)} q_{1,x} = 0,
\end{cases}
\]

\[
B_{sq_2}(q_0, q_1) = \begin{cases} 
q_{0,t_4} + \frac{1}{18} q_{1,xxxx} + \frac{1}{5} q_1 q_{1,xxx} + \frac{2}{9} q_{1,x} q_{1,xx} + \frac{1}{9} q_1^2 q_{1,x} \\
- \frac{4}{3} q_0 q_0 x + c_1^{(1)} \left(\frac{1}{6} q_{1,xxx} + \frac{2}{9} q_1 q_{1,x}\right) - d_1^{(1)} q_{0,x} = 0, \\
q_{1,t_4} - \frac{2}{3} q_{0,xxx} - \frac{4}{9} q_1 q_{0,x} - \frac{4}{9} q_{1,x} q_0 - c_1^{(1)} 2q_{0,x} - d_1^{(1)} q_{1,x} = 0,
\end{cases}
\]

\[
B_{sq_4}(q_0, q_1) = \begin{cases} 
q_{0,t_4} + \frac{1}{18} q_{1,xxxx} + \frac{1}{5} q_1 q_{1,xxx} + \frac{2}{9} q_{1,x} q_{1,xx} + \frac{1}{9} q_1^2 q_{1,x} \\
- \frac{4}{3} q_0 q_0 x + c_1^{(1)} \left(\frac{1}{6} q_{1,xxx} + \frac{2}{9} q_1 q_{1,x}\right) - d_1^{(1)} q_{0,x} = 0, \\
q_{1,t_4} - \frac{2}{3} q_{0,xxx} - \frac{4}{9} q_1 q_{0,x} - \frac{4}{9} q_{1,x} q_0 - c_1^{(1)} 2q_{0,x} - d_1^{(1)} q_{1,x} = 0,
\end{cases}
\]

etc.

3. THE STATIONARY BOUSSINESQ FORMALISM

In this section we continue our review of the Bsq hierarchy as discussed in [14] and focus our attention on the stationary case. Following [23], we outline the connections between the polynomial approach described in Section 2 and a fundamental meromorphic function \( \phi(P, x) \) defined on the Boussinesq curve \( K_{m-1} \) in (2.32). Moreover, we discuss in some detail the associated stationary Baker-Akhiezer function \( \psi(P, x, x_0) \), the common eigenfunction of \( L_3 \) and \( P_m \), and associated positive divisors of degree \( m - 1 \) on \( K_{m-1} \). The latter topic was originally developed by Jacobi [30] in the case of hyperelliptic curves and applied to the KdV case by Mumford [40], Section III.a.1 and McKean [41].

Before we enter any further details we should perhaps stress one important point. In spite of the considerable complexity of the formulas displayed at various places in Sections 2, 3, the basic underlying formalism is a recursive one as described in depth in [14]. Consequently, the majority of our formalism can be generated using symbolic calculation programs (such as Mathematica or Maple).

We recall the Bsq curve \( K_{m-1} \) in (2.32)

\[
K_{m-1} : \quad F_{m-1}(z, y) = y^3 + y S_m(z) - T_m(z) = 0,
\]
defined in the usual way by introducing local coordinates \( \zeta \).

Specific details on curves of Bsq-type (i.e., trigonal curves with a triple point at \( P \) satisfying (3.1) together with \( F \)) are represented as pairs \( P = (z, y) \) satisfying (3.1) together with \( F \), the point at infinity. The complex structure on \( K_{m-1} \) is defined in the usual way by introducing local coordinates \( \zeta \) near points \( P_0 \in K_{m-1} \) which are neither branch nor singular points of \( K_{m-1} \), \( \zeta P_\infty : P \to z^{-1/3} \) near the branch point \( P_\infty \in K_{m-1} \) (with an appropriate determination of the branch of \( z^{1/3} \)) and similarly at branch and/or singular points of \( K_{m-1} \). The holomorphic map \( * \), changing sheets, is defined by

\[
* : \quad \begin{cases} 
K_{m-1} \to K_{m-1}, \\
P = (z, y_j(z)) \to P^* = (z, y_{j+1}(\text{mod } 3))(z),
\end{cases} \quad j = 1, 2, 3, \quad P^{**} := (P^*)^*, \text{ etc.,}
\]

where \( y_j(z), j = 1, 2, 3 \) denote the three branches of \( y(P) \) satisfying \( F_{m-1}(z, y) = 0 \). Finally, positive divisors on \( K_{m-1} \) of degree \( m-1 \) are denoted by

\[
D_{P_1, \ldots, P_{m-1}} : \quad \begin{cases} 
K_{m-1} \to \mathbb{N}_0, \\
P \to D_{P_1, \ldots, P_{m-1}}(P) = \left\{ \begin{array}{ll}
\text{k if } P \text{ occurs k times in } \{P_1, \ldots, P_{m-1}\}, \\
0 \text{ if } P \notin \{P_1, \ldots, P_{m-1}\}.
\end{array} \right.
\end{cases}
\]

Specific details on curves of Bsq-type (i.e., trigonal curves with a triple point at \( P_\infty \)) as defined in (3.1) can be found in Appendix [I].

Given these preliminaries, let \( \psi(P, x, x_0) \) denote the common normalized eigenfunction of \( L_3 \) and \( P_m \), whose existence is guaranteed by the commutativity of \( L_3 \) and \( P_m \) (cf., e.g., [I], [II]), that is, by

\[
[P_m, L_3] = 0, \quad m = 3n + \varepsilon
\]

for a given \( \varepsilon \in \{1, 2\} \), and \( n \in \mathbb{N}_0 \), or equivalently, by the requirement

\[
f^{(\varepsilon)}_{n+1, x} = 0, \quad g^{(\varepsilon)}_{n+1, x} = 0.
\]

Explicitly, this yields

\[
L_3 \psi(P, x, x_0) = z(P) \psi(P, x, x_0), \quad P_m \psi(P, x, x_0) = y(P) \psi(P, x, x_0), \quad P = (z, y) \in K_{m-1} \setminus \{P_\infty\}, \quad x \in \mathbb{C}.
\]

Assuming the normalization,

\[
\psi(P, x_0, x_0) = 1, \quad P \in K_{m-1} \setminus \{P_\infty\}
\]

for some fixed \( x_0 \in \mathbb{C} \), \( \psi(P, x, x_0) \) is called the stationary Baker-Akhiezer function for the Bsq hierarchy. Closely related to \( \psi(P, x, x_0) \) is the following meromorphic function \( \phi(P, x) \) on \( K_{m-1} \) defined by

\[
\phi(P, x) = \frac{\psi_x(P, x, x_0)}{\psi(P, x, x_0)}, \quad P \in K_{m-1}, \quad x \in \mathbb{C},
\]
such that
\[
\psi(P, x, x_0) = \exp \left( \int_{x_0}^{x} d x' \phi(P, x') \right), \quad P \in \mathcal{K}_{m-1} \setminus \{ P_\infty \}. \tag{3.9}
\]

Since \( \phi(P, x) \) is a fundamental object for the stationary Bsq hierarchy, we next intend to establish its connection with the recursion formalism of Section 3. In pursuit of this connection, it is necessary to define a variety of further polynomials \( A_m, B_m, C_m, D_{m-1}, E_m, J_m, \) and \( N_m \) with respect to \( z \in \mathbb{C}, \)

\[
A_m(z, x) = -G_m(z, x)^2 - \frac{1}{3} q_1(x) F_m(z, x)^2 + \frac{1}{4} F_{m,x}(z, x)^2 - \frac{1}{3} F_m(z, x) F_{m,xx}(z, x), \tag{3.10}
\]

\[
B_m(z, x) = (z - q_0(x)) \left( -2 F_m(z, x)^2 G_m(z, x) + \frac{1}{2} F_m(z, x)^2 F_{m,x}(z, x) \right)
- G_m(z, x)^2 G_{m,x}(z, x) + \frac{1}{4} F_{m,x}(z, x)^2 G_{m,x}(z, x)
- \frac{1}{6} q_{1,x}(x) F_m(z, x)^2 G_m(z, x) - \frac{1}{2} q_{1,x}(x) F_m(z, x)^2 F_{m,x}(z, x)
+ \frac{1}{6} G_m(z, x)^2 F_{m,xx}(z, x) - \frac{11}{18} q_1(x) F_m(z, x)^2 F_{m,xx}(z, x)
- \frac{1}{24} F_{m,x}(z, x)^2 F_{m,xx}(z, x) + \frac{1}{36} F_m(z, x) F_{m,xx}(z, x)^2
+ \frac{2}{3} q_1(x) F_m(z, x) G_m(z, x)^2 - \frac{2}{9} q_1(x)^2 F_m(z, x)^3
- \frac{2}{3} q_1(x) F_m(z, x) G_m(z, x) F_{m,x}(z, x) + \frac{1}{6} q_1(x) F_m(z, x) F_{m,x}(z, x)^2
+ F_m(z, x) G_m(z, x) G_{xx}(z, x) - \frac{1}{2} F_m(z, x) F_{m,x}(z, x) G_{m,xx}(z, x)
- \frac{1}{6} q_{1,xx}(x) F_m(z, x)^3 - \frac{1}{6} F_m(z, x) G_m(z, x) F_{m,xxx}(z, x)
+ \frac{1}{12} F_m(z, x) F_{m,x}(z, x) F_{m,xxx}(z, x) - \frac{1}{6} F_m(z, x)^2 F_{m,xxxx}(z, x)
- F_m(z, x) G_{m,x}(z, x)^2, \tag{3.11}
\]

\[
C_m(z, x) = F_m(z, x) J_m(z, x) - (G_m(z, x) + \frac{1}{2} F_{m,x}(z, x)) H_m(z, x), \tag{3.12}
\]

\[
D_{m-1}(z, x) = (F_m(z, x) B_m(z, x) - A_m^2(z, x) - S_m(z) F_m^2(z, x))
\times \varepsilon(m) \left( G_m(z, x) + \frac{1}{2} F_{m,x}(z, x) \right)^{-1}, \tag{3.13}
\]

\[
E_m(z, x) = -(A_m(z, x) C_m(z, x) - B_m(z, x) G_m(z, x) + \frac{1}{2} F_{m,x}(z, x))
+ S_m(z) F_m(z, x) (G_m(z, x) + \frac{1}{2} F_{m,x}(z, x)) F_m(z, x)^{-1}, \tag{3.14}
\]

\[
J_m(z, x) = H_{m,x}(z, x) + (z - q_0(x) - \frac{1}{2} q_{1,x}(x)) F_m(z, x), \tag{3.15}
\]

\[
N_m(z, x) = (C_m^2(z, x) + E_m(z, x) (G_m(z, x) + \frac{1}{2} F_{m,x}(z, x)))
\]
where

$$\varepsilon(m) = \begin{cases} 
1 & \text{for } m = 2 \text{ (mod 3)}, \\
-1 & \text{for } m = 1 \text{ (mod 3)}.
\end{cases}$$

(3.17)

Explicit (though rather lengthy) formulas for $C_m$, $D_{m-1}$, $E_m$, and $N_m$, directly in terms of $F_m$ and $G_m$ and their $x$-derivatives, which prove their polynomial character with respect to $z$, can be found in [14]. Moreover we recall the relations (cf. [14]),

$$B_m C_m + A_m E_m + S_m (A_m (G_m + \frac{1}{2} F_{m,x}) - F_m C_m) - T_m F_m (G_m + \frac{1}{2} F_{m,x}) = 0,$$  

(3.18)

$$B_m = \frac{2}{3} S_m F_m + \frac{1}{3} \varepsilon(m) D_{m-1,x},$$

(3.19)

$$\varepsilon(m) C_m D_{m-1} = T_m F_m^2 - A_m B_m,$$  

(3.20)

$$D_{m-1} N_m = B_m E_m - T_m (A_m (G_m + \frac{1}{2} F_{m,x}) - F_m C_m),$$

(3.21)

$$\varepsilon(m) A_m N_m = T_m (G_m + \frac{1}{2} F_{m,x})^2 - C_m E_m,$$  

(3.22)

$$N_{m,x} (G_m + \frac{1}{2} F_{m,x}) = N_m (q_1 F_m + F_{m,xx}) - \varepsilon(m) J_m (2 (G_m + \frac{1}{2} F_{m,x}) S_m + 3 E_m).$$  

(3.23)

Next we recall explicit expressions for $\phi(P, x)$.

**Lemma 3.1** ([14]). Let $P = (z, y) \in K_{m-1}$ and $(z, x) \in \mathbb{C}^2$. Then

$$\phi(P, x) = \frac{(G_m(z, x) + 2^{-1} F_{m,x}(z, x)) y(P) + C_m(z, x)}{F_m(z, x) y(P) - A_m(z, x)}$$

(3.24)

$$= \frac{F_m(z, x) y(P)^2 + A_m(z, x) y(P) + B_m(z, x)}{\varepsilon(m) D_{m-1}(z, x)}$$

(3.25)

$$= \frac{-\varepsilon(m) N_m(z, x)}{(G_m(z, x) + 2^{-1} F_{m,x}(z, x)) y(P)^2 - C_m(z, x) y(P) - E_m(z, x)}.$$  

(3.26)

By inspection of (2.15) and (2.16) one infers that $D_{m-1}$ and $N_m$ are monic polynomials with respect to $z$ of degree $m - 1$ and $m$, respectively. Hence we may write

$$D_{m-1}(z, x) = \prod_{j=1}^{m-1} (z - \mu_j(x)), \quad N_m(z, x) = \prod_{\ell=0}^{m-1} (z - \nu_\ell(x)).$$

(3.27)

Defining

$$\hat{\mu}_j(x) = (\mu_j(x), \frac{A_m(\mu_j(x), x)}{F_m(\mu_j(x), x)}) \in \mathcal{K}_{m-1}, \quad j = 1, \ldots, m - 1, \quad x \in \mathbb{C},$$

(3.28)

$$\hat{\nu}_\ell(x) = (\nu_\ell(x), \frac{C_m(\nu_\ell(x), x)}{G_m(\nu_\ell(x), x) + \frac{1}{2} F_{m,x}(\nu_\ell(x), x)}) \in \mathcal{K}_{m-1},$$

$$\ell = 0, \ldots, m - 1, \quad x \in \mathbb{C},$$

(3.29)
one infers from (3.24) that the divisor \((\phi(P,x))\) of \(\phi(P,x)\) is given by (cf. (3.3))

\[
(\phi(P,x)) = \mathcal{D}_{\hat{v}_0(x),...\hat{v}_{m-1}(x)}(P) - \mathcal{D}_{P_\infty,\hat{v}_1(x),...\hat{v}_{m-1}(x)}(P).
\]

That is, \(\hat{v}_0(x),...\hat{v}_{m-1}(x)\) are the \(m\) zeros of \(\phi(P,x)\) and \(P_\infty,\hat{v}_1(x),...\hat{v}_{m-1}(x)\) its \(m\) poles.

Further properties of \(\phi(P,x)\) and \(\psi(P,x,x_0)\) are summarized in

**Theorem 3.2** ([13]). Assume (3.4)–(3.8), \(P = (z, y) \in \mathcal{K}_{m-1}\setminus\{P_\infty\}\), and let \((z, x, x_0) \in \mathbb{C}^3\).

Then

(i) \(\phi(P,x)\) satisfies the second-order equation

\[
\phi_{xx}(P,x) + 3\phi_x(P,x)\phi(P,x) + \phi(P,x)^3 + q_1(x)\phi(P,x) = z - q_0(x) - \frac{1}{2}q_{1,x}(x).
\]

(ii) \(\phi(P,x) \cdot \phi(P^*,x) \cdot \phi(P^{**},x) = \frac{N_m(z,x)}{D_{m-1}(z,x)}\).

(iii) \(\phi(P,x) + \phi(P^*,x) + \phi(P^{**},x) = \frac{D_{m-1,x}(z,x)}{D_{m-1}(z,x)}\).

(iv) \(y(P) \cdot \phi(P,x) + y(P^*) \cdot \phi(P^*,x) + y(P^{**}) \cdot \phi(P^{**},x)\)

\[
= \frac{3T_m(z)F_m(z,x) - 2S_m(z)A_m(z,x)}{\varepsilon(m)D_{m-1}(z,x)}.
\]

(v) \(\psi(P,x,x_0) \cdot \psi(P^*,x,x_0) \cdot \psi(P^{**},x,x_0) = \frac{D_{m-1}(z,x)}{D_{m-1}(z,x_0)}\).

(vi) \(\psi_x(P,x,x_0) \cdot \psi_x(P^*,x,x_0) \cdot \psi_x(P^{**},x,x_0) = \frac{N_m(z,x)}{D_{m-1}(z,x_0)}\).

(vii) \(\psi(P,x,x_0) = \left(\frac{D_{m-1}(z,x)}{D_{m-1}(z,x_0)}\right)^{1/3}\exp\left(\int_{x_0}^{x} \! d' \varepsilon(m)D_{m-1}(z,x')^{-1}\right)\)

\[
\times \left(F_m(z,x')y(P)^2 + A_m(z,x')y(P) + \frac{2}{3}F_m(z,x')S_m(z)\right)\).
\]

Thus, up to normalizations, \(D_{m-1}\) represents the product of the three branches of \(\psi\) and \(N_m\) the product of the three branches of \(\psi_x\), their zeros represent the analogs of Dirichlet and Neumann eigenvalues of \(L_3\) with the corresponding boundary conditions imposed at the point \(x \in \mathbb{C}\) when compared to the KdV Lax expression \(L_2\).

Returning to \(D_{m-1}(z,x)\) and \(N_m(z,x)\) for a moment, we note that (2.3), (2.15), (2.16), (3.13), and (3.16) yield

\[
D_0 = 1,
\]

\[
D_1 = z - q_0(x) - 6^{-1}q_{1,x}(x) - d_0^{(2)}q_1(x) - (d_0^{(2)})^3,
\]

etc.,

and

\[
N_1 = z - q_0(x),
\]

\[
N_2 = (z - q_0(x) + 6^{-1}q_{1,x}(x))^2 - d_0^{(2)}((z - q_0(x))q_1(x) - 6^{-1}q_1(x)q_{1,x}(x))
\]

\[
- 6^{-1}(d_0^{(2)})^2q_{1,xx}(x) - (d_0^{(2)})^3(z - q_0(x)),
\]
Concerning the dynamics of the zeros $\mu_j(x)$ and $\nu_\ell(x)$ of $D_{m-1}(z, x)$ and $N_m(z, x)$ one obtains the following Dubrovin-type equations.

**Lemma 3.3 ([14]).** Suppose the curve $K_{m-1}$ is nonsingular and assume (3.17) to hold.

(i) Suppose the zeros $\{\mu_j(x)\}_{j=1,...,m-1}$ of $D_{m-1}()$, $x$ remain distinct in $\Omega_\mu$, where $\Omega_\mu \subseteq \mathbb{C}$ is open and connected. Then $\{\mu_j(x)\}_{j=1,...,m-1}$ satisfy the system of differential equations

$$
\mu_{j,x}(x) = \frac{-\varepsilon(m) F_m(\mu_j(x), x) (3y(\mu_j(x))^2 + S_m(\mu_j(x)))}{\prod_{k=1, k\neq j}^{m-1} (\mu_j(x) - \mu_k(x))}, \quad j = 1, \ldots, m - 1,
$$

with initial conditions

$$
\{\hat{\mu}_j(x_0)\}_{j=1,...,m-1} \subset K_{m-1},
$$

for some fixed $x_0 \in \Omega_\mu$. The initial value problem (3.40), (3.41) has a unique solution $\{\hat{\mu}_j(x)\}_{j=1,...,m-1} \subset K_{m-1}$ satisfying

$$
\hat{\mu}_j \in C^\infty(\Omega_\mu, K_{m-1}), \quad j = 1, \ldots, m - 1.
$$

(ii) Suppose the zeros $\{\nu_\ell(x)\}_{\ell=0,...,m-1}$ of $N_m(\cdot, x)$ remain distinct in $\Omega_\nu$, where $\Omega_\nu \subseteq \mathbb{C}$ is open and connected. Then $\{\nu_\ell(x)\}_{\ell=0,...,m-1}$ satisfy the system of differential equations

$$
\nu_{\ell,x}(x) = \frac{-\varepsilon(m) J_m(\nu_\ell(x), x) (3y(\nu_\ell(x))^2 + S_m(\nu_\ell(x)))}{\prod_{k=0, k\neq \ell}^{m-1} (\nu_\ell(x) - \nu_k(x))}, \quad \ell = 0, \ldots, m - 1,
$$

with initial conditions

$$
\{\hat{\nu}_\ell(x_0)\}_{\ell=0,...,m-1} \subset K_{m-1},
$$

for some fixed $x_0 \in \Omega_\nu$. The initial value problem (3.43), (3.44) has a unique solution $\{\hat{\nu}_\ell(x)\}_{\ell=0,...,m-1} \subset K_{m-1}$ satisfying

$$
\hat{\nu}_\ell \in C^\infty(\Omega_\nu, K_{m-1}), \quad \ell = 0, \ldots, m - 1.
$$

For trace formulas expressing certain combinations of $q_0, q_1$ and their $x$-derivatives in terms of $\mu_j(x)$ and $\nu_\ell(x)$ we refer to [14].

The following example illustrates our recursion formalism for the simplest genus $g = 1$ case. Further examples can be found in [14].

**Example 3.4.** $m = 2$ (genus $g = 1$):

$$
q_0(x) = 0, \quad q_1(x) = -3\varphi(x),
$$

$$
L_3 = \frac{d^3}{dx^3} - 3\varphi(x) \frac{d}{dx} - \frac{3}{2} \varphi'(x), \quad P_2 = \frac{d^2}{dx^2} - 2\varphi(x),
$$

$$
F_1(z, y) = y^3 - \frac{9}{4} y - z^2 - \frac{9}{4} = 0,
$$

$$
F_2(z, x) = 1, \quad G_2(z, x) = 0,
$$

etc.
\[ D_1(z, x) = z + \frac{1}{2} \varphi'(x), \quad N_2(z, x) = \left( z - \frac{1}{2} \varphi'(x) \right)^2, \quad (3.50) \]
\[ \phi_j(z, x) = \frac{z - \frac{1}{2} \varphi'(x)}{y_j - \varphi(x)} = \frac{y_j^2 + y_j \varphi(x) + \varphi(x)^2 - \frac{q_1}{4}}{z + \frac{1}{2} \varphi'(x)} \quad (3.51) \]
\[ \phi_j(z, x) = \frac{(z - \frac{1}{2} \varphi'(x))^2}{(z - \frac{1}{2} \varphi'(x))y_j - \varphi(x)(z - \frac{1}{2} \varphi'(x))}, \quad 1 \leq j \leq 3, \quad (3.52) \]
where \( y_j, 1 \leq j \leq 3 \) denote the roots of (3.48) and \( \varphi(x) \) denotes the elliptic Weierstrass function (cf., e.g., [1], Ch. 18).

4. **STATIONARY ALGEBRO-GEOMETRIC SOLUTIONS OF THE BOUSSINESQ HIERARCHY**

In this section we continue our study of the stationary Bsq hierarchy, but now direct our efforts towards obtaining explicit Riemann theta function representations for the fundamental quantities \( \phi \) and \( \psi \), introduced in Section 3, and especially, for each of the potentials \( q_0 \) and \( q_1 \) associated with the differential expression \( L_3 \). As a result of our preparatory material in Sections 2 and 3, we are now able to simultaneously treat the class of algebro-geometric quasi-periodic solutions of the entire Bsq hierarchy, one of our principal aims in this paper. In the following we freely employ the notation established in Appendices A and B and refer to this material whenever appropriate.

**Lemma 4.1.** Let \( x \in \mathbb{C} \). Near \( P_\infty \in \mathcal{K}_{m-1} \), in terms of the local coordinate \( \zeta = z^{-1/3} \), one has
\[ \phi(P, x) = \frac{1}{\zeta} \sum_{j=0}^{\infty} \beta_j(x) \zeta^j \text{ as } P \to P_\infty, \quad (4.1) \]
where
\[ \beta_0 = 1, \quad \beta_1 = 0, \quad \beta_2 = -\frac{1}{3} q_1, \quad \beta_3 = -\frac{1}{3} q_0 + \frac{1}{6} q_{1,x}, \]
\[ \beta_j = -\frac{1}{3} \left( \beta_{j-2,xx} + q_1 \beta_{j-2} + \sum_{k=2}^{j-1} (3 \beta_{k,x} \beta_{j-k-1} + \beta_k \beta_{j-k}) + \sum_{\ell=1}^{j-1} \sum_{k=0}^{\ell} \beta_k \beta_{\ell-k} \beta_{j-\ell} \right), \quad j \geq 4. \quad (4.2) \]

**Proof.** In terms of the local coordinate \( \zeta = z^{-1/3} \), (3.31) reads
\[ \phi_{xx} + 3 \phi \phi_x + \phi^3 + q_1 \phi = \zeta^{-3} - q_0 - 2^{-1} q_{1,x}. \quad (4.3) \]
A power series ansatz in (4.3) then yields the indicated Laurent series. \( \square \)

Let \( \theta(z) \) denote the Riemann theta function (cf. (A.59)) associated with \( \mathcal{K}_{m-1} \) and an appropriately fixed homology basis. Next, choosing a convenient base point \( P_0 \in \mathcal{K}_{m-1} \setminus \{ P_\infty \} \), the vector of Riemann constants \( \Xi_{P_0} \) is given by (A.66), and the Abel maps \( A_{P_0}(\cdot) \) and
\( \omega_{P_0}(\cdot) \) are defined by (A.56) and (A.57), respectively. For brevity, define the function
\[ \tilde{z}(P, Q) = \Xi_{P_0} - A_{P_0}(P) + \alpha_{P_0}(Q), \quad P \in K_{m-1}, \quad Q = (Q_1, \ldots, Q_{m-1}) \in \sigma^{m-1}K_{m-1}. \] (4.4)

We note that by (A.81) and (A.82), \( \tilde{z}(\cdot, Q) \) is independent of the choice of base point \( P_0 \).

The normalized differential \( \omega_{P, \hat{\nu}_0(x)}^{(3)} \) of the third kind \( (dtk) \) is the unique differential holomorphic on \( K_{m-1} \setminus \{P_0, \nu_0(x)\} \) with simple poles at \( P_\infty \) and \( \hat{\nu}_0(x) \) with residues \( \pm 1 \), respectively, that is,
\[ \omega_{P, \hat{\nu}_0(x)}^{(3)}(P) = (\zeta^{-1} + O(1))d\zeta \text{ as } P \to P_\infty. \] (4.5)

Then
\[ \int_{P_0}^{P} \omega_{P, \hat{\nu}_0(x)}^{(3)}(Q) = \ln(\zeta) + e^{(3)}(P_0) + O(\zeta) \text{ as } P \to P_\infty, \] (4.6)

where \( e^{(3)}(P_0) \) is an appropriate constant. Furthermore, let \( \omega_{P_\infty,2}^{(2)} \) denote the normalized differential defined by
\[ \omega_{P_\infty,2}^{(2)}(P) = -\sum_{j=1}^{m-1} \lambda_j \eta_j(P) - \frac{1}{3y(P)^2 + S_m(z)} \left\{ \begin{array}{ll} z^{2n}dz, & m = 3n + 1, \\ y(P)z^ndz, & m = 3n + 2, \end{array} \right. \] (4.7)

where the constants \( \{\lambda_j\}_{j=1,\ldots,m-1} \) are determined by the normalization condition
\[ \int_{a_j} \omega_{P_\infty,2}^{(2)} = 0, \quad j = 1, \ldots, m - 1, \] (4.8)

and the differentials \( \{\eta_j(P)\}_{j=1,\ldots,m-1} \) (defined in (B.7)) form a basis for the space of holomorphic differentials. The \( b \)-periods of the differential \( \omega_{P_\infty,2}^{(2)} \) are denoted by
\[ U_{2}^{(2)} = (U_{2,1}^{(2)}, \ldots, U_{2,m-1}^{(2)}), \quad U_{2,j}^{(2)} = \frac{1}{2\pi i} \int_{b_j} \omega_{P_\infty,2}^{(2)}, \quad j = 1, \ldots, m - 1. \] (4.9)

A straightforward Laurent expansion of (4.7) near \( P_\infty \) yields the following result.

**Lemma 4.2.** Assume the curve \( K_{m-1} \) is nonsingular. Then the differential \( \omega_{P_\infty,2}^{(2)} \) defined in (4.7) is a differential of the second kind \( (dsk) \), holomorphic on \( K_{m-1} \setminus \{P_\infty\} \) with a pole of order 2 at \( P_\infty \). In particular, near \( P_\infty \) in the local coordinate \( \zeta \), the differential \( \omega_{P_\infty,2}^{(2)} \) has the Laurent series
\[ \omega_{P_\infty,2}^{(2)}(P) = (\zeta^{-2} + u + w\zeta + O(\zeta^2))d\zeta \text{ as } P \to P_\infty, \] (4.10)

where
\[ u = \begin{cases} \lambda_{m-1} - c_1^{(1)} & \text{for } m = 1 \pmod{3}, \\ \lambda_{m-n-1} - (d_0^{(2)})^2 & \text{for } m = 2 \pmod{3}, \end{cases} \] (4.11)

and
\[ w = \begin{cases} \lambda_{m-n-1} - 2d_1^{(1)} & \text{for } m = 1 \pmod{3}, \\ (d_0^{(2)})^2 - c_1^{(2)} - d_0^{(2)}\lambda_{m-n-1} + \lambda_{m-1} & \text{for } m = 2 \pmod{3}. \end{cases} \] (4.12)
From Lemma 4.2 one infers
\[ \int_{P_0}^{P} \omega^{(2)}_{P,\infty,2} \zeta \rightarrow 0 = -\zeta^{-1} + e^{(2)}_2(P_0) + u\zeta + 2^{-1}w\zeta^2 + O(\zeta^3) \text{ as } P \rightarrow P_{\infty}, \]  
(4.13)
where \( e^{(2)}_2(P_0) \) is an appropriate constant.

The theta function representation of \( \phi(P, x) \) then reads as follows.

**Theorem 4.3.** Let \( P = (z, y) \in K_{m-1} \setminus \{P_{\infty}\} \), \( (z, x) \in \mathbb{C}^2 \). Suppose that \( D_{\hat{\mu}(x)} \), or equivalently, \( D_{\hat{\nu}(x)} \) is nonspecial. Then

\[
\phi(P, x) = \frac{\theta(z(P_{\infty}, \hat{\mu}(x))) \theta(z(P, \hat{\nu}(x)))}{\theta(z(P_{\infty}, \hat{\nu}(x))) \theta(z(P, \hat{\mu}(x)))} \exp \left( e^{(3)}(P_0) - \int_{P_0}^{P} \omega^{(3)}_{P,\infty, \hat{\nu}(x)} \right). 
\]  
(4.14)

**Proof.** Let \( \Phi \) be defined by the right-hand side of (4.14) with the aim to prove that \( \phi = \Phi \).

From (4.6) it follows that

\[ \exp \left( e^{(3)}(P_0) - \int_{P_0}^{P} \omega^{(3)}_{P,\infty, \hat{\nu}(x)} \right) \zeta \rightarrow 0 = \zeta^{-1} + O(1). \]

(4.15)

Using (3.30) we immediately see that \( \phi \) has simple poles at \( \hat{\mu}(x) \) and \( P_{\infty} \), and simple zeros at \( \hat{\nu}_0(x) \) and \( \hat{\nu}(x) \). By (4.13) and a special case of Riemann’s vanishing theorem (Theorem A.22), we see that \( \Phi \) has the same properties. Using the Riemann-Roch theorem (Theorem A.12), we conclude that the holomorphic function \( \Phi/\phi = c \), a constant with respect to \( P \).

Using (4.13) and Lemma 4.1, one computes

\[ \frac{\Phi}{\phi} \zeta \rightarrow 0 = \frac{(1 + O(\zeta))(\zeta^{-1} + O(1))}{\zeta^{-1} + O(\zeta)} = 1 + O(\zeta) \text{ as } P \rightarrow P_{\infty}, \]

(4.16)

from which one concludes \( c = 1 \).

Similarly, the theta function representation of the Baker-Akhiezer function \( \psi(P, x, x_0) \) is summarized in the following theorem.

**Theorem 4.4.** Assume that the curve \( K_{m-1} \) is nonsingular. Let \( P = (z, y) \in K_{m-1} \setminus \{P_{\infty}\} \) and let \( x, x_0 \in \Omega_{\mu} \), where \( \Omega_{\mu} \subseteq \mathbb{C} \) is open and connected. Suppose that \( D_{\bar{\mu}(x)} \), or equivalently, \( D_{\bar{\nu}(x)} \) is nonspecial, for \( x \in \Omega_{\mu} \). Then

\[ \psi(P, x, x_0) = \frac{\theta(z(P, \hat{\mu}(x))) \theta(z(P_{\infty}, \hat{\mu}(x_0)))}{\theta(z(P_{\infty}, \hat{\mu}(x))) \theta(z(P, \hat{\mu}(x_0)))} \exp \left( \left( x - x_0 \right) \left( e^{(2)}_2(P_0) - \int_{P_0}^{P} \omega^{(2)}_{P,\infty,2} \right) \right). \]

(4.17)

**Proof.** Assume temporarily that

\[ \mu_j(x) \neq \mu_{j'}(x) \text{ for } j \neq j' \text{ and } x \in \bar{\Omega}_{\mu} \subseteq \Omega_{\mu}, \]

(4.18)

where \( \bar{\Omega}_{\mu} \) is open and connected. For the Baker-Akhiezer function \( \psi \) we will use the same strategy as was used in the previous proof. However, the situation is slightly more involved in that \( \psi \) has an essential singularity at \( P_{\infty} \). Let \( \Psi \) denote the right-hand side of (4.17). In order to prove that \( \psi = \Psi \), one first observes that since

\[ \psi(P, x, x_0) = \exp \left( \int_{x_0}^{x} dx' \phi(P, x') \right), \]

(4.19)
the zeros and poles of $\psi$ can come only from simple poles in the integrand (with positive and negative residues respectively). Using (3.28) and (3.41), one computes

$$
\phi = \frac{F_m y^2 + A_m y + \frac{2}{3} F_m S_m + \frac{1}{3} \varepsilon(m) D_{m,x}}{\varepsilon(m) D_m} \\
= \frac{1}{3} \frac{F_m}{\varepsilon(m) D_m} (3y^2 + S_m) + \frac{1}{3} \frac{A_m y + F_m S_m}{\varepsilon(m) D_m} + \frac{1}{3} \frac{D_{m,x}}{D_m} \\
= \frac{2}{3} \frac{F_m}{\varepsilon(m) D_m} (3y^2 + S_m) - \frac{1}{3} \sum_{k=1}^{m-1} \frac{\mu_{k,x}}{z - \mu_k} + O(1) \\
= -\frac{\mu_j x}{z - \mu_j} + O(1), \text{ as } P \to \hat{\mu}_j(x).
$$

More concisely,

$$
\phi(P, x') = \frac{\partial}{\partial x'} \ln(z - \mu_j(x')) + O(1) \text{ for } P \text{ near } \hat{\mu}_j(x').
$$

Hence

$$
\exp \left( \int_{x_0}^{x} dx' \left( \frac{\partial}{\partial x'} \ln(z - \mu_j(x')) + O(1) \right) \right) \\
= \begin{cases} 
(z - \mu_j(x))O(1) & \text{for } P \text{ near } \hat{\mu}_j(x) \neq \hat{\mu}_j(x_0), \\
O(1) & \text{for } P \text{ near } \hat{\mu}_j(x) = \hat{\mu}_j(x_0), \\
(z - \mu_j(x_0))^{-1}O(1) & \text{for } P \text{ near } \hat{\mu}_j(x_0) \neq \hat{\mu}_j(x),
\end{cases}
$$

(4.21)

where $O(1) \neq 0$ in (1.21). Consequently, all zeros of $\psi$ and $\Psi$ on $K_{m-1} \setminus \{P_\infty\}$ are simple and coincide. It remains to identify the essential singularity of $\psi$ and $\Psi$ at $P_\infty$. From (4.1), we infer

$$
\int_{x_0}^{x} dx' \phi(P, x') = (x - x_0)(\zeta^{-1} + O(\zeta)) \text{ as } P \to P_\infty.
$$

(4.22)

Looking at (1.13) we see that this coincides with the singularity in the exponent of $\Psi$ near $P_\infty$. The uniqueness result in Lemma 3.24 for Baker-Akhiezer functions then completes the proof that $\Psi = \psi$ as both functions share the same singularities and zeros. The extension of this result from $x \in \tilde{\Omega}_\mu$ to $x \in \Omega_\mu$ then simply follows from the continuity of $\alpha_{P_0}$ and the hypothesis of $D_{\mu(x)}$ being nonspecial for $x \in \Omega_\mu$.

Next it is necessary to introduce two further polynomials $K_m$ and $L_m$ with respect to the variable $z \in \mathbb{C}$,

$$
K_m(z, x) = (\varepsilon(m) N_m(z, x) - J_m(z, x) C_m(z, x))(G_m(z, x) + 2^{-1} F_{m,x}(z, x))^{-1},
$$

(4.23)

$$
L_m(z, x) = (\varepsilon(m) D_{m-1}(z, x) - (G_m(z, x) - 2^{-1} F_{m,x}(z, x)) A_m(z, x)) F_m(z, x)^{-1}.
$$

(4.24)

In analogy to our polynomials $A_m - N_m$ introduced in (3.11)–(3.16), it is possible to derive explicit expressions of $K_m$ and $L_m$ directly in terms of $F_m$ and $G_m$ and their $x$-derivatives. These expressions then prove, in particular, the polynomial character of $K_m$ and $L_m$ with respect to $z$, but we here omit the rather lengthy formulas since they can be generated with the help of symbolic calculation programs such as Maple or Mathematica.
Lemma 4.5. Let \( x \in \mathbb{C} \). Then
\[
L_m(\mu_j(x), x) = -(G_m(\mu_j(x), x) - 2^{-1}F_{m,x}(\mu_j(x), x))y(\hat{\mu}_j(x)),
\]
for \( j = 1, \ldots, m-1 \) and
\[
K_m(\nu_\ell(x), x) = J_m(\nu_\ell(x), x)y(\hat{\nu}_\ell(x)),
\]
for \( \ell = 0, \ldots, m-1 \).

The well-known linearization property of the Abel map for completely integrable systems of soliton-type, is next verified in the context of the Bsq hierarchy.

Theorem 4.6. Assume that the curve \( K_{m-1} \) is nonsingular and let \( x, x_0 \in \mathbb{C} \). Then
\[
\alpha_{P_0}(D_{\hat{\theta}}(x)) = \alpha_{P_0}(D_{\hat{\theta}}(x_0)) + U^{(2)}_0(x - x_0),
\]
for \( m = 3n + 1 \) and \( m = 3n + 2 \) separately and substitute the polynomials \( F_m(\mu_j(x), x) \) and \( A_m(\mu_j(x), x) \) into (4.30). Using a standard Lagrange interpolation argument then yields
\[
\frac{d}{dx} \alpha_{P_0}(D_{\hat{\theta}}(x)) = -\sum_{j=1}^{m-1} \nu( \mu_j(x) \omegaj \hat{j}(x) )
\]
Next we consider the two cases \( m = 3n + 1 \) and \( m = 3n + 2 \) separately and substitute the polynomials \( F_m(\mu_j(x), x) \) and \( A_m(\mu_j(x), x) \) into (4.30). Using a standard Lagrange interpolation argument then yields
\[
\frac{d}{dx} \alpha_{P_0}(D_{\hat{\theta}}(x)) = -\sum_{j=1}^{m-1} \nu( \mu_j(x) \omegaj \hat{j}(x) )
\]

The result now follows for \( x \in \tilde{\Omega}_\mu \), using (4.9), (4.31), (B.11), and (B.16). By continuity of \( \alpha_{P_0} \), this result extends from \( x \in \tilde{\Omega}_\mu \) to \( x \in \mathbb{C} \).

We conclude this section with the theta function representations for the stationary Bsq solutions \( q_0, q_1 \) (the analog of the Its-Matveev formula in the KdV context).

Theorem 4.7. Assume that the curve \( K_{m-1} \) is nonsingular and let \( x \in \Omega_\mu \), where \( \Omega_\mu \subseteq \mathbb{C} \) is open and connected. Suppose that \( D_{\hat{\theta}} \), or equivalently, \( D_{\hat{\theta}}(x) \) is nonspecial for \( x \in \Omega_\mu \). Then
\[
q_0(x) = 3 \partial_{\hat{\theta}}(x) \partial_x \ln(\theta(\hat{\varphi}(x))) + (3/2)w,
\]
\[ q_1(x) = 3 \partial_x^2 \ln(\theta(z(P_\infty, \hat{\mu}(x)))) + 3u, \]

with \( u \) and \( w \) defined in (4.14) and (4.12), that is,
\[
u = \begin{cases} 
\lambda_{m-1} - c_1^{(1)} & \text{for } m = 1 \pmod{3}, \\
\lambda_{m-1} - (d_0^{(2)})^2 & \text{for } m = 2 \pmod{3}, 
\end{cases} \tag{4.34}
\]

and
\[
\omega = \begin{cases} 
\lambda_{m-1} - 2d_1^{(1)} & \text{for } m = 1 \pmod{3}, \\
(d_0^{(2)})^3 - c_1^{(2)} - d_0^{(2)}\lambda_{m-1} + \lambda_{m-1} & \text{for } m = 2 \pmod{3}. 
\end{cases} \tag{4.35}
\]

**Proof.** Using Lemma 4.1 and Theorem 4.1, one can write \( \psi \) near \( P_\infty \) in the coordinate \( \zeta \), as
\[
\psi(P, x, x_0) = \left( 1 + \alpha_1(x)\zeta + \alpha_2(x)\zeta^2 + O(\zeta^3) \right) \times \exp((x-x_0)(\zeta-1 - u\zeta - 2^{-1}w\zeta^2 + O(\zeta^3))) \quad \text{as } P \to P_\infty, \tag{4.36}
\]

where the terms \( \alpha_1(x) \) and \( \alpha_2(x) \) in (4.36) come from the Taylor expansion about \( P_\infty \) of the ratios of the theta functions in (4.17), and the exponential term stems from substituting (4.36) and its \( x \)-derivatives one can show that
\[
\psi_{xxx} + 3(u - \alpha_{1,x})\psi_x + 3(2^{-1}w - \alpha_{1,xx} + \alpha_1\alpha_{1,x} - \alpha_{2,x})\psi - \zeta^{-3}\psi = O(\zeta)\psi. \tag{4.37}
\]

Since \( O(\zeta)\psi \) is another Baker-Akhiezer function with the same essential singularity at \( P_\infty \) and the same divisor on \( K_{m-1}\setminus\{P_\infty\} \), the uniqueness theorem for Baker-Akhiezer functions (cf. Lemma A.26) then yields \( O(\zeta) = 0 \). Hence
\[
q_0(x) = 3(2^{-1}w - 2^{-1}\alpha_{1,xx}(x) + \alpha_1(x)\alpha_{1,x}(x) - \alpha_{2,x}(x)), \tag{4.38}
\]
\[
q_1(x) = 3(u - \alpha_{1,x}(x)), \tag{4.39}
\]

where
\[
\alpha_{1,x}(x) = -\partial_x^2 \ln(\theta(z(P_\infty, \hat{\mu}(x)))), \tag{4.40}
\]
\[
-2^{-1}\alpha_{1,xx}(x) + \alpha_1(x)\alpha_{1,x}(x) - \alpha_{2,x}(x) = \partial_{U^{(2)}_{3,j}} \partial_x \ln(\theta(z(P_\infty, \hat{\mu}(x))). \tag{4.41}
\]

Here
\[
\partial_{U^{(2)}_{3,j}} = \sum_{j=1}^{m-1} U^{(2)}_{3,j} \frac{\partial}{\partial z_j} \tag{4.42}
\]
denotes the directional derivative in the direction of the vector of \( b \)-periods \( U^{(2)}_{3,j} \), defined by
\[
U^{(2)}_{3,j} = (U^{(2)}_{3,1}, \ldots, U^{(2)}_{3,m-1}), \quad U^{(2)}_{3,j} = \frac{1}{2\pi i} \int_{b_j} \omega^{(2)}_{P_\infty,3}, \quad j = 1, \ldots, m - 1, \tag{4.43}
\]
with \( \omega^{(2)}_{P_\infty,3} \) the dsk holomorphic on \( K_{m-1}\setminus\{P_\infty\} \) with a pole of order 3 at \( P_\infty \),
\[
\omega^{(2)}_{P_\infty,3}(P) = \lim_{\zeta \to 0} (\zeta^{-3} + O(1))d\zeta \quad \text{as } P \to P_\infty. \tag{4.44}
\]

Combining (4.38)–(4.41) then proves (4.32) and (4.33). \( \square \)

For interesting spectral characterizations of third-order (in fact, odd-order) self-adjoint differential operators with quasi-periodic coefficients we refer to [26].
5. **The Time-Dependent Boussinesq Formalism**

In this section we return to the recursive approach outlined in Section II and briefly recall our treatment of the time-dependent Bsq hierarchy in [13].

We start with a stationary algebro-geometric solution \((q_0^{(0)}(x), q_1^{(0)}(x))\) associated with \(\mathcal{K}_{m-1}\) satisfying

\[
\text{Bsq}_m(q_0^{(0)}, q_1^{(0)}) = \begin{cases} 
-3f_{n+1,x}^{(e)} = 0, & \text{for some fixed } \varepsilon \\
-3g_{n+1,x}^{(e)} = 0, & x \in \mathbb{C}, \ m = 3n + \varepsilon \end{cases} \tag{5.1}
\]

for some fixed \(\varepsilon \in \{1, 2\}, n \in \mathbb{N}_0\), and a given set of integration constants \(\{c_{\ell}^{(e)}\}_{\ell=1,\ldots,n}, \{d_{\ell}^{(e)}\}_{\ell=0,\ldots,n}\). Our aim is to construct the \(r\)th Bsq flow

\[
\text{Bsq}_r(q_0, q_1) = 0, \quad (q_0(x, t_0,r), q_1(x, t_0,r)) = (q_0^{(0)}(x), q_1^{(0)}(x)), \quad x \in \mathbb{C}, \ r = 3s + \varepsilon' \tag{5.2}
\]

for some fixed \(\varepsilon' \in \{1, 2\}, s \in \mathbb{N}_0\), and \(t_0,r \in \mathbb{C}\). In terms of Lax pairs this amounts to solving

\[
\frac{d}{dt}L_3(t_r) - [\tilde{P}_r(t), L_3(t_r)] = 0, \quad t_r \in \mathbb{C}; \tag{5.3}
\]

\[
[P_m(t_{0,r}), L_3(t_{0,r})] = 0. \tag{5.4}
\]

As a consequence one obtains

\[
P_m(t_r)^3 + P_m(t_r)S_m(L_3(t_r)) - T_m(L_3(t_r)) = 0, \quad t_r \in \mathbb{C}; \tag{5.5}
\]

\[
P_m(t_r)^3 + P_m(t_r)S_m(L_3(t_r)) - T_m(L_3(t_r)) = 0, \quad t_r \in \mathbb{C}; \tag{5.6}
\]

since the Bsq flows are isospectral deformations of \(L_3(t_{0,r})\).

We emphasize that the integration constants \(\{\tilde{c}_{\ell}^{(e')}\}\) and \(\{\tilde{d}_{\ell}^{(e')}\}\) in \(\tilde{P}_r\), and \(\{c_{\ell}^{(e)}\}\) and \(\{d_{\ell}^{(e)}\}\) in \(P_m\), are independent of each other (even for \(r = m\)). Hence we shall employ the notation \(\tilde{P}_r, \tilde{F}_r, \tilde{G}_r, \tilde{H}_r, \text{etc.}, \) in order to distinguish them from \(P_m, F_m, G_m, H_m, \text{etc.}\). In addition we follow a more elaborate approach inspired by Hirota's τ-function approach and indicate the individual \(r\)th Bsq flow by a separate time variable \(t_r \in \mathbb{C}\). (The latter notation suggests considering all Bsq flows simultaneously by introducing \(t = (t_1, t_2, t_4, t_5, \ldots)\).)

Instead of working directly with (5.3) and (5.5) we find it preferable to take the following two equations as our point of departure (never mind their somewhat intimidating size),

\[
q_{0,t_r} = -\left(\frac{1}{6}F_{r,xxxx} - \frac{5}{6}q_1F_{r,xxx} - \frac{3}{4}q_{r,xx}F_{r,xx} - \frac{3}{4}q_{1,xx} + \frac{2}{3}q_1^2\right)F_{r,x} \tag{5.7}
\]

\[
q_{1,t_r} = 2\tilde{G}_{r,xxx} + 2q_1\tilde{G}_{r,x} + q_{1,xx}\tilde{G}_r - 3(z - q_0)\tilde{F}_{r,x} + 2q_{0,x}\tilde{F}_r, \quad (x, t_r) \in \mathbb{C}^2; \tag{5.8}
\]

\[
\frac{1}{6}F_{m,xxxx}F_m + \frac{1}{6}F_{m,xxx}F_{m,x} - \frac{1}{12}F_{m,xx}^2 - \frac{5}{6}q_1F_{m,xx}F_m - \frac{5}{12}q_1F_{m,xx}F_m + \frac{5}{12}q_1F_{m,xx}F_m - \frac{1}{3}\left(q_{1,xx} + q_1^2\right)F_m^2 \tag{5.9}
\]

\[
+ 2G_{m,xx}G_m - G_{m,xx}^2 + q_1G_m^2 - 3(z - q_0)F_mG_m = S_m(z), \quad (x, t_r) \in \mathbb{C}^2.
\]
\begin{align}
\frac{1}{18} F_{m,xxxx} F_{m,xx} F_{m} - \frac{1}{24} F_{m,xxxx} F_{m,xx}^2 + \frac{1}{18} q_1 F_{m,xxxx} F_{m}^2 + \frac{1}{36} F_{m,xxxx} F_{m,xx} F_{m}
- \frac{1}{36} F_{m} F_{m,xx}^2 - \frac{1}{18} q_1 x F_{m,xxxx} F_{m}^2 - \frac{1}{9} q_1 F_{m,xxxx} F_{m,xx} F_{m} - \frac{1}{108} F_{m,xx}^3
+ \frac{2}{9} q_1 x F_{m,xx} F_{m,xx} F_{m} + \frac{1}{18} q_1 x F_{m,xx} F_{m,xx}^2 - \frac{7}{72} q_1 F_{m,xxx} F_{m,xx} F_{m} + \frac{5}{18} q_1 x F_{m,xx} F_{m,xx}^2
+ \frac{7}{36} q_1 F_{m,xxx} F_{m} - \frac{1}{24} q_1 x F_{m,xxx} F_{m}^2 - \frac{7}{48} q_1 x F_{m,xxx} F_{m,xx} F_{m} - \frac{1}{6} q_1 F_{m,xx} F_{m} + \frac{1}{12} q_1 x F_{m,xx} F_{m}^2
+ \left( \frac{2}{27} q_1^3 - \frac{1}{36} q_1^2 x + \frac{1}{18} q_1 x q_1 (z - q_0)^2 \right) F_{m}^3 + (z - q_0) G_{m}^3 + \frac{1}{6} F_{m,xxxx} G_{m}^2
- \frac{1}{3} F_{m,xx} G_{m,xx} G_{m} + F_{m} G_{m,xx}^2 + \frac{1}{3} F_{m,xx}^2 (G_{m,xx} + G_{m,xx} G_{m}) - F_{m,x} G_{m,xx} G_{m,xx}
- q_1 (z - q_0) F_{m}^2 G_{m} + \frac{2}{3} q_1 F_{m} G_{m}^2 + \frac{5}{6} q_1 F_{m,xx} G_{m}^2 - \frac{4}{3} q_1 F_{m,xx} G_{m} G_{m} + \frac{1}{3} q_1 F_{m} G_{m,xx}
+ \frac{7}{12} q_1 x F_{m} G_{m,xx} G_{m} + \frac{4}{3} q_1 F_{m} G_{m,xx} G_{m} + \frac{1}{6} q_1 x F_{m,xx} G_{m,xx} - \frac{1}{3} q_1 x F_{m,xx} G_{m,xx}
+ (z - q_0) F_{m,xx} F_{m} G_{m,xx} - \frac{1}{4} (z - q_0) F_{m,xx}^2 G_{m} - 2 (z - q_0) F_{m,xx} G_{m,xx} = T_{m}(z),
\end{align}

where (cf. (2.15), (2.16))

\begin{align}
F_{m}(z, x, t_r) = \sum_{\ell=0}^{n} f_{n-\ell}(x, t_r) z^{\ell}, & \quad F_{m}(z, x, t_0, r) = \sum_{\ell=0}^{n} f_{n-\ell}(0, x, t_r) z^{\ell},
G_{m}(z, x, t_r) = \sum_{\ell=0}^{n} g_{n-\ell}(x, t_r) z^{\ell}, & \quad G_{m}(z, x, t_0, r) = \sum_{\ell=0}^{n} g_{n-\ell}(0, x, t_r) z^{\ell}
\end{align}

for fixed $t_{0,r} \in \mathbb{C}$, $m = 3n + \varepsilon$, $r = 3s + \varepsilon'$, $n, s \in \mathbb{N}_0$, $\varepsilon, \varepsilon' \in \{1, 2\}$. Here $f_{\ell}(x, t_r), g_{\ell}(x, t_r)$ and $f_{\ell}(0, x, t_r), g_{\ell}(0, x, t_r)$ are defined as in (2.3) with $(q_0(x), q_1(x))$ replaced by $(q_0(x, t_r), q_1(x, t_r))$, and $(q_0(0, x), q_1(0, x))$, respectively.

In analogy to (5.27) one introduces

\begin{align}
D_{m-1}(z, x, t_r) = \prod_{j=1}^{m-1} (z - \mu_j(x, t_r)), & \quad N_{m}(z, x, t_r) = \prod_{\ell=0}^{m-1} (z - \nu_{\ell}(x, t_r)),
\end{align}

where $D_{m-1}$ and $N_{m}$ are defined as in (3.13) and (3.14). This implies in particular (cf. (3.21)),

\begin{align}
D_{m-1}(z, x, t_r) N_{m}(z, x, t_r) = B_{m}(z, x, t_r) E_{m}(z, x, t_r) - T_{m}(z) \left( A_{m}(z, x, t_r)
\times \left( G_{m}(z, x, t_r) + 2^{-1} F_{m,xx}(z, x, t_r) \right) - F_{m}(z, x, t_r) C_{m}(z, x, t_r) \right),
\end{align}

and $A_{m}, B_{m}, C_{m}, D_{m-1}, E_{m}, J_{m}$, and $N_{m}$ are defined as in (3.10)–(3.16). Hence (3.18)–(3.23) also hold in the present context. Moreover, we recall

**Lemma 5.1** ([14]). Assume (5.4)–(5.11) and let $(z, x, t_r) \in \mathbb{C}^3$. Then

\begin{enumerate}[(i)]
\item $D_{m-1,t_r}(z, x, t_r) = D_{m-1,x}(z, x, t_r) \left( \tilde{G}_r(z, x, t_r) - \frac{1}{2} \tilde{F}_{r,x}(z, x, t_r) \right)$
\end{enumerate}
In analogy to (3.28) and (3.29) one then introduces (the analogs of) Dirichlet and Neumann data by

\[ \psi \] Next we define the time-dependent BA-function and hence infers that the divisor

\[ \phi(P, x, t_r) = \left( G_m(z, x, t_r) + \frac{1}{2} F_m(x, x, t_r) - \frac{1}{2} F_m(x, x, t_r) \right) + D_{m-1}(z, x, t_r) \]

\[ \times 3 \left( \tilde{H}(z, x, t_r) - \frac{\tilde{F}(z, x, t_r)}{F_m(z, x, t_r)} H_m(z, x, t_r) \right). \] (5.14)

\[ N_{m,t_r}(z, x, t_r) = N_{m,x}(z, x, t_r) \left( \tilde{G}(z, x, t_r) + \frac{1}{2} \tilde{F}(x, x, t_r) - \frac{1}{2} \tilde{F}(x, x, t_r) \right) 
\times \left( G_m(z, x, t_r) + \frac{1}{2} F_m(x, x, t_r) \right) - N_m(z, x, t_r) \left( q_1(x, t_r) \tilde{F}(z, x, t_r) 
+ \tilde{F}_{xx}(z, x, t_r) - \frac{1}{2} J_m(z, x, t_r) \left( q_1(x, t_r) F_m(z, x, t_r) + F_{xx}(z, x, t_r) \right) \right). \] (5.15)

Similarly, Lemma [3.1] remains valid and one obtains

\[ \phi(P, x, t_r) = \left( G_m(z, x, t_r) + \frac{1}{2} F_m(x, x, t_r) \right) y(P) + C_m(z, x, t_r) \]

\[ \frac{F_m(z, x, t_r) y(P)}{F_m(z, x, t_r) y(P) - A_m(z, x, t_r)} \]

\[ = \frac{F_m(z, x, t_r) y(P) + A_m(z, x, t_r) y(P) + B_m(z, x, t_r)}{\varepsilon(m) D_{m-1}(z, x, t_r)} \] (5.16)

\[ = \frac{\varepsilon(m) N_m(z, x, t_r)}{(G_m(z, x, t_r) + \frac{1}{2} F_m(x, x, t_r)) y(P)^2 - C_m(z, x, t_r) y(P) - E_m(z, x, t_r)}, \] (5.17)

\[ P = (z, y) \in K_{m-1}. \]

In analogy to (3.28) and (3.29) one then introduces (the analogs of) Dirichlet and Neumann data by

\[ \hat{\mu}_j(x, t_r) = \left( \mu_j(x, t_r), -\frac{A_m(\mu_j(x, t_r), x, t_r)}{F_m(\mu_j(x, t_r), x, t_r)} \right) \in K_{m-1}, \]

\[ j = 1, \ldots, m-1, \ (x, t_r) \in C^2, \] (5.19)

\[ \hat{\nu}_\ell(x, t_r) = \left( \nu_\ell(x, t_r), -\frac{C_m(\nu_\ell(x, t_r), x, t_r)}{G_m(\nu_\ell(x, t_r), x, t_r) + \frac{1}{2} F_m(\nu_\ell(x, t_r), x, t_r)} \right) \in K_{m-1}, \]

\[ \ell = 0, \ldots, m-1, \ (x, t_r) \in C^2 \] (5.20)

and hence infers that the divisor \( \left( \phi(P, x, t_r) \right) \) of \( \phi(P, x, t_r) \) is given by

\[ \left( \phi(P, x, t_r) \right) = \mathcal{D}_{\hat{\mu}_0(x, t_r), \ldots, \hat{\mu}_{m-1}(x, t_r)}(P) - \mathcal{D}_{\hat{\nu}_0(x, t_r), \ldots, \hat{\nu}_{m-1}(x, t_r)}(P). \] (5.21)

Next we define the time-dependent BA-function \( \psi(P, x, x_0, t_r, t_{0,r}) \)

\[ \psi(P, x, x_0, t_r, t_{0,r}) = \exp \left( \int_{x_0}^x d x' \phi(P, x', t_r) + \int_{t_{0,r}}^{t_r} d s \left( \int_{x_0}^x \frac{d x'}{x'} \phi(P, x', t_r) + \frac{1}{2} \tilde{F}_{xx}(z, x_0, s) \phi(P, x_0, s) \right) \times \phi(P, x, t_r, t_{0,r}) + \phi(P, x_0, s)^2 + \tilde{G}(z, x_0, s) - \frac{1}{2} \tilde{F}_{xx}(z, x_0, s) \phi(P, x_0, s) 
+ \left( \frac{1}{6} \tilde{F}_{xx}(z, x_0, s) + \frac{2}{3} q_1(x, s) \tilde{F}(z, x_0, s) - \tilde{G}_{xx}(z, x_0, s) \right) \right), \] (5.22)

\[ P \in K_{m-1} \setminus \{ P_\infty \}, \ (x, t_r) \in C^2, \]

\[ x_0, t_{0,r} \in C^2. \]
with fixed \((x_0, t_{0,r}) \in \mathbb{C}^2\). The following theorem recalls the basic properties of \(\phi(P, x, t_r)\) and \(\psi(P, x, x_0, t_r, t_{0,r})\).

**Theorem 5.2** \([14]\). Assume \((5.7)-(5.11)\), \(P = (z, y) \in \mathcal{K}_{m-1}\{P_{\infty}\}\) and let \((z, x, x_0, t_r, t_{0,r}) \in \mathbb{C}^5\). Then

(i) \(\phi(P, x, t_r)\) satisfies

\[
\phi_{xx}(P, x, t_r) + 3 \phi_x(P, x, t_r) \phi(P, x, t_r) + \phi(P, x, t_r)^3 + q_1(x, t_r) \phi(P, x, t_r) = z - q_0(x, t_r) - 2^{-1} q_{1,x}(x, t_r),
\]

(ii) \(\psi(P, x_0, t_r, t_{0,r})\) satisfies

\[
\psi_{xxx}(P, x, x_0, t_r, t_{0,r}) + 3 \phi_x(P, x_0, t_r) \psi_x(P, x_0, t_r, t_{0,r}) + (q_0(x, t_r) + 2^{-1} q_{1,x}(x, t_r) - z) \psi(P, x, x_0, t_r, t_{0,r}) = 0,
\]

(iii) \(\phi(P, x, t_r) \phi(P^*, x, t_r) \phi(P^{**}, x, t_r) = \frac{N_m(z, x, t_r)}{D_{m-1}(z, x, t_r)}\).

(iv) \(\phi(P, x, t_r) + \phi(P^*, x, t_r) + \phi(P^{**}, x, t_r) = \frac{D_{m-1,1}(z, x, t_r)}{D_{m-1}(z, x, t_r)}\).

(v) \(y(P) \phi(P, x, t_r) + y(P^*) \phi(P^*, x, t_r) = \frac{3 T_m(z) F_m(z, x, t_r) - 2 S_m(z) A_m(z, x, t_r)}{\epsilon(m) D_{m-1}(z, x, t_r)}\).

(vi) \(\psi(P, x_0, t_r, t_{0,r}) \psi(P^*, x, x_0, t_r, t_{0,r}) \psi(P^{**}, x, x_0, t_r, t_{0,r}) = \frac{D_{m-1}(z, x, t_r)}{D_{m-1}(z, x_0, t_{0,r})}\).

(vii) \(\psi_x(P, x_0, t_r, t_{0,r}) \psi_x(P^*, x, x_0, t_r, t_{0,r}) \psi_x(P^{**}, x, x_0, t_r, t_{0,r}) = \frac{N_m(z, x, t_r)}{D_{m-1}(z, x_0, t_{0,r})}\).

(viii) \(\psi(P, x, x_0, t_r, t_{0,r}) = \left(\frac{D_{m-1}(z, x, t_r)}{D_{m-1}(z, x_0, t_{0,r})}\right)^{1/3} \exp\left(\int_{x_0}^x d \epsilon(m) D_{m-1}(z, x', t_r)^{-1}\right)\)

\[
\times \left[F_m(z, x', t_r) y(P) + A_m(z, x', t_r) y(P) + \frac{2}{3} F_m(z, x', t_r) S_m(z)\right]
\]

\[- \int_{t_{0,r}}^{t_r} ds \left(\epsilon(m) D_{m-1}(z, x_0, s)^{-1}[F_m(z, x_0, s) y(P)^2 + A_m(z, x_0, s) y(P)
\]

\[+ \frac{2}{3} F_m(z, x_0, s) S_m(z)] \times \frac{1}{2} \bar{\psi}_{r,x}(z, x_0, s)\]
where \( \Omega (14) \)

Lemma 5.3

(i) Suppose the zeros \( \mu_j(x, t_r) \) and \( \nu_\ell(x, t_r) \) of \( D_{m-1}(z, x, t_r) \) and \( N_m(z, x, t_r) \), in analogy to Lemma 4.3, are then described in terms of Dubrovin-type equations as follows.

Lemma 5.3 \( (\text{[14]} \)) Suppose \( (5.7) - (5.14) \) and assume that the curve \( K_{m-1} \) is nonsingular.

(i) Suppose the zeros \( \{\mu_j(x, t_r)\}_{j=1,\ldots,m-1} \) of \( D_{m-1}(\cdot, x, t_r) \) remain distinct for \( (x, t_r) \in \Omega_\mu \), where \( \Omega_\mu \subseteq \mathbb{C}^2 \) is open and connected. Then \( \{\mu_j(x, t_r)\}_{j=1,\ldots,m-1} \) satisfy the system of differential equations,

\[
\mu_{j,x}(x, t_r) = -\varepsilon(m) F_m(\mu_j(x, t_r), x, t_r) \left( \frac{3y(\hat{\mu}_j(x, t_r))^2 + S_m(\mu_j(x, t_r))}{\prod_{k=1, k \neq j}^{m-1} (\mu_j(x, t_r) - \mu_k(x, t_r))} \right), \quad j = 1, \ldots, m - 1,
\]

\[
\mu_{j,t_r}(x, t_r) = -\varepsilon(m) \left( F_m(\mu_j(x, t_r), x, t_r) (\hat{G}_r(\mu_j(x, t_r), x, t_r) - 2^{-1} \hat{F}_r(\mu_j(x, t_r), x, t_r)) + \hat{F}_r(\mu_j(x, t_r), x, t_r) (G_m(\mu_j(x, t_r), x, t_r) - 2^{-1} F_m(\mu_j(x, t_r), x, t_r)) \right) \times \left( \frac{3y(\hat{\mu}_j(x, t_r))^2 + S_m(\mu_j(x, t_r))}{\prod_{k=1, k \neq j}^{m-1} (\mu_j(x, t_r) - \mu_k(x, t_r))} \right), \quad j = 1, \ldots, m - 1,
\]

with initial conditions

\[
\{\hat{\mu}_j(x_0, t_{0,r})\}_{j=1,\ldots,m-1} \in K_{m-1},
\]

for some fixed \( (x_0, t_{0,r}) \in \Omega_\mu \). The initial value problem \( (5.33), (5.35) \) has a unique solution satisfying

\[
\hat{\mu}_j \in C^\infty(\Omega_\mu, K_{m-1}), \quad j = 1, \ldots, m - 1.
\]

(ii) Suppose the zeros \( \{\nu_\ell(x, t_r)\}_{\ell=0,\ldots,m-1} \) of \( N_m(\cdot, x, t_r) \) remain distinct for \( (x, t_r) \in \Omega_\nu \), where \( \Omega_\nu \subseteq \mathbb{C}^2 \) is open and connected. Then \( \{\nu_\ell(x, t_r)\}_{\ell=0,\ldots,m-1} \) satisfy the system of differential equations,

\[
\nu_{\ell,x}(x, t_r) = -\varepsilon(m) J_m(\nu_\ell(x), x, t_r) \left( \frac{3y(\nu_\ell(x, t_r))^2 + S_m(\nu_\ell(x, t_r))}{\prod_{k=0, k \neq \ell}^{m-1} (\nu_\ell(x, t_r) - \nu_k(x, t_r))} \right), \quad \ell = 0, \ldots, m - 1,
\]

\[
\nu_{\ell,t_r}(x, t_r) = -\varepsilon(m) \left( J_m(\nu_\ell(x, t_r), x, t_r) (\hat{G}_r(\nu_\ell(x, t_r), x, t_r) + 2^{-1} \hat{F}_r(\nu_\ell(x, t_r), x, t_r)) + J_r(\nu_\ell(x, t_r), x, t_r) (G_m(\nu_\ell(x, t_r), x, t_r) + 2^{-1} F_m(\nu_\ell(x, t_r), x, t_r)) \right)
\]
Furthermore, define the normalized \(dsk\) with a pole of order equivalently, with initial conditions

\[
\{ \hat{\nu}_\ell(x, t_0, r) \}_{\ell=0,\ldots,m-1} \in K_{m-1},
\]

for some fixed \((x_0, t_{0,r}) \in \Omega\). The initial value problem (5.38), (5.39) has a unique solution satisfying

\[
\hat{\nu}_\ell \in C^\infty(\Omega, K_{m-1}), \quad \ell = 0, \ldots, m-1.
\]

(iii) The initial condition

\[
(q_0(x, t_{0,r}), q_1(x, t_{0,r})) = (q_0^{(0)}(x), q_1^{(0)}(x)), \quad x \in \mathbb{C}
\]

effects

\[
\hat{\mu}_j(x, t_{0,r}) = \hat{\mu}_j^{(0)}(x), \quad j = 1, \ldots, m-1, \quad x \in \mathbb{C},
\]

\[
\hat{\nu}_\ell(x, t_{0,r}) = \hat{\nu}_\ell^{(0)}(x), \quad \ell = 0, \ldots, m-1, \quad x \in \mathbb{C}
\]

(cf. (5.10)–(5.13)).

6. Time-Dependent Algebro-Geometric Solutions of the Boussinesq Hierarchy

In our final and principal section we extend the results of Section 4 from the stationary Bsq hierarchy, to the time-dependent case. In particular, we obtain Riemann theta function representations for the time-dependent Baker-Akhiezer function and the time-dependent meromorphic function \(\phi\). We finish this section with the corresponding theta function representation for general time-dependent algebro-geometric quasi-periodic Bsq solutions \(q_0, q_1\).

We start with the theta function representation of our fundamental object \(\phi(P, x, t_r)\).

**Theorem 6.1.** Let \(P = (z, y) \in K_{m-1} \setminus \{P_\infty\}, (z, x, t_r) \in \mathbb{C}^3\). Suppose that \(D_{\hat{\nu}(x, t_r)}\), or equivalently, \(D_{\hat{\mu}(x, t_r)}\) is nonspecial. Then

\[
\phi(P, x, t_r) = \frac{\theta(z(P, \hat{\mu}(x, t_r))) \theta(z(P, \hat{\nu}(x, t_r)))}{\theta(z(P, \hat{\mu}(x, t_r))) \theta(z(P, \hat{\nu}(x, t_r)))} \exp\left(\phi^{(3)}(P_0) - \int_{P_0}^{P} \omega^{(3)}_{P_\infty, \hat{\nu}(x, t_r)}\right).
\]

**Proof.** The proof carries over ad verbatim from the stationary case, Theorem 4.3. \(\square\)

Let \(\omega^{(2)}_{P_\infty, r}, r = 3s + \varepsilon', \varepsilon' \in \{1, 2\}, s \in \mathbb{N}_0\), be the normalized \(dsk\) holomorphic on \(K_{m-1} \setminus \{P_\infty\}\), with a pole of order \(r\) at \(P_\infty\),

\[
\omega^{(2)}_{P_\infty, \varepsilon'}(P) = (\zeta^{-r} + O(1))d\zeta \text{ as } P \to P_\infty, \quad r = 3s + \varepsilon', \varepsilon' \in \{1, 2\}, s \in \mathbb{N}_0.
\]

Furthermore, define the normalized \(dsk\)

\[
\tilde{\Omega}^{(2)}_{P_\infty, r+1} = \sum_{\ell=0}^{s} \tilde{c}^{(\varepsilon')}_{s-\ell} (3\ell + 2) \omega^{(2)}_{P_\infty, 3\ell+3} + \sum_{\ell=0}^{s} \tilde{d}^{(\varepsilon')}_{s-\ell} (3\ell + 1) \omega^{(2)}_{P_\infty, 3\ell+2},
\]

\(r = 3s + \varepsilon', \varepsilon' \in \{1, 2\}, s \in \mathbb{N}_0\).
where (cf. (2.3))

\[
(p^{(c)}_0, d^{(c)}_0) = \begin{cases} (0, 1) & \text{for } c' = 1, \\ (1, d^{(2)}_0) & \text{for } c' = 2, \end{cases} \quad d^{(2)}_0 \in \mathbb{C}. \tag{6.4}
\]

In addition, we define the vector of b-periods of the disk \( \hat{\Omega}^{(2)}_{\infty, r+1} \)

\[
\hat{\Omega}^{(2)}_{r+1} = \left( \hat{U}^{(2)}_{r+1, 1}, \ldots, \hat{U}^{(2)}_{r+1, m-1} \right), \quad \hat{U}^{(2)}_{r+1,j} = \frac{1}{2\pi i} \int_{b_j} \hat{\Omega}^{(2)}_{\infty, r+1}, \quad j = 1, \ldots, m-1
\]

\[
r = 3s + \varepsilon', \quad \varepsilon' \in \{1, 2\}, \quad s \in \mathbb{N}_0. \tag{6.5}
\]

Motivated by the second integrand in (5.22) one defines the function \( I_r(P, x, t_r) \), meromorphic on \( \mathcal{K}_{m-1} \times \mathbb{C}^2 \) by

\[
I_r(P, x, t_r) = \hat{F}_r(z, x, t_r)(\phi_x(P, x, t_r) + \phi(P, x, t_r)^2) + (\hat{G}_r(z, x, t_r) - 2^{-1}\hat{F}_r(z, x, t_r))\phi(P, x, t_r) + \hat{H}_r(z, x, t_r), \tag{6.6}
\]

for \( r = 3s + \varepsilon', \quad \varepsilon' \in \{1, 2\}, \quad s \in \mathbb{N}_0 \). Denote by \( \hat{I}_r(P, x, t_r) \) the associated homogeneous quantity replacing \( \hat{F}_r, \hat{G}_r, \hat{H}_r \) by the corresponding homogeneous polynomials \( \hat{F}_r, \hat{G}_r, \hat{H}_r \).

**Theorem 6.2.** Let \( r = 3s + \varepsilon', \quad \varepsilon' \in \{1, 2\}, \quad s \in \mathbb{N}_0 \), \( (x, t_r) \in \mathbb{C}^2 \), and \( \zeta = z^{-1/3} \) be the local coordinate near \( P_\infty \). Then

\[
\hat{I}_r(P, x, t_r) = \zeta^{-r} + O(\zeta) \quad \text{as } P \to P_\infty. \tag{6.7}
\]

**Proof.** One easily verifies (6.7) by direct computation for \( r = 1 \) and \( r = 2 \). Assume (6.7) is true with \( r = 3s + \varepsilon', \quad \varepsilon' \in \{1, 2\}, \quad s \in \mathbb{N}_0 \). Then one may rewrite (6.7) as

\[
\hat{I}_r(P, x, t_r) \sim \zeta^{-r} + \sum_{j=1}^{\infty} \delta_j(x, t_r) \zeta^j \quad \text{as } P \to P_\infty, \tag{6.8}
\]

for some coefficients \( \{\delta_j(x, t_r)\}_{j \in \mathbb{N}} \). Compare coefficients of \( \zeta \) in (6.1) and (6.8) by means of (5.24) and (6.6) to obtain

\[
\delta_{1,x}(x, t_r) = -\frac{1}{3} g_{1,t_r}(x, t_r), \tag{6.9}
\]

\[
\delta_{2,x}(x, t_r) = \frac{1}{6} g_{1,t_r,x}(x, t_r) - \frac{1}{3} g_{0,t_r}(x, t_r), \tag{6.10}
\]

\[
\delta_{3,x}(x, t_r) = \frac{1}{3} g_{0,t_r,x}(x, t_r) - \frac{1}{18} g_{1,t_r,xx}(x, t_r). \tag{6.11}
\]

From (2.34) one infers

\[
\delta_1(x, t_r) = \gamma_1(t_r) - \hat{f}^{(c')}_{s+1}(x, t_r), \tag{6.12}
\]

\[
\delta_2(x, t_r) = \gamma_2(t_r) + 2^{-1} \hat{f}^{(c')}_{s+1,x}(x, t_r) - \hat{g}^{(c')}_{s+1}(x, t_r), \tag{6.13}
\]

\[
\delta_3(x, t_r) = \gamma_3(t_r) - 6^{-1} \hat{f}^{(c')}_{s+1,xx}(x, t_r) + \hat{g}^{(c')}_{s+1,x}(x, t_r) \tag{6.14}
\]

where \( \gamma_1(t_r), \gamma_2(t_r), \) and \( \gamma_3(t_r) \) are integration constants. Next we note that the coefficients of the power series for \( \phi(P, x, t_r) \) in the coordinate \( \zeta \) near \( P_\infty \) (cf. Lemma 4.1), and the coefficients of the homogeneous polynomials \( \hat{F}_r(\zeta, x, t_r) \) and \( \hat{G}_r(\zeta, x, t_r) \), (and hence those of
\(\hat{H}_r(\zeta, x, t_r)\) are differential polynomials in \(q_0\) and \(q_1\), with no arbitrary integration constants in their construction. From the definition of \(\hat{I}_r\) in (6.14) it follows that it also can have no arbitrary integration constants, and must consist purely of differential polynomials in \(q_0\) and \(q_1\). From these considerations it follows that \(\gamma_1(t_r) = \gamma_2(t_r) = \gamma_3(t_r) = 0\). Hence one concludes

\[
\hat{I}_r(P, x, t_r) = \zeta^{-r} - \hat{f}^{(e')}_{s+1}(x, t_r) + (2^{-1} f^{(e')}_{s+1,x}(x, t_r) - \hat{g}^{(e')}_{s+1}(x, t_r)) \zeta^2
\]

\[
+ \left( \hat{g}^{(e')}_{s+1,x}(x, t_r) - 6^{-1} \hat{f}^{(e')}_{s+1,x}(x, t_r) \right) \zeta^3 + O(\zeta^4) \text{ as } P \to P_\infty,
\]

(6.15)

where the functions \(f^{(e')}_{s}(x, t_r)\) and \(g^{(e')}_{s}(x, t_r)\) are defined as in (2.3) with \((q_0(x), q_1(x))\) replaced by \((q_0(x, t_r), q_1(x, t_r))\). We note that one may write

\[
\hat{F}_{r+3}(\zeta, x, t_r) = \zeta^{-3} \hat{F}_r(\zeta, x, t_r) + \hat{f}^{(e')}_{s+1}(x, t_r),
\]

(6.16)

with analogous expressions for \(\hat{G}_r\) and \(\hat{H}_r\). It follows that

\[
\hat{I}_{r+3}(P, x, t_r) = \zeta^{-r-3} \hat{I}_r(P, x, t_r) + \hat{f}^{(e')}_{s+1}(x, t_r)\left( \phi_x(P, x, t_r) + \phi(P, x, t_r)^2 \right)
\]

\[
+ \left( \hat{g}^{(e')}_{s+1}(x, t_r) - \frac{1}{2} \hat{f}^{(e')}_{s+1,x}(x, t_r) \phi(P, x, t_r) \right)
\]

\[
+ \frac{1}{6} \hat{f}^{(e')}_{s+1,x}(x, t_r) + \frac{2}{3} q_1(x, t_r) \hat{f}^{(e')}_{s+1}(x, t_r) - \hat{g}^{(e')}_{s+1,x}(x, t_r).
\]

(6.17)

Using Lemma 4.1 and (5.14), (6.17) yields

\[
\hat{I}_{r+3}(P, x, t_r) \xrightarrow{\zeta \to 0} \zeta^{-r-3} + O(\zeta) \text{ as } P \to P_\infty,
\]

(6.18)

and the result follows by induction.

By (2.18) one infers

\[
I_r = \sum_{\ell=0}^s \hat{c}^{(e')}_{s-\ell} \hat{I}_{3\ell+2} + \sum_{\ell=0}^s \hat{d}^{(e')}_{s-\ell} \hat{I}_{3\ell+1}, \quad r = 3s + e', \quad e' \in \{1, 2\}, \quad s \in \mathbb{N}_0.
\]

(6.19)

Thus,

\[
\int_{t_0,r}^{t_r} I_r(P, x, \tau)d\tau = (t_r - t_0,r) \sum_{\ell=0}^s \left( \hat{c}^{(e')}_{s-\ell} \frac{1}{\zeta^{3\ell+2}} + \hat{d}^{(e')}_{s-\ell} \frac{1}{\zeta^{3\ell+1}} \right) + O(\zeta) \text{ as } P \to P_\infty.
\]

(6.20)

Furthermore, integrating (6.3) yields

\[
\int_{P_0}^{P} \hat{\Omega}^{(2)}_{P_\infty, r+1}(\zeta) = \sum_{\ell=0}^s \hat{c}^{(e')}_{s-\ell}(3\ell + 2) \int_{\zeta_0}^{\zeta} d\xi \frac{1}{\xi^{3\ell+3}} + \sum_{\ell=0}^s \hat{d}^{(e')}_{s-\ell}(3\ell + 1) \int_{\zeta_0}^{\zeta} d\xi \frac{1}{\xi^{3\ell+2}}
\]

\[
= - \sum_{\ell=0}^s \hat{c}^{(e')}_{s-\ell} \frac{1}{\zeta^{3\ell+2}} - \sum_{\ell=0}^s \hat{d}^{(e')}_{s-\ell} \frac{1}{\zeta^{3\ell+1}} + e^{(2)}_{r+1}(P_0) + O(\zeta) \text{ as } P \to P_\infty,
\]

(6.21)

where \(e^{(2)}_{r+1}(P_0)\) is a constant that arises from evaluating all the integrals at their lower limits \(P_0\), and summing accordingly. Combining (6.20) and (6.21) yields

\[
\int_{t_0,r}^{t_r} I_r(P, x, s)ds = (t_r - t_0,r) \left( e^{(2)}_{r+1}(P_0) - \int_{P_0}^{P} \hat{\Omega}^{(2)}_{P_\infty, r+1}(\zeta) \right) + O(\zeta) \text{ as } P \to P_\infty.
\]

(6.22)
Given these preparations, the theta function representation of $\psi(P, x, x_0, t_r, t_{0,r})$ reads as follows.

**Theorem 6.3.** Assume that the curve $\mathcal{K}_{m-1}$ is nonsingular. Furthermore, let $P = (z, y) \in \mathcal{K}_{m-1} \backslash \{P_\infty\}$, and let $(x, t_r), (x_0, t_{0,r}) \in \Omega_\mu$, where $\Omega_\mu \subseteq \mathbb{C}^2$ is open and connected. Suppose also that $\mathcal{D}_{\mathcal{G}(x, t_r)}$, or equivalently, $\mathcal{D}_{\Theta(x, t_r)}$ is nonspecial for $(x, t_r) \in \Omega_\mu$. Then

$$
\psi(P, x, x_0, t_r, t_{0,r}) = \frac{\theta(z(P, \mu(x, t_r)))}{\theta(z(P_\infty, \mu(x, t_r)))} \frac{\theta(z(P, \mu(x_0, t_{0,r})))}{\theta(z(P_\infty, \mu(x_0, t_{0,r})))}
\times \exp \left( (x - x_0)(e_2^{(2)}(P_0) - \int_{P_0}^{P} \omega_{P_{\infty, 2}}^{(2)}(z) + (t_r - t_{r,0})(e_2^{(2)}(P_0) - \int_{P_0}^{P} \phi^{(2)}(r, t) + 1)) \right).
$$

(6.23)

**Proof.** We present only a proof of the time variation here, and refer the reader to Theorem 4.4 for the argument concerning the space variation. Let $\psi(P, x, x_0, t_r, t_{0,r})$ be defined as in (6.22) and denote the right-hand side of (6.23) by $\Psi(P, x, x_0, t_r, t_{0,r})$. Temporarily assume that

$$
\mu_j(x, t_r) \neq \mu'_j(x, t_r) \quad \text{for } j \neq j' \quad \text{and } (x, t_r) \in \tilde{\Omega}_\mu \subseteq \Omega_\mu,
$$

(6.24)

where $\tilde{\Omega}_\mu$ is open and connected. In order to prove that $\psi = \Psi$ one uses (5.17), (5.14), the time-dependent analog of (3.19), and

$$
F_m(\phi + y^2) + (G_m - 2^{-1} F_{m,x}) \phi + H_m = y,
$$

(6.25)

to compute

$$
I_r = \tilde{F}_r(\phi + y^2) + (\tilde{G}_m - \frac{1}{2} \tilde{F}_{m,x}) \phi + \tilde{H}_r
$$

$$
= \frac{1}{F_m} \left( y \tilde{F}_r + (F_m \tilde{H}_r - \tilde{F}_r H_m) + (F_m (\tilde{G}_m - \frac{1}{2} \tilde{F}_{m,x}) - \tilde{F}_r (G_m - \frac{1}{2} F_{m,x})) \phi \right)
$$

$$
= \frac{1}{F_m} \frac{D_{m,t_r}}{D_m} + \frac{1}{F_m} \left( y \tilde{F}_r + (F_m (\tilde{G}_m - \frac{1}{2} \tilde{F}_{m,x}) - \tilde{F}_r (G_m - \frac{1}{2} F_{m,x})) \right)
$$

$$
\times \left( F_m y^2 + A_m y + \frac{2}{3} F_m S_m \varepsilon(m) D_m^{-1} \right)
$$

$$
= \frac{2}{3} \frac{F_m (G_m - \frac{1}{2} \tilde{F}_{m,x}) - \tilde{F}_r (G_m - \frac{1}{2} F_m}}{\varepsilon(m) D_m} (3y^2 + S_m) - \frac{1}{3} \sum_{k=1}^{m-1} \frac{\mu_{j,k}}{z - \mu_j} + \frac{y \tilde{F}_r}{F_m}
$$

$$
= - \frac{\mu_{j,t_r}}{z - \mu_j} + y \tilde{F}_r \frac{D_{m,t_r}}{D_m} + O(1) = - \frac{\mu_{j,t_r}}{z - \mu_j} + O(1)
$$

(6.26)

as $P \to \hat{\mu}_j(x, t_r)$. More concisely,

$$
I_r(P, x_0, s) = \frac{\partial}{\partial s}(z - \mu_j(x_0, s)) \quad \text{for } P \text{ near } \hat{\mu}_j(x_0, t_r).
$$

(6.27)

Hence

$$
\exp \left( \int_{t_{0,r}}^{t_r} ds \left( \frac{\partial}{\partial s} \ln(z - \mu_j(x_0, s)) + O(1) \right) \right)
$$

$$
= \begin{cases} 
(z - \mu_j(x_0, t_r))O(1) & \text{for } P \text{ near } \hat{\mu}_j(x_0, t_r) \neq \hat{\mu}_j(x_0, t_{0,r}), \\
O(1) & \text{for } P \text{ near } \hat{\mu}_j(x_0, t_r) = \hat{\mu}_j(x_0, t_{0,r}), \\
(z - \mu_j(x_0, t_{0,r}))^{-1}O(1) & \text{for } P \text{ near } \hat{\mu}_j(x_0, t_{0,r}) \neq \hat{\mu}_j(x_0, t_r),
\end{cases}
$$

(6.28)
where \( O(1) \neq 0 \) in (5.23). Consequently, all zeros and poles of \( \psi \) and \( \Psi \) on \( K_{m-1} \setminus \{ P_\infty \} \) are simple and coincide. It remains to identify the essential singularity of \( \psi \) and \( \Psi \) at \( P_\infty \). By (5.22) we see that the singularities in the exponential terms of \( \psi \) and \( \Psi \) coincide. The uniqueness result in Lemma A.26 for Baker-Akhiezer functions completes the proof that \( \psi = \Psi \) on \( \hat{\Omega}_\mu \). The extension of the result from \( (x, t_r) \in \hat{\Omega}_\mu \) to \( (x, t_r) \in \Omega_\mu \) follows from the continuity of \( \alpha_{P_0} \) and the hypothesis that \( D_{\hat{\mu}(x, t_r)} \) is nonspecial for \( (x, t_r) \in \Omega_\mu \). □

The straightening out of the Bsq flows by the Abel map is contained in our next result.

**Theorem 6.4.** Assume that the curve \( K_{m-1} \) is nonsingular, and let \( (x, t_r), (x_0, t_0, r) \in \mathbb{C}^2 \). Then

\[
\alpha_{P_0}(D_{\hat{\mu}(x, t_r)}) = \alpha_{P_0}(D_{\hat{\mu}(x_0, t_0, r)}) + U_2^{(2)}(x - x_0) + U_{r+1}^{(2)}(t_r - t_0, r),
\]

(6.29)

and

\[
\alpha_{P_0}(\hat{\nu}_0(x, t_r)) + \alpha_{P_0}(D_{\hat{\mu}(x, t_r)}) = \alpha_{P_0}(\hat{\nu}_0(x_0, t_0, r)) + \alpha_{P_0}(D_{\hat{\mu}(x_0, t_0, r)}) + U_2^{(2)}(x - x_0) + U_{r+1}^{(2)}(t_r - t_0, r).
\]

(6.30)

**Proof.** As in the context of Theorem 4.6, it suffices to prove (6.29). Temporarily assume that \( D_{\hat{\mu}(x, t_r)} \) is nonspecial for \( (x, t_r) \in \Omega_\mu \subseteq \mathbb{C}^2 \), where \( \Omega_\mu \) is open and connected. Introduce the meromorphic differential

\[
\Omega(x, x_0, t_r, t_0, r) = \frac{\partial}{\partial z} \ln(\psi(\cdot, x, x_0, t_r, t_0, r))dz.
\]

(6.31)

From the representation (5.23) one infers

\[
\Omega(x, x_0, t_r, t_0, r) = -(x - x_0)\omega_{P_\infty, 2}^{(2)} - (t_r - t_0, r)\tilde{\Omega}_{P_\infty, r+1}^{(2)} - \sum_{j=1}^{m-1} \omega_{\hat{\mu}_j(x_0, t_0, r), \hat{\mu}_j(x, t_r)} + \omega,
\]

(6.32)

where \( \omega \) denotes a holomorphic differential on \( K_{m-1} \), that is, \( \omega = \sum_{j=1}^{m-1} e_j \omega_j \) for some \( e_j \in \mathbb{C}, j = 1, \ldots, m - 1 \). Since \( \psi(\cdot, x, x_0, t_r, t_0, r) \) is single-valued on \( K_{m-1} \), all \( a \) and \( b \)-periods of \( \Omega \) are integer multiples of \( 2\pi i \) and hence

\[
2\pi i m_k = \int_{a_k} \Omega(x, x_0, t_r, t_0, r) = \int_{a_k} \omega = e_k, \quad j = 1, \ldots, m - 1
\]

(6.33)

for some \( m_k \in \mathbb{Z} \). Similarly, for some \( n_k \in \mathbb{Z} \),

\[
2\pi i n_k = \int_{b_k} \Omega(x, x_0, t_r, t_0, r) = -(x - x_0) \int_{b_k} \omega_{P_\infty, 2}^{(2)} - (t_r - t_0, r) \int_{b_k} \tilde{\Omega}_{P_\infty, r+1}^{(2)}
\]

\[
- \sum_{j=1}^{m-1} \int_{b_k} \omega_{\hat{\mu}_j(x_0, t_0, r), \hat{\mu}_j(x, t_r)} + 2\pi i \sum_{j=1}^{m-1} m_j \int_{b_k} \omega_j
\]

\[
= -(x - x_0) \int_{b_k} \omega_{P_\infty, 2}^{(2)} - (t_r - t_0, r) \int_{b_k} \tilde{\Omega}_{P_\infty, r+1}^{(2)} - 2\pi i \sum_{j=1}^{m-1} \int_{b_k} \hat{\mu}_j(x_0, t_0, r) \omega_k
\]

\[
+ 2\pi i \sum_{j=1}^{m-1} m_j \int_{b_k} \omega_j = -2\pi i (x - x_0) U_2^{(2)} - 2\pi i (t_r - t_0, r) \tilde{U}_{r+1}^{(2), k}
\]
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$$+ 2\pi i \alpha_{P_0,k}(\mathcal{D}_{\hat{\mu}(x,t_r)}) - 2\pi i \alpha_{P_0,k}(\mathcal{D}_{\hat{\mu}(x_0,t_0,r)}) + 2\pi i \sum_{j=1}^{m-1} m_j \tau_{j,k}, \quad (6.34)$$

where we used (A.36). By symmetry of $\tau$ (see Theorem A.4) this is equivalent to

$$\alpha_{P_0}(\mathcal{D}_{\hat{\mu}(x,t_r)}) = \alpha_{P_0}(\mathcal{D}_{\hat{\mu}(x_0,t_0,r)}) + U_{(2)}(x-x_0) + \tilde{U}_{(2)}(t_r-t_0,r), \quad (6.35)$$

for $$(x,t_r) \in \Omega_{\mu}.$$ This result extends from $$(x,t_r) \in \Omega_{\mu}$$ to $$(x,t_r) \in \mathbb{C}^2$$ using the continuity of $\alpha_{P_0}$ and the fact that positive nonspecial divisors are dense in the space of positive divisors (cf. [13], p. 95).

Our principal result, the theta function representation of the class of time-dependent algebro-geometric quasi-periodic Bsq solutions now quickly follows from the material prepared thus far.

**Theorem 6.5.** Assume that the curve $\mathcal{K}_{m-1}$ is nonsingular and let $$(x,t_r) \in \Omega_{\mu},$$ where $\Omega_{\mu} \subseteq \mathbb{C}^2$ is open and connected. Suppose also that $\mathcal{D}_{\hat{\mu}(x,t_r)},$ or equivalently, $\mathcal{D}_{\hat{\nu}(x,t_r)}$ is nonspecial. Then

$$q_0(x,t_r) = 3 \partial^{(2)}_{U_{(2)}} \ln(\theta(z(P_{\infty},\hat{\mu}(x,t_r)))) + (3/2)w, \quad (6.36)$$

$$q_1(x,t_r) = 3 \partial^2_x \ln(\theta(z(P_{\infty},\hat{\mu}(x,t_r)))) + 3u, \quad (6.37)$$

where $u$ and $w$ are defined by (1.34) and (1.33), respectively, and $\partial^{(2)}_{U_{(2)}}$ denotes the directional derivative introduced in (4.42).

**Proof.** The proof carries over ad verbatim from the stationary case, Theorem 4.7. \(\square\)
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**Appendix A. Algebraic Curves and their Theta Functions in a Nutshell**

This appendix treats some of the basic aspects of complex algebraic curves and their theta functions as used at numerous places in this paper. The material below is standard (see, e.g., [1], [13], [28], [32], and [41]), and we include it for two major reasons: On the one hand it allows us to introduce a large part of the notation used in Sections 4 and 6 (which otherwise would take up considerable space and disrupt the flow of arguments in these sections) and on the other hand, it permits a fairly self-contained presentation of the Bsq hierarchy and its algebro-geometric solutions in this paper.

**Definition A.1.** An affine plane (complex) algebraic curve $\mathcal{K}$ is the locus of zeros in $\mathbb{C}^2$ of a (nonconstant) polynomial $F(z,y)$ in two variables. The polynomial $F$ is called nonsingular at a root $(z_0, y_0)$ if

$$\nabla F(z_0, y_0) = (F_z(z_0, y_0), F_y(z_0, y_0)) \neq 0. \quad (A.1)$$

The affine plane curve $\mathcal{K}$ of roots of $F$ is called nonsingular at $P_0 = (z_0, y_0)$ if $F$ is nonsingular at $P_0$. The curve $\mathcal{K}$ is called nonsingular, or smooth, if it is nonsingular at each of its points.
The Implicit Function Theorem allows one to conclude that a smooth affine curve $\mathcal{K}$ is locally a graph and to introduce complex charts on $\mathcal{K}$ as follows. If $\mathcal{F}(P_0) = 0$ with $\mathcal{F}_y(P_0) \neq 0$, there is a holomorphic function $g_{P_0}(z)$ such that in a neighborhood $U_{P_0}$ of $P_0$, the curve $\mathcal{K}$ is characterized by the graph $y = g_{P_0}(z)$. Hence the projection

$$\tilde{\pi}_z: U_{P_0} \to \tilde{\pi}_z(U_{P_0}) \subset \mathbb{C}, \quad (z, y) \mapsto z,$$

yields a complex chart on $\mathcal{K}$. If, on the other hand, $\mathcal{F}(P_0) = 0$ with $\mathcal{F}_z(P_0) \neq 0$, then the projection

$$\tilde{\pi}_y: U_{P_0} \to \tilde{\pi}_y(U_{P_0}) \subset \mathbb{C}, \quad (z, y) \mapsto y,$$

defines a chart on $\mathcal{K}$. In this way, as long as $\mathcal{K}$ is nonsingular, one arrives at a complex atlas on $\mathcal{K}$. The space $\mathcal{K} \subset \mathbb{C}^2$ is second countable and Hausdorff. In order to obtain a Riemann surface one needs connectedness of $\mathcal{K}$ which is implied by adding the assumption of irreducibility of the polynomial $\mathcal{F}$. Thus, $\mathcal{K}$ equipped with charts (A.2) and (A.3) is a Riemann surface if $\mathcal{F}$ is nonsingular and irreducible. Affine plane curves $\mathcal{K}$ are unbounded as subsets of $\mathbb{C}^2$, and hence noncompact. The compactification of $\mathcal{K}$ is conveniently described in terms of the projective plane $\mathbb{C}\mathbb{P}^2$, the set of all one-dimensional (complex) subspaces of $\mathbb{C}^3$.

In order to simplify notations, we temporarily abbreviate $x_0 = x$, $x_1 = y$, and $x_2 = z$. Moreover, we denote the linear span of $(x_2, x_1, x_0) \in \mathbb{C}^3 \setminus \{0\}$ by $[x_2 : x_1 : x_0]$. In particular, $[x_2 : x_1 : x_0] \in \mathbb{C}\mathbb{P}^2$ with $L_\infty = \{[x_2 : x_1 : x_0] \in \mathbb{C}\mathbb{P}^2 \mid x_0 = 0\}$ representing the line at infinity. Since the homogeneous coordinates $[x_2 : x_1 : x_0]$ satisfy

$$[x_2 : x_1 : x_0] = [cx_2 : cx_1 : cx_0], \quad c \in \mathbb{C} \setminus \{0\},$$

the space $\mathbb{C}\mathbb{P}^2$ can be viewed as the quotient space of $\mathbb{C}^3 \setminus \{0\}$ by the multiplicative action of $\mathbb{C} \setminus \{0\}$, that is, $\mathbb{C}\mathbb{P}^2 = (\mathbb{C}^3 \setminus \{0\})/(\mathbb{C} \setminus \{0\})$, and hence $\mathbb{C}\mathbb{P}^2$ inherits a Hausdorff topology which is the quotient topology induced by the natural map

$$\iota: \mathbb{C}^3 \setminus \{0\} \to \mathbb{C}\mathbb{P}^2, \quad (x_2, x_1, x_0) \mapsto [x_2 : x_1 : x_0].$$

Next, define the open sets

$$U^m = \{[x_2 : x_1 : x_0] \in \mathbb{C}\mathbb{P}^2 \mid x_m \neq 0\}, \quad m = 0, 1, 2.$$

Then

$$f^0: U^0 \to \mathbb{C}^2, \quad [x_2 : x_1 : x_0] \mapsto \left(\frac{x_2}{x_0}, \frac{x_1}{x_0}\right),$$

with inverse

$$(f^0)^{-1}: \mathbb{C}^2 \to U^0, \quad (x_2, x_1) \mapsto [x_2 : x_1 : 1],$$

and analogously for functions $f^1$ and $f^2$ (relative to sets $U^1$ and $U^2$, respectively), are homeomorphisms. In particular, $U^0$, $U^1$, and $U^2$ together cover $\mathbb{C}\mathbb{P}^2$. Moreover, $\mathbb{C}\mathbb{P}^2$ is compact since it is covered by the closed unit (poly)disks in $U^0$, $U^1$, and $U^2$.

Let $\mathcal{P}$ be a (nonconstant) homogeneous polynomial of degree $d$ in $(x_2, x_1, x_0)$, that is,

$$\mathcal{P}(cx_2, cx_1, cx_0) = c^d \mathcal{P}(x_2, x_1, x_0),$$

and introduce

$$\overline{\mathcal{K}} = \{[x_2 : x_1 : x_0] \in \mathbb{C}\mathbb{P}^2 \mid \mathcal{P}(x_2, x_1, x_0) = 0\}.$$
The set \( \overline{\mathcal{K}} \) is well-defined (even though \( \mathcal{P}(u,v,w) \) is not for \([u : v : w] \in \mathbb{CP}^2\) and closed in \( \mathbb{CP}^2 \). The intersections,
\[
\mathcal{K}^m = \overline{\mathcal{K}} \cap U^m, \quad m = 0, 1, 2
\]
are affine plane curves when transported to \( \mathbb{C}^2 \), that is,
\[
\mathcal{K}^0 \cong \{(x_2, x_1) \in \mathbb{C}^2 \mid \mathcal{P}(x_2, x_1, 1) = 0\}
\]
represents the affine curve \( \mathcal{F}(z, y) = 0 \), where \( \mathcal{F}(x_2, x_1) = \mathcal{P}(x_2, x_1, 1) \), and analogously for \( \mathcal{K}^1 \) and \( \mathcal{K}^2 \). We recall that \( \mathcal{F}(x_2, x_1) \) is irreducible if and only if \( \mathcal{P}(x_2, x_1, x_0) \) is irreducible.

Given the affine curve defined by \( \mathcal{F}(x_2, x_1) = 0 \), the associated homogeneous polynomial \( \mathcal{P}(x_2, x_1, x_0) \) can be obtained from
\[
\mathcal{P}(x_2, x_1, x_0) = x_0^d \mathcal{F}\left(\frac{x_2}{x_0}, \frac{x_1}{x_0}\right),
\]
where \( d \) denotes the degree of \( \mathcal{F} \) (and \( \mathcal{P} \)).

The element \([x_2 : x_1 : 0] \in \mathbb{CP}^2\) represents the point at infinity along the direction \( x_2 : x_1 \) in \( \mathbb{C}^2 \) (identifying \([x_2 : x_1 : 0] \in \mathbb{CP}^2 \) and \([x_2 : x_1] \in \mathbb{CP}^1\)). The set of all such elements then represents the line at infinity, \( L_\infty \), and yields the compactification \( \mathbb{CP}^2 \) of \( \mathbb{C}^2 \). In other words, \( \mathbb{CP}^2 \cong \mathbb{C}^2 \cup L_\infty \), \( \mathbb{CP}^1 \cong \mathbb{C} \cup \{\infty\} \), and \( L_\infty \cong \mathbb{CP}^1 \). The projective plane curve \( \overline{\mathcal{K}} \) then intersects \( L_\infty \) in a finite number of points (the points at infinity).

**Definition A.2.** A projective plane (complex) algebraic curve \( \overline{\mathcal{K}} \) is the locus of zeros in \( \mathbb{CP}^2 \) of a homogeneous polynomial \( \mathcal{P} \) in three variables.

A homogeneous (nonconstant) polynomial \( \mathcal{P}(x_2, x_1, x_0) \) is called nonsingular if there are no common solutions \((x_{2,0}, x_{1,0}, x_{0,0}) \in \mathbb{C}^3 \setminus \{0\}\) of
\[
\mathcal{P}(x_{2,0}, x_{1,0}, x_{0,0}) = 0,
\]
\[
\nabla \mathcal{P}(x_{2,0}, x_{1,0}, x_{0,0}) = (\mathcal{P}_{x_2}, \mathcal{P}_{x_1}, \mathcal{P}_{x_0})(x_{2,0}, x_{1,0}, x_{0,0}) = 0.
\]

The set \( \overline{\mathcal{K}} \) is called a smooth projective plane curve (of degree \( d \in \mathbb{N} \)) if \( \mathcal{P} \) is nonsingular (and of degree \( d \in \mathbb{N} \)).

One verifies that the homogeneous polynomial \( \mathcal{P}(x_2, x_1, x_0) \) is nonsingular if and only if each \( \mathcal{K}^m \) is a smooth affine plane curve in \( \mathbb{C}^2 \). Moreover, any nonsingular homogeneous polynomial \( \mathcal{P}(x_2, x_1, x_0) \) is irreducible and consequently each \( \mathcal{K}^m \) is a Riemann surface for \( m = 0, 1, \) and \( 2 \). The coordinate charts on each \( \mathcal{K}^m \) are simply the projections, that is, \( x_2/x_0 \) and \( x_1/x_0 \) for \( \mathcal{K}^0 \), \( x_2/x_1 \) and \( x_0/x_1 \) for \( \mathcal{K}^1 \), and finally, \( x_1/x_2 \) and \( x_0/x_2 \) for \( \mathcal{K}^2 \). These separate complex structures on \( \mathcal{K}^m \) are compatible on \( \overline{\mathcal{K}} \) and hence induce a complex structure on \( \overline{\mathcal{K}} \).

The zero locus in \( \mathbb{CP}^2 \) of a nonsingular homogeneous polynomial \( \mathcal{P}(x_2, x_1, x_0) \) defines a smooth projective plane curve \( \overline{\mathcal{K}} \) which is a compact Riemann surface. Topologically, this Riemann surface is a sphere with \( g \) handles where
\[
g = (d - 1)(d - 2)/2,
\]
with \( d \) the degree of \( \mathcal{P}(x_2, x_1, x_0) \). In particular, \( \overline{\mathcal{K}} \) has topological genus \( g \) and we indicate this by writing \( \overline{\mathcal{K}}_g \) in our main text, or simply \( \mathcal{K}_g \) if no confusion can arise. In general, the projective curve \( \mathcal{K}_g \) can be singular even though the associated affine curve \( \mathcal{K}^0_g \) is nonsingular.
In this case one has to account for the singularities at infinity and properly amend the genus formula (A.16) according to results of Clebsch, Noether, and Plücker.

If $\mathcal{K}_g$ is a nonsingular projective curve, associated with the homogeneous polynomial $\mathcal{P}(z, y, x)$ of degree $d$, the set of finite branch points of $\mathcal{K}_g$ is given by

$$\{[z : y : 1] \in \mathbb{C}P^2 \mid \mathcal{P}(z, y, 1) = \mathcal{P}_y(z, y, 1) = 0\}. \quad (A.17)$$

Similarly, branch points at infinity are defined by

$$\{[z : y : 0] \in \mathbb{C}P^2 \mid \mathcal{P}(z, y, 0) = \mathcal{P}_y(z, y, 0) = 0\}. \quad (A.18)$$

The set of branch points $\mathcal{B}$ of $\mathcal{K}_g$ then being the union of points in (A.17) and (A.18). Given $\mathcal{B} = \{P_1, \ldots, P_r\}$ one can cut the complex plane along smooth nonintersecting curves $\mathcal{C}_q$ (e.g., straight lines if $P_1, \ldots, P_r$ are arranged suitably) connecting $P_q$ and $P_{q+1}$ for $q = 1, \ldots, r - 1$, and defines holomorphic functions $f_1, \ldots, f_d$ on the cut plane $\Pi = \mathbb{C} \setminus \cup_{q=1}^{r-1} \mathcal{C}_q$ such that

$$\mathcal{P}(z, y, 1) = 0 \text{ for } y \in \Pi \text{ if and only if } y = f_j(z) \text{ for some } j \in \{1, \ldots, d\}. \quad (A.19)$$

This yields a topological construction of $\mathcal{K}_g$ by appropriately gluing together $d$ copies of the cut plane $\Pi$, the result being a sphere with $g$ handles ($g$ depending on the order of the branch points in $\mathcal{B}$). If $\mathcal{K}_g$ is singular, this procedure requires appropriate modifications.

Next, choose a homology basis $\{a_j, b_j\}_{j=1}^g$ on $\mathcal{K}_g$ for some $g \in \mathbb{N}$ in such a way that the intersection matrix of the cycles satisfies

$$a_j \circ b_k = \delta_{j,k}, \quad j, k = 1, \ldots, g \quad (A.20)$$

(with $a_j$ and $b_k$ intersecting to form a right-handed coordinate system).

Turning briefly to meromorphic differentials (1-forms) on $\mathcal{K}_g$, we state the following result.

**Theorem A.3** (Riemann’s period relations). Let $g \in \mathbb{N}$ and suppose $\omega$ and $\nu$ to be closed differentials (1-forms) on $\mathcal{K}_g$. Then

(i)

$$\int_{\mathcal{K}_g} \omega \wedge \nu = \sum_{j=1}^g \left( \left( \int_{a_j} \omega \right) \left( \int_{b_j} \nu \right) - \left( \int_{b_j} \omega \right) \left( \int_{a_j} \nu \right) \right). \quad (A.21)$$

If, in addition $\omega$ and $\nu$ are holomorphic 1-forms on $\mathcal{K}_g$, then

$$\sum_{j=1}^g \left( \left( \int_{a_j} \omega \right) \left( \int_{b_j} \nu \right) - \left( \int_{b_j} \omega \right) \left( \int_{a_j} \nu \right) \right) = 0. \quad (A.22)$$

(ii) If $\omega$ is a nonzero holomorphic 1-form on $\mathcal{K}_g$, then

$$\text{Im} \left( \sum_{j=1}^g \left( \int_{a_j} \omega \right) \left( \int_{b_j} \omega \right) \right) > 0. \quad (A.23)$$

The proof of Theorem A.3 is usually based on Stokes’ theorem and a canonical dissection of $\mathcal{K}_g$ along its cycles yielding the simply connected interior $\hat{\mathcal{K}}_g$ of the fundamental polygon $\partial\hat{\mathcal{K}}_g$ given by

$$\partial\hat{\mathcal{K}}_g = a_1 b_1 a_1^{-1} b_1^{-1} a_2 b_2 a_2^{-1} b_2^{-1} \ldots a_g^{-1} b_g^{-1}. \quad (A.24)$$
Given the cycles \( \{a_j, b_j\}_{j=1}^g \), we denote by \( \{\omega_j\}_{j=1}^g \) a normalized basis of the space of holomorphic differentials (also called Abelian differentials of the first kind, denoted \( df_k \)) on \( \mathcal{K}_g \), that is,
\[
\int_{a_j} \omega_k = \delta_{j,k}, \quad j, k = 1, \ldots, g. \tag{A.25}
\]
The \( b \)-periods of \( \omega_k \) are then defined by
\[
\tau_{j,k} = \int_{b_j} \omega_k, \quad j, k = 1, \ldots, g. \tag{A.26}
\]

Theorem A.3 then implies the following result.

**Theorem A.4.** The matrix \( \tau \) is symmetric, that is,
\[
\tau_{j,k} = \tau_{k,j}, \quad j, k = 1, \ldots, g, \tag{A.27}
\]
with a positive definite imaginary part,
\[
\text{Im}(\tau) = (\tau - \tau^*)/(2i) > 0. \tag{A.28}
\]

Abelian differentials of the second kind (abbreviated \( dsk \)), say \( \omega^{(2)} \), are characterized by the property that all their residues vanish. They are normalized by the vanishing of all their \( a \)-periods (achieved by adding a suitable linear combination of \( df_k \)'s)
\[
\int_{a_j} \omega^{(2)} = 0, \quad j = 1, \ldots, g, \tag{A.29}
\]
which determines them uniquely. (We will always assume that the poles of \( dsk \)'s on \( \mathcal{K}_g \) lie in \( \mathcal{K}_g \), that is, do not lie on \( \partial \mathcal{K}_g \). This can always be achieved by an appropriate choice of the cycles \( a_j \) and \( b_j \).) We may add in this context that the sum of the residues of any meromorphic differential \( \nu \) on \( \mathcal{K}_g \) vanishes, the residue at a pole \( Q_0 \in \mathcal{K}_g \) of \( \nu \) being defined by
\[
\text{res}_{Q_0}(\nu) = \frac{1}{2\pi i} \int_{\gamma_{Q_0}} \nu, \tag{A.30}
\]
where \( \gamma_{Q_0} \) is a smooth, simple, closed contour, oriented counter-clockwise, encircling \( Q_0 \), but no other pole of \( \nu \).

**Theorem A.5.** Let \( g \in \mathbb{N} \). Assume \( \omega^{(2)}_{Q_1,n} \) to be a \( dsk \) on \( \mathcal{K}_g \), whose only pole is \( Q_1 \in \mathcal{K}_g \) with principal part \( \zeta^{n}_{Q_1} d\zeta_{Q_1} \), for some \( n \in \mathbb{N}_0 \) and \( \omega^{(1)} \) a \( df_k \) on \( \mathcal{K}_g \) of the type \( \omega^{(1)} = \sum_{m=0}^{\infty} c_m(Q_1)\zeta^{m}_{Q_1} d\zeta_{Q_1} \) near \( Q_1 \). Then
\[
\sum_{j=1}^{g} \left( \left( \int_{a_j} \omega^{(1)} \right) \left( \int_{b_j} \omega^{(2)}_{Q_1,n} \right) - \left( \int_{b_j} \omega^{(1)} \right) \left( \int_{a_j} \omega^{(2)}_{Q_1,n} \right) \right) = \frac{2\pi i}{(n-1)} c_{n-2}(Q_1), \quad n \geq 2. \tag{A.31}
\]
In particular, if \( \omega^{(2)}_{Q_1,n} \) is normalized and \( \omega^{(1)} = \omega_j = \sum_{m=0}^{\infty} c_{j,m}(Q_1)\zeta^{m}_{Q_1} d\zeta_{Q_1} \), then
\[
\int_{b_j} \omega^{(2)}_{Q_1,n} = \frac{2\pi i}{(n-1)} c_{j,n-2}(Q_1), \quad n \geq 2, \quad j = 1, \ldots, g. \tag{A.32}
\]
Any meromorphic differential $\omega^{(3)}$ on $K_g$ not of the first or second kind is said to be of the third kind, written $dtk$. It is common to normalize a $dtk$ $\omega^{(3)}$, by the vanishing of its $a$-periods, that is, by

$$\int_{a_j} \omega^{(3)} = 0, \quad j = 1, \ldots, g.$$  \hfill (A.33)

A normal $dtk$, denoted $\omega^{(3)}_{Q_1, Q_2}$, associated with two distinct points $Q_1, Q_2 \in \hat{K}_g$ by definition has simple poles at $Q_\ell$ with residues $(-1)^{\ell+1}$ for $\ell = 1$ and 2, vanishing $a$-periods, and is holomorphic anywhere else.

**Theorem A.6.** Let $g \in \mathbb{N}$. Suppose $\omega^{(3)}$ to be a $dtk$ on $K_g$ whose only singularities are simple poles at $Q_n \in \hat{K}_g$ with residues $c_n$ for $n = 1, \ldots, N$. Denote by $\omega^{(1)}$ a $dsk$ on $K_g$. Then

$$\sum_{j=1}^{g} \left( \int_{a_j} \omega^{(1)} \right) \left( \int_{b_j} \omega^{(3)} \right) - \left( \int_{a_j} \omega^{(3)} \right) = 2\pi i \sum_{n=1}^{N} c_n \int_{Q_0}^{Q_n} \omega^{(1)},$$  \hfill (A.34)

where $Q_0 \in \hat{K}_g$ is any fixed base point. In particular, if $\omega^{(3)}$ is normalized and $\omega^{(1)} = \omega_j$, then

$$\int_{b_j} \omega^{(3)} = 2\pi i \sum_{n=1}^{N} c_n \int_{Q_0}^{Q_n} \omega_j, \quad j = 1, \ldots, g.$$  \hfill (A.35)

Moreover, if $\omega^{(3)}_{Q_1, Q_2}$ is a normal $dtk$ on $K_g$ holomorphic on $K_g \setminus \{Q_1, Q_2\}$, then

$$\int_{b_j} \omega^{(3)}_{Q_1, Q_2} = 2\pi i \int_{Q_2}^{Q_1} \omega_j, \quad j = 1, \ldots, g.$$  \hfill (A.36)

We shall always assume (without loss of generality) that all poles of $dsk$’s and $dtk$’s on $K_g$ lie on $\hat{K}_g$ (i.e., not on $\partial \hat{K}_g$) and that integration paths on the right hand side of (A.34)–(A.36) do not touch any cycles $a_j$ or $b_k$.

Next, we turn to divisors on $K_g$ and the Jacobi variety $J(K_g)$ of $K_g$. Let $\mathcal{H}(K_g)$ ($\mathcal{M}(K_g)$) and $\mathcal{H}^1(K_g)$ ($\mathcal{M}^1(K_g)$) denote the set of holomorphic (meromorphic) functions (i.e., 0-forms) and holomorphic (meromorphic) 1-forms on $K_g$ for some $g \in \mathbb{N}_0$.

**Definition A.7.** Let $g \in \mathbb{N}_0$. Suppose $f \in \mathcal{M}(K_g)$, $\omega = h(\zeta_{Q_0})d\zeta_{Q_0} \in \mathcal{M}^1(K_g)$, and $(U_{Q_0}, \zeta_{Q_0})$ a chart near $Q_0 \in K_g$.

(i) If $(f \circ \zeta_{Q_0}^{-1})(\zeta) = \sum_{n=m_0}^{\infty} c_n(\zeta_{Q_0})\zeta^n$ for some $m_0 \in \mathbb{Z}$ (which turns out to be independent of the chosen chart), the order $\nu_f(Q_0)$ of $f$ at $Q_0$ is defined by

$$\nu_f(Q_0) = m_0.$$  \hfill (A.37)

One defines $\nu_f(P) = \infty$ for all $P \in K_g$ if $f$ is identically zero on $K_g$.

(ii) If $h_{Q_0}(\zeta_{Q_0}) = \sum_{n=m_0}^{\infty} d_n(Q_0)\zeta^n_{Q_0}$ for some $m_0 \in \mathbb{Z}$ (which again is independent of the chart chosen), the order $\nu_{\omega}(Q_0)$ of $\omega$ at $Q_0$ is defined by

$$\nu_{\omega}(Q_0) = m_0.$$  \hfill (A.38)

**Definition A.8.** Let $g \in \mathbb{N}_0$.

(i) A divisor $D$ on $K_g$ is a map $D: K_g \to \mathbb{Z}$, where $D(P) \neq 0$ for only finitely many $P \in K_g$. On the set of all divisors Div($K_g$) on $K_g$ one introduces the partial ordering

$$D \geq E \text{ if } D(P) \geq E(P), \quad P \in K_g.$$  \hfill (A.39)
(ii) The degree \( \deg(D) \) of \( D \in \text{Div}(\mathcal{K}_g) \) is defined by
\[
\deg(D) = \sum_{P \in \mathcal{K}_g} D(P).
\] (A.40)

(iii) \( D \in \text{Div}(\mathcal{K}_g) \) is called nonnegative (or effective) if
\[
D \geq 0,
\] (A.41)
where 0 denotes the zero divisor \( 0(P) = 0 \) for all \( P \in \mathcal{K}_g \).

(iv) Let \( D, E \in \text{Div}(\mathcal{K}_g) \). Then \( D \) is called a multiple of \( E \) if
\[
D \geq E.
\] (A.42)

\( D \) and \( E \) are called relatively prime if
\[
D(P)E(P) = 0, \quad P \in \mathcal{K}_g.
\] (A.43)

(v) If \( f \in \mathcal{M}(\mathcal{K}_g) \setminus \{0\} \) and \( \omega \in \mathcal{M}^1(\mathcal{K}_g) \setminus \{0\} \), then the divisor \( (f) \) of \( f \) is defined by
\[
(f): \mathcal{K}_g \to \mathbb{Z}, \quad P \mapsto \nu_f(P)
\] (A.44)
(\( f \) is holomorphic, \( f \in \mathcal{H}(\mathcal{K}_g), \) if and only if \( (f) \geq 0 \)), and the divisor of \( \omega \) is defined by
\[
(\omega): \mathcal{K}_g \to \mathbb{Z}, \quad P \mapsto \nu_\omega(P)
\] (A.45)
(\( \omega \) is a dfk, \( \omega \in \mathcal{H}^1(\mathcal{K}_g), \) if and only if \( (\omega) \geq 0 \)). The divisor \( (f) \) is called a principal divisor, and \( (\omega) \) a canonical divisor.

(vi) The divisors \( D, E \in \text{Div}(\mathcal{K}_g) \) are called equivalent, written \( D \sim E \), if
\[
D - E = (f)
\] for some \( f \in \mathcal{M}(\mathcal{K}_g) \setminus \{0\} \). The divisor class \( [D] \) of \( D \) is defined by
\[
[D] = \{ E \in \text{Div}(\mathcal{K}_g) \mid E \sim D \}.
\] (A.47)

Clearly, \( \text{Div}(\mathcal{K}_g) \) forms an Abelian group with respect to addition of divisors. The principal divisors form a subgroup \( \text{Div}_P(\mathcal{K}_g) \) of \( \text{Div}(\mathcal{K}_g) \). The quotient group \( \text{Div}(\mathcal{K}_g)/\text{Div}_P(\mathcal{K}_g) \) consists of the cosets of divisors, the divisor classes defined in (A.47). Also the set of divisors of degree zero, \( \text{Div}_0(\mathcal{K}_g) \), forms a subgroup of \( \text{Div}(\mathcal{K}_g) \). Since \( \text{Div}_P(\mathcal{K}_g) \subset \text{Div}_0(\mathcal{K}_g) \), one can introduce the quotient group \( \text{Pic}(\mathcal{K}_g) = \text{Div}_0(\mathcal{K}_g)/\text{Div}_P(\mathcal{K}_g) \) called the Picard group of \( \mathcal{K}_g \).

Theorem A.9. Let \( g \in \mathbb{N}_0 \). Suppose \( f \in \mathcal{M}(\mathcal{K}_g) \) and \( \omega \in \mathcal{M}^1(\mathcal{K}_g) \). Then
\[
\deg((f)) = 0 \quad \text{and} \quad \deg((\omega)) = 2(g - 1).
\] (A.48)

Definition A.10. Let \( g \in \mathbb{N}_0 \), and define
\[
\mathcal{L}(D) = \{ f \in \mathcal{M}(\mathcal{K}_g) \mid (f) \geq D \}, \quad \mathcal{L}^1(D) = \{ \omega \in \mathcal{M}^1(\mathcal{K}_g) \mid (\omega) \geq D \}.
\] (A.49)

Both \( \mathcal{L}(D) \) and \( \mathcal{L}^1(D) \) are linear spaces over \( \mathbb{C} \). We denote their (complex) dimensions by
\[
r(D) = \dim \mathcal{L}(D), \quad i(D) = \dim \mathcal{L}^1(D).
\] (A.50)
i(\( D \)) is also called the index of specialty of \( D \).
Lemma A.11. Let \( g \in \mathbb{N}_0 \) and \( D \in \text{Div}(\mathcal{K}_g) \). Then \( \text{deg}(D) \), \( r(D) \), and \( i(D) \) only depend on the divisor class \([D]\) of \( D \) (and not on the particular representative \( D \)). Moreover, for \( \omega \in \mathcal{M}^1(\mathcal{K}_g) \setminus \{0\} \) one infers

\[
i(D) = r(D - (\omega)), \quad D \in \text{Div}(\mathcal{K}_g).
\]

(A.51)

Theorem A.12 (Riemann-Roch). Let \( g \in \mathbb{N}_0 \) and \( D \in \text{Div}(\mathcal{K}_g) \). Then \( r(-D) \) and \( i(D) \) are finite and

\[
r(-D) = \deg(D) + i(D) - g + 1.
\]

(A.52)

In particular, Riemann’s inequality

\[
r(-D) \geq \deg(D) - g + 1
\]

(A.53)

holds.

Next we turn to the Jacobi variety and the Abel map.

Definition A.13. Let \( g \in \mathbb{N} \) and define the period lattice \( L_g \) in \( \mathbb{C}^g \) by

\[
L_g = \{ \tilde{z} \in \mathbb{C}^g \mid \tilde{z} = N + \tau M, \ N, M \in \mathbb{Z}^g \}.
\]

(A.54)

Then the Jacobi variety \( J(\mathcal{K}_g) \) of \( \mathcal{K}_g \) is defined by

\[
J(\mathcal{K}_g) = \mathbb{C}^g / L_g,
\]

(A.55)

and the Abel maps are defined by

\[
\overline{A}_{P_0} : \mathcal{K}_g \to J(\mathcal{K}_g), \quad P \mapsto \overline{A}_{P_0}(P) = (A_{P_0,1}(P), \ldots, A_{P_0,g}(P)) = (\int_{P_0}^P \omega_1, \ldots, \int_{P_0}^P \omega_g) \pmod{L_g},
\]

(A.56)

and

\[
\alpha_{P_0} : \text{Div}(\mathcal{K}_g) \to J(\mathcal{K}_g), \quad D \mapsto \alpha_{P_0}(D) = \sum_{P \in \mathcal{K}_g} D(P) \overline{A}_{P_0}(P),
\]

(A.57)

where \( P_0 \in \mathcal{K}_g \) is a fixed base point and (for convenience only) the same path is chosen from \( P_0 \) to \( P \) for all \( j = 1, \ldots, g \) in \( A.56 \) and \( A.57 \).

Clearly, \( \overline{A}_{P_0} \) is well-defined since changing the path from \( P_0 \) to \( P \) amounts to adding a closed cycle whose contribution in the integral \((A.56)\) consists in adding a vector in \( L_g \). Moreover, \( \alpha_{P_0} \) is a group homomorphism and \( J(\mathcal{K}_g) \) is a complex torus of (complex) dimension \( g \) that depends on the choice of the homology basis \( \{a_j, b_j\}_{j=1}^g \). However, different homology bases yield isomorphic Jacobians, see [13], p. 137, and [28], Section 8(b).

Theorem A.14 (Abel’s theorem). Let \( g \in \mathbb{N} \). Then \( D \in \text{Div}(\mathcal{K}_g) \) is principal if and only if

\[
\deg(D) = 0 \quad \text{and} \quad \alpha_{P_0}(D) = 0.
\]

(A.58)

\(^1\)This convention allows one to avoid the multiplicative version of the Riemann-Roch Theorem at various places in this paper.
Next, we turn to Riemann theta functions and a constructive approach to the Jacobi inversion problem. We assume \( g \in \mathbb{N} \) for the remainder of this appendix.

Given the curve \( \mathcal{K}_g \), the homology basis \( \{a_j, b_j\}_{j=1}^g \), and the matrix \( \tau \) of \( b \)-periods of the \( df_k \)'s \( \{\omega_j\}_{j=1}^g \), the Riemann theta function associated with \( \mathcal{K}_g \) and the homology basis is defined as

\[
\theta(z) = \sum_{n \in \mathbb{Z}^g} \exp \left( 2\pi i(n, z) + \pi i(n, \tau n) \right), \quad z \in \mathbb{C}^g, \tag{A.59}
\]

where \((u, v) = \sum_{j=1}^g \bar{u}_j v_j\) denotes the scalar product in \( \mathbb{C}^g \). Because of (A.28), \( \theta \) is well-defined and represents an entire function on \( \mathbb{C}^g \). Elementary properties of \( \theta \) are, for instance,

\[
\theta(z_1, \ldots, z_{j-1}, -z_j, z_{j+1}, \ldots, z_n) = \theta(z), \quad z = (z_1, \ldots, z_g) \in \mathbb{C}^g, \tag{A.60}
\]

\[
\theta(z + m + \tau n) = \theta(z) \exp \left( -2\pi i(n, z) - \pi i(n, \tau n) \right), \quad m, n \in \mathbb{Z}^g, \quad z \in \mathbb{C}^g. \tag{A.61}
\]

**Lemma A.15.** Let \( \xi \in \mathbb{C}^g \) and define

\[
F: \hat{\mathcal{K}}_g \to \mathbb{C}, \quad P \mapsto \theta(\hat{A}_{P_0}(P) - \xi), \tag{A.62}
\]

where

\[
\hat{A}_{P_0}: \hat{\mathcal{K}}_g \to \mathbb{C}^g, \quad P \mapsto \hat{A}_{P_0}(P) = (\hat{A}_{P_0,1}(P), \ldots, \hat{A}_{P_0,g}(P))
\]

\[= \left( \int_{P_0}^P \omega_1, \ldots, \int_{P_0}^P \omega_g \right). \tag{A.63}
\]

Suppose \( F \) is not identically zero on \( \hat{\mathcal{K}}_g \), that is, \( F \not\equiv 0 \). Then \( F \) has precisely \( g \) zeros on \( \hat{\mathcal{K}}_g \) counting multiplicities.

Lemma A.15 is traditionally proven by integrating \( d\ln(F) \) along \( \partial\hat{\mathcal{K}}_g \).

**Theorem A.16.** Let \( \xi \in \mathbb{C}^g \) and define \( F \) as in (A.62). Assume that \( F \) is not identically zero on \( \hat{\mathcal{K}}_g \), and let \( Q_1, \ldots, Q_g \in \mathcal{K}_g \) be the zeros of \( F \) (multiplicities included) given by Lemma A.15. Define the corresponding positive divisor \( D_Q \) of degree \( g \) on \( \mathcal{K}_g \) by

\[
D_Q: \mathcal{K}_g \to \mathbb{N}_0, \quad P \mapsto D_Q(P) = \begin{cases} m & \text{if } P \text{ occurs } m \text{ times in } \{Q_1, \ldots, Q_g\}, \\ 0 & \text{if } P \not\in \{Q_1, \ldots, Q_g\}, \end{cases} \quad Q = (Q_1, \ldots, Q_g), \tag{A.64}
\]

and recall the Abel map \( \alpha_{P_0} \) in (A.57). Then there exists a vector \( \Xi_{P_0} \in \mathbb{C}^g \), the vector of Riemann constants, such that

\[
\alpha_{P_0}(D_Q) = (\xi - \Xi_{P_0})(\text{mod } L_g). \tag{A.65}
\]

The vector \( \Xi_{P_0} = (\Xi_{P_0,1}, \ldots, \Xi_{P_0,g}) \) is given by

\[
\Xi_{P_0,j} = \frac{1}{2} (1 + \tau_{jj}) - \sum_{\ell=1, \ell\neq j}^g \int_{a_\ell} \omega_\ell(P) \int_{P_0}^P \omega_j, \quad j = 1, \ldots, g. \tag{A.66}
\]
For the proof of Theorem A.16 one integrates $\tilde{A}_{P_0}(P)d\ln(F(P))$ along $\partial \hat{K}_g$. Clearly, $\Xi_{P_0}$ depends on the base point $P_0$ and on the choice of the homology basis $\{a_j,b_j\}_{j=1}^g$.

Remark A.17. Theorem A.14 yields a partial solution of Jacobi’s inversion problem which can be stated as follows: Given $\xi \in \mathbb{C}^g$, find a divisor $D_\xi \in \text{Div}(K_g)$ such that

$$\alpha_{r_0}(D_\xi) = \xi (\text{mod} \, L_g).$$

(A.67)

Indeed, if $\tilde{F}(P) = \theta(\Xi_{P_0} - \tilde{A}_{P_0}(P) + \xi) \neq 0$ on $\hat{K}_g$, the zeros $Q_1, \ldots, Q_g \in \hat{K}_g$ of $\tilde{F}$ (guaranteed by Lemma A.13) satisfy Jacobi’s inversion problem by (A.67). Thus it remains to specify conditions such that $\tilde{F} \neq 0$ on $\hat{K}_g$.

Remark A.18. While $\theta(z)$ is well-defined (in fact, entire) for $z \in \mathbb{C}^g$, it is not well-defined on $J(K_g) = \mathbb{C}^g/L_g$ because of (A.61). Nevertheless, $\theta$ is a “multiplicative function” on $J(K_g)$ since the multipliers in (A.61) cannot vanish. In particular, if $z_1 = z_2 (\text{mod} \, L_g)$, then $\theta(z_1) = 0$ if and only if $\theta(z_2) = 0$. Hence it is meaningful to state that $\theta$ vanishes at points of $J(K_g)$. Since the Abel map $\tilde{A}_{P_0}$ maps $K_g$ into $J(K_g)$, the function $\theta(\tilde{A}_{P_0}(P) - \xi)$ for $\xi \in \mathbb{C}^g$, becomes a multiplicative function on $K_g$. Again it makes sense to say that $\theta(\tilde{A}_{P_0}(P) - \xi)$ vanishes at points of $K_g$.

In the following we use the obvious notation

$$X + Y = \{(x + y) \in J(K_g) \mid x \in X, y \in Y\},$$

$$-X = \{-x \in J(K_g) \mid x \in X\},$$

$$X + z = \{(x + z) \in J(K_g) \mid x \in X\},$$

for $X, Y \subset J(K_g)$ and $z \in J(K_g)$. Furthermore, we may identify the $n$th symmetric power of $K_g$, denoted $\sigma^n K_g$, with the set of nonnegative divisors of degree $n \in \mathbb{N}$ on $K_g$. Moreover, we introduce the convenient notation ($N \in \mathbb{N}$)

$$D_{P_0 \xi} = D_{P_0} + D_\xi, \quad D_\xi = D_{Q_1} + \cdots + D_{Q_N}, \quad \xi = (Q_1, \ldots, Q_N) \in \sigma^N K_g,$$

(A.69)

where for any $Q \in K_g$,

$$D_Q \colon K_g \to \mathbb{N}_0, \quad P \mapsto D_Q(P) = \begin{cases} 1 & \text{for } P = Q, \\ 0 & \text{for } P \in K_g \backslash \{Q\}. \end{cases}$$

(A.70)

Definition A.19. (i) Define

$$\mathcal{W}_0 = \{(\emptyset) \subset J(K_g)\}, \quad \mathcal{W}_n = \alpha_{r_0}(\sigma^n K_g), \quad n \in \mathbb{N}.$$  

(A.71)

(ii) A positive divisor $D \in \text{Div}(K_g)$ is called special if $i(D) \geq 1$, otherwise $D$ is called nonspecial.

(iii) $Q \in K_g$ is called a Weierstrass point of $K_g$ if $i(gD_Q) \geq 1$, where $gD_Q = \sum_{j=1}^g D_Q$.

Remark A.20. (i) Since $i(D_P) = 0$ for all $P \in K_1$, the curve $K_1$ has no Weierstrass points. For $g \geq 2$, and $K_g$ hyperelliptic, the Weierstrass points of $K_g$ are given precisely by the $2g + 2$ branch points of $K_g$.

(ii) The special divisors of the type $D_Q$ with $Q = (Q_1, \ldots, Q_N) \in \sigma^N K_g$ and $\deg(Q) = N \geq g$ are precisely the critical points of the Abel map $\tilde{A}_{P_0} : \sigma^N K_g \to J(K_g)$, that is, the set of points $D$ at which the rank of the differential $d\tilde{A}_{P_0}$ is less than $g$. 
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(iii) While $\sigma^m K_g \not\subset \sigma^n K_g$ for $m < n$, one has $W_{m} \subset W_{n}$ for $m < n$. Thus $W_{n} = J(K_g)$ for $n \geq g$ by Theorem A.12.

**Theorem A.21.** The set $W_{g-1} + \Xi_{P_0} \subset J(K_g)$ is the complete set of zeros of $\theta$ on $J(K_g)$, that is,

$$\theta(X) = 0 \text{ if and only if } X \in W_{g-1} + \Xi_{P_0}$$

(i.e., if and only if $X = (\alpha_{P_0}(D) + \Xi_{P_0}) (\text{mod } L_g)$ for some $D \in \sigma^{g-1} K_g$.) The set $W_{g-1} + \Xi_{P_0}$ has complex dimension $g - 1$.

**Theorem A.22** (Riemann’s vanishing theorem). Let $\xi \in \mathbb{C}^g$.

(i) If $\theta(\xi) \neq 0$, then there exists a unique $D \in \sigma^g K_g$ such that

$$\xi = (\alpha_{P_0}(D) + \Xi_{P_0}) (\text{mod } L_g)$$

and

$$i(D) = 0. \quad (A.74)$$

(ii) If $\theta(\xi) = 0$ and $g = 1$, then

$$\xi = \Xi_{P_0} (\text{mod } L_1) = 2^{-1}(1 + \tau)(\text{mod } L_1), \quad L_1 = \mathbb{Z} + \tau \mathbb{Z}, \quad -i\tau > 0. \quad (A.75)$$

(iii) Assume $\theta(\xi) = 0$ and $g \geq 2$. Let $s \in \mathbb{N}$ with $s \leq g - 1$ be the smallest integer such that $\theta(W_s - W_{g-1} - \xi) \neq 0$ (i.e., there exist $E, F \in \sigma^g K_g$ with $E \neq F$ such that $\theta(\alpha_{P_0}(E) - \alpha_{P_0}(F) - \xi) \neq 0$). Then there exists a $D \in \sigma^{g-1} K_g$ such that

$$\xi = (\alpha_{P_0}(D) + \Xi_{P_0}) (\text{mod } L_g)$$

and

$$i(D) = s. \quad (A.77)$$

All partial derivatives of $\theta$ with respect to $A_{P_0,j}$ for $j = 1, \ldots, g$ of order strictly less than $s$ vanish at $\xi$, whereas at least one partial derivative of $\theta$ of order $s$ is nonzero at $\xi$. Moreover, $s \leq (g + 1)/2$ and the integer $s$ is the same for $\xi$ and $-\xi$.

Note that there is no explicit reference to the base point $P_0$ in the formulation of Theorem A.22 since the set $W_s - W_{g-1} \subset J(K_g)$ is independent of the base point while $W_s$ alone is not.

**Theorem A.23** (Jacobi’s inversion theorem). The map $\alpha_{P_0}$ is surjective. More precisely, given $\xi = (\xi + \Xi_{P_0}) \in \mathbb{C}^g$, the divisors $D$ in (A.73) and (A.76) (resp. $D = D_{P_0}$ if $g = 1$) solve the Jacobi inversion problem for $\xi \in \mathbb{C}^g$.

We summarize some of this analysis in the following remark.

**Remark A.24.** Consider the function

$$G(P) = \theta(\Xi_{P_0} - \widehat{A}_{P_0}(P)) + \sum_{j=1}^{g} \widehat{A}_{P_0}(Q_j)), \quad P, Q_j \in K_g, \quad j = 1, \ldots, g$$

on $K_g$. Then

$$G(Q_k) = \theta(\Xi_{P_0} + \sum_{j=1}^{g} \widehat{A}_{P_0}(Q_j)) = \theta(\Xi_{P_0} + \alpha_{P_0}(D_{Q_1,\ldots,Q_{k-1},Q_{k+1},\ldots,Q_g})) = 0,$$
by Theorem A.24. Moreover, by Lemma A.13 and Theorem A.22, the points $Q_1, \ldots, Q_g$ are the only zeros of $G$ on $K_g$ if and only if $D_Q$ is nonspecial, that is, if and only if

$$i(P_Q) = 0, \quad Q = (Q_1, \ldots, Q_g) \in \sigma^g K_g. \quad (A.80)$$

Conversely, $G \equiv 0$ on $K_g$ if and only if $D_Q$ is special, that is, if and only if $i(P_Q) \geq 1$.

We also mention the elementary change in the Abel map and in Riemann’s vector if one changes the base point,

$$A_{P_1} = (A_{P_0} - A_{P_0}(P_1)) \pmod{L_g}, \quad (A.81)$$

$$\Xi_{P_1} = (\Xi_{P_0} + (g-1)A_{P_0}(P_1)) \pmod{L_g}, \quad P_0, P_1 \in K_g. \quad (A.82)$$

**Remark A.25.** Let $\xi \in J(K_g)$ be given, assume that $\theta(\Xi_{P_0} - A_{P_0}(\cdot) + \xi) \neq 0$ on $K_g$ and suppose that $\frac{A_{P_0}^{-1}(\xi)}{g} = (Q_1, \ldots, Q_g) \in \sigma^g K_g$ is the unique solution of Jacobi’s inversion problem. Let $f \in \mathcal{M}(K_g) \setminus \{0\}$ and suppose $f(Q_j) \neq \infty$ for $j = 1, \ldots, g$. Then $\xi$ uniquely determines the values $f(Q_1), \ldots, f(Q_g)$. Moreover, any symmetric function of these values is a single-valued meromorphic function of $\xi \in J(K_g)$, that is, an Abelian function on $J(K_g)$. Any such meromorphic function on $J(K_g)$ can be expressed in terms of the Riemann theta function on $K_g$. For instance, for the elementary symmetric functions of the second kind (Newton polynomials) one obtains from the residue theorem in analogy to the proof of Lemma A.13 that

$$\sum_{j=1}^g f(Q_j)^n = \sum_{j=1}^g \int_{a_j} f(P)^n \omega_j(P) - \sum_{P_r \in K_g} \operatorname{res}_{P_r} \left( f(P)^n d \ln \left( \theta (\Xi_{P_0} - A_{P_0} + \xi) \right) \right), \quad (A.83)$$

where an appropriate homology basis $\{a_j, b_j\}_{j=1}^g$ with $\partial \tilde{K}_g = a_1 b_1^{-1} b_1^{-1} \ldots a_g^{-1} b_1^{-1}$ avoiding $\{Q_1, \ldots, Q_g\}$ and the poles $\{P_r\}$ of $f$ has been chosen. (We also note that Lemma A.13 just corresponds to the case $n = 0$ in (A.83).)

Finally, we formulate the following auxiliary result (cf., e.g., Lemma 3.4 in [23]).

**Lemma A.26.** Let $\psi(\cdot, x), \ x \in \mathcal{U}, \mathcal{U} \subseteq \mathbb{R}$ open, be meromorphic on $K_g \setminus \{P_\infty\}$ with an essential singularity at $P_\infty$ (and $\tilde{\Omega}_{P_\infty, r+1}^{(2)}$ defined as in (1.3)) such that $\tilde{\psi}(\cdot, x)$ defined by

$$\tilde{\psi}(\cdot, x) = \psi(\cdot, x) \exp \left( -i(x-x_0) \int_{P_0}^P \tilde{\Omega}_{P_\infty, r+1}^{(2)} \right) \quad (A.84)$$

is multi-valued meromorphic on $K_n$ and its divisor satisfies

$$\tilde{\psi}(\cdot, x) \geq -D_{\tilde{\mu}(x)}. \quad (A.85)$$

Define a divisor $D_0(x)$ by

$$\tilde{\psi}(\cdot, x) = D_0(x) - D_{\tilde{\mu}(x)}. \quad (A.86)$$

Then

$$D_0(x) \in \sigma^g K_g, \quad D_0(x) \geq 0, \quad \deg(D_0(x)) = g. \quad (A.87)$$

Moreover, if $D_0(x)$ is nonspecial for all $x \in \mathcal{U}$, that is, if $i(D_0(x)) = 0$, then $\psi(\cdot, x)$ is unique up to a constant multiple (which may depend on $x \in \mathcal{U}$).
APPENDIX B. TRIGONAL CURVES OF BOUSSINESQ-TYPE

We give a brief summary of some of the fundamental properties and notations needed from the theory of trigonal curves of Boussinesq-type (i.e., those with a triple point at infinity).

First we investigate what happens at the point (or possibly points) at infinity on our Bsq-type curves. Fix $g \in \mathbb{N}$. The Bsq-type curve $\mathcal{K}_g$ of arithmetic genus $g = m - 1$ is defined by

$$\mathcal{F}_{m-1}(z, y) = y^3 + y S_m(z) - T_m(z) = 0,$$

$$S_m(z) = \sum_{p=0}^{2n-1+\varepsilon} s_{m,p} z^p, \quad T_m(z) = z^m + \sum_{q=0}^{m-1} t_{m,q} z^q,$$

$$m = 3n + \varepsilon, \quad \varepsilon \in \{1, 2\}, \quad n \in \mathbb{N}_0.$$  \hfill (B.1)

Following the treatment in [46] one substitutes the variable $u = z^{-1}$ into (B.1) to obtain

$$u^{3n+\varepsilon} y^3 + (s_{m,0} u^{2n-1+\varepsilon} + \cdots + s_{m,2n-1+\varepsilon}) u^{n+1} y - (t_{m,0} u^{3n+\varepsilon} + \cdots + t_{m,m-1} u + 1) = 0.$$  \hfill (B.2)

Let $v = u^{n+1} y$ in (B.2) to obtain

$$v^3 + (s_{m,0} u^{2n-1+\varepsilon} + \cdots + s_{m,2n-1+\varepsilon}) u^{3-\varepsilon} v - (t_{m,0} u^{3n+\varepsilon} + \cdots + t_{m,3n-1+\varepsilon} u + 1) u^{3-\varepsilon} = 0.$$  \hfill (B.3)

Let $u \to 0$ (corresponding to $z \to \infty$) in (B.3) to obtain $v^3 = 0$. This corresponds to one point of multiplicity three at infinity (in both cases $\varepsilon = 1$ and $\varepsilon = 2$), given by $(u, v) = (0, 0)$. We therefore use the coordinate $\zeta = z^{-1/3}$ at the branch point at infinity, denoted by $P_\infty$.

The curve (B.1) is compactified by adding the point $P_\infty$ at infinity. In homogeneous coordinates, the point at infinity we add is $[1 : 0 : 0] \in \mathbb{CP}^2$ if $g = 0$ or $g = 1$, otherwise the point at infinity we add is $[0 : 1 : 0] \in \mathbb{CP}^2$. The point $P_\infty$ is singular in all cases except when $g = 1$, or when $g = 2$ and $s_{m,0} = -1/3$.

Although not directly associated with the Bsq hierarchy, we note that the case $\varepsilon = 0$ in (B.1) is analogous to AKNS, Toda, and Thirring-type hyperelliptic curves, which are not branched at infinity. In fact, a similar argument to that above, with the coordinate $v = u^{n+1} y$ in (B.2), yields the equation $v^3 = 1$ as $u \to 0$. This corresponds to three distinct points $P_{\infty,j}, j = 1, 2, 3$ at infinity (each with multiplicity one), given by the three points $(u, v) = (0, \omega_j)$ for $j = 1, 2, 3$, where the $\omega_1, \omega_2, \text{ and } \omega_3$ are the third roots of unity. As each point at infinity has multiplicity one, none are branch points, and consequently each admits the local coordinate $u = 1/z$ for $|z|$ sufficiently large.

In [10], p. 561, Burchnall and Chaundy define the $g$-number of an algebraic curve as the maximum number of double points possible in the finite plane. For Bsq-type curves the $g$-number is $g = m - 1$. For a curve that is smooth in the finite plane, the $g$-number coincides with the arithmetic genus of the curve, but in the presence of double points, the $g$-number remains the same, while the genus is diminished (according to results of Clebsch, Noether, and Plücker, see, e.g., [7] and [11]). We now prove that the $g$-number of $\mathcal{K}_g$, and hence the arithmetic genus of $\mathcal{K}_g$ if $\mathcal{K}_g$ is smooth in the finite plane, is $m - 1$ using a special case of the Riemann-Hurwitz theorem.
Theorem B.1. Let $\bar{\pi}_z : \mathcal{K}_g \to \mathbb{C}P^1$ be the projection map with respect to the $z$ coordinate. Then

$$\sum_{P \in \mathcal{K}_g} [\nu_P(\bar{\pi}_z) - 1] = 2g + 4,$$

(B.4)

where $\nu_P(\bar{\pi}_z)$ denotes the multiplicity of $\bar{\pi}_z$ at $P \in \mathcal{K}_g$, and $g$ is the arithmetic genus of the curve $\mathcal{K}_g$.

If equation (B.1) has only double points, this implies that the discriminant $\Delta(z)$ of the curve (B.1), defined by

$$\Delta(z) = 27T_m(z)^2 + 4S_m(z)^3$$

(modulo constants), is non-zero. $\Delta(z)$ is easily seen to be a polynomial of degree $2m$. Hence in the finite complex plane, the Riemann surface defined by the compactification of (B.1) can have at most $2m$ double points, corresponding to the possible $2m$ zeros of $\Delta(z)$. If all finite branch points are distinct double points (taking into account the triple point at infinity) one obtains $\sum_{P \in \mathcal{K}_g} [\nu_P(\bar{\pi}_z) - 1] = 2m + 2$, and so by (B.4), one infers $g = m - 1$.

Let $\mathcal{B}$ denote the set of branch points and let $|\mathcal{B}|$ denote the number of branch points counted according to multiplicity. In the case of Bsq-type curves, $\deg(\bar{\pi}_z) = 3$, and $\nu_P(\bar{\pi}_z) = 1$ for all $P \in \mathcal{K}_g \setminus \mathcal{B}$. Moreover, $\nu_P(\bar{\pi}_z) \in \{2, 3\}$ for all $P \in \mathcal{B}$. Hence $|\mathcal{B}| \leq \sum_{P \in \mathcal{K}_g} [\nu_P(\bar{\pi}_z) - 1] \leq 2|\mathcal{B}|$, and (B.4) reduces to

$$g + 2 \leq |\mathcal{B}| \leq 2g + 4.$$  

(B.6)

Thus one arrives at an upper and lower bound on the number of branch points on $\mathcal{K}_g$.

When $m = 1$, corresponding to $g = 0$, there are no non-zero holomorphic differentials on $\mathcal{K}_g$. When $m = 2$, corresponding to $g = 1$, the only holomorphic differential on $\mathcal{K}_g$ is $dz/(3y(P)^2 + S_m(z))$. Recall also that $m \neq 0 \pmod{3}$, so we need not consider holomorphic differentials for the case $m = 3$. One verifies that $dz/(3y(P)^2 + S_m(z))$ and $y(P)dz/(3y(P)^2 + S_m(z))$ are holomorphic differentials $\mathcal{K}_g$ with zeros at $P_\infty$ of order $2(m - 2)$ and $(m - 4)$, respectively, for $m \geq 4$. It follows that the differentials $(m = 3n + \varepsilon, \varepsilon \in \{1, 2\})$

$$\eta_\ell(P) = \frac{1}{3y(P)^2 + S_m(z)} \left\{ \begin{array}{ll}
z^{\ell-1}dz & \text{for } 1 \leq \ell \leq g - n, \\
y(P)z^{\ell+n-g-1}dz & \text{for } g - n + 1 \leq \ell \leq g,
\end{array} \right.
$$

(B.7)

form a basis in the space of holomorphic differentials $\mathcal{H}^1(\mathcal{K}_g)$. Introducing the invertible matrix $\Upsilon \in GL(g, \mathbb{C})$,

$$\Upsilon = (\Upsilon_{j,k})_{j,k=1,...,g}, \quad \Upsilon_{j,k} = \int_{a_k} \eta_j,$$

(B.8)

$$\xi(k) = (e_1(k), \ldots, e_g(k)), \quad e_j(k) = (\Upsilon^{-1})_{j,k},$$

the normalized differentials $\omega_j$ for $j = 1, \ldots, g$,

$$\omega_j = \sum_{\ell=1}^g e_j(\ell)\eta_\ell, \quad \int_{a_k} \omega_j = \delta_{j,k}, \quad j, k = 1, \ldots, g$$

(B.9)

form a canonical basis for $\mathcal{H}^1(\mathcal{K}_g)$. Near $P_\infty$ one infers

$$\omega = (\omega_1, \ldots, \omega_g) \sim_0 (\alpha_0^{(e)}, \alpha_1^{(e)} \zeta + \alpha_2^{(e)} \zeta^2 + O(\zeta^3)) d\zeta,$$

(B.10)
Lemma B.2. Pick \( P \) from the theory of elementary symmetric polynomials one infers the following lemma. Finally, we turn our attention to special divisors.

\[
\Delta(z) \quad \text{These solutions are distinct if and only if the discriminant } \Delta(z) \neq 0. \text{ Moreover, introduce } Q_j = (z, y_j) \in K_g \text{ for } j = 1, 2, 3. \text{ Then }
\]

(i) \( \sum_{j=1}^{3} y_j(z) = 0 \).
(ii) \( \sum_{j<k} y_j(z)y_k(z) = S_m(z) \).
(iii) \( \prod_{j=1}^{3} y_j(z) = T_m(z) \).
(iv) \( \sum_{j=1}^{3} y_j(z)^2 = -2S_m(z) \).
(v) \( \sum_{j=1}^{3} y_j(z)^3 = 3T_m(z) \).
(vi) \( \sum_{j\neq k} y_j(z)^2y_k(z) = -3T_m(z) \).
(vii) \( \sum_{j<k} y_j(z)^2y_k(z)^2 = S_m(z)^2 \).
(viii) \( \prod_{j=1}^{3} (3y_j(z)^2 + S_m(z)) = \Delta(z) \).

Lemma B.3. Let \( m_1, \ldots, m_r \in \mathbb{N} \) with \( \sum_{j=1}^{r} m_j = g \) and \( Q_j = (z, y_j) \), \( j = 1, 2, 3 \) as in Lemma B.2. Suppose \( P_1, \ldots, P_r \in K_g \). If

\[
\{Q_1, Q_2, Q_3\} \subseteq \{P_1, \ldots, P_r\},
\]

then the divisor \( D_{m_1P_1+\cdots+m_rP_r} \in \sigma^gK_g \) is special. In particular, if one of the points \( P_j \in \{P_1, \ldots, P_r\} \) is a triple point, then the divisor \( D_{m_1P_1+\cdots+m_rP_r} \in \sigma^gK_g \) is special.
Proof. Using the identities in Lemma B.2, one readily computes

\[ \sum_{j=1}^{3} \frac{1}{3y_j(z)^2 + S_m(z)} = 0, \quad \sum_{j=1}^{3} \frac{y_j(z)}{3y_j(z)^2 + S_m(z)} = 0. \]  

(B.18)

Thus, choosing for simplicity the base point \( P_0 = P_\infty \), a comparison of (A.56), (B.7), and (B.18) yields

\[ \sum_{j=1}^{3} A_{P_\infty}(Q_j) = 0 \pmod{L_g}. \]  

(B.19)

Thus \( D_{m_1 P_1 + \cdots + m_r P_r} \in \sigma^g K_g \) is special by Theorem A.21.
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