Resolving the two-dimensional ANNNI model using transfer matrices
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The phase diagram of the two-dimensional ANNNI model has long been theoretically debated. Extremely long structural correlations and relaxation times further result in numerical simulations making contradictory predictions. Here, we introduce a numerical transfer matrix treatment that bypasses these problems, and thus overcome various ambiguities in the phase diagram. In particular, we confirm the transition temperatures and clarify the order of the transition to the floating incommensurate phase. Our approach motivates considering transfer matrices for resolving long-standing problems in related statistical physics models.

I. INTRODUCTION

Patterned and modulated phases robustly form when the components of a system interact via competing short-range attractive and long-range repulsive (SALR) interactions. Such phases have indeed been observed in materials ranging from magnetic alloys to lipids, surfactants and biological tissues. Frustration, however, is also associated with slowly decaying finite-size corrections and to complex relaxation processes, which both severely impede the study of equilibrium phases by numerical simulations. Specialized sampling techniques are thus needed to study even minimal microphase-formers along more realistic ones.

Lattice models with SALR interactions were first formulated forty years ago, the simplest being the axial next-nearest-neighbor Ising (ANNNI) model. Yet even in two dimensions, this small perturbation to the Ising model makes an analytical solution out of reach. Different approximation methods have thus been attempted, including Hamiltonian limit, free fermion approximation, high temperature series expansion, cluster variational method and others. Although the physics of both the small frustration regime and the energetic ground states have long been resolved, the finite temperature-strong frustration regime has not. Between the standard high-temperature paramagnetic phase and low-temperature modulated antiphase, a floating incommensurate (IC) phase intercalates. From field-theory, this critical phase is expected to be of the Kosterlitz-Thouless (KT) type, and thus to belong to the XY universality class. Numerical validation, however, has remained elusive, as has whether the IC phase persists at large frustrations or disappears at a Lifshitz point. Both high and low transition temperatures ($T_{c1}$ and $T_{c2}$, respectively) are indeed challenging to determine in simulations (see Ref. [12]). The proposed reentrance of the IC phase around the multiphase point also remains to be confirmed. Because these features are central to our understanding of the floating IC phase in microphase formers, resolving these questions is particularly important.

As was recognized already in the mid-1980s, a transfer-matrix (TM) approach should be able to resolve all of these issues. This approach indeed provides exact solutions of semi-infinite systems, which can then be extrapolated to the thermodynamic limit by finite-size scaling. Because both computational and memory complexity grow exponentially with system size, however, the accessible size range has long been too narrow for physical insight to emerge from such an analysis. Thanks to dramatic improvements in methodology, computer hardware and eigensolvers, the TM approach has recently been applied to more complex (quasi) one-dimensional continuum-space systems, including SALR models with up to third-nearest-neighbor interaction and hard spheres in cylindrical confinement up to next-nearest-neighbor interaction. For two-dimensional lattice models with frustration, sufficiently large systems have also recently become accessible to the TM approach to determine transition temperatures on the related $J_1-J_2$ model. In this article, we push the effective use of the TM formalism to resolve various physical ambiguities of the somewhat more complex ANNNI model. In particular, we determine the phase boundaries for the floating IC phase, and critically assess proposals for the Lifshitz point and the IC phase reentrance.

II. TRANSFER MATRIX APPROACH

The ANNNI model Hamiltonian for spin variables $s_i = \pm 1$ reads

$$\mathcal{H}_{\text{ANNNI}} = -J_1 \sum_{\langle i,j \rangle} s_is_j + J_2 \sum_{[i,j]_{\text{axial}}} s_is_j - J_0 \sum_i s_i,$$  \hspace{1cm} (1)

where the coupling constant $J = J_1 > 0$, the frustration along the axial next-nearest-neighbor direction $\kappa = J_2/J_1 > 0$ and the external field $h = J_0/J$ are scaled. For $\kappa = 0$, the model reduces to the standard Ising model; for the $T = 0$ ground state, ferromagnetic order dominates until $\kappa < 1/2$, and the periodic antiphase (with periodicity (2)) takes over for $\kappa > 1/2$. Note that in lattice-gas representation, this model corresponds to SALR interacting particles, and $h$ then plays the role of an effective chemical potential. The ANNNI
model is thus clearly a minimal model for layered microphases.

The finite-temperature, finite-frustration phase behavior of semi-infinite strips is obtained by a TM approach with each layer \( s \) having \( L \) spins \( s_1, s_2, ..., s_L \). (Setting \( s_{L+1} \equiv s_1 \) imposes periodic boundary conditions.) Because the interaction in the ANNNI model is anisotropic, the TM can be propagated either perpendicular (\( \perp \) TM) or parallel (\( \parallel \) TM) to the axial next-nearest-neighbor interaction direction. Both matrices can be decomposed into intra-layer, \( \mathbf{T}_x \), and inter-layer, \( \mathbf{T}_y \), contributions,

\[
\mathbf{T} = \mathbf{T}_x^\perp \mathbf{T}_y \mathbf{T}_x^\parallel.
\]

In \( \perp \) TM, row and column indices correspond to neighboring layer configurations \( s \) and \( s' \),

\[
\begin{align*}
\mathbf{T}_x(s) &= \exp \left[ J \sum_{i=1}^{L} (s_i s_{i+1} - \kappa s_i s_{i+2} + h s_i) \right], \\
\mathbf{T}_y(s, s') &= \exp \left[ J \sum_{i=1}^{L} s_i s'_i \right],
\end{align*}
\]

which makes \( \mathbf{T} \) a \( 2^L \times 2^L \) symmetric dense matrix. In \( \parallel \) TM, row and column indices correspond to two subsequent layers \( \{s, s'\} \) and \( \{s', s''\} \), respectively, and then

\[
\begin{align*}
\mathbf{T}_x(s, s') &= \exp \left[ J \sum_{i=1}^{L} (s_i s_{i+1} + s'_i s'_i + h s_i) \right], \\
\mathbf{T}_y(s, s') &= \exp \left[ -\kappa J \sum_{i=1}^{L} s_i s'_i \right],
\end{align*}
\]

which makes \( \mathbf{T} \) a \( 4^L \times 4^L \) non-symmetric sparse matrix with \( 8^L \) nonzero entries.

In both cases the leading eigenvalue, \( \lambda_0 \), provides the free energy per spin, \( f = -\log \lambda_0 / (\beta L) \), and the product of left and right leading eigenvectors, \( P(s) = \varphi^{-1}(s) \varphi(s) \), provides the equilibrium probability of a layer configuration. Equilibrium configurations can thus be efficiently planted.\(^{27}\) Thermal properties can be obtained by taking partial derivatives of \( f \), e.g., the energy \( u = -k_B T^2 \partial f / \partial T \) and specific heat \( c = \partial u / \partial T \) per spin. The leading correlation length can also be obtained from the spectrum gap, \( \xi_1 = 1 / \log(\lambda_0 / |\lambda_1|) \), albeit only along the direction of layer propagation. Hence, although the compactness of \( \perp \) TM brings larger \( L \) within computational reach, the \( \parallel \) TM geometry is more informative about the modulation direction, which is of greater physical interest.

Iterative eigensolvers based on matrix-vector multiplication are used to obtain first a few leading eigenvalues and eigenvectors.\(^{28}\) When only the leading eigenpairs is needed, the eigenproblem can be solved equivalently on a reduced transfer matrix,\(^ {29} \) knowing that the original matrix is invariant to re-indexing by shifting one spin or counting spins backwards, and has \( Z_2 \) symmetry when \( h = 0 \). Combining these equivalent configurations generally reduces the matrix size by a factor of \( 2L \) (4L when \( h = 0 \)). As a result, \( \perp \) TM systems with up to \( L = 36 \) and \( \parallel \) TM systems with up to \( L = 16 \) can be efficiently solved using < 60GB of memory.

### III. PHASE DIAGRAM FOR \( h = 0 \)

We first consider results from the \( \perp \) TM route (Fig. 1). For \( \kappa < 1/2 \), the energy curves for different \( L \) robustly cross at well-defined critical point \( T_c(\kappa) \). For the Ising, \( \kappa = 0 \), limit \( u(T_c) \) is perfectly invariant with \( L \)\(^{28,49} \) while for \( 0 < \kappa \lesssim 1/2 \), small systems, \( L \lesssim 10 \), exhibit a correction of at most 0.1%. From this identification of \( T_c(\kappa) \) we confirm that the peak of \( c \) grows logarithmically with \( L \), as expected for the Ising universality class.

For \( \kappa \gtrsim 1/2 \) a markedly different behavior is observed. A pronounced step in \( u(T) \) gives rise to a sharp peak.\(^{27} \)

At first glance, these features might suggest a simple first-order transition, in contrast to the Pokrovsky-Talapov scenario,\(^ {23} \) but the single step height scales as \( 1/L \) (not shown) and is thus projected to vanish in the thermodynamic, \( 1/L \to 0 \), limit. Furthermore, a second peak appears for \( L \geq 24 \), a third one for \( L \geq 32 \), and it is reasonable to expect that more such peaks eventually do. This behavior is related to the stepwise change to the modulation block \( N_{mod} \) from the (2) antiphase (Fig. 1(c)). This change in modulation has long been considered a finite-size echo of the thermodynamic floating IC phase.\(^ {11} \)

Although the transition temperatures identified by the step-wise steps and heat capacity peaks shift with \( L \), finite-size results clearly suggest an exponential scaling, \( c \sim \exp(a L)/L \) (up to \( c \geq 10^4 \) (Fig. 1(d))), and thus a first-order transition.\(^{29} \) At finite \( L \), the modulation takes up available fractions of the system size, and as \( 1/L \to 0 \), infinite commensurate phases are separated by infinitesimal temperature intervals. As a result the system remains critical everywhere, which is a hallmark of the floating IC phase. The transition at \( T_c(\kappa) \) being discontinuous (rather than critical), as was proposed in Ref.\(^ {27} \) is thus here confirmed. Extrapolating the temperature of the first peak using a quadratic form further gives \( T_{c2}(\kappa = 0.6) = 0.90(1) \), which is fully consistent with the most recent simulations.\(^ {28} \) The second lowest transition is projected to merge with the first as \( 1/L \to 0 \). The modulation wavenumber \( q = N_{mod}/L \) thus seemingly shifts from \( q_0 = 1/4 \) to some \( q' < q_0 \), resulting in an abrupt change in \( q \) at \( T_{c2} \). Admittedly, the alternative scenario that \( q \) could non-smoothly yet continuously change at \( T_{c2} \) cannot be excluded, but the first-order transition (discontinuity in \( u \)) proposal appears marginally more consistent with our results.

As temperature increases, the transition from the floating IC to the paramagnetic phase leaves no thermal signature, which is consistent with the KT-type universality class. To determine its onset, we instead investigate the correlation length \( \xi_1 \) in \( \perp \) TM. Specifically, following the finite-size analysis proposed in Ref.\(^ {30} \) we define

\[
\xi_L = \frac{\log[\xi_1(L + 1)] - \log[\xi_1(L - 1)]}{\log(L + 1) - \log(L - 1)},
\]

which is the finite-\( L \) (effective or local) critical exponent for \( \xi_1 \), i.e., \( \xi_1 \sim L^{\xi_L} \). Because the thermodynamic limit
then be identified. In addition to the crossing point in
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\( Y \) in the commensurate phase, \( Z \) in the disordered phase, \( Y \) in the critical phase, or at \( T_c \), \( Y \) \( \rightarrow \) \( \text{cnst} \) > 0.

\( Z_{\parallel} = -\frac{\log[\delta q(L+1)] - \log[\delta q(L-1)]}{\log(L+1) - \log(L-1)}, \)

where \( \delta q = |q - q(T = 0)| \).

Similarly,

Without loss of generality, we consider results for \( \kappa = 0.6 \). Figure 2a shows the non-monotonic evolution of \( Y_L \) with \( T \). Multiple crossing points (\( T_{\text{low}}, T_{\text{mid}} \) and \( T_{\text{high}} \)) as well as local extrema (\( T_{\text{min}} \) and \( T_{\text{max}} \)) can then be identified. In addition to the crossing point in \( Z_L \), namely, \( T_Z \) (Fig. 2c), the finite-\( L \) scaling of these

characteristic temperatures numerically determines the transition temperatures as well as the corresponding \( \nu \) (Fig. 2e, f). In the original approach of Ref. 30 and 43, the floating IC phase could be loosely bound by \( T_Z \) and \( T_{\parallel} \). Thanks to a vastly larger range of \( L \), more characteristic temperatures can here be analyzed, thus refining numerical estimates and clarifying the underlying physics. More specifically, as \( 1/L \rightarrow 0 \), \( T_{\text{low}}, T_{\text{mid}}, T_{\text{min}} \) and \( T_Z \) all coincide at \( T_{c2}, T_{\text{max}}, T_{\text{high}} \) at \( T_{c1} \), suggesting that \( \nu \) monotonically increases with \( T \) in the floating phase. The extrapolated \( T_{c2} = 0.89(1) \) is fully consistent with the \( \perp \) TM analysis and previous MC simulations. 29 By contrast, the floating-paramagnetic phase transition at \( T_{c1} = 1.04(1) \) markedly differs from prior simulation estimates, which vary from \( T = 1.16(1) \) to 1.27. 22 Because finite-size corrections for this specific transition are notoriously pronounced, such discrepancy between various estimates is not surprising. The good agreement between multiple characteristic temperatures, however, clearly support our estimate.

The non-monotonic behavior of \( Y_L \) persists for larger \( \kappa \), but a quantitative distinction between the two transition temperatures by finite-size scaling is only feasible up to \( \kappa \approx 2 \). The extrapolation of the critical exponents \( Y_L(T_{c1}) \) and \( Y_L(T_{c2}) \) nevertheless remains robust, varying little with \( \kappa \), which suggests that two distinct transition temperatures persist even as \( \kappa \) increases (Fig. 3 inset)). This analysis strongly supports that the IC phase should survive as \( \kappa \rightarrow \infty \), and goes against the finite-\( \kappa \) Lifshitz point scenario. 20, 22
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\text{The behavior of the local exponent } Y_L, which crosses at \( T_c \) and peaks at \( T_c \) (Fig. 4(c)), is also similar to the reentrance in Fig. 2(b). Extrapolating these special temperatures gives the phase boundaries in Fig. 4(a). Note that for \( h \geq 0.22 \), the order of the extrapolated \( T_c \) changes and \( Y_L(T_c) \) is projected to vanish. The thermodynamic IC phase then terminates, even though strong finite-size echoes of it persist.

For \( \kappa \) slightly smaller than 1/2, an interesting feature emerges. For example, for \( \kappa = 0.49 \) a narrow disordered region with \( Y_L \rightarrow 0 \) is squeezed between the ferromag-
the ground state is a saturated paramagnetic
\kappa \rightarrow 0 \) as \( \kappa \rightarrow 0 \). As various theoretical approxima-
tions have suggested^{19,20} The disorder line for decreasing \( \kappa < 1/2 \) is also found to be asymptotically tangent to \( \kappa = 0 \) as \( T \rightarrow \infty \), instead of \( \kappa = 0.25 \), as was previously suggested^{19} Combining these various observables provides a complete quantitative phase diagram for the two-dimensional ANNNI model with \( h = 0 \) (Fig. 3).

**IV. PHASES DIAGRAM FOR \( h > 0 \)**

As noted above, the ANNNI model in lattice-gas rep-
ament can be viewed as a minimal model for lamellar microphases. For this model, as in generic SALR mi-
phase formers\(^{21} \) at low \( T \) and small \( \kappa \) a coexistence regime around \( h = 0 \) separates the condensed (–1 spins dominated) and gas (+1 spins dominated) phases, while for \( \kappa > 1/2 \) lamellar microphases replace macroscopic phase separation. Increasing \( h \) then depresses the (2) melting temperature down to \( T \rightarrow 0 \) at \( h^* = 2\kappa - 1\)^{35} Figure 4 shows results for \( \kappa = 0.6 \) (for which \( h^* = 0.2 \). For large \( h \) the ground state is a saturated paramagnetic phase and no modulation forms. Although this saturated paramagnetic regime exhibits spin configurations akin to those of a ferromagnetic phase, its correlation length is finite. At smaller \( h \) as for \( h = 0 \) – a floating IC phase intercalates between the commensurate (2) and the paramagnetic phases. The parallel TM route confirms that the magnetization per spin, \( m \), remains null in the (2) phase and jumps (as does \( u \)) at the transition (Fig. 4(b)). By contrast, spin layers preferentially align with the external field in the IC phase, which leads to the magnetization stepwise increasing with temperature. At yet higher temperatures, in the paramagnetic phase \( m \) again decreases as entropy increasingly dominate. Slightly above \( h^* \) the floating IC phase reenters, in a way reminiscent of the \( J_1-J_2 \) model\(^{36} \) The behavior of the local exponent \( Y_L \), which crosses at \( T_{c2} \) and peaks at \( T_{c1} \) (Fig. 4(c)), is also similar to the reentrance in Fig. 2(b). Extrapolating these special temperatures gives the phase boundaries in Fig. 4(a). Note that for \( h \geq 0.22 \), the order of the extrapolated \( T_{c1} \) and \( T_{c2} \) changes and \( Y_L(T_{c1}) \) is projected to vanish. The thermodynamic IC phase then terminates, even though strong finite-size echoes of it persist.
V. CONCLUSION

Using numerical transfer matrix formalism, we have resolved various ambiguities in the phase diagram of the two-dimensional ANNNI model both with and without an external field. Our results confirm the reentrance scenario for the IC phase, but also suggest that the floating IC phase persists up to $\kappa \to \infty$, and that the exponent of algebraic divergence of the correlation length remains robust. The latter two findings clearly motivate further theoretical studies. Because the TM approach provides an exact solution for semi-infinite systems, it outperforms finite-size simulations in achieving high accuracy results.

Our results thus motivate reviving the TM approach for resolving equilibrium phase behavior of related frustrated models, such as the BNNNI model and surfactant models. The system sizes now available suggests that extending the formalism to three-dimensional models is also almost within computational reach.
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