Abstract We present the calculation of the next-to-leading order QCD corrections for top-quark pair production in association with an additional jet at hadron colliders, using the modified minimal subtraction scheme to renormalize the top-quark mass. The results are compared to measurements at the Large Hadron Collider run I. In particular, we determine the top-quark running mass from a fit of the theoretical results presented here to the LHC data.

1 Introduction

The top quark is the heaviest elementary particle discovered so far. More than 25 years after its discovery at Fermilab [1,2] a detailed understanding of why the top quark is so heavy is still lacking. With a mass of

\[ m_t = 173.34 \pm 0.27 \text{ (stat.)} \pm 0.71 \text{ (syst.)} \text{ GeV} \] (1)

the top quark is roughly as heavy as a gold atom and more than 30 times heavier than the next comparable heavy quark, the bottom quark. While the top-quark mass may seem unnaturally large compared to the lighter quark masses it appears rather natural given the size of the top-quark Yukawa coupling which is approximately one. Within the Standard Model (SM) of particle physics, the top-quark mass is an important input parameter influencing a variety of theoretical predictions:

1. In the SM the W-boson mass, the Higgs boson mass and the top-quark mass are related. A precise measurement of the three masses thus gives an important test of the SM.

2. The vacuum stability, analyzed through the behavior of the Higgs boson effective potential, is very sensitive to the top-quark mass. Given the current measurements, recent analysis shows that the vacuum is most likely metastable – with a lifetime, however, larger than the age of the universe [4,5].

3. Despite the large mass gap between the top-quark mass and the bottom-quark mass, the top quark highly influences the properties of B hadrons.

While not being exhaustive the aforementioned examples nicely illustrate the importance of precise determinations of the top-quark mass. Tremendous efforts have been made in the past to improve existing methods and to develop new approaches. For an overview we refer to Refs. [6,7]. Because of its short lifetime the top quark is not observed as a free particle. As a consequence, all top-quark mass determinations rely to some extent on indirect determinations: the mass value is inferred by comparing the measurements with theoretical predictions depending on the top-quark mass. Obviously, the accuracy of the procedure depends on the quality of the measurements as well as on the uncertainties of the theoretical predictions. Since QCD corrections can easily lead to corrections of the order of ten per cent, at least next-to-leading order (NLO) corrections should be taken into account. Including radiative corrections allows one also to give a unique interpretation of the determined mass value within a specific renormalization scheme. In particular, this gives the opportunity to consider other renormalization schemes than the usually adopted pole mass scheme. In fact, the mass quoted in Eq. (1) does not correspond to a well-defined renormalization scheme. Very often this mass is identified as the so-called Monte Carlo mass, since template fits and kinematical reconstruction use Monte Carlo predictions to determine the mass value. Although a rigorous proof is lacking it is often assumed...
that the mass value is very close to the pole mass. Using alternative methods in which the renormalization scheme is better controlled thus may provide valuable cross checks. In addition, different schemes may show different behavior within perturbation theory. The freedom to choose the scheme can thus be exploited to improve the mass determination in specific cases. For example, it is well known that the threshold behavior of top-quark pair production in electron–positron annihilation is badly described within perturbation theory when the top-quark pole mass is used (see for example Ref. [8] and the references therein). It is also well known that the pole mass concept suffers from the so-called renormalon ambiguity reflecting the fact that the pole mass is strictly speaking not well defined in QCD because of confinement [9,10]. While the related uncertainty of order $\Lambda_{\text{QCD}}$ might still be negligible in view of the precision reached in current measurements, it is nevertheless highly interesting and well motivated to investigate also top-quark mass measurements using alternative mass definitions. This has been done for the first time in Ref. [12] where the determination of the top-quark mass in the modified minimal subtraction/running mass scheme ($\overline{\text{MS}}$) has been studied. The analysis is based on cross section measurements at the Tevatron. Using in the theoretical predictions the $\overline{\text{MS}}$ mass instead of the pole mass, the comparison with the experimentally measured cross sections gives direct access to the running mass. The results obtained in Ref. [12] and subsequent determinations are consistent with the pole mass measurements. Similar studies have been performed at the LHC. Very recently, the analysis has been extended to single top-quark production [13].

In Ref. [14] an alternative observable to determine the top-quark mass has been proposed. In this case, top-quark pairs in association with an additional jet are considered instead of the inclusive cross section for top-quark pair production. Since the emission of an additional jet also depends on the top-quark mass, this process has a high sensitivity to the mass parameter. Indeed, it has been shown in Ref. [14] that the invariant mass distribution of the $t\bar{t}$–jet system significantly enhances the mass effects. In Refs. [15,16] the method has been employed to determine the top-quark pole mass using LHC run I data. The aim of the article is to extend the calculation of Ref. [14] to the $\overline{\text{MS}}$ scheme and apply the method to extract the running mass $m_t(m_t)$ using published results from the ATLAS experiment [15]. This may serve as a proof of concept as well as a consistency check of the existing measurement. The article is organized as follows. In Sect. 2 theoretical results using the $\overline{\text{MS}}$ mass are presented. Using these results we determine in Sect. 3 the running top-quark mass from a comparison with published experimental results [15]. We finally close with a short conclusion in Sect. 4.

2 Theoretical predictions using the $\overline{\text{MS}}$ mass

We study the process

$$pp \rightarrow t\bar{t} + 1\text{-jet} + X.$$ (2)

Note that a minimal $p_T$ of the additional jet is required to separate the process from inclusive top-quark pair production and render the cross section infrared finite. In the following, we adopt the 50 GeV cut also applied in the experimental analysis [15]. The NLO corrections for top-quark pair production in association with an additional jet have been calculated first in Refs. [17,18] and later in Refs. [19,20]. In Refs. [17,18] as well as in Refs. [19,20] the top-quark mass is renormalized in the pole mass scheme. In the pole mass scheme the top-quark mass $M_t^{\text{pole}}$ is defined as the location of the pole of the perturbatively calculable top-quark propagator. In Refs. [17,18] it has been shown that the QCD corrections, although not negligible, are moderate in size. In particular, the scale dependence is stabilized in NLO and shows a plateau at $\mu_r = M_t^{\text{pole}}$ where $\mu_r$ denotes the renormalization scale which is set equal to the factorization scale $\mu_f$. In Ref. [14] these findings have been extended by the observation that also different approximations in the theoretical description (fixed order, $t\bar{t} + X$ + parton shower, $t\bar{t} + 1\text{-jet} + X$ + parton shower), using again the top-quark pole mass, show remarkably consistent results. Given the stability with respect to radiative corrections, it has been argued in Ref. [14] that top-quark pair production in association with an additional jet may provide a promising alternative to measure the top-quark mass. As an observable the quantity

$$R(M_t^{\text{pole}}, \rho_s) = \frac{1}{\sigma_{t\bar{t}+1\text{-jet}}} \frac{d\sigma_{t\bar{t}+1\text{-jet}}}{d\rho_s}(M_t^{\text{pole}}, \rho_s)$$ (3)

has been proposed. Here $\sigma_{t\bar{t}+1\text{-jet}}$ is the total cross section for $pp \rightarrow t\bar{t} + 1\text{-jet}$ (including the $p_T$ cut) and $\rho_s$ is a dimensionless variable defined as

$$\rho_s = \frac{2m_0}{\sqrt{3}t_{ij}},$$ (4)

where $m_0$ is an ‘arbitrary’ mass scale of the order of the top-quark mass. In the following $m_0 = 170$ GeV is used. The distribution $R(M_t^{\text{pole}}, \rho_s)$ has been successfully used by the LHC experiments ATLAS and CMS to determine the top-quark mass in the pole mass scheme [15,16]. Since the aim of this article is to repeat the analysis using, however, the mass parameter renormalized in the $\overline{\text{MS}}$ scheme, theoretical predictions within this scheme are required. Owing to the Lehmann–Symanzik–Zimmermann formalism an ab initio calculation using the $\overline{\text{MS}}$ scheme is non-trivial. To obtain results in the $\overline{\text{MS}}$ scheme we thus follow the method developed in Ref. [12]. To illustrate the main idea and for conve-
nce, we briefly outline the approach for the cross section. The same technique is also applicable to each individual bin of a differential distribution. The relation between the MS mass $m_t(\mu)$ and the pole mass $M_t^{\text{pole}}$ is given by

$$M_t^{\text{pole}} = m_t(\mu) \left( 1 + \hat{a}(\mu) \frac{4}{3} \left[ 1 - \frac{3}{4} \ln \left( \frac{m_t^2}{\mu^2} \right) \right] \right) + O(\hat{a}^2) \quad (5)$$

with

$$\hat{a}(\mu) = \frac{\alpha_s^{(6)}(\mu)}{\pi} \quad (6)$$

where $\alpha_s^{(6)}(\mu)$ is the QCD coupling constant of the strong interaction in the six flavor theory. In Refs. [17,18] the closed top-quark loop has been subtracted at finite momentum. At the order we are working here the coupling constant defined in this way corresponds to the coupling constant in the five flavor theory. Since the difference between $\alpha_s^{(5)}(\mu)$ and $\alpha_s^{(6)}(\mu)$ is again a higher-order effect we can replace in Eq. (5) $\hat{a}(\mu)$ by

$$a(\mu) = \frac{\alpha_s^{(5)}(\mu)}{\pi} \quad (7)$$

to obtain

$$M_t^{\text{pole}} = m_t(m_t) \left( 1 + a(\mu) \frac{4}{3} \right) + O(a^2). \quad (8)$$

Note that we have replaced $a(m_t)$ by $a(\mu)$, which is again a higher-order effect. In the pole mass scheme the expansion of the cross section $\sigma$ reads

$$\sigma = a(\mu)^3 \sigma^{(0)}(M_t^{\text{pole}}) + a(\mu)^4 \sigma^{(1)}(M_t^{\text{pole}}) + \cdots, \quad (9)$$

where $\sigma^{(0)}$, $\sigma^{(1)}$ denote the expansion coefficients. For simplicity, we have suppressed all further dependence of $\sigma^{(0)}$ and $\sigma^{(1)}$. Using the relation between the pole mass and the MS mass given above we get

$$\sigma = a(\mu)^3 \sigma^{(0)} \left( m_t(m_t) \left( 1 + \frac{4}{3} a(\mu) + \cdots \right) \right) + a(\mu)^4 \sigma^{(1)} \left( m_t(m_t) \left( 1 + \frac{4}{3} a(\mu) + \cdots \right) \right) + \cdots \quad (10)$$

Working in fixed-order perturbation theory we have to expand in the coupling constant:

$$\sigma = a(\mu)^3 \sigma^{(0)}(m_t(m_t)) + a(\mu)^4 \left[ \sigma^{(1)}(m_t(m_t)) + \frac{4}{3} m_t(m_t) \frac{d\sigma^{(0)}(M_t^{\text{pole}})}{dM_t^{\text{pole}}} \bigg|_{M_t^{\text{pole}} = m_t(m_t)} \right] + O(a^5). \quad (11)$$

The two contributions $\sigma^{(0)}(m_t(m_t))$ and $\sigma^{(1)}(m_t(m_t))$ are trivial to compute: one just evaluates the corresponding cross sections with the pole mass set to the numerical value of $m_t(m_t)$. The third term is a bit more cumbersome. Instead of evaluating the derivative analytically, we decided to compute it numerically. To do so we computed $\sigma^{(0)}(m_t(m_t) + \Delta)$ and $\sigma^{(0)}(m_t(m_t) - \Delta)$ and used

$$\frac{df}{dx} = \frac{f(x + \Delta) - f(x - \Delta)}{2\Delta} + O(\Delta^2). \quad (12)$$

as well as

$$\frac{df}{dx} = \frac{1}{12\Delta} \left[ f(x - 2\Delta) - 8f(x - \Delta) + 8f(x + \Delta) - f(x + 2\Delta) \right] + O(\Delta^4). \quad (13)$$

As a further consistency check, we used different values for $\Delta$: 1, 0.5 and 0.25 GeV. Using different discretizations and different approximations lead to differences for the cross section at the per mille level.

When applying this method to the $t\bar{t} + 1$-jet + $X$ cross section at 7 TeV as a function of the MS mass $m_t(m_t)$ we obtain the results shown in Fig. 1. As in Refs. [14,15] the jets are defined using the anti-kt algorithm [21] as implemented in the FASTJET package [22] with $R = 0.4$ and a recombination according to the $E$-scheme. Furthermore, as stated above the additional jet is required to have $p_T > 50$ GeV and in accordance with Ref. [15] $|\eta| < 2.5$ where $\eta$ defines the pseudo-rapidity. As far as the coordinate system is concerned,
we follow the LHC convention which defines the z-direction along the beam axis and the origin as the nominal interaction point. For more details we refer to Ref. [15] (footnote below Eq. (2)). Having applied the same cuts as in Ref. [15] the results for $R$ presented here may be directly compared with the unfolded results as presented in Ref. [15].

To study the PDF dependence of the theoretical predictions, three different PDF sets are employed: the CT10 NLO PDF set [23], which is the nominal PDF set used for the top-quark pole mass extraction in Ref. [15], the MSTW2008nlo90cl PDF set [24], and the NNPDF2.3 NLO PDF set [25]. The MSTW2008 NLO and the NNPDF2.3 NLO sets are chosen to follow as closely as possible the PDF determinations recent PDF sets should show for even per cent from MSTW2008. Given the progress concerning NLO PDF leads to larger results which differ by about four per cent from MSTW2008. Given the progress concerning the PDF determinations recent PDF sets should show for even smaller differences.

To estimate the effect of higher-order corrections we calculate for the CT10 NLO PDF set the impact of the scale dependence varying the scale as usual by a factor 2 up and down around the central scale set to $\mu = m_t(m_t)$. Similar to what has been observed in Refs. [17,18] when using the pole mass, the predictions for the cross section for $\mu = 2m_t(m_t)$ and $\mu = 0.5m_t(m_t)$ are both smaller than the result for $\mu = m_t(m_t)$, showing a plateau around $\mu = m_t(m_t)$. The band in Fig. 1 shows the largest variation with respect to the nominal value for $\mu = m_t(m_t)$. With respect to the central value of the band, the scale uncertainty amounts to an effect of about $\pm 5\%$ – slightly smaller than the scale uncertainty observed using the pole mass definition. This is very similar to what is observed for the inclusive top-quark pair production cross section. Note that this is merely a kinematic effect as in the $\overline{\text{MS}}$ scheme the leading-order results increase because of the numerically smaller mass value. The NLO corrections decrease accordingly and thus lead to a smaller scale dependence.

To calculate the $R$ distribution defined in Eq. (3) using the $\overline{\text{MS}}$ mass, we apply the same strategy as for the cross section employing, however only the two-point formulas of Eq. (12) together with a step size of $\Delta = 0.5$ GeV. For one mass value we cross checked the procedure using the five point formulas with a step size of 0.25 GeV. We found consistent results at the per mille level. The results for $R$ for the different bins in $\rho_s$ are shown in Figs. 2 and 3. The definition of the bin boundaries follows the setup used in Refs. [15]. Again the calculation has been done for three different scales $\mu = m_t(m_t)/2, m_t(m_t), 2m_t(m_t)$. The predictions for $R$ for different values of $m_t(m_t)$ are given in Table 1. The upper and lower subscripts denote the shift with respect to the central scale $\mu = m_t(m_t)$ (the upper value gives the shift for $\mu = 2m_t(m_t)$, the lower value gives the shift for $\mu = m_t(m_t)/2$). As for the $t\bar{t} + 1$-jet cross section

\begin{eqnarray}
R(\rho_s, m_t(m_t)) = R(\rho_s = 1, m_t(m_t)) + \Delta R(\rho_s = 1, m_t(m_t))
\end{eqnarray}
we employ the CT10 PDF set. Results for the two other PDF sets used in this analysis are given in the appendix in Table 3 for the NNPDF PDF set and Table 4 for the MSTW PDF set. In Figs. 2 and 3 the red squares show the results for the central scale, while the blue triangles (green circles) show the results for $\mu = m_t(m_t)/2$ ($\mu = 2m_t(m_t)$). To illustrate the PDF dependence, the dotted band shows the maximal shift of

the predictions with respect to the CT10 NLO PDF set using the MSTW2008nlo90cl and NNPDF2.3 NLO PDF sets. In addition to the theoretical predictions, we show as horizontal bands for each bin in $\rho_s$ the experimental result for $R$ – unfolded to the parton level – as published in Table 4 of Ref. [15]. The dashed black line illustrates the central values, while the hatched band shows the statistical uncertainty and the solid band shows the systematic uncertainty. The systematic uncertainties include theoretical and experimental uncertainties. We stress that the results for $R$ given in Table 4 of Ref. [15] have been unfolded to the parton-level, detector effects and hadronization effects are no longer accounted.

It is thus possible to directly compare the measurements with the theoretical predictions presented here. In particular, the theoretical results for $R$ as a function of the top-quark $\overline{\text{MS}}$ mass, can be fitted to the unfolded distribution, leading to a determination of the top-quark mass in the $\overline{\text{MS}}$ scheme. Since the analysis presented in this paper relies on

---

**Table 1** The $R(m_t(m_t))$–distribution calculated using $t\bar{t} + 1$-jet samples at NLO accuracy for different $m_t(m_t)$ values for the CT10 PDF set. The predictions for $\mu = m_t$ are quoted as central values. The shifts correspond to the difference $(R(m_t, \mu = x) - R(m_t, \mu = m_t))$ where the results for $x = 2m_t$ and $x = m_t/2$ are quoted as upper-scripts and lower-scripts correspondingly.

| Bin, range in $\rho_s$ | $R(m_t(m_t))$ |
|------------------------|----------------|
| 1, 0–0.25              | 0.128$^{+0.006}_{-0.010}$ | 0.129$^{+0.007}_{-0.010}$ | 0.131$^{+0.006}_{-0.010}$ |
| 2, 0.25–0.325           | 1.073$^{+0.111}_{-0.101}$ | 1.086$^{+0.003}_{-0.101}$ | 1.096$^{+0.000}_{-0.087}$ |
| 3, 0.325–0.425           | 1.915$^{+0.011}_{-0.011}$ | 1.942$^{+0.012}_{-0.011}$ | 1.957$^{+0.004}_{-0.017}$ |
| 4, 0.425–0.525           | 2.466$^{+0.055}_{-0.055}$ | 2.479$^{+0.034}_{-0.055}$ | 2.495$^{+0.039}_{-0.055}$ |
| 5, 0.525–0.675           | 2.142$^{+0.019}_{-0.019}$ | 2.143$^{+0.016}_{-0.019}$ | 2.143$^{+0.024}_{-0.019}$ |
| 6, 0.675–1.0             | 0.394$^{+0.036}_{-0.035}$ | 0.378$^{+0.024}_{-0.034}$ | 0.364$^{+0.037}_{-0.036}$ |

---

**Fig. 3** Same as Fig. 2 but for the $\rho_s < 0.425$ intervals.
the usage of unfolded data we may add some remarks concerning the unfolding. Although the full reconstruction of the top quarks is not required we stress that the reconstruction of the momenta of the final state objects which is required to determine the invariant mass squared $s_{ij}$, is highly non-trivial, since issues like missing energy, unobserved neutrinos, and combinatorial background have to be taken into account. In particular, the aforementioned issues will also lead to an additional uncertainty of the unfolding procedure. The unfolding performed in Ref. [15] is based on a modeling of various effects including estimates on the related uncertainties. Furthermore, it has been shown in Ref. [15] that the unfolding is, within the uncertainties, independent of the top-quark mass used in the unfolding procedure. Instead of performing the unfolding, a future mass determination could also employ more realistic theoretical predictions reducing or even avoiding the unfolding. As long as the uncertainties of the unfolding procedure are reliably estimated, we do not expect a major difference in the results, although the related uncertainties in the mass determination may be reduced using improved theoretical predictions. In particular, relying on a complete theoretical description of top-quark production and decay, including off-shell effects, using for example the recently published results on $e^+\nu_e\mu^-\bar{\nu}_\mu b\bar{b}j + X$ production [26,27] may reduce the theoretical uncertainties. As far as the combination with the parton shower is concerned, the recent developments on parton showers at NLO accuracy, taking into account intermediate resonances [28,29], may also help to further improve the theoretical predictions.

3 Proof of concept: determination of the top-quark running mass

In this section we use the theoretical results presented in the previous section to extract the top-quark $\bar{M}_S$ mass from the experimental results published in Ref. [15].

As shown in Refs. [14,15], the most sensitive bin is the interval $0.675 < \rho_s < 1$. Very close to the kinematic threshold ($\rho_s \sim 1$), fixed-order calculations as presented in the previous section are most likely not sufficient, since boundary effects and soft gluon emission may become important [30,31]. However, as has been shown in Refs. [30,31] the impact on the total cross section is small. As far as the $t\bar{t}$ invariant mass distribution is concerned a significant distortion due to (would-be) bound-state effects occurs only below or closely above the nominal threshold. In Ref. [15] the impact of the threshold region on the mass extraction has been investigated using different upper boundaries. As no significant variation of the extracted mass value was found, the range for the highest $\rho_s$-bin has been extended to 1 in Ref. [15]. We assume that the same holds true for the $\bar{M}_S$ mass and use the same bin boundaries for the bin close to the threshold. This assumption is well justified given the current uncertainties.

In complete analogy with what has been done in Ref. [15] we use a least-square fit and define the $\chi^2$ by

$$
\chi^2 = \sum_{ij} \left( R_{corr,i} - R^i(m_t(m_i)) \right) V_{ij}^{-1} \left( R_{corr,j} - R^j(m_t(m_i)) \right),
$$

where $R_{corr,i}$ is the measured value in the $i$th bin – unfolded to the parton level – and $R^i(m_t(m_i))$ denotes the theoretical prediction as a function of the running mass. Since the numerical evaluation of $R^i(m_t(m_i))$ is very time consuming we calculate $R^i(m_t(m_i))$ for $m_t(m_i)$ in the range 160–170 GeV in steps of one GeV and use a linear interpolation in between. The matrix $V^{-1}$ is the inverse of the statistical covariance matrix of the unfolded $R$-distribution as given in Ref. [15] (Figure 8 provided as auxiliary material to Ref. [15]). The top-quark mass value is determined through a minimization of the $\chi^2$. We use only five of the six available bins because the number of degrees of freedom is reduced by one through the normalization of the $R$ distribution. Figure 4 shows the results for different choices of the excluded bin. As long as the bin closest to the threshold is kept, very similar results are obtained. Excluding the highest bin, however, leads to an important change of the observed $\chi^2$. This is a direct consequence of the high sensitivity of the cross section in this bin to the top-quark mass together with the small experimental uncertainty of the measured value for this bin. The exclusion of the highest bin leads to a shift of about 1 GeV as far as the minimum of the $\chi^2$ is concerned. In addition, the minimum becomes significantly broader, reflecting the loss in sensitivity. For the extraction of the top-quark mass we follow the approach used in Ref. [15] and exclude the lowest bin which
corresponds to the most energetic events and has only a very weak sensitivity to the top-quark mass. The statistical uncertainty is taken as the mass shift that increases $\chi^2$ by one unit with respect to the minimum ($\Delta \chi^2 = +1$).

As the published results of Ref. [15] do not provide a full covariance matrix, including the breakdown of the systematic uncertainties, we use a modified version of the $\chi^2$ function where no covariance matrix is assumed to evaluate the systematic uncertainties:

$$\chi^2 = \sum_i \left[ \frac{R_{\text{corr},i} - R_i(m_t(m_t))}{R_i(m_t(m_t))} \right]^2.$$  \hspace{1cm} (15)

The fit is repeated 5000 times with pseudo data varying the value of $R_{\text{corr},i}$ assuming a gaussian distribution with a mean value (standard deviation) for $R_{\text{corr},i}$ taken from the first (last) column of Table 4 of Ref. [15]. As a consistency check the average of the different mass values obtained is calculated. Its value agrees within 0.1 GeV with the value obtained using Eq. (14). The systematic uncertainties are estimated as the standard deviation of the individual fit results.

A full implementation of the systematic effects is thus missing in our study, however, we expect that the results given here represent a reasonable approximation. The theoretical uncertainties are evaluated by repeating the fit with different choices for the PDF and renormalization and factorization scales. The PDF uncertainty is taken as the maximum difference between the nominal result and the mass obtained with MSTW2008nlo90cl and NNPDF2.3 NLO. It has only a minor effect on the mass: $\Delta m_t(m_t) = 0.15$ GeV. The scale variation is determined as the asymmetric difference between the mass extracted with the central scale choice, $\mu = m_t(m_t)$, and with the scales $\mu_r, \mu_f$ set to $\mu_r = \mu_f = 2m_t(m_t)$ and $\mu_r = \mu_f = m_t(m_t)/2$. The two theory uncertainties are added in quadrature. For the determination of the aforementioned uncertainties, we used the theoretical $R$ distribution calculated with $\mu = m_t(m_t) = 166$ GeV as pseudo data instead of $R_{\text{corr},i}$ as determined in Ref. [15] to avoid that statistical fluctuations of the experimental data introduces a bias in the evaluation of the theoretical uncertainties.

As a final result we obtain for the running top-quark mass:

$$m_t(m_t) = 165.9 \pm 1.4 \text{ (stat.)} \pm 1.3 \text{ (syst.)}^{+1.5}_{-0.6} \text{ (theory) GeV},$$

where the central value and the statistical uncertainty are evaluated using Eq. (14) while the systematic and theoretical uncertainties are determined using Eq. (15) as described above. We have not included the uncertainty due to the parametric uncertainty of the QCD coupling constant because it has been shown in Ref. [15] that the impact is negligible. Comparing with Ref. [15], we observe a slight decrease of the experimental uncertainties. Combining the individual uncertainties in quadrature, we find

$$m_t(m_t) = 165.9^{+2.4}_{-2.0} \text{ (total) GeV.}$$

Comparing with the result for the top-quark pole mass as given in Ref. [15]

$$M_t^{\text{pole}} = 173.7 \pm 1.5 \text{ (stat.)} \pm 1.4 \text{ (syst.)}^{+1.0}_{-0.5} \text{ (theory) GeV} [15],$$

we find that the theoretical uncertainties are larger in the extraction of $m_t(m_t)$. In both cases the theoretical uncertainty is largely dominated by the scale variation while the PDF effects give only a small contribution. Inspecting the individual bins it turns out that the bin closest to the threshold is responsible for the larger scale dependence when using the $\overline{\text{MS}}$ mass. Most likely this is due to the appearance of the derivative in Eq. (11), which can lead to a sizable contribution in the threshold region where $d\sigma/dm$ is large. Given the high sensitivity with respect to the top-quark mass this leads to an important contribution to the scale variation of the extracted mass value. We also note that with respect to the behavior of the perturbative expansion the two schemes, pole mass and running mass, are on an equal footing: as can be seen from Eq. (5) no large logarithms are involved in the relation between $M_t^{\text{pole}}$ and $m_t(m_t)$. The slight improvement of the scale dependence in the inclusive $t\bar{t}$ cross sections is to a large extent a kinematic effect, since the numerically smaller mass value in the running mass scheme increases the Born approximation and thus reduces the size of the corrections, leading to a somewhat smaller scale variation. As explained above, distributions may show a different behavior.

As a consistency check of the determination of the running mass one can convert the extracted mass value into the pole mass scheme and vice versa. Since in both cases the quality of the perturbative expansion is comparable we do not expect any major differences. The result of this exercise is shown in Table 2. Indeed the results are in perfect agreement with each other. Note that we included only the first non-trivial term in $\alpha_s$ in the conversion. This is a consistent approximation within the NLO accuracy presented here. Furthermore, no uncertainty due to the mass conversion itself is considered.

| Theory | $m_t(m_t)$ (GeV) | $M_t^{\text{pole}}$ (GeV) |
|--------|----------------|-------------------|
| $\mathcal{R}(m_t(m_t))$ | $165.9^{+2.4}_{-2.0}$ | $\rightarrow$ 173.5$^{+2.5}_{-2.1}$ |
| $\mathcal{R}(M_t^{\text{pole}})$ | $165.8^{+2.2}_{-2.0}$ | $\leftarrow$ 173.7$^{+2.3}_{-2.1}$ |
4 Conclusion

In this article the NLO QCD corrections for top-quark pair production in association with an additional jet have been calculated defining the top-quark mass in the \( \overline{\text{MS}} \) scheme instead of the top-quark pole mass commonly used. As a proof of concept, we have shown that it is possible to determine the top-quark running mass from the measurement of the differential cross section of \( t\bar{t} + 1 \)-jet production. Using the data from Ref. [15] we find

\[
m_t(m_t) = 165.9 \pm 1.4 \text{ (stat.)} \\
\quad \pm 1.3 \text{ (syst.)}^{+1.5}_{-0.6} \text{ (theory) GeV},
\]

which is – when translated to the pole mass scheme – consistent with the measurement of the pole mass. Since we extract the running top-quark mass at the scale of the top-quark mass itself, the conversion between the two mass schemes does not involve large logarithms. As a consequence, a major improvement concerning the convergence of the perturbative expansion is not expected. Using \( m_t(m_t) \) is appropriate for the measurements reported in Ref. [15] which is based on 7 TeV data collected in run I. Due to the limited statistics, the moderate collider energy, and the large sensitivity of the bin closest to the threshold, high energetic events \( (\rho_3 < 0.4) \) have only little impact on the analysis. Setting the renormalization scale equal to the top-quark mass and using \( m_t(\mu) \) should thus provide reliable results. This is supported by the good agreement between the mass measurement using the pole mass and the mass measurement using the running mass. The larger theory uncertainty when using the running mass is due to the high mass sensitivity of the differential cross section close to the threshold and its larger scale dependence. As one can read off from Table 1 the scale variation of the sixth bin is roughly twice as large as the scale variation in bins three, four, and five. (The scale variation of bin one and two is similar or even larger than that of bin six, however, due to the small number of events (about 10% of the total number of events) and the reduced sensitivity, these two bins do not significantly affect the outcome of the analysis.)

We note that the measurement of the running mass gives an interesting and complementary description to that obtained with the pole mass. With more high energetic events available in run II it could also be interesting to determine \( m_t(\mu) \) where the renormalization scale is set to some large value reflecting the typical momentum transfer in the considered \( \rho_3 \) bin (in the case that several bins are used). This would give the opportunity to ‘measure’ the running of the top-quark mass. Furthermore, at large scales the perturbative expansion using the running top-quark mass may be improved since the conversion introduces now potentially large logarithms which may cancel corresponding terms explicit in the calculation. However, given the significantly smaller sensitivity for low \( \rho_3 \) large statistics and a very good control of the systematic uncertainties would be required.
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Appendix

See Tables 3 and 4.

Table 3 Same as Table 1 but for the NNPDF2.3 PDF set. Only the central scale \( \mu = m_t(m_t) \) is shown

| Bin, range in \( \rho_3 \) | \( R(m_t(m_t)) \) |
|--------------------------|----------------|
|                          | 160 GeV | 161 GeV | 162 GeV |
| 1, 0–0.25                | 0.115   | 0.117   | 0.118   |
| 2, 0.25–0.325            | 1.057   | 1.056   | 1.060   |
| 3, 0.325–0.425           | 1.918   | 1.940   | 1.968   |
| 4, 0.425–0.525           | 2.484   | 2.520   | 2.525   |
| 5, 0.525–0.675           | 2.163   | 2.151   | 2.157   |
| 6, 0.675–1.0             | 0.392   | 0.378   | 0.364   |

| Bin | 163 GeV | 164 GeV | 165 GeV | 166 GeV |
|-----|---------|---------|---------|---------|
| 1   | 0.120   | 0.122   | 0.124   | 0.127   |
| 2   | 1.088   | 1.096   | 1.115   | 1.131   |
| 3   | 1.971   | 2.018   | 2.036   | 2.048   |
| 4   | 2.546   | 2.567   | 2.592   | 2.602   |
| 5   | 2.153   | 2.131   | 2.132   | 2.127   |
| 6   | 0.350   | 0.336   | 0.317   | 0.306   |

| Bin | 167 GeV | 168 GeV | 169 GeV | 170 GeV |
|-----|---------|---------|---------|---------|
| 1   | 0.128   | 0.130   | 0.132   | 0.136   |
| 2   | 1.143   | 1.155   | 1.179   | 1.194   |
| 3   | 2.082   | 2.104   | 2.127   | 2.154   |
| 4   | 2.619   | 2.645   | 2.640   | 2.644   |
| 5   | 2.119   | 2.107   | 2.103   | 2.097   |
| 6   | 0.290   | 0.276   | 0.266   | 0.253   |

\( \odot \) Springer
Table 4  Same as Table 1 but for the MSTW2008nlo PDF set. Only the central scale \( \mu = m_t(m_t) \) is shown.

| Bin, range in \( \rho_t \) | \( R(m_t(m_t)) \) |
|--------------------------|----------------|
|                         | 160 GeV | 161 GeV | 162 GeV |
| 1, 0–0.25                | 0.119   | 0.120   | 0.124   |
| 2, 0.25–0.325            | 1.045   | 1.065   | 1.072   |
| 3, 0.325–0.425           | 1.919   | 1.926   | 1.968   |
| 4, 0.425–0.525           | 2.460   | 2.490   | 2.521   |
| 5, 0.525–0.675           | 2.163   | 2.156   | 2.144   |
| 6, 0.675–1.0             | 0.398   | 0.385   | 0.364   |
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