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1 INTRODUCTION
Lip-to-speech synthesis aims to reconstruct corresponding speech audios from silent videos of talking human faces by analyzing the facial movements, especially the movements of lips. This technology can help people understand speech in situations where voices are hardly audible, such as video conferencing in silent or noisy environments [37], long-range listening for surveillance [9] and so on. Therefore, it has attracted a big attention from researchers.

Most existing methods of lip-to-speech synthesis [1, 9, 10, 18, 21, 22, 37, 41] focus on constrained settings with small datasets, such as GRID [6] and TCD-TIMIT [14], where each speaker’s vocabulary contains less than a hundred words, and the speakers are always facing forward with almost no head movement. On the other hand, unconstrained lip-to-speech synthesis uses real-world talking videos which contain vocabulary of thousands of words and large head movements. This is much more difficult than the constrained settings, and most models for constrained lip-to-speech synthesis fail under the unconstrained settings [24].

Current works [15, 24] show that the sequence-to-sequence [4, 32] architecture is an effective solution to this problem. These works combine a visual encoder consisting of a stack of 3D-CNNs [35]...
and an LSTM [28] with acoustic models from TTS models [25, 26, 31], either adopting an autoregressive architecture [24] or a flow-based non-autoregressive architecture [15]. They use a two-stage pipeline that first generates mel-spectrograms as intermediate representations, and then synthesizes audio waveforms from the spectrograms with a signal-processing-based algorithm (i.e. Griffin-Lim algorithm [11]). These works outperform previous works by a wide margin under unconstrained settings [15, 24].

Despite the impressive results achieved by these models, their two-stage pipeline design has some notable drawbacks. Such a pipeline increases the deployment cost of the model [34, 39], and limits the audio quality due to error propagation and information loss in the intermediate representations [7, 17]. Besides, the audio synthesis algorithm used in the second stage further limits the inference speed and audio quality, as it contains a large amount of serial calculations [11], and tends to produce low-quality audios with characteristic artifacts [31]. Neural vocoders that are widely used in TTS models to synthesis high-quality audios, however, perform poor on these models, since their output spectrograms are not accurate enough for the vocoders to perform well [24].

In addition, both the autoregressive model [24] and the flow-based non-autoregressive model [15] suffer from inefficiencies in either inference time or memory usage due to their model characteristics. The autoregressive model suffers from high inference latency due to its recursive nature [12, 13, 26], while the flow-based model has a large amount of parameters which causes high memory occupancy (see Section 5.6). These drawbacks significantly limit the performance of these models.

In this paper, we propose FastLTS, a non-autoregressive end-to-end model for unconstrained lip-to-speech synthesis. Our model is able to directly synthesize high-quality speeches with much less latency. Specifically, we use a transformer-based non-autoregressive acoustic decoder and a GAN-based vocoder to realize a fully parallelized end-to-end model. We show that our model significantly reduces inference time while improving the audio quality, and has a relatively light model size.

Moreover, transformer architecture has recently achieved equivalent or superior performance to convolutional networks on image and video classification [2, 3, 8], proving its ability of visual feature extraction. However, most lipreading and lip-to-speech synthesis models still use 3D-CNNs for visual feature extraction. A recent work [29] shows that a ViT-based visual frontend outperforms 3D-CNN counterparts in audio-visual automatic speech recognition. However, original ViT calculates self-attention among all tokens and tends to produce low-quality audios with characteristic artifacts. Neural vocoders that are widely used in TTS models to synthesis high-quality audios, however, perform poor on these models, since their output spectrograms are not accurate enough for the vocoders to perform well [24].

In this work, we devise a transformer-based visual frontend for visual feature extraction in lip-to-speech synthesis. Experiments show that it has viable feature extracting ability on both large unconstrained datasets and small constrained datasets. As far as we know, this is the first practical transformer-based visual frontend for lip-to-speech synthesis and lipreading.

To conclude, our key contributions are as follows:

- We propose an end-to-end model for unconstrained lip-to-speech synthesis, which is able to synthesize high-quality speeches with much less inference latency.
- We propose a transformer-based visual frontend for lip movement encoding, which shows good performance on both large and small datasets.
- Experiments show that our model achieves 9.14× speedup for mel-spectrogram generation and 19.76× speedup for audio waveform generation compared with the autoregressive model on input sequences of 3 seconds, and obtains superior audio quality.

2 RELATED WORKS

2.1 Constrained Lip-to-Speech Synthesis

Constrained lip-to-speech synthesis aims to generate speech audios from silent talking videos where the vocabulary is narrow and the speakers’ heads have almost no movement. Ephrat et al. [10] propose the first solution to this problem, which uses CNN to predict LPC (Linear Predictive Coding) features from silent talking videos. Later they augment their model to a two-tower CNN-based encoder-decoder model [9] and encode raw frames and optical flows respectively. Akbari et al. [1] combine an autoencoder that extracts bottleneck features from audio spectrograms with a lipreading network for visual feature extracting. Yadav et al. [41] use stochastic modeling approach with a variational autoencoder. Vougioukas et al. [37] and Mira et al. [22] use GAN to directly synthesize audio waveform from video frames. Kim et al. [18] combine GAN with attention mechanism for generating better mel-spectrograms.

Although these works show impressive results on small constrained datasets, they fail to handle unconstrained datasets with large head movements and large vocabulary, which limits their applications in real-world scenarios. Different from these models, our model mainly focuses on unconstrained lip-to-speech synthesis. Yet we also conduct experiments on GRID [6] dataset to prove the modeling ability on small constrained datasets of our model.

2.2 Unconstrained Lip-to-Speech Synthesis

Unconstrained lip-to-speech synthesis aims to generate speeches from real-world talking videos with large vocabulary and head movements. As this topic has only recently attracted attention of the researchers, there are not many works on it currently. Prajwal et al. [24] firstly propose an autoregressive sequence-to-sequence model modified from Tacotron 2 [31] to tackle this problem, which generates mel-spectrograms conditioned on video frames; He et al. [15] use a non-autoregressive architecture to accelerate inference and use a Glow [19] module for mel-spectrogram refinement.

While these models find feasible solution to unconstrained lip-to-speech synthesis, their two-stage pipeline using Griffin-Lim algorithm limits the audio quality and inference speed. Besides, they suffer from low temporal or spatial efficiency due to their model characteristics. Different from these models, our model uses an end-to-end non-autoregressive architecture, which is efficient on both inference time and model size, and also improves the audio quality.

2.3 Vision Transformers

Transformer [56] has shown decent performance in multiple NLP tasks since it was proposed. Dosovitskiy et al. [8] bring transformer to the area of computer vision for the first time, and demonstrate...
that transformer architecture has comparable or even superior performance to convolutional networks on image classification. Later, transformer architecture is extended to videos. Arnab et al. [2] propose a spatial-temporal factorized transformer encoder architecture for video encoding. Several other works [3, 23, 30] investigate different attention mechanism for video processing. On the other hand, some works add convolution mechanism to transformers, combining the advantages of convolution and attention mechanism. Wu et al. [40] use convolutional networks to calculate self-attention. Yuan et al. [42] add convolution to tokenization layer and feed forward network. Inspired by these works, we propose a spatial-temporal factorized transformer visual encoder for lip-to-speech synthesis. Experiments show that the proposed frontend has comparable encoding ability to traditional convolution networks.

3 PROBLEM DEFINITION

In this section, we introduce the problem formulation of unconstrained lip-to-speech synthesis. Suppose we have a video sequence of a single talking human \( V = \{v_1, v_2, ..., v_T\} \), where \( T \) denotes the length of the video sequence and \( v_i \) denotes the \( i \)-th frame. The task of lip-to-speech synthesis is to generate the corresponding speech audio \( A = \{a_1, a_2, ..., a_L\} \), where \( L \) denotes the length of the generated audio, and \( a_j \) denotes the \( j \)-th value of the waveform. The relationship between \( T \) and \( L \) is

\[
T \cdot sr = L \cdot FPS
\]

(1)

where \( sr \) is the sampling rate of the audio and \( FPS \) is the frame rate of the video.

The word “unconstrained” means that the head positions of two frames \( v_i \) and \( v_j \) may have a big difference where \( i \) and \( j \) are not very close, and the corresponding speech can have a vocabulary of thousands of words. Constrained lip-to-speech synthesis can be seen as a special case of the unconstrained one.

4 METHODS

In this section, we illustrate the architecture of FastLTS and introduce our training methods. As shown in Figure 2(a), the model mainly consists of three parts: the visual encoder (from the tokenization layer to the temporal transformer), the acoustic conditional module, and the waveform generator. A linear layer is used for auxiliary mel-spectrogram output while training. The input video frames are fed into the tokenization layer, then the features are feed forward through the whole model, and finally taken by the waveform generator to synthesize waveforms. We will introduce these modules in detail in the following subsections.

4.1 Visual Encoder

The visual encoder is used to extract and encode visual features from the input video sequence. It consists of a tokenization layer, a spatial transformer and a temporal transformer. The tokenization layer is used to preliminarily extract local features and produce
spatio-temporal tokens for the transformer. It consists of a 3D-convolutional layer, a layer normalization layer and a max-pooling layer. The tokens are added with a learned positional embedding and are then fed into the spatial transformer, the architecture of which is illustrated in Figure 2(b). The spatial transformer is used to model the correlation among spatially adjacent tokens, and only calculates attentions on tokens extracted from the same temporal index. However, since the tokens are overlapped while doing tokenization, tokens of the same temporal position may still form a relatively long sequence, causing large computation burden and memory usage. To deal with this problem, we use linear approximation of self-attention proposed in Performer [5], which significantly reduces the computation burden of self-attention while keeping a good performance. For the feed forward part of the spatial transformer, we employ the Locally Enhanced Feed Forward network proposed in [42], which does convolution on the depth dimension of the features. This brings convolution into the transformer architecture, which strengthens its locality and gives it stronger ability to model spatial correlation among neighboring tokens.

The output hidden of the spatial transformer with the same temporal index are then concatenated and projected to a single hidden of lower dimension by a linear layer. This sequence is then fed into the temporal transformer, which is illustrated in Figure 2(c). The temporal transformer models the temporal correlation between the hidden. Its structure is the same as the original transformer proposed in [36].

4.2 Acoustic Conditional Module

We notice that it is very difficult to directly use audio waveforms as supervisory signal to train the model due to its high dimensionality. Therefore, we employ an acoustic conditional module, which is illustrated in the green part of Figure 2(d). This module works as a non-autoregressive decoder that turns visual features into acoustic features. Basically it is a transformer which alternates the feed forward network with a 1D convolutional network for better locality modeling of the acoustic features. It can output mel-spectrograms when combined with the auxiliary mel layer. Note that this module does not feed mel-spectrograms into the waveform generator, and the auxiliary mel layer is only used to assist training. We will explain the training methods in detail later.

Note that before the output visual features of the temporal transformer are fed into the acoustic conditional module, they need to be aligned to match the length of the acoustic feature sequence. We simply duplicate the visual features for alignment. We calculate the duplication factor \( d = \frac{L_{aud}}{FPS} \), where \( L_{aud} \) is the length of the audio feature sequence per second. If \( d \) is an integer, we simply duplicate the visual features by \( d \) times. Otherwise, we divide the visual features into two parts and duplicate them by \( \lfloor d \rfloor \) and \( \lceil d \rceil \) times respectively, and adjust the proportion of the two parts for alignment. For example, if the frame rate is 30 fps and the length of the audio features is 80 per second, we use duplication factors of \( \{3, 3, 2, 3, 2, \ldots \} \).

4.3 Waveform Generator

The structure of the waveform generator is illustrated in the violet part of Figure 2(d). The linear layer has the same dimension as the auxiliary mel layer, and it projects the acoustic features to the same dimension as the mel-spectrogram frame, which is 80 in our case. We then feed the projected features to the generator to synthesize audio waveform. The structure of the generator is the same as that proposed in [20]. We refer the readers to the HiFi-GAN paper [20] for more details about the generator.

4.4 Training Method

As mentioned in section 4.2, due to the high dimensionality of the raw audio, it is very difficult to directly use it as supervisory signal to train the whole model in an end-to-end way. We therefore adopt a two-stage training method. In the first stage, we don’t involve the waveform generator in training, and only train the visual encoder and the acoustic conditional module. We use the auxiliary mel layer to output mel-spectrograms and use SSIM loss [43] and L1 loss to optimize the encoder and the conditional module. The SSIM loss is formulated as:

\[
L_{SSIM} = \frac{1}{L_{mel}} \sum_{n=1}^{L_{mel}} (1 - \text{SSIM}(y_n, \hat{y}_n))
\]

Where \( L_{mel} \) denotes the length of the mel-spectrogram, \( y_n \) denotes the \( n \)-th frame of ground truth mel-spectrogram, and \( \hat{y}_n \) denotes the \( n \)-th frame of generated mel-spectrogram, and SSIM(·, ·) denotes the structural similarity index [38] of two vectors. The L1 loss is formulated as:

\[
L_{L1} = \frac{1}{L_{mel}} \sum_{n=1}^{L_{mel}} \|y_n - \hat{y}_n\|_1
\]

And the total loss function of the first stage is:

\[
L_{stage1} = \lambda_{SSIM} L_{SSIM} + \lambda_{L1} L_{L1}
\]

In the second stage, we remove the auxiliary mel-spectrogram output, and plug the waveform generator into the model. We use the same loss as [20] to train the whole model. Specifically, we use a multi-period discriminator and a multi-scale discriminator to extract feature maps of the audios and discriminate the audio samples for adversarial training. The training objective of the second stage consists of three parts: adversarial loss, mel-spectrogram loss and feature matching loss. The adversarial loss for discriminators \( D \) and generator \( G \) is:

\[
L_{adv}(D; G) = \mathbb{E}_{(x, s)} \left[ (D(x) - 1)^2 + (D(G(s)))^2 \right]
\]

\[
L_{adv}(D; G) = \mathbb{E}_{(x, s)} \left[ (D(G(s)) - 1)^2 \right]
\]

Where \( s \) is the input condition and \( x \) is the ground truth audio. The mel-spectrogram loss is defined as:

\[
L_{mel}(G) = \mathbb{E}_{(x, s)} \left[ \|\phi(x) - \phi(G(s))\|_1 \right]
\]

where \( \phi(·) \) denotes the function to transform a waveform into corresponding mel-spectrogram. And the feature matching loss is defined as:

\[
L_{FM}(G; D) = \mathbb{E}_{(x, s)} \sum_{i=1}^{T} \frac{1}{N_i} \left\|D^i(x) - D^i(G(s))\right\|_1
\]
where $T$ denotes the number of layers in the discriminator; $D^i$ and $N^i$ denote the features and the number of features in the $i$-th layer of the discriminator, respectively.

The total loss of the second stage is:

$$L_{stage2-G} = \lambda_a L_{adv}(G; D) + \lambda_m L_{mel}(G) + \lambda_f L_{FM}(G; D)$$ (9)

$$L_{stage2-D} = L_{adv}(D; G)$$ (10)

We find that calculating loss on a whole segment of audio leads to large computation cost and memory usage due to the high resolution of audio. Therefore, we adopt the sampling window technique for wave generator training. Specifically, we sample a consecutive sub-sequence from the acoustic conditional module output, and use the corresponding audio segment to train the waveform generator. We notice that for small dataset, this will reduce computation cost and memory occupancy while keeping a good performance. However, for large unconstrained dataset, training the whole model in this way will damage the encoding ability of the visual encoder due to the shrink of context window. Therefore, we freeze the parameters of the visual encoder and the acoustic conditional module in the second stage and only optimize the parameters of the waveform generator.

5 EXPERIMENTS AND RESULTS

5.1 Datasets

**Lip2Wav** The Lip2Wav dataset [24] is the largest and most commonly used dataset for unconstrained lip-to-speech synthesis. It contains real-world lecture videos of 5 different speakers, with about 20 hours of videos per speaker and vocabulary size over 5000 words for each of them. We conduct our experiments on 3 speakers, which are Chess Analysis, Chemistry Lectures and Hardware Security. All three speakers have frame rate of 30 fps, and we sample the raw audios at 16000Hz. We use the same train-test splits as [24] for training and evaluation.

**GRID** The GRID dataset [6] is a symbolic dataset for constrained lip-to-speech synthesis. It contains 34 speakers with 1000 sentences uttered by each speaker. The talking videos are captured in an artificial environment. The vocabulary of GRID contains only 51 words. All the sentences are in a restricted grammar and each sentence contains 6 to 10 words. We conduct our experiments on three speakers in the GRID dataset to prove the adaptability on small constrained datasets of our model.

5.2 Implementation Details

**Data Preprocessing.** We use 3-second contiguous sequences as training samples. For audios, we sample the audios at 16000Hz, and transform them to mel-spectrograms with window-size being 800, hop-size being 200 and spectrogram dimension being 80. For video frames, we use $S^2FD$ face detector to detect the faces and crop them out. We then resize the cropped faces to $96 \times 96$. We use data augmentation for the GRID dataset to improve performance and avoid overfitting. Specifically, we flip the facial images horizontally with probability of 40%, and we randomly crop 0-7.2% horizontal or vertical pixels of the images with probability of 40%.

**Model Configurations.** The kernel size of the 3D-convolutional layer in the tokenization layer is set to $5 \times 5 \times 5$. The dimension of the visual tokens $d_{token}$ is set to 32. The spatial transformer is a 4-layer transformer with hidden dimension $d_t$ being 36, number of heads $h_s$ being 6. The temporal transformer is also a 4-layer transformer with number of heads $h_t$ being 8. We set the temporal hidden dimension $d_t$ to 384 for the Lip2Wav dataset, and 160 for the GRID dataset. The output dimension of the feed forward layer $d_f$ is $4 \times d_t$. The acoustic conditional module has the same dimension of hidden and number of layers as the temporal transformer. For the waveform generator, the kernel sizes of the transposed convolutions $k_u$ and the resblocks $k_r$ are set to $[9, 9, 8, 4]$ and $[3, 7, 11]$. The sampling window size is set to 1.2 seconds. For the two training stage, we use Adam and AdamW optimizers, and the initial learning rates are set to $2 \times 10^{-3}$ and $2 \times 10^{-4}$, respectively.

5.3 Evaluation Metrics

We mainly evaluate the generated audios through subjective evaluation on the quality, intelligibility and naturalness of the audios. Here, quality indicates the clarity of audio against electronic noise and distortion, naturalness indicates how much the prosody and rhythm of the speech sound like real human, and intelligibility indicates the clarity of the pronunciation and the difficulty of understanding the speech content. Our subjective evaluation is conducted via Amazon Mechanical Turk. For each test item, we ask over 300 respondents to fill out three 1-5 Likert scales on the above three metrics of the generated and ground truth audios and report the mean opinion score (MOS). We paid the respondents around $7.2$ hourly. We also calculate PESQ [27] of our results on the GRID dataset for objective quality evaluation. For inference speed evaluation, we measure the inference speed of mel-spectrograms and waveforms of different models on input sequences of different lengths.

Different from previous works, we don’t calculate STOI [33] and ESTOI [16] to measure the audio intelligibility, as we claim that these criteria are not appropriate for GAN-based models that
directly synthesize audio waveforms. These algorithms measure the distortion of a noisy signal relative to the original one, while GANs may produce intelligible speeches with different intonation from the original speeches, which causes a relatively poor STOI value yet does no damage to intelligibility and naturalness. We therefore mainly use human evaluation for intelligibility evaluation. Later we will release demonstration videos to prove our results.

5.4 Audio Quality

For the Lip2Wav dataset, we conduct human evaluation on the results of FastLTS and Lip2Wav together with the ground truth audios, and present the MOS in Table 1, including mean scores and confidence intervals with confidence level of 95%. We can see that our model achieves significant improvement on audio quality, and improves the speech intelligibility a lot on two speakers. This proves that through adopting an end-to-end architecture with a vocoder, our model is able to generate clearer audios with less noise and distortion, and makes the pronunciation more accurate. Our model also achieves higher score on naturalness, which indicates that it is able to generate more human-like voices with the assistance of adversarial training. The above experimental results also indicate that our transformer-based visual frontend has comparable performance to the 3D-CNN counterparts used in previous works.

We visualize the mel-spectrogram samples generated by different methods in Figure 3 in order to show the superiority of our model more intuitively. We transform the outputs of FastLTS and ground truth audios to mel-spectrograms and compare them with the outputs of Lip2Wav. The left column shows results on speaker of Chemistry Lectures, and the right column shows those on speaker of Chess Analysis. We can see that the spectrograms generated by Lip2Wav tend to be blurry and over-smoothed, while the spectrograms from our model have clear and sharp edges. We marked some areas with red boxes, where the results of the two methods form a striking contrast.

We also try to combine the Lip2Wav model with neural vocoders, and report the MOS in Table 2. We train hi-fi-gan vocoders on the audios and spectrograms from the Lip2Wav dataset, and use them to generate speech waveforms from spectrograms generated by Lip2Wav. We get highly distorted speeches with a strong and harsh electronic noise. As shown in Table 2, these audio samples get extremely low MOS, indicating their low quality. This matches the observation of [24], and proves that our model is much more than simply adding an acoustic model with a neural vocoder. Our model enables the usage of neural vocoder in unconstrained lip-to-speech synthesis, which is not possible for previous works.

| Method  | Quality     | Intelligibility | Naturalness |
|---------|-------------|----------------|-------------|
| Lip2Wav | 3.27 ± 0.11 | 3.47 ± 0.13    | 3.54 ± 0.12 |
| FastLTS | 3.59 ± 0.09 | 3.68 ± 0.09    | 3.73 ± 0.08 |
| GT      | 3.60 ± 0.10 | 3.76 ± 0.09    | 3.78 ± 0.10 |

Table 3: MOS on GRID Dataset
Table 4: PESQ on GRID dataset

| Method            | PESQ |
|-------------------|------|
| Vid2Speech [10]   | 1.734|
| Lip2AudSpec [1]   | 1.673|
| GAN-based [37]    | 1.684|
| Ephrat et al. [9] | 1.825|
| Lip2Wav [24]      | 1.772|
| VAE-based [41]    | 1.932|
| Vocoder-based [21]| 1.900|
| VCA-GAN [18]     | **2.008**|
| FastLTS           | 1.939|

For the GRID dataset, we conduct experiments on three speakers and report the MOS in Table 3. It can be seen that our model achieves a comprehensive improvement on all three aspects, which is consistent with the results under unconstrained settings. We also calculate PESQ and compare our results with the scores of previous works in Table 4. Despite the gap between the results of our model and the state-of-the-art method, our model has outstanding performance and ranks high on the list.

5.5 Inference Speedup

We measure the inference speedup by comparing the inference time of the autoregressive model and our FastLTS model on input video sequences of different lengths. We use the Chemistry Lectures speaker in the Lip2Wav dataset to do the comparison. We conduct our experiments on a server with an Intel-Xeon E5-2678 CPU and an NVIDIA RTX-2080Ti GPU with batch size of 1.

Generally, we don’t directly use the mel-spectrogram output of FastLTS, as it is only used to assist training. Yet we still compare the mel-spectrogram inference speed of the two models to eliminate the effects of using different waveform synthesis methods. The inference time and acceleration ratio are illustrated in Figure 4. We can see that our model generates mel-spectrograms several times faster than Lip2Wav, and the acceleration ratio increases as the input sequence gets longer. This is because our non-autoregressive model adopts parallel generation, so the inference latency doesn’t increase dramatically as the input sequence gets longer, while the latency of Lip2Wav increases sharply due to its autoregressive nature. We can see that the acceleration ratio reaches 9.14× when the input length is 3 seconds which is the configured input length in FastLTS and Lip2Wav.

The waveform inference time of the two models is illustrated in Figure 5. We can see that the Griffin-Lim algorithm causes great inference latency in Lip2Wav, and the latency grows sharply as...
the mel-spectrogram sequence gets longer, while our model adopts parallel generation of audio with a GAN-based vocoder, which brings great generation speedup. The acceleration ratio of waveform synthesis reaches 19.76× when the input length is 3 seconds. It is worth noting that the acceleration ratio of our model exceeds that of GlowLTS [15]. As reported in [15], GlowLTS only achieves 5.337× acceleration when the video length is 30 seconds, and is slower than the autoregressive model when the input length is shorter than 3 seconds.

### 5.6 Model Size

We compare the model size of our FastLTS with Lip2Wav and GlowLTS, and the results are shown in Table 5. We can see that as the cost of realizing a non-autoregressive architecture with generative flow, GlowLTS has over twice more parameters than Lip2Wav, causing high memory usage. In contrast, our model only use 26% more parameters to realize an end-to-end non-autoregressive architecture that can generate high-quality audio with short latency.

### 6 ABLATION STUDY

In this section, we conduct ablation experiments on FastLTS to explore the effectiveness of our model. We first remove the waveform generator and conduct CMOS evaluation on the results. The scores are shown in Table 6. We can see that the removal of the waveform generator causes drop in all three aspects, especially the audio quality, where the CMOS is -0.274. This proves that the waveform generator plays an important role in improving the quality, intelligibility and naturalness of the audio. We also visualize the mel-spectrogram samples in Figure 6. It can be seen that the acoustic conditional module tends to generate blurry and over-smoothed spectrograms just like Lip2Wav when there is no waveform generator.

We then remove the acoustic conditional module and try to use raw waveforms to train the whole model. However, we fail to generate intelligible audios with this model. This indicates that the acoustic conditional module plays a significant role in modeling the acoustic features. By comparing the shape of the spectrograms in Figure 6(a) and 6(b), we can infer that acoustic conditional module is responsible for modeling the low-level structures of the audio, while the waveform generator is responsible for complementing high-dimensional details.

We also try to remove the first training stage and train the whole model in an end-to-end way from scratch. All we get, however, are blurry and indistinguishable human voices. This indicates that it is not practical to directly use the raw audio as supervisory signal to train the model, and proves the necessity of the two-stage training.

### 7 CONCLUSIONS

In this paper, we devise FastLTS, an end-to-end model for unconstrained lip-to-speech synthesis. To improve audio quality, we build an end-to-end model by using a GAN-based vocoder and applying adversarial training. To reduce inference latency, we adopt a fully parallelized architecture with a non-autoregressive decoder and the vocoder. Besides, we design an applicable transformer-based visual frontend for this task, which shows equivalent performance to 3D-CNN-based counterparts. We conduct experiments on the Lip2Wav dataset, showing significant improvements on audio quality and inference speed. We also conduct experiments on the GRID dataset, showing the adaptability of our model on small datasets.

For future work, we will try to extend the model to multi-speaker settings. We also plan to combine our lip-to-speech synthesis model with human-face super-resolution models to tackle the problem of lip-to-speech synthesis with low-resolution videos.
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