Electron wave functions are at the heart of quantum mechanics representing the particle-wave duality and determining a multitude of physical properties in solids including topologically protected transport [1]. They have been probed in free space by interference experiments [2] and in solids by scanning tunneling spectroscopy (STS) of, e.g., metals [3], semiconductors [4], graphene [5], or topological insulators [6]. However, one of the most fundamental single-particle wave functions, the one of quasi-free electrons within a homogeneous magnetic field, often being part of the curriculum in quantum mechanics, has never been probed directly [7]. Without potential disorder, these wave functions are highly degenerate and not localized as described by the famous, energetically equidistant Landau levels (LLs) [8]. However, potential disorder leads to localization of these wave functions along equipotential lines such that they can be probed in real space [9][11]. Wave functions of different LLs are distinct by their nodal structure, which is the subject of this letter [8]. Interestingly, such nodal structure can not be probed for Dirac-type fermions, since the structure is blurred by the two-component nature of the wave functions [12][13].

Here, we probe the two antinodes of the first LL (LL1) with respect to the one antinode of the zeroth LL (LL0) by STS using smooth potential valleys of the quasi-free electron system of an InSb inversion layer for localization [4][15]. We demonstrate that the two antinodes in LL1 lead to double peaks in dI/dV curves for each spin polarized LL such that peak quadruplets act as fingerprints of the two antinodes. We favorably compare our experimental results with numerical calculations [16] and with results of an analytic model [17].

The experiments were performed in a home-built ultra-high vacuum scanning tunneling microscope (STM) operating at temperature T = 0.4 K in a magnetic field up to B = 14 T. The inversion layer is prepared by cleaving p-doped InSb (acceptor density: 1 · 10^{24}/m^{3}) and depositing Cs atoms on the surface at T = 40 K (density: 1.8 % per InSb(110) unit cell). The dilute density of Cs allows STS of the underlying two-dimensional electron system (2DES). The Cs density is larger than the induced charge density of the 2DES, such that the uncharged Cs atoms effectively screen the minority of positively charged Cs atoms [13]. Thus, the 2DES potential disorder E_{pot}(r) (r: position) is dominated by the bulk acceptor density [14].

Mapping E_{pot}(r) by the spatial dependence of LL0 peaks [15] (Fig. 1a) reveals a correlation length $\xi = 50$ nm and a Gaussian distribution of potential values with sigma-width of 10 meV [15]. Rather isotropic potential valleys are occasionally observed exhibiting diameters up to 30 nm, which is about 4.5 times the magnetic length $l_B = \sqrt{\hbar/eB} = 6.8$ nm at $B = 14$ T, i.e., such valleys contain five flux quanta. Consequently, the potential is smooth on the length scale of the cyclotron diameter $d_C = \sqrt{2n + T} \cdot 2l_B$ for LL0 and LL1. The ratio between confinement energy $\hbar\omega_c$ and LL energy $\hbar\omega_0$ of $\omega_0/\omega_c \approx 0.3$ [19] implies less than 5 % mixing between LLs within such valleys [19]. An additional mixing of about 10 % appears due to the relatively strong spin-orbit splitting [19] (Rashba parameter $\alpha_R \approx 1$ eVÅ [15][20]).

Calculating the LDOS for $E_{pot}(r)$ of Fig. 1a by a recursive Green’s function algorithm [16][19], including the known $\alpha_R$, effective mass $m^* \approx 0.03 \cdot m_e$ ($m_e$: bare electron mass), and $g$ factor $g \approx -21$ [15], indeed reveals nodal structure for LL0 and LL1 appearing as single stripes and double stripes, respectively (Fig. 1b–g). The appearance of double and single stripes at the same location and energy with respect to different LL0 centers can be discriminated most easily in areas around smooth potential valleys (arrows in Fig. 1a and f). Importantly, the valleys allow to discriminate from arbitrary vicinities of adjacent drift states [10][11], in particular, if the additional overlap of the two spin levels, not regarded in Fig. 1b–g, is taken into account [19]. Notice that albeit the maximum fluctuation of the potential (50 meV) is close to $\hbar\omega_c$, different local LLs are always distinct in $dI/dV$.
curves (Fig. 1a), since \( d_C \ll \xi \). An experimental indication of the double stripes is the peak doubling of LL\(_1\) as described below.

Concentrating on the widest potential valley (Fig. 2) found during several potential scans and using a tip with negligible tip-induced band bending \([19]\), we experimentally observe the development of single and double stripes in real space. Figure 2a and b display the experimentally obtained \( E_{\text{pot}}(r) \). The left side of Fig. 2 shows a \( dI/dV \) curve mapped in the minimum of this potential valley. Four distinct peaks are visible. They correspond to the two spin levels of LL\(_0\) and LL\(_1\) as verified by comparing with the known \( m^* \approx 0.03 \cdot m_e \) and \( g \approx -21 \) \([15, 20]\) and seen rather directly by line scans of \( dI/dV(V) \) \([19]\). The pink points mark the average LL energy \( E_{\text{LL}_n,\uparrow} \) resulting from averaging over larger areas as shown in Fig. 1a. It is aligned with the average peak voltage of LL\(_{0,\uparrow}\) in experimental \( dI/dV \) curves from areas of \((200 \text{ nm})^2 \) \([19]\). Obviously, the peaks within the center of the potential valley are downshifted by about 25 meV with respect to \( E_{\text{LL}_n,\uparrow} \) indicating confinement (also apparent within line scans of \( dI/dV(V) \) \([19]\)). The \( dI/dV \) images at the voltages marked by dashed lines are shown in Fig. 2c–k (more detailed energy sequence in Fig. 3 of supplement \([19]\)). They are all acquired at energies below \( E_{\text{LL}_n,\uparrow} \), thus being confined by the potential valley \([19]\). For LL\(_{0,\uparrow}\) (Fig. 2d–g), one observes that a central disk develops into a ring structure increasing in diameter with increasing voltage. The full width at half maximum of the ring is about 8 nm, i.e. close to \( l_B \). This represents the expectation for drift states of LL\(_0\), which map equipotential lines at a resolution of \( l_B \) \([9, 11]\). Within LL\(_1\), at similar energies with respect to \( E_{\text{LL}_1,\uparrow} \), one observes the development from a small ring structure into a double ring structure growing in size with increasing energy (Fig. 2h–k). The average distance between the inner and the outer ring in Fig. 2h amounts to \( 11.6 \pm 0.3 \text{ nm} \) being slightly smaller than the expected distance of parallel lines within the first LL wave function: \( \Delta l_{\text{LL}_1} \approx 2 \cdot l_B = 13.6 \text{ nm} \) \([8]\). Moreover, the smallest structure found in the first LL is a ring, which gets not closed at lower energy, as expected \([8]\) (see also detailed sequence in Fig. 3 of supplement \([19]\)). We compare the experimental results with the same straightforward calculation of the LDOS as used for Fig. 1a–g, but we adapt \( \alpha_R \) and \( m^* \), which are known to spatially fluctuate \([15]\), in order to reproduce the \( dI/dV \) curve. The resulting LDOS(\( E \)) in the same potential minimum is shown in Fig. 2 on the right and corresponding LDOS plots at the marked energies in Fig. 2c–f. The general symmetries of the LDOS(\( r \)) are well reproduced. However, the calculated structures are larger and grow faster in size with increasing energy. Moreover, the distance between the rings in Fig. 2 and \( s \) is now rather exactly \( 2 \cdot l_B \). We believe that the smaller size in the experiments is firstly caused by the fact that we cannot probe details of \( E_{\text{pot}}(r) \) at length scales below \( l_B \), such that the potential is probably deeper than displayed in Fig. 2. This leads to additional compres-
sion of the wave function not considered in Fig. 2−s, namely a more effective rescaling of the magnetic length by \((1 + 4(\omega_0/\omega_c)^2)^{-1/4} \approx 0.9\) \[19\]. Moreover, \(m^*(E)\) of InSb increases with \(E\) \[21\] and since \(\omega_0/\omega_c \propto \sqrt{m^*}\), the influence of the potential curvature on the wave functions increases with \(E\). This leads to an additional effective compression of the wave functions at high energy not considered in the calculation, which assumes \(m^*(E) = \text{const.}\).

In order to highlight the generic properties of the observed nodal structure, Fig. 3 compares different calculation schemes of the LDOS(\(r\)) for selected \(E\). The first line originates from the calculations also presented in Fig. 2−s. The second line uses the analytic guiding center approach including the Rashba type spin-orbit interaction \[17\], while the third line is the most generic description using the guiding center approach without Rashba spin-orbit coupling, i.e. \[9, 17\]:

\[
\text{LDOS}(E, r) = \sum_{n=0}^{\infty} \sum_{s=-1/2}^{1/2} \frac{(-1)^{n+1}}{4\pi^2 l_B^4} \int n_F(E - \epsilon_{n,s} - V_n(R)) \left[ \frac{2(r - \mathbf{R})^2}{l_B^4} \right] \cdot e^{-\frac{(r - \mathbf{R})^2}{\ell_B^2}} d^2 \mathbf{R} 
\]

with \(n_F(E)\) being the derivative of the Fermi function with respect to energy, \(L_n\) being the \(n\)th Laguerre polynomial, \(\epsilon_{n,s} = (n + 1/2)\omega_c + s\mu_B B\) (\(s\): spin quantum number, \(\mu_B\): Bohr's magneton), and:

\[
V_n(R) = \frac{(-1)^n}{\pi l_B^2} \int E_{\text{pot}}(r) \cdot L_n \left[ \frac{2(r - \mathbf{R})^2}{l_B^4} \right] \cdot e^{-\frac{(r - \mathbf{R})^2}{\ell_B^2}} d^2 \mathbf{r}
\]

The generic features, in particular, the double stripe structure (Fig. 3; f, i) are barely changed for the different calculations. They appear most clearly within the numerics allowing additional wave function mixing and, thus, a rescaling of the effective \(l_B\) as mentioned above. Thus, the potential valley itself helps to fit the generic
double stripe structure into the valley size. The result including $\alpha_R$ is slightly more blurred than without $\alpha_R$ reflecting the well known mixing of adjacent LLs by the spin-orbit interaction [17].

Finally, we explain the appearance of double peaks for LL$_1$ spin levels within $dI/dV$ curves. Figure 4 sketches idealized wave functions $|\Psi|^2$ of LL$_0$ and LL$_1$, having an extension of $d_C$ (7 nm, 12 nm), within $E_{\text{pot}}(r)$. They exhibit zero and one node perpendicular to the drift path, respectively. Shifting these structures laterally changes their energy approximately by $\langle \Psi | E_{\text{pot}} | \Psi \rangle$, i.e. smoothly along $E_{\text{pot}}(r)$. The tip, which probes the 0.2 nm area directly below its apex, can tunnel either in the inner or in the outer antinode of a LL$_1$ wave functions. These two wave functions have different energies explaining the double peak structure in $dI/dV$ straightforwardly.

Figure 4h and c show two experimental spectra obtained at two different positions within a potential valley, both exhibiting four peaks for LL$_1$. Displaying the LDOS images at the four peak energies reveals, firstly, that the patterns are nearly identical for the next-nearest neighbor peaks (Fig. 4h and f, respectively, e and g). Thus, the next-nearest neighbor peaks belong to the two spin levels of the same wave function $|\Psi(r)|^2$. The peaks in such a pair, moreover, exhibit nearly identical shapes and are separated by the Zeeman energy of 20 meV. Secondly, the LDOS images demonstrate that the nearest neighbor peaks appear because either the inner ring or the outer ring of the LL wave function is below the tip (blue crosses in Fig. 4i–g). Accordingly, peaks in the green $dI/dV$ curve (b) at energies of Fig. 4i and g belong to the inner ring of the LL wave function (green crosses in Fig. 4i–g), while the outer ring is crossing this position at lower energies.

In summary, we demonstrated that the generic nodal structure of LL wave functions can be probed by scanning tunneling spectroscopy of an adsorbate induced 2DES at $B = 14$ T, if one concentrates on rather smooth potential valleys. The features of these wave functions are nicely reproduced by a recursive Green’s function based calculation, but also by a simplified analytic guiding center approach revealing the generic wave functions directly. Thus the potential valley represents a pinning defect for the LL wave functions very similar to the point defects which pin Bloch waves at $B = 0$ T [3, 4]. The observation of real-space patterns of LL wave functions can be regarded as an important step towards the observation of more complex, interacting wave functions, e.g., within fractional quantum Hall phases [22] probably being accessible by scanning tunneling microscopy of graphene samples [23].
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TIP INDUCED BAND BENDING

It is well known that tip-induced band bending (TIBB) can influence scanning tunneling microscopy (STM) and scanning tunneling spectroscopy (STS) experiments on III-V semiconductors [25, 26]. TIBB is caused by the potential difference between tip and sample which consists of work function differences, typically being up to 400 meV between InSb(110) and a W tip [26], and the applied bias $V_t$. The most important workaround is to prepare tips with nearly identical work function to the sample. Therefore, trial and error is applied using cross checks for TIBB. Hereby, the operation at low temperature and in ultrahigh vacuum is decisive, since tips can be kept identical for weeks after successful preparation.

We prepared our tips firstly by voltage pulses on W(110) and afterwards by more gentle voltage pulses on InSb(110). The most convincing cross check of residual TIBB is a comparison of the spatially averaged $dI/dV$ spectrum, representing the density of states (DOS), (Fig. 9k) and the dispersion of the same sample recorded by angular resolved photoelectron spectroscopy (ARPES) (Fig. 9b). [14] After sufficient pulsing, we achieve negligible differences between the two methods concerning the onset of the first subband of the 2DES, i.e., the difference is less than $\Delta E_{\text{onset}} = 5 \text{ meV}$. Hereby, it is important that we operate at a Cs coverage in the saturation range, which starts at 1-2 %, [14, 27] such that minor differences in Cs coverage, which cannot be crosschecked by counting the atoms in ARPES, are barely relevant. Moreover, a careful calibration of $E_F$ in ARPES and $V = 0 \text{ mV}$ in STS is mandatory. We checked, in addition, that the onset energy in STS did barely change with $B$ field (Fig. 5k, upper curve).

A rougher, but faster cross check is given by the absence of confined states of the tip induced quantum dot. [20] Such a confined state is easily discernable as a sharp peak below the onset of the first subband of the 2DES, if the TIBB is downwards. [14, 26] Its energy follows the potential disorder as a function of position. [14, 26]

From the more quantitative first cross check, we deduce that the TIBB is negligible at the onset energy of the 2DES. However, it could still be present at different $V$. The strength of the $V$ related TIBB depends on the ratio of the voltage, which drops in vacuum, and the voltage, which drops within the InSb sample. The ratio can be determined experimentally by using the fact that each state crossing the Fermi level of the sample due to TIBB is probed a second time in $dI/dV$ curves. [11] Corresponding $dI/dV$ data recorded on n-InSb(110) (doping level $4\cdot10^{21}/\text{m}^3$, covered with 1 % Cs) are shown in Fig. 9b. [11] The red arrows mark a double appearance, once if the tip Fermi level is aligned with the state energy (bottom) and once if the sample Fermi level is aligned with the same state after being shifted by TIBB (top). Stretched mirror lines of the former signals appear due to the latter. They
FIG. 5. (a) Spatially averaged $dI/dV$ curve of p-InSb(110) covered with 1.8 % Cs, $B$ as marked, $T = 0.4$ K, $V_{\text{stab}} = 300$ mV, $I_{\text{stab}} = 200$ pA, $V_{\text{mod}} = 3.5$ mVrms, $150 \times 150$ nm², 35 × 35 curves for averaging; the vertical black line labeled $-108$ meV marks the onset of the first subband of the 2DES. [15] (b) ARPES spectrum of the same p-InSb(110) sample covered with 2 % Cs, photon energy $h\nu = 21.2$ eV, $T = 80$ K; black vertical line labeled $-108$ meV marks the onset of the first subband of the 2DES. [14] (c) Grey scale plot of $dI/dV$ data along a line of n-InSb(110) covered with 1 % Cs, $B = 8$ T, $T = 0.3$ K, $V_{\text{stab}} = 150$ mV, $I_{\text{stab}} = 300$ pA, $V_{\text{mod}} = 1.0$ mVrms. Red arrows mark the appearance of the same state, once if aligned with the Fermi level of the tip (bottom) and once if aligned with the Fermi level of the sample (top) due to tip induced band bending. The stretched mirror appearance of the states can be used to deduce the lever arm $\epsilon\Delta V/E_{BB} \simeq 10$. [11] (d) Large scale $dI/dV$ image of p-InSb(110) covered with 1.8 % Cs, $B = 14$ T, $T = 0.4$ K, $V = -113$ mV, $V_{\text{stab}} = 50$ mV, $I_{\text{stab}} = 150$ pA, $V_{\text{mod}} = 0.75$ mVrms; red square marks the area probed in Fig. 7 and in Fig. 2-4 of the main text; turquoise dashed line marks the line cut along which $dI/dV$ spectra are presented in e. (e) Grey scale plot of $dI/dV$ along the line marked in d; same parameters as in d; red arrows mark weakly apparent, stretched mirror structures of the states observed close to $E_F$; similarly to c, they indicate a lever arm $\epsilon\Delta V/E_{BB} \simeq 10$; yellow arrows mark areas where a quadruplet of lines is most clearly observable within LL$_1$; note that a pair of lines of the quadruplet moves exactly parallel indicating the lifted spin degeneracy.

allow to quantify how much tip voltage is required to pull the state up to the Fermi level of the sample by TIBB. For the marked case, it amounts to about 120 mV (distance between the two white lines marked by the arrows). One straightforwardly deduces the lever arm between the applied additional voltage $\Delta V$ and the shift of the state due to tip induced band bending $E_{BB}$, which is simply the distance of the bottom white line to $V = 0$ mV. We deduce $\epsilon\Delta V/E_{BB} \simeq 10$. [11] For the 1000-fold larger doping used in the actual study, it is rather unlikely that this lever arm is smaller. Instead, one would naively expect the opposite, i.e., a larger lever arm due to the larger screening in the sample. However, the 2DES and the remaining charge in the Cs layer are probably dominating the screening effects, which would lead to a similar value of the lever arms. Figure 6 shows the same plot as in c for the p-InSb(110) used in this study. The stretched mirror lines are barely
visible due to the fact that confined states are also present above the Fermi level of the sample, which is not the case for the degenerately doped n-type sample. However, careful inspection shows remnants of the mirror lines, for states close to $E_F$ of the sample, as marked by red arrows. The deduced stretching factor corroborates the result of $e\Delta V/E_{BB} \approx 10$ also for this sample.

Consequently, the applied $\Delta V$ in this study, being up to 90 mV above the onset energy of the 2DES (Fig. 7), leads to a voltage related TIBB of $\Delta E_V \leq 9$ meV. This results in a maximum complete band shift, respectively, a shift of the states by the TIBB of $\Delta E_{BB} = \sqrt{\Delta E_{onset}^2 + \Delta E_T^2} \leq 10$ meV. Notice, that the potential valley probed in Fig. 2-4 of the main text is about 30 meV in depth such that the remaining $\Delta E_{BB}$ will not change the general confinement property of this valley, but it will slightly stretch the energy scale of the confined states by order 10 %. The lateral extension of the TIBB might change the shape of the confinement potential slightly, which is probably responsible for the remaining differences between calculated and measured LDOS in Fig. 2 of the main text.

**DETAILED DEVELOPMENT OF ANTINODES WITH ENERGY**

Figure 6 shows a spatially averaged $dI/dV$ spectrum obtained at $B = 14$ T, which probes the DOS of the complete area displayed in Fig. 5d and Fig. 8c-f. The spectrum adequately represents the DOS of the 2DES as can be straightforwardly crosschecked by separating the image in smaller pieces and comparing the resulting average $dI/dV$ curve obtained from these smaller areas. The marked Landau levels (LLs) are clearly separated and spin splitting becomes apparent in LL1 and LL2. Nevertheless, the average $dI/dV$ in between LL0 and LL1 does not drop to the level recorded at voltages below the onset of the 2DES (left area). This indicates a remaining overlap of the DOS of different LLs. However, in real space, spin and Landau levels are always clearly distinct as can be seen in the $dI/dV$ line scan shown in Fig. 3. Thus, the fact that the global LLs overlap is caused by the long-range potential disorder with correlation length ($\simeq 50$ nm) much larger than the magnetic length $l_B(14$ T$) \simeq 7$ nm. Strong mixing of LLs would only appear, if the potential changes on the scale of the cyclotron radius $r_c = \sqrt{2m + 1} \cdot l_B$ would be approximately as large as the LL gaps (see section VI for a detailed discussion), which is clearly not the case (see Fig. 5e).

Notice that the $dI/dV$ intensity between LL1 and LL2 reaches the $dI/dV$ level recorded below the onset of the first subband. This is caused by the Coulomb gap, which according to Efros and Shklovskii [28] should be linear in energy around $E_F$ for localized systems in 2D. The gap has been discussed previously in detail,[30] but the linearity is nicely visible in Fig. 6 too.

The colored lines in Fig. 6 mark the energies of the LDOS images obtained in the potential valley of Fig. 2-4 of the main text as displayed in Fig. 7. They are colored according to their affiliation to a particular spin polarized LL as deduced from Fig. 7. Since they belong to the deepest potential valley in that particular area, they are found at the low energy tail of the corresponding LL peak partly penetrating into energy areas which are globally dominated by a lower LL (red lines belong to LL$_{1\downarrow}$).

The LDOS images in Fig. 7 are ordered with respect to their affiliation. One observes for both spin levels of LL0, that a disk like feature representing a Gaussian LDOS develops into a ring increasing in diameter with energy. Eventually, the ring reaches the rim of the potential valley displayed in Fig. 2b of the main text. The structure at the rim is still faintly visible (green arrow in Fig. 7), when the outer ring of the LL$_{1\uparrow}$ wave function (red arrow) appears in the center of the valley. This outer ring does not start as a Gaussian disk at lowest energy, which can be rationalized, e.g., by the fact that it has to be orthogonal to the wave functions of LL0. The ring appears more strongly in Fig. 7 before starting to increase in diameter with energy and soon being accompanied by a disk in its center evolving into a second, inner ring structure afterwards. It is obvious from this series that the two rings observed in Fig. 7-s do not contain a remainder of the ring of LL$_{0\downarrow}$, but are the two antinodes belonging to LL$_{1\downarrow}$.

The procedure of a starting ring increasing in size with energy and soon being accompanied by a disk evolving into a second, inner ring is repeated for LL$_{1\downarrow}$ (Fig. 7).
FIG. 7. Series of $dI/dV$ images recorded in the area also displayed in Fig. 2−4 of the main text; $B = 14$ T, $T = 0.4$ K, $V_{\text{stab}} = 50$ mV, $I_{\text{stab}} = 150$ pA, $V_{\text{mod}} = 0.75$ mV_rms; energies eV (marked in Fig. 6 as colored lines) are labeled on top and constituting LLs are given on the right; green arrow in n marks the remainder of the extended ring from LL$_{0,\downarrow}$, while the outer ring of LL$_{1,\downarrow}$ starts to appear (red arrow); yellow arrow marks one sharp line originating from charging events which partly disturb the LDOS imaging.

However, it is difficult to discriminate the outer ring of LL$_{1,\downarrow}$ from the inner ring of LL$_{1,\uparrow}$ at the energies between Fig. 7t and t (not shown). The $dI/dV$ images in Fig. 7 partly show sharp lines (e.g., yellow arrow in k) in addition to the more smooth LDOS of the LL wave functions. They are attributed to charging of Cs atoms by TIBB as discussed elsewhere.[31] The Cs atoms itself are visible as small black dots within the probed squared wave functions of the LLs.[14]

SINGLE AND DOUBLE STRIPES WITHIN LARGE SCALE IMAGES

The calculated LDOS of Fig. 1b−g of the main text implies that double stripes for LL$_{1}$ appear at areas of single stripes of LL$_{0}$ also on more flat areas of the potential. This is most obvious for Fig. 1d and g, but also discernable by comparing Fig. 1c and f. These more extended structures are more difficult to discriminate within the experiment since, unlike the spin-resolved numerical LDOS data, the experimental $dI/dV$ data show spatially overlapping contributions from both spin levels. This is why we concentrate on the deep potential valley in the main text, which allows more quantitative comparison.

However, more extended structures evolving from single lines to double lines can also be found in experiment at the upper rim of the DOS of a particular LL as demonstrated in Fig. 8c−f. A number of structures are marked by arrows which nicely show the doubling of lines in LL$_{1}$ (e, f) with respect to LL$_{0}$ (c, d), in particular, if one considers the two upper spin levels in d and f. In c and e, the overlap of the DOS of the two spin levels becomes apparent by the structures in the upper right area. These structures do not exhibit any doubling between c and e and are not observable in d and f. These LDOS structures, belonging to LL$_{1,\downarrow}$ in e, correspond to the single outer ring seen also in Fig. 7t for the deep potential valley, i.e., they represent the low-energy single lines of LL$_{1,\downarrow}$ within shallower potential valleys, which will develop into a double line structure at larger energies.
\[ \Delta E_{LL_0,\uparrow} = -9 \text{ meV} \]
\[ LL_0,\uparrow \quad E = -75 \text{ meV} \]
\[ LL_0,\downarrow \quad E = -48 \text{ meV} \]

\[ \Delta E_{LL_0,\uparrow} \approx -10 \text{ meV} \]
\[ LL_1,\uparrow \quad E = -17 \text{ meV} \]
\[ LL_1,\downarrow \quad E = 7 \text{ meV} \]

FIG. 8. (a) (same as Fig. 1b of the main text) LDOS within LL\(_{0,\uparrow}\) as calculated within the recursive Green’s function algorithm \[16\] using the potential of Fig. 1a of the main text, \( m^* = 0.03 \cdot m_e \) (\( m_e \): bare electron mass), \( g = -21 \), \( \alpha_R = 1 \) eV Å, \( B = 14 \) T; the energy with respect to the center of the Landau level within the plotted potential area is marked. (b) \( dI/dV \) image of the same area, \( B = 6 \) T, \( T = 0.4 \) K, \( V_{stab} = 50 \) mV, \( I_{stab} = 100 \) pA, \( V_{mod} = 1.5 \) mV\(_{rms}\); energy with respect to the average energy of LL\(_{0,\uparrow}\) in the displayed area determined from the peak in the averaged \( dI/dV \) curve (similar to Fig. 6) is marked on top; note the similar LDOS structures in a and b and the larger width of the structures in b due to the lower \( B \), hence, larger \( l_B \).

(c)–(f) Large scale \( dI/dV \) images of another area at energies \( E = eV \) as marked with the corresponding LL on top, \( B = 14 \) T, \( T = 0.4 \) K, \( V_{stab} = 50 \) mV, \( I_{stab} = 150 \) pA, \( V_{mod} = 0.75 \) mV\(_{rms}\); identically colored arrows point to the same area in different images, where the development from a single stripe (d, partly c) to double stripes (e,f) of the drift states is most obvious.

Unfortunately, the \( dI/dV(x,y,V) \) data set leading to Fig. \[\text{[1]}\]–f contains some instabilities, possibly due to minimal tip changes, which make it impossible to deduce a reliable potential map such that a direct comparison with the calculated LDOS is not at hand. Instead, we show such a comparison in Fig. \[\text{[II]}\]–b albeit only for LL\(_{0}\). The similarity of the LDOS structures in experiment and calculation is apparent, where the measured structures obtained at \( B = 6 \) T are slightly broader than the calculated ones obtained at \( B = 14 \) T in line with the different \( l_B \propto B^{-0.5} \) determining its width. \[\text{[III]}\]
Figure 9 shows the $dI/dV$ intensity along a line within the intermediate area of the potential of Fig. 2b of the main text. It is obvious that LL$_1$ consists of four states which pairwise behave very similar along the line. Each next nearest neighbor pair belongs to the different spin levels of one antinode corroborating our assignments from the main text. Fig. 4a shows further examples of such quadruplets of $dI/dV$ lines as marked, e.g., by the yellow arrows. They are most clearly seen in relatively flat potential areas away from potential minima, where the model discussed in Fig. 4a of the main text applies most favorably, i.e. the potential curvature on the scale of $l_B$ is negligible.[17][32]

**QUADRUPLET S OF PEAKS IN LL$_1$**

![Graph showing quadruplets of peaks in LL$_1$](image)

**FIG. 9.** Grey scale plot of $dI/dV$ intensity along a line of the potential shown in Fig. 2a of the main text. Landau levels LL$_n$ and spin levels (arrows) are marked, $B = 14$ T, $V_{stab} = 50$ mV, $I_{stab} = 150$ pA, $V_{mod} = 0.75$ mV rms.

**FIG. 10.** Plot of the mixing parameter $\eta_{n,\lambda}$ from Eq. (3), which describes the relative weight of the spin-polarization $-\lambda$ in the state $|n, \lambda\rangle$, as a function of magnetic field $B$. The parameters are $m = 0.03 m_e$, $\alpha_R = 1$ eVÅ, $g = -21$.

**MIXTURE OF SPIN-CHANNELS DUE TO RASHBA SPIN-ORBIT COUPLING**

The Rashba Hamiltonian including the Zeeman interaction and a disorder potential $V(\vec{r})$ reads

$$H = \frac{\hbar^2}{2m} + \frac{\alpha_R}{\hbar}(\tilde{p} x \sigma_y - \tilde{p} y \sigma_x) + \frac{1}{2} g\mu_B B \sigma_z + V(\vec{r}), \quad (3)$$

where the first term is the kinetic energy corresponding to the physical momentum $\vec{p} = \vec{P} + e \vec{A}(\vec{r})$ with $e > 0$ the electron charge and the vector potential $\vec{A}(\vec{r})$, the second term is the Rashba interaction with the Pauli matrices $\sigma_x, \sigma_y, \sigma_z$ and Rashba parameter $\alpha_R$, and the third term is the Zeeman interaction with the electron $g$-factor $g$, the Bohr magneton $\mu_B$ and the magnetic field strength $B$. In absence of disorder with $V(\vec{r}) = 0$, the eigenstates of the Hamiltonian (3) can be written in the form [33][34]

$$|n, \lambda\rangle = c_{n,\lambda}^{(1)} |n\rangle \otimes |\sigma_\lambda\rangle + c_{n,\lambda}^{(2)} |n + \lambda\rangle \otimes |\sigma_{-\lambda}\rangle, \quad (4)$$

where the states $|\sigma_\lambda\rangle$ are eigenstates to spin polarization $\lambda$ such that $\sigma_z |\sigma_\lambda\rangle = \lambda |\sigma_\lambda\rangle$ and the states $|n\rangle$ are states in Landau level $n$. The coefficients $c_{n,\lambda}^{(1/2)}$ are given by

$$c_{n,\lambda}^{(1)} = \cos \theta_n (1 + \lambda)/2, \quad c_{n,\lambda}^{(2)} = \lambda \sin \theta_n (1 + \lambda)/2, \quad (5)$$

and depend on the angles

$$\theta_n = \arctan \left[ \frac{\sqrt{n}S}{1 - Z + \sqrt{(1 - Z)^2 + nS^2}} \right] \quad (6)$$

which parametrize the strength of the contributions to different spin components. Here, $Z = g\mu_B B/\hbar \omega_c$ and $S = \sqrt{2} \alpha_R/\hbar \omega_c l_B$ measure the strength of the Zeeman interaction and the Rashba interaction in terms of the cyclotron frequency $\omega_c = eB/m$ and the magnetic length...
\[ l_B = \sqrt{\hbar/eB}. \] The eigenenergies are obtained as
\[ E_{n,\lambda} = \hbar\omega_c \left[ n + \frac{1 + \lambda}{2} - \frac{\lambda}{2} \sqrt{(1 - Z)^2 + (n + \frac{1 + \lambda}{2})S^2} \right]. \tag{7} \]

The above choice of labeling of the states has the advantage that in the limit \( S \to 0 \), the state \( |n, \lambda\rangle \) smoothly goes over to a state in Landau level \( n \) with spin polarization \( \lambda \). Indeed, from Eq. (6) it is obvious that for \( S \to 0 \), we find \( \theta_n \to 0 \) and correspondingly, \( c_{n,\lambda}^{(2)} \to 0 \). It is important to note that \( S = 0 \) as \( B \to \infty \), such that the effective Rashba spin-orbit coupling gets weaker as the magnetic field increases. At large magnetic fields, we expect that we can approximately regard the states \( |n, \lambda\rangle \) as states in Landau level \( n \) with spin polarization \( \lambda \).

To characterize the remaining contribution to the wave function \( |n, \lambda\rangle \) in the spin channel \( -\lambda \) it is convenient to define the mixing parameter \( \eta_{n,\lambda} = |c_{n,\lambda}^{(2)}|^2/|c_{n,\lambda}^{(1)}|^2 \) as the ratio of the weights of both spin polarizations in the square of the wave-function \( |\psi(\vec{r})|^2 \). This means that the contribution to the local density of states by the spin polarization \(-\lambda\) in the state \( |n, \lambda\rangle \) is smaller by a factor of \( \eta_{n,\lambda} \) compared to the contribution of spin-polarization \( \lambda \). The mixing parameter \( \eta_{n,\lambda} \) can be written explicitly as
\[ \eta_{n,\lambda} = \frac{|n + (1 + \lambda)/2|^2S^2}{(1 - Z + \sqrt{(1 - Z)^2 + (n + 1 + \lambda)/2})^2}, \tag{8} \]
which shows that every state \( n, \lambda = +1 \) has a contribution in the spin-down component which is of the same intensity as the contribution in the spin-up component of the state \( n + 1, \lambda = -1 \). The mixing parameter is shown in Fig. 10 as a function of magnetic field for the parameter values \( m = 0.03 \, m_e, \alpha_R = 1 \, eVÅ, g = -21 \). In particular, for \( B = 14 \, T \), we obtain the mixing parameters \( \eta_{1,\lambda=-1} = \eta_{0,\lambda=1} \approx 0.07 \), \( \eta_{1,\lambda=1} \approx 0.13 \), showing that the mixture of Landau levels \( L_0 \) and \( L_1 \) due to Rashba spin-orbit coupling indeed remains small for our parameters.

**LANDAU-LEVEL MIXING DUE TO THE POTENTIAL VALLEY**

Having seen that spin-orbit coupling has only a negligible effect, we now want to assess the importance of Landau-level mixing due to the potential. To that end, we consider the spinless Fock-Darwin problem
\[ H = \frac{\pi^2}{2m} + \frac{1}{2} \omega_c^2 \vec{r}^2 \tag{9} \]
of electrons in the \( xy \)-plane subject to a magnetic field \( \vec{B} = B\hat{z} \) in the \( z \)-direction and a quadratic confinement potential with characteristic frequency \( \omega_0 \). The Fock-Darwin Hamiltonian possesses exact solutions \[ \psi_{n,l}(\vec{r}) = \sqrt{\frac{n!}{(n + |l|)!}} \left( \frac{r}{\sqrt{2L_B}} \right)^{|l|} \times L_n^{|l|} \left( \frac{r^2}{2L_B^2} \right) e^{-r^2/4L_B^2} \frac{e^{-i\eta_0 r^{2}}}{\sqrt{2\pi L_B^2}}, \tag{10} \]
where \( n \in \mathbb{N}_0 \) and \( l \in \mathbb{Z} \) are quantum numbers and we use the radius \( r = |\vec{r}| \) and the angle \( \phi \) in polar coordinates. Since the electric confinement potential adds to the confinement produced by the magnetic field, the magnetic length \( l_B = \sqrt{\hbar/m\omega_c} \) is renormalized to \( L_B = \sqrt{\hbar/m\Omega} \) with the frequency \( \Omega = \sqrt{\omega_c^2 + 4\omega_0^2} \).

We observe that finite \( \omega_0 \) decreases the length scale on which the wave function varies from \( l_B \) to \( L_B \), but leaves the overall form of the wave function invariant. The reason for this is that the quadratic potential leaves the harmonic structure of the Hamiltonian without confinement potential intact. To see this more explicitly, it is instructive to introduce new quantum numbers \( N_X \in \mathbb{N}_0, M_X \in \mathbb{N}_0 \), which are related to \( n, l \) as \( l = N_X - M_X, n = (N_X + N_Y - |N_X - M_X|)/2 \). The reason for the subscript \( \chi \) will become apparent below. In terms of the new quantum numbers, the Fock-Darwin spectrum assumes the form
\[ E = \hbar\Omega \left[ n + (|l| + 1)/2 \right] + \hbar\omega_c l \tag{11} \]
\[ = \hbar \frac{\Omega + \omega_c}{2} (N_X + 1/2) + \hbar \frac{\Omega - \omega_c}{2} (M_X + 1/2). \tag{12} \]
This makes the harmonic structure of the renormalized Landau levels (associated with \( N_X \)) and the renormalized guiding center levels (associated with \( M_X \)) explicit.

The average radius of the wave-function scales as
\[ \sqrt{\langle r^2 \rangle} = \sqrt{2L_B^2} (N_X + M_X + 1), \tag{13} \]
showing that the wave functions become more extended as \( N_X \) and \( M_X \) increase. Therefore, the mismatch between a wave function varying on the larger scale \( L_B \) and the exact wave function varying on the smaller scale \( L_B \) becomes larger and Landau level mixing increases with \( N_X \) and \( M_X \). However, since Landau-level mixing does not affect the geometric structure of the wave function, we expect that even a description neglecting Landau-level mixing will capture the overall wave-function structure.

To quantify the strength of Landau-level mixing, it is convenient to introduce the cyclotron coordinates \( \eta_x = -\pi_x/m\omega_c, \eta_y = \pi_y/m\omega_c \) and the guiding center coordinates \( X = x - \eta_x, Y = y - \eta_y \). Since the coordinates are canonically conjugate, \( [X, Y] = iL_B^2 \) and \( [\eta_x, \eta_y] = -iL_B^2 \), one can introduce ladder operators
\[ a = (\eta_x - i\eta_y)/\sqrt{2L_B} \quad b = (X + iY)/\sqrt{2L_B}, \tag{14} \]
which have the usual nonvanishing commutation relations \([a, a^\dagger] = [b, b^\dagger] = 1\). Here, \(a\) is related to the Landau level index and \(b\) is related to the guiding center position. Expressing the Hamiltonian in terms of ladder operators leads to

\[
H = \hbar \omega_c (a^\dagger a + \frac{1}{2}) + \frac{\hbar \omega_0}{\omega_c} (a^\dagger a + b^\dagger b + a b^\dagger + a^\dagger b + 1).
\]

The presence of terms quadratic in the creation and annihilation operators suggests that diagonalizing the system requires a Bogoliubov transformation. Indeed, one can verify that the Hamiltonian is diagonalized by a unitary transformation

\[
U = \exp[\chi(ab - a^\dagger b^\dagger)]
\]

with

\[
\chi = \frac{1}{4} \log \left(1 + \frac{4\omega_0^2}{\omega_c^2}\right).
\]

The diagonalized Hamiltonian \(H_\chi = U H U^\dagger\) reads

\[
H_\chi = \frac{\hbar \Omega}{2} [a_\chi^\dagger a_\chi + b_\chi^\dagger b_\chi + 1] + \frac{\hbar \omega_c}{2} [a_\chi^\dagger a_\chi - b_\chi^\dagger b_\chi]
\]

in terms of the transformed operators \(a_\chi = U a U^\dagger\), \(b_\chi = U b U^\dagger\), which are given by

\[
a_\chi = a \cosh \chi + b \sinh \chi
\]

\[
b_\chi = b \cosh \chi + a^\dagger \sinh \chi.
\]

Denoting by \(N_\chi, M_\chi\) the number of quanta of \(a_\chi\) and \(b_\chi\), respectively, we recover the form of the Fock-Darwin spectrum given in Eq. \((16)\).

The ground state \(|0_\chi, 0_\chi\rangle\) of the Hamiltonian \((18)\) is defined by the condition \(a_\chi |0_\chi, 0_\chi\rangle = b_\chi |0_\chi, 0_\chi\rangle = 0\). It is related to the vacuum \(|0, 0\rangle\) of \(a\) and \(b\) defined by \(a|0, 0\rangle = b|0, 0\rangle = 0\) through the unitary transformation \(U\). The unitary transformation \(U\) performs a two-mode squeezing of the vacuum \(|0, 0\rangle\). Using standard results about two-mode squeezing \({}^{30}\), it is straightforward to calculate the overlap of states \(|N_\chi, M_\chi\rangle\) with the states \(|N, M\rangle\) associated with the bare Landau level \(N\) and guiding center state \(M\) that is not renormalized by \(\omega_0\). Using this, we compute the spectral weight of the state \(|N_\chi, N, M_\chi\rangle\) in Landau level \(N\). We obtain

\[
W_N = \sum_M |(N, M|N_\chi = N, M_\chi\rangle|^2
\]

\[
= \frac{F(-N, -M_\chi, 1, -\sinh^2 \chi)}{\cosh(\chi)^{2N + 2M_\chi + 2}},
\]

where \(F(a, b, c, z)\) is the hypergeometric function.

The resulting spectral weight is shown in Fig. 11 for Landau level zero and Landau level one and various values of \(M_\chi\). As anticipated, Landau level mixing gets stronger for larger values of \(N_\chi\) and \(M_\chi\). The potential discussed in Fig. 2 of the main text is roughly of the form \(V = \gamma(x^2 + y^2)\) with \(\gamma = 0.05\, \text{meV}/\text{nm}^2\). For \(B = 14\, \text{T}\) and \(m = 0.03 m_e\), one obtains from this \(\omega_c \approx 54\, \text{meV}\) and \(\omega_0/\omega_c \approx 0.29\), corresponding to \(l_B/L_B \approx 1.08\). Eq. \((13)\) bounds the states contributing notably to the local density of states in our observation range \(r \approx 20\, \text{nm} \) by \(N_\chi + M_\chi \leq \langle r^2 \rangle/2L_B^2 - 1 \approx 4\). Referring to Fig. 11, we see that this implies up to about 5% Landau level mixing (blue dotted line).

**RECURSIVE GREEN’S FUNCTION METHOD**

For the numerics, we use a tight-binding discretization of the 2D plane with \(N_x\) sites in the \(x\)-direction, \(N_y\) sites in the \(y\)-direction and constant lattice spacing \(a\). The corresponding Hilbert space is a tensor-product space of the form \(H = H_y \otimes H_x \otimes H_{1/2}\), where \(H_{1/2}\) are \(N_y/x\)-dimensional vector spaces and \(H_{1/2}\) is the on-site Hilbert space of dimension 2 for a spin-1/2 particle.

In order to implement the Rashba Hamiltonian, we need a tight-binding representation of the covariant derivative \(D_j = -i\hbar \partial_{x_j} + eA_j\) in direction of the unit vector \(\vec{e}_j\). Taylor expansion with respect to \(a\) gives the
approximate expressions

\[
\frac{i\hbar}{2a} \left( -\psi(\vec{x} + a\vec{e}_j)e^{-i\Phi(\vec{x} + a\vec{e}_j)} + \psi(\vec{x} - a\vec{e}_j)e^{i\Phi(\vec{x} - a\vec{e}_j)} \right) = D_j \psi(\vec{x}) + \mathcal{O}(a^2), \tag{22}
\]

\[
\frac{\hbar^2}{a^2} \left( -\psi(\vec{x} + a\vec{e}_j)e^{-i\Phi(\vec{x},\vec{x} + a\vec{e}_j)} + 2\psi(\vec{x}) - \psi(\vec{x} - a\vec{e}_j)e^{i\Phi(\vec{x},\vec{x} - a\vec{e}_j)} \right) = D_j^2 \psi(\vec{x}) + \mathcal{O}(a^2) \tag{23}
\]

for the covariant derivatives, where

\[
\Phi(\vec{x}_1, \vec{x}_2) = (e^{-i\alpha}) \int_{\vec{x}_1}^{\vec{x}_2} d\vec{x}' \cdot \vec{A}(\vec{x}')/\hbar
\]

is the Peierls phase accumulated upon going from \(\vec{x}_1\) to \(\vec{x}_2\). We note that the covariant derivative \(D_j \psi(\vec{x}) = \langle x|D|y\rangle\) in Eq. (22) is evaluated at \(\vec{x}\), such that terms proportional to \(\psi(\vec{x} + a\vec{e}_j)\) represent backwards hopping from \(\vec{x} + a\vec{e}_j\) to \(\vec{x}\), while the terms proportional to \(\psi(\vec{x} - a\vec{e}_j)\) represent forward hopping from \(\vec{x} - a\vec{e}_j\) to \(\vec{x}\).

For the tight-binding representation, it is convenient to introduce the dimensionless hopping matrices \(\tilde{t}_x \in \mathbb{R}^{N_x \times N_x}, \tilde{t}_y \in \mathbb{R}^{N_y \times N_y}\), which are of the form

\[
\tilde{t}_{x/y} = \begin{pmatrix} 0 & 1 & \cdots & 1 \\ 1 & \ddots & \cdots & 1 \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \cdots & 1 & 0 \end{pmatrix} \tag{25}
\]

and represent forward hopping from site \(i\) to site \(i+1\) in the \(x/y\) direction. Using the Landau gauge \(\vec{A} = -B\vec{e}_x\) for a magnetic field \(\vec{B} = \vec{\nabla} \times \vec{A} = Be_\perp\) in the \(z\)-direction and the expressions \(\tilde{t}_x\) and \(\tilde{t}_y\) for the covariant derivative, one obtains the tight-binding representations

\[
D_x \rightarrow \frac{i\hbar}{2a} \sum_{n=1}^{N_y} P_n \otimes (\tilde{t}_x e^{i\Phi_n} - \tilde{t}_x^\dagger e^{-i\Phi_n}) \otimes 1 \tag{26}
\]

\[
D_y \rightarrow \frac{i\hbar}{2a} (\tilde{t}_y - \tilde{t}_y^\dagger) \otimes 1 \otimes 1 \tag{27}
\]

\[
D_x^2 \rightarrow \frac{\hbar^2}{a^2} \sum_{n=1}^{N_y} P_n \otimes (2 - \tilde{t}_x e^{i\Phi_n} - \tilde{t}_x^\dagger e^{-i\Phi_n}) \otimes 1 \tag{28}
\]

\[
D_y^2 \rightarrow \frac{\hbar^2}{a^2} (2 - \tilde{t}_y - \tilde{t}_y^\dagger) \otimes 1 \otimes 1, \tag{29}
\]

of the covariant derivatives. Here, \(P_n\) is a projector on site \(n\) and \(\Phi = ea^2 B/h = a^2/l_B^2\) is defined such that Peierls phase for hopping in the \(x\)-direction can be written as

\[
\Phi((x_m, y_n), (x_{m+1}, y_n)) = eaBy_n/h = \Phi n, \tag{30}
\]

with \(y_n = na, x_m = ma\). For completeness, we note that \(\Phi\) can also be written as \(\Phi = \hbar\omega_c/2t\) with the hopping energy \(t = \hbar^2/2ma^2\). In total, we find the tight-binding representation

\[
H = 4t_1 \otimes 1 \otimes 1 - t(\tilde{t}_y + \tilde{t}_y^\dagger) \otimes 1 \otimes 1 - \sum_{n=1}^{N_y} t_P n \otimes (e^{i\Phi_n} \tilde{t}_x + e^{-i\Phi_n} \tilde{t}_x^\dagger) \otimes 1 \otimes 1 - \frac{i\alpha N_2}{2a} (\tilde{t}_y - \tilde{t}_y^\dagger) \otimes 1 \otimes \sigma_x + \frac{i\alpha R}{2a} \sum_{y=1}^{N_y} P_y \otimes (e^{i\Phi_y} \tilde{t}_x - e^{-i\Phi_y} \tilde{t}_x^\dagger) \otimes \sigma_y + \frac{1}{2} g\mu_B B \otimes 1 \otimes \sigma_z + \sum_{n=1}^{N_x} \sum_{m=1}^{N_y} V(x = na, y = ma) P_m \otimes P_n \otimes 1 \tag{31}
\]

of the Rashba-Hamiltonian. Here, the terms in the first two rows come from the kinetic energy, the terms in the following two rows are due to the Rashba spin-orbit interaction, while the terms in the last rows result from the Zeeman interaction and the disorder potential, respectively.

We use the tight-binding Hamiltonian (31) to calculate the single-particle Green’s function \(G(E, \vec{r}, \sigma) = \langle \vec{r}, \sigma | (E - H + i\eta)^{-1} | \vec{r}, \sigma \rangle\) at position \(\vec{r}\) and spin-polarization \(\sigma\) with the help of the recursive Green’s function algorithm along the \(y\)-axis [10]. We use bilinear spline interpolation to sample the disorder potential on a lattice with spacing \(a = l_B/10\), or equivalently, \(a^2/l_B^2 = \hbar\omega_c/2t = 1/100\), such that effects of discretization remain negligible. In order to simulate the finite energy resolution within the experiment, we have included a lifetime broadening of \(\eta = 0.05 \hbar\omega_c\). The local density of states is subsequently obtained as \(\rho(E, \vec{r}, \sigma) = -3G(E, \vec{r}, \sigma)/\pi\). In order to exclude boundary effects, we sample larger areas than the area of interest such that the area of interest is at least \(4l_B\) away from the boundary of the simulation.

We have checked explicitly that our numerics reproduces the local density of states corresponding to the Fock-Darwin states of a parabolic potential. As a further cross check, for large samples such as the one shown in Fig. 1a–g of the main text, we calculate the sample-averaged density of states. As one would expect, for nearly symmetric potentials, the peaks in the sample-averaged density of states correspond to the energies of the bare Rashba-Hamiltonian.

\textit{Note added in proof:} During the referee process of this manuscript, we became aware of another work partly dealing with nodal structure of Landau level wave functions [24].
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