Abstract—Three decades ago, Karp, Vazirani, and Vazirani (STOC 1990) defined the online matching problem and gave an optimal (1-1/e)-competitive (about 0.632) algorithm. Fifteen years later, Mehta, Saberi, Vazirani, and Vazirani (FOCS 2005) introduced the first generalization called AdWords driven by online advertising and obtained the optimal (1-1/e) competitive ratio in the special case of small bids. It has been open ever since whether there is an algorithm for general bids better than the 0.5-competitive greedy algorithm. This paper presents a 0.5016-competitive algorithm for AdWords, answering this open question on the positive end. The algorithm builds on several ingredients, including a combination of the online primal dual framework and the configuration linear program of matching problems recently explored by Huang and Zhang (STOC 2020), a novel formulation of AdWords which we call the panorama view, and a generalization of the online correlated selection by Fahrbach, Huang, Tao, and Zadimorhaddam (FOCS 2020) which we call the panoramic online correlated selection.
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I. INTRODUCTION

Consider an ad platform in online advertising, e.g., a search engine in the case of sponsored search. Each advertiser on the platform provides its bids for a set of keywords, for which it likes its ad to be shown. It further has a budget which upper bounds its payment in a day. When a user submits a request, often referred to as an impression, the platform sees the bids of the advertisers for it. The platform then selects an advertiser, who pays either its bid or its remaining budget, whichever is smaller. The goal of the platform is to allocate impressions to advertisers to maximize the total payment of the advertisers. The revenues of online advertising in the US have surpassed those of television advertising in 2016 [5], and have totaled $57.9 billions in the first half of 2019 [6].

While online advertising acquires growing importance in practice, it has also been extensively studied in theoretical computer science. The first related research dates back to three decades ago, when Karp et al. [30] introduced the online matching problem and designed an online algorithm with the optimal 1 - 1/e ≈ 0.632 competitive ratio. It can be viewed as the special case with unit bids and unit budgets. Fifteen years later, Mehta et al. [36] formally formulated it as the AdWords problem. They introduced an optimal 1 - 1/e - competitive algorithm under the small-bid assumption: an advertiser’s bid for any impression is much smaller than its budget.

Subsequently, AdWords has been studied under stochastic assumptions. Goel and Mehta [16] showed that assuming a random arrival order of the impressions and small bids, a 1 - 1/e - competitive ratio can be achieved using the greedy algorithm: allocate each impression to the advertiser who would make the largest payment. Mirrokni et al. [38] analyzed the algorithm of Mehta et al. [36] in the more restricted unknown iid model, and obtained an improved ratio of 0.76 for small bids. Finally, Devanur et al. [8] proved that the greedy algorithm is 1 - 1/e - competitive for general bids in the unknown iid model. For small bids, they proposed a (1 - e) - competitive algorithm. We refer readers to the survey by Mehta [34] for further references.

Little is known, however, about the most general case of AdWords, i.e., with general bids and without stochastic assumptions. On the positive end, we only have the greedy algorithm and the trivial 0.5 competitive ratio. On the negative end, there is no provable evidence that the optimal 1 - 1/e - competitive ratio of online matching cannot be achieved in AdWords. It has been open since Mehta et al. [36] whether there is an online algorithm that achieves a competitive ratio strictly better than 0.5.

A. Our Contributions and Techniques

The main result of the paper is the first online algorithm for AdWords that breaks the 0.5 barrier.

Theorem 1. There is a 0.5016-competitive algorithm for AdWords.

We develop the algorithm under the online primal dual framework. In a nutshell, by considering an appropriate linear program (LP) of the problem, the online primal dual framework designs the online algorithm according to the optimality conditions of LPs, and uses
the objective of the dual LP as the benchmark in the analysis. Buchbinder et al. [4] applied it to AdWords with small bids, using the standard matching LP, to obtain an alternative analysis of the $1 - \frac{1}{e}$ competitive algorithm by Mehta et al. [36]. Later, Devanur and Jain [7] and Devanur et al. [9] found further applications of the framework in other online matching problems. Recently, Huang and Zhang [20] demonstrated an advantage of using the configuration LP instead of the standard matching LP in online matching with stochastic rewards. The current paper also builds on the strength of the configuration LP, echoing the message of Huang and Zhang [20]. See Section II for details.

Our second ingredient is a novel formulation of AdWords which we call the panorama view. Recall that an advertiser’s payment in the original formulation is either the sum of its bids for the assigned impressions or its budget, whichever is smaller. The panorama view further associates each advertiser with an interval whose length equals the budget, and requires the algorithms to assign each impression to not only an advertiser, but further a subset of its interval with size equal to the bid. For example, consider an impression $i$ and an advertiser $a$ whose budget is 2 and whose bid for $i$ is 1. The panorama view associates advertiser $a$ with an interval $[0, 2)$. Further, when an algorithm assigns $i$ to $a$, it must further assign $i$ to a subset of size at most 1, e.g., $[0.5, 1.5)$. Define an advertiser’s payment in the panorama view to be the size of the union of the assigned subsets, which lower bounds the payment in the original formulation. The panorama view allows a fine-grained characterization on how the assignment of an impression $i$ to an advertiser $a$ affects the marginal gains of the other impressions assigned to $a$. Concretely, suppose we shortlist two advertisers for each impression, and then assign it to one of them with a fresh random bit. In the original formulation, having advertiser $a$ in impression $i$’s shortlist decreases the marginal gain of all other impressions that shortlist $a$ in a complicated manner. In the panorama view, however, it decreases the marginal gain only for those whose assigned subsets intersect with $i$’s; more precisely, it decreases the contribution of the intersection by half. See Section III for a formal definition of the panorama view and some examples.

Finally, instead of using a fresh random bit to select a shortlisted advertiser for each impression, our algorithm selects one with negative correlation. If a previous impression which shortlists advertiser $a$ with an overlapping subset does not select $a$, the current one will be more likely to select $a$. Given the same shortlists, negatively correlated selections get larger expected gains in the panorama view than independent selections. An algorithmic ingredient called online correlated selection (OCS) by Huang and Tao [18, 19] provides a quantitative control of such negative correlation in the special case when bids equal budgets. The final piece of our algorithm is a generalization of OCS which applies to the general case of AdWords in the panorama view. We refer to it as the panoramic OCS (PanOCS). Section II includes a formal definition of OCS, Section IV-A defines the PanOCS and sketches the main ideas behind it, and the details are provided in the full version [26].

Building on these ingredients, we get a $0.50005$-competitive online primal dual algorithm for AdWords in Section IV, weaker than the ratio in Theorem 1 yet breaking the 0.5 barrier nonetheless. To obtain the final ratio, we observe that the above algorithm works better for larger bids while the algorithm of Mehta et al. [36] is better for smaller bids. Hence, we design a $0.5016$-competitive hybrid algorithm by unifying both approaches under the online primal dual framework in the full version [26] and analyze the algorithm of Mehta et al. [36] for small bids using online primal dual and configuration LP, which may serve as a warmup for readers unfamiliar with the framework.

### B. Other Related Works

AdWords is closely related to the literature of online matching started by Karp et al. [30]. Aggarwal et al. [1] studied the vertex-weighted problem and obtained the optimal $1 - \frac{1}{e}$ competitive ratio with a generalization of the algorithm by Karp et al. [30]. Feldman et al. [13] investigated edge-weighted online matching in the free-disposal model, where the algorithm may dispose a previous matched edge for free to make room for a new one. They called it the display ads problem, and achieved the optimal $1 - \frac{1}{e}$ competitive ratio assuming large capacities, i.e., each offline vertex can be matched to a large number of online vertices. The analysis was simplified by Devanur et al. [10] under the online primal dual framework. Further, Fehrbach et al. [11, 12, 18, 19] obtained a better than 0.5-competitive edge-weighted algorithm without assuming large capacities. In doing so, they introduced the OCS which directly inspired this paper. Finally, there are generalized models which allow all vertices to be online and even consider general graphs [3, 15, 21, 23, 24, 25, 39].

Online matching problems are also widely investigated under different stochastic assumptions. First, consider random arrivals of online vertices. Karande et al. [29] and Mahdian and Yan [32] showed that the algorithm of Karp et al. [30] is strictly better than $1 - \frac{1}{e}$-competitive in this model. Huang et al. [22] gave a better than $1 - \frac{1}{e}$-competitive algorithm for the vertex-weighted problem. Kesselheim et al. [31] showed that the greedy algorithm is $\frac{1}{e}$-competitive for
the edge-weighted problem even without free-disposal. Under the stronger assumption that online vertices are drawn i.i.d. from an unknown distribution, Kapralov et al. [28] proved that greedy is $1 - \frac{1}{e}$-competitive for a more general problem called online submodular welfare maximization which captures both the edge-weighted problem with free-disposal and AdWords as special cases. Further assuming that the distribution is known leads to better competitive ratios [14, 17, 27, 33]. We leave for future research if the algorithm in this paper is better than $1 - \frac{1}{e}$-competitive under random arrivals.

Finally, Mehta and Panigrahi [35] proposed online matching with stochastic rewards, where an edge chosen by the algorithm is successfully matched only with some probability. They focused on the special case of equal success probabilities and gave algorithms that are 0.567-competitive if the success probability is vanishing, and better than 0.5-competitive in general. Later, Mehta et al. [37] showed a 0.534-competitive algorithm for vanishing unequal success probabilities. Recently, Huang and Zhang [20] improved the competitive ratios to 0.576 and 0.572 for vanishing equal and unequal success probabilities respectively. In doing so, they showed an advantage of the configuration LP over the standard matching LP under online primal dual. This paper echoes the above message.

\section{Preliminaries}

Consider a bipartite graph $G = (A, I, E)$, where $A$ and $I$ are sets of vertices corresponding to the advertisers and impressions in AdWords respectively, and $E \subseteq A \times I$ is the set of edges between them. Further, each edge $(a, i)$ is associated with a non-negative real number $b_{ai}$ which represents advertiser $a$’s bid for impression $i$. By allowing zero bids, we may assume without loss of generality (wlog) that $G$ is a complete bipartite graph, i.e., $E = A \times I$. Finally, each advertiser $a$ is associated with a positive budget $B_a$ which upper bounds the payment of the advertiser. Concretely, assigning a subset of impressions $S \subseteq I$ to an advertiser $a$ leads to a budget-additive payment:

$$b_a(S) \overset{\text{def}}{=} \min \left\{ \sum_{i \in S} b_{ai}, B_a \right\}.$$  

By this definition, we may assume wlog that $b_{ai} \leq B_a$ for any advertiser $a$ and any impression $i$.

The advertisers are given upfront, while the impressions arrive one at a time. We write $i < i'$ if an impression $i$ arrives before another impression $i'$. On the arrival of an impression, the algorithm must immediately and irrevocably assign it to an advertiser.

\section{Main Results}

The objective is to maximize the sum of the above payments from all advertisers. Following the standard competitive analysis of online algorithms, an algorithm is $\Gamma$-competitive for some competitive ratio $0 \leq \Gamma \leq 1$ if its expected objective is at least $\Gamma$ times the offline optimal in hindsight for any AdWords instance.

\textbf{Configuration Linear Program.} The algorithms in this paper and their analyses rely on the LP relaxations of the problem. Instead of the standard matching LP, this paper considers the more expressive advertiser-side configuration LP and its dual:

$$\max \sum_{a \in A} \sum_{S \subseteq I} b_a(S) x_{aS}$$

s.t. $$\sum_{S \subseteq I} x_{aS} \leq 1 \quad \forall a \in A$$

$$\sum_{a \in A} \sum_{S \subseteq I} x_{aS} \leq 1 \quad \forall i \in I$$

$$x_{aS} \geq 0 \quad \forall a \in A, \forall S \subseteq I$$

$$\min \sum_{a \in A} \alpha_a + \sum_{i \in I} \beta_i$$

s.t. $$\alpha_a + \sum_{i \in S} \beta_i \geq b_a(S) \quad \forall a \in A, \forall S \subseteq I$$

$$\alpha_a \geq 0 \quad \forall a \in A$$

$$\beta_i \geq 0 \quad \forall i \in I$$

Let $P$ and $D$ denote the objectives of the primal and dual LPs respectively. Throughout the paper we will always let $x_{aS}$ be the probability that $S$ is the subset of impressions assigned to advertiser $a$. Then, the primal objective $P$ equals the objective of the algorithm.

\textbf{Online Primal Dual Framework.} We build on the online primal dual framework which uses the dual objective as an upper bound of the offline optimal in the competitive analyses of online algorithms. In particular, this paper applies it to the configuration LP of AdWords.

\textbf{Lemma 2.} Suppose an online algorithm is coupled with a dual algorithm which maintains a dual assignment such that for some $0 \leq \Gamma \leq 1$:

1) Approximate dual feasibility: $\alpha_a + \sum_{i \in S} \beta_i \geq \Gamma \cdot b_a(S)$ for any $a \in A$ and any $S \subseteq I$.

2) Reverse weak duality: $P \geq D$.

Then, it is $\Gamma$-competitive.

\textbf{Proof:} By the first condition, scaling the dual assignment by a factor of $\Gamma^{-1}$ makes it feasible while changing the dual objective by the same factor. Therefore, by weak duality of LPs, the offline optimal is at most $\Gamma^{-1}D$. Putting together with the second condition proves the lemma. \qed
**Online Correlated Selection.** The algorithms in this paper further utilize a recent algorithmic ingredient called online correlated selection (OCS) by Huang and Tao [18, 19]. Consider a set of ground elements, and further a sequence of pairs of these elements arriving one at a time. Suppose we randomly select one element from each pair with a fresh random bit. Then, an element will be selected at least once with probability \(1 - 2^{-k}\) after appearing in \(k\) pairs. The OCS correlates the randomness to achieve better efficiency. We state below a simplified definition, removing some aspects irrelevant to AdWords.

**Definition 1.** For any \(0 \leq \gamma \leq 1\), a \(\gamma\)-OCS is an online algorithm ensuring that any element that appears in \(k\) pairs is selected at least once with probability at least:

\[1 - 2^{-k}(1 - \gamma)^{\max\{k-1,0\}}.\]

**III. PANORAMA VIEW**

The algorithms in this paper are based on a novel viewpoint of the AdWords problem which we call the panorama view. Recall that the payment of an advertiser \(a\) is budget-additive in AdWords: assigning a subset of impressions \(S\) to an advertiser \(a\) gives \(b_a(S) = \min\{\sum_{i \in S} b_{ai}, B_a\}\). Let \(\mu(\cdot)\) denote the Lebesgue measure. In the panorama view, we further associate each advertiser \(a\) with an interval \([0, B_a)\); each impression \(i\) assigned to \(a\) is further assigned to a subset \(Y_{ai} \subseteq [0, B_a)\) whose Lebesgue measure \(\mu(Y_{ai})\) is at most \(b_{ai}\). In fact, we will always choose \(Y_{ai}\) to be a finite union of disjoint left-closed, right-open intervals, for which the Lebesgue measure is simply the sum of their lengths. Further define the payment of an advertiser \(a\) in the panorama view as:

\[\mu(\cup_{i \in S} Y_{ai}).\]

Correspondingly, the objective in the panorama view is the sum of the above payment from all advertisers. Importantly, it lower bounds the original objective of AdWords.

**Lemma 3.** For any advertiser \(a\), any subset of impressions \(S\) assigned to \(a\), and any subsets \(Y_{ai} \subseteq [0, B_a)\) with Lebesgue measure at most \(b_{ai}\) for impressions \(i \in S\), we have:

\[\mu(\cup_{i \in S} Y_{ai}) \leq \min\{\sum_{i \in S} b_{ai}, B_a\}.\]

**Proof:** On the one hand, by subadditivity of the Lebesgue measure function \(\mu\), and by the measure upper bounds of the subsets \(Y_{ai}\)'s, we have \(\mu(\cup_{i \in S} Y_{ai}) \leq \sum_{i \in S} \mu(Y_{ai}) \leq \sum_{i \in S} b_{ai}\). On the other hand, because \(Y_{ai}\)'s are subsets of \([0, B_a)\), we have \(\mu(\cup_{i \in S} Y_{ai}) \leq \mu([0, B_a)) = B_a\). \(\blacksquare\)

**Example 1 (Deterministic Algorithms).** Consider an arbitrary deterministic algorithm. Then, whenever it assigns an impression \(i\) to an advertiser \(a\), we may wlog further assign it to the leftmost unassigned interval. For instance, suppose impressions 1, 2, 3, and so on are assigned to advertiser \(a\) in this order; we may further assign 1 to \([0, b_{a1})\), 2 to \([b_{a1}, b_{a1} + b_{a2})\), 3 to \([b_{a1} + b_{a2}, b_{a1} + b_{a2} + b_{a3})\), and so forth. In doing so, the objectives in the panorama view is identical to the original one.

**Oblivious Semi-randomized Algorithms.** The panorama view of AdWords separates itself from the original one when it comes to a special family of randomized algorithms which we call the oblivious semi-randomized algorithms. They are semi-randomized in that for every impressions \(i\), they either assign it deterministically to an advertiser-subset combination, or choose two advertiser-subset combinations and assign it to one of them with equal marginal probability. We shall refer to the former as a deterministic round and the latter as a randomized round. If an impression \(i\) corresponds to a randomized round, we say that it is semi-assigned to the advertiser-subset combinations. For the time being, readers may think of using a fresh random bit in every randomized round for a concrete understanding of the panorama view, although our algorithms will correlate the decisions in different rounds negatively.

Further, the algorithms are oblivious: neither the decisions of deterministic versus randomized rounds, nor the choices of advertiser-subset combinations depend on the realization of random bits in previous rounds. Hence, the semi-assignments to the same advertiser may have overlapping subsets, and the objective in the panorama view no longer equals the original one in general.

**Example 2 (Oblivious Semi-randomized Algorithms).** Let there be two advertisers whose budgets equal 2, and three impressions for which both advertisers bid 1. Further suppose that we select with a fresh random bit for each impression. In the original budget-additive payments, with probability \(\frac{1}{4}\) all impressions are assigned to the same advertiser and thus the objective equals 2; otherwise, the objective equals 3. Hence, the expected objective equals \(\frac{1}{4} \cdot 2 + \frac{3}{4} \cdot 3 = \frac{11}{4}\). In the panorama view, however, the algorithm must further assign each impression to a subset of \([0, 2]\) for both advertisers. It is wlog to assign the first impression to \([0, 1]\), contributing 1 to the objective. Further, it is reasonable to further assign the second impression to \([1, 2]\) so that it is disjoint with the first one and contributes 1 to the objective. However, the third impression only contributes \(\frac{1}{2}\) to the objective regardless of the choices of subsets because the entire interval \([0, 2]\) has been semi-assigned once. Therefore, the expected objective is only \(1 + \frac{1}{2} + \frac{3}{2} = \frac{5}{2}\).
It may seem odd to restrict ourselves to oblivious algorithms. Would it not be better if we first check the realized assignments in earlier rounds and then pick an advertiser-subset combination disjoint with the previous ones? In a nutshell, we focus on oblivious algorithms to separate the algorithmic component for choosing assignments and semi-assignments, and that for correlating the decisions in different randomized rounds. Importantly, we can achieve negative correlation: a semi-assignment is more likely to get selected if an earlier overlapping one is not. By contrast, screening the options based on the realization of earlier random bits could lead to positive correlations (e.g., weighted sampling without replacements [2]). That said, there may be AdWords algorithms with controlled positive correlations which are better than 0.5-competitive. The study of such algorithms, however, is beyond the scope of this paper and is left for future research.

**Bookkeeping at the Point-level.** It is more convenient to account for the primal objective at the point-level as follows. We say that a point \( y \in [0, B_a) \) of an advertiser \( a \) is assigned if there is an impression \( i \) assigned to \( a \) and a subset \( Y_a \) containing \( y \), either due to a deterministic round, or due to a semi-assignment in a randomized round which selected \( a \). For randomized algorithms, let \( 0 \leq x_a(y) \leq 1 \) denote the probability that \( y \) is assigned. Then, the primal objective equals:

\[
P = \sum_{a \in A} \int_0^{B_a} x_a(y) \, dy.
\]

Similarly, we say that \( y \) is semi-assigned whenever an impression is semi-assigned to \( a \) and a subset containing \( y \). Let \( k_a(y) \) denote the number of times that \( y \) is semi-assigned. Further define \( k_a(y) = \infty \) if \( y \) has been assigned in a deterministic round, driven by the fact that semi-assignments on their own take finitely many rounds to make a point \( y \) assigned with certainty.

We further introduce point-level dual variables \( \alpha_a(y) \), \( a \in A, y \in [0, B_a) \), and let:

\[
\alpha_a = \int_0^{B_a} \alpha_a(y) \, dy.
\]

Then, approximate dual feasibility becomes:

\[
\int_0^{B_a} \alpha_a(y) \, dy + \sum_{i \in S} \beta_i \geq \Gamma \cdot b_a(S)
\]

**Panoramic Interval-level Assignments.** We first introduce some notations which are useful throughout the paper. For any point \( y \in [0, B_a) \), any subset \( Y \subseteq [0, B_a) \), and any \( 0 \leq b \leq B_a \), let \( y \oplus_Y b \) denote the point in \( [0, B_a) \) such that the interval \( [y, y \oplus_Y b) \) excluding \( Y \) has Lebesgue measure \( b \). Here, we abuse notation and allow \( y \oplus_Y b \) to be smaller than \( y \), in which case \( y \oplus_Y b \) denotes the union of \( y, B_a \) and \( [0, y \oplus_Y b) \). In the boundary case when the subset \( [0, B_a) \setminus Y \) has a measure strictly less than \( b \), i.e., \( B_a - \mu(Y) < b \), define \( y \oplus_Y b = y \). Further define the reverse operation \( y \ominus_Y b \) such that \( [y \ominus_Y b, y) \setminus Y \) has measure \( b \).

For any advertiser \( a \) and the set of impressions assigned and semi-assigned to it, the algorithm will further select subsets of \([0, B_a)\) greedily as follows. Maintain a point \( y^* \) initially at 0 which represents the start of the next subset. For each impression \( i \), further assign or semi-assign it to \( [y^*, y^* \oplus y_i, b_{ai}) \setminus Y_D \), where \( Y_D \) is the subset of \([0, B_a)\) that has already been assigned deterministically. Further update \( y^* = y^* \oplus y_i, b_{ai} \). To this end, think of \([0, B_a)\) as a circle by gluing its endpoints; the algorithm scans along the circle to find a subset with measure \( b_{ai} \) that has not been deterministically assigned. It is similar to taking a panorama and hence the name of the alternative view of AdWords.

The panoramic interval-level assignments equalize the numbers of times the points \( y \in [0, B_a) \) are semi-assigned, among those that have not been deterministically assigned. We omit the proof since it follows by the definition of the algorithm. See Figure 1 for an illustrative example.

**Lemma 4.** For any \( a \in A \) and any \( y \in [0, B_a) \), \( k_a(y) \) equals either (1) \( k_{\min} = \min_{z \in [0, B_a)} k_a(z) \), or (2) \( k_{\min} + 1 \), or (3) \( \infty \). Further, the first kind satisfies \( y \geq y^* \), and the second kind satisfies \( y < y^* \).

**IV. BASIC ALGORITHM**

This section presents an oblivious semi-randomized algorithm that is better than 0.5-competitive for AdWords. Section IV-A presents a brief introduction to an algorithmic ingredient called panoramic online correlated selection (PanOCS), which correlates the randomized decisions in different rounds negatively. Section IV-B then demonstrates an online algorithm powered by PanOCS, and Section IV-C analyzes it under the online primal dual framework. Finally, Section IV-D optimizes the parameters of the algorithm to achieve a 0.5041 competitive ratio in the crux of AdWords, i.e., when all nonzero bids are large, \( \frac{1}{2}B_a \leq b_{ai} \leq B_a \), and a smaller 0.50005 competitive ratio in the general case. The latter is smaller than the ratio in the main theorem but breaks the 0.5 barrier nonetheless.

Formal descriptions of the PanOCS algorithms and their analyses may be of independent interest and are therefore deferred to the full version [26]. The 0.5016 ratio in the main theorem requires a hybrid approach which treats large and small bids differently, which is also presented in the full version [26].
A. Panoramic Online Correlated Selection at a Glimpse

Recall the oblivious semi-randomized algorithms. In each randomized round, such an algorithm chooses a pair of advertiser-subset combinations, oblivious to the random bits in previous rounds. Then, the combinations are passed on to an algorithmic component which selects one of them with equal marginal probability, and correlates across different randomized rounds negatively. We call it the PanOCS since it is a generalization of the OCS [18, 19] in the panorama view of AdWords.

For a formal definition, recall that \( x_a(y) \) is the probability a point \( y \in [0, B_a) \) of an advertiser \( a \) has been assigned, and \( k_a(y) \) is the number of randomized rounds in which \( y \) is semi-assigned.

**Definition 2.** A PanOCS is an online algorithm which takes a sequence of pairs of advertiser-subset combinations as input, and for each pair selects one combination. It is a \( \gamma \)-PanOCS for some \( 0 \leq \gamma \leq 1 \) if for any advertiser \( a \), and any point \( y \in [0, B_a) \), we have:

\[
x_a(y) \geq 1 - 2^{-k_a(y)(1 - \gamma)^{\max\{k_a(y)-1,0\}}}.
\]

Observe that using an independent random bit in every randomized round is a 0-PanoCOS, since the probability of being assigned after \( k \) semi-assignments with independent random bits is precisely \( 1 - 2^{-k} \). The parameter \( \gamma \) quantifies the advantage over independent random bits.

The intuition behind the inequality is best explained with a thought experiment. Suppose that whenever \( y \) is semi-assigned other than the first time, there is a \( \gamma \) chance to be perfectly negatively correlated with the last semi-assignment of \( y \): \( a \) is chosen this time if it is not chosen last time, and vice versa. Further suppose that the above events are negatively dependent for the \( k_a(y)-1 \) different pairs of adjacent semi-assignments of \( y \). Then, \( y \) is never assigned only if none of the events happens, whose probability is at most \( (1 - \gamma)^{k_a(y)-1} \), and further when none of the \( k_a(y) \) independent selections picks \( a \), which equals \( 2^{-k_a(y)} \). Our analysis will substantiate this intuition.

To see the connection with OCS, consider a special case when the bids equal the budgets, i.e., \( b_{ai} = B_a \). Then, since \( x_a(y) \) and \( k_a(y) \) are independent of \( y \), it suffices to consider if advertiser \( a \) has been assigned. As a result, the above definition coincides with the definition of OCS, taking the advertisers as the ground elements. The extra challenge of PanOCS is to ensure the inequality simultaneously for all points \( y \in [0, B_a) \) when the bids are arbitrary.

**Theorem 5.** Suppose all nonzero bids are large, i.e., \( \frac{1}{2}B_a \leq b_{ai} \leq B_a \) or \( b_{ai} = 0 \) for any advertiser \( a \in A \) and any impression \( i \in I \). Then, there is a 0.05144-PanOCS.

**Theorem 6.** Suppose the algorithm makes at most \( k_{\text{max}} \) semi-assignments to any point \( y \in [0, B_a) \) of any advertiser \( a \in A \). Then, there is a 0.01245 \( \cdot k_{\text{max}}^{-1} \)-PanOCS.

The proofs of the theorems are deferred to the full version [26]. We include below a proof sketch of a weaker \( \frac{1}{\epsilon^4} \)-PanOCS for large bids to foreshadow the arguments in our PanOCS analyses.

**Proof Sketch of a Weaker Theorem 5 (\( \gamma = \frac{1}{\epsilon^4} \)).**
For any impression \( i \) semi-assigned to an advertiser \( a \), we write \( (i + j)_a \) to denote the \( j \)-th impression semi-assigned to \( a \) after impression \( i \) (or the \((-j)\)-th impression before \( i \), if \( j < 0 \)).

We next explain the algorithm. Consider an impression \( i \) in a randomized round. Suppose it is semi-assigned to advertisers \( a_1 \) and \( a_2 \). Then, sample \( a^* \in \{a_1, a_2\} \) and \( j \in \{-2, -1, 1, 2\} \) uniformly at random. If \( j > 0 \), select \( a_1 \) or \( a_2 \) and the corresponding subsets with a fresh random bit; further, pass the result to future impression \( (i + j)_{a^*} \). If \( j < 0 \), check if the past impression \( (i + j)_{a^*} \) passes its result to \( i \). If so, makes the opposite choice: select \( a^* \) and the corresponding subset if \( a^* \) was not selected in round \( (i + j)_{a^*} \), and vice versa. Otherwise, select with a fresh random bit.
Finally, we argue this is a $\frac{1}{\Gamma_2}$-PanOCS. Fix any advertiser $a$ and any point $y \in [0, B_a)$. Suppose $i_1 < i_2 < \cdots < i_k$ are the impressions semi-assigned to $a$ and subsets containing $y$. Consider any neighboring $i_\ell$ and $i_{\ell+1}$. We now use the assumption of large bids to get that $i_{\ell+1}$ is the first or second impression semi-assigned to advertiser $a$ after $i_\ell$. Hence, $i_\ell$ may pass its result to $i_{\ell+1}$, which may then make the opposite choice. When it happens, $y$ is assigned exactly once in rounds $i_\ell$ and $i_{\ell+1}$. More precisely, this is when $i_\ell$ samples $a^* = a$ and $j > 0$ so that $(i_\ell + j)_a = i_{\ell+1}$, and $i_{\ell+1}$ samples $a^* = a$ and $j < 0$ so that $(i_{\ell+1} + j)_a = i_\ell$, which happens with probability $\frac{1}{\Gamma_2}$. Moreover, we claim that the events are negatively dependent for $k - 1$ neighboring pairs of $i_\ell$ and $i_{\ell+1}$. Hence, the probability of having no such pair is at most $(1 - \frac{1}{\Gamma_2})^{k-1}$. Finally, even if $i_1 < i_2 < \cdots < i_k$ are independent, the probability that $a$ is never selected is only $2^{-k}$. Putting together, $y$ has been assigned in at least one of these $k$ rounds with probability no less than $1 - 2^{-k}(1 - \frac{1}{\Gamma_2})^{k-1}$.

\section{Online Primal Dual Algorithm}

We demonstrate an online primal dual Algorithm 1, taking a $\gamma$-PanOCS as a blackbox. Recall that an oblivious semi-randomized algorithm either deterministically assigns $i$ to an advertiser-subset combination, or semi-assigns it to two combinations in a randomized round. In the latter case, let the $\gamma$-PanOCS select a combination. Let $\bar{x}_a(y)$ be the lower bound of $x_a(y)$ given by a $\gamma$-PanOCS in Eqn. (4), and let $\bar{P}$ be the corresponding lower bound of the primal objective in Eqn. (1), i.e.: 

\[ \bar{x}_a(y) = \begin{cases} 1 - 2^{-k_a(y)} \cdot (1 - \gamma)^{\max\{k_a(y)-1,0\}} , \\ \bar{P} = \sum_{a \in A} \int_0^{B_a} \bar{x}_a(y)dy . \end{cases} \]

Let $\Delta x$ denote the increment of $\bar{x}_a(y)$ as $k_a(y)$ increases, i.e.: 

\[ \Delta x(k) = \begin{cases} 2^{-1} \quad k = 1 \\ 2^{-k} (1 - \gamma)^{-k^2} (1 + \gamma) \quad k \geq 2 . \end{cases} \] (5)

An online primal dual algorithm’s decision for each impression is driven by maximizing $\beta_i$. For each advertiser $a$, compute two quantities $\Delta^D_a \beta_i$ and $\Delta^R_a \beta_i$ which we shall detail shortly. The former denotes how much $\beta_i$ would gain if $i$ is assigned to $a$. The latter denotes how much $\beta_i$ would gain if $i$ is semi-assigned to $a$. The corresponding subsets are decided by the panoramic interval-level assignment in Section III. Then, find advertisers $a_1$ and $a_2$ with the largest $\Delta^R_a \beta_i$, and advertiser $a^*$ with the largest $\Delta^D_a \beta_i$. If $\Delta^R_a \beta_i + \Delta^R_a \beta_i$ is greater than $\Delta^D_a \beta_i$, semi-assign $i$ to $a_1$ and $a_2$ in a randomized round. Otherwise, assign $i$ to $a^*$ deterministically.

Next, we define $\Delta^D_a \beta_i$ and $\Delta^R_a \beta_i$ from two invariants below. First, let the lower bound of primal equal the dual, i.e., $\bar{P} = D$. It ensures reverse weak duality in Lemma 2 because $P \geq \bar{P} = D$. Second, recall that $\alpha_a(y)$’s account for dual variable $\alpha_a$ at the point-level as explained in Eqn. (2). For a set of parameters $\Delta \alpha(\ell)$, $\ell \geq 1$, which will be optimized in the analysis, let:

\[ \alpha_a(y) = \sum_{\ell=1}^{k_a(y)} \Delta \alpha(\ell) . \] (6)

We first derive $\Delta^R_a \beta_i$ from the invariants. Suppose $i$ is semi-assigned to $a$ and a subset $Y_{ai}$. For any point $y \in Y_{ai}$, the primal increment due to $y$ is $\Delta x(k_a(y) + 1)$, where $k_a(y)$ denotes the value before the semi-assignment. The dual increment in $\alpha_a(y)$ is $\Delta \alpha(k_a(y) + 1)$ by the second invariant. Finally, by the first invariant, the increment in $\beta_i$ due to point $y \in Y_{ai}$ shall equal the difference between $\Delta x(k_a(y) + 1)$ and $\Delta \alpha(k_a(y) + 1)$. For convenience of notations, define:

\[ \Delta \beta(k) = \Delta x(k) - \Delta \alpha(k) . \] (7)

Our choice of $\Delta \alpha(k)$ will ensure non-negativity of $\Delta \beta(k)$. Putting together we get that:

\[ \Delta^R_a \beta_i = \int_{Y_{ai}} \Delta \beta(k_a(y) + 1)dy . \] (8)

Similarly, suppose $i$ is assigned deterministically to $a$ and a subset $Y_{ai}$. For any point $y \in Y_{ai}$, the primal increment due to $y$ is $\sum_{\ell>k_a(y)} \Delta x(\ell)$ since $k_a(y) becomes $\infty$; the dual increment in $\alpha_a(y)$ is $\sum_{\ell>k_a(y)} \Delta \alpha(\ell)$ by the second invariant. Thus, together with the first invariant, we let:

\[ \Delta^D_a \beta_i = \int_{Y_{ai}} \sum_{\ell>k_a(y)} \Delta \beta(\ell)dy . \] (9)

\section{Online Primal Dual Analysis}

Recall that reverse weak duality always holds because of the first invariant. Next, we derive a set of conditions on the parameters which imply approximate dual feasibility. The conditions will be numbered. Then, we optimize the competitive ratio $\Gamma$ and $\Delta \alpha(k)$’s through an LP. For any advertiser $a$ and any subset of impressions $S \subseteq I$, recall approximate dual feasibility in Eqn. (3):

\[ \int_0^{B_a} \alpha_a(y)dy + \sum_{i \in S} \beta_i \geq b_a(S) \cdot \Gamma . \]

1) Warmup: First consider a special case when $S$ has only one impression $i$ who bids $b_a = B_a$. This warmup case is simple enough to be analyzed in around one page, yet is also general enough to derive the binding conditions on the parameters that are still sufficient in
Algorithm 1 Basic Online Primal Dual Algorithm (Parameterized by $\Delta \alpha(k), k \geq 1$)

**state variables:**

- $k_a(y) \geq 0$, number of times $y$ is semi-assigned;
- $k_a(y) = \infty$ if $y$ is assigned in a deterministic round

**for all impression $i$ do**

- **for all** advertiser $a \in A$ **do**
  - computer subset $Y_{ai} \subseteq [0, B_a)$ using panoramic interval-level assignment (Section III)
  - compute $\Delta^R_a \beta_i$ and $\Delta^D_a \beta_i$ according to Equations (7), (8), and (9)

**end for**

- find $a_1, a_2$ that maximize $\Delta^R_a \beta_i$, and $a^*$ that maximizes $\Delta^D_a \beta_i$

**if** $\Delta^R_a\beta_i + \Delta^D_a\beta_i \geq \Delta^D_a\beta_i$ **# randomized**

- assign $i$ to what PanOCS selects between $a_1$ and $a_2$ and the corresponding subsets

**else** ($\Delta^R_a\beta_i + \Delta^D_a\beta_i < \Delta^D_a\beta_i$) **# deterministic**

- assign $i$ to $a^*$ and the corresponding subset

**end if**

**end for**

the general case. The full analysis of the general case is deferred to the full version [26].

We will divide into four subcases, depending on whether impression $i$ is assigned to the advertiser $a$, and whether $i$ is a deterministic or randomized round. In each case, we will lower bound both $\alpha_a(y)$’s and $\beta_i$ as functions of the $k_a(y)$’s. To avoid ambiguity, let $k_a(y)$ be the final value at the end, and $k_a(y)$ be the value right before the arrival of impression $i$.

**Case 1** Round of $i$ is randomized, and $i$ is not semi-assigned to $a$: Both $a_1$ and $a_2$ chosen by the algorithm give at least $\Delta^R_a \beta_i$ to $\beta_i$. By the definition of $\Delta^R_a \beta_i$ in Eqn. (8) and the invariant about $\alpha_a(y)$ in Eqn. (6), approximate dual feasibility reduces to:

$$\int_0^{B_a} \sum_{\ell=1}^{k_a(y)} \Delta \alpha(\ell) d\ell + 2 \int_0^{B_a} \Delta \beta(k_a(y) + 1) d\ell \geq \Gamma \cdot B_a.$$  

Since $k_a(y) \geq k_a(y)$, and the first term is increasing in $k_a(y)$’s, it suffices to prove it when $k_a(y)$ equals $k_a(y)$. We ensure it pointwise for every $y \in [0, B_a]$:

$$\forall k \geq 0 : \sum_{\ell=1}^{k} \Delta \alpha(\ell) + 2 \cdot \Delta \beta(k + 1) \geq \Gamma.$$  

**Case 2** Round of $i$ is deterministic, and $i$ is not assigned to $a$: We reduce to the previous case by introducing a condition about the superiority of randomized rounds.

$$\forall k \geq 1 : \Delta \beta(k) \geq \sum_{\ell=k+1}^{\infty} \Delta \beta(\ell).$$  

**Lemma 7** Assuming Eqn. (11), for any advertiser $a$ and any impression $i$, $2 \cdot \Delta^R_a \beta_i \geq \Delta^D_a \beta_i$.

We remark that the lemma holds in the general case as well. Adding $\Delta^R_a \beta_i$ to both sides of Eqn. (11) gives $2 \cdot \Delta^R_a \beta_i \geq \sum_{\ell=k}^{\infty} \Delta \beta(\ell)$. It then follows by the definition of $\Delta^R_a \beta_i$ and $\Delta^D_a \beta_i$ in Equations (8) and (9). Intuitively, it means that a randomized round with two equally good advertisers in terms of $\Delta^R_a \beta_i$ is better than a deterministic round with only one of them.

By the definition of the algorithm, the advertiser $a^*$ to which the algorithm deterministically assigns $i$ satisfies $\Delta^R_a \beta_i \geq \Delta^R_a \beta_i + \Delta^D_a \beta_i$. Further by $2 \cdot \Delta^R_a \beta_i \geq \Delta^R_a \beta_i$ because of Lemma 7, we have $\Delta^R_a \beta_i \geq \Delta^R_a \beta_i \geq \Delta^R_a \beta_i$. Thus, we get $\beta_i = \Delta^R_a \beta_i \geq \Delta^R_a \beta_i + \Delta^R_a \beta_i \geq 2 \cdot \Delta^R_a \beta_i$. The rest is verbatim.

**Case 3** Round of $i$ is randomized, and $i$ is semi-assigned to $a$: Since the algorithm does not deterministically assign $i$ to $a$, $\beta_i \geq \Delta^D_a \beta_i$. By the definition of $\Delta^R_a \beta_i$ in Eqn. (9) and the invariant about $\alpha_a(y)$'s in Eqn. (6), approximate dual feasibility reduces to:

$$\int_0^{B_a} \sum_{\ell=1}^{k_a(y)} \Delta \alpha(\ell) d\ell + \int_0^{B_a} \sum_{\ell=k_a(y)}^{\infty} \Delta \beta(\ell) d\ell \geq \Gamma \cdot B_a.$$  

Importantly, since $i$ is semi-assigned to $a$, we have $k_a(y) \geq k_a(y) + 1$. By contrast, the previous cases only have $k_a(y) \geq k_a(y)$. It suffices to ensure the inequality pointwise when $k_a(y) = k_a(y) + 1$:

$$\forall k \geq 1 : \sum_{\ell=1}^{k} \Delta \alpha(\ell) + \sum_{\ell=k}^{\infty} \Delta \beta(\ell) \geq \Gamma.$$  

**Case 4** Round of $i$ is deterministic, and $i$ is assigned to $a$: For any $y \in [0, B_a)$, $k_a(y) = \infty$ after round $i$ because $b_{ai} = B_a$ in the warmup case. Since $k_a(y)$ may already be large before $i$ arrives, we do not have any nontrivial lower bound of $\beta_i$. Hence, $\alpha_a(y)$’s on their own must satisfy approximate dual feasibility. By the invariant of $\alpha_a(y)$’s in Eqn. (6), it reduces to:

$$\sum_{\ell=1}^{\infty} \Delta \alpha(\ell) \geq \Gamma.$$  

**Optimizing the competitive ratio:** We shall solve an LP, whose variables are the competitive ratio $\Gamma$ and parameters $\Delta \alpha(k)$’s and $\Delta \beta(k)$’s, and whose constraints are the first invariant about $\Delta \alpha(k)$’s and $\Delta \beta(k)$’s in Eqn. (7) and the sufficient conditions for approximate dual feasibility in Equations (10) to (13).

$$\max \Gamma$$

s.t. Eqn. (7), (10), (11), (12), and (13);

$$\Delta \alpha(k), \Delta \beta(k) \geq 0 \quad \forall k \geq 1$$
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2) General Case: The proof of the approximate dual feasibility in the general case is presented in the full version [26], which is under the invariant in Eqn. (7), and the conditions derived from the warmup, i.e., Equations (10) to (13). To simplify the argument, we further assume monotoncity of $\Delta \beta$:

$$\forall k \geq 1 : \Delta \beta(k) \geq \Delta \beta(k+1) \quad (14)$$

We remark that it would be satisfied automatically by the solution of the LP even if it was not stated explicitly. The LP becomes:

$$\begin{align*}
\max & \quad \Gamma \\
\text{s.t.} & \quad \text{Eqn. (7), (10), (11), (12), (13), and (14); (15)} \\
& \quad \Delta \alpha(k), \Delta \beta(k) \geq 0 \quad \forall k \geq 1
\end{align*}$$

Lemma 8. Suppose $\Gamma$, $\Delta \alpha(k)$’s, and $\Delta \beta(k)$’s form a solution of the LP in Eqn. (15). Then, Algorithm 1 satisfies approximate dual feasibility, as restated below:

$$\int_0^{b_a} \alpha_a(y) dy + \sum_{i \in S} \beta_i \geq b_a(S) \cdot \Gamma .$$

We defer the proof of Lemma 8 to the full version [26]. Recall that reverse weak duality always holds. By Lemma 2, Lemma 8 leads to the next corollary.

Corollary 9. Algorithm 1 is $\Gamma$-competitive for any solution of the LP in Eqn. (15).

D. Optimizing the Parameters

It remains to optimize the parameters $\Delta \alpha(k)$’s and $\Delta \beta(k)$’s and the competitive ratio $\Gamma$ by solving the LP in Eqn. (15). Observe that the LP has countably infinitely many variables and constraints and therefore, cannot be directly solved with an LP solver. One possible strategy is to solve a finite restriction by setting $\Delta \alpha(k) = \Delta \beta(k) = 0$ for $k > k_{\max}$ with some sufficiently large $k_{\max}$. This is indeed the strategy we use for the hybrid algorithm in the full version. Fortunately, the LP in Eqn. (15) admits benign structures. As a result, we can provide an explicit solution.

Lemma 10. For any $0 \leq \gamma \leq 1$, the following is a solution of the LP in Eqn. (15):

$$\Gamma = \frac{3 + 2\gamma}{6 + 3\gamma} ,$$

$$\Delta \alpha(k) = \begin{cases} 
\frac{3 + \gamma}{6 + 3\gamma} x(1) & k = 1 \\
\frac{1 + \gamma}{2 + \gamma} x(k) & k \geq 2 
\end{cases} ,$$

$$\Delta \beta(k) = \begin{cases} 
\frac{3 + 2\gamma}{6 + 3\gamma} x(1) & k = 1 \\
\frac{1}{2 + \gamma} x(k) & k \geq 2 
\end{cases} .$$

The proof is deferred to the full version [26].

Large Bids: the Crux of AdWords: In light of the positive results by Mehta et al. [36] for small bids that are at most half the budgets, the case of large bids, i.e., $\frac{1}{2} B_a < b_{ai} \leq B_a$, can be viewed as the crux of the AdWords problem. As a direct corollary of Lemma 10 and the 0.05144-PanOCS for large bids in Theorem 5, we get the first online algorithm that breaks the 0.5 barrier in the crux.

Theorem 11. If all nonzero bids are large, i.e., $\frac{1}{2} B_a < b_{ai} \leq B_a$ or $b_{ai} = 0$ for any advertiser $a \in A$ and any impression $i \in I$, Algorithm 1 with the $\gamma = 0.05144$-PanOCS in Theorem 5 is $\Gamma$-competitive for:

$$\Gamma = \frac{3 + 2\gamma}{6 + 3\gamma} > 0.5041 .$$

General Bids: a Weaker Version of Theorem 1:

Next, consider a restricted version of Algorithm 1 such that for any advertiser $a$ and any point $y \in [0, B_a)$, $y$ is semi-assigned at most $k_{\max}$ times for some positive integer $k_{\max}$. This can be achieved by letting $\Delta x(k) = \Delta \alpha(k) = \Delta \beta(k) = 0$ for any $k > k_{\max}$. The restriction allows us to use the PanOCS for general bids in Theorem 6. We need, however, a solution to the LP in Eqn. (15) under the restriction. A natural choice is adopting the solution in Lemma 10 directly for $k \leq k_{\max}$, and decreasing the competitive ratio $\Gamma$ accordingly to preserve feasibility.

Lemma 12. For any $0 \leq \gamma \leq 1$, the following is a solution of the LP in Eqn. (15):

$$\Gamma = \frac{3 + 2\gamma}{6 + 3\gamma} \left( 2^{-k_{\max}} (1 - \gamma) \right)^{k_{\max}-1} .$$

$$\Delta \alpha(k) = \begin{cases} 
\frac{3 + \gamma}{6 + 3\gamma} \cdot x(1) & k = 1 \\
\frac{1 + \gamma}{2 + \gamma} \cdot x(k) & 2 \leq k \leq k_{\max} \\
0 & k > k_{\max} 
\end{cases} .$$

$$\Delta \beta(k) = \begin{cases} 
\frac{3 + 2\gamma}{6 + 3\gamma} \cdot x(1) & k = 1 \\
\frac{1}{2 + \gamma} \cdot x(k) & 2 \leq k \leq k_{\max} \\
0 & k > k_{\max} 
\end{cases} .$$

Proof: It follows by Lemma 10 that the contributions of $\Delta \alpha(k)$’s and $\Delta \beta(k)$’s, $k > k_{\max}$, to the approximate dual feasibility constraints, i.e., Eqn. (10), (12), and (13), are at most:

$$\sum_{k=k_{\max}+1}^{\infty} \Delta x(k) = 2^{-k_{\max}} (1 - \gamma) \left( 2^{-k_{\max}} (1 - \gamma) \right)^{k_{\max}-1} .$$

Hence, decreasing the competitive ratio $\Gamma$ by this amount restores approximate dual feasibility even after setting $\Delta \alpha(k) = \Delta \beta(k) = 0$ for $k > k_{\max}$.
Finally, the other constraints, i.e., Eqn. (7), (11), and (14), are trivially preserved after letting $\Delta x(k) = \Delta \alpha(k) = \Delta \beta(k) = 0$ for $k > k_{\text{max}}$.

Consider the $\gamma$-PanOCS in Theorem 6 where $\gamma = 0.01245 \cdot k_{\text{max}}^{-1}$. The competitive ratio from the above solution is:

$$\Gamma = \frac{3 + 2\gamma}{6 + 3\gamma} - 2^{-k_{\text{max}} (1 - \gamma)} k_{\text{max}}^{-1} \frac{1}{2 + \Omega(k_{\text{max}}^{-1}) - 2^{-k_{\text{max}} (1 - \gamma)} k_{\text{max}}^{-1}}.$$ 

The second term is inverse proportional to $k_{\text{max}}$ while the third term decreases exponentially in $k_{\text{max}}$. Hence, by choosing a sufficiently large $k_{\text{max}}$, the competitive ratio is strictly larger than half. Indeed, letting $k_{\text{max}} = 18$ gives $\Gamma > 0.50005$.
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