Optimal finite-time processes in weakly driven overdamped Brownian motion
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Abstract

The complete physical understanding of the optimization of the thermodynamic work still is an important open problem in stochastic thermodynamics. We address this issue using the Hamiltonian approach of linear response theory in finite time and weak processes. We derive the Euler–Lagrange equation associated and discuss its main features, illustrating them using the paradigmatic example of driven Brownian motion in overdamped regime. We show that the optimal protocols obtained either coincide, in the appropriate limit, with the exact solutions by stochastic thermodynamics or can be even identical to them, presenting the well-known jumps. However, our approach reveals that jumps at the extremities of the process are a good optimization strategy in the regime of fast but weak processes for any driven system. Additionally, we show that fast–but–weak optimal protocols are time-reversal symmetric, a property that has until now remained hidden in the exact solutions far from equilibrium.

1. Introduction

The great development of experimental techniques in the last decades has increased our control of systems formed of few atoms or molecules [1–5]. From optical lattices to superconducting devices, the quest of efficient control, in the sense of reducing general costs, has become an actual problem with several applications. However, realistic processes occur in finite time, and hence drive the system of interest out of equilibrium, implying an unavoidably higher cost than their quasistatic counterparts. The problem of finding the finite-time control with the minimum possible energetic cost, is posed then as a current challenge [6].

To find the optimal finite-time processes is in general a very hard task and only few examples have exact solutions for arbitrary regimes. One of these is the paradigmatic case of driven Brownian motion [7, 8]. The existing experimental implementations of this system certify its relevance for non-equilibrium phenomena. Using colloidal particles trapped by optical tweezers, driven Brownian motion has been used to address fluctuation theorems [9–11], heat engines [12–14], feedback processes [15], Maxwell’s demons [16], and bit erasure [17–19].

Despite the existence of exact optimal finite-time processes in driven Brownian motion [7, 8], the physics of these processes is not very well understood. The optimal protocols present unexpected features such as jumps and sharp peaks that have been barely understood physically and represent a real challenge for experimental implementation. Such counter-intuitive characteristics have been reproduced by numerical approaches based on optimal control [20–22] but this approach has not clarified the role of such features in the optimization of the energetic cost. In other words, it is not clear how these features help to decrease the energy spent and whether they should also work as a good strategy in other driven systems.

On the other hand, perturbative approaches have been developed to provide approximate optimal finite-time protocols. Such approaches contrast with most of the numerical methods directly applied to optimize the very first definition of the energetic cost. Instead, they try to express such a cost as a functional of the corresponding finite-time protocol in terms of quantities that might describe the causes of dissipation. Although
restricted to limited non-equilibrium regimes, these formulations might provide a better physical intuition about the optimal processes. Among these perturbative formulations, the so-called geometric one has attracted considerable attention in the last decade [23–38]. It has been applied to different non-equilibrium situations in biophysics [31, 33, 36], magnetic systems [29, 30, 35], heat engines [34], and solid-state physics [39], in addition to having been extended to quantum systems [27, 32]. In this approach, the energetic cost is written as the time integral of a Lagrangian, which can be understood as a thermodynamic metric [40–42]. The optimal finite-time processes are then the corresponding geodesics.

In this work, we explore the results of another perturbative approach based on linear response theory [43, 44]. It describes arbitrarily fast but necessarily weak processes. By weak we mean that the difference between the final and initial values of the control parameter must be small when compared to the initial value. What we show here contrasts however with part of the literature in stochastic thermodynamics where linear response is understood as the use of Onsager–Casimir relations [45, 46]. For fast and strong processes in driven Brownian motion, it has been shown that the optimal protocols obtained from the approach considered here perform better than those obtained from the geometric one [47]. One of the main results we provide is the fact that optimal protocols must be time-reversal symmetric in the regime of weak driving. In other words, these protocols must be identical to their time-reversed counterparts. This property has been scarcely mentioned in the literature although it can be noticed also far from equilibrium by inspecting the exact results derived in [7, 8].

2. Finite-time optimal protocols

2.1. Linear response theory

Consider a classical system, described by a Hamiltonian $\mathcal{H}(\mathbf{z}_0, \lambda(t))$ and formed by a system of interest and its heat bath. The symbols $\mathbf{z}_0$ and $\lambda(t)$ denote respectively a point in the phase space $\Gamma$ of the whole system and a time-dependent external parameter. Initially, the system is at temperature $\beta \equiv (k_B T)^{-1}$, where $k_B$ is Boltzmann’s constant. During a switching time $\tau$, the external parameter is changed from $\lambda_0$ to $\lambda_0 + \delta \lambda$. The average work performed by the system during this process is [48]

$$ W \equiv \int_0^\tau \frac{d}{dt} \mathcal{H}(t) \lambda(t) dt, $$

where $\partial \lambda$ is the partial derivative in respect to $\lambda$ and the superscript dot denotes the total time derivative. The generalized force $\partial \lambda \mathcal{H}$ is calculated using the average over the non-equilibrium distribution of the whole system $\rho(\mathbf{z}_0, t)$,

$$ \partial \lambda \mathcal{H}(t) = \int_\Gamma \partial \lambda \mathcal{H}(\mathbf{z}_0) \rho(\mathbf{z}_0, t) d\mathbf{z}_0. $$

This non-equilibrium distribution $\rho(\mathbf{z}_0, t)$ evolves according to Liouville’s equation

$$ \dot{\rho} = -\{\rho, \mathcal{H}\}, $$

where $\{\cdot, \cdot\}$ is the Poisson bracket. As mentioned before, the initial distribution $\rho(\mathbf{z}_0, 0)$ is assumed to be a canonical ensemble. Consider also that the time variation of the external parameter can be expressed as

$$ \lambda(t) = \lambda_0 + g(t) \delta \lambda, $$

where the protocol $g(t)$ must satisfy the following boundary conditions

$$ g(0) = 0, \quad g(\tau) = 1. $$

since $\lambda$ is switched from $\lambda_0$ to $\lambda_0 + \delta \lambda$. Also, we consider that $g(t) \equiv g(t/\tau)$, which means that the intervals of time are measured in units of the switching time $\tau$.

Linear response theory aims to express non-equilibrium averages up to the first order in some perturbation parameter considering how the perturbation affects the observable to be averaged and the non-equilibrium ensemble [49]. In our case, we consider that the parameter does not change significantly during the process, i.e., $|g(t) \delta \lambda / \lambda_0| \ll 1$, for all $t \in [0, \tau]$. Using the framework of linear response theory, the generalized force can be approximated up to first order as [43]

$$ \partial \lambda \mathcal{H}(t) = (\partial \lambda \mathcal{H})_0 + \delta \lambda (\partial \lambda \mathcal{H})_0 g(t) $$

$$ - \delta \lambda \int_0^t \phi_0(t-t') g(t') dt', $$

where $(\cdot)_0$ denotes the average over the initial canonical ensemble $e^{-\beta(\mathcal{H})_0} / \mathcal{Z}(\lambda_0)$, where $\mathcal{Z}(\lambda_0)$ is the partition function. The quantity $\phi_0(t)$ is the so-called response function [49], which can be conveniently expressed as the derivative of the relaxation function $\Psi_0(t)$ [49].
\[
\phi_0(t) = -\frac{d\Psi_0}{dt}.
\]

In our particular case, the relaxation function reads [49]
\[
\Psi_0(t) = \beta \langle \partial_t \mathcal{H}(0) \partial_t \mathcal{H}(t) \rangle_0 - C,
\]

where the constant \(C\) guarantees that \(\Psi_0(t)\) vanishes in the limit \(t \to \infty\) (we assume here that the coupling to the heat bath ensures the decay of the auto-correlation function in equation (8)) [43, 49]. We define the relaxation time \(\tau_R\) of the system as
\[
\tau_R(\lambda_0) = \int_0^\infty \frac{\Psi_0(t)}{\Psi_0(0)} dt.
\]

The generalized force, written in terms of the relaxation function, reads
\[
\overline{\partial_t \mathcal{H}}(t) = \langle \partial_t \mathcal{H} \rangle_0 - \delta \lambda \overline{\Psi}_0(t) - \delta \lambda \overline{\Psi}_0(t) + \delta \lambda \int_0^t \Psi_0(t - t') g(t') dt',
\]

where \(\overline{\Psi}_0(t) \equiv \Psi_0(0) - \langle \partial_x^2 \mathcal{H} \rangle_0\). Finally, combining equations (1) and (10), the average work performed up to linear order of the generalized force is
\[
W = \delta \lambda \langle \partial_t \mathcal{H} \rangle_0 - \frac{\delta \lambda^2}{2} \overline{\Psi}_0 + \delta \lambda \int_0^\tau \int_0^t \Psi_0(t - t') \dot{g}(t') \dot{g}(t) dt' dt.
\]

It can be shown that the double integral in equation (11) vanishes for \(\tau \to \infty\) [50]. Hence, the first two terms on the right hand side must correspond to the free-energy difference (for small \(\delta \lambda / \lambda_0\)) between the final and initial equilibrium states, since this quantity is exactly the average work performed for quasistatic processes (See appendix A for a detailed discussion). Thus, equation (11) splits into two contributions, namely,
\[
\Delta F = \delta \lambda \langle \partial_t \mathcal{H} \rangle_0 - \frac{\delta \lambda^2}{2} \overline{\Psi}_0,
\]

and
\[
W_{ir} = \delta \lambda \int_0^\tau \int_0^t \Psi_0(t - t') \dot{g}(t') \dot{g}(t) dt' dt.
\]

In particular, the irreversible work \(W_{ir}\) can be rewritten using the parity of the relaxation function, \(\Psi_0(t) = \Psi_0(0)[49]\),
\[
W_{ir} = \frac{\delta \lambda^2}{2} \int_0^\tau \int_0^t \Psi_0(t - t') \dot{g}(t') \dot{g}(t) dt' dt.
\]

We aim to find the optimal protocol \(\lambda(t)\) that optimizes the \(W_{ir}\) given by equation (14). Hence, from now on, we focus on the minimization of this functional.

Before discussing the Euler–Lagrange equation that furnishes the optimal protocol, we want to briefly emphasize what is the out-of-equilibrium regime we are describing. Near-equilibrium regimes are determined by the relative strength of the driving in respect to the initial value of the protocol, \(\delta \lambda / \lambda_0\), and the rate by which the process occurs in respect to the relaxation time \(\tau_R\) of the system, i.e., \(\tau_R / \tau\). See figure 1 for a diagram depicting the regimes. In region 2, where we have the so-called slowly-varying processes, the ratio \(\delta \lambda / \lambda_0\) is arbitrary, while \(\tau_R / \tau \ll 1\). By contrast, in region 1, where we have finite-time and weak processes, \(\delta \lambda / \lambda_0 \ll 1\) while \(\tau_R / \tau\) is arbitrary. In region 3, we have far-from-equilibrium processes and both ratios are arbitrary. In particular, in region 1, drivings where the ratio \(\tau_R / \tau \to \infty\) are called sudden processes. In the present work, we will focus on processes lying in region 1. See [39, 51, 23–25] for more details on slowly-varying processes and appendix B to see how both approaches, from region 1 and 2, converge when the appropriate limits are taken.

2.2. Euler–Lagrange equation

The functional (14) is not written in the most convenient way since the specified boundary conditions, \(g(0) = 0\) and \(g(\tau) = 1\), do not apply to \(\dot{g}(t)\). To circumvent this problem, we rewrite the irreversible work in terms of \(g(t)\). Using integration by parts in equation (14), we have
where we have used the boundary conditions (5) and a direct consequence of the parity property of the relaxation function, $\Psi(0) = 0$. Using calculus of variations \([52-54]\), the Euler–Lagrange equation is

$$\int_0^\tau \Psi_0(t - t')g(t')dt' = \Psi_0(\tau - t),$$

where the optimal protocol $g^*(t)$ must satisfy $g^*(0) = 0$ and $g^*(\tau) = 1$. It is remarkable that the optimal protocol depends only on characteristics of the system in the initial equilibrium state. For instance, the previous equation does not depend on the driving strength $\delta \lambda / \lambda_0$.

Some other aspects however are not completely clear: since solutions with jumps exist for thermodynamics processes \([7, 20]\), how exactly can such solutions be obtained from equation (16)? How exactly do they satisfy the boundary conditions of equation (5)? Are these jumps included in the functional of equation (15)? In section 2.3, we show how equation (16) can admit optimal protocols having jumps at their extremities.

As a last remark of this section, we show that simple functions satisfy equation (16) in the limits of extremely long and extremely short protocols. Consider, for instance, the linear protocol $g(t) = t / \tau$. Substituting it in the left hand side of equation (16) and performing integration by parts, we obtain

$$\int_0^\tau \Psi_0(t - t') \frac{t'}{\tau} dt' = \Psi_0(\tau - t) + \frac{1}{\tau} (\Psi_0(\tau - t) + \Psi_0(t)),$$

which satisfies the Euler–Lagrange equation when $\tau \to \infty$, since the last two terms in the right hand side go to zero in this limit. For sudden processes, where $\tau \to 0$, the Euler–Lagrange equation is satisfied for a constant protocol $g^*(t) = 1/2$

$$\frac{1}{2} \int_0^\tau \Psi_0(t - t') dt' = \frac{1}{2} (\Psi_0(\tau - t) + \Psi_0(t)).$$

Mathematically, equation (16) is an inhomogeneous Fredholm equation of the first kind \([55]\). This kind of equation describes what is called *ill-posed* problems, where the existence, uniqueness, and stability of solutions are not completely guaranteed \([56]\). Nevertheless, from a practical point of view, solutions for particular kernels can be found in handbooks of integral equations \([57]\).

2.3. Contributions of jumps to the irreversible work

To evaluate how jumps affect the optimization of $W_{irr}$, we will reformulate the previous analysis including explicitly these features in the protocol. Consider a protocol $g(t)$, with $t \in [0, \tau_1 + \tau_2 + \tau_3]$, composed of three parts denoted by $g_i$, with $i = 1, 2, 3$, each one with duration $\tau_i$, and starting at different initial times $\Delta \tau_{i-1}$,

$$h_i(t) \equiv g_i((t - \Delta \tau_{i-1}) / \tau_i), \quad t \in [\Delta \tau_{i-1}, \Delta \tau_i],$$

**Figure 1.** Diagram of nonequilibrium regions. In region 1, we have finite-time but weak processes. In region 2, the slowly-varying processes and region 3 contains arbitrary far-from-equilibrium processes. The driving is called sudden when $\tau_R / \tau \to \infty$. 

$$W_{irr} = \frac{\delta \lambda^2}{2} \Psi_0(0) + \frac{\delta \lambda^2}{2} \int_0^\tau \Psi_0(\tau - t')g(t')dt'$$

$$- \frac{\delta \lambda^2}{2} \int_0^\tau \int_0^\tau \Psi_0(t - t')g(t')g(t')dt'dt'$$

which satisifes the Euler–Lagrange equation when $\tau \to \infty$, since the last two terms in the right hand side go to zero in this limit. For sudden processes, where $\tau \to 0$, the Euler–Lagrange equation is satisfied for a constant protocol $g^*(t) = 1/2$
where
\[ \Delta \tau_i = \sum_{k<i} \tau_k, \]
and we take \( \Delta \tau_0 = 0 \). The following boundary and continuity conditions must be satisfied
\[ g_i(0) = 0, \quad g_i(1) = 1, \]
\[ g_i(1) = g_{i+1}(0), \quad g_i(1) = g_i(0), \]
where equations (22) guarantee that the whole process is continuous although not necessarily smooth at all points. In particular, we consider that \( \tau_1 \to 0 \) and \( \tau_3 \to 0 \), so that protocols \( g_1 \) and \( g_3 \) become sudden processes. Figure 2 depicts what is meant by this.

The irreversible work of a process consisting of three pieces can be written as follows
\[ W_{irr} = \sum_{i=1}^{3} \sum_{j<i} W_{irr}^{ij}, \]
where
\[ W_{irr}^{ij} = \delta \lambda^2 \int_{\Delta \tau_{i-1}}^{\Delta \tau_i} h_i(t) f_j(t) dt, \]
and
\[ f_j(t) = \begin{cases} \int_{\Delta \tau_{j-1}}^{\Delta \tau_j} \Psi(\tau - t') h_j(t') dt', & j < i, \\ \int_{\Delta \tau_{j-1}}^{\Delta \tau_j} \Psi(\tau - t') h_j(t') dt', & j = i. \end{cases} \]

In appendix C, we show in details how equations (23) to (25) are obtained. After the limits \( \tau_{1,3} \to 0 \) are taken, the irreversible work reads
\[ W_{irr} = \frac{\delta \lambda^2}{2} \Psi(0) + \delta \lambda^2 \int_0^{\gamma_3} \Psi(\tau - t') g_2(t'/\gamma_3) dt' \\
- \frac{\delta \lambda^2}{2} \int_0^{\gamma_3} \int_0^{\gamma_2} \Psi(\tau - t') g_2(t'/\gamma_2) g_2(t'/\gamma_2) dt dt', \]
which is identical to the functional of equation (15). This means that the boundary conditions (5) do not have to be imposed to the solutions of the Euler–Lagrange equation (16).

In other words, the solutions of equation (16), with free boundary conditions, furnish the optimal protocols and their corresponding jumps. Thus, we are able to show that small jumps at the beginning and at the end of the protocol are costless and become an unexpected strategy to reduce \( W_{irr} \). So far, this had been shown exactly only for driven Brownian motion in [7, 8]. Here we have shown that this is true for any driven system in the regime of fast but weak processes.
2.4. Time reversal symmetry

Reference [44] suggested that fast-but-weak optimal protocols are time-reversal symmetric. In this subsection, we will prove this statement. We first comment what we mean by time-reversal symmetry. Consider a forward process, denoted by \( \lambda(t) \), that takes the system from \( \lambda_0 \) to \( \lambda_0 + \delta \lambda \), according to the forward protocol \( g_\lambda(t) \). The time-reversed process associated to \( \lambda(t) \), denoted by \( \lambda^R(t) \), is defined as \( \lambda^R(t) \equiv \lambda(\tau - t) \), which takes the system from \( \lambda_0 + \delta \lambda \) to \( \lambda_0 \). In appendix D, we show that the time-reversed protocol \( g^R(t) \) is given by

\[
g^R(t) = 1 - g_{\lambda^R}(\tau - t) \quad (27)
\]

A protocol that presents what we call time-reversal symmetry if it is identical to its time-reversed twin, that is, \( g^R(t) = g_\lambda(t) \).

We will show now that the solutions \( g^*(t) \) of equation (16) are time-reversal symmetric. To do that, we explicitly show that the time reversal of \( g^*(t) \) is also a solution of equation (16). Plugging \( 1 - g^*(\tau - t) \) into equation (16) we obtain

\[
\int_0^\tau \Psi_0(t - t') [1 - g^*(\tau - t')] dt' = \Psi_0(\tau - t) \quad (28)
\]

After some algebra, we arrive at

\[
\int_0^\tau \Psi_0(t - \tau + t') g^*(t') dt' = \Psi_0(t) \quad (29)
\]

Using now the parity of the second derivative of the relaxation function (\( \Psi_0(-t) = \Psi_0(t) \)) implies \( \Psi_0(-t) = \Psi_0(t) \), we arrive at

\[
\int_0^\tau \Psi_0(\tau - t + t') g^*(t') dt' = \Psi_0(t) \quad (30)
\]

Changing the variable \( t' \rightarrow \tau - t' \), we finally have

\[
\int_0^\tau \Psi_0(t - t') g^*(t') dt' = \Psi_0(\tau - t) \quad (31)
\]

which is equation (16). Since \( g^*(t) \) was assumed to be a solution of (16), this shows that \( 1 - g^*(\tau - t) \) is also an optimal protocol.

This symmetry of the optimal protocol, at first glance restricted to the regime of weak processes, has been mostly neglected and reveals an important element of the physics of optimal finite-time processes. For instance, it seems to be absent in the regime described by the geometric approach as the corresponding Euler–Lagrange equation does not contain it [23, 25]. In section 3, we will exemplify it using driven Brownian motion and show that it is also present in arbitrarily far-from-equilibrium processes. In the context of information erasure, the role of time-reversal symmetry has been shown relevant [58].

We also remark that the solution \( g^*(t) \), obtained using standard calculus of variations, is at most a local minimum. Thus, it is not ruled out the possibility that its time reversal would be associated with a different minimum than the optimal protocol \( g^*(t) \). Hence, if we assume that the solution of the Euler–Lagrange equation (16) is unique, as has been suggested by numerical experiments [44], we conclude that the optimal protocols present time-reversal symmetry.

2.5. Optimal irreversible work

Substituting equation (16) into equation (15), and using integration by parts to remove the derivative of the relaxation function, the optimal irreversible work is

\[
W_{irr}^* = \int_0^\tau \frac{\delta \lambda^2}{2} \Psi_0(t) + \frac{\delta \lambda^2}{2} \int_0^\tau \Psi_0(\tau - t) g^*(t') dt' \quad (32)
\]

The irreversible work \( \tilde{W}_{irr}^* \) for the time reversal of \( g^*(t) \), which is also an optimal protocol, is identical to the one of the optimal protocol, since the solution is unique. Indeed, is not hard to see that, for \( g_{\lambda^R}(t) = 1 - g^*(\tau - t) \), the irreversible work reads

\[
\tilde{W}_{irr}^* = \int_0^\tau \frac{\delta \lambda^2}{2} \Psi_0(\tau) - \frac{\delta \lambda^2}{2} \int_0^\tau \Psi_0(t) g^*(t) dt \quad (33)
\]

Subtracting equations (33) from (32), and using the uniqueness of the optimal protocol, we have

\[
\tilde{W}_{irr}^* = W_{irr}^* \quad (34)
\]

As \( \tau \) becomes large compared to the relaxation time \( \tau_R \), expression (33) for the optimal irreversible work converges to the value predicted by the geometric approach when \( g^*(t) = t/\tau \) (see appendix B for the details). Hence,
This result suggests that the solution of equation (16) tends to a linear function in the slowly-varying regime.

On the other hand, as \( \tau/\tau_R \to 0 \), \( g^*(t) \) becomes a sudden process and \( W^*_{\text{irr}} \) is calculated using equation (32) in the limit \( \tau \to 0 \) and \( g^*(t) = 1/2 \). Hence

$$\lim_{\tau \to 1 \atop \tau > 1} W^*_{\text{irr}} = \frac{\delta \lambda^2 g_0(0)}{2}. \tag{36}$$

Both limits just discussed will be important to check the agreement of our approach with exact results in the examples that follow.

### 2.6. Excess power

In the geometric approach, it has been shown that the excess power along the optimal protocol is stationary when the system is driven by a single control parameter [25]. In the present case, we will show that the same happens to finite-time and weak process if the optimal protocol is a linear function.

The optimal excess power can be obtained finding the function whose integration from \( t = 0 \) to \( t = \tau \) furnishes equation (32). This yields

$$\mathcal{P}_{\text{ex}}^*(t, \tau) = \frac{\delta \lambda^2 f^*(t)}{2} \int_0^t \Psi_0(t' - t') f^*(t') dt', \tag{37}$$

where

$$f^*(t) = g^*(t) + 2g^*(0^+)(\Theta(t) - \Theta(t - \tau))^1.$$

and \( g^*(t) \) is the continuous part of the optimal protocol, i.e., the solution of equation (16). Here, \( H(t) \) is the Heaviside step function,

$$\Theta(t) = \begin{cases} 0, & t < 0 \\ \frac{1}{2}, & t = 0 \\ 1, & t > 0 \end{cases} \tag{39}$$

The purpose of introducing \( f^*(t) \) is to explicitly include the initial and final jumps. According to equation (38), one can easily check that \( f^*(0) = 0 \) and \( f^*(\tau) = 1 \). As we show next, this is necessary to give the correct physical meaning to the excess power calculations. For instance, the optimal protocol in the sudden limit reads (see section 2.2)

$$\lim_{\tau \to 1 \atop \tau < 1} f^*(t) = \frac{1}{2} + \Theta(t) - \Theta(t - \tau). \tag{40}$$

Thus, it becomes clear that without including the jumps explicitly, equation (37) would furnish null excess power in this case.

In general, the optimal excess power (37) can be decomposed into two contributions, namely, one due to the continuous part of the protocol and another due to the jumps. Denoting them respectively by \( \mathcal{P}_C^* \) and \( \mathcal{P}_J^* \), we will have (see appendix E for more details)

$$\mathcal{P}_C^*(t, \tau) = \frac{\delta \lambda^2 g_0(0)}{2} \left( \int_0^\tau \Psi_0(t') g^*(t') dt' + (\Psi_0(\tau) + \Psi_0(0)) g^*(0^+) \right), \tag{41}$$

$$\mathcal{P}_J^*(t, \tau) = \frac{\delta \lambda^2 g^2(0^+)}{2} (\delta(t) + \delta(t - \tau)). \tag{42}$$

We remark that the irreversible work in the slowly-varying regime is recovered by equation (37). In this limit, we have

$$\lim_{\tau \to 1 \atop \tau < 1} \mathcal{P}_C^*(t, \tau) = \frac{\delta \lambda^2 g_0(0)}{2 \tau^2}, \tag{43}$$

$$\lim_{\tau \to 1 \atop \tau < 1} \mathcal{P}_J^*(t, \tau) = 0. \tag{44}$$

The derivative of \( \mathcal{P}_C^* \) reads

$$\dot{\mathcal{P}}_C = \frac{\delta \lambda^2 g_0(0)}{2} \left( \int_0^\tau \dot{\Psi}_0(t') g^*(t') dt' + (\dot{\Psi}_0(\tau) + \dot{\Psi}_0(0)) g^*(0^+) \right), \tag{45}$$

which means that the continuous contribution of the optimal excess power is stationary only if \( g^*_0(t) \) is a linear function.

Finally, due to the time-reversal symmetry of the optimal protocol, the excess power used in the backward process is the same as in the forward one. This can be seen by direct substitution of equations (27) in (37), leading
This result implies that
\[ \mathcal{P}_h^g(t, \tau) = \mathcal{P}_h^g(\tau - t, \tau), \quad \mathcal{P}_l^g(t, \tau) = \mathcal{P}_l^g(\tau - t, \tau). \] (46)

for an arbitrary optimal protocol \( g^*(t) \). This property seems to be similar to the stationarity property predicted by the geometric approach.

3. Comparison with stochastic thermodynamics: overdamped Brownian motion

In this section, we present a comparison between the optimization of the irreversible work using stochastic thermodynamics and linear response theory. We consider the paradigmatic example of a Brownian particle confined by optical tweezers in two situations: a moving laser trap and a stiffening trap, both in the overdamped regime. We show that our approach leads to the same optimal protocol calculated in [7]. Theoretically, we consider a particle in contact with a heat bath of inverse temperature \( \beta = (k_B T)^{-1} \), where \( k_B \) is the Boltzmann constant and \( T \) is the temperature.

\[ \dot{x}(t) + \frac{1}{\gamma} \partial_x V(x(t), \lambda(t)) = \eta(t), \] (48)

where \( x(t) \) is the position of the particle at the instant \( t \), \( \gamma \) is the damping coefficient, \( V \) is the time-dependent harmonic potential, \( \lambda(t) \) is the control parameter and \( \eta(t) \) is a Gaussian white noise characterized by \( \langle \eta(t) \rangle = 0 \) and \( \langle \eta(t) \eta(t') \rangle = \frac{2}{\gamma \beta} \delta(t - t') \), (49)

with \( \langle ... \rangle \) being the stochastic average over several realizations.

3.1. Moving laser trap

For the moving laser trap, the time-dependent harmonic potential is given by
\[ V(x(t), t) = \frac{\omega_0^2}{2} (x(t) - \lambda(t))^2, \] (50)

where \( \omega_0 \) is the natural frequency of the oscillation, and \( \lambda \) is the equilibrium position. During the driving, the equilibrium position is changed from \( \lambda_0 \) to \( \lambda_0 + \delta \lambda \). For this particular example, we will show that linear response corresponds to the exact dynamics.

3.1.1. Connection with linear response theory

In contrast to what was done in [7], we will express the irreversible work in terms of the control parameter \( \lambda(t) \) instead of the average position \( \langle x(t) \rangle = \mathcal{F}(t) \) of the particle. To do that, we first solve the Langevin equation (48) expressing \( u(t) \) in terms of \( \lambda(t) \),
\[ u(t) = \lambda(t) - \int_0^t e^{-\frac{\omega_0^2}{2}(t-t')\lambda(t')} dt', \] (51)

Due to equation (50), the work is then given by
\[ W = \int_0^\tau \dot{\lambda}(t) \partial_x V dt = \omega_0^2 \int_0^\tau \dot{\lambda}(t)(\lambda(t) - u(t)) dt. \] (52)

Using equation (51), we have
\[ W = \omega_0^2 \int_0^\tau \int_0^t e^{-\frac{\omega_0^2}{2}(t-t')\lambda(t')} \dot{\lambda}(t) dt' dt. \] (53)

Since the change in the Helmholtz free energy is zero in this case, the irreversible work reads
\[ W_{\text{irr}} = \omega_0^2 \int_0^\tau \int_0^t e^{-\frac{\omega_0^2}{2}(t-t')\lambda(t')} \dot{\lambda}(t) dt' dt. \] (54)

Comparing equations (54) and (13), we identify the relaxation function as
\[ \Psi_0(t) = \omega_0^2 e^{-\frac{\omega_0^2}{2}t}. \] (55)
from which it can be shown that
\[ \Delta F = \delta \lambda \langle \partial_t V \rangle_0 - \frac{\delta^2 \omega_0^2}{2} \psi_0^2 = 0, \] (56)
and hence the exact expression of the irreversible work has the form of our linear-response functional. Finally, using equation (9), the relaxation time of this system is
\[ \tau_R = \frac{\gamma}{\omega_0^2}. \] (57)

3.1.2. Prediction of stochastic thermodynamics result

As the functional provided by linear-response theory coincides with that obtained from the exact non-equilibrium dynamics, we can use the approach developed in section 2 to calculate the optimal protocol.

As [44] indicated numerically, we consider that the optimal protocol \( g^*(t) \) is a time-reversal symmetric linear function
\[ g^*(t) = s\left(t - \frac{\tau}{2}\right) + \frac{1}{2}, \] (58)
with the optimal slope coefficient \( s^* \) to be determined. Plugging equations (55) and (58) in the Euler–Lagrange equation (16), the optimal slope coefficient becomes
\[ s^* = \frac{1}{\tau + 2\tau_R}. \] (59)

Thus, the optimal protocol reads
\[ g^*(t) = \frac{t + \tau_R}{\tau + 2\tau_R}, \] (60)
which is identical to the optimal protocol obtained in [7]. The corresponding optimal irreversible work is
\[ W_{\text{irr}} = \frac{\omega_0^2 \delta^2 \lambda^2}{\tau / \tau_R + 2}. \] (61)

We remark that equations (60) and (61) agree with the limits of slowly-varying and sudden processes analyzed in section 2.5 when the asymptotic behaviors \( \tau / \tau_R \gg 1 \) and \( \tau / \tau_R \ll 1 \) are considered.

To calculate the excess power (37) along (60), we need to express the optimal protocol with the appropriate boundary conditions. In this way, we have
\[ f^*(t) = \frac{t + \tau_R}{\tau + 2\tau_R} + \frac{2\tau_R}{\tau + 2\tau_R} \left( \Theta(t) - \Theta(t - \tau) \right). \] (62)
Calculating now the excess power along \( f^*(t) \), we have
\[ P_{\text{ex}} = \frac{\tau_R \omega_0^2 \delta^2 \lambda^2}{(\tau + 2\tau_R)^2} + \frac{2\tau_R}{\tau + 2\tau_R} \left( \delta(t) + \delta(t - \tau) \right). \] (63)
equation (61) is easily recovered by equation (63). As it was shown before, the excess power is stationary except at the extremities of the protocol. There, it has delta peaks that indicate the jumps performed by the optimal protocol. Despite of that, the irreversible work is finite.

3.2. Stiffening trap

For the stiffening trap, the time-dependent harmonic potential is given by
\[ V(x(t), t) = \frac{\lambda(t)}{2} x^2(t), \] (64)
where \( \lambda(t) \) is the stiffening parameter. During the driving, the parameter is changed from \( \lambda_0 \) to \( \lambda_0 + \delta \lambda \). In what follows we show that the optimal protocol of linear response theory reproduces in zeroth-order approximation the same optimal protocol predicted by [7].

3.2.1. Prediction of stochastic thermodynamics result

According to [7], the optimal protocol of a Brownian particle subjected to the stiffening trap in the overdamped regime is
\[ g^*(t) = \frac{1}{\delta \lambda} \left( \frac{\lambda_0}{(c^* t + 1)^2} - \frac{c^* \gamma}{c^* t + 1} - \lambda_0 \right), \]  

where

\[ c^* = \sqrt{\frac{2\gamma^2 + 2\gamma \lambda_0 \tau + \delta \lambda \lambda_0 \tau^2 + \lambda_0^2 \tau^2 - \gamma - \delta \lambda \tau - \lambda_0 \tau}{2\gamma \tau + \delta \lambda \tau^2 + \lambda_0 \tau^2}}. \]

Applying expression (8) to the present case, we obtain

\[ \Psi_0(t) = \beta \left( \frac{\partial_0 V}{\partial_0 V} (t) \frac{\partial_0 V}{\partial_0 V} (0) \right) - C, \]

where the generalized force \( \partial_0 V(x(t), t) \) is stochastically averaged along the path, and the constant \( C \) is calculated such that \( \Psi_0(t) \to 0 \) when \( t \to \infty \). Since \( \partial_0 V(t) = x'(t)/2 \), and \( x(t) \) is a solution of equation (48), the previous average can be calculated using equations (49) and the fact that the initial distribution is an equilibrium one given by \( \exp(-\beta \lambda_0 x^2/2) / Z \), where \( Z \) is the partition function. Equation (67) then becomes

\[ \Psi_0(t) = (2\beta \lambda_0)^{-1} \exp \left( -\frac{2\lambda_0}{\gamma} |t| \right), \]

which yields the relaxation time

\[ \tau_R = \frac{\gamma}{2\lambda_0}. \]

Therefore, the optimal protocol is identical to the one calculated in section 3.1 (see equation (60)),

\[ g^*(t) = \frac{t + \tau_R}{\tau + 2\tau_R}, \]

but with the relaxation time given by (69).

The optimal value of the irreversible work reads

\[ W_{irr}^* = \frac{1}{2\beta} \frac{(\delta \lambda / \lambda_0)^2}{\tau / \tau_R + 2}, \]

whose asymptotic limits agree with the slowly-varying and sudden cases of section 2.5. One can show that equation (70) is the zeroth-order approximation of equation (65) in \( \delta \lambda \). Figure 3 illustrates this agreement for a weak perturbation of \( \delta \lambda / \lambda_0 = 0.1 \). In this case, the expression for the excess power is similar to the one presented in the moving laser trap example.

Additionally, we remark that the exact optimal protocol (65) also presents the time-reversal symmetry discussed in section 2.4 when it drives the Brownian particle far from equilibrium. Indeed, it can be verified, using equation (65), that

\[ g^*(t) + g^*(\tau - t) \approx 1, \]

when \( \delta \lambda / \lambda_0 \gg 1 \) and \( \tau_R / \tau \gtrsim 1 \).
4. Final remarks

In this work, we presented an analytical approach to the optimization of the thermodynamic irreversible work for finite-time and weak processes in driven Brownian motions. We have derived the Euler–Lagrange equation that leads to the extremum of the optimization problem and have shown that it already accounts for jumps at the extremities of the protocol. As a consequence, the solutions of this equation do not require fixed boundary conditions. Thus, we have confirmed that such jumps are an unexpected strategy to reduce the irreversible work.

We have also shown that the optimal protocols in this linear-response regime are time-reversal symmetric due to the properties of the relaxation function. This symmetry had been suggested before by semi-analytical results but we were able to show it in this work through the derivation of the Euler–Lagrange equation. We have also emphasized that it is present in the exact optimal protocols far from equilibrium. This shows that perturbative approaches can reveal important information about the physics of optimal processes in contrast to crude numerical methods. We have also analyzed the excess power along the optimal protocol and have found that its qualitative behavior surprisingly agrees with that observed in the slowly-varying regime. Our main results were illustrated using the paradigmatic example of driven Brownian motion. We have shown that, whenever an analytical solution from stochastic thermodynamics is available, our results coincide with them in the linear-response regime. The analysis of the underdamped regime is a natural sequel of this research.
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Appendix A. Difference of Helmholtz free energy in linear response theory

In this appendix, we will show that what we call the free-energy difference in linear response theory,

$$\Delta F = \delta \lambda \langle \partial_\lambda \mathcal{H} \rangle_0 - \frac{\delta \lambda^2}{2} \Psi_0,$$  \(\text{(A1)}\)

is indeed consistent with the definition

$$\Delta F = \Delta U - T \Delta S$$ \(\text{(A2)}\)

when $\delta \lambda / \lambda_0 \ll 1$.

The difference of the state functions in equation (A2) are calculated between the initial and final states corresponding to $\lambda_0$ and $\lambda_0 + \delta \lambda$, respectively. The term $\Delta U$ is then the difference of internal energy given by

$$\Delta U = \int_{\Gamma} \mathcal{H}(\lambda_0 + \delta \lambda) \rho_\lambda(\lambda_0 + \delta \lambda) d\Gamma - \int_{\Gamma} \mathcal{H}(\lambda_0) \rho_\lambda(\lambda_0) d\Gamma$$ \(\text{(A3)}\)

where $\rho_\lambda(\lambda) = \exp(-\beta \mathcal{H}(\lambda)) / Z(\lambda)$ denotes the canonical distribution. In its turn, the term $\Delta S$ is the relative entropy between the final and initial equilibrium state. More precisely

$$\Delta S = -k_B \int_{\Gamma} \rho_\lambda(\lambda_0) \log \frac{\rho_\lambda(\lambda_0 + \delta \lambda)}{\rho_\lambda(\lambda_0)} d\Gamma,$$ \(\text{(A4)}\)

where $k_B$ is the Boltzmann’s constant.

Expanding equation (A3) up to second-order in $\delta \lambda$, the internal energy can be expressed as

$$\Delta U = \delta \lambda \int_{\Gamma} \partial_\lambda(\mathcal{H}(\lambda_0) \rho_\lambda(\lambda_0)) d\Gamma$$

$$+ \frac{\delta \lambda^2}{2} \int_{\Gamma} \partial^2_\lambda(\mathcal{H}(\lambda_0) \rho_\lambda(\lambda_0)) d\Gamma.$$ \(\text{(A5)}\)
Thus,
\[ \Delta U = \delta \lambda (\partial_{\lambda} \mathcal{H})_0 + \frac{\delta \lambda^2}{2} (\partial^2_{\lambda} \mathcal{H})_0. \]  

(A6)

Performing the same expansion in equation (A4), we obtain
\[ T \Delta S = -\frac{\delta \lambda}{\beta} \left[ \int \rho'_c(\lambda_0) d\Gamma + \int \rho''_c(\lambda_0) d\Gamma \right] + \frac{\beta \delta \lambda^2}{2} \left[ \int \rho_c(\lambda_0)(\partial_{\lambda} \mathcal{H}(\lambda_0))^2 d\Gamma \right], \]

(A7)

where \( \rho'_c \) and \( \rho''_c \) denote the first and second derivatives of the canonical distribution in respect to \( \lambda_0 \). Using the normalisation of \( \rho_c \) and the definition of the relaxation function, we have
\[ T \Delta S = \frac{\delta \lambda^2}{2} \psi(0). \]

(A8)

Summing equations (A6) and (A8) we arrive at equation (A1).

Appendix B. Compatibility between slowly-varying and finite-time and weak processes

We denote the expressions of the for slowly-varying and finite-time and weak processes respectively as \( W_{irr}^2 \) and \( W_{irr}^1 \). The first one can be expressed as [23, 25]
\[ W_{irr}^2 = \delta \lambda^2 \int_0^\tau \hat{g}^2(t) \tau R [\lambda(t)] \chi(\lambda(t)) dt, \]

(B1)

where \( \tau R \) is the relaxation time, defined as
\[ \tau R = \int_0^\infty \frac{\Psi_0(t)}{\Psi_0(0)} dt, \]

(B2)

and \( \chi \) is the variance of the generalized force, given by
\[ \chi = \beta \left[ (\partial_{\lambda} \mathcal{H})_0^2 - (\partial_{\lambda} \mathcal{H})_0^2 \right], \]

(B3)

or, equivalently,
\[ \chi = \psi_0(0). \]

(B4)

The parametric dependence on \( \lambda(t) \) in the quantities appearing in equation (B1) is obtained replacing \( \lambda_0 \) by \( \lambda(t) \) in equations (B2) and (B3). The physical idea behind this is that at each infinitesimal interval of time the system quickly relaxes back to equilibrium such that observables are evaluated instantaneously. Note also that, in contrast to \( W_{irr}^1 \), the driving strength \( \delta \lambda / \lambda_0 \) does not have to be smaller than one.

We want to show that the leading order of \( W_{irr}^2 \) in the driving strength \( \delta \lambda / \lambda_0 \) is equal to \( W_{irr}^1 \) (see equation (B7)) for large switching times \( \tau \). The notation introduced below should be taken as the asymptotic behavior of the corresponding expressions. Thus, the equality
\[ \lim_{\delta \lambda / \lambda_0 \to 0} W_{irr}^2 = \lim_{\tau \to 0} W_{irr}^1, \]

(B5)

means that the expression of \( W_{irr}^2 \) for \( \delta \lambda / \lambda_0 \ll 1 \) must be equal to the expression of \( W_{irr}^1 \) for \( \tau \ll 1 \). We remark that, in the case of slowly-varying processes, the leading order in \( \delta \lambda / \lambda_0 \) must be the second one, since the integrand, in zeroth order, gives \( W_{irr}^2 \) proportional to \( \delta \lambda^2 \). This can only happen if there is no dependence of the relaxation time \( \tau R \) and variance \( \chi \) on the external parameter, that is, if they are calculated at the initial and fixed value \( \lambda_0 \). Thus,
\[ \lim_{\tau \to 1} W_{irr}^2 = \delta \lambda^2 \int_0^\tau \hat{g}^2(t) \tau R [\lambda_0] \chi(\lambda_0) dt = \delta \lambda^2 \tau R [\lambda_0] \chi(\lambda_0) \int_0^\tau \hat{g}^2(t) dt = \delta \lambda^2 \tau R [\lambda_0] \chi(\lambda_0) \int_0^\tau \int_0^\tau \delta(t - t') \hat{g}(t') \hat{g}(t) dt' dt. \]

(B6)

On the other hand, for weak finite-time processes, the irreversible work reads
\[ W_{irr}^1 = \frac{\delta \lambda^2}{2} \int_0^1 \int_0^1 \Psi_0(\tau(u - u')) \hat{g}(u') \hat{g}(u) du' du. \]

(B7)
Now, since the relaxation function vanishes (exponentially for all the cases we have considered here) for large switching times, except when $u = u'$, we have

$$\Psi_0(\tau(u - u')) \sim \xi \delta(\tau(u - u'))$$  \hspace{1cm} (B8)

for $\tau_3/\tau \to 0$. To calculate the factor $\xi$, we use the normalisation of the Dirac delta

$$\int_{-\infty}^{\infty} \delta(t) dt = 1.$$  \hspace{1cm} (B9)

In this manner, integrating equation (B8), we have

$$\xi = 2 \tau_0 \Psi_0(0) = 2 \tau_0 [\lambda_0 \chi [\lambda_0],$$  \hspace{1cm} (B10)

which leads to

$$\lim_{\tau_3/\tau \to 0} W_{ir}^{ij} = \delta \lambda^2 \tau_0 [\lambda_0 \chi [\lambda_0] \int_{0}^{\tau_1} \int_{0}^{\tau_2} \delta(t - t') g(t') g(t) dt' dt,$$  \hspace{1cm} (B11)

proving therefore equation (B5). We conclude that the results we obtained for optimal finite-time and weak processes must match the ones obtained in [25] in the appropriate limit.

**Appendix C. Calculations of $W_{ir}^{ij}$**

The main step to calculate $W_{ir}^{ij}$ is to perform a change of variables in $t$ and $t'$ such that, in the new variables, the double integral can always be calculated in the domain $[0, \tau_i] \times [0, \tau_j]$. For instance:

$$W_{ir}^{ij} = \delta \lambda^2 \int_{\tau_1}^{\tau_1 + \tau_2} \int_{\tau_1}^{\tau_1 + \tau_2} \Psi_0(t - t') h_2(t') h_2(t) dt' dt$$

$$= \delta \lambda^2 \int_{\tau_1}^{\tau_1 + \tau_2} \left[ \int_{\tau_1}^{\tau_1 + \tau_2} \Psi_0(t - t') h_2(t') dt' \right] g_2((t - \tau_1)/\tau_2) dt$$

$$= \delta \lambda^2 \int_{0}^{\tau_2} \left[ \int_{0}^{\tau_2} \Psi_0(u + \tau_1 - t') h_2(t') dt' \right] g_2(u/\tau_2) du$$

$$= \delta \lambda^2 \int_{0}^{\tau_2} \int_{0}^{\tau_2} \Psi_0(u - u') g_2(u'/\tau_2) g_2(u/\tau_2) du' du.$$  \hspace{1cm} (C1)

Hence, in a similar manner, we have

$$W_{ir}^{ij} = \frac{\delta \lambda^2}{2} \int_{0}^{\tau_1} \int_{0}^{\tau_1} \Psi_0(u - u') g_2(u'/\tau_2) g_2(u/\tau_2) du' du,$$  \hspace{1cm} (C2)

$$W_{ir}^{ij} = \delta \lambda^2 \int_{0}^{\tau_1} \int_{0}^{\tau_2} \Psi_0(u - u' - \tau_1) g_2(u'/\tau_2) g_2(u/\tau_2) du' du,$$  \hspace{1cm} (C3)

$$W_{ir}^{ij} = \delta \lambda^2 \int_{0}^{\tau_1} \int_{0}^{\tau_2} \Psi_0(u - u' + \tau_2 + \tau_1) g_2(u'/\tau_2) g_2(u/\tau_2) du' du,$$  \hspace{1cm} (C4)

$$W_{ir}^{ij} = \delta \lambda^2 \int_{0}^{\tau_1} \int_{0}^{\tau_2} \Psi_0(u - u' + \tau_2) g_2(u'/\tau_2) g_2(u/\tau_2) du' du,$$  \hspace{1cm} (C5)

$$W_{ir}^{ij} = \frac{\delta \lambda^2}{2} \int_{0}^{\tau_1} \int_{0}^{\tau_2} \Psi_0(u - u') g_2(u'/\tau_2) g_2(u/\tau_2) du' du.$$  \hspace{1cm} (C6)

Taking the limits $\tau_1 \to 0$ and $\tau_3 \to 0$, we have

$$W_{ir}^{ij} = \frac{\delta \lambda^2}{2} \int_{0}^{\tau_1} \int_{0}^{\tau_1} \Psi_0(u - u') g_2(u'/\tau_2) g_2(u/\tau_2) du' du,$$  \hspace{1cm} (C7)

$$W_{ir}^{jj} = \delta \lambda^2 g_2(0) \int_{0}^{\tau_2} \Psi_0(u) g_2(u/\tau_2) du,$$  \hspace{1cm} (C8)

$$W_{ir}^{2i} = \frac{\delta \lambda^2}{2} \int_{0}^{\tau_1} \int_{0}^{\tau_2} \Psi_0(u - u') g_2(u'/\tau_2) g_2(u/\tau_2) du' du,$$  \hspace{1cm} (C9)

$$W_{ir}^{3i} = \delta \lambda^2 \Psi_0(\tau_1) g_2(0)(1 - g_2(1)),$$  \hspace{1cm} (C10)

$$W_{ir}^{32} = \delta \lambda^2 (1 - g_2(1)) \int_{0}^{\tau_2} \Psi_0(\tau_2 - u) g_2(u/\tau_2) du.$$  \hspace{1cm} (C11)
Expressing all the integrals above in terms of the protocol \( g_2(t/\tau_2) \) and summing them, we arrive at equation (23).

### Appendix D. Deduction of the backward protocol

In this appendix, we want to express the time-reversed protocol \( g_R(t) \) in terms of the forward one \( g_F(t) \). First, the time-reversed process \( \lambda_R(t) \) is defined by

\[
\lambda_R(t) = \lambda_F(t - \tau) = \lambda_0 + g_F(t - \tau) \delta \lambda.
\]

Second, any reversed process that connects the same equilibrium states as \( \lambda_R(t) \) can be expressed as

\[
\lambda_R(t) = (\lambda_0 + \delta \lambda) - g_F(t) \delta \lambda.
\]

which means that the reversed process drives the system from \( \lambda_0 + \delta \lambda \) to \( \lambda_0 \), according to some protocol \( g_B(t) \).

Expressing equation (D1) in the following way

\[
\lambda_R(t) = \lambda_0 + g_F(t - \tau) \delta \lambda
\]

\[
= \lambda_0 + \delta \lambda - \delta \lambda + g_F(t - \tau) \delta \lambda
\]

\[
= \tau (\lambda_0 + \delta \lambda) - [1 - g_F(t - \tau)] \delta \lambda,
\]

we can identify each term with equation (D2) and derive equation (27) at the end.

### Appendix E. Contributions of the excess power

Using the splitting proposed in equation (38), the optimal excess power can be rewritten as

\[
\mathcal{P}^\text{ex}(t, \tau) = \delta \lambda^2 \frac{\dot{g}(t)}{2} \int_0^\tau \Psi_0(t - t') \dot{g}^a(t') dt'
\]

\[
+ \delta \lambda^2 \frac{\dot{g}(0^+)}{2} (\Psi_0(\tau - t) + \Psi_0(t)) \dot{g}^a(t)
\]

\[
+ \delta \lambda^2 \frac{\dot{g}^a(0^+)}{2} \Psi_0(\delta(t + \delta(\tau - t)))
\]

The Euler–Lagrange equation (16) can also be rewritten as

\[
\int_0^\tau \Psi_0(t - t') \dot{g}^a(t') dt' = \int_0^\tau \Psi_0(t') \dot{g}^a(t') dt'
\]

\[
-(\Psi_0(\tau - t) + \Psi_0(t)) \dot{g}^a(0^+)
\]

\[
+ (\Psi_0(\tau) + \Psi_0(0)) g^a(0^+).
\]

Substituting equations (E2) in (E1), we obtain the contributions referring to the continuous and jumps parts.
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