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Abstract: Accurately simulating urban expansion is of great significance for promoting sustainable urban development. The calculation of neighborhood effects is an important factor that affects the accuracy of urban expansion models. The purpose of this study is to improve the calculation of neighborhood effects in an urban expansion model, i.e., the land-use scenario dynamics-urban (LUSD-urban) model, by integrating the trend-adjusted neighborhood algorithm and the automatic rule detection procedure. Taking eight sample cities in China as examples, we evaluated the accuracies of the original model and the improved model. We found that the improved model can increase the accuracy of simulated urban expansion in terms of both the degree of spatial matching and the similarity of urban form. The increase of accuracy can be attributed to such integration comprehensively considers the effects of historical urban expansion trends and the influences of neighborhoods at different scales. Therefore, the improved model in this study can be widely used to simulate the process of urban expansion in different regions.
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1. Introduction

With the growth of the economy and population, the world is experiencing rapid urban expansion (UE) [1–3]. Although the urban land area only accounts for a small part of the Earth’s total surface area, UE has greatly changed the natural landscape, simultaneously introducing a series of ecological and environmental problems [1,4,5]. Accordingly, the UE model is an important tool for understanding urbanization, for evaluating the ecological and environmental effects of urbanization, and for urban planning [6–8]. Therefore, developing models that can accurately simulate UE is essential for future sustainable urban development [9–11].

The cellular automata (CA) model is widely used to simulate UE due to its simplicity, transparency, and flexibility [12,13]. In the CA model, the future state of a pixel is determined by the current state of the pixel and those of its neighboring pixels [14]. The basic idea of the CA model is to first calculate the probability of non-urban pixels being converted into urban pixels based on the conversion rules and neighborhoods [15–17]; then, constrained by the number of future urban pixels, the non-urban pixels that will be converted into urban pixels in the future are allocated according to the probability of conversion [11,18,19]. The CA model can effectively characterize and simulate the spatial decision-making processes related to the interaction between neighborhoods and can effectively simulate the spatiotemporal complexity of UE [20–22]. At present, many CA models have been applied to simulate UE; examples include the slope, land use, exclusion, urban extent, transportation, and hillshade (SLEUTH) model [23], logistic-CA model [9],
conversion of land use and its effects (CLUE) model [24], future land use simulation (FLUS) model [25–27], and land-use scenario dynamics-urban (LUSD-urban) model [19].

Computing the neighborhood is an important step in using the CA model to simulate UE [28–30]. At present, the most common neighborhood calculation method uses the number of urban pixels in a certain range of a chosen non-urban pixel divided by the number of pixels in the range (except the pixel itself) to reflect the influence intensity of neighboring urban pixels on the non-urban pixel. However, this calculation method considers only the number of urban pixels around non-urban pixels; this approach is highly simplistic and leads to low simulation accuracy. For this reason, researchers have improved this calculation method in several ways. For example, Pan et al. [31] used neighborhoods of different sizes and shapes to improve the simulation accuracy. Liao et al. [32] proposed a neighborhood attenuation CA model based on particle swarm optimization to improve the simulation accuracy. Nevertheless, while the above two methods consider the impacts of urban land on non-urban land at different distances, the existing neighborhood calculation methods still do not account for differences in the impacts of new urban land in different periods on the neighborhood or the effects of different neighborhood attenuation calculation methods on the results. Thus, the simulation accuracy needs to be further improved.

Recently, two new approaches (i.e., the trend-adjusted neighborhood algorithm and the automatic rule detection (ARD) procedure) were developed to improve the calculation of neighborhood effects for CA-based UE models. The trend-adjusted neighborhood algorithm can distinguish the impacts of new urban land in different periods on the neighborhood. In general, the pixels surrounding recent UE areas are more likely to be converted into urban pixels than the pixels surrounding older UE areas [25]. Long-term satellite observations at national and global scales have confirmed this trend [33–35]. Recently, Li et al. [36] weighted neighborhoods based on historical UE trends to develop a trend-adjusted neighborhood algorithm and integrated this algorithm into the commonly used Logistic-CA model, thereby developing the Logistic-Trend-CA model. This model considers the influence of UE trends and more accurately simulates UE by adjusting the weights of neighborhoods.

In addition, the ARD procedure comprehensively considers the influences of different neighborhood attenuation calculation methods on the results, which improves the UE simulation accuracy. According to Tobler’s [37] first law of geography, “everything is related to everything else, but near things are more related than distant things.” Hence, a closer unit has a higher impact on the development of the central unit than does a more distant unit. Similarly, there exists a distance attenuation effect in the neighborhood area of the urban CA model [30,38], but choosing the optimal attenuation parameter is always difficult for the CA model. Accordingly, Roodposhti et al. [17] developed an ARD neighborhood calculation algorithm based on the Simulation for Land Use Change Using R (SIMLANDER) modeling framework to consider the neighborhood attenuation effect and automatically calibrate the relevant parameters of the attenuation law, thereby improving the simulation accuracy.

The purpose of this research is to integrate the trend-adjusted neighborhood algorithm and the ARD procedure to improve the simulation accuracy of CA-based UE models. To achieve this goal, we first improved the method of calculating the neighborhood effects based on the LUSD-urban model, a constrained CA-based UE model, by integrating the trend-adjusted neighborhood algorithm and ARD procedure. Then, we used the original and improved models to simulate UE for selected sample cities undergoing rapid urbanization in China. Finally, we evaluated the accuracy of these methods and discussed their advantages and disadvantages.
2. Methods

2.1. Data Preprocessing

The data used in this study included urban built-up area data, land cover data, digital elevation model (DEM) data, and auxiliary geographic data (Table 1). The urban built-up area data originated from the long-term urban built-up area data set released by Gong et al. [34] (http://data.ess.tsinghua.edu.cn/, accessed on 10 November 2020), with a spatial resolution of 30 m and an overall accuracy (OA) of over 90%. We used data from six years: 1985, 1990, 1995, 2000, 2010, and 2015. The land cover data originated from the GlobalLand30 product (http://www.globallandcover.com/, accessed on 10 November 2020). We then reclassified the land cover data into eight types: cropland, forest, grassland, wetland, rural construction land, bare land, water, and urban. The DEM data were derived from the Geospatial Data Cloud Platform of the Computer Network Information Center of the Chinese Academy of Sciences (http://www.gscloud.cn, accessed on 10 November 2020), with a spatial resolution of 30 m. The auxiliary geographic data included administrative boundary data, urban center points, roads, and rivers from the National Basic Geographic Information Center (http://ngcc.sbsm.gov.cn/, accessed on 10 November 2020). To ensure data consistency, all data were resampled to a resolution of 100 m with a unified Albers projection (Figure 1).
Table 1. Data description.

| Name                                      | Classifications/Variables                                      | Year                      | Spatial Resolution/Accuracy | Data Source/Reference/Hyperlink                                                                 |
|------------------------------------------|----------------------------------------------------------------|---------------------------|----------------------------|------------------------------------------------------------------------------------------------|
| Long-term urban built-up area data       | Urban built-up area data                                       | 1985, 1990, 1995, 2000, 2010 and 2015 | Spatial resolution: 30 m   | Kappa coefficient: above 0.90 The dataset of urban land in China (Gong et al., 2019) (http://data.ess.tsinghua.edu.cn/, accessed on 10 November 2020) |
| Land use/land cover data                 | Cropland, forest, grassland, wetland, rural construction land, bare land, water, and urban | 2000                      | Spatial resolution: 30 m   | Kappa coefficient: 0.79 GlobalLand30 product (http://www.globallandcover.com/, accessed on 10 November 2020) |
| Digital elevation model                  |                                                                 |                           | Spatial resolution: 30 m   |                                                                                               |
| Auxiliary geographic data                | Administrative boundary data, urban center points, roads, and rivers |                           |                            | National Basic Geographic Information Center of the Chinese Academy of Sciences (http://ngcc.sbsm.gov.cn/, accessed on 10 November 2020) |

2.2. Model Development

2.2.1. Original LUSD-Urban Model

The LUSD-urban model calculates the probability of non-urban pixels being converted into urban pixels by considering the suitability factor, inheritance factor, neighborhood, and random interference factor of UE and then simulates the spatial distribution of UE [19]. Specifically, the probability $P_{K,x,y}$ that a non-urban pixel $(x,y)$ of land use type $K$ is converted into an urban pixel at time $t$ can be expressed as:

$$P_{K,x,y} = \left( \sum_{i=1}^{m-2} W_i \times S_{i,x,y} + W_{m-1} \times N_{x,y} - W_{m} \times I_{K,x,y} \right) \times \prod_{r=1}^{t} EC_{r,x,y} \times \prod_{l=1}^{t} PC_{l,x,y} \times V_{x,y}$$

(1)

where $S_{i,x,y}$ represents the suitability factor $i (1, \ldots, m - 2)$ and $W_i$ is the weight of $i$. $N_{x,y}$ represents the neighborhood effect, and $W_{m-1}$ is its weight. The neighborhood effect can be expressed as:

$$N_{x,y} = A \times \sum_{c} W_c \times G_c = A \times \sum_{c} \frac{G_c}{C^K}$$

(2)

where $W_c$ represents the influence weight of non-urban pixel $(x,y)$ converted into an urban pixel at time $t$ by an urban pixel at distance $C$ of the neighborhood. The closer the distance, the greater the $W_c$; thus, $W_c$ can be expressed as the reciprocal of the $K$ power function, $K = 1, 2, 3, \ldots, G_c$ is a binary variable. If the type of pixel at distance $C$ is urban land, then $G_c = 1$; otherwise, $G_c = 0$. $A$ is a scalar used to normalize $N_{x,y}$ between 0 and 100. $I_{K,x,y}$ represents the inheritance of pixel $(x,y)$ of land use type $K$ at time $t$, and $W_m$ represents its weight. $EC_{r,x,y}$ represents natural constraints such as ecological reserves, permanent basic farmland, and reservoirs. $PC_{l,x,y}$ signifies policy restrictions such as places of interest and prohibited boundaries of development. $V_{x,y}$ is a random interference factor. To compare the performance of different models, we did not consider the influence of the random interference factor in simulating UE.
2.2.2. Improved LUSD-Urban Model with Trend-Adjusted Neighborhood

We referred to Li et al. [36] and assumed that the probability of non-urban pixels in the neighborhood of a pixel with recent UE being converted into urban pixels is greater than that of non-urban pixels in the neighborhood of a pixel with older UE being converted. The conversion probability of a pixel is calculated by using the historical path of UE as a weighting factor to calculate the trend-adjusted neighborhood. Specifically, the improved neighborhood effect ($tN_{x,y}$) can be expressed as (Figures 2 and 3):

$$tN_{x,y} = A \times \sum_c \frac{tG_c}{C^K} \times \left(1 - \frac{T_u^c}{T}\right)$$  \hspace{1cm} (3)

where $T_u^c$ represents the cumulative existence time of urban pixel at distance $C$ in the interval $T$.

2.2.3. Improved LUSD-Urban Model with Automatic Rule Detection Procedure

We referred to Roodposhti et al. [17] to revise the neighborhood calculation in the LUSD-urban model with the ARD procedure. The revised neighborhood effect ($tN_{x,y}$) can be expressed as (Figures 2 and 3):

$$tN_{x,y} = A \times \beta^{-\left(d_{x,y}\right) \times CV}$$  \hspace{1cm} (4)

where $\beta$ is the attenuation rate with the value range of (1, 30) and $d_{x,y}$ refers to the distance from non-urban pixel $(x,y)$ in the neighborhood to the central urban pixel. $d$ is a constant indicating the size of the pixel, which depends on the resolution of the data, which is 100 m in this study. $CV$ represents the value of the center pixel, and the calculation method is:

$$CV = 5 \times i (i \in [1, 10])$$  \hspace{1cm} (5)

where the values of $\beta$ and $i$ are randomly generated for each simulation. The method used to calculate the neighborhood size $R$ is:

$$R = 2r + 1 \ (r \in [1, 4])$$  \hspace{1cm} (6)

In each simulation, a random $k$ value is generated.

2.2.4. Improved LUSD-Urban Model by Integrating the Trend-Adjusted Neighborhood and the Automatic Rule Detection Procedure

We integrated the trend-adjusted neighborhood algorithm and ARD procedure described to improve the neighborhood calculation in the LUSD-urban model (Figures 2–4). The method used to calculate the improved neighborhood effect is:

$$tN_{x,y} = A \times \left(1 - \frac{T_u^{cip}}{T}\right) \times \beta^{-\left(d_{x,y}\right) \times CV}$$  \hspace{1cm} (7)

where the $T_u^{cip}$ represents the cumulative existence time of the central urban pixel in the interval $T$. The improved neighborhood effect can not only represent the historical path of UE but also be automatically calibrated.
Figure 2. Illustration of the neighborhood calculation.
Figure 3. Examples of the neighborhood calculation in the original and improved LUSD-urban model.
2.3. Simulation and Accuracy Assessment

To verify the effectiveness of the improved model under different socioeconomic and natural conditions, we selected a city in each of China’s eight major economic zones for simulation [39]. These cities include Beijing in the Northern Coastal Comprehensive Economic Zone, Shenyang in the Northeast Comprehensive Economic Zone, Huai’an in the Eastern Coastal Comprehensive Economic Zone, Dongguan in the Southern Coastal Economic Zone, Zhengzhou in the Middle Yellow River Comprehensive Economic Zone, Wuhan in the Middle Yangtze River Comprehensive Economic Zone, Chengdu in the Southwest Comprehensive Economic Zone, and Xining in the Great Northwest Comprehensive Economic Zone (Figure 5).
To ensure that the original and improved LUSD-urban model can effectively simulate UE, these models need to be calibrated. We employed the adaptive Monte Carlo method for model calibration, that is, by repeatedly simulating the regional historical UE 500 times, using the recall coefficient and landscape indices as the evaluation criterion, and finally choosing the optimal weight parameters from the result that are the closest to the actual situation [40]. We selected the recall coefficient and four landscape indices, including edge density (ED), landscape shape index (LSI), fractal dimension index (FDI), and clumpiness index (CLUMPY) to construct an evaluation system [41,42]. The equation used to calculate the recall coefficient is:

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (8)

where $TP$ is the number of pixels converted from non-urban to urban pixels under both simulated and actual conditions, and $FN$ is the number of pixels simulated as being converted from non-urban to urban pixels but are not actually converted into urban pixels in reality. The equations used to calculate $ED$, $LSI$, $FDI$, and $CLUMPY$ are:

$$ED = \frac{E}{A}$$  \hspace{1cm} (9)

$$LSI = 0.25E/\sqrt{A}$$  \hspace{1cm} (10)

$$FDI = \text{mean}\left(\frac{2ln(0.25p_{ij})}{lna_{ij}}\right)$$  \hspace{1cm} (11)

$$CLUMPY = \begin{cases} \frac{G_i - P_i}{G_i - P_i} & \text{if } G_i < P_i \& P_i < 0.5 \\ \frac{1 - P_i}{1 - P_i} & \text{otherwise} \end{cases}$$  \hspace{1cm} (12)
Given $G_i = \left( \frac{g_{ii}}{\sum_{k=1}^{m} g_{ik}} \right)$

(13)

where $E$ represents the total length of the urban patch boundary in the landscape, and $A$ represents the total landscape area. $p_{ij}$ represents the perimeter (m) of patch $ij$ and $a_{ij}$ represents the area of the same patch. $g_{ii}$ represents the number of like adjacencies (joins) between pixels of patch type (class) $i$ based on the double-count method. $g_{ik}$ represents the number of adjacencies (joins) between pixels of patch types (classes) $i$ and $k$ based on the double-count method. $p_i$ represents the proportion of the landscape occupied by patch type (class) $i$.

The absolute deviation of the landscape indices between the 500 simulated urban expansion results and the actual urban expansion results $\Delta SI$ was calculated as:

$$\Delta SI = \{ |SI_1 - SI'|, |SI_2 - SI'|, \ldots, |SI_n - SI'| \}$$

(14)

where $SI'$ represents the value of landscape indices of the actual urban expansion result, and $SI_n$ represents the value of landscape indices of the $n$-th simulation result.

We sorted the recall coefficient in descending order and arranged $\Delta ED$, $\Delta LSI$, $\Delta FDI$, and $\Delta CLUMPY$ in ascending order to get the ranking $R_{Recall}$, $R_{ED}$, $R_{LSI}$, $R_{FDI}$, and $R_{CLUMPY}$ of each indicator of each simulation result. We calculated the weighted average of all rankings and arranged the weighted averages in ascending order to obtain the final rank $R_n$ of the simulation results.

$$R_n = rank(0.5R_{Recall} + 0.125R_{SI} + 0.125R_{FDI} + 0.125R_{CLUMPY} + 0.125R_{ED})$$

(15)

Specifically, using 2000 land-use data as the basic data, we calculated 7 suitability factors in total: distance from the city center, distance from railways, distance from national and provincial roads, distance from county and township roads, distance from rivers, elevation, and slope (Appendix A Figure A1). We entered these suitability factors into the LUSD-urban model. The Monte Carlo method was then used to generate 500 sets of weights to simulate UE from 2000 to 2010, and the actual land use data in 2000 and 2010 were compared with the results. Finally, the set of weights with the highest weighted average rank of the recall coefficient and landscape indices was selected as the best set (Appendix A Tables A1 and A2). Based on the best set of weights, we used the original LUSD-urban model, the improved model based on the trend-adjusted neighborhood algorithm, the improved model based on the ARD procedure, and the improved model by integrating the trend-adjusted neighborhood algorithm and ARD procedure to simulate the UE of the eight selected cities from 2010 to 2015. In the processes of calibration and simulation, the urban land demand for each sample city was obtained from the long-term urban built-up area data set released by Gong et al. [34]. Then, we used the above indicators to compare the accuracy of the results from the original LUSD-urban model and the different improved neighborhood methods.

3. Results

Among these four models, the improved LUSD-urban model by integrating the trend-adjusted neighborhood algorithm and ARD procedure achieved the highest average rank: the average recall coefficient was 0.78, the average scores of $ED$, $LSI$, $FDI$, and $CLUMPY$ were 2.53, 29.95, 0.0031, and 0.1124, respectively (Figures 6 and 7a, Table 2). Such a high accuracy represents that the improved model can effectively simulate urban expansion with a high degree of spatial matching and similar urban form. The improved LUSD-urban model with the trend-adjusted neighborhood had the second average rank, while the original LUSD-urban model and the improved LUSD-urban model with automatic rule detection procedure tied for the lowest average rank. Specifically, the original LUSD-urban model had the worst performance on the urban form (i.e., landscape indices); the improved LUSD-urban model with automatic rule detection procedure had the worst performance on spatial matching (i.e., recall coefficient).
Compared with the original LUSD-urban model, the improved LUSD-urban model by integrating the trend-adjusted neighborhood algorithm and ARD procedure had higher average ranks in seven cities among the eight sample cities (Figure 7b, Table 2). These cities included Huai’an, Dongguan, Chengdu, Xining, Wuhan, Shenyang, and Beijing (Figure 7b, Table 2). In Zhengzhou, the original LUSD-urban model and the improved LUSD-urban model had the same average rank (Figure 7b, Table 2). In terms of the degree of spatial matching (i.e., recall coefficient), the improved LUSD-urban model by integrating the trend-adjusted neighborhood algorithm and ARD procedure had higher ranks in two

---

**Figure 6.** Comparison between the actual growth and the simulated urban expansion during 2010–2015.

| 2015 Google Earth high-resolution remote sensing data true color composite image | China long time series urban land datasets | LUSD-urban | Trend-adjusted neighborhood | Automatic rule detection procedure | Integrating the trend-adjusted neighborhood and the automatic rule detection procedure |
|---|---|---|---|---|---|
| Huai’an | | | | | |
| Zhengzhou | | | | | |
| Dongguan | | | | | |
| Chengdu | | | | | |
| Xining | | | | | |
| Wuhan | | | | | |
| Shenyang | | | | | |
| Beijing | | | | | |

Legend:
- Yellow: Persistent non-change (non-urban)
- Grey: Persistent non-change (urban)
- Blue: Observed non-urban & simulated urban
- Black: Observed urban & simulated urban
- Red: Observed urban & simulated non-urban
cities (i.e., Zhengzhou and Chengdu), in comparison with the original LUSD-urban model (Figure 7b, Table 2). For five sample cities (i.e., Huai’an, Dongguan, Xining, Wuhan, and Beijing), the original LUSD-urban model and the improved LUSD-urban model had the same ranks of recall coefficient. In terms of urban form (i.e., landscape indices), the improved LUSD-urban model by integrating the trend-adjusted neighborhood algorithm and ARD procedure had higher ranks in seven cities, excluding Zhengzhou, in comparison with the original LUSD-urban model (Figure 7b, Table 2).

The improved LUSD-urban model with trend-adjusted neighborhoods had higher average ranks in seven cities, excluding Huai’an, in comparison with the original LUSD-urban model (Figure 7b, Table 2). In terms of the degree of spatial matching, the improved LUSD-urban model with trend-adjusted neighborhoods had higher ranks in only two cities (i.e., Huai’an and Zhengzhou). In terms of urban form, the improved LUSD-urban model with trend-adjusted neighborhoods had higher ranks in six cities, excluding Huai’an and Zhengzhou (Figure 7b, Table 2).

The improved LUSD-urban model with ARD procedure had higher average ranks in three cities (i.e., Chengdu, Xining, and Beijing), in comparison with the original LUSD-urban model (Figure 7b, Table 2). In terms of the degree of spatial matching, the improved LUSD-urban model with ARD procedure had a higher rank in only one city (i.e., Zhengzhou). In terms of urban form, the improved LUSD-urban model with ARD procedure had higher ranks in seven cities, excluding Zhengzhou (Figure 7b, Table 2).

![Figure 7. Comparison of the original and improved LUSD-urban models. (a) Average values for all sample cities; (b) values for eight sample cities.](image-url)
Table 2. Accuracy of the original and improved LUSD-urban models.

| Model                 | Recall Rank | ED Score Rank | LSI Score Rank | FDI Score Rank | CLUMPY Score Rank |
|-----------------------|-------------|---------------|----------------|----------------|-------------------|
| Huai’an               | 0.68, 2     | 1.40, 3       | 32.91, 3       | 0.0021, 1      | 0.1580, 3         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.70, 1     | 1.44, 4       | 33.92, 4       | 0.0037, 4      | 0.1629, 4         |
| ARDP                  | 0.66, 4     | 1.15, 1       | 27.16, 1       | 0.0032, 3      | 0.1304, 1         |
| ITN&ARDP              | 0.68, 2     | 1.32, 2       | 31.10, 2       | 0.0029, 2      | 0.1493, 2         |
| Zhengzhou             | 0.75, 4     | 5.18, 1       | 35.77, 1       | 0.0040, 1      | 0.1041, 1         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.76, 2     | 5.63, 2       | 38.82, 2       | 0.0048, 2      | 0.1130, 2         |
| ARDP                  | 0.76, 2     | 5.65, 3       | 39.00, 3       | 0.0049, 3      | 0.1135, 3         |
| ITN&ARDP              | 0.77, 1     | 5.84, 4       | 40.28, 4       | 0.0073, 4      | 0.1172, 4         |
| Dongguan              | 0.89, 1     | 4.98, 4       | 13.88, 4       | 0.0017, 2      | 0.0578, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.89, 1     | 4.78, 2       | 13.32, 2       | 0.0022, 4      | 0.0554, 2         |
| ARDP                  | 0.88, 4     | 4.36, 1       | 12.17, 1       | 0.0016, 1      | 0.0506, 1         |
| ITN&ARDP              | 0.89, 1     | 4.80, 3       | 13.38, 3       | 0.0021, 3      | 0.0557, 3         |
| Chengdu               | 0.79, 2     | 1.61, 4       | 38.28, 4       | 0.0017, 4      | 0.1453, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.79, 2     | 1.44, 2       | 34.43, 2       | 0.0013, 1      | 0.1308, 2         |
| ARDP                  | 0.79, 2     | 1.38, 1       | 32.81, 1       | 0.0016, 3      | 0.1246, 1         |
| ITN&ARDP              | 0.80, 1     | 1.49, 3       | 35.57, 3       | 0.0015, 2      | 0.1350, 3         |
| Xining                | 0.77, 1     | 1.05, 4       | 23.03, 4       | 0.0018, 4      | 0.1664, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.77, 1     | 0.95, 3       | 20.82, 3       | 0.0003, 3      | 0.1504, 3         |
| ARDP                  | 0.77, 1     | 0.91, 1       | 19.98, 1       | 0.0082, 1      | 0.1444, 1         |
| ITN&ARDP              | 0.77, 1     | 0.93, 2       | 20.38, 2       | 0.0084, 2      | 0.1473, 2         |
| Wuhan                 | 0.74, 1     | 2.58, 4       | 41.95, 4       | 0.0002, 1      | 0.1451, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.74, 1     | 2.36, 2       | 38.40, 2       | 0.0005, 3      | 0.1328, 2         |
| ARDP                  | 0.74, 1     | 2.40, 3       | 39.17, 3       | 0.0004, 3      | 0.1355, 3         |
| ITN&ARDP              | 0.74, 1     | 2.21, 1       | 36.06, 1       | 0.0002, 1      | 0.1247, 1         |
| Shenyang              | 0.77, 1     | 1.41, 4       | 30.50, 4       | 0.0025, 4      | 0.1074, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.77, 1     | 1.34, 3       | 29.06, 3       | 0.0020, 2      | 0.1023, 3         |
| ARDP                  | 0.75, 4     | 1.14, 1       | 24.58, 1       | 0.0023, 3      | 0.0865, 3         |
| ITN&ARDP              | 0.76, 3     | 1.26, 2       | 27.13, 2       | 0.0019, 1      | 0.0955, 2         |
| Beijing               | 0.84, 1     | 2.74, 4       | 40.46, 4       | 0.0008, 3      | 0.0845, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.84, 1     | 2.36, 2       | 34.80, 2       | 0.0004, 1      | 0.0727, 2         |
| ARDP                  | 0.84, 1     | 2.34, 1       | 34.50, 1       | 0.0009, 4      | 0.0721, 1         |
| ITN&ARDP              | 0.84, 1     | 2.41, 3       | 35.66, 3       | 0.0004, 1      | 0.0745, 3         |
| Average               | 0.78, 1     | 2.62, 4       | 32.10, 4       | 0.0031, 4      | 0.1211, 4         |
| LUSD-urban            |             |               |                |                |                   |
| TN                    | 0.78, 1     | 2.54, 3       | 30.45, 3       | 0.0000, 2      | 0.1150, 3         |
| ARDP                  | 0.77, 4     | 2.42, 1       | 28.67, 1       | 0.0029, 1      | 0.1072, 1         |
| ITN&ARDP              | 0.78, 1     | 2.53, 2       | 29.95, 2       | 0.0031, 3      | 0.1124, 2         |

1 Trend-adjusted neighborhood; 2 Automatic rule detection procedure; 3 Integrating the trend-adjusted neighborhood and the automatic rule detection procedure.

4. Discussion

4.1. Integrating the Trend-Adjusted Neighborhood Algorithm and ARD Procedure Can Increase the Accuracy of Simulated UE

The calculation of neighborhood effects in the original LUSD-urban model is empirical and does not consider the historical UE trend (Figure 3). The advantage of using the trend-adjusted neighborhood algorithm instead of the original LUSD-urban model to calculate the neighborhood effects is that historical UE information can be incorporated into the model. This increases the probability that non-urban pixels surrounding areas exhibiting recent UE will be converted into urban pixels (Figure 3). Furthermore, the advantage of using the ARD procedure instead of the original LUSD-urban model to calculate the neighborhood effects is that the parameters of the neighborhood attenuation law are calibrated. Adjusting these parameters modifies the range of the neighborhood and the probability that non-urban pixels will be converted into urban pixels, making the result more reasonable (Figure 3). Finally, the advantage of integrating the trend-adjusted neighborhood algorithm and ARD procedure is that it both considers the UE trend and calibrates the parameters related to the neighborhood attenuation law. As a consequence, the simulated results based on the improved LUSD-urban model had higher accuracy, especially for representing urban form (Figure 7, Table 2).
4.2. Future Perspectives

Our results show that integrating the trend-adjusted neighborhood algorithm and ARD procedure can more accurately simulate UE than the original LUSD-urban model. The advantage of the proposed approach is that by considering the UE trend and setting more appropriate attenuation law-related parameters, the neighborhood effects can be calculated with superior effectivity.

In this study, we improved the calculation of neighborhood effects for a pixel-based urban growth model. Since the patch-based urban growth model can simulate the real process of urban expansion more effectively [43], we will further improve the calculation of neighborhood effects for the patch-based urban growth model in our future research. In addition, we will promote the wide application of the improved LUSD-urban model in various spatiotemporal scales.

5. Conclusions

This study integrated the trend-adjusted neighborhood algorithm and the ARD procedure to improve the neighborhood calculation of the LUSD-urban model and conducted simulations of eight cities to test the performance of the improved model. The results showed that the novel method of integrating the trend-adjusted neighborhood algorithm and the ARD procedure can simulate UE more accurately than the original LUSD-urban model in terms of both recall coefficient and landscape indices, by considering the UE trend and improving the method for calculating the parameters of the neighborhood attenuation law.

Author Contributions: X.P. drafted the manuscript. Z.L. conceived and guided this study. Z.W. and M.H. gave important advice on methodology and provided suggestions on the revision of the manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China (Grant No. 41871185) and the National Key R&D Program of China (Grant No. 2019YFA0607203). It was also supported by the project from the State Key Laboratory of Earth Surface Processes and Resource Ecology, China.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We want to express our respect and gratitude to Benxin Chen for their help.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Table A1. Weights used in the LUSD-urban model and the trend-adjusted neighborhood model.

| City   | Distance to the City Center | DEM | Distance to Railway | Distance to River | Distance to National and Provincial Roads | Distance to County and Township Roads | Slope | Land Cover | Neighborhood |
|--------|-----------------------------|-----|---------------------|------------------|------------------------------------------|---------------------------------------|-------|------------|--------------|
| Huai’an| 14                          | 15  | 1                   | 1                | 2                                        | 11                                    | 26    | 26         | 4            |
| Zhengzhou| 23                     | 4   | 10                  | 3                | 11                                       | 20                                    | 17    | 11         | 1            |
| Dongguan| 10                      | 22  | 1                   | 5                | 11                                       | 25                                    | 1     | 24         | 1            |
| Chengdu| 4                         | 3   | 13                  | 3                | 3                                        | 27                                    | 2     | 34         | 11           |
| Xining| 21                        | 5   | 3                   | 9                | 6                                        | 20                                    | 22    | 11         | 3            |
| Wuhan| 7                         | 7   | 19                  | 1                | 1                                        | 27                                    | 8     | 26         | 4            |
| Shenyang| 3                       | 2   | 3                   | 6                | 3                                        | 28                                    | 27    | 19         | 9            |
| Beijing| 11                        | 22  | 4                   | 1                | 18                                       | 4                                     | 3     | 11         | 26           |
Figure A1. Spatial variables for the simulation of urban growth.

Table A2. Parameters of the automatic rule detection procedure and the model integrating the trend-adjusted neighborhood and the automatic rule detection procedure.

| City       | Neighborhood Size | Value of Central Cell | Decay Rate | Neighborhood Size | Value of Central Cell | Decay Rate |
|------------|-------------------|-----------------------|------------|-------------------|-----------------------|------------|
| Huai’an    | 11                | 20                    | 28.95      | 11                | 25                    | 29.99      |
| Zhengzhou  | 11                | 40                    | 1.05       | 3                 | 40                    | 7.14       |
| Dongguan   | 11                | 50                    | 2.14       | 11                | 40                    | 14.50      |
| Chengdu    | 5                 | 50                    | 29.80      | 7                 | 15                    | 28.87      |
| Xining     | 9                 | 20                    | 29.04      | 11                | 20                    | 15.96      |
| Wuhan      | 11                | 25                    | 1.18       | 11                | 20                    | 1.43       |
| Shenyang   | 11                | 35                    | 6.30       | 11                | 20                    | 29.70      |
| Beijing    | 5                 | 20                    | 28.50      | 3                 | 30                    | 10.51      |
References

1. Grimm, N.B.; Faeth, S.H.; Golubiewski, N.E.; Redman, C.L.; Wu, J.G.; Bai, X.M.; Briggs, J.M. Global change and the ecology of cities. *Science* 2008, 319, 756–760. [CrossRef] [PubMed]

2. Seto, K.C.; Fragkias, M.; Guneralp, B.; Reilly, M.K. A Meta-Analysis of Global Urban Land Expansion. *PLoS ONE* 2011, 6, e23777. [CrossRef] [PubMed]

3. Wu, J.G. Urban ecology and sustainability: The state-of-the-science and future directions. *Lands. Urban Plan.* 2014, 125, 209–221. [CrossRef]

4. Liu, Z.F.; Ding, M.H.; He, C.Y.; Li, J.W.; Wu, J.G. The impairment of environmental sustainability due to rapid urbanization in the dryland region of northern China. *Lands. Urban Plan.* 2019, 187, 165–180. [CrossRef]

5. Pan, X.; Wang, Y.; Liu, Z.; He, C.; Liu, H.; Chen, Z. Understanding Urban Expansion on the Tibetan Plateau over the Past Half Century Based on Remote Sensing: The Case of Xining City, China. *Remote Sens.* 2020, 13, 46. [CrossRef]

6. Liu, Z.; He, C.; Yang, Y.; Fang, Z. Planning sustainable urban landscape under the stress of climate change in the drylands of northern China: A scenario analysis based on LUSD-urban model. *J. Clean. Prod.* 2020, 244, 118709. [CrossRef]

7. Verburg, P.H.; de Koning, G.H.J.; Kok, K.; Veldkamp, A.; Bouma, J. A spatial explicit allocation procedure for modelling the pattern of land use change based upon actual land use. *Ecol. Model.* 1999, 116, 45–61. [CrossRef]

8. Li, X.; Yeh, A.G.O. Modelling sustainable urban development by the integration of constrained cellular automata and GIS. *Int. J. Geogr. Inf. Sci.* 2000, 14, 131–152. [CrossRef]

9. Wu, F.L. Calibration of stochastic cellular automata: The application to rural-urban land conversions. *Int. J. Geogr. Inf. Sci.* 2002, 16, 795–818. [CrossRef]

10. Fang, S.F.; Gertner, G.Z.; Sun, Z.L.; Anderson, A.A. The impact of interactions in spatial simulation of the dynamics of urban sprawl. *Lands. Urban Plan.* 2005, 73, 294–306. [CrossRef]

11. He, C.Y.; Okada, N.; Zhang, Q.F.; Shi, P.J.; Li, J.G. Modelling dynamic urban expansion processes incorporating a potential model with cellular automata. *Lands. Urban Plan.* 2008, 86, 79–91. [CrossRef]

12. Sante, I.; Garcia, A.M.; Miranda, D.; Crecente, R. Cellular automata models for the simulation of real-world urban processes: A review and analysis. *Lands. Urban Plan.* 2010, 96, 108–122. [CrossRef]

13. Zhao, L.; Yang, J.; Li, C.; Ge, Y.; Han, Z. Progress on Geographic Cellular Automata Model. *Sci. Geogr. Sin.* 2016, 36, 1190–1196. [CrossRef]

14. Moreno, N.; Wang, F.; Marceau, D.J. A Geographic Object-based Approach in Cellular Automata Modeling. *Photogramm. Eng. Remote Sens.* 2010, 76, 183–191. [CrossRef]

15. Feng, Y.J.; Tong, X.H. Dynamic land use change simulation using cellular automata with spatially nonstationary transition rules. *GIScience Remote Sens.* 2018, 55, 678–698. [CrossRef]

16. Hewitt, R.; van Delden, H.; Escobar, F. Participatory land use modelling, pathways to an integrated approach. *Environ. Modell. Softw.* 2014, 52, 149–165. [CrossRef]

17. Roodposhti, M.S.; Hewitt, R.J.; Bryan, B.A. Towards automatic calibration of neighbourhood influence in cellular automata land-use models. *Comput. Environ. Urban Syst.* 2020, 79, 13. [CrossRef]

18. He, C.Y.; Liu, Z.F.; Tian, J.; Ma, Q. Urban expansion dynamics and natural habitat loss in China: A multiscale landscape perspective. *Glob. Change Biol.* 2014, 20, 2886–2902. [CrossRef]

19. He, C.Y.; Okada, N.; Zhang, Q.F.; Shi, P.J.; Zhang, J.S. Modeling urban expansion scenarios by coupling cellular automata and system dynamic model in Beijing, China. *Appl. Geogr.* 2006, 26, 323–345. [CrossRef]

20. Battye, M.; Couclelis, H.; Eichen, M. Urban Systems as Cellular Automata. *Lands. Urban Plan.* 2000, 294–306. [CrossRef]

21. Wu, F.; Webster, C.J. Simulation of land development through the integration of cellular automata and multicriteria evaluation. *Lands. Urban Plan.* 2018, 295, 103–126. [CrossRef]

22. Li, X.; Yeh, A.G.O. Neural-network-based cellular automata for simulating multiple land use changes using GIS. *Int. J. Geogr. Inf. Sci.* 2002, 16, 323–343. [CrossRef]

23. Clarke, K.C.; Hoppen, S.; Gaydos, L. A self-modifying cellular automaton model of historical urbanization in the San Francisco Bay area. *Environ. Plan. B Plan. Des.* 1997, 24, 247–261. [CrossRef]

24. Verburg, P.H.; Soepboer, W.; Veldkamp, A.; Limpiada, R.; Espaldon, V.; Mastura, S.S.A. Modeling the spatial dynamics of regional land use: The CLUE-S model. *Environ. Manag.* 2002, 30, 391–405. [CrossRef]

25. Liu, X.; Liang, X.; Li, X.; Xu, X.; Ou, J.; Chen, Y.; Li, S.; Wang, S.; Pei, F. A future land use simulation model (FLUS) for simulating multiple land use scenarios by coupling human and natural effects. *Lands. Urban Plan.* 2017, 168, 94–116. [CrossRef]

26. Liang, X.; Liu, X.P.; Chen, G.Z.; Leng, J.Y.; Wen, Y.Y.; Chen, G.Z. Coupling fuzzy clustering and cellular automata based on local maxima of development potential to model urban emergence and expansion in economic development zones. *Int. J. Geogr. Inf. Sci.* 2020, 34, 1930–1952. [CrossRef]

27. Liang, X.; Liu, X.P.; Li, X.; Chen, Y.M.; Tian, H.; Yao, Y. Delineating multi-scenario urban growth boundaries with a CA-based FLUS model and morphological method. *Lands. Urban Plan.* 2018, 177, 47–63. [CrossRef]

28. Couclelis, H. CELLULAR WORLDS—A framework for modeling micro-macro dynamics. *Environ. Plan. A* 1985, 17, 585–596. [CrossRef]

29. White, R.; Engelen, G. Cellular automata and fractal urban form: A cellular modelling approach to the evolution of urban land-use patterns. *Environ. Plan. A* 1993, 25, 1175–1199. [CrossRef]

30. Batty, M.; Xie, Y. From cells to cities. *Environ. Plan. B Plan. Des.* 1994, 21, S31–S38. [CrossRef]
31. Pan, Y.; Roth, A.; Yu, Z.; Doluschitz, R. The impact of variation in scale on the behavior of a cellular automata used for land use change modeling. *Comput. Environ. Urban Syst.* **2010**, *34*, 400–408. [CrossRef]
32. Liao, J.; Tang, L.; Shao, G.; Qiu, Q.; Wang, C.; Zheng, S.; Su, X. A neighbor decay cellular automata approach for simulating urban expansion based on particle swarm intelligence. *Int. J. Geogr. Inf. Sci.* **2014**, *28*, 720–738. [CrossRef]
33. Zhou, Y.Y.; Li, X.C.; Asrar, G.R.; Smith, S.J.; Imhoff, M. A global record of annual urban dynamics (1992–2013) from nighttime lights. *Remote Sens. Environ.* **2018**, *219*, 206–220. [CrossRef]
34. Gong, P.; Li, X.C.; Zhang, W. 40-Year (1978–2017) human settlement changes in China reflected by impervious surfaces from satellite remote sensing. *Sci. Bull.* **2019**, *64*, 756–763. [CrossRef]
35. Huang, X.; Wang, Y.; Li, J.; Chang, X.; Cao, Y.; Xie, J.; Gong, J. High-resolution urban land-cover mapping and landscape analysis of the 42 major cities in China using ZY-3 satellite images. *Sci. Bull.* **2020**, *65*, 1039–1048. [CrossRef]
36. Li, X.C.; Zhou, Y.Y.; Chen, W. An improved urban cellular automata model by using the trend-adjusted neighborhood. *Ecol. Process.* **2020**, *9*, 13. [CrossRef]
37. Tobler, W.R. A Computer Movie Simulating Urban Growth in the Detroit Region. *Econ. Geogr.* **1970**, *46*, 234–240. [CrossRef]
38. Batty, M.; Xie, Y.; Sun, Z. Modeling urban dynamics through GIS-based cellular automata. *Comput. Environ. Urban Syst.* **1999**, *23*, 205–233. [CrossRef]
39. Development Research Center of the State Council PRC. *Coordinated Regional Development Strategy and Policy Reports*; Development Research Center of the State Council PRC: Beijing, China, 2005.
40. Zhang, D.; Huang, Q.X.; He, C.Y.; Wu, J.G. Impacts of urban expansion on ecosystem services in the Beijing-Tianjin-Hebei urban agglomeration, China: A scenario analysis based on the Shared Socioeconomic Pathways. *Resour. Conserv. Recycl.* **2017**, *125*, 115–130. [CrossRef]
41. Fawcett, T. An introduction to ROC analysis. *Pattern Recognit. Lett.* **2006**, *27*, 861–874. [CrossRef]
42. Mcgarigal, K.S.; Cushman, S.; Neel, M.; Ene, E. *Fragstats: Spatial Pattern Analysis Program for Categorical Maps; Version 4.2*; University of Massachusetts: Amherst, MA, USA, 2002.
43. Chen, Y.; Li, X.; Liu, X.; Ai, B. Modeling urban land-use dynamics in a fast developing city using the modified logistic cellular automaton with a patch-based simulation strategy. *Int. J. Geogr. Inf. Sci.* **2014**, *28*, 234–255. [CrossRef]