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This article argues that consciousness has a logically sound, explanatory framework, different from typical accounts that suffer from hidden mysticism. The article has three main parts. The first describes background principles concerning information processing in the brain, from which one can deduce a general, rational framework for explaining consciousness. The second part describes a specific theory that embodies those background principles, the Attention Schema Theory. In the past several years, a growing body of experimental evidence—behavioral evidence, brain imaging evidence, and computational modeling—has addressed aspects of the theory. The final part discusses the evolution of consciousness. By emphasizing the specific role of consciousness in cognition and behavior, the present approach leads to a proposed account of how consciousness may have evolved over millions of years, from fish to humans. The goal of this article is to present a comprehensive, overarching framework in which we can understand scientifically what consciousness is and what key adaptive roles it plays in brain function.

This framework escapes the mystical trap. Next, the article will discuss the recent, rapidly accumulating experimental evidence for the approach. Finally, the article will take up the possible evolutionary history of consciousness.

The “Problem” of Consciousness

To many people, the word “consciousness” evokes every aspect of the mind: thoughts, decisions, memories, perceptions, emotions, and especially self-knowledge. To be conscious, to many people, evokes an ability to make intelligent decisions with a knowledge of oneself as an agent in the world.

That inclusive account is not what the word has come to mean, scientifically. As an analogy, consider a bucket filled with items (5). The components listed above are the items often in the bucket, but one can also study the bucket itself. How do people have a subjective experience of any item at all, be it decision, sensory perception, or memory? What is experience? Why do we not say, like a computerized monitoring system, “That object is red,” but instead we say, “I experience redness”? And given that we have experience, why is so much of the information in the brain outside the consciousness bucket? In this article, by consciousness, I mean the property of experience, not any of the specific, constantly changing items that can be experienced. With apologies to the English language, I will sometimes use the word, “experienteness.”
The question of consciousness has sometimes been called the “hard problem” because, in one perspective, it seems to wear armor that protects it from explanation (24). Experience is nonphysical: one cannot physically touch it and register a reaction force, or objectively measure its mass, size, temperature, or any other physical parameter. One can measure the substrate—the neurons, synapses, and electrochemical signals—but the sensation attached to that physical process, the experienceness itself, is without physical presence. One can only have it and attest to it. There is no other direct window on it. A great many speculative theories have been proposed for the mechanism, the alchemical combination if you will, by which a physical process in the brain produces an experience. Other authors have provided a systematic categorization of many of these theories (25). There is no agreement on which, if any, of these speculations is correct, perhaps because so much of the problem remains outside the domain of measurement.

What are we left with? The brain contains vast amounts of information, constantly shifting and changing. For a minority of that information, for reasons unknown, an additional and intangible experienceness (so people think) is exuded by, or attached to, or generated from, the processing of that information. How can we possibly study such an intangible thing scientifically? Science requires measurement, and the feeling of consciousness is not publicly, objectively measurable; therefore, by definition, the task is impossible. It could also be called the mystical problem, since mysticism, by definition, concerns the unexplainable world of spirit and mind. All theories of consciousness that presuppose the existence of this hard-problem essence of experience are mystical, by this definition of the word. Moreover, the adaptive benefit of a conscious experience is unclear, and therefore the topic does not fit easily into evolution by natural selection, the framework by which we understand the rest of biology. Is consciousness functional or is it a useless epiphenomenon? Why not just have a brain that processes information and adequately controls behavior, but lacks the subjective feeling?

The reason for the apparent intractability of the problem, I argue, is the component of mysticism that has lured scholars (and casual lay-philosophers) away from a simpler underlying logic.

**Two General Principles**

Philosophy laid the foundations for all branches of science. In many branches, the philosophy was settled so long ago that scientists are not used to bothering with it anymore. But to scientists reading this article, I ask for your patience as I step through some foundational logic needed before we can create a scientific theory of consciousness. In this section, I will describe two principles from which one can deduce a general framework for explaining consciousness.

**Principle 1.** Information that comes out of a brain must have been in that brain.

To elaborate: Nobody can think, believe, or insist on any proposition, unless that proposition is represented by information in the brain. Moreover, that information must be in the right form and place to affect the brain systems responsible for thinking, believing, and claiming. The principle is, in a sense, a computational conservation of information.

For example, if I believe, think, and claim that an apple is in front of me, then it is necessarily true that my brain contains information about that apple. Note, however, that an actual, physical apple is not necessary for me to think one is present. If no apple is present, I can still believe and insist that one is, although in that case I am evidently delusional or hallucinatory. In contrast, the information in my brain is necessary. Without that information, the belief, thought, and claim are impossible, no matter how many apples are actually present.

**Principle 1** may seem trivial, but it is not always obvious and it is not often applied to the problem of consciousness. Here I will do so. If you are a normal human, then you believe that you have a subjective, phenomenal experience, an experience of some of the information content in your head. You believe it, you’re certain of it at an immediate, gut level, you are willing to proclaim it. That belief must obey principle 1: your brain must contain information descriptive of experienceness, or you would not be able to believe, think, or claim to have it.

We have already reached a simple realization that is absent from almost every proposed theory of consciousness. Almost all theories conflate two processes: having consciousness and believing you have it. The unspoken assumption is: The reason I believe I have consciousness is that I actually do have it. But those two items are differentiable, just as believing an apple is in front of you and having an apple in front of you are separable. You believe you have consciousness because of information in your brain that depicts you as having it. For example, when you believe you consciously experience a color, your brain must contain information not only about the color, but also about experienceness itself, otherwise, the belief and claim would be impossible. The existence of an actual feeling of consciousness inside you, associated with the color, is not necessary to explain your belief, certainty, and insistence that you have it. Instead, your belief and claim derive from information about conscious experience. If your brain did not have the information, then the belief and claim would be impossible, and you would not know what experience is, no matter how much conscious experience might or might not “really” be inside you.

You might respond, “It’s not just a belief or a claim. I definitely have a feeling itself. I know it, because I can feel it right now.”

At this point in my article, I do not want to adjudicate whether you have an actual feeling to go along with your belief in one. I will take up that question later. But I do want to point out a pitfall. This argument, “I know it because I can feel it right now,” is, in my experience, the most common argument in consciousness studies. It is used as though it were a trump card, sweeping aside all other claims. But the argument is tautological. To argue for the presence of feeling because you feel it, is to state, “it’s true because it’s true.” The most likely explanation for the persistence of this logically flawed argument is that the brain is prone to a kind of information loop. When you ask yourself whether you have a subjective feeling, you engage in a process. Your cognition accesses data that has been
automatically constructed in deeper brain systems. The data then constrain your cognitive belief, your thinking, and your answer. The presence of information about feeling is still the operative factor. Some system or systems in the brain must construct information about the nature of conscious experience, about minds and feelings, or we would not have such beliefs about ourselves and nobody would be writing articles on the topic.

I do not wish to delve too deeply into philosophy in this article. However, it may be worth pointing out that principle 1 represents a fundamental philosophical position. For centuries, a central line of philosophical thought has suggested that experience is primary and all else is secondary inference. This view has been represented in different forms over the centuries, for example by Descartes (26), Kant (27), Schopenhauer (28), and many others. By turning experience into an irreducible fundamental, the view has blocked progress in understanding consciousness. By definition, there can be no explanation of an irreducible fundamental. Here I am suggesting that this line of thought is mistaken. It has missed a step. We believe we have experience; belief derives from information. That realization closes a loop. It allows us to understand how physical systems like the brain might encode and manipulate the information that forms the basis of our beliefs, thoughts, and claims to subjective experience.

Note that principle 1 does not deny the existence of conscious experience. It says that you believe, think, claim, insist, jump up and down, and swear that you have a conscious feeling inside you, because of specific information in your brain that builds up a picture of what the conscious feeling is. The information in the brain is the proximal cause of all of that believing and behavior. Whether you have an actual conscious feeling to go along with that believing, thinking, and claiming, is a separate question, which I will take up with respect to principle 2.

**Principle 2.** The brain’s models are never accurate.

The brain builds information sets, or models, of reality. In principle 2, the brain’s models are never perfectly accurate. They reflect general properties of, but always differ substantially from, the item being modeled.

An adaptive advantage is gained by representing the world in a simplified manner that can be computed rapidly and with minimal energy. For example, colors are constructs of the brain that do not perfectly match the reality of wavelengths. In a particularly egregious gap between model and reality, white light is not represented in the visual system as a complex mixture of thousands of oscillating components, but instead as a high setting in a brightness channel and a low setting in a limited number of color channels. Though we all have learned in school that white is a mixture of all colors, no amount of intellectual knowledge represented in higher cortical areas can change how the low-level visual system models white. The model is automatic.

At its essence, principle 2 absolves us from having to explain physically incoherent mysteries just because people introspectively accept them to be true. It absolves us from having to explain how white light is physically scrubbed clean of all contaminants and purified. It isn’t, as Newton discovered in 1672 (29). The solution is that the model constructed by the visual system is not accurate. Principle 2 absolves us from having to explain how a ghostly, invisible arm can extend out of the body after an amputation (a phantom limb) (30). The solution is that the brain constructs a model of the body, and the model is not accurate. These models are not empty illusions: they are caricatures. They represent something physically real, but they are not accurate. Models never are. The brain’s models are useful, adaptive, simplified, and never fully accurate, yet they form the basis of our beliefs, thoughts, and claims.

Let us apply principle 2 to the question of consciousness.

We already know from principle 1 that your brain must construct a set of information from which derives your certainty, belief, and claim that you possess an intangible experience: something insubstantial, nonmeasurable, a hard problem. By principle 2, that bundle of information is not accurate. Science is under no obligation to look for—or to explain—anything that has exactly the same properties depicted in that model.

Principles 1 and 2, together, provide a general framework for understanding consciousness. In that framework, first, the brain contains some objectively measurable, physical process: call it “process A.” (In the next section, I will discuss an especially simple theory about what process A might be.) Second, the brain constructs a model, or a set of information, to monitor and represent that process A. Third, the model is not accurate. It is a simplification, missing information on granular, physical details. It should not be dismissed as an empty illusion (hence my reluctance to endorse the term “illusionism”), but would be better described as a caricature or a representation that simplifies and distorts the object it represents. Fourth, as a result of the simplified and imperfect information in that model reaching higher cognition, people believe, think, and claim to have a physically incoherent property. The property they claim to have is an intangible experiencelessness, the hard problem, the feeling of consciousness. Fifth, philosophers and scientists mistakenly try to discover what alchemical combination causes a feeling of consciousness to emerge.

I call this explanation the “2+2 approach,” because there is no wiggle room. The framework outlined here is not another speculation about a neural circumstance that might or might not magically generate the feeling of consciousness. It is not another opinion. If principle 1 and principle 2 are true, then the present approach is correct. It is time for consciousness researchers to choose between an explanation that is fundamentally magical and an explanation that is mechanistic and logical.

The 2+2 explanation is not a theory so much as a broad conceptual framework within which a theory can be built. A specific theory of consciousness would require answers to the following questions. What is process A, the real physical process that, when represented by an imperfect model in the brain, leads people to believe, think, and claim that they have conscious experience? What anatomical systems in the brain carry out process A, and what systems create the imperfect model of A? What is the adaptive or survival value for an animal to have A and to have a model of A? Which
species have this architecture and which species do not? These questions are scientifically approachable. All mysticism has been removed, and we are left with a solvable puzzle of neuroscience and evolution.

**A Theory of Consciousness that Embodies Principles 1 and 2**

AST is an especially simple way to embody principles 1 and 2 in a scientific theory. To explain it, I will first discuss the body schema, a useful concept that dates back at least a century (31–34). The brain constructs a representation, or simulation, of the body: a bundle of information, constantly recomputed, that represents the shape of the body, keeps track of movement, and makes predictions. It is probably constructed in a network of cortical areas, including the posterior parietal lobe and the motor and premotor cortex. Fig. 1A shows three functional consequences of having a body schema. First, it is necessary for the good control of movement (35–38). Second, it is involved in looking at someone else and intuitively understanding the other person’s body configurations (39, 40). Third, because higher cognition and language have some access to it, the body schema gives us at least some explicit, reportable knowledge about our own bodies. That “knowledge” is not always accurate, as in the case of a phantom limb, and is never a fully detailed or rich representation of every muscle, tendon, and bone shape. Per principle 2, the brain’s models are never fully accurate.

The central proposal of AST is that the brain constructs an attention schema. The proposal was not originally intended as an explanation of consciousness, but rather to account for the skillful endogenous control of attention that people and other primates routinely demonstrate. A fundamental principle of control engineering is that a controller benefits from a model of the item it controls (35–37). In parallel to a body schema, an attention schema could also be used to model the attention states of others, thus contributing to social cognition. Finally, an attention schema, if at least partly accessible by higher cognition and language, could contribute to common human intuitions, beliefs, and claims about the self. In specific, an attention schema should lead people to believe they have an internal essence or property that has the general characteristics and consequences of attention, a capacity to take vivid mental possession of items. For this reason, we theorized that an attention schema might result in the widespread belief that we contain conscious experience. The three major functional consequences proposed for an attention schema are illustrated in Fig. 1B, in parallel to the body schema in Fig. 1A.

**Fig. 1.** Comparison between the body schema and the attention schema. (A) The body schema is a bundle of information that represents the physical body and that leads to better control of the body, better understanding of the body configurations of other people, and cognitive beliefs and linguistic claims about one’s own body. (B) The attention schema is a bundle of information that represents attention and has similar consequences as the body schema.
second, a model of attention that is automatically constructed, in the moment, reflecting the changing state of attention; third, beliefs that derive from cognitive access to the model; and fourth, output (such as linguistic output). If you focus only on the third step, you might have the false sense that AST is limited to cognitive beliefs. But AST covers more.

For example, suppose you are attending to an apple. In AST, the attentive relationship between you and the apple is represented by means of an attention schema. The proposed attention schema is just as automatic, obligatory, and moment-by-moment as the visual representation of shape, or location, or color. It is, in a sense, another represented feature of the object. As you look at and attend to the apple, a multicomponent model of the apple is constructed, in which roundness, redness, and vivid experientialness are all represented and bound together. That model provides a somewhat simplified, caricatured representation of the apple’s shape, complex reflectance spectrum, and the attentive relationship between you and the apple. That model can influence higher cognition, shaping your cognitive understanding of what is happening in the moment, and perhaps ultimately shaping longer-term intellectual thoughts and beliefs. If you reduce attention to the apple, the model automatically changes. If you withdraw attention from the apple entirely, the experiential component of the model, the component that represents your attention on the apple, disappears, and at the same time the visual components of the model fade in signal strength (since attention enhances signal strength). If you attend to the apple again, then the model is automatically rebuilt. Not only is the apple representation boosted again in signal strength, such that it can affect downstream systems around the brain, but the larger model also contains a representation of experientialness again. AST is therefore a theory of attention, a theory of the in-the-moment feature we call experience, and a theory of the more abstract, cognitive beliefs that people develop as a result.

AST is a specific way to embody principles 1 and 2. In principle 1, all intuitive certainties, beliefs, and claims stem from information in the brain. Correspondingly, in AST, the intuitive certainty that you have experientialness stems from the information in the attention schema. In principle 2, all models in the brain are inaccurate. Correspondingly, in AST, the attention schema represents attention inaccurately as a ghostly, nonphysical, mental essence or vividness: experientialness. It is a shell model of attention, a caricature of surface properties, not a representation of mechanistic details.

Evidence of an Attention Schema

The close correlation between reportable consciousness and attention was noted at least as far back as William James in 1890 (44), and has been supported by a great variety of studies since (45–47). What you are attending to, you are typically conscious of; what you are not attending to, you are typically not conscious of. Attention and consciousness, however, can dissociate in cases of weak stimuli at the threshold of detection. It is possible for a person’s attention to be drawn to a visual stimulus, in the sense that the person processes the stimulus preferentially and even responds to the stimulus, while the person reports being unconscious of the stimulus (48–58). The finding that reportable consciousness closely covaries with attention, yet can dissociate from it in some cases, is arguably the most direct indication that reportable consciousness is a result of the brain constructing an imperfect model of attention, which in turn feeds cognitive beliefs and verbal reports (right branch of Fig. 1B).

If AST is correct, then without an attention schema, the endogenous control of attention should be impaired (left branch of Fig. 1B). Recently, this control-theory prediction was tested using artificial neural-network models trained to engage in simple forms of spatial attention (59, 60). Only when given an attention schema could the networks successfully control attention. These findings confirm the basic, control-theory principle that a good control system needs a descriptive and predictive model of the item it controls. In this argument, because the human brain is good at controlling attention, it therefore must have an attention schema.

One of the most specific predictions of AST concerns the relationship between the right and left branches of Fig. 1B, between consciousness and the control of attention. Consciousness should be necessary for the control of attention. Suppose you are attending to a stimulus, but your attention schema makes an error and fails to model that state of attention. Two consequences should ensue, according to the diagram in Fig. 1B. First, you should be unable to adequately control that particular focus of attention. Second, you should be unable to report a state of conscious experience of the attended item. This correlation between consciousness and control of attention has been confirmed many times. When consciousness of a visual stimulus is absent, people are unable to sustain attention on the stimulus if it is relevant for an ongoing task (57), unable to suppress attention on it if the stimulus is a distractor (54, 57), and unable to learn to shift attention in a specific direction away from the stimulus (56, 58). A growing set of experiments therefore appears to establish a key prediction of AST: without consciousness of an item, attention on the item is still possible, but the control of attention with respect to that item almost entirely breaks down. The relationship is not “consciousness is attention”; instead, it is “consciousness is necessary for the control of attention.”

AST also predicts that people construct models of other people’s attention (middle branch of Fig. 1B). Ample evidence confirms that this is so. It is well established that people track the direction of gaze of others as a means to monitor attention (61–65). Even more than gaze tracking, people construct rich and multidimensional models of other people’s attention (66–68). For example, people combine facial expression cues with gaze cues to reconstruct the attentional states of others (69). People also intuitively understand whether someone else’s attention is exogenously captured or endogenously directed (66, 67).

One of the strangest facets of how people model the attention of others is the phenomenon of illusory eye beams. A growing set of experiments (70–73) suggests that when you look at a face staring at an object, you construct
a subthreshold motion signal falsely indicating a flow passing from the face to the object. The effect is present only if you believe the face is attending to the object. If you believe the face to be inattentive, or to be attending to something else, or if the face is blindfolded, the effect disappears. The subthreshold motion signal is enough to produce a measurable motion after effect (71) and to produce measurable brain activation in cortical area MT (middle temporal visual area), a center of motion processing (72). The illusory motion even biases people's judgments of physics: people are more likely to think an object will tip over if they see a face gazing at the object, as though the illusory eye beams are physically pushing on the object (70). All of these effects are implicit: people do not know they are generating illusory motion signals.

A possible functional value of illusory eye beams emerged when people looked at pictures containing several faces and judged which face was more attentive to an object (73). Social judgments were significantly biased by the experimental introduction of a hidden, subthreshold motion signal in the stimulus, passing from the faces to the object. The data suggest that motion signals help people to swiftly and intuitively keep track of who is attending to what. Perhaps it is something like drawing arrows on the social world, a trick for efficiently connecting sources and targets of attention. We suggest that these illusory motion signals are an example of evolutionary exaptation, when a trait that evolved for one function takes on a second, unrelated function, like when teeth (originally evolved for chewing) become enlarged for threat (social signaling). The motion-processing machinery evolved for visual perception, but may have been adapted to enhance social cognition. In this interpretation, the reason why the illusory motion signal is so weak (people do not explicitly “see” it) is because the signal evolved to be just strong enough to adaptively enhance social perception, while never becoming strong enough to harm normal vision. (Similarly, teeth may evolve to be larger in some species for social display, but not so large as to interfere with chewing.)

The phenomenon of fictitious eye beams is a good example of principle 2: the brain's models are never accurate. Here we have a model automatically constructed by the brain, a part of our social cognition, adaptive, and yet physically incoherent. No eye beam exists in reality. This phenomenon is a scientific reminder: models in the brain evolve because they lead to adaptive outcomes, not because they provide literal truth about the world. Perhaps this inaccurate but useful model of attention helps explain age-old folk intuitions about consciousness as a subtle, invisible, energy-like essence generated in or inhabiting a person, that can emanate out of the body: an aura, chi, Ka, ghost, soul, or however one calls it. AST may be able to provide useful insights into human spiritual belief, and explain some of the magical intuitions surrounding the consciousness we attribute to ourselves and to others (74).

Since it is now well established that people construct elaborate models of other people's attention, one can ask: What brain systems construct those models? Are they the same systems that model and control our own attention, and are they associated with consciousness? In brain imaging experiments, when people reconstruct the attentional state of others, activity tends to rise most in the temporoparietal junction (TPJ) (67, 75). The activity is often bilateral, but depending on the specific paradigm, for reasons that remain unknown, sometimes the activity is left-hemisphere-biased and sometimes right-hemisphere-biased. Activity is also sometimes found in the superior temporal sulcus, the precuneus, and the medial and dorso-lateral prefrontal cortex. This distribution of activity is generally consistent with previous studies on brain networks for theory of mind (76–80).

Activity in at least some subregions of the TPJ has also been found in association with one's own attention (81–83). Moreover, TPJ activity is associated with the interaction between attention and reported consciousness (75, 84, 85). A recent study argued that this activity is consistent with error correction of a predictive model of attention (84).

Damage to the TPJ, especially on the right, is associated with the clearest specific deficit in consciousness in the clinical literature. Hemispatial neglect involves a profound loss of attentional control and of conscious experience on the opposite side of space. Stimuli on the affected side can still be processed, can influence behavior in unconscious ways, and can evoke a normal, initial amount of activity in sensory brain areas, suggesting that some exogenous attention is probably drawn to the stimuli (86–88). However, a conscious experience of anything on the affected side of space, and an endogenous control of attention toward anything on the affected side, is either severely impaired or absent. The epicenter of neglect—the brain area that, when damaged, causes the most severe form of neglect—is the right TPJ (89, 90).

Taken together, the neuroscientific evidence suggests that a cortical network, with some emphasis on the TPJ, is associated with building models of other people's attention, with modeling one's own attention, and with some aspects of the control of attention. When it is damaged, it results in a profound disruption of reported conscious experience. Presumably the same network is involved in many complex functions, but one role may be to build an attention schema, consistent with AST.

**Evolution of Consciousness**

If the theory described here is correct, what speculative evolutionary story can be told about consciousness?

The simplest component of attention, a competition between signals through lateral inhibition (91), almost certainly began to evolve with the first nervous systems, 600 million or more years ago. More complex forms of attention, such as the overt movement of the eyes controlled by the optic tectum, probably evolved with the first vertebrates (92, 93). Then a sophisticated, covert, selective attention that can be controlled endogenously evolved in the forebrain of vertebrates (94, 95). That complex form of attention, and an attention schema to help control it, are probably present, to some degree, in a huge range of species spanning many mammals, birds, and nonavian reptiles, all of which have an expanded forebrain. A similar mechanism may, of course, have evolved independently in other evolutionary branches, such as in octopuses (96, 97), but the evidence is not yet clear. The social ability to model...
the mental contents and attention states of others evolved later among at least some mammals (especially primates) and birds (crows), and may be more widespread than the current literature suggests (62, 98–103). At a much more recent time, human ancestors evolved a cognitive and linguistic capacity such that, not only do we have models of our own and others’ attention, but we can form rich cognitive and cultural beliefs based on those deeper models, and we can make verbal claims to each other about those beliefs. Finally, on the basis of those models and cognitive beliefs, philosophers and scientists have come to argue for the existence of a nonmaterial, subjective feeling that emerges from the brain and is an unsolvable mystery.

In this speculation, the components of what we call consciousness may be present in some form in a huge range of animals, including mammals, birds, and many nonavian reptiles. I am not suggesting that all of these animals are conscious in a human-like manner, but some of the same mechanisms are likely to be present. These animals must construct models of self. They construct body schemas to represent the physical self, or else their motor systems would be unable to produce coordinated movement. The speculation here is that they also construct a control model for attention, an attention schema. Obviously, humans have undergone an enormous evolutionary expansion of social ability in the past few million years. We are a hypersocial species compared to most, with an extraordinary social ability in the past few million years. We are a hypersociability in the past few million years. We are a hypersociability in the past few million years.

Here are five items that the presence of an attention schema can explain, followed by three items it cannot.

First, it can explain our expert ability to direct attention. Attention is like a skilled dancer leaping fluidly from place to place. That dance of attention allows us to perform complex tasks, deploying our resources to each new phase of a task as needed. According to the principles of control engineering, a good control of attention is possible only with a control model.

Second, an attention schema can explain how we intuitively attribute an attentive mind to others.

Third, an attention schema can explain why we believe, think, and claim to have a subjective experience attached to select items that change from moment to moment.

Fourth, an attention schema hints at the evolutionary history of consciousness, and which branches of life may have it in some form.

Fifth, an attention schema gives technologists a potential lead on constructing artificial consciousness: machines that believe, think, and claim to be conscious according to the same principles that people do, and that receive the same computational and behavioral benefit from it. Though many of us may balk at giving machines such a capacity, the advance is probably inevitable. The future of consciousness research is not about philosophy; it is about technology.

In contrast, here are three items that an attention schema cannot explain.

First, it cannot explain most mental processes, such as how we make decisions, have emotions, or remember the past. If that is your definition of consciousness, then an attention schema does not explain it. The attention schema explains why, having made a decision, or generated an emotional state, or recalled a memory, we sometimes also believe, think, and claim that the process comes with an adjunctive feeling, a conscious experience.

Second, an attention schema cannot explain creativity. To some, the word consciousness refers to imaginative abilities outside the range of modern programmable machines. The attention schema does not explain creativity. It explains why, having engaged in an act of creativity, we sometimes believe, think, and claim that the event came with an adjunctive experience.

Third, an attention schema cannot explain how a feeling itself, an essence, an aura, a chi, a Ka, a mental energy, a ghost in the machine, or a phenomenal experience emerges from the brain. It excludes mysticism. It explains how we believe, think, and claim to have such things, but it does not posit that we actually have intangible essences or feelings inside us. If you start your search for consciousness by assuming the existence of a subjective feeling—a private component that cannot be measured and can only be felt and attested to, experiences itself—then you are assuming the literal accuracy of an internal model. By principle 1, your conviction that you have consciousness depends on an information set in your brain. By principle 2, the brain’s models are never accurate. You have accepted the literal truth of a caricature, and you will never find the answer to your ill-posed question. When the police draw a sketch of a suspect, and you set yourself the task of finding a flat man made of graphite, you will fail. Yet at the same time, if you take the opposite approach and insist that the sketch is an empty illusion, you are missing the point. Instead, understand the sketch for what it is: a schematic representation of something real. We can explain physical processes in the brain; we can explain the models constructed by the brain to represent those physical processes; we can explain the way those models depict reality in a schematic, imperfect manner; we can explain the cognitive beliefs that stem from those imperfect models; and most importantly, we can explain the adaptive, cognitive benefits served by those models. AST is not just a theory of consciousness. It is a theory of adaptive mechanisms in the brain.
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