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We study the phenomenon of Hilbert space fragmentation in isolated Hamiltonian and Floquet quantum systems using the language of commutant algebras, the algebra of all operators that commute with each term of the Hamiltonian or each gate of the circuit. We provide a precise definition of Hilbert space fragmentation in this formalism as the case where the dimension of the commutant algebra grows exponentially with the system size. Fragmentation can hence be distinguished from systems with conventional symmetries such as $U(1)$ or $SU(2)$, where the dimension of the commutant algebra grows polynomially with the system size. Further, the commutant algebra language also helps distinguish between “classical” and “quantum” Hilbert space fragmentation, where the former refers to fragmentation in the product state basis. We explicitly construct the commutant algebra in several systems exhibiting classical fragmentation, including the $t - J_z$ model and the spin-1 dipole-conserving model, and we illustrate the connection to previously-studied “Statistically Localized Integrals of Motion” (SLIOMs). We also revisit the Temperley-Lieb spin chains, including the spin-1 biquadratic chain widely studied in the literature, and show that they exhibit quantum Hilbert space fragmentation. Finally, we study the contribution of the full commutant algebra to the Mazur bounds in various cases. In fragmented systems, we use expressions for the commutant to analytically obtain new or improved Mazur bounds for autocorrelation functions of local operators that agree with previous numerical results. In addition, we are able to rigorously show the localization of the on-site spin operator in the spin-1 dipole-conserving model.
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I. INTRODUCTION  

The study of ergodicity and its breaking in isolated quantum systems has been a subject of active research. Ergodicity in isolated quantum systems is defined by the Eigenstate Thermalization Hypothesis (ETH), a conjecture about the matrix elements of local operators in between the eigenstates of the Hamiltonian \cite{1,2}. Restricting to diagonal matrix elements, which is sometimes referred to as diagonal ETH \cite{3}, it states that the expectation value of any local operator in eigenstates of the Hamiltonian is a smooth function of energy, determined by its thermal expectation value in an appropriate Gibbs density matrix. \cite{4,5}. Its strong version, known as strong ETH, states that all eigenstates satisfy diagonal ETH, whereas its weak version, known as weak ETH, states that almost all eigenstates satisfy diagonal ETH, which allows for a small (measure-zero) set of eigenstates to violate it. While strong ETH is believed to hold in generic isolated quantum systems, its complete violations (i.e., violations of strong and weak ETH) are well-known in two cases. First are integrable systems, where an extensive number of conserved quantities leads to quasiparticle descriptions and complete solvability of the spectrum. Second are Many-Body Localized systems, where strong disorder or quasiperiodicity results in the existence of emergent integrals of motion that leads to localized eigenstates throughout the spectrum, although its stability for large system sizes in more than one dimension is a subject of much debate \cite{7,8}.

In addition to complete violations, several examples of partial violations of ETH have been recently found. One such family of examples is comprised of quantum scarred systems, which possess a small number of “quantum scars,” i.e., ETH-violating eigenstates amidst a sea of ETH-satisfying eigenstates. The quantum scars in all such systems form a measure zero set of eigenstates in the thermodynamic limit, and weak ETH is satisfied while strong ETH is violated. Nevertheless, quantum scars have a striking impact on the dynamics of particular initial states including in systems with experimental relevance, as seen in Rydberg atom experiments \cite{9,10}. Several examples of exactly solvable quantum scars have been found in the literature \cite{11}, including ones with equally spaced towers of states \cite{12,24} that lead to perfect revivals from particular initial states. Many of these examples can be captured by unified formalisms \cite{18,20,25} which typically involve starting from a highly symmetric Hamiltonian and adding perturbations that preserve some of its eigenstates.

Another family of recently discovered violations of ETH is Hilbert space fragmentation found in constrained Hamiltonian systems as well as random unitary circuits, which will be the focus of this work. The term typically refers to the phenomenon where the system possesses exponentially many dynamically disconnected subspaces, referred to as Krylov subspaces. To be more precise, the Hilbert space $\mathcal{H}$ of any isolated quantum system can be generically described as

$$\mathcal{H} = \bigoplus_{\alpha=1}^{\mathcal{K}} \mathcal{K}_\alpha,$$

where $U^t$ is the unitary governing the time evolution (i.e., $e^{-itH}$ for systems with Hamiltonian $H$), $\text{span}\{U^t|\psi_\alpha\rangle\}$ denotes the subspace spanned by time-evolution of the state $|\psi_\alpha\rangle$, and $\mathcal{K}$ is the number of Krylov subspaces of the system. While the decomposition of Eq. (1) is trivial if $|\psi_\alpha\rangle$’s are eigenstates of $U$, typical examples of Hilbert space fragmentation focus on cases where $|\psi_\alpha\rangle$’s are “simple” states (e.g., product states). The existence of dynamically disconnected subspaces is also not surprising in the presence of symmetries, and $|\psi_\alpha\rangle$’s in Eq. (1) differ by some symmetry quantum numbers that are preserved under time-evolution. However, Hilbert space fragmentation differs from regular symmetries in two important ways. Firstly, in the case of conventional symmetries, the number of Krylov subspaces $\mathcal{K}$ either stays constant or grows polynomially with increasing system size whereas it grows exponentially in fragmented systems, e.g., $\mathcal{K} \sim \exp(cL)$ for one-dimensional systems with $L$ sites. Secondly, the Krylov subspaces in fragmentation systems $\mathcal{K}_\alpha$ do not seem to be distinguished by quantum numbers corresponding to any obvious local symmetries of the Hamiltonian $H$. The phenomenon of Hilbert space fragmentation was explicitly pointed out in the context of dipole-moment conserving models \cite{20,28}, although similar phenomena have been known or implicitly assumed in earlier literature \cite{29,37}. The Krylov subspaces $\{\mathcal{K}_\alpha\}$ can have any dimension, ranging from one-dimensional “frozen” product states \cite{27,28} where all terms of the Hamiltonian act trivially, to ones with exponentially large dimension that can be studied in terms of a restricted effective Hamiltonian \cite{38,39}.

From the perspective of the full Hilbert space $\mathcal{H}$ (within a quantum number sector of a “conventional” symmetry), fragmented systems can either violate strong ETH or violate weak (and hence also strong) ETH. Referring to the dimension of the largest Krylov subspace as $D_{\text{max}} := \max_\alpha \{\dim(\mathcal{K}_\alpha)\}$, and the Hilbert space dimension as $D := \dim(\mathcal{H})$, Ref. \cite{27} further classified fragmented systems into two classes: strongly fragmented and weakly fragmented, where $D_{\text{max}}/D \to 0$ and $D_{\text{max}}/D \to 1$ respectively in the thermodynamic limit. Weakly fragmented systems have a dominant Krylov subspace in the thermodynamic limit, and hence while they violate strong ETH due to the small Krylov subspaces, they satisfy weak ETH. These systems share a lot of phenomenology with quantum many-body scars. Strongly fragmented systems, on the other hand, do not have a dominant Krylov subspace, and hence violate weak ETH as well. Nevertheless, signatures of ETH within sufficiently large Krylov subspaces $\mathcal{K}_\alpha$ (referred to as Krylov-restricted thermalization \cite{11,38}) were found in models exhibiting both strong and weak Hilbert space fragmentation \cite{38,40,41}, provided the Hamiltonian restricted to the studied Krylov subspace is non-integrable and not many-body localized \cite{42,43}. Several examples of Hilbert space fragmentation that do not involve dipole-conserving models have been found in Refs. \cite{40,41,44,50}.
In spite of several examples of Hilbert space fragmentation, many aspects about fragmentation remain vague or unanswered. Since the existence of Krylov subspaces of the form of Eq. (1) by definition implies that the Hamiltonian is block diagonal in a certain basis, an obvious question that arises is whether the system has non-obvious non-local conserved quantities. While the existence and construction of such non-obvious conserved quantities are well-known in the study of quantum integrable systems, Hilbert space fragmentation differs from quantum integrability since it is completely determined by the local terms of the Hamiltonian, and does not require additional symmetries such as translation invariance.

The rest of this paper is organized as follows. In Sec. II we introduce the concept of commutant algebras, which will be central to our discussion of Hilbert space fragmentation, and we discuss examples of conventional symmetries in this language. In Sec. III we work out the Hilbert space fragmentation of the $t - J_z$ model in the language of commutant algebras, and also illustrate the connections between the commutant algebras and previously-constructed SLIOMs in the 1d $t - J_z$ model with open boundary conditions. In Sec. IV we similarly demonstrate the fragmentation in yet another model, which we refer to as Pair-Flip (PF) model, where the definition of SLIOMs is not a priori clear. While these models are examples of “classical fragmentation” in the product state basis, in Sec. V we study the Temperley-Lieb (TL) spin chains, which we show are examples of models exhibiting quantum fragmentation in an entangled basis; a distinguishing feature of the TL family is that its commutant algebra is non-abelian, while classical fragmentation examples have abelian commutant algebras. In Sec. VI we discuss the well-known strongly-fragmented spin-1 dipole-conserving model \cite{27, 44} in the commutant algebra language, and we analytically construct and count the full commutant. Finally in Sec. VII we study the effect of the full commutant algebra on the Mazur bounds for autocorrelation functions of local operators, and we illustrate standard results for conventional symmetries. Further, as a result of our analytical understanding of the full commutant, we are able to analytically compute the Mazur bounds in detail in many of the fragmented models. In the $t - J_z$ model with open and periodic boundary conditions, we show that the commutant provides improved bounds that are not fully captured by SLIOMs, and we also analytically recover many of the numerical results of Ref. \cite{44}. In the spin-1 dipole-conserving model, we are able to analytically compute a large part of the full Mazur bound, which rigorously proves the localization of the on-site spin operator. We also present numerical and analytical results of enhanced Mazur bounds corresponding to certain local operators in the PF and TL models. We conclude with open questions in Sec. VIII.

II. COMMUTANT ALGEBRAS

A. Definition and Properties

As discussed in the previous section, Hilbert space fragmentation depends only on the local terms of the Hamiltonian, and the Hilbert space decomposition of Eq. (1) is the same for a family of Hamiltonians $H$

$$H = \sum_j J_j \hat{h}_j,$$

where $\hat{h}_j$ is a strictly local (generically multi-site) operator in the vicinity of site $j$ such that $\hat{h}_i$ and $\hat{h}_j$ for $i \neq j$ need not commute and $J_j$ are arbitrary coefficients. Since we are interested in the block-diagonal structure of the family of Hamiltonians in Eq. (2) that does not depend on local couplings
also hold for unitary circuits of the form of Eq. (5).

We refer to such operators \( \hat{O}_1 \) of the family of Hamiltonians \( H = \sum_j J_j \hat{h}_j \).

We refer to such operators \( \hat{O}_1 \) as the commutant algebra. If the family of Hamiltonians contains several types of terms, e.g., Hamiltonians of Eq. (2). Denoting the set of operators \( \hat{C} \) that satisfy Eq. (3) as \( \hat{C} \), we note that operators in \( \hat{C} \) form a closed associative algebra, i.e.,

\[
[\hat{h}_j, \hat{O}] = 0 \quad \forall j.
\]

We refer to such operators \( \hat{O} \) as the commutant algebra. The number of such basis elements is referred to as the dimension of the commutant, denoted by \( \dim(C) \). In general, this is distinct from the number of generators of the algebra, which we denote by \( \text{gen}(C) \), which is the minimal number of operators required to generate the entire algebra by means of arbitrary sums and products.

These algebras that are centralizers of each other can be used to construct a virtual bipartition \[|\lambda\rangle \otimes |\beta\rangle \] of the Hilbert space, i.e., the full Hilbert space \( \mathcal{H} \) can be decomposed into representations of \( A \times C \) as follows \[|\lambda\rangle \otimes |\beta\rangle \in \mathcal{H} \ldots \]

where \( \mathcal{H}_\lambda^A \) and \( \mathcal{H}_\lambda^C \) denote \( D_\lambda \) and \( d_\lambda \) dimensional irreducible representations of the algebras \( A \) and \( C \) respectively.

Specifically, for each \( \lambda \), the \( \mathcal{H}_\lambda^A \otimes \mathcal{H}_\lambda^C \) represents a subspace of dimension \( D_\lambda d_\lambda \) that can be formally tensored such that operators of the bond algebra \( A \) act only on the “degrees of freedom” in the first factor while operators in the commutant algebra \( C \) act only in the second factor. That is, for each \( \lambda \) there exists a tensored basis \( \{ |\alpha\rangle \otimes |\beta\rangle \} \),
the tensored basis of
\[ \hat{h}_A = \bigoplus_{\lambda} \left(M^\lambda \hat{h}_A \otimes I_{d\lambda}\right), \quad \hat{h}_C = \bigoplus_{\lambda} \left(I_{D\lambda} \otimes N^\lambda \hat{h}_C\right). \]  
Moreover, for each \( \lambda \), \( A \) and \( C \) act in \( H^{(A)}_\lambda \) and \( H^{(C)}_\lambda \) as the full matrix algebras of \( D_{\lambda} \times D_{\lambda} \) and \( d_{\lambda} \times d_{\lambda} \) complex matrices respectively. As a consequence, the dimensions of \( A \) and \( C \) are simply the dimensions of the subspaces of matrices of the form of Eq. (7), and we obtain
\[ \dim(A) = \sum_{\lambda} D_{\lambda}^2, \quad \dim(C) = \sum_{\lambda} d_{\lambda}^2, \quad \dim(H) = \sum_{\lambda} D_{\lambda} d_{\lambda}. \]  
Note that the representations of Eq. (7) also imply that any operator \( \hat{h}_Z \) in the center \( Z \) of these algebras has the matrix representation
\[ \hat{h}_Z = \bigoplus_{\lambda} \left(c_{\lambda}(\hat{h}_Z) (I_{D\lambda} \otimes I_{d\lambda})\right), \quad c_{\lambda}(\hat{h}_Z) \in \mathbb{C}. \]  

The decomposition of Eq. (6) also characterizes the Krylov subspaces, i.e., subspaces invariant under time evolution, of the Hamiltonian \( H \) of Eq. (2). Since the time-evolution unitary \( \exp(-iHt) \) is an element of the bond algebra \( A \), for each \( \lambda \) in Eq. (6), it only acts on the basis elements of the first factor \( H^{(A)}_\lambda \) while leaving the basis elements of the second factor \( H^{(C)}_\lambda \) invariant. Hence, for each \( \lambda \), we obtain \( d_{\lambda} \) number of \( D_{\lambda} \)-dimensional subspaces that are invariant under time-evolution, which are precisely the Krylov subspaces of Eq. (1). Note that in the above discussion we are free to perform any change of bases in \( H^{(A)}_\lambda \) and \( H^{(C)}_\lambda \), and for \( d_{\lambda} > 1 \) (which corresponds to non-Abelian commutants and implies \( d_{\lambda} \)-fold degeneracies in the Hamiltonian spectrum, see below) we can have different choices of degenerate Krylov subspaces.

The number of Krylov subspaces \( K \) can be expressed only in terms of the dimensions of the irreducible representations of \( C \):
\[ K = \sum_{\lambda} d_{\lambda} = \dim(M). \]  

As we indicate in Eq. (10), the number of Krylov subspaces is simply the dimension of the maximal Abelian subalgebra of \( \mathcal{C} \), which we denote by \( \mathcal{M} \) (there could be multiple choices for \( \mathcal{M} \)). This is evident in the matrix representation of Eq. (7) in the basis of Eq. (6). Since \( \mathcal{M} \) is the maximal subspace of operators that are part of \( \mathcal{C} \) and that commute among themselves, using the fact that the maximal Abelian subalgebra of the full matrix algebra is, up to a fixed basis choice, its diagonal subalgebra (i.e., the algebra of all diagonal matrices), we deduce that any operator \( \hat{h} \in \mathcal{M} \) has the matrix representation
\[ \hat{h}_M = \bigoplus_{\lambda} \left(I_{D\lambda} \otimes N^\lambda_{\text{diag}} (\hat{h}_M)\right), \]  
where \( N^\lambda_{\text{diag}} (\hat{h}_M) \) is a \( d_{\lambda} \times d_{\lambda} \) diagonal matrix (and we have implicitly made appropriate fixed basis choice that depends on the \( \mathcal{M} \) used). The dimension of the subspace of matrices of the form of Eq. (11) is directly given by Eq. (10). Using the tensored basis of \( \{|v_{\lambda,\alpha}\} \otimes |v_{\lambda,\beta}\} \) given by Eq. (6), the Krylov subspaces are uniquely labeled by the states \( \{|v_{\lambda,\beta}\}\}, \) which are simply the eigenvectors of the matrices in Eq. (11). Hence, the Krylov subspaces can be uniquely labeled by eigenvalues of a minimal set of generators of \( \mathcal{M} \), which further justifies Eq. (10).

Finally, as evident in Eq. (7), the existence of these invariant subspaces also implies that elements of the bond algebra \( A \), hence all Hamiltonians, have a block-diagonal structure in the tensored basis determined by Eq. (6). Particularly, for each \( \lambda \) in Eq. (6), we obtain \( d_{\lambda} \) identical blocks of dimension \( D_{\lambda} \). This leads to degeneracies in the full spectrum when the commutant \( C \) is non-Abelian since it then admits irreducible representations with dimensions \( d_{\lambda} > 1 \).

B. Conventional Examples

A wide spectrum of models usually studied in quantum many-body physics, including those with symmetries, can be described in terms of bond and commutant algebras. As we discuss in this section, these range from non-integrable ones without any symmetry to completely solvable ones, with symmetric ones lying between these two extremes.

1. No symmetries

We first consider Hamiltonians with no symmetries. In this case, the only operator in the commutant \( \mathcal{C} \) is the identity operator \( \mathbb{1} \), and hence \( \dim(C) = \text{gen}(C) = 1 \). Since the bond algebra \( A \) is the centralizer of \( \mathcal{C} \), \( A = \mathcal{L}(\mathcal{H}) \), the algebra of all operators on the Hilbert space. Due to Eq. (5), this implies that \( \lambda \) in Eq. (6) takes a single value with \( d_{\lambda} = 1 \), \( D_{\lambda} = \dim(H) \), and \( \dim(A) = (\dim(H))^2 \). As a consequence of Eq. (10), we obtain \( K = 1 \), which implies that the system has a single dynamically disconnected Krylov subspace (i.e., the full Hilbert space), as expected for systems without any symmetry.

2. Abelian symmetries

We then consider a family of systems with an Abelian symmetry, for example one-dimensional spin-1/2 XXZ models with on-site magnetic fields, given by the family of Hamiltonians
\[ H_{\text{XXZ}} = \sum_{j=1}^{L} \left[ J_j^z (S_j^x S_{j+1}^x + S_j^y S_{j+1}^y) + J_j^y S_j^z S_{j+1}^z \right] + \sum_{j=1}^{L} h_j S_j^z, \]  
where \( J_j^z \)'s, \( J_j^y \)'s, and \( h_j \)'s are arbitrary coefficients, and we have used periodic boundary conditions \( (L + 1 \equiv 1) \). The XXZ model is \( U(1) \)-symmetric, and the associated conserved quantity is the total spin \( S_{\text{tot}} \) (for each \( j \), it is simply the total spin \( S_j^z \)). The commutant algebra \( \mathcal{C} \) corresponding to the bond algebra \( A \) generated by the terms \( \{S_j^x S_{j+1}^x + S_j^y S_{j+1}^y\} \) and \( \{S_j^z\} \) of the XXZ Hamiltonian of Eq. (12), since it commutes with each of them, i.e.
\[ [S_j^x S_{j+1}^x + S_j^y S_{j+1}^y, S_{\text{tot}}^z] = 0, \quad [S_j^z, S_{\text{tot}}^z] = 0, \quad 1 \leq j \leq L. \]  


The commutant algebra $C$ is precisely the algebra spanned by all powers of the operator $S_{\text{tot}}$ along with the identity operator $\mathbb{1}$. Using the fact that $(S^z_j)^2 = 1/4$, it is easy to see that $(S^z_{\text{tot}})^{L+1}$ can be expressed in terms of lower powers of $S^z_{\text{tot}}$, which shows that $C$ is spanned by $(1, S^z_{\text{tot}}, (S^z_{\text{tot}})^2, \ldots, (S^z_{\text{tot}})^L)$, and hence $\dim(C) = L+1$. Furthermore, since this is an example of an Abelian commutant ($C = \mathbb{R}$), the irreducible representations of $C$ are one-dimensional, i.e., $d_\lambda = 1$ for all $\lambda$ in Eq. (6). As a consequence of Eq. (8), this means that $\lambda$ runs over $(L+1)$ values, which is consistent with the fact that the total spin for a spin-1/2 system with $L$ spins can take only $(L+1)$ values (between $-L/2$ and $L/2$). The bond algebra $A$ admits irreducible representations of dimensions $D_\lambda = \left(\begin{array}{c} L \\ \lambda \end{array}\right)$, which is simply the number of product states with $S_{\text{tot}}^z = L/2 - \lambda$ such that $\sum_{\lambda=0}^L D_\lambda d_\lambda = 2^L = \dim(H)$. Using Eq. (8), we can also obtain the dimension of the bond algebra to be $\dim(A) = \left(\begin{array}{c} 2L \\ L \end{array}\right)$.

3. Non-Abelian symmetries

We now illustrate the commutant algebra in a family of systems with a non-Abelian symmetry, for example the one-dimensional spin-1/2 Heisenberg model, given by

$$H_{\text{Heis}} := \sum_j J_j \vec{S}_j \cdot \vec{S}_{j+1}. \quad (14)$$

The Heisenberg Hamiltonian is known to be $SU(2)$-symmetric, and the three generators of $SU(2)$ group $\{S^x_{\text{tot}}, S^y_{\text{tot}}, S^z_{\text{tot}}\}$ (where $S^a_{\text{tot}} := \sum_{j=1}^L S^a_j$ for $a \in \{x, y, z\}$) are all part of the commutant algebra $C$. That is, they satisfy

$$[\vec{S}_j \cdot \vec{S}_{j+1}, \sum_{i=1}^L S^a_i] = 0, \quad 1 \leq j \leq L, \quad a \in \{x, y, z\}. \quad (15)$$

The full commutant algebra $C$ is the associative algebra consisting of all products and their linear combinations of $S^x_{\text{tot}}, S^y_{\text{tot}}$ and $S^z_{\text{tot}}$, which is known as the Universal Enveloping Algebra of the Lie algebra $\mathfrak{su}(2)$, denoted by $U(\mathfrak{su}(2))$. Since we know that the dimensions of the irreducible representations of $SU(2)$ (hence $U(\mathfrak{su}(2))$) are given by $d_\lambda = 2\lambda+1$ (corresponding to the spin-$\lambda$ representation) for $0 \leq \lambda \leq L/2$, using Eq. (8) we can show that $\dim(C) = \left(\begin{array}{c} L+1 \\ \frac{L}{2} \end{array}\right)$. The center $Z$, which consists of the operators that commute with all operators in $C$, is exhausted by the quadratic and higher order Casimir operators such as $S^2_{\text{tot}} := (S^x_{\text{tot}})^2 + (S^y_{\text{tot}})^2 + (S^z_{\text{tot}})^2$. On the other hand, the maximal Abelian subalgebra $\mathcal{M}$ that uniquely labels all the different sectors is simply a Cartan subalgebra of $SU(2)$. This is not unique, and it is generated by $S^2_{\text{tot}}$ and one of the $S^a_{\text{tot}}$ for $a \in \{x, y, z\}$.

The corresponding bond algebra $A$ can also be understood as follows. Up to addition of constants, the Heisenberg Hamiltonian of Eq. (14) can be written as $\sum_j (J_j/2) P_{j,j+1}$, where $P_{j,j+1} := 2\vec{S}_j \cdot \vec{S}_{j+1} + 1/2$ is the *permutation operator* that permutes the spins of $j$ and $j+1$, and hence the bond algebra $A$ in this case has a simple form — it is the group algebra of the symmetric group $S_L$ of $L$ elements with complex coefficients, typically denoted by $\mathbb{C}[S_L]$. The dimensions of the irreducible representations of $S_L$ allowed in the spin-1/2 Hilbert space $H$ are well-known [60, 62, 63], and are given by $D_\lambda = \left(\begin{array}{c} L \\ L/2 + \lambda \end{array}\right) - \left(\begin{array}{c} L \\ L/2 + \lambda + 1 \end{array}\right)$ for even $L$. Consequently, $\dim(A) = \left(\frac{L}{2} - 1\right) \left(\begin{array}{c} L \\ \frac{L}{2} \end{array}\right)$, and $\sum_{\lambda=0}^{L/2} D_\lambda d_\lambda = 2^L = \dim(H)$.

Note that in a tensor product Hilbert space $H$, the decomposition of Eq. (6) can also be directly understood as a consequence of the fusion rules for $SU(2)$, which leads to the same expression for $\{D_\lambda\}$ and $\{d_\lambda\}$. The non-Abelian commutant here results in degeneracies in the spectrum of the Hamiltonians $H$, since $d_\lambda > 1$ results in multiple identical blocks in the Hamiltonian, as discussed in Sec. II A. In particular, there are $d_\lambda = (2\lambda+1)$ identical blocks (i.e., Krylov subspaces) of dimension $D_\lambda$, which corresponds to the degeneracies of the sectors with quantum numbers spin projection $S^z_{\text{tot}} = -\lambda, -\lambda + 1, \ldots, -1, 1$ and a total spin $\lambda$ (i.e., with $S^2_{\text{tot}} = \lambda(\lambda+1)$).

4. Solvable models

We now turn to completely solvable models with Hamiltonians consisting of commuting terms (i.e., $[\hat{h}_i, \hat{h}_j] = 0$ in Eq. (2)). By construction, the bond algebra corresponding to a family of these models is Abelian ($A = \mathbb{R}$), and its only irreducible representations are one-dimensional, i.e., $D_\lambda = 1$ for all $\lambda$. As a consequence of Eqs. (9) and (10), the number of Krylov subspaces $K = \dim(H)$, which means that all eigenstates are one-dimensional Krylov subspaces, and hence the model is solvable. Classic examples of systems that fall into this category are stabilizer code models such as the toric code [64, 65] or certain fracton models [66, 67]. In these cases, both the bond and commutant algebras are group algebras of certain subgroups of the Pauli group (i.e., the group of all Pauli strings under multiplication). Hence it is typically sufficient to study the group structure of the Pauli strings that span these algebras. For example, the bond algebra $A$ in stabilizer codes by construction is the group algebra of an Abelian stabilizer group $S$, a subgroup of the Pauli group. The commutant algebra $C$ is the group algebra of the group *centralizer* of the stabilizer group within the Pauli group, typically denoted by $\mathcal{C}(S)$, and it is a non-Abelian group that consists of all logical operators in the system, including the trivial ones that are part of the stabilizer group $S$. Non-trivial logical operators that are not part of the stabilizer group, e.g., Wilson loops, are part of the quotient group $\mathcal{C}(S)/S$. The (topological) degeneracies in the ground state (and excited states) of stabilizer codes can then be understood either in terms of non-trivial logical operators, or directly as a consequence of the non-Abelian commutant algebra $C$.

C. Hilbert Space Fragmentation

We now describe Hilbert space fragmentation in the language of bond and commutant algebras. As discussed in Sec. II A, the dynamically disconnected Krylov subspaces of a family of systems can be understood in terms of Eq. (6). We note that the definitions of Eqs. (8) and (10), along with the fact that $d_\lambda \geq 1$ for all $\lambda$ impose bounds on the number of Krylov subspaces $K$ in terms of $\dim(C)$ and vice-versa:

$$\sqrt{\dim(C)} \leq K \leq \dim(C), \quad K \leq \dim(C) \leq K^2. \quad (16)$$
### Table I. Classification of systems based on scaling of the dimension of the commutant algebra \( \text{dim}(C) \) with system size for one dimensional systems of size \( L \) (top) and two dimensional systems of size \( L \times L \) (bottom).

| \( \log(\text{dim}(C)) \) | Example |
|--------------------------|---------|
| \( \sim \mathcal{O}(1) \) | Discrete Global Symmetry |
| \( \sim \log L \) | Continuous Global Symmetry |
| \( \sim L \) | Continuous Subsystem Symmetry |
| \( \sim L \log L \) | Fragmentation |
| \( \sim L^2 \) | Fragmentation |

These bounds allow us to broadly classify one-dimensional systems into three categories based on the scaling of \( \log(\text{dim}(C)) \) (hence \( \text{dim}(C) \)) with system size \( L \). First, systems where \( \log(\text{dim}(C)) \) is independent of \( L \), which occurs in systems with discrete symmetry such as \( Z_2 \). Second, systems with \( \log(\text{dim}(C)) \) that scales as \( \log L \), which typically occurs in systems with continuous symmetries such as \( U(1) \) or \( SU(2) \), discussed in Sec. II B. These cases are well-known and are typically considered examples of conventional symmetries. A third possibility is that \( \log(\text{dim}(C)) \) scales linearly with \( L \). As a consequence of Eq. (16), this is a necessary and sufficient condition for the number of Krylov subspaces \( K \) to scale exponentially with \( L \), and can be taken to be a definition of Hilbert space fragmentation. However, interesting examples of fragmentation are only the systems where \( \text{dim}(C) \) scales exponentially with system size while the bond algebra \( \mathcal{A} \) is non-Abelian. As discussed in Sec. II B, if the bond algebra \( \mathcal{A} \) is Abelian, \( K \) (and hence \( \text{dim}(C) \)) always scales exponentially with system size and the system is completely solvable (hence fragmented in a trivial sense).

In higher dimensional systems, we can similarly define fragmentation as the case when \( \log(\text{dim}(C)) \) scales as a volume-law, i.e., linearly in volume of the system. The various scalings of \( \text{dim}(C) \) in one and two dimensions are summarized in Table I, and we mostly focus on fragmented systems in the rest of this work. Note that higher dimensional systems offer more possibilities for the scaling of \( \text{dim}(C) \) due to the possibility of subsystem symmetries, but a detailed discussion of all cases is beyond the scope of this work.

Several features of fragmentation can also be defined in the language of commutant algebra. For example, the distinction between strong and weak fragmentation then depends on the dimension of the largest Krylov subspace, which in terms of the decomposition of Eq. (6) reads \( D_{\text{max}} = \max_\lambda D_\lambda \). Since strong and weak fragmentation in the literature \[27\,\,\,51\] has been defined within conventional symmetry sectors, in Eq. (6) one needs to consider the Hilbert space \( \mathcal{H} \) truncated to states within a particular symmetry sector \[4] However, throughout this work we will focus on the full Hilbert space without resolving any conventional symmetries separately. Furthermore, frozen eigenstates in fragmented systems are just the one-dimensional representations (singlets) of the algebra \( \mathcal{A} \), and their number is given by \( \sum_\lambda d_\lambda^2 \delta_{D_\lambda,1} \).

In addition, a further distinction can be made between fragmentation in the product state basis and fragmentation in an entangled basis, depending on whether the Hamiltonian of Eq. (2) is block diagonal in the product state basis or in an entangled basis. We refer to the former as “classical fragmentation” since the same fragmented structure is possible in classical Markov circuits that implements the same transitions as the terms of the bond algebra \( \{h_j\} \), and to the latter as “quantum fragmentation.” Classical fragmentation occurs when all the operators in the commutant \( C \) are diagonal in the product state basis (e.g., \( S_{\text{tot}}^z \) discussed in Sec. II B). Hence, \( C \) is Abelian and admits only one-dimensional irreducible representations (i.e., \( d_\lambda = 1 \) for all \( \lambda \)). The decomposition of Eq. (6) is then the same as the Krylov subspace decomposition of Eq. (1), and \( K = \text{dim}(C) \). While the classical and quantum distinction can also be made for conventional symmetries, we emphasize this for Hilbert space fragmentation since most examples in the literature involve only classical fragmentation. In the following sections, we provide various examples of systems with fragmentation, out of which the \( t-J_z \) model (Sec. III), Pair-Flip model (Sec. IV), and spin-1 dipole-conserving models (Sec. VI) are examples of classical fragmentation, whereas the Temperley-Lieb models (Sec. V) show quantum fragmentation.

### III. \( t-J_z \) MODEL

#### A. Definition and Symmetries

We illustrate the usefulness of the commutant algebra by explicit construction of conserved quantities for the \( t-J_z \) model \[69\,\,\,70\]. We consider a general version of the model defined on an arbitrary lattice or graph, given by the family of Hamiltonians

\[
H_{t-J_z} := \sum_{\langle i,j \rangle} \left[ -t_{i,j} \sum_{\sigma \in \{\uparrow, \downarrow\}} \left( \tilde{c}_{i,\sigma} \tilde{c}_{j,\sigma}^\dagger + h.c. \right) + J_{i,j}^z \hat{S}_i^z \hat{S}_j^z \right] + \sum_i \left[ h_i S_i^z + g_i (S_i^z)^2 \right], \tag{17}
\]

where \( \langle i,j \rangle \) denotes nearest-neighbors, \( t_{i,j}, J_{i,j}^z, h_i, g_i \) are arbitrary constants, and we have defined

\[
\hat{S}_j^z := \tilde{c}^\dagger_{j,\uparrow} \tilde{c}_{j,\uparrow} - \tilde{c}^\dagger_{j,\downarrow} \tilde{c}_{j,\downarrow}, \\
\tilde{c}_{j,\sigma} := c_{j,\sigma} \left( 1 - c_{j,-\sigma}^\dagger c_{j,-\sigma} \right), \tag{18}
\]

where \( -\sigma \) denotes the opposite spin of \( \sigma \), and \( c_{j,\sigma}^\dagger \) and \( c_{j,\sigma} \) are fermionic creation and annihilation operators. The model
is effectively working in the Hilbert space with no double-occupancy at any site and with all fermion moves required to satisfy these constraints, and also exactly maps onto a spin-1 hard core bosonic model via a generalized Jordan-Wigner transformation \cite{JordanWigner1928}. Note that we have added the last two terms in Eq. (17) in order to break any discrete symmetries of the $t - J_z$ Hamiltonian that we are not interested in. As we show in App. A, this also ensures that all the operators in the commutant are diagonal in the product state basis. This $t - J_z$ model as defined in Eq. (17) has two obvious $U(1)$ symmetries, which are the separate particle number conservation of $\uparrow$ spins and $\downarrow$ spins:

$$N^\uparrow := \sum_j N^\uparrow_j, \quad N^\downarrow := \sum_j N^\downarrow_j,$$  

where we have defined number operators $N^\sigma_j$:

$$N^\sigma_j := \bar{c}^\dagger_{j,\sigma} c^\dagger_j, \quad \sigma \in \{\uparrow, \downarrow\}. \tag{19}$$

Eq. (19) directly follows from the following commutation relation of the local terms in Eq. (17):

$$[N^\sigma_j + N^\sigma_k, \hat{T}_{i,j}] = 0$$

for $\sigma \in \{\uparrow, \downarrow\}$. \tag{20}

\section{B. Fragmentation in One Dimension}

As discussed in Ref. \cite{Ref1}, the $t - J_z$ Hamiltonian exhibits Hilbert space fragmentation in one dimension, both with open boundary conditions (OBC) and periodic boundary conditions (PBC). The transitions implemented by the term $\hat{T}_{i,j}$ can be depicted as

$$| \uparrow 0 \rangle \leftrightarrow | \uparrow \uparrow \rangle, \quad | \downarrow 0 \rangle \leftrightarrow | \downarrow \downarrow \rangle, \tag{22}$$

where the two sites are $i$ and $j$, and $\uparrow, \downarrow$ and 0 denotes the two spins of the fermions and an empty site respectively. Each Krylov subspace is hence characterized by a pattern of spins $\uparrow$ and $\downarrow$, say from left to right with OBC and anticlockwise along the chain with PBC, which is clearly preserved under the action of the Hamiltonian $H_{t-\tau}$ of Eq. (17). For example, in a system with five sites and open or periodic boundary conditions, the states $| \uparrow \downarrow \downarrow \downarrow \rangle$ and $| \downarrow \uparrow \downarrow \downarrow \rangle$ are dynamically disconnected from one another even though these have the same quantum number under the two $U(1)$ symmetries of the model given in Eq. (19). For OBC, the conservation of the pattern of spins results in the formation of exponentially many disconnected subspaces labeled by all possible patterns of $\uparrow$ and $\downarrow$ spins, a total of $\sum_{N=0}^L 2^N = 2^{L+1} - 1$ subspaces for a system of size $L$. For PBC, it is easy to see that all states with at least one empty site that consist of the same pattern of spins that are equivalent up to a translation along the chain belong to the same Krylov subspace. Hence the Krylov subspaces in the PBC $t - J_z$ model are labeled by the distinct pattern of spins anticlockwise along the chain that cannot be mapped onto each other by translation. In addition, both the OBC and PBC $t - J_z$ models have exponentially many one-dimensional Krylov subspaces, i.e., frozen product states, given by configurations with particles on all sites on which $\hat{T}_{i,j}$ vanishes, and are also eigenstates of all the $S^\sigma_j$'s (these states are already included in the above OBC Krylov subspace count as $N = L$). However, the full set of these frozen states can be completely understood via the $U(1)$ symmetries, since they exhaust the Hilbert space of the quantum number sectors with $N^\uparrow + N^\downarrow = L$.

Of course, the number of Krylov subspaces within a given sector of fixed $N^\uparrow$ and $N^\downarrow$ is lesser, but nevertheless grows exponentially with $L$ for sectors where $N^\uparrow/L$ and $N^\downarrow/L$ are kept finite. Furthermore, as discussed in Ref. \cite{Ref1}, the fragmentation in the OBC $t - J_z$ model within, e.g., the symmetry sector with $N^\uparrow = N^\downarrow = L/4$ (assuming $L$ multiple of 4 for simplicity) is strong; all Krylov subspaces in this sector have a dimension of $D_{\text{max}} = (L/2)/L/4$, whereas the full Hilbert space for this symmetry sector has dimension $D = (L/2)(L/4)$, hence $D_{\text{max}}/D \to 0$ as $L \to \infty$.

\section{C. Commutant Algebra}

The full pattern of the spins is not detected by any local operator, and this shows that there are conserved quantities of $H_{t-\tau}$, other than the charges of the $U(1)$ symmetries $N^\uparrow$ and $N^\downarrow$. We can directly understand the extra conserved quantities by observing that

$$[N^\sigma_j, \hat{T}_{i,j}] = 0 \quad \text{for } \sigma \in \{\uparrow, \downarrow\}. \tag{21}$$

For OBC, using Eqs. (21) and (23), we can construct a “quadratic” IoM

$$N^{\sigma_1, \sigma_2} := \sum_{j_1 < j_2} N^{\sigma_1}_{j_1} N^{\sigma_2}_{j_2}, \quad \sigma_1, \sigma_2 \in \{\uparrow, \downarrow\}, \tag{24}$$

where $\sum_{j_1 < j_2}$ is shorthand for $\sum_{j_1=1}^L \sum_{j_2=j_1+1}^L$ (\bullet). In Eq. (24), $N^{\sigma \tau}$ for $\sigma \in \{\uparrow, \downarrow\}$ can be expressed in terms of the usual conserved quantities $N^\sigma$ of Eq. (19) as $N^{\sigma \tau} = ((N^\sigma)^2 - N^\sigma^2)/2$, and is not a functionally independent IoM. However, it is easy to see that $N^{\sigma \tau}$ for $\sigma_1 \neq \sigma_2$ cannot be expressed in terms of products and powers of the local conserved quantities $N^\uparrow$ and $N^\downarrow$, and hence are functionally independent IoMs. Similarly, we can construct families of IoMs for the $H_{t-\tau}$ for OBC as follows

$$N^{\sigma_1, \sigma_2 \ldots \sigma_k} := \sum_{j_1 < j_2 < \ldots < j_k} N^{\sigma_1}_{j_1} N^{\sigma_2}_{j_2} \ldots N^{\sigma_k}_{j_k}, \quad \sigma_j \in \{\uparrow, \downarrow\} \tag{25}$$

where we have used a shorthand notation for the sum, similar to Eq. (24), and $0 \leq k \leq L$. For $k = 0$, the IoM is defined to be the identity. For $k = 1$ case refers to the usual symmetries of Eq. (19), and $k = 2$ reduces to the operator of Eq. (24). For $k = L$, note that the IoM $N^{\sigma_1 \ldots \sigma_L}$ is simply the projector onto a frozen eigenstate with spins on all sites, $|\sigma_1 \ldots \sigma_L\rangle$. Several of the IoMs of Eq. (25) are essentially functionally independent from the conserved quantities $N^\uparrow$ and $N^\downarrow$, i.e., cannot be expressed as polynomial functions of $N^\uparrow$ and $N^\downarrow$. Furthermore, as we show in App. B, the IoMs of Eq. (25) are all linearly (although not functionally) independent, and they form a complete basis (although not orthonormal) for the commutant algebra $C_{\text{abc}}$ for the family.
of $t - J_z$ models of Eq. (17) with OBC. Since these IoMs are all diagonal in the product state basis, the $t - J_z$ model is an example of classical fragmentation discussed in Sec. [HIC] and the commutant $C_{obc}$ is Abelian. Furthermore, the dimension of $C_{obc}$ is the number of linearly independent operators in Eq. (25), which is $\dim(C_{obc}) = \sum_{k=0}^{L} 2^k = 2^{L+1} - 1$. This is precisely the number of Krylov subspaces in the $t - J_z$ models, as discussed in the previous subsection and in agreement with the general discussion of Abelian commutants in Sec. [HIC].

The commutant algebra $C_{pbc}$ for the PBC $t - J_z$ model can be constructed similarly. For example, the generalization of the IoM of Eq. (24) for PBC reads

$$N^{[\sigma_1, \ldots, \sigma_k]} := \sum_{m=1}^{2} \sum_{j_1 < j_2} N^{\sigma_m}_{j_1, j_2} N^{\sigma_{m+1}}_{j_2, j_1},$$

where we define $\sigma_{m+2} \equiv \sigma_m$ for $1 \leq m \leq 2$, we have used the same shorthand notation for the sum as Eq. (24), and have used brackets in the indices to distinguish from the OBC IoMs of Eq. (24). Similarly, the IoMs of Eq. (25) can be generalized to PBC as follows

$$N^{[\sigma_1, \ldots, \sigma_k]} := \sum_{m=1}^{k} \sum_{j_1 < j_2 < \cdots < j_k} N^{\sigma_m}_{j_1, j_2} N^{\sigma_{m+1}}_{j_2, j_3} \cdots N^{\sigma_{m+k-1}}_{j_k, j_1}, \quad \sigma_m \in \{\uparrow, \downarrow\},$$

where $1 \leq k \leq L - 1$, we have defined $\sigma_{m+k} \equiv \sigma_m$ for $1 \leq m \leq k$, and we have used shorthand notation similar to Eq. (25). Similar to the OBC case, we can define the $k = 0$ case in Eq. (27) to be the $\mathbb{1}$ operator, and the $k = 1$ case corresponds to the usual symmetries of Eq. (19). As a consequence of the sum over $m$ in Eq. (27), cyclic permutations of the indices denote the same IoMs, i.e., $N^{[\sigma_1, \ldots, \sigma_k]} = N^{[\sigma_2, \ldots, \sigma_k, \sigma_1]} = \cdots = N^{[\sigma_k, \sigma_1, \ldots, \sigma_{k-1}]}$.

For $k = L$, additional independent IoMs can be written down, which read

$$N^{[\sigma_1, \ldots, \sigma_L]} := \prod_{j=1}^{L} N^{\sigma_j}.$$  

Note that unlike their $k \leq L - 1$ counterparts defined in Eq. (27), we have chosen the IoMs $N^{[\sigma_1, \ldots, \sigma_k]}$ for $k = L$ to not be invariant under cyclic permutations of their indices.

Hence the dimension of $C_{obc}$ is less than that of $C_{pbc}$ by a factor that is polynomial in $L$, but nevertheless it is clear that it grows exponentially with system size $L$, and still constitutes an example of Hilbert space fragmentation.

**D. Connections to SLIOMs**

Reference [44] introduced a set of $L$ conserved quantities for the one-dimensional $t - J_z$ model with OBC, dubbed as “Statistically Localized” Integrals of Motion (SLIOMs), which were shown to uniquely label all the Krylov subspaces of the $t - J_z$ model. In this section, we discuss their connection with the IoMs constructed in Sec. [HIC]. The (left) SLIOM $\hat{q}_{l}^{(t)}$ for the OBC $t - J_z$ model is simply the spin operator of the $l$-th particle ($\uparrow$ or $\downarrow$) from the left of the chain, and its expression reads

$$\hat{q}_{l}^{(t)} = \sum_{i=1}^{L} \hat{P}_{i,l}^{(t)} (N_{i}^{\uparrow} - N_{i}^{\downarrow}),$$

where $\hat{P}_{i,l}^{(t)}$ is the projector onto configurations where the $l$-th particle from the left is on site $i$. Although not explicitly discussed in Ref. [44], it is straightforward to show that the SLIOMs $\{\hat{q}_{l}^{(t)}\}$ all commute with each term of $H_{t - J_z}$ of Eq. (17), i.e.

$$[\hat{q}_{l}^{(t)}, \hat{T}_{i,j}] = 0, \quad [\hat{q}_{l}^{(t)}, \hat{V}_{i,j}] = 0,$$

and hence they are all part of the commutant algebra $C_{obc}$ spanned by the IoMs of Eq. (29). This also means that the algebra generated by linear combinations and products the $L$ SLIOMs is completely within $C_{obc}$, and as we show explicitly in App. [B2] this algebra is precisely $C_{obc}$ if the identity operator $\mathbb{1}$ is added to the set of generators. Hence the $L$ SLIOMs along with $\mathbb{1}$ are the generators of $C_{obc}$, and this suggests that $\text{gen}(C_{obc}) \leq L + 1$. Note that the left SLIOMs of Eq. (29) are not the unique set of generators of $C_{obc}$. As we show in App. [B2], a simple different choice that generates the algebra $C_{obc}$ are the “right SLIOMs” $\{\hat{q}_{l}^{(r)}\}$, which are the spin operators of the $l$-th particle from the right end of the chain, along with $\mathbb{1}$. Their operator expression is given by

$$\hat{q}_{l}^{(r)} = \sum_{i=1}^{L} \hat{P}_{i,l}^{(r)} (N_{i}^{\uparrow} - N_{i}^{\downarrow}),$$

where $\hat{P}_{i,l}^{(r)}$ is the projector onto the $l$-th particle ($\uparrow$ or $\downarrow$) from the right being on site $i$.

We note that the left and right SLIOMs $\{\hat{q}_{l}^{(t)}\}$ and $\{\hat{q}_{l}^{(r)}\}$ are only defined for the OBC $t - J_z$ model [44]. For the PBC $t - J_z$ model, it is not clear if there is a smaller set of operators that generate the full commutant $C_{pbc}$, and we do not know how to compute $\text{gen}(C_{pbc})$. However, as we discuss in Sec. [VII] for the practical purposes of computing Mazur bounds, in both OBC and PBC, it is convenient to use the expressions for the full commutant $C_{obc}$ and $C_{pbc}$ respectively, which circumvents the need to determine a smaller set of generators for the commutants.

**E. Higher Dimensions**

Finally, we briefly discuss the nature of fragmentation in $t - J_z$ models in higher dimensions. The local commutation relations in Eqs. (21) and (23) hold in any number of dimensions, and the model possesses the two $U(1)$ symmetries $N^\uparrow$ and $N^\downarrow$ of Eq. (19). For simplicity we restrict our discussion to $L \times L$ square lattices with OBC on both sides, although most of the discussion holds more generally. The only IoMs that we can construct in that case have the form

$$N^{[\sigma_1, \ldots, \sigma_k]} := \sum_{j_1 \neq j_2 \neq \cdots \neq j_k} N^{\sigma_{j_1}}_{j_1} \cdots N^{\sigma_{j_k}}_{j_k}, \quad 1 \leq k \leq L^2$$

where the subscripts run over all the sites in the lattice. However, since there is no restriction in the sum in Eq. (32), all
of the $N^{\sigma_1 \cdots \sigma_k}$ for $k \leq L^2$ can be expressed as a polynomial of $N^\uparrow$ and $N^\downarrow$.

Functionally independent IoMs can appear when $k = L^2$ and Eq. (32) is replaced by a single product (i.e., no sum) over all sites as

$$N_{2D}^{\{\sigma_j\}} := \prod_{j=1}^{L} N_{j}^{\sigma_j}, \quad \sigma \in \{\uparrow, \downarrow\},$$

(33)

where $\{\sigma_j\}$ denotes a configuration of $L^2$ spins on the lattice, and the product runs over all sites of the lattice. These IoMs are simply the projectors onto “frozen” eigenstates $\{|\{\sigma_j\}\rangle\}$, where $\{\sigma_j\}$ is a spin pattern on the lattice such that $N^\uparrow + N^\downarrow = L^2$. This absence of other independent IoMs is related to the fact that all the “patterns” of spins on a square lattice with the same number of $N^\uparrow$ and $N^\downarrow$ such that $N^\uparrow + N^\downarrow < L^2$ can be connected to one another by hoppings allowed by $H_{t-J_z}$. Hence, all the Krylov subspaces other than those determined by the two $U(1)$’s with $N^\uparrow + N^\downarrow < L^2$ are one-dimensional, and the dimension of the commutant $C_{2D}$ for the square lattice $t-J_z$ model is then simply lower bounded by the number of frozen spin configurations, i.e., dim($C_{2D}$) $> 2^{L^2}$.

However, we should remark that unlike the $t-J_z$ model in one dimension, the higher dimensional $t-J_z$ model does not exhibit Hilbert space fragmentation within most of the $U(1)$ quantum number sectors defined by the $N^\uparrow$ and $N^\downarrow$. Similar to the frozen states in the 1d $t-J_z$ model, the frozen states here exhaust the Hilbert spaces of the $U(1)$ quantum number sectors that satisfy $N^\uparrow + N^\downarrow = L^2$. These form a minority of the $U(1)$ quantum number sectors, and there are no quantum number sectors where generic “thermal” eigenstates coexist with the frozen eigenstates. Note that such examples where the “even” and “odd” sites are on different sublattices. These follow directly from the local commutation relations

$$[N_i^\alpha - N_j^\alpha, \hat{C}_{ij}^\beta] = 0, \quad [N_i^\alpha, N_j^\beta] = 0, \quad 1 \leq \alpha, \beta, \gamma \leq m.$$  

(36)

Note that not all the conserved quantities of Eq. (35) are independent since $\sum_{\alpha=1}^{m} N_j^\alpha = 1$, hence the PF model has a $U(1)^{m-1}$ conventional symmetry.

B. Fragmentation in One Dimension

To show that the PF model of Eq. (34) in one-dimension exhibits Hilbert space fragmentation, we introduce a convenient notation for representing states in the Hilbert space. For simplicity, we restrict to OBC in the following. We represent the $m$ degrees of freedom per site as $m$ colors, e.g., when $m = 3$, we assign $|+\rangle = \bullet$, $|0\rangle = |\circ\rangle$, and $|-\rangle = |\times\rangle$. We then use the following procedure to pair the sites using “dimers.” First, we start from the left of the chain and pair any nearest neighboring sites that have the same color using a dimer of that color. For example, if $m = 3$, we allow three colors of dimers

$$|++\rangle = |\bullet\bullet\rangle, \quad |00\rangle = |\circ\circ\rangle, \quad |--\rangle = |\times\times\rangle.$$  

(37)

Second, we repeat the procedure by focusing only on the remaining unpaired sites, i.e., we ignore all the paired sites and connect any neighboring unpaired sites of the same color with a dimer of that color. Finally, we continue this procedure until there are no unpaired sites with neighboring unpaired sites of the same color. We refer to these remaining unpaired sites as “dots.” This procedure hence maps a product state to a state composed of non-crossing dimer configurations along with some unpaired sites. Any product state in the Hilbert space is thus composed of dots (denoted by $\bullet$) and regions of non-crossing dimers (denoted by $\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circ\circle...
Note that distinct configurations of dots and non-crossing dimers do not necessarily represent distinct product states, as evident in the following example

\[
\begin{align*}
\begin{array}{c}
\text{dots} \\
\text{dimers}
\end{array}
\end{align*}
\]

where black denotes any particular color. Here we took a more general perspective (convenient below) that for a given product state we can consider any configuration of dots and dimers satisfying the above properties that correctly represents the state, while the procedure described earlier sweeping from left to right provides one instance of such a pairing configuration. However, as we now discuss, the Krylov subspaces are uniquely labeled by the pattern of colors of the dots, which can be inferred from any of the pairings.

As evident from Eq. (34), the terms \( F^\alpha_{i,j} \) in \( H^{(m)}_{PF} \) allow for transitions between nearest-neighbor dimers of the same color, and annihilates any configuration of different colors on nearest-neighbors. For example, when \( m = 3 \), we can depict the non-vanishing actions of the terms \( F^\alpha_{i,j} \) as follows

\[
\begin{align*}
\begin{array}{c}
\text{dots} \\
\text{dimers}
\end{array}
\end{align*}
\]

where the two sites represent \( i \) and \( j \). Using Eqs. (40) and (39), we note two important properties of transitions that will help us label the Krylov subspaces of \( H^{(m)}_{PF} \):

1. A dot of any color can “hop” over a dimer of any other color via intermediate configurations. For example,

\[
\begin{align*}
\begin{array}{c}
\text{dots} \\
\text{dimers}
\end{array}
\end{align*}
\]

2. Starting from a configuration with \( n \) dimers beside each other, all configurations with \( n \) non-crossing dimers of any color can be generated. For example with \( n = 2 \), we obtain

\[
\begin{align*}
\begin{array}{c}
\text{dots} \\
\text{dimers}
\end{array}
\end{align*}
\]

Using Eqs. (40), (41), and (42), it is easy to see that the pattern of colors of the dots from the left to the right of the chain is unchanged by the action of the Hamiltonian \( H^{(m)}_{PF} \), hence these label the different Krylov subspaces. The \( m(m - 1)^{L-1} \) product states that map on to configurations with \( L \) dots (hence no dimers) are one-dimensional Krylov subspaces, i.e., they are frozen product states since the action of all the terms \( \{ F^\alpha_{i,j} \} \) vanish on such states. However, unlike the \( t - J_z \) model, the frozen states here are scattered across various quantum number sectors of the \( U(1) \) symmetries, and they do not exhaust the Hilbert space of most of the quantum number sectors they belong to. The pattern of colors for the PF model is hence the analogue of the pattern of spins for the \( t - J_z \) model discussed in Sec. [11], although the color of the dots in the PF model cannot be deduced by a local operator, unlike the spins in the \( t - J_z \) models. The counting of the number and dimensions of the Krylov subspaces in the PF model for OBC is fairly complicated and can be extracted from Ref. [33], and we discuss the results in App. C.

Finally, we note that the procedure for mapping product states to a pattern of dots and non-crossing dimers also works for PBC, where we can start the pairing procedure from any site and going around the system until there are no neighboring dots of the same color. This reveals the fragmentation of the PBC PF model, and the Krylov subspaces are then labeled by the full pattern of dots anticlockwise along the chain, similar to the pattern of spins in the PBC \( t - J_z \) model. In the Krylov subspaces with \( L - 1 \) dots or lesser, all patterns of dots that map on to each other under translation are equivalent, since they can be connected using the rules of Eqs. (41) and (42). However, this is not the case for the completely frozen states, i.e., any state with \( L \) dots such that neighboring dots do not have the same color still form exponentially many distinct one-dimensional Krylov subspaces.

C. Commutant Algebra

The fact that the pattern of dots is conserved under \( H^{(m)}_{PF} \) in one dimension indicates the presence of additional conserved quantities of \( H^{(m)}_{PF} \) functionally independent of the \( U(1) \) conserved quantities \( \{ N^\alpha \} \) of Eq. (35). In the following, we restrict our discussion to OBC for simplicity. Indeed, similar to Eq. (33), in the \( t - J_z \), we can construct additional conserved quantities by observing that

\[
\begin{align*}
\left[ N^\sigma_i N^\tau_j, F^\alpha_{i,j} \right] = 0, \quad \sigma \neq \tau, \quad 1 \leq \alpha, \beta, \sigma, \tau \leq m.
\end{align*}
\]

Using Eqs. (35) and (33), we can construct quadratic IoMs for OBC similar to Eq. (24)

\[
N^{\alpha_1 \alpha_2} := \sum_{j_1 < j_2} (-1)^{j_1 + j_2} N^{\alpha_1}_{j_1} N^{\alpha_2}_{j_2}, \quad \alpha_1 \neq \alpha_2, \quad 1 \leq \alpha_1, \alpha_2 \leq m,
\]

where we have used a shorthand notation for the sum. Furthermore, similar to Eq. (25), we can construct families of IoMs of the form

\[
N^{\alpha_1 \alpha_2 \cdots \alpha_k} := \sum_{j_1 < j_2 < \cdots < j_k} (-1)^{\sum_{l=1}^k j_l} N^{\alpha_1}_{j_1} N^{\alpha_2}_{j_2} \cdots N^{\alpha_k}_{j_k},
\]

where \( 0 \leq k \leq L \), and the constraint \( \alpha_j \neq \alpha_{j+1} \) is a consequence of Eq. (43). For \( k = 0 \), this IoM is defined to be the \( 1 \) operator, and the \( k = 1 \) case reduces to the \( U(1) \) conserved quantities of Eq. (35). However, not all of the IoMs of Eq. (45) are linearly independent. As we show in App. D for even (resp. odd) system size \( L \), the IoMs of Eq. (45) with \( k \) odd (resp. even) can be expressed as a linear combination of the ones with \( k \) even (resp. odd). The total number of linearly independent conserved quantities (i.e. the dimension of the commutant algebra \( \dim(C_{PF}) \)) is then given by

\[
\dim(C_{PF}) = \begin{cases} 
1 + \sum_{p=1}^{L/2} m(m-1)^{2p-1} & \text{if } L \text{ even} \\
(L-1)/2 + \sum_{p=0}^{(L-1)/2} m(m-1)^{2p} & \text{if } L \text{ odd} \\
(m-1)^{L+1-1}/m^2 & \text{if } m \geq 3 \\
L + 1 & \text{if } m = 2.
\end{cases}
\]
This counting is also consistent with the fact that a system with even (resp. odd) size $L$ can only have $j$ even (resp. odd) number of dots, and that Krylov subspaces are uniquely determined by the pattern of dots. As evident from Eq. (40), $\dim(\mathcal{C}_{PF})$ grows exponentially with $L$ for $m \geq 3$. Hence, the PF model exhibits Hilbert space fragmentation for $m \geq 3$, according to the definition proposed in Sec. 3.4. Note that such conserved quantities can also be constructed for PBC, and their construction is very similar to the ones for the PBC $t - J_z$ model discussed in Sec. 3.5 hence we do not illustrate them here.

Finally, we note that analogues of the SLIOMs for the $t - J_z$ model can also be defined for the PF model. The $L$ left (resp. right) SLIOMs $\hat{q}_i$ in this case are simply the operators that measure the color of the $l$th dot from the left (resp. right) side of the chain. We expect that these operators along with the identity operator $\mathds{1}$ generate the full commutant algebra of the PF model, and possibly form the minimal set of generators of the commutant algebra. However, as we will show in Sec. VII the full commutant algebra is required to accurately capture aspects of the dynamics of the system (particularly, the Mazur bounds of autocorrelation functions), hence we believe that explicit expressions for the SLIOMs are unnecessary.

Although the fragmentation in the PF model closely resembles that in the $t - J_z$ model with “dots” playing the role of the “spins,” there are some differences in the dynamics of the spins and dots. At the crudest level, the basic dynamics in the PF model is “annihilation” of a pair of same-color “particles” (states) on nearest-neighbor sites and creation of a new pair of same-color particles, while “dots” are unpaired objects and can “move” only when right pairs form nearby; the space between dots is “alive” with pair-flips. On the other hand, in the $t - J_z$ model the spins move by themselves to nearby empty sites, and the space between spins is “dead.” On a more quantitative level, in both these models, given a sector with a fixed number of spins or dots, we can study the distribution of the positions of the dots. The spins in the $t - J_z$ model are typically distributed randomly in the bulk of the chain as can be explicitly shown [43]. In the PF model, since the number of dimer configurations in the region between two dots depends on the distance between the dots, we expect a different distribution for the position of the dots. This difference between dots and spins is also apparent in the nature of the Mazur bounds for the autocorrelation function of the on-site spin operator in the bulk of the system discussed in Sec. VII which are qualitatively different for the $t - J_z$ and PF model. Hence we also expect the SLIOMs of the $t - J_z$ and PF models to differ in their localization properties [44].

\[ N^G = \prod_{j \in G} N^\alpha_j, \]  

where $G$ denotes the lattice (or more generally, a graph) and $\alpha_j$ denotes the color of the dot on site $j$ of the lattice. The number of such frozen states for the $m$-state PF model is the number of $m$-colorings of $G$, which is given by the so-called Chromatic polynomial of $G$, $\chi(G, m)$. For $m = 2$, it is clear that the number of colorings of any graph $G$ is always 2 if $G$ is bipartite, and 0 if not. If $m \geq 3$ and $G$ is a grid graph (i.e., a square lattice with open boundary conditions), $\chi(G, m)$ is known to grow exponentially with the number of vertices in $m$. For example, if $m = 3$, the number of such colorings of the square lattice is equal to the partition function of square ice [45].

As discussed in Sec. IV B, in the higher dimensional $t - J_z$ model, the frozen states exhaust the Hilbert space of particular conventional quantum number sectors of the $U(1)$ symmetries. However, the scenario in the higher dimensional PF model is different. Indeed, the frozen states in the PF model typically do not exhaust the Hilbert space of any of the quantum number sectors of the conventional symmetries, and they coexist with other generic eigenstates belonging to conventional quantum number sectors of the $U(1)$ symmetries. Hence these frozen product states are anomalous low-entanglement eigenstates within generically thermalizing quantum number sectors, and should be considered as examples of quantum many-body scars.

### V. TEMPERLEY-LIEB MODELS

#### A. Definition and Symmetries

We now study an example of a system exhibiting quantum fragmentation, i.e., fragmentation not in the product state basis. We refer to these systems as Temperley-Lieb (TL) models, given by the family of Hamiltonians defined...

\[^2\text{A direct correspondence can be made as follows: A Krylov subspace specified by the state of } l \text{ dots } \alpha_1, \alpha_2, \ldots, \alpha_l \text{ is annihilated by all } \text{IoMs with } k \geq l \text{ except } N^{\alpha_1 \alpha_2 \cdots \alpha_l}, \text{ which is easily checked by acting on product state within the Krylov subspace with all dots on the left } l \text{ sites. (The possibly non-zero values of the IoMs with } k < l \text{ is not important for making the one-to-one correspondence.)}^\]
on a spin-$(m - 1)/2$ (i.e., $m$-level) chain with OBC as follows
\[
H_{TL}^{(m)} = \sum_{j=1}^{L-1} J_j \hat{c}_{j,j+1} := \sum_{j=1}^{L-1} J_j \left( \sum_{\alpha,\beta=1}^{m} \langle \alpha \alpha \rangle \langle \beta \beta \rangle \right)_{j,j+1}
\] (48)
where $J_j$'s are arbitrary constants. Note that defining (un-normalized) “singlets” between sites $j$ and $k$ as
\[
|\psi_{\text{sing}}\rangle_{j,k} := \sum_{\alpha=1}^{m} |\alpha\alpha\rangle_{j,k},
\] (49)
the terms $\hat{c}_{j,j+1}$ of the Hamiltonian $H_{TL}^{(m)}$ are simply the projectors onto the singlet state between sites $j$ and $j + 1$, i.e., $\hat{c}_{j,j+1} = (|\psi_{\text{sing}}\rangle \langle \psi_{\text{sing}}|)_{j,j+1}$. Hamiltonians in the family of TL models of Eq. (48) have been previously studied in detail in the literature in various contexts [63, 79–81]. While models similar to $H_{TL}^{(m)}$ can also be defined for PBC and higher dimensions, we will only restrict ourselves to the well studied one-dimensional case with OBC.

Note that the family of TL models of Eq. (48) are a part of the family of PF models of Eq. (34). Hence $H_{TL}^{(m)}$ possesses all of the conserved quantities of $H_{PF}^{(m)}$, which include the $U(1)$ conserved quantities of Eq. (1), which, in one dimension read
\[
N^{\alpha} := \sum_{j} (-1)^j N^{j}_{} \quad 1 \leq \alpha \leq m, \quad N^\alpha := \langle \alpha | \alpha \rangle_{j}. \quad (50)
\]
More generally, additional conserved quantities of $H_{TL}^{(m)}$ can be written as [63]
\[
M^{\beta}_{\alpha} := \sum_{j} (M_j)^{\beta}_{\alpha}, \quad (M_j)^{\beta}_{\alpha} := \left\{ \begin{array}{ll} -\langle \beta | \alpha \rangle_{j} & \text{if } j \text{ odd} \\ \langle \alpha | \beta \rangle_{j} & \text{if } j \text{ even} \end{array} \right.,
\] (51)
where $1 \leq \alpha, \beta \leq m$, and $(M_j)^{\alpha}_{\alpha} = (-1)^j N^{\alpha}_{}$. This directly follows from the local commutation relations
\[
[(M_j)^{\beta}_{\alpha} + (M_{j+1})^{\beta}_{\alpha}, \hat{c}_{j,j+1}] = 0, \quad 1 \leq j \leq L - 1. \quad (52)
\]
Further, note that there are $m^2 - 1$ independent $M^{\alpha}_{\beta}$'s (since $\sum_{\alpha} (M_j)^{\alpha}_{\alpha} = (-1)^j 1$), and it can also be verified that the $\{M^{\alpha}_{\beta}\}$ are the generators of an $SU(m)$ group [63]. Hence the TL models of $H_{TL}^{(m)}$ are $SU(m)$-symmetric.

Finally, note that when $m = 3$, the TL models $H_{TL}^{(3)}$ can be unitarily transformed into the family of $SU(3)$-symmetric spin-1 biquadratic models [79, 82–84], given by
\[
H_{\text{biqu}} = U H_{TL}^{(3)} U^\dagger = \sum_{j=1}^{L-1} J_j \left( (\vec{S}_j \cdot \vec{S}_{j+1})^2 - 1 \right), \quad U = \prod_{j \text{ odd}} e^{i \pi \vec{S}_j^z}, \quad (53)
\]
where $\vec{S}_j$ denotes the usual vector of spin-1 operators. Similarly, when $m = 2$, the TL models $H_{TL}^{(2)}$ can be unitarily transformed into the family of $SU(2)$-symmetric spin-1/2 Heisenberg models discussed in Sec. II B 3.

B. Fragmentation in One Dimension

The dynamically disconnected Krylov subspaces and the fragmentation in the TL models can be understood using a basis of dots and dimers [63, 81], which we describe below. A “dimer” between sites $j$ and $k$ is defined to be a singlet configuration $|\psi_{\text{sing}}\rangle_{j,k}$ defined in Eq. (10), and is denoted by a line joining the two sites. Since the singlet is a maximally entangled state between two spins, no two dimers can end at the same site as a consequence of the monogamy of entanglement. We construct basis states using a configuration of dimers on the chain, and other unpaired sites in the system (i.e., ones that do not have a dimer ending on them), which we refer to as “dots.” In particular, any basis state $|\psi\rangle$ with $N$ dimers factorizes as $|\psi\rangle = |\psi_{\text{dimer}}\rangle \otimes |\psi_{\text{dots}}\rangle$, where $|\psi_{\text{dimer}}\rangle := \prod_{j=1}^{N} |\psi_{\text{sing}}\rangle_{j-1,j} \otimes |\psi_{\text{sing}}\rangle_{j+1,j}$, where $\{j-1\}$ and $\{j+1\}$ represent the site indices of the left and right ends of the dimers, such that a dimer connects sites $j-1$ and $j$. We also restrict $|\psi_{\text{dimer}}\rangle$ to only have patterns of non-crossing dimers, since it can be shown that any other pattern of dimers can be expressed as a linear combination of configurations of non-crossing dimers [85]. Also, we require that no dimers go over any dots. For a given dimer pattern, we choose an orthogonal basis for the states on the dots $|\psi_{\text{dots}}\rangle$ such that they are annihilated by the singlet projector on any adjacent dots (excluding dimer regions). For example, we could choose a state on $n$ dots to be a product state $|\psi_{\text{dots}}\rangle = |\alpha \gamma \cdots \alpha_n\rangle$ such that $\alpha_j \neq \alpha_{j+1}$, but there are also non-product $|\psi_{\text{dots}}\rangle$'s.

Any state in this basis is hence composed of dots (denoted by ⫠) and regions of dimers (denoted by ⫡), pictorially similar to the basis we used in the PF model in Sec. IV B (e.g., see Eq. (38)). Such configurations of dots and non-crossing dimers are known to form a complete basis for the full Hilbert space, a fact that has also been used in different contexts [65, 87]. Note that configurations that have the same state $|\psi_{\text{dots}}\rangle$ on the dots but differ in the pattern of dimers need not be orthogonal to each other, since it is possible that $|\psi_{\text{dimer}}|_{\text{dots}} \neq 0$ for distinct dimer patterns. Nevertheless, by construction, configurations with a different number of dimers as well as ones with different states on the dots are orthogonal to each other, while all specified configurations are linearly independent. Since the dimer regions denoted by ⫡ always cover even number of consecutive sites, a system of size $L$ even (resp. odd) has Krylov subspaces with $j$ dots, $0 \leq j \leq L$ and $j$ even (resp. odd). In the following, we will show that the Krylov subspaces in the TL models are labeled by the state $|\psi_{\text{dots}}\rangle$ on the dots.

To study the Krylov subspaces, we first examine the action of the terms $\hat{c}_{j,j+1}$ of the Hamiltonian on the basis of dimers and dots discussed in the previous paragraph. By definition, on configurations of a dimer or dots on sites $j$ and $j + 1$, we obtain
\[
\hat{c}_{j,j+1} |j,j\rangle = m |j,j\rangle, \quad \hat{c}_{j,j+1} |j,j+1\rangle \otimes |\bullet \bullet \rangle = 0. \quad (54)
\]

Non-vanishing actions allowed by the terms $\hat{c}_{j,j+1}$ can be depicted as follows
\[
\hat{c}_{j,j+1} |i,j,j+1,k\rangle = \begin{array}{ccc} j \quad j+1 & k \end{array}, \quad \hat{c}_{j,j+1} |j,j+1,k\rangle \otimes |\bullet \bullet \rangle = \begin{array}{ccc} j \quad j+1 & k \end{array}, \quad (55)
\]
where the subscripts label the sites. Note that the sites $i$ and $k$ need not be the neighbors of the sites $j$ or $j + 1$. Note also that in the last equation, the original state at site $j$—which can be any state—is moved to site $k$. It is easy to see
that as a consequence of Eqs. (54) and (55), any configuration of dots and non-crossing dimers maps onto another such configuration with the same number of non-crossing dimers, while retaining the state on the dots. Hence, all the basis states with the same state \(|\psi_{\text{dots}}\rangle\) on the dots can be connected to each other, and such \(|\psi_{\text{dots}}\rangle\) states label the Krylov subspaces. Further, all the states with \(L\) dots are all frozen eigenstates (i.e., one-dimensional Krylov subspaces) of the TL Hamiltonians, since all the terms of the Hamiltonian act on Krylov subspaces. Further, all the states with \(l\) connected to each other, and such \(|\psi_{\text{dots}}\rangle\) states label the Krylov subspaces.

Note that unlike the conserved quantities of the TL Hamiltonians, since all the terms of the Hamiltonian act on Krylov subspaces. Further, all the states with \(L\) dots are all frozen eigenstates (i.e., one-dimensional Krylov subspaces) of the TL Hamiltonians, since all the terms of the Hamiltonian act on Krylov subspaces. Further, all the states with \(l\) connected to each other, and such \(|\psi_{\text{dots}}\rangle\) states label the Krylov subspaces.

\[
M_{\alpha_1,\ldots,\alpha_l}^{\beta_1,\ldots,\beta_k} = \sum_{j_1 < \cdots < j_k} (M_{j_1})_{\alpha_1}^{\beta_1} \cdots (M_{j_k})_{\alpha_l}^{\beta_k}, \quad \alpha_l \neq \beta_{l+1}, \quad \beta_l \neq \alpha_{l+1},
\]

which are defined to equal the identity operator \(I\) when \(k = 0\), and are the \(SU(m)\) generators of Eq. (51) when \(k = 1\). Again, these are not diagonal unless \(\beta_l = \alpha_l\) for all \(1 \leq l \leq k\), in which case they reduce to the IoMs of the PF model in Eq. (44). This is a consequence of the fact that the TL models are at least as fragmented as the PF models. Furthermore, the IoMs of Eq. (60) do not all commute with each other, hence the commutant \(\mathcal{C}_{\text{TL}}\) is non-Abelian. Moreover, these IoMs of Eq. (60) still do not exhaust the commutant \(\mathcal{C}_{\text{TL}}\). As we discuss in App. E, additional conserved quantities can be constructed in the cases when \(\beta_l = \alpha_{l+1}\) or \(\alpha_l = \beta_{l+1}\) in Eq. (60). Finally, we note that although we know the commutant algebra explicitly, unlike the \(t-J_z\) and PF models, we do not know of a way to determine a minimal set of generators analogous to the SLIOs.

The TL models are some of the few models where the structure of the bond algebra and its representations have been studied extensively. Given the structure of the bond algebra \(A_{\text{TL}} = TL_L(q)\) and its commutant \(\mathcal{C}_{\text{TL}}\), the Hilbert space can be decomposed into representations of \(A_{\text{TL}} \times \mathcal{C}_{\text{TL}}\) according to Eq. (6). The Krylov subspaces of the TL models are simply the irreducible representations of \(TL_L(q)\), and the dimensions \(\{D_\lambda\}\) of the irreducible representations of the bond and commutant algebras for even \(L\) are given by

\[
D_\lambda = \binom{L}{L/2 + \lambda} - \binom{L}{L/2 + \lambda + 1}, \quad d_\lambda = [2\lambda + 1]_q, \quad \lambda \in \mathbb{Z}, \quad \lambda \leq L/2 - 1.
\]

where \(\lambda\) is an integer \(0 \leq \lambda \leq L/2\), and \([\cdot]_q\) denote \(q\)-deformed integers, defined as

\[
[q]_q := (q^\lambda - q^{-\lambda})/(q - q^{-1}).
\]

In the description of the Krylov subspaces in terms of dimers and dots, for even \(L\) in Eq. (61), \(2\lambda\) gives the number of dots and \(d_\lambda\) gives the corresponding number of distinct \(|\psi_{\text{dots}}\rangle\). The degeneracy among the corresponding distinct Krylov subspaces is manifest since the described action of the TL generators is identical in terms of dimers for any \(|\psi_{\text{dots}}\rangle\). Using Eqs. (56) and (61), the dimension of the commutant \(\mathcal{C}_{\text{TL}}\) can be shown to scale as

\[
\dim(\mathcal{C}_{\text{TL}}) \sim \frac{q^{2L}}{(1 - q^{-2})(1 - q^{-4})}, \quad \text{for large } L,
\]

which clearly grows exponentially with \(L\) for \(q > 1\). This indicates the presence of Hilbert space fragmentation in the TL models for \(m \geq 3\), including in the spin-1 biquadratic model.

D. Dynamics within Krylov subspaces

Hilbert space fragmentation in the TL models leads to several special novel features in the spectrum that are absent in models with classical fragmentation, particularly due to the presence of a non-Abelian commutant. As discussed in Sec. III A, the dimensions \(\{d_\lambda\}\) of the irreducible representations of the commutant correspond to the degeneracies
among the Krylov subspaces with dimension \( \{D_\lambda\} \). In all the cases with classical fragmentation, \( d_\lambda = 1 \) since the commutant is Abelian. However, according to Eq. (3), we know that \( d_\lambda > 1 \) for \( \lambda \neq 0 \), and this leads to large degeneracies in the spectra of the TL models. For example, the ground state degeneracy in the OBC ferromagnetic spin-1 biquadratic model (i.e., with \( J_j > 0 \) in Eq. (53)) is known to grow as \( F_{2L+2} \), the \((2L+2)\)th Fibonacci number, which is simply equal to \( D_\lambda = L/2 \) the degeneracy among the Krylov subspaces with \( \lambda = L/2 \) [63]. In Fig. 2 we plot the energy spectrum and the degeneracies of the energy levels in the spin-1 biquadratic model with disorder. As evident there, large degeneracies also extend to typical excited states in the middle of the spectrum, which is a direct consequence of the fragmentation with a non-Abelian commutant. Hence, we expect the TL models to exhibit highly non-generic dynamics for arbitrary values of \( \{J_j\} \) in spite of being non-integrable.

However, as we now discuss, the dynamics within Krylov subspaces is expected to be thermal. The TL Hamiltonian \( H^{(m)}_{TL} \) of Eq. (48), when restricted to a particular Krylov subspace, is known to map onto a particular quantum number sector of the spin-1/2 \( q \)-deformed XXZ (XXZ-q) model with quantum group symmetry \( SU(2)_q \), where \( q \) is given by Eq. (57). The dynamics within Krylov subspaces of the TL Hamiltonian can thus be described by the Hamiltonian [63] [81]

\[
H_{\text{XXZ-q}} = -2 \sum_{j=1}^{L-1} J_j \left( S^z_j S^z_{j+1} + S^y_j S^y_{j+1} \right) + \frac{q + q^{-1}}{2} \left( S^z_j S^z_{j+1} - \frac{1}{4} \right) + \frac{q - q^{-1}}{4} \left( S^z_j - S^z_{j+1} \right),
\]

where \( S^z_j, S^y_j, \) and \( S^x_j \) denote the usual spin-1/2 operators on site \( j \). It can be directly verified that the bond algebra generated by the terms of the Hamiltonian \( H_{\text{XXZ-q}} \) is the Temperley-Lieb algebra \( T L_L(q) \), i.e., if the term acting on sites \( j \) and \( j+1 \) in Eq. (63) is referred to as \( e_j \), they satisfy the conditions of Eq. (56). Moreover, the picture of dots and dimers discussed in Sec. VI B continues to hold, along with the relations of Eqs. (64) and (65), where the dimers are \( q \)-deformed singlets defined as

\[
|\psi_{\text{sing}}^{(q)}\rangle_{j,k} := q^{-\frac{1}{2}} |\uparrow\downarrow\rangle_{j,k} - q^{\frac{1}{2}} |\downarrow\uparrow\rangle_{j,k},
\]

instead of the singlets \( |\psi_{\text{sing}}\rangle \) of Eq. (49). In the XXZ-q model, it is easy to see that for \( 2 \lambda \) dots there are precisely \( 2 \lambda + 1 \) distinct \( |\psi_{\text{dots}}\rangle \), which gives the number of degenerate Krylov subspaces in this case, but these are now understood as corresponding to spin-\( \lambda \) multipllets of the \( SU(2)_q \) symmetry. The dynamics within Krylov subspaces of the TL models is hence equivalent to the XXZ-q models in corresponding symmetry sectors, with \( q \) given by Eq. (57). Note that for \( q = 1 \), the XXZ-q model of Eq. (63) reduces to the Heisenberg model of Eq. (14) (up to overall constants).

The XXZ-q models of Eq. (63) are expected to be non-integrable for generic values of \( J_j \). Reference [88] probed the energy level statistics for the disordered Heisenberg model (i.e., the \( q = 1 \) case of XXZ-q), and found that it exhibits Wigner-Dyson statistics within quantum number sectors of the \( SU(2) \) symmetry that correspond to finite energy density, although it is only apparent at very large system sizes. This suggests that the disordered Heisenberg model thermalizes at large enough system sizes even though it might not appear so for small system sizes. We numerically observe the same qualitative behavior in the level statistics of the XXZ-q models for \( q > 1 \) for small system sizes we are able to probe, hence we expect that they too thermalize at large enough system sizes. This suggests that the TL models also thermalize within exponentially large Krylov subspaces, providing further support for the validity of Krylov-restricted thermalization [88], the property that sufficiently large non-integrable Krylov subspaces in fragmented models thermalize [49].

VI. DIPOLE-CONSERVING MODELS

A. Definition and Symmetries

We now turn to models that conserve dipole moment or center-of-mass, which were studied in the context of quantum dynamics in Refs. [26, 28, 38, 39, 44, 89]. In particular, we focus on the one-dimensional spin-1 dipole-moment conserving models introduced in Ref. [27], and hence study the family of Hamiltonians

\[
H_{\text{dip}} = \sum_j J_j \left[ S^z_{j-1}(S^x_j)^2 S^-_{j+1} + h.c. \right] + \sum_j (h_j S^z_j + g_j (S^x_j)^2),
\]

where we have added the last two terms to remove any discrete symmetries, and to ensure for simplicity that all the operators in the commutant are diagonal in the product state basis (see App. A). The transitions implemented by the terms
The operators in the commutant can then be directly understood from the structure of the states in the Krylov subspaces. The structure of the Krylov subspaces was worked out in Ref. [1,4], which constructed SLIOMs for the dipole-conserving models $H_{\text{dip}}$ of Eq. (65) that uniquely label the Krylov subspaces. They first identified that patterns of “domain-walls,” systematically determined for any product state, were conserved under the actions of Eq. (66). In addition to the pattern of domain walls, the dipole moments between the domain-walls were also independently conserved. However, this dipole moment conservation makes it hard to associate Krylov subspaces to invariant “patterns,” similar to the pattern of spins in the $t - J_{z}$ model, the pattern of dots in the PF model, or the state on the dots in the TL model, and one might wonder if such a pattern exists. Nevertheless, in App. [F] we show that such patterns indeed exist, when the model is described in a language of appropriately defined “dots” and “links.” This makes the Krylov subspaces much more apparent, and allows us to use the transitions of Eq. (66) in the language of dots and links (see Eq. (F2)) to bring all the states in a Krylov subspace to a unique canonical form that characterizes the Krylov subspace. We further show that each canonical configuration can be uniquely mapped onto a tiling pattern of a chain of length $L$ using three objects $\bullet$, $\circ$, $\longrightarrow$ (see Eq. (19)), which enables us to compute the exact number of Krylov subspaces as a function of system size (i.e., the number of canonical configurations). In particular, for OBC on a system size $L$, we find that (see Eq. (F6))

$$\dim(\mathcal{C}_{\text{dip}}) = 2P_{L+1} - 1 \sim (\sqrt{2} + 1)^{L}$$

for large $L$, where $P_{L+1}$ is the $(L + 1)^{th}$ Pell number. The exponential growth of the dimension signifies the presence of Hilbert space fragmentation.

Although the explicit expressions for the operators in the commutant are rather obscure, with the above picture in hand, in Sec. VII C we will be able to calculate contribution from a large class of such projectors to a Mazur bound for spin autocorrelations, showing analytically that blockades lead to effective spin localization even at infinite temperature. Although we have not shown this explicitly, it is likely that the SLIOMs constructed in Ref. [14] along with the 1 operator form a set of generators for the full commutant algebra, similar to the SLIOMs in the $t - J_{z}$ model discussed in Sec. III D. Indeed, if each Krylov subspace is described by a distinct set of eigenvalues of SLIOMs, we can use the SLIOMs to construct a product of projectors onto a space with the appropriate eigenvalue for each SLIOM, which is related to the projector onto that Krylov subspace.

On a different note, we also believe that the commutant $\mathcal{C}_{\text{dip}}$ can be straightforwardly generalized to the family of spin-1/2 dipole-conserving “pair-hopping models” [38, 39], since as shown in Ref. [38], the Krylov subspaces there closely resemble the ones in the spin-1 model of Eq. (65).

VII. MAZUR BOUNDS

A. Definition

The effect of conserved quantities on the dynamics of isolated quantum systems can be quantified using Mazur
bounds [90, 91] on the long-time average of dynamical autocorrelation functions under time-evolution. Given a system with Hamiltonian $H$ and conserved quantities $\{I_n\}$, the autocorrelation function of an observable $A$ can be bounded as

$$C_A := \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau dt \langle A(t)A(0) \rangle$$

$$\geq \sum_{\alpha, \beta} (A|I_n)(K^{-1})_{\alpha \beta}(I_\beta|A) := M_A,$$  \hspace{1cm} (69)

where we have defined

$$A(t) = e^{iHt}Ae^{-iHt}, \quad (A|B) := \frac{1}{D} \text{Tr} (A^\dagger B),$$

$$K_{\alpha \beta} := (I_\alpha|I_\beta),$$  \hspace{1cm} (70)

where $D$ is the Hilbert space dimension, $(\cdot)$ denotes the infinite-temperature expectation value, and $K^{-1}$ is the inverse of the correlation matrix $K$. We have also introduced a braket notation in operator space, i.e., $(A|B)$ denotes the overlap between two operators $A$ and $B$ as defined in Eq. (70), and we will be using these two notations interchangeably throughout this section. Note that the correlation matrix can be diagonalized by working with an orthogonal basis of conserved quantities, i.e., appropriate linear combinations of $\{I_n\}$, which we refer to as $\{Q_\alpha\}$, that satisfy $(Q_\alpha|Q_\beta) \sim \delta_{\alpha \beta}$. The Mazur bound of Eq. (69) can then be expressed in terms of $\{Q_\alpha\}$ as follows

$$C_A \geq \sum_\alpha \frac{(A|Q_\alpha)(Q_\alpha|A)}{(Q_\alpha|Q_\alpha)} = M_A.$$  \hspace{1cm} (71)

Denoting eigenstates of $H$ with energies $\{E_n\}$ as $\{|e_n\rangle\}$, a trivial example of the Mazur bound can be obtained directly by choosing $\{Q_\alpha\}$ in the RHS of Eq. (71) to be the set of eigenstate projectors $\{|e_n\rangle \langle e_n|\}$

$$M_A = \frac{1}{D} \sum_\alpha |\langle e_n|A|e_n\rangle|^2.$$  \hspace{1cm} (72)

Meanwhile, the LHS of Eq. (71), which can be expressed as an expectation value in the diagonal ensemble:

$$C_A = \lim_{\tau \to \infty} \frac{1}{D\tau} \int_0^\tau dt \ e^{(E_n-E_\beta)t}|\langle e_n|A|e_\beta\rangle|^2$$

$$= \frac{1}{D} \sum_\alpha |\langle e_n|A|e_n\rangle|^2 + \frac{1}{D} \sum_{\alpha \neq \beta, E_n=E_\beta} |\langle e_n|A|e_\beta\rangle|^2 \geq M_A.$$  \hspace{1cm} (73)

However, if the spectrum of the Hamiltonian $\{E_n\}$ is non-degenerate, the inequality saturates, and this is known as the Suzuki equality [91, 92]. Note that Eq. (71) can also be extended to finite temperature autocorrelation functions but in this work we only focus on the infinite-temperature case.

In typical applications of the Mazur bound, for example in the study of integrable systems, the only conserved quantities that are considered in Eq. (71) are local or quasi-local conserved quantities [93, 97]. However, when considering the dynamics of some Hamiltonian in the family of Eq. (2), given that the commutant algebra contains many different linearly independent conserved quantities, as well as exponentially many of them in fragmented systems, it is not a priori clear which of these contribute the most to the Mazur bound. Hence we study the Mazur bound by considering the full commutant algebra in Eq. (71), this also helps quantify the relative importance of the various conserved quantities in the commutant via their contribution to the bounds for observables of interest. In the following, we focus on autocorrelation functions of local (on-site or nearest-neighboring terms) observables $A$. Without loss of generality, we choose observables to be traceless $(\langle A \rangle = 0 = \text{Tr}(A))$, although it is sometimes more convenient to subtract out the contribution of the traceful part $(\langle A^2 \rangle)$ later, which is equivalent to studying the Mazur bound for the “connected” autocorrelation function. Further, we choose $\{I_n\}$ to be any linear basis for the commutant algebra $\mathcal{C}$, and $\{Q_\alpha\}$ to be an orthogonal basis for $\mathcal{C}$.

### B. Conventional Symmetries

We start with the Mazur bound in the case of conventional symmetries discussed in Sec. 11B. The answer is straightforward for systems without any symmetry, the only conserved quantity in the commutant is $I_1$, and the bound of Eq. (71) reduces to $M_A = (\text{Tr}(A)/D)^2 = 0$. Hence the autocorrelation function in such systems at late times typically decays to zero.

We then consider systems with $U(1)$ symmetry, such as the spin-1/2 XXZ model of Eq. (12), and focus on the Mazur bound for the autocorrelation function of the operator $S^z_j$, the spin operator on site $j$. As discussed in Sec. 11B.2 the commutant algebra $\mathcal{C}$ is spanned by the operators $\{I_1, S^z_1, \ldots, (S^z_1)^L\}$. This is not an orthogonal basis for $\mathcal{C}$, since $(S^z_1)^m((S^z_1)^n) = \text{Tr}((S^z_1)^{m+n}) \neq 0$ for all $m$ and $n$. Using the expression $S^z_\text{tot} = \sum_{j=1}^L S^z_j$, an orthogonal basis $\{Q^z_0, \ldots, Q^z_L\}$ for $\mathcal{C}$ reads

$$Q^z_n = \sum_{j_1 \neq j_2 \neq \ldots \neq j_n = 1} S^z_{j_1} S^z_{j_2} \cdots S^z_{j_n}, \quad 0 \leq n \leq L,$$  \hspace{1cm} (74)

where $Q^z_0 = I$ and $Q^z_L = S^z_\text{tot}$. Applying the Mazur bound of Eq. (71) for the observable $A = S^z_j$, we obtain

$$C_{S^z_j} \geq M_{S^z_j} = \sum_{n=0}^L \frac{(S^z_j|Q^z_n)^2}{(Q^z_n|Q^z_n)} = \frac{(S^z_j|Q^z_1)^2}{(Q^z_1|Q^z_1)} = \frac{1}{4L},$$  \hspace{1cm} (75)

where we have used $(S^z_j|Q^z_n)^2 = \delta_{n,1}/4$, and $(Q^z_1|Q^z_1) = L/4$. As evident from Eq. (75), the only conserved quantity in the commutant that contributes is $Q^z_1 = S^z_\text{tot}$, hence it is sufficient to only use the local conserved quantity for the Mazur bound. However, this is not sufficient for multi-site observables such as $A = S^z_j S^z_{j+1}$, for which the Mazur bound of Eq. (71) reads

$$M_{S^z_j S^z_{j+1}} = \sum_{n=0}^L \frac{(S^z_j S^z_{j+1}|Q^z_n)^2}{(Q^z_n|Q^z_n)} = \frac{(S^z_j S^z_{j+1}|Q^z_2)^2}{(Q^z_2|Q^z_2)} = \frac{1}{8L(L-1)},$$  \hspace{1cm} (76)

where we have used $(S^z_j S^z_{j+1}|Q^z_n) = \delta_{n,2}/8$, and $(Q^z_2|Q^z_2) = L(L-1)/8$. Generically, all operators in the commutant need to be considered in order to obtain a tight Mazur bound, although local operators can be sufficient for certain observables of interest.
A similar analysis can be extended to the $SU(2)$-symmetric systems discussed in Sec. III B 3 such as the spin-1/2 Heisenberg model of Eq. (14). Following the discussion there, it is clear that an (overcomplete) orthogonal basis for the commutant is constructed from operators that have the form

$$Q_{\alpha_1 \cdots \alpha_n}^a = \sum_{j_1, \ldots, j_n} S_{j_1}^{a_1} \cdots S_{j_n}^{a_n}, \quad 0 \leq n \leq L, \quad \alpha_l \in \{x, y, z\},$$

where distinct basis elements are characterized by the number of $x$’s, $y$’s, and $z$’s among $\alpha_l$’s. To obtain tight Mazur bounds for observables $S_j^x$ and $S_j^x S_{j+1}^y$, it is sufficient to identify the operators in the commutant that have a non-vanishing overlaps with them, and the basis of Eq. (77) makes it clear that the only such operators are $Q_1^a = S_{\text{tot}}^a$ and $Q_2^a$ of Eq. (74) respectively. This leads to the same Mazur bounds as the $U(1)$ case in Eqs. (75) and (76). The larger commutant in the $SU(2)$ case implies that similar bounds also hold for arbitrary spin components $S_j^a$ (hence arbitrary on-site traceless observables) and arbitrary products $S_j^{a_1} S_{j+1}^{a_2}$, including with different spin components. For example, using the operators $Q_2^{a \beta}$ with $a \neq \beta$ in Eq. (77), we obtain $M_{S_j^x S_{j+1}^y} = 1/(16L(L-1))$ if $a \neq \beta$.

Note that these Mazur bounds are valid as bounds valid for arbitrary XXZ and Heisenberg models of Eqs. (12) and (14) respectively. The translation invariant XXZ and Heisenberg models are integrable, and consist of additional quasilocal conserved quantities $\mathcal{K}_3$ [94] not part of the commutant algebra, resulting in larger Mazur bounds.

C. Fragmented Systems

We now discuss various aspects of Mazur bounds in systems exhibiting Hilbert space fragmentation.

1. $t - J_z$ model

We first illustrate the Mazur bound for the one-dimensional $t - J_z$ model discussed in Sec. III B 3. Only considering the $U(1)$ conserved quantity $Z_{\text{tot}} := N^\uparrow - N^\downarrow$, where $N^\uparrow$ and $N^\downarrow$ are defined in Eq. (19), the Mazur bound for the on-site spin operator defined as $Z_j := N_j^\uparrow - N_j^\downarrow$ reads

$$M_{Z_j}^{(U(1))} := \frac{(Z_j | Z_{\text{tot}})^2}{(Z_{\text{tot}} | Z_{\text{tot}})} = \frac{2}{3 L},$$

where we have used $(Z_j | Z_{\text{tot}}) = 2/3$, and $(Z_{\text{tot}} | Z_{\text{tot}}) = 2L/3$.

For Mazur bounds of products of spin operators such as $Z_j Z_{j+1}$, the contribution of $Z_{\text{tot}}$ vanishes since $(Z_j Z_{j+1} | Z_{\text{tot}}) = 0$. However, the rest of the $U(1)$ commutant (i.e., the algebra generated by operators $N^\uparrow$ and $N^\downarrow$) has a non-vanishing contribution to the Mazur bound, which can be computed by working with a partial set of orthogonal conserved quantities

$$Q_n^Z := \sum_{j_{1} \neq j_{2} \cdots \neq j_{n}} Z_{j_{1}} Z_{j_{2}} \cdots Z_{j_{n}}, \quad 0 \leq n \leq L,$$

where $Q_0^Z = 1$ and $Q_1^Z = Z_{\text{tot}}$. The Mazur bound for the operator $Z_j Z_{j+1}$ then reads

$$M_{Z_j Z_{j+1}}^{(U(1))} = \frac{(Z_j Z_{j+1} | Q_n^Z)^2}{(Q_n^Z | Q_n^Z)} = \frac{8}{9L(L-1)} \sim \frac{1}{L^2}$$

where we have used $(Z_j Z_{j+1} | Q_n^Z) = 8/9$ and $(Q_n^Z | Q_n^Z) = 8L(L-1)/9$.

Reference [14] numerically observed that Eq. (78) is not a tight bound for the late-time spin autocorrelation function in the OBC $t - J_z$ model, which was attributed to the presence of additional non-local conserved quantities, particularly $L$ (left) SLIOs $\{q_{L}^a\}$. They further numerically studied the Mazur bounds after including the SLIO contribution, and showed that it led to a tighter bound closer to the true behavior of the spin autocorrelation function. However, as discussed in Sec. III D, the SLIOs are not the only conserved quantities of the $t - J_z$ model, and there could be additional contributions to the Mazur bounds from other operators such as products of SLIOs, more generally from all operators in the commutant $C_{\text{obs}}$. Indeed, as we discuss in the following, the left or right SLIOs by themselves do not provide tight Mazur bounds for all of the spin operators $Z_j$, and we obtain a better bound by considering the full commutant algebra $C_{\text{obs}}$.

The Mazur bound of Eq. (69) using the full commutant $C_{\text{obs}}$ can be computed by choosing $\{I_n\}$ to be the non-orthogonal IoMs $\{N^{\sigma_1 \cdots \sigma_k}\}$ (Eq. (25)) or $\{N^{[\sigma_1 \cdots \sigma_k]}\}$ (Eq. (27)) for OBC or PBC respectively. However, it is convenient to work in terms of orthogonal IoMs $\{Q_n\}$ for the $t - J_z$ model studied in App. B (see Eqs. (13) and (14) for OBC and PBC respectively), and use the Mazur bound of Eq. (71). Hence we explore the different contributions to the...
Mazur bound $M^{(t)}_{Z_j}$, $M^{(r)}_{Z_j}$, and $M^{(obc)}_{Z_j}$, defined as
\[
M^{(t)}_{Z_j} := \sum_{l=1}^{L} \frac{(Z_j q_l^{(t)})^2}{(q_l q_l^{(t)})}, \quad M^{(r)}_{Z_j} := \sum_{l=1}^{L} \frac{(Z_j q_l^{(r)})^2}{(q_l q_l^{(r)})}, \quad M^{(obc)}_{Z_j} := \sum_{\alpha=1}^{2L} \frac{(Z_j Q_{\alpha})^2}{(Q_{\alpha} Q_{\alpha})},
\]
which are the Mazur bounds for the autocorrelation functions of local spin operators $\{Z_j\}$ obtained by considering the left SLIOMs $\{q_l^{(t)}\}$, the right SLIOMs $\{q_l^{(r)}\}$, and the full commutant $C_{obc}$ respectively.

Exact expressions for the bounds $M^{(t)}_{Z_j}$ and $M^{(r)}_{Z_j}$ can be obtained by working in an orthogonal basis for the commutant algebra discussed in App. G1 and they read (see Eq. (81))
\[
M^{(t)}_{Z_j} = \frac{L}{2} \sum_{l=1}^{L} \frac{(Z_j q_l^{(t)})^2}{(q_l q_l^{(t)})}, \quad M^{(r)}_{Z_j} = \sum_{l=1}^{L} \frac{(Z_j q_l^{(r)})^2}{(q_l q_l^{(r)})} = M^{(t)}_{Z_{L+1-j}},
\]
Note that the bound $M^{(t)}_{Z_j}$ corresponding to the left SLIOMs is precisely equal to the bound derived in Eq. (8) of Ref. [41].

As pointed out there, the expression for the bound $M^{(t)}_{\alpha}$ corresponding to the autocorrelation function of the edge spin operator $Z_1$ simplifies,
\[
M^{(t)}_{\alpha} = 1 - \frac{2}{3\sqrt{2}}\sum_{\alpha=1}^{3-\alpha} = \frac{4}{9(1-3^{-L})},
\]
which shows that the autocorrelation function for the edge spin equilibrates to a constant value. However, while we physically expect true Mazur bounds to be invariant under a reflection of the chain ($j \leftrightarrow L-j+1$), neither of $M^{(t)}_{Z_j}$ or $M^{(r)}_{Z_j}$ are, which suggests that these are not tight Mazur bounds. In Fig. 3, we plot the Mazur bounds $M^{(t)}_{Z_j}$ and $M^{(r)}_{Z_j}$ as a function of $j$ for a fixed system size $L$. It clearly shows that the bounds obtained using the left and right SLIOMs are different although they are conserved quantities for the same family of models.

We then compute the Mazur bound $M^{(obc)}_{Z_j}$ using all the conserved quantities in the full commutant algebra $C_{obc}$. As shown in App. G2 the exact expression reads (see Eq. (82))
\[
M^{(obc)}_{Z_j} = \sum_{\alpha=0}^{j-1} \frac{(Z_j Q_{\alpha})^2}{(Q_{\alpha} Q_{\alpha})} = \frac{2}{3L} + \frac{1}{L} \left(1 - \frac{1}{L}\right) \frac{2^j}{3^j},
\]
This bound has several advantages compared to the bounds $M^{(t)}_{Z_j}$ and $M^{(r)}_{Z_j}$ obtained using only the SLIOMs. First, the expression is invariant under a reflection of the chain (i.e., $M^{(obc)}_{Z_j} = M^{(obc)}_{Z_{L+1-j}}$) consistent with physical expectations. Second, the expression also allows for a saddle point approximation for large $L$ in the bulk of the chain, and the continuum approximation of $M^{(obc)}_{Z_j}$ reads
\[
M^{(obc)}_x(x) = \frac{1}{3} \sqrt{\frac{2}{\pi L^2(1-x)}} \sim \frac{1}{\sqrt{L}} \text{ for large } L,
\]
where $x := j/L$, and $0 < x < 1$. Eq. (85) proves the numerical observations in Ref. [44] that the spin autocorrelation functions decay as $1/\sqrt{L}$ in the bulk of the chain. In Fig. 3, we plot the three Mazur bounds of Eq. (81) as a function of $j$.

As evident there, the left and right SLIOMs only accurately capture the Mazur bound close to the left and right edges of the chain respectively, whereas using the full commutant yields a better bound everywhere else in the chain.

The Mazur bound for the spin operators $Z_j$ computed using the full commutant $C_{obc}$ of the OBC $t-J_z$ model can be generalized to the PBC $t-J_z$ model with the commutant $C_{pbc}$. As shown in App. G3, an exact expression for the corresponding Mazur bound reads (see Eq. (86))
\[
M^{(pbc)}_{Z_j} := \sum_{\alpha} \frac{(Z_j Q_{\alpha})^2}{(Q_{\alpha} Q_{\alpha})} = \frac{2}{3L} + \left(1 - \frac{1}{L}\right) \frac{2^j}{3^j},
\]
where $\{Q_{\alpha}\}$ is an orthogonal basis for the commutant $C_{pbc}$. Unlike the OBC case, the knowledge of the commutant algebra in the PBC does not drastically enhance the Mazur bound $M^{(pbc)}_{Z_j}$ of Eq. (86), since the second term in Eq. (86) decays exponentially with system size. However, considering the Mazur bound for the operator $Z_j Z_{j+1}$, we find a different scenario. In App. G3, we compute the Mazur bound $M^{(pbc)}_{Z_j Z_{j+1}}$ for this operator using the full commutant algebra $C_{pbc}$, and we obtain (see Eq. (87))
\[
M^{(pbc)}_{Z_j Z_{j+1}} = \frac{8}{27(L-1)} - \frac{4}{27L(L-1)} + O(e^{-L}) \sim \frac{1}{L}.
\]

Hence $M^{(pbc)}_{Z_j Z_{j+1}}$ is clearly larger than $M^{(pbc)}_{Z_j}$ of Eq. (86), the bound obtained by only considering the part of the commutant generated by the $U(1)$ conserved quantities. Hence fragmentation in the PBC $t-J_z$ model leads to a larger saturation of the autocorrelation of appropriate operators, in spite of the absence of SLIOMs [44].

2. Spin-1 dipole-conserving model

We now apply Mazur bounds to the autocorrelation function of the on-site spin operator (which we denote here by $Z_j$) in the spin-1 dipole-conserving model of Eq. (65). As discussed in Sec. VII A, the dipole-conserving model exhibits classical fragmentation, an orthogonal basis for the commutant algebra $C_{dip}$ is simply the projectors onto Krylov subspaces $\Pi_{K_{\alpha}}$. We can express $\Pi_{K_{\alpha}} = \sum_{\beta} |\psi_{\alpha \beta}\rangle \langle \psi_{\alpha \beta}|$, where $|\psi_{\alpha \beta}\rangle$'s are the product states that span $K_{\alpha}$. The detailed structure of states in the Krylov subspaces is discussed in App. F. Using Eq. (71), the Mazur bound for the autocorrelation function of $Z_j$ using the conserved quantities $\{\Pi_{K_{\alpha}}\}$
reads
\[ M_{Z_j}^{(\text{dip})} = \frac{1}{3L} \sum_{\alpha} \left[ \frac{\text{Tr}(Z_j \Pi_{K_{\alpha}})}{\text{Tr}(\Pi_{K_{\alpha}}^2)} \right]^2 = \frac{1}{3L} \sum_{\alpha} (Z_j^{(K_{\alpha})})^2 = \frac{1}{3L} \sum_{\alpha} D_{K_{\alpha}} \],

where \( Z_j^{(K_{\alpha})} \) is the sum of the spin value on site \( j \) in all the product states in the Krylov subspace \( K_{\alpha} \).

As discussed in Sec. VII B models conserving dipole moment have certain special subspaces that contain “blockades” that dynamically disconnect different parts of the system. The contribution of a large class of such blockaded subspaces to the Mazur bound of the local spin operator \( Z_j \) can be exactly evaluated, as we discuss below. This also reveals their crucial role in “localization” of local \( Z_j \) operator (i.e., the saturation of the autocorrelation function to a finite value) numerically observed in Refs. [20][28], and analytically argued for in Ref. [44]. Restricting ourselves to the Krylov subspaces \( \{K_{\alpha, j}\} \) where site \( j \) is part of a frozen region and the non-fluctuating spin \( Z_j = \pm 1 \) (since the contribution of such subspaces with \( Z_j = 0 \) vanishes), we obtain \( Z_j^{(K_{\alpha, j})} = \pm D_{K_{\alpha, j}} \), hence the full Mazur bound of Eq. (88) can be lower bounded by the blockaded subspace contribution as

\[ M_{Z_j}^{(\text{dip})} \geq M_{Z_j}^{(\text{block})} = \frac{1}{3L} \sum_{\alpha} (Z_j^{(K_{\alpha, j})})^2 = \frac{1}{3L} \sum_{\alpha} D_{K_{\alpha, j}}. \]

Hence it is sufficient to simply compute the total dimension of such blockaded Krylov subspaces. We also note that the RHS of Eq. (89) is simply the probability that the site \( j \) is frozen.

Equipped with the detailed understanding of the Krylov subspaces in \( H_{\text{dip}} \), we are able to compute the total dimension of such subspaces in App. [11]. To do so, we exploit the decoupling of all the states in the blockaded Krylov subspaces into \( \{\psi\} = \{L^{(\alpha)} \otimes B^{(b)} \otimes R^{(\gamma)}\} \), hence we are able to easily count the dimension of all subspaces with a given blockade configuration \( \{B^{(b)}\} \). We then sum over contributions from inequivalent choices of the blockade configurations that avoid overcounting, and in the thermodynamic limit we obtain (see Eq. [115])

\[ M_{Z_j}^{(\text{block})} = \frac{2}{15} \approx 0.1333. \]

We have also verified that this is precisely the probability that the site \( j \) is frozen in the thermodynamic limit, which can also be computed using a slightly different approach.

While this partial bound is consistent with results presented in Ref. [27], it does not fully capture the Mazur bound numerically computed there, which is \( \sim 0.24 \). We believe this is due to significant contributions from the subspaces where \( j \) is a part of a small “active region” sandwiched between two blockades, and such Krylov subspaces are not included in Eq. (90). In particular, we have in mind subspaces that comprise of states such as

\[ \cdots \begin{array}{c} + \\end{array} + \begin{array}{c} 0 \\end{array} + \begin{array}{c} 0 \\end{array} + \cdots, \quad \cdots \begin{array}{c} + \\end{array} + \begin{array}{c} + \\end{array} + \begin{array}{c} + \\end{array} \cdots, \]

\[ \begin{array}{c} j \end{array}, \quad \begin{array}{c} j \end{array}, \quad \begin{array}{c} j \end{array}. \]

Note that we were only able to analytically compute the Mazur bounds in the \( t - J_z \) model and the spin-1 dipole-conserving model since we were able to explicitly construct a manageable orthogonal basis (a subset in the latter case) for the operators in the commutant algebra. In the PF and TL models, although we have explicit expressions for all the operators in the commutant, they are not orthogonal to each other and nor are we able to analytically compute their correlation matrix in Eq. (70).

In the PF model, the projectors onto the Krylov subspaces would be a choice of an orthogonal basis of the commutant, but we have not been able to use them to obtain analytical results for the Mazur bounds. Nevertheless, these projectors are rather simple to construct numerically in the PF model, where the fragmentation happens in the product state basis.
We can then use these projectors to numerically compute the exact Mazur bound $M_{Z_j}^{(PF)}$ for the on-site spin operator $Z_j$ using an expression similar to Eq. (88). Note that this is equivalent to computing the Mazur bounds of Eq. (69) using the IoMs of Eq. (45), although constructing and inverting the correlation matrix is computationally more expensive.

In Fig. 4 we plot this bound $M_{Z_j}^{(PF)}$ in the OBC PF model with $m = 3$ as a function of $j$ for various system sizes $L$, where we can view this as a spin-1 system with standard definition $Z_j \equiv |+\rangle \langle +| - |−\rangle \langle −|$. Similar to the bound in the $t-J_2$ model shown in Fig. 3, we find that the fragmentation in the PF model leads to a spatial dependence of the bound $M_{Z_j}^{(PF)}$, with higher bounds closer to the edges of the chain. As shown in the inset of Fig. 4, the Mazur bound for the edge spin at large system sizes appears to approach a non-zero value of $\sim 0.2$, suggesting localization at the edges similar to the $t-J_2$ model, although to a smaller numerical value. The Mazur bound in the bulk of the chain appears to be rather accurately $\sim 1/L$ at large system sizes, somewhat larger than the total contribution of the two $U(1)$ symmetries of the $m = 3$ PF model, which can be shown to be $2/(3L)$ (similar to Eq. (78)). This is qualitatively different from the bulk Mazur bounds in the OBC $t - J_2$ model, where the nature of the scaling with system size is enhanced to $\sim 1/\sqrt{L}$, see Eq. (85). These results are consistent with the expectation that the dynamics of “dots” in the PF model is significantly different from the spins in the $t - J_2$ model, as discussed in Sec. IV.C, however, we do not have a good physical understanding of the observed qualitative behavior and leave this as an open question. (The difference in the dynamics is likely less important for the edge spin operator, since in the PF model inside a Krylov subspace only the very first dot—whose state does not vary—can “visit” the edge site $j = 1$, just like only the very first spin can visit the edge site in the $t - J_2$ model, which appears to be sufficient to develop non-zero autocorrelation.)

4. TL models

The Mazur bound of $M_{Z_j}^{(PF)}$ is also a lower bound for the Mazur bound $M_{Z_j}^{(TL)}$ of the on-site spin operator in the TL models of Eq. (88), since all the IoMs of the PF model are also IoMs of the TL models, as discussed in Sec. IV.C. Hence, we expect edge localization of the spin operator in the TL models as well. However, a more precise calculation or numerics is more challenging since the Krylov subspaces are specified in terms of a non-orthogonal dimer basis, and computing projectors onto the Krylov subspaces involves an explicit computation of overlap matrix between the dimer basis states and its inverse. Furthermore, since the commutant $C_{TL}$ is non-Abelian, the projectors onto the Krylov subspaces do not span the full commutant, rather they only span its maximal Abelian subalgebra. That is, given two degenerate Krylov subspaces $\mathcal{K}_\alpha$ and $\mathcal{K}_{\alpha'}$ (here labeled by different wavefunctions on the “dots”), we can choose orthogonal bases $\{\psi_{\alpha}\}$ and $\{\psi_{\alpha'}\}$ for them such that the operators $\hat{c}_{j+1}$ have identical matrix forms in these bases. Hence, operators such as $\Pi_{\mathcal{K}_\alpha \mathcal{K}_{\alpha'}} := \sum_{\beta} |\psi_{\alpha}\rangle \langle \psi_{\alpha'}| \hat{\psi}_{\alpha \beta}$ for degenerate Krylov subspaces $\mathcal{K}_\alpha$ and $\mathcal{K}_{\alpha'}$ are also part of the commutant, in addition to projectors onto the Krylov subspaces, which read $\Pi_{\mathcal{K}_\alpha} := \sum_{\beta} |\psi_{\alpha\beta}\rangle \langle \psi_{\alpha\beta}|$. This suggests that the expression for the Mazur bound for operators such as $Z_j$ also involves computing matrix elements such as $\langle \psi_{\alpha\beta} | Z_j | \psi_{\alpha'\gamma}\rangle$ between basis states of different Krylov subspaces, which further complicates the computation. We have hence not been able to perform analytical Mazur bound calculations for spin operators in the TL model, and this leaves open the question of whether the bounds shown in Fig. 4 are further enhanced in the TL models that lead to qualitatively different behavior, and we defer this study for future work.

Nevertheless, we are able to analytically obtain such an exact Mazur bound for the autocorrelation function of the edge energy operator $\hat{\epsilon}_{j+1}$. We achieve this by utilizing the fact that the energy terms act within Krylov subspaces and have simple expressions in the “dots and dimers” representation, cf. Eqs. (54) and (55). Specifically, we focus on local energy operators $\hat{\epsilon}_{j+1}$ and note that it is sufficient to consider the projectors $\{\Pi_{\mathcal{K}_\alpha\mathcal{K}_{\alpha'}}\}$ in the computation of the Mazur bound since $\text{Tr}(\hat{c}_{j+1} \Pi_{\mathcal{K}_\alpha \mathcal{K}_{\alpha'}}) = 0$ for two degenerate Krylov subspaces $\mathcal{K}_\alpha$ and $\mathcal{K}_{\alpha'}$, where $\Pi_{\mathcal{K}_\alpha}$ and $\Pi_{\mathcal{K}_{\alpha'}}$ are defined in the previous paragraph. Hence, we arrive at an analog of Eq. (88)

$$M_{\hat{\epsilon}_{j+1}}^{(TL)} = \frac{1}{m^2} \sum_{\alpha} \left[ \text{Tr}(\hat{c}_{j+1} \Pi_{\mathcal{K}_\alpha})^2 \right] / \text{Tr}(\Pi_{\mathcal{K}_\alpha}) = \frac{m^2}{m^2} \sum_{\alpha} \left( \text{Tr}(\Pi_{\mathcal{K}_\alpha}) \right)^2 D_{\mathcal{K}_\alpha} \text{Tr}(\Pi_{\mathcal{K}_\alpha})$$

where $\alpha$ runs over distinct Krylov subspaces labeled by the number of dots and distinct $|\psi_{\alpha}\rangle$'s, cf. Sec. IV.B $D_{\mathcal{K}_\alpha}$ is the dimension of the Krylov subspace $\mathcal{K}_\alpha$, and $N^{\text{dimer}}_{\mathcal{K}_\alpha}(j+1)$ is the number of configurations in $\mathcal{K}_\alpha$ where the sites $j$ and $j+1$ are connected by a dimer. In Eq. (92), we have in mind a Krylov subspace $\mathcal{K}_\alpha$ that is spanned by a number of distinct pictures of dots and dimers, and we can associate a basis vector with each such picture. While this basis is not orthogonal, we can still use it to evaluate the trace, which simplifies here since $\hat{c}_{j+1}$ acting on any such picture produces a single other such picture, according to Eqs. (54) and (55). However, the output and input pictures coincide only if the sites $j, j+1$ are connected by a dimer, and the amplitude is $m$ in each such case, cf. Eq. (54). Each such case gives a nonzero diagonal matrix element that enters $\text{Tr}(\hat{c}_{j+1} \Pi_{\mathcal{K}_\alpha})$, which can then be evaluated to $m$ times $N^{\text{dimer}}_{\mathcal{K}_\alpha}(j+1)$, the number of pictures where the sites $j, j+1$ form a dimer. Furthermore, since $\hat{c}_{j+1}$ is not traceless, i.e., has non-zero expectation value at infinite temperature, we are only interested in its connected autocorrelation function, and the corresponding “connected” Mazur bound is given by

$$M_{\hat{\epsilon}_{j+1}}^{\text{conn}} := M_{\hat{\epsilon}_{j+1}}^{(TL)} - (\langle \hat{\epsilon}_{j+1} \rangle_{T = \infty})^2 = M_{\hat{\epsilon}_{j+1}}^{(TL)} - \frac{1}{m^2} \quad (93)$$

While we do not know how to count $N^{\text{dimer}}_{\mathcal{K}_\alpha}(j+1)$ in Eq. (92) for general $j$, as we show in App. I, the counting simplifies at the edge for $j = 1$. This allows us to obtain the

\footnote{Note that the above simple diagonal matrix elements in the matrix representation of $\hat{c}_{j+1}$ in this basis are not equal to expectation values in the basis states since the basis is not orthogonal.}
For $m > 2$, the Mazur bound $M_{f}^{\text{conn}}$ decays as $\sim 1/L$, a slower decay than $\sim t_{\text{pert}}$, the Hilbert space fragmentation (this follows from arguments similar to two-site operators in the case of $SU(2)$ discussed in Sec. VII B since the bond energy is a two-site operator). Hence, the autocorrelation function of the edge energy operator provides a clear dynamical signature of the Hilbert space fragmentation in the TL models.

Note that for $m = 2$, Eq. (93) simplifies to $3/[2L(L-1)] \sim L^{-2}$, since the $m = 2$ TL chain only has a global $SU(2)$ symmetry and does not exhibit fragmentation [this formula agrees with the result for $M_{f}^{\text{conn}}$ for $SU(2)$-symmetric spin-1/2 case discussed in Sec. VII B see Eq. (73), since $U_{j,j+1}^\dagger U = 1/2 - J_{z}^{j} \cdot J_{z}^{j+1}$ where $U$ is a sublattice rotation similar to Eq. (53)].

Finally, we note that despite the enhancement of the Mazur bound for the edge energy operator in the TL ($m > 2$) models, it does not exhibit “localization,” in contrast to the edge spin operator. On the other hand, in the $t - J_{z}$ model, we expect the edge energy operators to be also “localized,” while we have not shown this explicitly in Sec. VII C, this can be checked for various Hamiltonian terms in Eq. (17) taken near the edge. We think that this physics of the difference between the TL and $t - J_{z}$ model is that there is a symmetry distinction between local energy and local spin operators in the former, while there is no such distinction in the latter, e.g., the local field term in the $t - J_{z}$ Hamiltonian in Eq. (17) is proportional to the spin operator $J_{z}$. While the symmetry distinction in the TL model is clear already from the $SU(m)$ symmetry, it would be interesting to better understand the interplay with the fragmentation phenomenon, and if there may be other more subtle distinctions among various observables.

5. Contribution of frozen eigenstates

Note that in all of the Mazur bounds discussed in fragmented systems, the contribution of the frozen eigenstates is exponentially small in the system size, and this can be shown on general grounds. Indeed, denoting the normalized frozen states by $\{ |\psi_{f}\rangle \}$, the projectors onto them $\{ \langle \psi_{f} | \langle \psi_{f} | \}$ are mutually orthogonal elements of the commutant algebra. For any Hermitian operator $\hat{O}$, their Mazur bound contribution is given by

$$M_{\hat{O}}^{\text{(frozen)}} = \frac{1}{D} \sum_{f} \langle \psi_{f} | \hat{O} | \psi_{f} \rangle^{2} \leq \frac{N_{f} |\hat{O}|^{2}}{D},$$

(95)

where $N_{f}$ is the number of frozen states, $|\hat{O}|$ is the operator norm of $\hat{O}$, and $D$ is the Hilbert space dimension. Restricting to fragmented systems and strictly local operators, we have $D \sim d^{L}$, $N_{f} \sim \phi^{L}$ with some $\phi < d$, and $|\hat{O}| \sim O(1)$, hence $M_{\hat{O}}^{\text{(frozen)}} \sim (\phi/d)^{L}$, which is exponentially small. This argument holds irrespective of spatial dimension or the particular system, hence we do not expect frozen eigenstates to play any significant role in the enhancement of the Mazur bounds.

VIII. SUMMARY AND OUTLOOK

In this work, we studied dynamical properties of families of Hamiltonians using their commutant algebra, the algebra of all operators (IoMs) that commute with the entire family of Hamiltonians. Focusing on Hamiltonians of the form of Eq. (2), the commutant algebra is the centralizer of the bond algebra generated by the local terms of the Hamiltonian, i.e., the algebra of operators that commute with each term of the Hamiltonian. The bond and commutant algebra language can be used to clearly define IoMs of a family of Hamiltonians, since there is no clear definition of IoMs for a single Hamiltonian in a finite-dimensional Hilbert space (any Hamiltonian has exponentially many conserved quantities – the eigenstate projectors). In Sec. II, we illustrated this for Hamiltonians with conventional symmetries such as $U(1)$ or $SU(2)$. Further, we showed that the number of dynamically disconnected Krylov subspaces of a family of Hamiltonians scales in the same way with system size as the dimension of the commutant [i.e., distinguising exponential vs polynomial scaling, see precise Eq. (16)], hence allowing us to naturally classify systems into various categories based on the character of this scaling. As we summarize in Tab. I, this dimension is either constant or scales polynomially with system size in systems exhibiting conventional discrete or continuous global symmetries. On the other hand, in systems exhibiting Hilbert space fragmentation, this dimension scales exponentially with system size, and this provides a precise definition of Hilbert space fragmentation, something that has been absent in the literature so far. Hence systems with Hilbert space fragmentation can be thought to lie somewhere between systems with conventional symmetries and completely solvable systems. Furthermore, the fragmentation is a property of the bond algebra, and the same Krylov subspaces exist for any Hamiltonian or Floquet circuit built using the operators in this algebra.

We illustrate this definition by constructing the complete basis for the commutant algebra in several models exhibiting fragmentation – the $t - J_{z}$, Pair-Flip (PF), Temperley-Lieb (TL), and spin-1 dipole-conserving models in Secs. III, V, and VII respectively, and we show that the dimension of the commutant scales exponentially with system size. The commutant algebra formalism also clearly distinguishes between two types of fragmentation, depending on whether the fragmentation occurs in the product state basis or in an entangled basis, which we refer to as “classical” and “quantum” fragmentation respectively. In the former case, all operators in the commutant are diagonal in the product state basis, and this type of fragmentation can also occur in constrained classical systems with the same set of transition rules [24], where the phenomenon is an example of “reducibility” [29]. Three of the examples we discuss exhibit classical fragmentation, the $t - J_{z}$, PF, and dipole-conserving models, while the TL models (which includes the well-known spin-1 biquadratic model) exhibit quantum fragmentation.

Using this language, we also clarify the distinction between the full commutant and the minimal set of operators required to uniquely label its Krylov subspaces, which helps us un-
understand the relation to SLIOMs in certain fragmented systems \[44\]. Specifically, the Krylov subspaces of any system can be uniquely labeled by the eigenvalues under the minimal set of generators of the maximal Abelian subalgebra of the commutant. In systems with conventional symmetries, this minimal set consists of a few simple conserved quantities [such as $S_{tot}^z$ for the $U(1)$ symmetry or $S_{tot}^2$, $S_{tot}^+$, $S_{tot}^-$ for the $SU(2)$ symmetry], hence the language of commutant algebra is not necessary. In certain systems exhibiting fragmentation, non-local operators referred to as SLIOMs \[44\] form one such minimal generating set, although there are multiple such choices of non-local operators. However, in all the models we study, the full commutant algebra is easier to construct than the SLIOMs, and the expressions or the existence of the latter is not evident in many systems, e.g., the PF and TL models.

Finally, in Sec. \[7\] we studied the contribution of the full commutant algebra to the Mazur bounds for the autocorrelation function of local operators, both in the case of conventional symmetries as well as fragmented systems. In the case of conventional symmetries, it is typically sufficient to consider the contribution of the minimal set of local conserved quantities that generate the full commutant, although there can be additional (perhaps subleading) contributions from the non-local operators in the commutant algebra. In all the fragmented systems we discuss, we found significant enhancement of the Mazur bounds due to the contribution of the exponentially many operators in the commutant. Focusing on the Mazur bounds for the on-site spin operator in various systems: (i) In the $t - J_z$ model, we obtain exact results everywhere in the system, analytically recovering the numerical results of Ref. \[14\]. (ii) In the spin-1 dipole-conserving system with OBC, we analytically show the spin localization in the bulk of the system. (iii) In the PF and TL models, we numerically illustrate the behavior of the Mazur bound enhancement everywhere in the chain, finding localization near the edge but qualitatively weaker enhancement in the bulk compared to the $t - J_z$ model (the TL model results are only lower-bounded by the PF ones and are not definitive for the bulk behavior). In addition, in the $t - J_z$ model with PBC, we show the enhancement of the Mazur bound for two-site operators, going beyond results in Ref. \[14\]. Also, in the TL model, we analytically show the enhancement of the Mazur bound for the edge energy operator. We believe that our exact results on the commutant of these systems will also be useful in understanding other dynamical phenomena in fragmented systems, such as the fracton Casimir effect in dipole-conserving models \[85\].

The presented Mazur bound calculations also highlight two aspects of fragmentation. First, we show that the SLIOMs do not accurately capture the full Mazur bound in fragmented systems (explicitly demonstrated in the OBC $t - J_z$ model), and our results suggest that their existence is not necessary for the enhancement of Mazur bounds (e.g., for the PBC $t - J_z$ model). This points to the need of going beyond constructing the minimal set of generators such as the SLIOMs in fragmented systems. Second, while the commutant often contains exponentially many IoMs that are simply the projectors onto frozen eigenstates that are product states, their contribution to the Mazur bound is exponentially small, hence the frozen eigenstates play a minimal role in the enhanced Mazur bounds. This shows that such inert/frozen eigenstates, which are the focus of a lot of the literature on fragmentation, might not be the most important aspect of fragmentation. On the other hand, as shown in the spin-1 dipole-conserving model, blockades that dynamically disconnect parts of the system are crucial for operator localization.

Looking forward, it would be interesting to find new examples of classical and quantum fragmentation that fit into this language, and apply and verify that this formalism applies to the several other examples of Hilbert space fragmentation in the literature \[40,42,43,50\]. An efficient and systematic procedure of determining the commutant corresponding to a family of systems, possibly along the lines of existing works on conserved quantity detection \[99,101\], would be useful in looking for fragmentation, and might also help in finding the associated non-obvious IoMs. These examples can also be used to better understand the finer classification of dynamical phenomena within each of the coarse classes defined by the dimension of the commutant in Tab. \[1\].

For example, even within systems with fragmentation, there could be further distinctions in the properties of the Krylov subspaces. Some of these properties such as weak vs strong fragmentation can be understood in terms of the full spectrum of the numbers \{$D_\lambda$\} and \{$d_\lambda$\} in Eq. \[8\] (as opposed to the dimension of the commutant which only involves \{$d_\lambda$\}). On the other hand, there are properties such as Mazur bound saturation or operator localization that require a detailed knowledge of the operators in the commutant. In addition, there are systems that exhibit similar features as fragmentation but with polynomially many Krylov subspaces, as shown in a recent work \[50\] on the Motzkin spin chain. Although such systems would not be fragmented in our definition, it is important to precisely understand how they differ from systems with conventional continuous global symmetries.

While we have focused on families of Hamiltonians of the form of Eq. \[2\], where the bond algebra is generated from strictly local terms, a minimal generalization consists of adding a few operators that are the sums of strictly local operators (e.g., a uniform magnetic field) to the generators of the bond algebra. As we will discuss in an upcoming work \[102\], studying such generalized algebras yields insights into many examples of quantum many-body scars. It would also be interesting to study more general families of Hamiltonians with additional symmetries (e.g., translation, lattice symmetries), or symmetries in other types of systems such as open quantum systems \[103,106\] or quantum maps \[107,109\], and explore whether such systems can be fruitfully understood in this language of commutant algebras.

Further, throughout this work we have restricted ourselves to finite Hilbert space dimensions, where the bond and commutant algebras are essentially algebras of matrices of the form of Eq. \[7\]. It is important to make this formalism more rigorous in the thermodynamic limit, where many subtle issues such as the topology of operator space arise. One way of working with the conserved quantities directly in the thermodynamic limit is to consider the contribution of the minimal set of local conserved quantities that generate the full commutant algebra. As we will discuss in an upcoming work \[102\], studying such generalized algebras yields insights into many examples of quantum many-body scars. It would also be interesting to study more general families of Hamiltonians with additional symmetries (e.g., translation, lattice symmetries), or symmetries in other types of systems such as open quantum systems \[103,106\] or quantum maps \[107,109\], and explore whether such systems can be fruitfully understood in this language of commutant algebras.

Further, throughout this work we have restricted ourselves to finite Hilbert space dimensions, where the bond and commutant algebras are essentially algebras of matrices of the form of Eq. \[7\]. It is important to make this formalism more rigorous in the thermodynamic limit, where many subtle issues such as the topology of operator space arise. One way of working with the conserved quantities directly in the thermodynamic limit is to consider the contribution of the minimal set of local conserved quantities that generate the full commutant algebra. As we will discuss in an upcoming work \[102\], studying such generalized algebras yields insights into many examples of quantum many-body scars. It would also be interesting to study more general families of Hamiltonians with additional symmetries (e.g., translation, lattice symmetries), or symmetries in other types of systems such as open quantum systems \[103,106\] or quantum maps \[107,109\], and explore whether such systems can be fruitfully understood in this language of commutant algebras.

---

5 The Krylov subspaces in the Motzkin chain work Ref. \[50\] can be labeled by two conserved numbers, $N_1 - N_2$ and $N_1 + N_2 - 2N_1$, where ‘(' stands for the ‘u’ state and ')’ for the ‘d’ state in their notation, while $N_1$ counts the number of syntactically matched pairs of parentheses in the product state basis. The former can be thought of as a conventional $U(1)$ symmetry, while the latter is a non-local $U(1)$ symmetry.
modynamic limit might utilize their simple Matrix Product Operator representations shown in App. [4]

Finally, while the commutant algebra language demystifies many aspects of symmetries and fragmentation, it also warrants a closer examination of a number of fundamental questions. While the scaling of the dimension of the commutant with system size in Table [1] can be defined to be the distinction between conventional discrete/continuous global symmetries and fragmentation, one still needs to verify if all symmetries considered “conventional” (e.g., Lie group symmetries) obey this property. Conventional symmetries are typically unitary operators with an on-site action, which leads to conserved quantities that are local operators. If this is the case, do all families of systems with only a finite number of on-site symmetries have a commutant with dimension that scales polynomially with system size? Addressing such questions is also important to provide a precise definition of ergodicity and its breaking in quantum many-body systems. Ergodicity in a quantum Hamiltonian is usually tested by studying the properties of the spectrum within quantum number sectors after resolving the symmetries of the system, where typically only the well-known conventional symmetries are considered [4]. However, the commutant algebra language treats the conventional conserved quantities and the non-local conserved quantities on equal footing, and it is not a priori clear which symmetries should be resolved [3] [110] before testing for ergodicity. In spite of the fact that fragmented systems usually have large Krylov subspaces that thermalize, they are considered to be examples of ergodicity breaking due to the many Krylov subspaces of small dimension that remain after resolving only the conventional symmetries (and also the very existence of the Krylov subspaces not labeled by the conventional symmetries is usually referred to as ETH-breaking, e.g., being responsible for unconventional thermalization dynamics from simple initial states). On the other hand, conventional symmetries themselves also possess some number of subspaces of small dimension [e.g., the ferromagnetic multiplet in SU(2) symmetric systems], which are not considered to be ergodicity breaking. This discrepancy in terminology opens up the question of how to precisely define ergodicity breaking, and whether local on-site conserved quantities are fundamentally the only ones that need to be “resolved.” We defer detailed explorations of these fundamental questions for future work.
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Appendix A: A Sufficient Condition for Classical Fragmentation

In this appendix, we prove a sufficient condition for classical fragmentation, i.e., for all the operators in the commutant algebra to be diagonal in the product state basis. For a spin system with an $m$-state local Hilbert space (i.e., spin-$(m-1)/2$), we label the states on site $j$ as $|\alpha_j\rangle$ for $1 \leq \alpha \leq m$, and we define on-site operators $N^\alpha_j := (|\alpha\rangle\langle\alpha|)_j$. The sufficient condition is as follows. If the operators $\{N^\alpha_j\}$ for all $\alpha$ and $j$ are all part of the bond algebra $\mathcal{A}$, then any operator $\tilde{O}$ that is part of the commutant $\mathcal{C}$ is diagonal in the product state basis, i.e., it can be expressed as a polynomial in terms of the operators $\{N^\alpha_j\}$. To show this, we first perform a Schmidt decomposition of the operator $\tilde{O}$ about a bipartition of the full Hilbert space as $\mathcal{H} = \mathcal{H}_j \otimes \mathcal{H}_{\text{rest}}$, where $\mathcal{H}_j$ and $\mathcal{H}_{\text{rest}}$ are the Hilbert spaces on site $j$ and the rest of the system respectively. The decomposition reads $\tilde{O} = \sum_{\beta} \lambda_\beta \tilde{O}^\beta_j \otimes \tilde{O}^\beta_{\text{rest}}$, where $\{\tilde{O}^\beta_j\}$ and $\{\tilde{O}^\beta_{\text{rest}}\}$ are sets of orthogonal operators that have supports on site $j$ and the rest of the system respectively, and $\lambda_\beta \geq 0$ are the Schmidt values. Since $\tilde{O}$ is a part of the commutant, we have $[\tilde{O}, N^\alpha_j] = 0$ for all $\alpha, j$, hence also $\sum_{\beta} \lambda_\beta [\tilde{O}^\beta_j, N^\alpha_j] \otimes \tilde{O}^\beta_{\text{rest}} = 0$. However, since the operators $\{\tilde{O}^\beta_{\text{rest}}\}$ are linearly-independent (since they are orthogonal), we necessarily have $[\tilde{O}^\beta_j, N^\alpha_j] = 0$ for all $\alpha$ and $\beta$, which is only possible if $\tilde{O}^\beta_j$ is a polynomial function of $N^\alpha_j$ (here simply any diagonal matrix in the employed basis). Since the argument applies to all sites $j$, we obtain that $\tilde{O}$ should be a polynomial function of $\{N^\alpha_j\}$, and hence is diagonal in the product state basis. Since the identity operator $\mathds{1}$ is always a part of the bond algebra, for a spin-1 system to exhibit classical fragmentation, it suffices if the operators $\{S^i_j\}$ and $\{(S^i_j)^2\}$ are part of the bond algebra.

Appendix B: $t-J_z$ Commutant Algebra

In this appendix, we discuss properties of the commutant algebra corresponding to the family of $t-J_z$ models of Eq. (17).

1. Orthogonal Basis

We first set up an orthogonal basis for the commutant algebra $\mathcal{C}_{\text{abc}}$ of the $t-J_z$ model discussed in Sec. III. To begin, we define operators $\hat{P}_j$, $\hat{Z}_j$, $\hat{O}_j$ on site $j$, and a string operator $\hat{S}_{i,j}$ between sites $i$ and $j$ as follows

$$\hat{P}_j := N^+_j + N^-_j, \quad \hat{Z}_j := N^+_j - N^-_j, \quad \hat{O}_j := \mathds{1} - \hat{P}_j, \quad \hat{S}_{i,j} := \prod_{k=i}^{j} \hat{O}_k, \quad 1 \leq i \leq j \leq L,$$

$$\hat{I}_{i,j} := \prod_{k=i}^{j} (\hat{P}_k + \hat{O}_k) = \mathds{1}, \quad 1 \leq i \leq j \leq L$$  \hspace{1cm} (B1)

where $N^+_j$ and $N^-_j$ are defined in Eq. (20), and $\mathds{1}$ denotes the identity operator. Note that although $\hat{I}_{i,j}$ is simply the identity operator $\mathds{1}$ for any $i$ and $j$, we will use it to denote “insertions” of the identity in terms of operators $\{\hat{P}_j\}$ and $\{\hat{O}_j\}$. These operators satisfy the following properties:

$$\hat{Z}^2_j = \hat{P}_j, \quad \hat{P}^2_j = \hat{P}_j, \quad \hat{O}^2_j = \hat{O}_j, \quad \hat{P}_j \hat{Z}_j = \hat{Z}_j \hat{P}_j, \quad \hat{O}_j \hat{P}_j = \hat{P}_j \hat{O}_j = 0 = \hat{Z}_j \hat{O}_j = \hat{O}_j \hat{Z}_j,$$

$$\text{Tr}(\hat{P}_j) = 2, \quad \text{Tr}(\hat{Z}_j) = 0, \quad \text{Tr}(\hat{O}_j) = 1.$$  \hspace{1cm} (B2)
In order to express the IoMs of Eq. (25) in terms of operators \{\hat{P}_j, \hat{Z}_j, \hat{O}_j\}, we need to introduce additional shorthand notation. We define “words” of length \(l\) as follows

\[
A^{(1)} \cdots A^{(l)} := \sum_{j_1< \cdots < j_l} \tilde{S}_{1,j_{l-1}} \left( \prod_{k=1}^{l} A_{j_k}^{(k)} \tilde{S}_{j_k+1,j_{k+1}-1} \right) A_{j_l}^{(l)} \tilde{S}_{j_l+1,L}, \quad A^{(j)} \in \{P, Z\},
\]

where \(0 \leq l \leq L\), and we have used the same shorthand notation for the sum as in Eq. (27), and the only word of length 0 is defined to be \(\tilde{S}_{1,L}\), which we will denote by \(P^0\). To avoid ambiguities, we hereby denote the usual operator product operation when acting on the set of words by \(*\). Using the definition of Eq. (B3) and the properties of Eq. (B2), it is easy to verify that the product of two words is given by

\[
(A^{(1)} \cdots A^{(l)}) \ast (B^{(1)} \cdots B^{(k)}) = \begin{cases} \left( (A^{(1)} \ast B^{(1)}) \cdots (A^{(k)} \ast B^{(k)}) \right) & \text{if } k = l, \\ 0 & \text{if } k \neq l \end{cases},
\]

where, as a consequence of Eq. (B2), we have defined the product for individual “letters” as

\[
P \ast Z := Z \ast P := Z, \quad Z \ast Z := P, \quad P \ast P := P.
\]

The set of words of length \(l\) is hence closed under products, and the set of words of length \(l\) is an Abelian algebra \(C^{(l)}\) of dimension \(\dim(C^{(l)}) = 2^l\). In what follows, whenever one sees a sequence of \(P\)’s and \(Z\)’s without hats and without any \(\ast\)’s, it denotes a word, i.e., operator of the form in Eq. (B3). We will also frequently write, say, \(P^j\) as a shorthand for a sequence of \(j\) letters \(P\) (which may be part of a larger sequence).

Each word is an equal-weight superposition of specific operator strings where each string has the form \(\prod_j (\hat{P}_j \text{ or } \hat{Z}_j \text{ or } \hat{O}_j)\) and the number and pattern of \(\hat{P}\)’s and \(\hat{Z}\)’s—read from left to right and omitting any intervening \(\hat{O}\)’s—is fixed by the word. The properties Eq. (B2) make the on-site operators \(\hat{P}_j, \hat{Z}_j,\) and \(\hat{O}_j\) orthogonal in the Hilbert-Schmidt inner product, so distinct string operators of the above form are orthogonal, and hence distinct words are orthogonal—a e is the reason for working in terms of these on-site operators. Furthermore, the equal-weight superposition structure in the definition of the words as well as specific expressions for \(\hat{P}_j, \hat{Z}_j,\) and \(\hat{O}_j\) in terms of \(N_j, N_j^k,\) and \(I\) allow one to show that each word of length \(l\) can be written as a linear superposition of the IoMs \(N^{\sigma_1 \cdots \sigma_k}\) with \(0 \leq k \leq L\) defined in Eq. (25).

Similarly, we can also express the operators \(\{N^{\sigma_1 \cdots \sigma_k}\}\) of Eq. (25) in terms of words defined in Eq. (B3). Starting with \(k = 1\), we obtain

\[
N^{\sigma_1} = \sum_{i = 1}^{l} \left( \prod_{j=1}^{l} (\hat{P}_j + \sigma_1 \hat{O}_j) \right) \left( \prod_{j=i+1}^{l} (\hat{P}_j + \sigma_1 \hat{O}_j) \right) = \frac{1}{2} \sum_{j,k} P^j P^k + \frac{\sigma_1}{2} \sum_{j,k} P^j Z P^k,
\]

where \(P^j P^k\) and \(P^j Z P^k\) are words of length \(j + k + 1\) and the sums run over all values \(j, k \geq 0\) and \(j + k \leq L - 1\), and we have abused notation and defined \(\sigma_j = \uparrow / \downarrow = +1 / -1\). Note that \(P^j P^k\) here is simply a word with all \(j + k + 1\) letters being \(P\), and the first sum can be rewritten in terms of distinct such words, \(\sum_{j,k} P^j P^k = \sum_{a=1}^{L} a P^a\), but exhibiting such rewriting is not necessary for our purposes here and below. Similarly, we can express \(N^{\sigma_1 \sigma_2}\) as

\[
N^{\sigma_1 \sigma_2} = \sum_{i_k<i_{k-1}} \left( \frac{\hat{P}_{i_1} + \sigma_1 \hat{O}_{i_1}}{2} \right) \left( \frac{\hat{P}_{i_2} + \sigma_2 \hat{Z}_{i_2}}{2} \right) \left( \frac{\hat{P}_{i_3} + \sigma_1 \hat{Z}_{i_3}}{2} \right) \left( \frac{\hat{P}_{i_4} + \sigma_2 \hat{O}_{i_4}}{2} \right) \left( \frac{\hat{P}_{i_5} + \sigma_1 \hat{O}_{i_5}}{2} \right),
\]

where the sums run over all values of \(j, k, l\) such that \(j, k, l \geq 0\) and \(j + k + l \leq L - 2\). Similarly, we can also express \(N^{\sigma_1 \cdots \sigma_k}\) as

\[
N^{\sigma_1 \cdots \sigma_k} = \sum_{i_k<i_{k-1}} \left( \prod_{i_1}^{k} \left( \frac{\hat{P}_{i_1} + \sigma_{\hat{O}_{i_1}}}{2} \right) \left( \frac{\hat{P}_{i_2} + \sigma_{\hat{Z}_{i_2}}}{2} \right) \left( \frac{\hat{P}_{i_3} + \sigma_{\hat{Z}_{i_3}}}{2} \right) \left( \frac{\hat{P}_{i_4} + \sigma_{\hat{O}_{i_4}}}{2} \right) \left( \frac{\hat{P}_{i_5} + \sigma_{\hat{O}_{i_5}}}{2} \right) \right)
\]

which can clearly be expanded in terms of words of Eq. (B3), in particular, the ones that contain at most \(k\) \(Z\)’s, although we do not attempt to write down the exact expression.

We have thus shown that the linear span of the IoMs \(N^{\sigma_1 \cdots \sigma_k}\) is the same as the linear span of words of length \(l\), \(0 \leq l \leq L\). The basis of words of length \(l\), \(0 \leq l \leq L\) also form an orthogonal basis for the commutant algebra \(C_{\text{obs}}\), as discussed earlier. Hence the full commutant algebra \(C_{\text{obs}}\) is then simply given by

\[
C_{\text{obs}} = \bigoplus_{l=0}^{L} C^{(l)}, \quad \dim(C_{\text{obs}}) = 2^{L+1} - 1.
\]
This is consistent with the fact that there are $2^{L+1} - 1$ operators $N^{α_1...α_s}$, which is same as dim($C_{obc}$).

The words of Eq. (B3) can be generalized to PBC, where we define PBC words as

$$[A^{(1)} \cdots A^{(l)}] := \sum_{m=0}^{l-1} \sum_{j_1 < j_2 < \cdots < j_l} \hat{S}_{1,j_1-1} \left( \prod_{k=1}^{l-1} A^{(m+k)} \right) \hat{S}_{j_k+1,j_k+1} \cdots \hat{S}_{j_l+1,L}, \quad A^{(j)} \in \{P, Z\},$$

(B10)

for $0 \leq l \leq L-1$, and we assume $A^{(l+j)} := A^{(j)}$ for $1 \leq j \leq l$. Similar to the OBC case, the only word of length 0 is $\hat{S}_{1,L}$, which we will denote by $P^0$. As a consequence of Eq. (B10), all cyclic permutations of the words are identical, i.e., $[A^{(1)} \cdots A^{(l)}] = [A^{(2)} \cdots A^{(l)} A^{(1)}] = \cdots = [A^{(l)} A^{(1)} \cdots A^{(l-1)}]$. Similar to Eq. (B4), it is easy to verify that the products of two PBC words of length $l \leq L-1$ is given by

$$[A^{(1)} \cdots A^{(l)}] \cdot [B^{(1)} \cdots B^{(k)}] = \begin{cases} \sum_{m=0}^{l-1} \left( [A^{(m+1)}] \cdot [B^{(1)}] \cdots [A^{(m+k)}] \cdot [B^{(k)}] \right) & \text{if } k = l \\
0 & \text{if } k \neq l \end{cases}$$

(B11)

where we have again assumed $A^{(l+j)} := A^{(j)}$ for $1 \leq j \leq l$. For $l = L$, however, we define PBC words as

$$[A^{(1)} \cdots A^{(L)}] := \prod_{j=1}^{L} A^{(j)},$$

(B12)

since such products by themselves (i.e., without any sums) are distinct elements in the commutant algebra $C_{pbc}$. Hence, by our definition, the cyclic permutations of PBC words of length $L$ are not identical. These words of length $L$ are orthogonal to the words of length $l \leq L-1$ of Eq. (B10), and their products are given by Eq. (B4). These words of Eqs. (B10) and (B12) form a complete basis for the PBC commutant algebra $C_{pbc}$, and similar to the OBC case, the IoMs of Eq. (29) can be expressed as linear combinations of the PBC words. Similar to Eq. (B9), the commutant $C_{pbc}$ is a direct sum of the algebra of words of length $l$, $0 \leq l \leq L$, and it is clear that dim($C_{pbc}$) grows exponentially with $L$.

2. Algebra Generated by the SLIOMs

We now construct the algebra generated by the (left) SLIOMs $\{q_1^{(l)}\}$ discussed in Sec. III D. Using the definition of the SLIOMs $q_1^{(l)}$ in Eq. (29), and the operators defined in Eq. (B1), we can express them in terms of these words of Eq. (B3) as follows

$$q_1^{(l)} = \sum_{j} \hat{S}_{j,1-1} \hat{S}_{j,1} \hat{S}_{j+1,1}, \quad q_2^{(l)} = \sum_{j_1 < j_2} \hat{S}_{j_1,1-1} \hat{P}_{j_1,1} \hat{S}_{j_1+1,1} \hat{S}_{j_2+1,1} \hat{L}_{j_2+1,1}, \quad \cdots, \quad q_l^{(l)} = \sum_{j_1 < \cdots < j_l} \hat{S}_{j_1,1-1} \left( \prod_{k=1}^{l-1} \hat{P}_{k,1} \hat{S}_{j_k+1,1} \right) \hat{L}_{j_l+1,1},$$

$$\Rightarrow q_l^{(l)} = P_l \cdot 1 + P_{l-1} \cdot Z \cdot P^{l-1} + \cdots + Z_{P_{l-1}} \cdot P^{l-1},$$

(B13)

Using Eq. (B13), we now show that the sums and products of the left SLIOMs along with the $\hat{1}$ operator generate the entire algebra $C_{obc}$. Note that a simple application of Eq. (B4) gives

$$\left( q_l^{(l)} \right)^2 - 2 \left( q_l^{(l)} \right)^2 = P^l, \quad 1 \leq l \leq L-1, \quad \left( q_l^{(l)} \right)^2 = P^L,$$

$$q_l^{(l)} ((\hat{q}_{l+1}^{(l)})^2 - (q_{l+1}^{(l)})^2) = P^{l+1} \cdot Z \cdot P^{l-1}, \quad 1 \leq l \leq L-1, \quad 0 \leq m \leq L - l - 1; \quad \hat{q}_l^{(l)} (\hat{q}_l^{(l)})^2 = P^{l-1} \cdot Z \cdot P^{l-1}.$$

Using the properties of Eq. (B14), and the fact that $\hat{1} = \sum_{l=0}^{L} P^l$, we obtain that $P^{l}$ and $P^{l} Z \cdot P^{m}$ can be generated from the left SLIOMs for any $l, m$. Now, using Eq. (B4) it is straightforward to show that all words of the form of Eq. (B3) can be generated by products of these words. Hence, the left SLIOMs along with $\hat{1}$ generate the full algebra of words of length $l$, $0 \leq l \leq L$, which is the commutant algebra $C_{obc}$.

Similarly, the (right) SLIOMs $\{q_1^{(r)}\}$ defined in Eq. (31) generates the entire commutant algebra $C_{obc}$. This can be shown in a similar way, starting from the expressions of $q_1^{(r)}$ in terms of words of Eq. (B3)

$$q_1^{(r)} = \sum_{j} \hat{L}_j \hat{S}_{j,1} \hat{S}_{j+1,1}, \quad q_2^{(r)} = \sum_{j_1 < j_2} \hat{L}_{j_1,1} \hat{S}_{j_1,1} \hat{S}_{j_1+1,1} \hat{L}_{j_2+1,1}, \quad \cdots, \quad q_l^{(l)} = \sum_{j_1 < \cdots < j_l} \hat{P}_{j_1,1} \left( \prod_{k=1}^{l-1} \hat{S}_{j_k+1,1} \hat{L}_{j_l+1,1} \right) \hat{S}_{j_1,1},$$

$$\Rightarrow q_l^{(l)} = P^{l-1} \cdot Z \cdot P^{l-1} + \cdots + Z \cdot P^{l-1} \cdot P^{l-1} = \sum_{a=0}^{l} P^{a} \cdot Z \cdot P^{l-1},$$

(B15)

Eq. (B15) shows that these operators are distinct from the left SLIOMs of Eq. (B13). Nevertheless, we can similarly show that $\{q_1^{(r)}\}$ along with $\hat{1}$ generate the algebra $C_{obc}$, and hence the left and right SLIOMs are different sets of generators of the same algebra.
Appendix C: Number and Dimensions of Krylov Subspaces in the Pair-Flip Model

In this appendix, we review exact results on the counting of the number and dimensions of Krylov subspaces in the PF model of Eq. (34), which prove useful in performing quick analytical calculations and consistency checks in numerical calculations. We first introduce an alternative interpretation of the Hilbert space and Krylov subspaces that enabled Ref. [73] to exactly count their number and dimensions. Any product state in the Hilbert space of the spin-\((m-1)/2\) (i.e., \(m\)-level) chain of length \(L\) can be interpreted as a “walk” of length \(L\) starting from a fixed vertex (which we refer to as the origin) on a Bethe lattice of coordination number \(m\). We can think of the \(m\) edges at any vertex of the Bethe lattice as labelling \(m\) different values of the local spin such that no two edges that share a common vertex have the same label. The product state \(\alpha_1 \cdots \alpha_L\) is then a walk starting from the origin on the Bethe lattice where the first step is along the edge labeled by \(\alpha_1\), second step is along the edge labeled by \(\alpha_2\), and so on until the \(L\)-th step is along the edge labeled by \(\alpha_L\). As a consequence of the labelling of the Bethe lattice, note that any walk (product state) with a repetition such as \(\cdots \alpha \alpha \cdots\) indicates that the walk retraces a step back. In the language of walks, the action of \(F_{i,j}^{\alpha,\beta}\) in Eq. (34) only changes the retraced edges of the walk (i.e., results in transitions \(|\alpha\alpha\rangle \leftrightarrow |\beta\beta\rangle\), and hence does not change the end point of the walk. Furthermore, since \(H_{PF}^{(m)}\) allows for transitions between any such retraced edges, it is easy to see that all walks with the same end point are connected by the transitions allowed by \(H_{PF}^{(m)}\). The Krylov subspaces of \(H_{PF}^{(m)}\) are thus uniquely labeled by end points of the walks, or, equivalently, by the unique path on the Bethe lattice from the origin to the end point without any retracing. We refer to these shortest paths as “representative walks,” and the spins along these paths correspond to the “dots” discussed in Sec. [IV B]. The Krylov subspaces with \(j\) dots correspond to walks that end at distance \(j\) from the origin for \(0 \leq j \leq L\), which involve \((L-j)/2\) retracings.

1. Counting dimensions

In the following, we denote the number of Krylov subspaces with \(j\) dots by \(n_j\), and the dimension of each such subspace for a system size of \(L\) by \(D_{L,j}\). Since all the Krylov subspaces span the full Hilbert space, we should have

\[
\sum_j n_j D_{L,j} = m^L. \tag{C1}
\]

While Eq. (C1) might be reminiscent of Eq. (8), these are different, and \(d_A = 1\) for all \(A\) in the PF model (i.e., the most general PF model has no degeneracies among different Krylov subspaces with the same number of dots.) Following the discussion in Sec. [IV B], we directly obtain the number of distinct Krylov subspaces with \(j\) dots with OBC by imposing the condition that the colors of adjacent dots to be unequal

\[
n_j = \begin{cases} 
1 & \text{if } j = 0 \\
m(m-1)^{j-1} & \text{if } j \geq 1 
\end{cases}. \tag{C2}
\]

The dimension counting of such subspaces \(D_{L,j}\) is not so straightforward, which involves counting the number of walks of length \(L\) with a fixed end point on a Bethe lattice, and this was studied in great detail in Ref. [73] using connections to the counting of colored Dyck paths. Defining a generating function for the Krylov subspace dimension with \(j\) dots as

\[
G_j(z) := \sum_{\ell=0}^{\infty} D_{\ell,j} z^\ell, \quad D_{0,0} := 1, \quad D_{\ell,j} = 0 \text{ if } j > \ell, \tag{C3}
\]

they obtain

\[
G_j(z) = \frac{2(m-1)}{m - 2 + m\sqrt{1-4(m-1)z^2}} \left( \frac{1 - \sqrt{1-4(m-1)z^2}}{2(m-1)} \right)^j, \tag{C4}
\]

where we have changed the conventions and notations of Ref. [73] to express the final result in the language used in this work. The generating function in Eq. (C4) also encodes the following obvious constraints

- \(D_{\ell,j} = 0\) if \(j > \ell\), i.e., there cannot be more than \(\ell\) dots in a system of size \(\ell\).

- \(D_{\ell,j} = 0\) if \(j\) and \(\ell\) have the opposite parity, i.e., a system of even (resp. odd) size cannot have Krylov subspaces with odd (resp. even) number of dots.

Using Eq. (C2), we can verify that \(\sum_{j=0}^{\infty} G_j(z)n_j = (1 - mz)^{-1} = \sum_{\ell=0}^{\infty} m^\ell z^\ell\), which, due to Eq. (C3), is a verification of Eq. (C1).
Appendix D: Independence of Conserved Quantities in the Pair-Flip Model

In this appendix, we show that not all the operators in Eq. (45) are linearly independent. As discussed in Sec. II A the operators \( \{ N^\alpha \} \) are not linearly independent from \( I \), and they satisfy \( \sum_{\alpha=1}^{m} N^\alpha = I \) for all \( j \). As a consequence, for any even system size \( \tilde{L} \), the “one-index” conserved quantities \( \{ N^\alpha_1 \} \) can be expressed in terms of “two-index” conserved quantities \( \{ N^{\gamma_1 \gamma_2} \} \) as follows

\[
N^\alpha_1 = \sum_{j_1=1}^L (-1)^{j_1} N^\alpha_{j_1} = \sum_{j_1=1}^L (-1)^{j_1} N^\alpha_{j_1} \left[ \frac{(-1)^{j_1+1} + (-1)^L}{2} - \frac{(-1)^{j_1-1} + (-1)}{2} \right] \\
= \sum_{j_1 < p=1}^L (-1)^{j_1+p} N^\alpha_{j_1} - \sum_{p<j_1=1}^L (-1)^{j_1+p} N^\alpha_{j_1} = \sum_{\beta=1}^L \left[ \sum_{j_1 < p=1}^L (-1)^{j_1+p} N^\alpha_{j_1} N^\beta_{p} - \sum_{p<j_1=1}^L (-1)^{j_1+p} N^\beta_{p} N^\alpha_{j_1} \right] \\
= \sum_{\beta} (N^\alpha_1 \beta - N^\beta_1 \alpha) = \sum_{\beta \neq \alpha_1} (N^\alpha_1 \beta - N^\beta_1 \alpha),
\]

(D1)

where we have used the fact that \((-1)^{j_1+1} = (-1)^{j_1-1} = (-1)^L = 1 \), and the identity

\[
\sum_{p=q}^r (-1)^p = \frac{(-1)^q + (-1)^r}{2}.
\]

(D2)

Using the same manipulations, any “odd-index” conserved quantity \( \{ N^{\alpha_1 \ldots \alpha_{2k-1}} \} \) can be expressed in terms of “even-index” ones \( \{ N^{\gamma_1 \ldots \gamma_{2k}} \} \) as follows

\[
N^{\alpha_1 \ldots \alpha_{2k-1}} = \sum_{j_1 < \ldots < j_{2k-1}} (-1)^{j_1+\ldots+j_{2k-1}} N^{\alpha_1}_{j_1} \ldots N^{\alpha_{2k-1}}_{j_{2k-1}} = \sum_{j_1 < \ldots < j_{2k-1}} (-1)^{j_1+\ldots+j_{2k-1}} \times \left[ \frac{(-1)^{L} + (-1)^{j_{2k-1}+1}}{2} - \frac{(-1)^{j_{2k-1}-1} + (-1)^{j_{2k-2}+1}}{2} + \ldots - \frac{(-1)^{j_1-1} + (-1)}{2} \right] \\
= \sum_{\beta} \left( N^{\alpha_1 \ldots \alpha_{2k-2} \alpha_{2k-1} \beta} - N^{\alpha_1 \ldots \alpha_{2k} \beta \alpha_{2k-1}} + \ldots + \ldots + \ldots - \right) N^{\beta_1 \ldots \alpha_{2k-1} \alpha_{2k}},
\]

(D3)

Note that terms of the form \( N^{\gamma_1 \ldots \gamma_{2k}} \) with any \( \gamma_l = \gamma_{l+1} \) for some \( 1 \leq l \leq 2k-1 \) are automatically excluded in the final sum in Eq. (D3), either due to constraints on the indices in \( N^{\alpha_1 \ldots \alpha_{2k-1}} \) on the LHS or due to cancellations in the sum over \( \beta \).

Similarly, for an odd system size \( L \), the even index conserved quantities \( \{ N^{\alpha_1 \ldots \alpha_{2k}} \} \) can be expressed in terms of the odd index conserved quantities \( \{ N^{\gamma_1 \ldots \gamma_{2k+1}} \} \). For \( k = 0 \), this directly follows since the “zero-index” conserved quantity \( I \) is simply a sum of the “one-index” conserved quantities \( \{ N^\alpha_1 \} \). For general \( k \), we obtain

\[
N^{\alpha_1 \ldots \alpha_{2k}} = \sum_{j_1 < \ldots < j_{2k}} (-1)^{j_1+\ldots+j_{2k}} N^{\alpha_1}_{j_1} \ldots N^{\alpha_{2k}}_{j_{2k}} = \sum_{j_1 < \ldots < j_{2k}} (-1)^{j_1+\ldots+j_{2k}} \times \left[ \frac{(-1)^{L} + (-1)^{j_{2k}+1}}{2} - \frac{(-1)^{j_{2k}-1} + (-1)^{j_{2k-1}+1}}{2} + \ldots - \frac{(-1)^{j_1+1} + (-1)}{2} \right] \\
= \sum_{\beta} \left( \ldots N^{\alpha_1 \ldots \alpha_{2k-2} \alpha_{2k-1} \beta} + N^{\alpha_1 \ldots \alpha_{2k} \beta \alpha_{2k-1}} + \ldots - N^{\beta_1 \ldots \alpha_{2k-1} \alpha_{2k}} \right),
\]

(D4)

where again any term \( N^{\gamma_1 \ldots \gamma_{2k+1}} \) with any \( \gamma_l = \gamma_{l+1} \) for some \( 1 \leq l \leq 2k \) is automatically excluded.

Appendix E: Commutants of the Temperley-Lieb Models

In this appendix, we sketch the structure of additional conserved quantities in the commutant of the TL models, apart from the ones in Eq. (60), and we refer readers to Ref. [63] for a more detailed analysis. We begin with the commutation relation

\[
[M_j]^{\beta_1}_{\alpha_1} \langle \psi_{\text{sing}} \rangle_{j,k} = \left\{ \begin{array}{ll}
-\delta_{\alpha_1}^{\beta_2} \langle \beta_1 \alpha_2 \psi_{\text{sing}} \rangle_{j,k} + \delta_{\alpha_2}^{\beta_1} \langle \alpha_1 \beta_2 \psi_{\text{sing}} \rangle_{j,k} & \text{if } j \text{ odd and } k \text{ even} \\
-\delta_{\alpha_1}^{\beta_2} \langle \alpha_1 \beta_2 \psi_{\text{sing}} \rangle_{j,k} + \delta_{\alpha_2}^{\beta_1} \langle \beta_1 \alpha_2 \psi_{\text{sing}} \rangle_{j,k} & \text{if } j \text{ even and } k \text{ odd}
\end{array} \right.,
\]

(E1)
which reduces to Eq. (58) when \( \alpha_1 \neq \beta_2 \) and \( \beta_1 \neq \alpha_2 \). To construct additional IoMs we begin by contracting various indices in Eq. (E1) to obtain

\[
\sum_{\gamma=1}^{m} (M_j)_{\alpha_1}^{\gamma} (M_k)_{\alpha_2}^{\gamma} \hat{e}_{j,k} = \begin{cases} 
-\delta_{\alpha_1} j_k + m|\psi_{\text{sing}}\rangle \langle \alpha_1 \beta_2 | & \text{if } j \text{ odd and } k \text{ even} \\
-m|\alpha_1 \beta_2 \rangle \langle \psi_{\text{sing}} | j_k + \delta_{\alpha_1} j_k & \text{if } j \text{ even and } k \text{ odd}
\end{cases},
\]

\[
\sum_{\gamma=1}^{m} (M_j)_{\alpha_1}^{\beta_1} (M_k)_{\alpha_2}^{\gamma} \hat{e}_{j,k} = \begin{cases} 
-\delta_{\alpha_1} j_k + m|\psi_{\text{sing}}\rangle \langle \alpha_1 \beta_2 | & \text{if } j \text{ odd and } k \text{ even} \\
-m|\beta_1 \alpha_2 \rangle \langle \psi_{\text{sing}} | j_k + \delta_{\alpha_1} j_k & \text{if } j \text{ even and } k \text{ odd}
\end{cases},
\]

\[
\sum_{\gamma=1}^{m} (M_j)_{\alpha_1}^{\gamma} (M_k)_{\alpha_2}^{\gamma} \hat{e}_{j,k} = 0.
\]

Applying Eqs. (E1) and (E2), we can construct quadratic IoMs in a “traceless” form as

\[
M_{\alpha_1,\alpha_2}^{\beta_1,\beta_2} = \sum_{j < k} (M_j)_{\alpha_1}^{\beta_1} (M_k)_{\alpha_2}^{\beta_2} - \frac{m}{m} \sum_{\gamma=1}^{m} (M_j)_{\alpha_1}^{\gamma} \delta_{\alpha_1}^{\gamma} (M_k)_{\alpha_2}^{\gamma} + \frac{m}{m} \sum_{\gamma=1}^{m} (M_j)_{\alpha_1}^{\gamma} (M_k)_{\alpha_2}^{\gamma} + \frac{m}{m} \sum_{\gamma=1}^{m} (M_j)_{\alpha_1}^{\gamma} (M_k)_{\alpha_2}^{\gamma}.
\]

When \( \alpha_1 \neq \beta_2 \) and \( \beta_1 \neq \alpha_2 \), this reduces to Eq. (59), while when one or both of these inequalities are not satisfied we obtain new IoMs that are independent of those in Eq. (59) (up to relations such as \( \sum_{\gamma=1}^{m} M_{\gamma, \alpha_2}^{\beta_1, \beta_2} = 0 \), etc.). Similar new IoMs with a larger number of indices can be also constructed, and although their derivations are more involved, they have simple expressions in terms of Jones-Wenzl projectors, see Ref. 63 for details.

Appendix F: Canonical Configurations in the Spin-1 Dipole-Conserving Model

To understand the canonical configurations that generate the Krylov subspaces in the spin-1 dipole-conserving model of Eq. (65), we introduce a diagrammatic representation for product states, and the mapping proceeds in two steps. First, we represent sites using “dots”—we denote \( \lvert 0 \rangle \) by an unfilled dot \( \circ \), and \( \lvert + \rangle \) and \( \lvert - \rangle \) both by filled dots \( \bullet \). Second, we then connect any alternating pattern of \( + \) and \( - \) by “links,” and we refer to any set of sites connected by links as a “cluster.” For example, we have the mapping

\[
\lvert 0 + 0 + -0 + 0 -0 \rangle = \circ \bullet \circ \circ \circ \circ \circ = \lvert 0 - 0 + 0 -0 \rangle
\]

Note that the transitions of the dipole Hamiltonian in Eq. (66) are invariant under a global spin flip \( \lvert + \rangle \leftrightarrow \lvert - \rangle \). Hence, for any Krylov subspace (except for the one-dimensional subspace \( \lvert 00 \cdots 00 \rangle \)), there is always a conjugate Krylov subspace with the spins flipped. Any pattern of unfilled dots, filled dots, and links thus uniquely represents a product state in the Hilbert space up to an overall spin flip. Although we do not distinguish between the conjugate subspaces in the diagrammatic representation, we will take this multiplicity into account while counting the number of Krylov subspaces. We note that this mapping of configurations to “dots” and “clusters” is related to a mapping to “defects” discussed in Ref. 44. In particular, the leftmost dot in a cluster in the former mapping corresponds to a defect in the latter.

To understand the dynamics of the Hamiltonian \( \hat{H}_{\text{dip}} \) of Eq. (65) in the diagrammatic representation, we note that the transitions of Eq. (66) allowed by the terms \( \hat{P}_{j-1,j+1} \) can be written as

\[
\lvert \circ \circ \circ \circ \rangle \leftrightarrow \lvert \circ \circ \circ \circ \rangle, \quad \lvert \circ \circ \circ \circ \rangle \leftrightarrow \lvert \circ \circ \circ \circ \rangle,
\]

where the dotted lines indicate possible links to the left and right of the filled dots. Using Eq. (F2), we observe the following:

1. Any product state is composed of a number of disconnected clusters, where each cluster is a connected set of (filled) dots. For example, the state of Eq. (F1) is composed of three clusters of filled dots.

2. The actions of the terms \( \{ \hat{P}_{j-1,j+1} \} \) do not change (i) the number of clusters, (ii) the charge and the closely related parity of the number of filled dots in any cluster (even-parity clusters have charge zero while odd-parity clusters have charge \( \pm1 \)), and (iii) the dipole moment of any cluster. Furthermore, the charge of the left-most filled dot in any cluster remains unchanged, and so does the right-most charge.

---

6 We thank Tibor Rakovszky and Pablo Sala for pointing this out.
3. Using the transitions of Eq. (F2), any cluster can be “reduced” to a cluster that is either a filled dot or a link, depending on whether the number of filled dots in a cluster is odd or even. For example, we can reduce the middle cluster in Eq. (F1) as follows

\[ \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \leftrightarrow \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \leftrightarrow \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \]

(F3)

The dipole moment of the original cluster completely fixes the location of the final dot for odd parity or the length of the link for even parity (but not its location).

4. After the reduction of clusters, a canonical configuration for the state can be obtained by moving any cluster with a single link adjacent to the cluster on its right (or the right end of the chain) using the transitions of Eq. (F2). It is easy to see that this is always possible. For example, after the reduction of Eq. (F3), the configuration Eq. (F1) can be brought to a canonical form as follows

\[ \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \leftrightarrow \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \leftrightarrow \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \]

(F4)

These observations allow us to bring any product state into a canonical configuration that consists of unfilled and filled dots, as well as clusters with a single link, which we refer to as “dimers.” Furthermore, all the links are located immediately to the left of a filled dot or the right end of the chain. Each of these canonical configurations generates a different Krylov subspace, and the number of Krylov subspaces is hence simply the number of such canonical configurations.

To count the number of canonical configurations, we uniquely map each of them to a tiling pattern of \( L \) sites by three objects: \( \circ \), \( \bullet \), \( \text{\textbullet} \). We do this by retaining any filled and unfilled dots in the configuration, and by “shortening” any dimer to a nearest neighboring dimer while keeping its left end fixed. For example, the invariant string of Eq. (F4) maps to a tiling pattern as follows

\[ \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \quad \text{\textbullet} \\
\end{array} \mapsto \begin{array}{c}
\circ \quad \circ \quad \circ \quad \circ \quad \circ \\
\circ \quad \circ \quad \circ \quad \circ \quad \circ \\
\circ \quad \circ \quad \circ \quad \circ \quad \circ \\
\end{array} \] 

(F5)

Note that with the convention we have used that any dimer in the physical configuration always has either the end of the chain or a filled dot to its right, the mapping to the tiling pattern is one to one. The number of canonical configurations is then simply the number of tilings of an \( L \times 1 \) “grid” with two types of \( 1 \times 1 \) “squares” (\( \circ \) and \( \bullet \)) and one type of \( 2 \times 1 \) “dominoes” (\( \text{\textbullet} \)). This is known to be the \( (L+1)^{th} \) Pell number \( P_{L+1} \), where \( P_0 = 0 \), \( P_1 = 1 \), and easy to understand recursion relation \( P_{L+1} = 2P_L + P_{L-1} \). Accounting for the fact that each configuration has conjugate (except for the one with unfilled dots on all sites), the number of Krylov subspaces \( D_L \) (i.e., the dimension of the commutant algebra) of an \( L \)-site system with OBC is given by

\[ D_L = 2P_{L+1} - 1 = \frac{(1 + \sqrt{2})^{L+1} - (1 - \sqrt{2})^{L+1}}{\sqrt{2}} - 1 \sim \frac{1}{\sqrt{2}}(\sqrt{2} + 1)^{L+1} \text{ for large } L. \]

(F6)

Note that the mapping to dots, links and clusters can also be done for PBC, although care has to be taken to count the ones that cannot be connected to each other using the rules of Eq. (F2).

Appendix G: Mazur bounds in the \( t - J_z \) model

In this appendix, we compute three Mazur bounds for the OBC \( t - J_z \) model, obtained by considering the left SLIOMs \( \{q^{(l)}_i\} \), right SLIOMs \( \{q^{(r)}_i\} \), and the full commutant algebra \( C_{obc} \) respectively. It is convenient to express the SLIOMs and operators in \( C_{obc} \) in terms of words of Eq. (B3), and use the properties of Eqs. (B2) and (B4) to compute norms and overlaps required for the Mazur bounds.
1. SLIOM Mazur Bounds

To begin, we compute the norms and overlaps of the left and right SLIOMs with the $Z_j$ operators. Using Eqs. (B13) and (B15), with simple combinatorics we obtain

$$\langle q^{(x)}_l | q^{(x)}_m \rangle = \delta_{l,m} \times \frac{1}{3^L} \sum_{\alpha=0}^{L-l} \text{Tr} (P^{\alpha+1}) = \delta_{l,m} \times \frac{1}{3^L} \sum_{\alpha=0}^{L-l} \frac{2^l}{\alpha} \left( \frac{\alpha - 1}{l - 1} \right) \leq 1, \quad x \in \{\ell, r\}$$

$$\langle Z_j q^{(l)}_l | Z_j q^{(l)}_l \rangle = \frac{1}{3^L} \sum_{\alpha=0}^{L-j} \text{Tr} (Z_j P^{\alpha+1} Z P^{\alpha}) = \frac{1}{3^L} \sum_{\alpha=0}^{L-j} \frac{2^l}{\alpha} \left( \frac{j - 1}{l - 1} \right) \leq 1$$

$$\langle Z_j q^{(r)}_l | Z_j q^{(r)}_l \rangle = \frac{1}{3^L} \sum_{\alpha=0}^{L-j} \text{Tr} (Z_j P^{\alpha} Z P^{\alpha+1}) = \frac{1}{3^L} \sum_{\alpha=0}^{L-j} \frac{2^l}{\alpha} \left( \frac{j - 1}{l - 1} \right) \leq 1$$

where $P^{\alpha+1}$, $P^{\alpha}$, and $Z_j$ denote “words” defined in Eq. (B3). Using these expressions, the corresponding Mazur bounds $M^{(\ell)}_{Z_j}$ and $M^{(r)}_{Z_j}$ defined in Eq. (81) read

$$M^{(\ell)}_{Z_j} = \sum_{l=1}^{L} \langle q^{(l)}_l | q^{(l)}_l \rangle = \frac{1}{3^L} \sum_{l=1}^{L} \sum_{\alpha=0}^{l-1} \frac{2^l}{\alpha} \left( \frac{\alpha - 1}{l - 1} \right), \quad M^{(r)}_{Z_j} = \sum_{l=1}^{L} \langle q^{(l)}_r | q^{(l)}_r \rangle = \frac{1}{3^L} \sum_{l=1}^{L} \sum_{\alpha=0}^{l-1} \frac{2^l}{\alpha} \left( \frac{\alpha - 1}{l - 1} \right).$$

2. OBC Commutant Mazur Bounds

We now compute the bound $M^{(obc)}_{Z_j}$ defined in Eq. (81), where $\{Q_\alpha\}$ is any orthogonal basis for the commutant $\mathcal{C}_{obc}$. Here we choose $\{Q_\alpha\}$ to be the words defined in Eq. (B3). Since we are interested in obtaining a bound on the autocorrelation function $Z_j$, the only words that have a non-zero overlap with $Z_j$ are the ones with a single $Z$ in the word, we refer to them as $W_{\alpha, \beta} := P^{\alpha} Z P^{\beta}$. Note that the left and right SLIOMs defined in Eqs. (B13) and (B15) are subsets of superpositions of $\{W_{\alpha, \beta}\}$ and related by $q^{(l)}_l = \sum_{\alpha=0}^{L} W_{\alpha-1, \alpha}$. Using the properties of Eqs. (B3)-(B5), we obtain the following relations

$$\langle W_{\alpha, \beta} W_{\gamma, \delta} \rangle = \delta_{\alpha, \gamma} \delta_{\beta, \delta} \times \frac{1}{3^L} \text{Tr} (P^{\alpha+1+\beta}) = \delta_{\alpha, \gamma} \delta_{\beta, \delta} \times \frac{2^{\alpha+1+\beta+1}}{3^L} \left( \frac{L}{\alpha + \beta + 1} \right) \leq 1$$

$$\langle W_{\alpha, \beta} Z_j \rangle = \frac{2^{\alpha+1+\beta+1}}{3^L} \left( \frac{j - 1}{\alpha} \right) \left( \frac{L - j}{\beta} \right).$$

The Mazur bound $M^{(obc)}_{Z_j}$ then reads

$$M^{(obc)}_{Z_j} = \sum_{\alpha=0}^{L-1} \sum_{\beta=0}^{L-1-\alpha} \langle Z_j W_{\alpha, \beta} \rangle^2 = \sum_{\alpha=0}^{L-1} \sum_{\beta=0}^{L-1-\alpha} \frac{2^{\alpha+1+\beta+1} (j - 1)^2}{3^L} \left( \frac{L - j}{\beta} \right)^2.$$

The expression of Eq. (G4) also allows for an asymptotic scaling analysis of $M^{(obc)}_{Z_j}$. Defining $x := j/L$, $p := \alpha/L$, $q := \beta/L$, for large $L$, we can write (after tedious simplifications)

$$M^{(obc)}(x) = \sqrt{L} \int_0^x \int_0^1 dp \, dq \, C(x, p, q) \exp (L F(x, p, q))$$

$$F(x, p, q) := p \log \left( \frac{2(p + q)(x - p)^2}{(1 - p - q)p^2} \right) + q \log \left( \frac{2(p + q)(1 - x - q)^2}{(1 - p - q)q^2} \right) + 2x \log \left( \frac{x(1 - x - q)}{(x - p)(1 - x)} \right) + \log \left( \frac{(1 - p - q)(1 - x)^2}{3(1 - x - q)^2} \right)$$

$$C(x, p, q) := \frac{(x - p)(1 - x)(p + q)^{3/2}}{(2\pi)^{3/2} x p (1 - x - q)(1 - p - q)^{1/2}}.$$

where $M^{(obc)}(x)$ is the continuum approximation for $M^{(obc)}_{Z_j}$ for large $L$, and we have used Stirling’s approximation to substitute

$$(y L) = \frac{1}{\sqrt{2\pi L}} \sqrt{\frac{y}{z(y - z)}} \exp (y \log y - z \log z - (y - z) \log (y - z)) \quad \text{as} \quad L \to \infty, \quad 0 < y \leq 1, \quad 0 < z \leq y.$$
Performing the standard saddle point approximation on the integral in Eq. (G5) in the large \( L \) limit, we obtain

\[
M^{(\text{obc})}(x) = \frac{2\pi C(x, p_0, q_0)}{\sqrt{L} \det H(x, p_0, q_0)} \exp \left( LF(x, p_0, q_0) \right) = \frac{1}{3} \sqrt{\frac{2}{\pi Lx(1-x)}}.
\]  

(G7)

where \((p, q) = (p_0, q_0)\) is the saddle points of \( F(x, p, q) \), \( \det H(x, p, q) \) is the determinant of the Hessian of \( F(x, p, q) \), and we have used

\[
\left( \frac{\partial F}{\partial p}, \frac{\partial F}{\partial q} \right)_{(p, q) = (p_0, q_0)} = (0, 0) \implies (p_0, q_0) = \left( \frac{2x}{3}, \frac{2(1-x)}{3} \right),
\]

\[
\det H(x, p_0, q_0) = \frac{81}{2x(1-x)}, \quad C(x, p_0, q_0) = \frac{3}{\pi^2 2x(1-x)}, \quad F(x, p_0, q_0) = 0.
\]

(G8)

Eq. (G7) rigorously proves the numerical observations in Ref. [44].

3. PBC Commutant Mazur Bounds

We now compute the Mazur bound \( M_{Z_j}^{(\text{pbc})} \) defined in Eq. (86), where \( \{Q_\alpha\} \) is an orthogonal basis for \( \mathcal{C}_{\text{pbc}} \). Here, we choose \( \{Q_\alpha\} \) to be the words of Eqs. (10) and (12). Similar to the OBC case, we only focus on words that have a non-zero overlap with \( Z_j \), which are the ones with a single \( \tilde{Z} \) in the word. Due to the different definitions of words of length \( l \leq L-1 \) and words of length \( L \), words with a single \( \tilde{Z} \) can either have the form \( W_\alpha := [P^\alpha Z] \) for \( 0 \leq \alpha \leq L-2 \), or \( W_{L,\alpha} := [P^\alpha Z P^{L-\alpha-1}] \) for \( 0 \leq \alpha \leq L-1 \). These words have the following properties

\[
\langle W_\alpha W_\beta \rangle = \delta_{\alpha,\beta} \times \frac{2^{\alpha+1}}{3^L} \left( \frac{L}{\alpha + 1} \right)^{(\alpha + 1)} \quad \langle Z_j W_\alpha \rangle = \frac{2^{\alpha+1}}{3^L} \left( \frac{L-1}{\alpha} \right) \quad \text{for } 0 \leq \alpha, \beta \leq L-2
\]

\[
\langle W_{L,\alpha} W_{L,\beta} \rangle = \delta_{\alpha,\beta} \times \left( \frac{2}{3} \right)^L, \quad \langle Z_j W_{L,\alpha} \rangle = \delta_{\alpha,\beta} \times \left( \frac{2}{3} \right)^L \quad \text{for } 0 \leq \alpha, \beta \leq L-1.
\]

(G9)

Using Eq. (G9) and (86), the PBC Mazur bound reads

\[
M_{Z_j}^{(\text{pbc})} = \sum_{\alpha=0}^{L-2} \frac{(Z_j W_\alpha)^2}{\langle W_\alpha W_\alpha \rangle} + \sum_{\alpha=0}^{L-1} \frac{(Z_j W_{L,\alpha})^2}{\langle W_{L,\alpha} W_{L,\alpha} \rangle} = \sum_{\alpha=0}^{L-2} \frac{2^{\alpha+1}}{3^L} \left( \frac{L-1}{\alpha} \right)^2 + \frac{2}{3} \left( L \right)^2 = \frac{2}{3} \left( 1 - \frac{1}{L} \right) \left( \frac{2}{3} \right)^L.
\]

(G10)

To explore if this is the case with other autocorrelation functions, we consider the Mazur bound for the operator \( Z_j Z_{j+1} \). Similar to the previous case, we choose \( \{Q_\alpha\} \) to be the words of Eqs. (10) and (12), and only focus on words that have a non-zero overlap with \( Z_j Z_{j+1} \), which are the ones with a two \( \tilde{Z} \)’s in the word. Such words can either have the form \( \tilde{W}_\alpha := [P^\alpha Z^2] \) for \( 0 \leq \alpha \leq L-3 \), or \( \tilde{W}_{L,\alpha} := [P^\alpha Z P^{L-\alpha-2}] \) for \( 0 \leq \alpha \leq L-2 \). These words have the following properties

\[
\langle \tilde{W}_\alpha \tilde{W}_\beta \rangle = \delta_{\alpha,\beta} \times \frac{2^{\alpha+2}}{3^L} \left( \frac{L}{\alpha + 2} \right)^{(\alpha + 2)} \quad \langle Z_j Z_{j+1} \tilde{W}_\alpha \rangle = \begin{cases} \frac{2^{\alpha+2}}{3^L} \left( \frac{L-2}{\alpha} \right)^2 & \text{if } \alpha \geq 1 \\ \frac{1}{\pi^2} \times 2 & \text{if } \alpha = 0 \end{cases} \quad \text{for } 0 \leq \alpha, \beta \leq L-3
\]

\[
\langle \tilde{W}_{L,\alpha} \tilde{W}_{L,\beta} \rangle = \delta_{\alpha,\beta} \times \left( \frac{2}{3} \right)^L, \quad \langle Z_j Z_{j+1} \tilde{W}_{L,\alpha} \rangle = \delta_{\alpha,\beta} \times \left( \frac{2}{3} \right)^L \quad \text{for } 0 \leq \alpha, \beta \leq L-2.
\]

(G11)

The Mazur bound \( M_{Z_j Z_{j+1}}^{(\text{pbc})} \) is then given as follows

\[
M_{Z_j Z_{j+1}}^{(\text{pbc})} = \sum_{\alpha=0}^{L-3} \frac{(Z_j Z_{j+1} \tilde{W}_\alpha)^2}{\langle W_\alpha W_\alpha \rangle} + \sum_{\alpha=0}^{L-1} \frac{(Z_j Z_{j+1} \tilde{W}_{L,\alpha})^2}{\langle W_{L,\alpha} W_{L,\alpha} \rangle} = \frac{16}{3^L \times L(L-1)} + \sum_{\alpha=1}^{L-3} \frac{(L-2)^2}{(L-\alpha-2)^2} \times \left( \frac{2}{3} \right)^L
\]

\[
= \frac{8}{27(L-1)} - \frac{4}{27L(L-1)} + \left( \frac{2}{3} \right)^L \left( 1 - \frac{1}{L} \right) + \frac{12}{3^L \times L(L-1)} \sim \frac{1}{L}.
\]

(G12)

Appendix H: Mazur Bounds in the Spin-1 Dipole-Conserving Model

In this appendix, we compute the contribution of a class of blockaded Krylov subspaces to the Mazur bound of the local spin operator \( Z_j \) in the spin-1 dipole-conserving model. As discussed in Sec. VII C 2, the Mazur bound contribution \( M_{Z_j}^{(\text{block})} \) of all the subspaces in which site \( j \) frozen is given by Eq. (89). Hence it is sufficient to compute \( \sum_{\alpha} D_{K_j,\alpha} \), the total dimension
of the Krylov subspaces $K_{j,\ell}$, where site $j$ is frozen and $Z_j = \pm 1$. In the following, we do this by studying the blockaded subspaces in the dots and links language that is convenient to describe the dynamics in the spin-1 dipole-conserving model (see App. E). Recall that $\bullet$ denotes spins $+$ or $-$, $\circ$ denotes spin 0, and links connect adjacent filled dots if they have opposite $Z_j$’s.

We first note that in the language of dots and links, we can always represent states in a blockaded Krylov subspace in following form

$$\begin{array}{c}
\bullet \cdots \circ \cdots \bullet \cdots \circ \cdots \bullet \cdots \circ \cdots \bullet \cdots \circ \cdots \\
\end{array},$$

(H1)

where the boxes denote the configurations on the left region ($\langle L^{(\ell)} \rangle$), the blockade ($\langle B^{(b)} \rangle$), and the right region ($\langle R^{(r)} \rangle$) with lengths $\ell$, $b$, and $r = L - \ell - b$ respectively (see Sec. VI B), with more details about these regions given below, and the dotted lines indicate possible links to the left or right of the filled dots. The form in Eq. (H1) has two main implications. First, the leftmost two spins of $\langle B^{(b)} \rangle$ are always $+$ or $-$, and the same is true about the rightmost two spins. Second, the rightmost (resp. leftmost) non-zero spin (i.e., that are $+$ or $-$) of $\langle L^{(\ell)} \rangle$ (resp. $\langle R^{(r)} \rangle$) is the same as the leftmost (resp. rightmost) spin of $\langle B^{(b)} \rangle$. Note that it is also possible to have all 0’s in the left and right regions. As a consequence, there are no links that connect the left or right region to the blockaded region. It is easy to verify that as long as the entire middle region is frozen, the rules of Eq. (F2) preserve the form of Eq. (H1).

Given a frozen site $j$, we can always choose the blockade configuration $\langle B^{(b)} \rangle$ of the form of Eq. (H1) that includes site $j$. Further, without loss of generality, we can require that the only $\circ$’s (that are not connected by a link) in the blockade $\langle B^{(b)} \rangle$ are on its leftmost and rightmost ends, and we refer to such blockades as “irreducible blockades” $\langle I^{(b)} \rangle$. It is easy to verify that any irreducible blockade configurations should have the following form

$$\begin{array}{c}
\bullet \circ \cdots \circ \cdots \bullet \circ \cdots \circ \cdots \bullet \circ \cdots \circ \cdots \\
\end{array},$$

(H2)

where there can be any number of dimers of varying lengths, and the only constraint is that they should be “maximally packed” with no $\circ$’s between two dimers. Note that we also include the case with zero dimers, i.e., $\bullet \bullet$ is an irreducible blockade. However, given a frozen site $j$, the choice of the irreducible blockade is not always unique, and it could be a part of two such irreducible blockades $\langle I^{(b)} \rangle$ and $\langle I^{(b')} \rangle$. In such a case, we refer to the full blockade region as $\langle I^{(b)} \cup I^{(b')} \rangle$, which could have a configuration such as

$$\begin{array}{c}
\bullet \circ \cdots \circ \cdots \bullet \circ \cdots \circ \cdots \bullet \circ \cdots \circ \cdots \bullet \\
\end{array},$$

(H3)

where $j$ is the • in the middle, and the blockades to the left and the right of $j$ (including site $j$) are $\langle I^{(b)} \rangle$ and $\langle I^{(b')} \rangle$ respectively. As we discuss below, such configurations will be important to correct for the overcounting in our counting procedure.

The main strategy to compute the total dimension of the described blockaded Krylov subspaces is as follows. We first fix $\langle B^{(b)} \rangle$ in the middle box in Eq. (H1) to be an irreducible blockade $\langle I^{(b)} \rangle$ containing site $j$. The total dimension of all Krylov subspaces with that blockade configuration reduces to a simple counting of the number of allowed configurations of the left and right regions that are compatible with the blockade region (i.e., they have the form of Eq. (H1)). The total dimension of all blockaded Krylov subspaces is then obtained by summing over all possible irreducible blockade configurations, and correcting for overcounting due to subspaces in which $j$ can be a part of multiple irreducible blockades.

In the following, we continue to denote the number of spins in the left, blockade, and right regions of the chain by $\ell$, $b$, and $r$ respectively, such that $\ell + b + r = L$. We label all Krylov subspaces with $\ell$ sites in the left region and blockade configuration $\langle B^{(b)} \rangle$ by $K_{\langle B^{(b)} \rangle, \ell}$, where we have in mind configurations of the form of Eq. (H1) (note that we are using one symbol to denote many subspaces), and we denote the dimension of all such subspaces by $D_{K_{\langle B^{(b)} \rangle, \ell}}$. Using the form of Eq. (H1), this is simply given by

$$D_{K_{\langle B^{(b)} \rangle, \ell}} = D_\ell \times D_r, \quad D_x = \frac{3^x + 1}{2}, \quad x \in \{\ell, r\}, \quad r = L - \ell - b,$$

(H4)

where $D_\ell$ (resp. $D_r$) is the number of allowed configurations in the left (resp. right) regions with the rightmost (resp. leftmost) non-zero spin being the same as the leftmost (resp. rightmost) of $\langle B^{(b)} \rangle$. The expressions for $D_\ell$ and $D_r$ in Eq. (H4) can be verified straightforwardly, and are independent of the particular configuration $\langle B^{(b)} \rangle$. Further, if $j$ is deep in the bulk of the chain, we have $1 \ll \ell \ll L$ (i.e., $\ell = yL$ for $0 < y < 1$), and $D_{K_{\langle B^{(b)} \rangle, \ell}}$ for a blockade of range $b$ can be estimated as follows (measured relative to the total Hilbert space dimension)

$$\frac{1}{3^\ell} D_{K_{\langle B^{(b)} \rangle, \ell}} = \frac{1}{3^L} D_\ell D_{L-\ell-b} = \frac{1}{4 \times 3^L} (3^\ell + 1) (3^{L-\ell-b} + 1) = \frac{1}{4 \times 3^b} + O(e^{-L}),$$

(H5)
where \( b \) is the size of the blockade. Note that this calculation is for fixed (but thermodynamically large) \( \ell \), which however drops out in the thermodynamic limit. The result depends on only on the size of the assumed blockade region but is independent of the internal structure of this region, which in particular can be reducible.

Turning to Mazur bound calculations, heuristically, the Mazur bound \( M_{Z_j}^{(\text{block})} \) of Eq. (H9) is expressed as follows

\[
M_{Z_j}^{(\text{block})} = \frac{1}{3L} \sum_{\alpha} D_{\mathcal{K}_{j,\alpha}} - \frac{1}{3L} \sum_{(I^{(\ell)},j)} D_{\mathcal{K}(I^{(\ell)},j)} \delta_{Z_j,\pm} - \frac{1}{3L} \sum_{I^{(\ell)}(j)} D_{\mathcal{K}(I^{(\ell)},j-b)}.
\]  

In the first sum, \( \{I^{(\ell)},j\} \) runs over irreducible blocks and their positions covering \( j \), and \( \delta_{Z_j,\pm} \) ensures that the frozen site \( j \) is either + or − (so that it has a non-vanishing contribution to the Mazur bound, see discussion in Sec. VII C 2). Since we are interested only in the Krylov subspaces where site \( j \) belongs to the blockaded region, we have \( j-b \leq \ell \leq j-1 \). In the second sum in Eq. (H6), \( I^{(\ell)} \) and \( I^{(b')} \) run over irreducible blocks; this term accounts for blockade configurations of the form of Eq. (H3), which have been double-counted in the first sum. In other words, the restriction to irreducible blocks in the first sum takes care of most possibilities of overcounting, and the only overcounting that appears from naive summation over \( \ell \) is cancelled by the second sum. Before proceeding, we note that according to Eq. (H5), the contributions of the various blockades in Eq. (H6) depend only on the blockade size, hence it is useful to arrange the sums there according to blockade size, i.e.,

\[
M_{Z_j}^{(\text{block})} = \sum_b M_{Z_j}^{(b)} - \sum_{b,b'} O_{Z_j}^{(b,b')},
\]

where the sum is over blockade sizes, and \( M_{Z_j}^{(b)} \) is the first sum in Eq. (H6) with \( I^{(b')} \)'s restricted to size \( b \), and \( O_{Z_j}^{(b,b')} \) is the second sum with \( I^{(b')} \)'s and \( I^{(b')} \)'s restricted to sizes \( b \) and \( b' \). Since their contributions decay exponentially with blockade size, we expect smaller values of \( b \) to dominate the sums in Eq. (H7).

We start with computing the contribution of two-site blockades. According to Eq. (H2), the only two-site irreducible blockade is \( |I^{(2)}\rangle = \{ \bullet, \bullet \} \). In order for the site \( j \) to be within the blockade subspace and \( Z_j = \pm \), we have two choices for \( \ell \), i.e., \( \ell = j-2 \) or \( \ell = j-1 \). However, by including the contribution of both these choices of \( \ell \), we have double-counted the contribution from all the Krylov subspaces with the three-site blockade \( |I^{(2)} \cup I^{(3)}\rangle = \{ \bullet, \bullet, \bullet \} \) with \( j \) on the middle site (hence \( \ell = j-2 \)). Using Eqs. (H7, H6), and (H5), we obtain the total contribution due to two-site blockades to be

\[
M_{Z_j}^{(2)} = 2 \times \frac{2}{4 \times 3^2}, \quad O_{Z_j}^{(2,2)} = 2 \times \frac{1}{4 \times 3^3}, \quad M_{Z_j}^{(\text{block})}\big|_{\text{two-site}} = M_{Z_j}^{(2)} - O_{Z_j}^{(2,2)} = \frac{5}{54} \approx 0.0926,
\]

where the overall factors of 2 accounts for the two possibilities \( \bullet = \pm \).

Moving on to three-site blockades, we find that there are no irreducible blockade configurations, hence \( M_j^{(3)} = O_j^{(3,3)} = 0 \). Next, we consider four-site blockades, where the unique irreducible blockade is \( |I^{(4)}\rangle = \{ \bullet, \bullet, \bullet, \bullet \} \). In this case, we have four possible values of \( \ell \) \((j-4 \leq \ell \leq j-1)\) such that \( Z_j = \pm 1 \). However, by including all their contributions, we are double counting the contributions of the following blockades:

\[
|I^{(4)} \cup I^{(4)}\rangle = \{ \bullet, \bullet, j, \bullet, \bullet, \bullet, \bullet \}, \quad |I^{(4)} \cup I^{(2)}\rangle = \{ \bullet, \bullet, \bullet, j, \bullet \}, \quad |I^{(2)} \cup I^{(4)}\rangle = \{ \bullet, j, \bullet, \bullet, \bullet, \bullet \}.
\]

Accounting for the overcounting and doubling to account for the two possible spin patterns, using Eqs. (H7) and (H5) we obtain

\[
M_{Z_j}^{(4)} = 2 \times \frac{4}{4 \times 3^4}, \quad O_{Z_j}^{(4,2)} = 2 \times \frac{1}{4 \times 3^5}, \quad M_{Z_j}^{(\text{block})}\big|_{\text{four-site}} = M_{Z_j}^{(4)} - O_{Z_j}^{(4,2)} = \frac{89}{4374} \approx 0.02035.
\]

Similarly, we can consider irreducible blockades \( |I^{(b)}\rangle \) of the form of Eq. (H2) that span \( b \) sites. Simple combinatorics gives the number of such blockades with \( n \) dimers to be

\[
N_{b,n} = \binom{b-n-3}{n-1}, \quad 0 \leq n \leq \left\lfloor \frac{b}{2} \right\rfloor - 1.
\]

Note that although the combinatorics is not directly valid for \( n = 0 \) or \( b \leq 3 \), we nevertheless find that \( N_{b,n} \) of Eq. (H11) is the correct number of blockaded configurations even in those cases. For each blockade with \( n \) dimers, there are \((2n+2)\) available choices of \( \ell \) such that \( Z_j = \pm \). However, similar to the \( b = 2 \) and \( b = 4 \) cases, by including all such positions, we are overcounting the contribution of the \((b+b'-1)\)-site blockade configurations of the from \( |I^{(b)} \cup I^{(b')}\rangle \). The overcount only happens when using the blockade probability Eq. (H5) for choices \( \ell \) where \( j \) is one of the endpoints of an irreducible blockade of size \( b \), since part of the blockade satisfaction condition in Eq. (H5) comes from immediately adjacent irreducible blockade.
configurations of various sizes $b'$ sharing site $j$. There is no overcount when $j$ belongs to one of the dimers in an irreducible blockade.] Similar to Eqs. [H8] and [H10], we then obtain

$$M^{(b)}_{\xi_{j}} = 2 \times \sum_{n=0}^{\left\lceil \frac{L}{2} \right\rceil} N_{b,n} \left( \frac{2n + 2}{3^b} \right), \quad O^{(b,b')}_{\xi_{j}} = 2 \times \frac{1}{4 \times 3^b} \left( \sum_{n=0}^{\left\lceil \frac{L}{2} \right\rceil} N_{b,n} \right) \left( \sum_{n'=0}^{\left\lceil \frac{L}{2} \right\rceil} N_{b',n'} \right) = \frac{F_{b-3}F_{b'-3}}{2 \times 3^{b+b'-1}},$$

where $\{F_n\}$ are the Fibonacci numbers and $\{F_n^{(2)}\}$ are the second-order Fibonacci numbers (defined by the recursion relation $F_0^{(2)} = F_1^{(2)} = F_2^{(2)} = 0$, and $F_{n+1}^{(2)} = F_{n+2}^{(2)} + F_{n+3}^{(2)}$), and we have already used $L \rightarrow \infty$ expressions for the blockade probabilities in Eq. [H5]. Working in the thermodynamic limit, using Eqs. [H7] and [H12], the Mazur bound due to all the blocked subspace is then given by

$$M^{(\text{block})}_{\xi_{j}} = \sum_{b=2}^{\infty} \left( \frac{F_{b-3}^{(2)}}{3^b} + \frac{F_{b-3}^{(2)}}{3^b} \right) - \frac{3}{2} \sum_{b,b'=2}^{\infty} \frac{F_{b-3}F_{b'-3}}{3^{b+b'}} = x^3 G^{(2)}(x) \bigg|_{x = \frac{1}{2}} + (x^2 + x^3 G(x)) \bigg|_{x = \frac{1}{4}} - \frac{3}{2} (x^2 + x^3 G(x))^2 \bigg|_{x = \frac{1}{4}},$$

where $G(x)$ and $G^{(2)}(x)$ are generating functions corresponding to the Fibonacci and second-order Fibonacci numbers, which are known to be $^{112}$

$$G(x) := \sum_{n=0}^{\infty} F_n x^n = \frac{x}{1 - x - x^2}, \quad G^{(2)}(x) := \sum_{n=0}^{\infty} F_n^{(2)} x^n = \frac{x (1 - x)}{(1 - x - x^2)^2}. \tag{H14}$$

Substituting Eq. [H14] into Eq. [H13], we obtain

$$M^{(\text{block})}_{\xi_{j}} = \frac{2}{15} \approx 0.1333. \tag{H15}$$

### Appendix I: Mazur Bounds in the Temperley-Lieb Model

In this appendix, we provide details on the Mazur bound computation for the edge energy operator $\hat{\epsilon}_{1,2}$ in the Temperley-Lieb models of Eq. [48]. We start by simplifying Eq. [12] as

$$M^{(\text{TL})}_{\xi_{j+1}} = \frac{m^2}{mL} \sum_{L/2 - 1}^{L/2 - 1} \frac{\left[ N_{\lambda}^{\text{dimer@}(j,j+1)} \right]^2}{D_{\lambda}}, \quad M^{(\text{TL})}_{\xi_{1,2}} = \frac{m^2}{mL} \sum_{L/2 - 1}^{L/2 - 1} d_{\lambda} \frac{\left[ N_{\lambda}^{\text{dimer@}(j,j+1)} \right]^2}{D_{\lambda}}, \tag{I1}$$

where $N_{\lambda}^{\text{dimer@}(j,j+1)}$ is the number of configurations in $\mathcal{K}_{\lambda}$ with a dimer between sites $j$ and $j + 1$, and $D_{\lambda}$ is the dimension of the Krylov subspace $\mathcal{K}_{\lambda}$. Further, we have taken $L$ even for concreteness and have used results from Eq. [61]: given $2L$ dots, there are $d_{\lambda}$ distinct Krylov subspaces, each of dimension $D_{\lambda}$, and with the same action of the TL algebra in terms of the dots and dimers pictures; in particular, each such Krylov subspace has the same number of configurations with a dimer between sites $j$ and $j + 1$, which we have denoted by $N_{\lambda}^{\text{dimer@}(j,j+1)}$. Note that the sum terminates at $\lambda = L/2 - 1$ since the $2L$ dots must be on the sites other than $j, j + 1$. At the edge, $j = 1$, $N_{\lambda}^{\text{dimer@}(1,2)}$ is the same as the number of dots and dimers pictures with $2L$ dots and restricted to the remaining $L - 2$ sites, which is given by $D_{\lambda}$ in Eq. [61] with $L$ replaced by $L - 2$. Marking the appropriate chain lengths with superscripts on $D_{\lambda}$, we have

$$M^{(\text{TL})}_{\xi_{1,2}} = \frac{m^2}{mL} \sum_{\lambda=0}^{L/2 - 1} d_{\lambda} \frac{D_{\lambda}^{(L-2)}}{D_{\lambda}^{(L)}} = \frac{m^2}{mL} \sum_{\lambda=0}^{L/2 - 1} d_{\lambda} \frac{D_{\lambda}^{(L-2)} (L + 1)^2 - (2\lambda + 1)^2}{4L(L-1)}, \tag{I2}$$

where in the last equation we factored out one $D_{\lambda}^{(L-2)}$ and used a simple expression for $D_{\lambda}^{(L-2)}/D_{\lambda}^{(L)}$ derived from Eq. [61]. This writing enables exact evaluation of the Mazur bound by utilizing the knowledge that

$$\sum_{\lambda=0}^{K/2} d_{\lambda} D_{\lambda}^{(K)} = m^K, \tag{I3}$$

---

7 We can also see the appearance of the Fibonacci numbers by reproducing the above counts without first organizing by the number of dimers: The number $P_k$ of all possible close packings of dimers on $k = b - 2$ sites in Eq. [H2] satisfies $P_k = \sum_{k=2}^{k} P_{k-m}$, where we organized by the number of sites $m$ covered by the first dimer. This is equivalent to standard Fibonacci recursion, with initial conditions such that $P_k = F_{k-1}$. We also need the sum over all possible close packings weighted by the number of dimers in the packing. Denoting this by $W_k$ on $k$ sites, we have $W_k = \sum_{k=2}^{k} (W_{k-m} + P_{k-m})$, which with the desired initial conditions leads to identification $W_k = F_{k-1}$.  

---
the full Hilbert space dimension on $K$ sites (assumed even for concreteness, see Eqs. (8) and (61)). We then compute 
\[ \sum_{\lambda=0}^{K/2} (2\lambda + 1)^2 d_\lambda (K^\lambda) \]  
by taking appropriate derivatives of Eq. (I3) with respect to the formal quantum group parameter $q$ 
that is an argument of $d_\lambda$ (see Eq. (61)) and that enters the right-hand-side via $m = q + q^{-1}$, see Eq. (57). It is then easy to verify that 
\[ \frac{K/2}{2} (2\lambda + 1)^2 d_\lambda (K^\lambda) = \frac{q}{q - q^{-1}} \frac{d}{dq} \left[ \frac{d}{dq} \left[ m^K(q - q^{-1}) \right] \right], \quad m = q + q^{-1}, \quad d_\lambda = [2\lambda + 1]_q \]
\[ = m^K \left[ (K + 1)^2 - 4K(K - 1)/m^2 \right]. \quad (I4) \]

Using Eqs. (I2), (I3), and (I4), we obtain the connected Mazur bound of Eq. (93) to be 
\[ M_{e,2}^{\text{conn}} = \frac{1}{L - 1} \left[ 1 - \frac{4}{m^2} + \frac{6}{m^2L} \right]. \quad (I5) \]

**Appendix J: Matrix Product Operators (MPO) forms of the Commutant Algebra Basis Elements**

In this appendix, we show that the IoMs in the commutant algebras in the $t - J_z$, PF, and TL models (with OBC) in 
the main text have simple MPO expressions. Any operator $\hat{O}$ is said to have an efficient MPO representation if it can be written as 
\[ \hat{O} = \sum_{\{s_n\},\{t_n\}} [b_A^T A_1^{(s_1 t_1)} A_2^{(s_2 t_2)} \cdots A_L^{(s_L t_L)} b_A^r]\langle\{s_n\}\rangle\langle\{t_n\}\rangle, \quad (J1) \]
where $A$ can be thought of as $\chi \times \chi$ matrices with elements expressed as $d \times d$ matrices acting on the physical indices. $\chi$ 
is referred to as the bond dimension of the MPO and the corresponding vector space is the auxiliary space, and $b_A^T$ and $b_A^r$ 
are $\chi$-dimensional boundary vectors of the MPO in the auxiliary space, which are usually set to $b_A^T = (1 \ 0 \ \cdots \ 0)^T$ and 
$b_A^r = (0 \ \cdots \ 0 \ 1)^T$ respectively. The MPO expressions for local operators is straightforward to construct, e.g., the $U(1)$ 
generators $N^{\sigma}$’s of Eq. (19) can be expressed as an MPO with bond dimension $\chi = 2$, where 
\[ A_j = \begin{pmatrix} 1 & N_j^{\sigma} \\ 0 & \mathbb{I} \end{pmatrix}, \quad \sigma \in \{\uparrow, \downarrow\}. \quad (J2) \]

For the OBC $t - J_z$ model, the MPO expressions for the conserved quantities $N^{\sigma_1 \cdots \sigma_k}$ of Eq. (25) can be constructed using 
systematic methods in the literature, see e.g., Refs. 13, 13, 14. We find that $N^{\sigma_1 \cdots \sigma_k}$ has the form of Eq. (J1), where $A_j$ 
has bond dimension $\chi = k + 1$, and is given by 
\[ A_j = \begin{pmatrix} 1 & N_j^{\sigma_1} & 0 & \cdots & 0 \\ 0 & \mathbb{I} & N_j^{\sigma_2} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \cdots & \mathbb{I} & N_j^{\sigma_k} \\ 0 & \cdots & \cdots & \cdots & 0 \end{pmatrix}. \quad (J3) \]

The MPO representation of Eq. (J3) also helps to directly show that $N^{\sigma_1 \cdots \sigma_k}$ is a conserved quantity of the $t - J_z$ model. 
This is evident from the two-site MPO which reads 
\[ A_j A_{j+1} = \begin{pmatrix} 1 & N_j^{\sigma_1} + N_j^{\sigma_1} N_j^{\sigma_2} & N_j^{\sigma_1} N_j^{\sigma_2} & \cdots & 0 \\ 0 & \mathbb{I} & N_j^{\sigma_2} + N_j^{\sigma_2} N_j^{\sigma_3} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \cdots & \mathbb{I} & N_j^{\sigma_k-1} + N_j^{\sigma_k-1} N_j^{\sigma_k} \\ 0 & \cdots & \cdots & \cdots & 0 \end{pmatrix}. \quad (J4) \]

In Eq. (J4), each element within $A_j A_{j+1}$ commutes with the terms $\hat{T}_{j,j+1}$ and $\hat{V}_{j,j+1}$ of $H_{t-J_z}$ as a consequence of Eqs. (21) 
and (23), and thus the MPO generated by $A_j$ of Eq. (J3) commutes with all the $\{\hat{T}_{k,k+1}\}$ and $\{\hat{V}_{k,k+1}\}$ and is guaranteed to 
be a global conserved quantity of $H_{t-J_z}$. 

Similarly, the IoMs \( N^{\alpha_1 \cdots \alpha_k} \) and \( M^{\beta_1 \cdots \beta_k}_{\alpha_1} \) of Eqs. (45) and (60) in the OBC PF and TL models respectively also have simple MPO representations. The MPO matrices \( A_j \) in those cases have the same form as Eq. (J3) with the substitutions \( N_{j}^{\sigma_l} \rightarrow (-1)^j N_{j}^{\sigma_l} \) and \( N_{j}^{\sigma_l} \rightarrow (M_{j})^{\beta_l}_{\alpha_l} \) respectively. Moreover, for the TL models, the additional quadratic IoMs \( M^{\beta_1, \beta_2}_{\alpha_1, \alpha_2} \) of Eq. (E3) also have simple MPO representations with bond dimension \( \chi = 3 + m(\delta_{\alpha_2}^{\beta_1} + \delta_{\alpha_1}^{\beta_2}) \) as follows

\[
A_j = \begin{pmatrix}
1 & \frac{\delta^{\beta_1}_{\alpha_1}}{\sqrt{m}} (J_j)^{\beta_1}_{\alpha_1} & \cdots & \frac{\delta^{\beta_1}_{\alpha_1}}{\sqrt{m}} (J_j)^{\beta_1}_{\alpha_1} & \cdots & \frac{\delta^{\beta_1}_{\alpha_1}}{\sqrt{m}} (J_j)^{\beta_1}_{\alpha_1} & 0 \\
0 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\
.. & .. & .. & \ddots & \ddots & \ddots & \ddots \\
.. & .. & .. & \ddots & \ddots & \ddots & \ddots \\
.. & .. & .. & \ddots & \ddots & \ddots & \ddots \\
.. & .. & .. & \ddots & \ddots & \ddots & \ddots \\
.. & .. & .. & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & 1 & \frac{\delta^{\beta_2}_{\alpha_1}}{\sqrt{m}} (J_j)^{\beta_2}_{\alpha_1} \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1
\end{pmatrix}
\]

(J5)