1. Introduction

Russian is a highly inflective language with a large morpheme-per-word ratio. Five basic parts of Russian speech (noun, verb, adjective, numeral and pronoun) are inflective. These peculiarities of the language result in the abundance of word forms. For example, the verb “делать” (to do) has more than 100 differently spelt word forms according to corresponding grammatical categories: “делал” (He was doing), “делала” (she was doing), “делаю” (I am doing), “делает” (he does), etc. The extraction of all the possible word forms out of 160k lemmas yields over 3,7M words. Up-to-date non-server ASR systems handle the lexicon of only several hundreds of thousands of words. Such an abundant Russian lexicon sophisticates the employment of the well-developed N-gram approach owing to the excessively large computational time and the necessity of the huge statistical data collection. Significantly larger amounts of textual data are also required due to relaxed word order constraints.

There are different approaches in literature addressing the same problem for Russian and other highly inflective or agglutinative languages. The common way to reduce the lexicon is the employment of sub-units: morphemes (Byrne et al., 2000; Arsoy et al., 2009; Karpov et al., 2011), syllables (Xu et al., 1996; Shaik et al., 2011), graphemes (Shaik et al., 2011) or statistically derived units. In some cases it is even possible to recognize OOV-words as the combination of sub-units (Bisani and Ney, 2005). While morphemes or “stem plus ending” units are the most popular ones, the number of Russian syllables is significantly smaller than the amount of morphemes and, moreover, the syllable error rate is noticeably lower. However, there are no rules in Russian for the syllable concatenation. The same syllables may often be located in a different part of a word causing the ambiguousness of a standard backward synthesis. In this paper we present an advanced approach for the concatenation of recognized syllables. The designed syllable language model has a lexicon of about 12k syllables that enables a very fast recognition step. The resulted syllable chain, however, does not incorporate any clear information about the boundaries of underlying words for fluent speech. It may contain more than 60 syllables in one sentence. An examination of all the possible syllable combinations including a limited number of recognition errors takes an unacceptable amount of time with an increase of the syllable number in a sentence. Therefore, the search for a final sentence out of recognized syllables is performed by the designed co-evolutionary asymptotic probabilistic genetic algorithm (CAPGA). Its major advantage is a very few number of parameters to be assigned and faster performance comparing to the standard GA.

We also describe here data used for acoustic and language modelling. A special issue is the preprocessing of the textual data, particularly, handling of abbreviations, Arabic and Roman numerals, since their inflection mostly depends on the context and grammar.

2. Speech Corpus

The ISABASE-2 (Bogdanov et al., 2003) corpus used in our work is one of the largest high-quality speech corpora for Russian. It was created by the Institute of System Analysis of the Russian Academy of Science with the support of the Russian Foundation of Fundamental Research in collaboration with a speech group of the Philological Faculty of Moscow State University.
Lexical material of the speech database consists of 3 non-intersecting sets:

- **R-set:** 70 sentences chosen by linguists to cover all phonemes at least three times.
- **B-set:** 3060 sentences for training.
- **T-set:** 1000 sentences for testing.

The B and T sets were chosen from newspaper articles and internet pages of different domains: politics, economics, culture, etc. Some sentences were taken without adaptation, some of them were pruned. The result sets provide sufficient allophone coverage.

Sentences from the sets R and B were spoken by 100 speakers: 50 male and 50 female. Each speaker has read all 70 sentences from R-set and 180 sentences from B-set. For any two speakers B-subsets either coincide or do not intersect at all. Thereby, each sentence from the R-set was spoken by all 100 speakers and each sentence from the B-set was pronounced by several male and female persons.

The test set was uttered by other 10 speakers: 5 male and 5 female. Each of them read 100 unique sentences from the T-set. All speakers were non-professional speakers living in Moscow and having mostly the Moscow pronunciation type.

Every utterance is presented as a separate WAV-file (22050 Hz, 16 bit) along with its information file. The latter includes:

- Speaker personal information: sex, age, education, place of birth and residence, etc.;
- Experiment conditions, like date of recording and equipment used;
- Textual transcription of the utterance;
- Expected phonetic transcription;
- Data from experts (phoneticians): actual utterance transcription and estimation of the speaker’s accent type.

The total duration of speech is more than 34 hours including 75 minutes of the test material.

### 3. Collecting and Pre-Processing of Russian Text Corpora

The largest available digital text sources are usually scanned/typed books or newspaper archives. Most texts, especially from newspapers, comprise many abbreviations and numbers. Such sentences could be simply omitted. Unfortunately, this leads to the undesired statistics falsification and the model poorly represents almost all the numbers and such abbreviations. For the less inflective languages those abbreviation and numbers can easily be substituted by full words performing some minor grammatical adaptation. For Russian this substitution turns into a multi-step procedure involving morphological and syntactical knowledge.

The algorithm of the text pre-processing (Zablotskiy et al., 2011) is implemented by the authors as a Perl-script invoking the morphological tool “mystem” (Segalovich, 2003) which is even able to estimate the morphological properties of unknown words. The algorithm was applied for the texts of Maxim Moshkov’s library (Moshkov,) and the archive of “Nezavisimaya Gazeta” newspaper (nez,). It took about 12 hours to process 1Gb of a plain text on a single Intel® Core™2 Duo machine with 6Gb of RAM.

### 4. The Algorithm for Syllable Concatenation

The algorithm is shown in Fig. 1. A chain of syllables is recognized using the standard HMM acoustic model and the syllable N-gram language model. The CAPGA generates different hypotheses about the probable concatenation of syllables in a phrase. Each individual is a binary string which bits mean the type of connection between syllables (see Fig. 2). The unit bit means that corresponding syllables should be joint, otherwise they belong to two neighbouring words.

```
Syllable Chain: при ве тству ю дру зья
Chromosome-Solution: 1 1 1 0 1
Correct Sentence: приветствую друзья
In English: hello friends!
```

For each hypothetical sentence (one individual of the GA) a set of closely pronounced sentences is generated. This
is done through the search for a list of likely words to each word in the hypothesis and is required for some minor recognition error correction. A score is estimated for each sentence of the found set (see Section 5.). A sentence with the highest score is attributed to the chromosome and the fitness value is equal to the score. The CAPGA iterates until the convergence or exceeding a maximum number of generations. The sentence with the highest fitness is treated as a final SR result.

5. Sentence Score Estimation

The sentence score is a numerical measure of the sentence correspondence to the available sequence of recognized syllables on the one hand and the language model on the other hand. The score estimation is shown in Fig. 3.
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Figure 3: Sentence score estimation

The list of likely words consists of words whose likelihood coefficients are more than zero in relation to the concatenated word. The likelihood coefficient between two words is based on the Levenshtein distance (Levenshtein, 1966) with a variable operation cost between their phoneme representations where one phoneme is considered as one character. The larger distance results in the smaller likelihood coefficient.

To accelerate the performance the lexicon is stored as one single trie (Knuth, 1998). For one list the Levenshtein distance is saved in every non-terminal node to prevent unnecessary computations. Each word in the sentence has its own list of likely words. To identify the sentence with the highest score all combinations of words (one word from one list) are checked by a dynamic programming algorithm. The score of one sentence is calculated according to Eq. 1:

$$Q = \prod_{i=1}^{N} P(w_i|w_{i-1}, w_{i-2}) \cdot \sum_{h=1}^{N} K(w_h^{con}, w_h), \quad (1)$$

where $P(w_i|w_{i-1}, w_{i-2})$ - the conditional probability of the $i$-th lemma 3-gram in the hypothetical sentence, $K(w_h^{con}, w_h)$ is the likelihood of the word $w_h$ from the $h$-th list with respect to the originally concatenated word $w_h^{con}$, $N$ is the number of words in the sentence.

6. Co-evolutionary Asymptotic Probabilistic Genetic Algorithm

A GA is a global optimization stochastic algorithm. Its major problem is the necessity to choose its parameters. The GA performance strongly depends on this choice. The CAPGA is the combination of different techniques described below that reduce the number of manually assigned parameters.

In (Schlierkamp-Voosen and Muhlenbein, 1994) the adaptation at the expenses of competing populations is suggested. Each sub-population has its own strategy (algorithm’s parameters). A redistribution of resources provides the domination of the sub-population with the best searching strategy. The modification of the co-evolutionary algorithm (Sergienko and Semenkin, 2010) uses not only the competition but also the cooperation between individual GAs. It is organized by the migration of the best individuals into all other sub-populations. This improves the performance due to the positive effect of the cooperation and weakens the algorithm’s sensibility to the choice of parameters. The probabilistic modification (Semenkin and Sopov, 2005) replaces the crossover by the species generation according to the probability distribution of their elements. In this case there is no need to chose the recombination type. The asymptotic GA (Galushin and Semenkin, 2009) enables further reduction of the GA parameters, since it has an adaptive mutation which does not require any settings and performs very fast.

7. Evaluation

The GAPGA was tested on the unconstrained optimization tasks (20 multi-extremal functions). In most cases, it performed better (average reliability $R_{\text{CAPGA}} = 0.921$) than the
best individual GA ($R_{\text{best}} = 0.953$) which is not known in advance. The reliability here means the ratio of restarts when the solution was found (given an assigned accuracy) to the number of all restarts. However, the CAPGA was much faster in finding a solution: on average, it needed only 2452 generations versus 3262 generations of the best GA. This algorithm was applied to the syllable concatenation task. Average syllable error rate achieved on the speech data set described above is ranged from 10 till 20 % depending on the certain acoustic model. All the sentences (recognized and simulated) were grouped according to the level of syllable error rate to investigate the behaviour of the concatenation algorithm. The results are presented in Table 1.

| No. of syll. | WER (%) | Time (sec) | $\mu(N_g)$ | $\delta(N_g)$ | No. of sent. |
|-------------|---------|------------|------------|--------------|-------------|
| 51-80       | 9       | 11         | 10.1       | 4.9          | 11652       |
|             | 21-50   | 12          | 11         | 8.4          | 4307        |
|             | 9-20    | 11          | 2.6        | 0.7          | 1045        |
|             | 21-50   | 12          | 11         | 8.4          | 4307        |
|             | 9-20    | 11          | 2.6        | 0.7          | 1045        |

Here, $\mu(N_g)$ and $\delta(N_g)$ are the mean and standard deviation of passed GA generations and the last column shows the average number of analysed hypothetical sentences. Since the algorithm is stochastic and the results may be different given the same conditions every sentence was synthesised 20 times out of the same recognized chain of syllables and the results were averaged.

The algorithm is able to concatenate the syllables and to correct some minor recognition errors. By now it takes more computational time than morpheme-based approaches and much less time than the full-word recognition. However, in most cases it is more accurate and, therefore, is recommended for non time-critical domains.
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