Multiple imputation approaches for handling incomplete three-level data with time-varying cluster-memberships
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Three-level data arising from repeated measures on individuals clustered within higher-level units are common in medical research. A complexity arises when individuals change clusters over time, resulting in a cross-classified data structure. Missing values in these studies are commonly handled via multiple imputation (MI). If the three-level, cross-classified structure is modeled in the analysis, it also needs to be accommodated in the imputation model to ensure valid results. While incomplete three-level data can be handled using various approaches within MI, the performance of these in the cross-classified data setting remains unclear. We conducted simulations under a range of scenarios to compare these approaches in the context of an acute-effects cross-classified random effects substantive model, which models the time-varying cluster membership via simple additive random effects. The simulation study was based on a case study in a longitudinal cohort of students clustered within schools. We evaluated methods that ignore the time-varying cluster memberships by taking the first or most common cluster for each individual; pragmatic extensions of single- and two-level MI approaches within the joint modeling (JM) and the fully conditional specification (FCS) frameworks, using dummy indicators (DI) and/or imputing repeated measures in wide format to account for the cross-classified structure; and a three-level FCS MI approach developed specifically for cross-classified data. Results indicated that the FCS implementations performed well in terms of bias and precision while JM approaches performed poorly. Under both frameworks approaches using the DI extension should be used with caution in the presence of sparse data.
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1 | INTRODUCTION

Clustered data structures are common in many clinical studies and occur due to observations being nested within groups, for example children within schools, and/or repeated measures within individuals (ie, longitudinal data).1
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These structures may be conceptualized hierarchically, with lower level units nested within higher level units, and are often analyzed using multilevel models. There can be multiple levels of hierarchy within a given study. In our motivating example, the childhood to adolescence transition study (CATS) there are repeated measures collected at fixed time points (level 1) from students (level 2) belonging to different schools (level 3), resulting in a three-level data structure.

Conventional multilevel models assume that the data are fully hierarchical, with each lower level unit (eg, each student) belonging to one and only one unit at the next higher level (eg, schools). However, in longitudinal studies like the CATS, it may be that individuals move between clusters over the course of the study, for example in CATS children changed schools over time. This leads to a partially nonhierarchical, or cross-classified, structure where the repeated measures are clustered within individuals but the individuals are no longer clustered within the same higher-level cluster throughout the study period. To model such data, cross-classified random effects models (CCREM) were developed, which explicitly model the time-varying higher-level cluster membership using time-varying random effects. Such CCREM, is an “acute-effects” CCREM, in which the response of an individual at a fixed point in time is assumed to be only affected by the current higher-level cluster membership of the individual. While alternative more complex models have also been introduced in the literature for modeling time-varying cluster memberships (briefly detailed in Section 2), in this article we focus on an acute-effects CCREM as the motivating example in this article only involved exposure and outcome measurements at three time points, rendering the other models overly complex.

Missing data present challenges in many studies. In longitudinal studies like CATS, the repeated observations of individuals enhances the potential for participant fatigue and drop-out, thus increasing the risk of missing data. Multiple imputation (MI), initially proposed by Rubin, is widely used for handling missing data in longitudinal studies. MI is a two-stage process. In the first stage, the missing values are imputed multiple times by sampling from an approximation to the posterior predictive distribution of the missing data given the observed data. In the second stage, the multiply imputed datasets are analyzed using the substantive analysis model of interest and the resulting inferences are combined using Rubin’s rules. The two commonly used frameworks for conducting MI when there are multiple incomplete variables are joint modeling (JM) and fully conditional specification (FCS). The JM approach imputes all variables with missing data simultaneously, by assuming a joint model for the incomplete variables conditioning on the complete variables. The most widely assumed joint model is a multivariate normal (MVN) model. The FCS approach imputes the variables with missing values one at a time by cycling through a series of univariate imputation models for each incomplete variable conditioning on all the other variables. It is now well established that the validity of the results from MI depends on the appropriate tailoring of the imputation model to the substantive analysis model to ensure congeniality between the two models. In practical terms, this means all key features of the analysis model, such as any multilevel structures, need to be appropriately accommodated in the imputation model to ensure valid results.

The standard implementations of both the JM and FCS MI approaches (referred to as single-level JM and single-level FCS) assume that the individual observations are independent. Using such approaches without accounting for the clustered structure can lead to biased results from a multilevel substantive analysis because the analysis and imputation models are uncongenial. Two simple ways to incorporate the clustering within the single-level MI approaches is by extending them using dummy indicators (DIs) for cluster groups or imputing the repeated measures in wide format if measured at the same fixed time points for all individuals. The DI approach can produce approximately unbiased estimates of the regression coefficients in the context of a random intercept substantive analysis model, when there are missing values in the outcome, and unbiased estimates of the regression coefficients at level 1, with missing values in outcome and covariates. However, previous literature has shown some noteworthy limitations of the DI approach. First, the DI approach has been shown to overestimate the SEs of regression coefficients and the variance components if there are large amounts of missing data, the intra cluster correlation (ICC) is low, or the cluster sizes are small. Second, the DI approach can overestimate higher-level variance components when there is missing outcome data, and result in biased estimates of the higher-level regression coefficients when there is missing exposure data. Finally, where data are missing completely in one or more clusters, fixed effects corresponding to the DIs of these clusters can face identifiability issues in the imputation model leading to underestimated higher-level variance components. Imputing repeated measures in the wide format is theoretically a very flexible approach, as it does not impose a structure for the correlation matrix among repeated measures. Previous simulation studies have shown that the approach performs well in many contexts. However, if there are a large number of variables, especially categorical variables, and/or multiple time points, imputing in wide format can lead to nonconvergence of the imputation model due to model over-fitting and/or collinearity.

Recently, both the JM and FCS frameworks have been extended to impute multilevel data using linear mixed model (LMM)-based imputation models. However, to date only a few implementations of MI approaches based on
three-level models are available, two in R through the “miceadds” and “mdmb” packages and one in the stand-alone Blimp software. Alternatively, the single-level and the two-level MI approaches can also be extended for handling incomplete three-level data using the extensions described previously: a DI approach for the higher-level clusters and/or imputing the repeated measures in wide format.

While all of the proposed extensions of single- and two-level MI approaches and the three-level MI approaches above, have been shown to produce valid inferences in handling incomplete purely hierarchical three-level data in simulations under various settings, the implementation and comparability of these approaches in the context of cross-classified data structures is unclear. Yucel showed that using MI approaches that assume the data are purely hierarchical to handle incomplete nonhierarchical data, can result in biased estimates of the variance components, which can in turn lead to biased SEs for the regression coefficients. However, MI approaches that can explicitly model cross-classified data structures in the imputation process are very limited. We are aware of only one MI approach that explicitly handles incomplete three-level cross-classified data, implemented in the R package “miceadds,” which has not been evaluated in the MI literature. Although the R package mdmb can potentially handle cross-classified data with an arbitrary number of levels, there is limited documentation on how this can be implemented.

The scarcity of software and limited guidance may lead applied researchers to handle missing data in cross-classified data structures using convenient but improper approaches such as available case analysis (ACA) or MI procedures ignoring the time-varying cluster memberships, which may lead to biased results. Given this gap in the literature, our aim was to evaluate approaches to handle missing data in this setting that are readily accessible or can be easily implemented within most statistical packages. We evaluated the following approaches: ignoring the time-varying cluster memberships by taking the first or the most common cluster (for comparison), pragmatic extensions of single- and two-level MI approaches within the joint modeling (JM) and the fully conditional specification (FCS) frameworks using dummy indicators and/or imputing repeated measures in wide format in a way that accounts for the cross-classified structure, and a three-level FCS MI approach developed specifically for cross-classified data. We did this in the context of an acute-effects CCREM substantive analysis model, using both a simulation study and a case study.

The organization of the article is as follows. We begin with a brief introduction to a case study in the CATS that motivated this research. The next section provides an overview of the MI approaches that are available for imputing incomplete cross-classified three-level data. We then describe a simulation study based on the CATS case study to evaluate the performance of these approaches before presenting the results from the various approaches applied to the CATS case study. Finally we conclude with a general discussion.

2 THE MOTIVATING CASE STUDY

2.1 Study background

The CATS is a longitudinal cohort study with a broad focus on examining the onset and course of educational, emotional, social, and behavioral problems in children as they transition from childhood to adolescence. The participants were recruited from a stratified sample of 43 schools in metropolitan Victoria, Australia. All of the 2239 students in the third grade (8–9 years of age) of the participating schools were invited to participate and 1239 (55%) children were recruited to the study at wave 1 in 2012. Data have since been collected through annual follow-ups, using multiple sources including parent, teacher, and student self-report questionnaires, along with direct anthropometric measurements. By mid-2020, 8 waves of follow-up had been completed. All the participants were followed up for data collection irrespective of whether they moved schools during the study period. More details on the study can be found in the published protocol.

2.2 Target analysis of interest

The motivating research question aimed to estimate the effect of depressive symptoms (at waves 1, 2, and 3: exposure) on the subsequent academic performance of the students (at waves 2, 3, and 4: outcome), as measured by a numeracy rating provided by the school teacher. We limited our analysis to the first four waves of the study, up to the student’s transition to high school, where the majority of students transferred to different schools. For simplicity, we omitted individuals who
TABLE 1 Description of variables of interest for the individual $j$ at wave $k$, in the motivating case study in the CATS

| Variable | Type | Grouping/range | Label |
|---------|------|----------------|-------|
| Child's sex | Categorical | 0 = Female, 1 = Male | sex$_j$ |
| Child's age (wave 1) (years) | Continuous | Range [7–11] | age$_j$ |
| Standardized SES measured by the SEIFA IRSAD (wave 1) | Continuous | $z$-score | SES$_j$ |
| Teacher's numeracy rating (wave 1) | Continuous | Range [0–5] | teacher_score$_j$ |
| Teacher's numeracy rating ($k$ = wave 2, 3, and 4) | Continuous | Range [1–5] | teacher_score$_{jk}$ |
| Depressive symptoms ($k$ = wave 1, 2, and 3) | Continuous | Range [0–8] | depression$_{jk}$ |
| Child behavior problems reported by SDQ ($k$ = wave 1, 2, and 3) | Continuous | Range [0–40] | SDQ$_{jk}$ |

Abbreviations: IRSAD, index of relative socio-economic advantage and disadvantage; SDQ, strengths and difficulties questionnaire; SEIFA, socio-economic index for areas; SES, socio-economic status.

The rating provided by the classroom teacher assessing students mathematical skills which is measured on a 5 point Likert scale.

A subset of 4 items (each ranging from 0 to 2) from the Short Mood and Feelings Questionnaire (SMFQ) was used to measure the depressive symptoms at each wave in the CATS.$^{13}$ The exposure measure (at each wave) was the total summary score of these four items.

Derived from the first 4 subscales of the SDQ: emotional symptoms, conduct problems, hyperactivity/inattention, peer relationship problems (each ranging from 0 to 10).$^{14}$ This variable was not included in the analysis but was included in the imputation model as an auxiliary variable to improve its performance.$^{15}$

had missing information about which school they attended at any of the analysis waves (71/1239, 6%). To address this research question we used a CCREM, with random intercepts at both the school and individual level, to estimate the effect of the (time-varying) continuous exposure, the depressive symptoms score. In this analysis model, the random intercept at the school level was allowed to vary over time according to the varying school membership of the participant (highest level group membership).$^7$ The model also included adjustment for potential confounders measured at baseline (wave 1): teacher numeracy rating, sex, socio-economic status (SES), and age. Letting $i(j,k) \in \{1, \ldots, 181\}$ denote the school that individual $j \ (j = 1, \ldots, 1168)$ attended at wave $k \ (k = 2, 3, 4)$, the analysis model of interest was:

$$
teacher\_score_{jk} = \beta_0 + \beta_1 \cdot depression_{j(k-1)} + \beta_2 \cdot k + \beta_3 \cdot teacher\_score_{j1} + \beta_4 \cdot sex_j + \beta_5 \cdot SES_j + \beta_6 \cdot age_j + \alpha_{i(j,k)} + \gamma_j + \epsilon_{jk},$$

where $\alpha_{i(j,k)} \sim N(0, \sigma^2_\alpha)$ is the school-level random effect for the school that individual $j$ attended at wave $k$, $\gamma_j \sim N(0, \sigma^2_\gamma)$ is the individual-level random effect and $\epsilon_{jk} \sim N(0, \sigma^2_\epsilon)$ is the random error. A detailed description of the variables can be found in Table 1. Note that, although the child behavior problems reported by strengths and difficulties questionnaire (SDQ) in Table 1 is not a variable in the substantive analysis, it will be included in the imputation model as an auxiliary variable to improve its performance.$^{15}$

The CCREM specified in (1) closely resembles a hierarchical three-level model but allows different school-level random effects at each time-point. It assumes that the response of an individual at a fixed point in time is affected only by the current higher-level group membership of the individual (“acute-effects”) and that the effect of each school cluster is constant over time (“static-effects”). Other possible analysis models are cumulative-effects CCREM, where the response at a fixed point in time is allowed to be influenced by both current and past higher-level group memberships of the individual,$^6,7$ and dynamic-effects models that allow the effect of the groups to vary over time.$^{37}$ An alternative model, which is closely related to the cumulative-effects CCREM, is the multiple membership model (MMM). MMMS model time-varying cluster memberships by incorporating weights to represent the effect of multiple higher-level units on the lower level outcome. The weights are generally derived using the proportion of time an individual has spent in each cluster up until the time they are assessed.$^6,25$ Because these different models were overly complex for our motivating example and the currently functionality to fit cumulative- or dynamic-effects CCREMs is only available in dedicated software packages for multilevel modeling such as MLwiN, we restrict our attention to an acute- and static-effects CCREM, but return to these other models in the discussion.

In the CATS, data were missing for the (time-varying) exposure (depressive symptom score at wave 1, 2, and 3), the outcome (teacher rating score at wave 2, 3, and 4), baseline (wave 1) teacher rating scores and the auxiliary variable (child behavior problems reported by SDQ at wave 1, 2, and 3). The proportions of missing data in these variables by wave are given in Table 2.
TABLE 2 Missing data frequencies and proportions in the outcome, teacher rating score, the exposure, depressive symptom score, and the auxiliary variable, child behavior problems reported by SDQ, by wave in the substantive analysis ($n = 1168$)

| Data collection wave | Teacher rating score frequency (%) | Depressive symptom score frequency (%) | Child behavior problems reported by the SDQ |
|----------------------|-----------------------------------|---------------------------------------|--------------------------------------------|
| 1                    | 87 (7%)                           | 74 (6%)                               | 31 (3%)                                    |
| 2                    | 118 (10%)                         | 82 (7%)                               | 317 (27%)                                  |
| 3                    | 103 (9%)                           | 80 (7%)                               | 290 (25%)                                  |
| 4                    | 130 (11%)                          | 119 (10%)                             | 377 (32%)                                  |

3 | MI APPROACHES FOR HANDLING INCOMPLETE CROSS-CLASSIFIED THREE-LEVEL DATA

This section provides an overview of the MI approaches that we evaluated for imputing incomplete, cross-classified three-level data in the context of repeated measures at fixed time points nested within individuals clustered within higher-level clusters.

Ideally the time-varying cluster memberships would be incorporated in the imputation model by allowing the cluster membership to vary across waves within the imputation model (if feasible). Alternatively the mobility of individuals over time can be ignored forcing a hierarchical structure in the imputation model. Two common strategies used in applied research for analyzing cross-classified longitudinal data that ignore the mobility of participants are (1) assume that the participants stay in their initial higher-level cluster throughout the study (referred to as First-cluster approach) or (2) assume that the individuals remained in the higher-level cluster in which they spent most of their time in the study (referred to as Common-cluster approach). These ad-hoc strategies ignoring mobility may also be used within the MI framework in handling incomplete cross-classified data and can be implemented using any MI approach that can handle three-level data. Because these approaches can be implemented easily in software based on single-level extensions we consider these approaches in this article for comparison as described below. However theoretically these approaches are uncongenial with the analysis model and may thus lead to invalid inferences.

Below we describe the specific approaches that we consider in this manuscript.

3.1 | Single-level JM with DI indicators for the higher-level clusters and repeated measures imputed in wide format (JM-1L-DI-wide)

Single-level JM imputes all the variables with missing values simultaneously under a single-level joint distribution, which is usually assumed to be multivariate normal, for the incomplete variables. Incomplete categorical variables can be imputed directly as continuous variables followed by rounding or assuming underlying normally distributed latent variables.

With purely hierarchical data, the single-level JM approach can be used to impute three-level data by including as predictors a set of $(I-1)$ DIs representing the higher-level cluster membership and imputing the repeated measures in wide format (i.e, with one row per individual and separate variables for each repeated measure).

Accounting for the cross-classified structure within this approach would require including a separate set of DIs for the higher-level clusters at each time point (wave). In our opinion this is not a sensible model, because this would mean that the DIs representing the school cluster membership at every wave will be included as predictors when imputing a repeated measure at a particular wave. Therefore we only consider the First-cluster and the Common-cluster approaches within JM-1L-DI-wide denoted JM-1L-DI-wide_f and JM-1L-DI-wide_c, respectively. The JM-1L-DI-wide_f approach was implemented using the higher-level cluster membership at wave 2 (as the outcome is measured from wave 2).
3.2 | Single-level FCS with DI indicators for the higher-level clusters and repeated measures imputed in wide format (FCS-1L-DI-wide)

Similarly to JM-1L-DI-wide, the single-level FCS approach can be used to handle incomplete (purely hierarchical) three-level data using DI indicators to represent the cluster membership of each individual, and imputing the repeated measures in wide format.\(^{18}\) In the context of time-varying cluster membership, multiple sets of DIs can be included as predictors in the FCS procedure to represent the cluster membership at each time point, with the univariate imputation model specified for each incomplete repeated measure restricted to just include the set of DIs at that particular wave.

In our simulations we also consider the ad-hoc First-cluster and the Common-cluster strategies within this approach, denoted FCS-1L-DI-wide\(_{f}\) and FCS-1L-DI-wide\(_{c}\), respectively, as a comparison with the JM approaches and because these approaches are commonly used in practice.\(^{40,41}\)

3.3 | Two-level FCS for the higher-level clusters with repeated measures imputed in wide format (FCS-2L-wide)

The two-level FCS extension introduced by van Buuren (2011) uses a series of univariate two-level LMMs to impute the missing values in the incomplete clustered variables. Under the FCS-2L-wide approach, repeated measures are included in wide format, treating each repeated measure of the same variable as a distinct variable in the imputation model. Univariate two-level LMMs are then specified for each incomplete repeated measure in turn with cluster-specific random effects to account for the correlation among individuals of the same higher-level cluster.

Similarly to FCS-1L-DI-wide, time-varying cluster membership can be incorporated into FCS-2L-wide by including random effects in the imputation model to represent the cluster membership at the given time point being imputed.

A similar approach using a two-level imputation model to account for the higher-level clusters with repeated measures imputed in wide format, could be used to accommodate the three-level structure within the JM framework (referred to as JM-2L-wide).\(^{18,26}\) However to accommodate time-varying cluster memberships, this approach would require including random effects for the higher-level clusters for all time points (waves) to impute incomplete variables at a given time point, which is not feasible. It is also not clear how this would be implementable in practice. For these reasons we do not consider such an approach in this manuscript.

3.4 | Two-level JM for repeated measures with DI for higher-level clusters (JM-2L-DI)

As an alternative to JM-2L-wide, the two-level JM approach can be used to allow for the clustering among repeated measures within an individual (imputing the data in long format that is, where each repeated measure is a separate row in the dataset), and then the correlation among individuals of the same higher level cluster and the time-varying cluster membership can be incorporated by including the relevant DI representing the cluster membership at each time-point.

3.5 | Two-level FCS for repeated measures with DI for higher-level clusters (FCS-2L-DI)

Analogously to JM-2L-DI, the two-level FCS approach can be used to model the clustering of repeated measures within individuals using individual-specific random effects, with the relevant DI representing the cluster membership at each time-point.

3.6 | Three-level FCS (FCS-3L)

The three-level FCS approach is an extension of the two-level FCS approach by van Buuren (2011), where missing values are imputed in long format using a series of three-level LMMs for each incomplete variable. Under this approach the correlation among individuals within the same higher-level cluster and the clustering of repeated measures within individuals are modeled using cluster-specific and individual-specific random effects, respectively. Implementations of this approach are available in the standalone software Blimp,\(^{28}\) and the R package miceadds (through the function ml.lmer).\(^{29}\)
The three-level FCS approach can be used to handle cross-classified three-level data by imputing from a series of univariate CCREMs, thus allowing time-varying cluster-specific random effects for the higher-level clusters. This approach is available in the R package miceadds (through the function ml.lmer).29,42

For comparison we also applied the First-cluster and the Common-cluster approaches using a simple (noncross-classified) three-level FCS approach, since this approach uses a three-level hierarchical model similar to the substantive analysis and performed well in terms of bias and precision in our previous simulations in the context of purely hierarchical three-level data.18 We denote these by FCS-3L_f and FCS-3L_c, respectively.

The JM approach has also been extended to impute three-level data using a three-level MLMM.43 Theoretically, this three-level JM approach could be extended to handle three-level cross-classified data, by imputing the missing values using a multivariate CCREM.31 However, we are not aware of any implementations of this approach and hence this was not considered in this manuscript.

See Table 3 for a summary of all the MI approaches that we evaluated for handling cross-classified incomplete three-level data.

4 | SIMULATION STUDY

4.1 | Generation of complete data

In order to evaluate the performance of the MI approaches for imputing cross-classified three-level data described above, we conducted a simulation study based on the CATS. In this simulation study, data were generated as described below for individual j at wave k, with a total sample size of 1200 students. One thousand datasets were generated for a number of different scenarios (see Additional file 1: Table S1 for the parameter values used in the simulation study). For each simulation scenario, this limited the Monte Carlo SE for the coverage of nominal 95% confidence intervals to approximately 0.7%.44 The steps used in the generation of the data for the simulation study were:

i 40 schools were generated at wave 1 and these were populated with varying numbers of students ranging from 8 to 66, distributed similarly to the CATS. To achieve this, the school cluster sizes (8 ≤ n_i ≤ 66) were assumed to follow a truncated log-normal distribution and the cluster size for each school i was sampled randomly from this distribution. To set the total number of students across the 40 schools to 1200, the sampled cluster sizes were multiplied by a factor of \( \sum_{i=1}^{40} n_i \) and rounded to derive a scaled class size. If the total of these scaled class sizes was less than 1200, the deficit was added to the last school cluster, while if the total of scaled class size was higher than 1200, the excess was deducted from the last school cluster.

Child’s age at wave 1 (age_j1) was generated from a uniform distribution \( U(a, b) \).

ii Child’s sex (sex_j) was generated by randomly assigning \( \lambda \) % of students to be female.

iii Child’s standardized SES value at wave 1 (SES_j1) was generated from a standard normal distribution, \( N(0,1) \).

iv The teacher’s numeracy rating at wave 1 (teacher_score_j1) was generated from a linear regression model conditional on child’s sex, child’s age at wave 1 and child’s SES:

\[
\text{teacher}\_\text{score}_{j1} = \eta_0 + \eta_1 \times \left[ \text{sex}_j = 1 \right] + \eta_2 \times \text{age}_{j1} + \eta_3 \times \text{SES}_{j1} + \psi_j,
\]

(2)

where \( \psi_j \) are independently and identically (iid) distributed as \( \psi_j \sim N(0, \sigma^2_\psi) \).

v To mimic the varying cluster membership seen in the CATS study, new schools were added at each of waves 2, 3, and 4. We considered two scenarios with different numbers of school clusters being added at each wave: the first where 50 new schools were added at each wave, and the second where 10 new schools were added at each wave. A proportion (5%) of students at each wave were then randomly selected to be moved to these newly generated schools, with equal numbers of students being assigned to each new school.
| MI approach       | Type                 | Software                  | How the time-varying cluster memberships are handled                                                                 |
|-------------------|----------------------|---------------------------|-----------------------------------------------------------------------------------------------------------------------|
| **JM-1L-DI-wide_f** | Standard (single-level) | SAS, SPSS, Stata, Mplus, R | Time-varying nature of cluster memberships is ignored and only the DI for cluster membership at the first time point is used for all time points |
| **JM-1L-DI-wide_c** |                      |                           | Time-varying nature of cluster memberships is ignored and only the DI for the most common cluster membership over the course of the study is used for all time points |
| **FCS-1L-DI-wide** | Standard (single-level) | SAS, SPSS, Stata, Mplus, R, Blimp | Restricting the univariate imputation models specified for each incomplete repeated measure to just include the DI at that particular wave |
| **FCS-1L-DI-wide_f** |                      |                           | Time-varying nature of cluster memberships is ignored and only the DI for cluster membership at the first time point is used for all time points |
| **FCS-1L-DI-wide_c** |                      |                           | Time-varying nature of cluster memberships is ignored and only the DI for the most common cluster membership over the course of the study is used for all time points |
| **FCS-2L-wide**    | Specialized for two levels | Mplus, R, Blimp, Stat-JR  | Restricting the univariate imputation models specified for each incomplete repeated measure to just include the RE for the cluster at that particular wave |
| **JM-2L-DI**       | Specialized for two levels | R, Realcom-impute, Stat-JR | Including the relevant DI representing the cluster membership at each time-point in long format |
| **FCS-2L-DI**      | Specialized for two levels | R                           | Through time-varying REs for the clusters (ie, using a series of univariate CCREMs for imputation in FCS) |
| **FCS-3L-mllmer**  | Specialized for three levels | R                           | Time-varying nature of cluster memberships is ignored and RE for the cluster group at first time-point is used at all time points |
| **FCS-3L_f**       | Specialized for three levels | R, Blimp                   | Time-varying nature of cluster memberships is ignored and RE for the most common cluster membership over the course of the study is used at all time points |
| **FCS-3L_c**       | Specialized for three levels | R, Blimp                   | Time-varying nature of cluster memberships is ignored and RE for the most common cluster membership over the course of the study is used at all time points |
vi Child’s depression status at waves 1, 2, and 3 \( (\text{depression}_{jk}, k = 1, 2, 3) \) was generated using a CCREM conditional on child’s age at wave 1, child’s sex, teacher’s numeracy rating at wave 1, child’s SES and wave:

\[
\text{depression}_{jk} = \delta_0 + \delta_1 \times \text{age}_{j1} + \delta_2 \times [\text{sex}_j = 1] + \delta_3 \times \text{teacher\_score}_{j1} + \delta_4 \times \text{SES}_{j1} + \delta_5 \times k + \theta_{ij(k)} + \omega_j + \varphi_{jk},
\]

where \( \varphi_{jk}, \omega_j, \) and \( \theta_{ij(k)} \) are iid as \( \varphi_{jk} \sim N \left(0, \sigma^2_\varphi\right), \omega_j \sim N \left(0, \sigma^2_\omega\right), \) and \( \theta_{ij(k)} \sim N \left(0, \sigma^2_\theta\right) \), respectively.

vii The outcome, teacher numeracy rating score at waves 2, 3, and 4 \( (\text{teacher\_score}_{jk}, k = 1, 2, 3) \) was generated using the target analysis model as per Equation (1).

viii Finally, child’s behavioral problems at waves 1, 2, and 3 \( (\text{SDQ}_{jk}, k = 1, 2, 3) \) an auxiliary variable associated with the exposure, was generated using a CCREM conditional on depression symptoms at waves 1, 2, and 3 and wave:

\[
\text{SDQ}_{jk} = \gamma_0 + \gamma_1 \times \text{depression}_{jk} + \gamma_2 \times k + \nu_{ij(k)} + \xi_j + \epsilon_{jk},
\]

where \( \epsilon_{jk}, \nu_{ij(k)}, \) and \( \xi_j \) are iid as; \( \epsilon_{jk} \sim N \left(0, \sigma^2_\epsilon\right), \nu_{ij(k)} \sim N \left(0, \sigma^2_\nu\right), \) and \( \xi_j \sim N \left(0, \sigma^2_\xi\right) \), respectively.

In the simulation study, we considered two different values for the ICC at the school level (high = 0.15 and low = 0.01) and at the individual level (high = 0.5 and low = 0.2) in the data generating model for the outcome (i.e., Equation 1). In the context of a random effects model, ICC is defined as the ratio of variation at the cluster level (i.e., the variance of the random effects) divided by the total variation. Therefore, ICC at the school level is equal to the ratio of between-school cluster variation to the total variation, while the ICC at the individual level is the ratio of (total) between-individual variation to total variation (see Additional file 1: Equation S1). The values for the ICCs were chosen based on the estimated ICC values from the CATS (school-level ICC = 0.5 and individual-level ICC = 0.01) and multilevel literature (an ICC of 0.05 is common in cluster randomized trials and larger ICC values such as 0.2 are seen in repeated measures designs), as used in our previous simulation study based on the CATS. We refer to the four simulation scenarios corresponding to four different combinations of ICC values as: High-high, High-low, Low-high, and Low-low. Under each of the ICC combinations, the variance components at the three levels in the final population data generating model were obtained by equating the total variance across all the three levels, that is, the sum of \( \sigma^2_1, \sigma^2_2, \) and \( \sigma^2_3, \) to unity (see Additional file 1: Table S2).

To increase generalizability, we also considered a few other simulation scenarios that could be relevant in other practical applications. Considering the simulation scenario similar to the CATS case study (i.e., 40 school clusters with varying numbers of students clustered within each cluster at wave 1 totaling to 1200 students and 10 new schools being added at each additional wave of data collection) to be the “base-case”, we considered three other slight variations to include (i) smaller number of clusters, (ii) higher number of waves, (iii) small samples, and (iv) a constant set of clusters as described in Table 4:

| TABLE 4 | Simulation scenarios |
|---------|----------------------|
|         | Base-case | Smaller sample size | A higher number of waves | Small number of constant set of clusters |
| Number of school clusters | 40        | 40                  | 40                      | 10                      |
| School cluster sizes       | varying (ranging from 8–66) | varying (ranging from 8–66) | varying (ranging from 8–66) | constant size of 120 |
| Total sample size          | 1200     | 300                 | 1200                    | 1200                    |
| Number of school clusters added at each wave | 10       | 10                  | 10                      | 10                      |
| Number of waves of data collection | 4        | 4                   | 8                       | 4                       |
4.2 Generation of missing data

Data were set to missing in depressive symptom score (the exposure of interest) at waves 1, 2, and 3 with 15%, 20%, and 30% missing at each wave, respectively. Missingness was generated according to two missing at random (MAR) mechanisms, labeled MAR-CATS and MAR-inflated, by drawing from a logistic regression model dependent on the teacher numeracy rating at the subsequent wave and SDQ measure at the concurrent wave, as shown below:

\[
\text{logit} \left( P \left( R_{\text{depression}_{jk}} = 1 \right) \right) = \zeta_0 + \zeta_1 \times \text{teacher}_\text{score}_{j(k+1)} + \zeta_2 \times \text{SDQ}_{jk},
\]

where \( R_{\text{depression}_{jk}} \) is an indicator variable which takes the value 0 if depression\(_{jk}\) is missing and 1 if depression\(_{jk}\) is observed.

For the MAR-CATS scenario we set \( \zeta_1 = \ln(2) \) and \( \zeta_2 = \ln(1.5) \), which represent the associations observed in the CATS. For the MAR-inflated scenario we set \( \zeta_1 = \ln(4) \) and \( \zeta_2 = \ln(3) \). The values of the intercepts \( \zeta_{0k} \) were chosen by iteration so that the required proportions of missingness were achieved.

In the additional simulation scenario with 8 waves of data collection, approximately 10% of the data were set to missing in the depressive symptom scores at each wave from waves 1–7. This proportion was determined based on the average proportion of missing data across the 7 waves in the CATS data (see Table S3).

4.3 MI model specification and evaluation

We applied the MI approaches \( JM-1L-DI-wide-f \), \( JM-1L-DI-wide-c \), \( FCS-1L-DI-wide_f \), \( FCS-1L-DI-wide_c \), \( JM-1L-DI-wide \), \( FCS-1L-DI-wide \), \( FCS-2L-wide \), \( JM-2L-DI \), \( FCS-2L-DI \), \( FCS-3L \), \( FCS-3L_f \), and \( FCS-3L_c \) to data generated from the 19 simulated scenarios (2 different settings for the number of higher-level clusters added at each wave \( \times 4 \) ICC combinations \( \times 2 \) missing data mechanisms plus 3 additional scenarios with smaller sample size, larger number of waves and a constant number of higher-level clusters, respectively). As a benchmark, we also conducted an ACA where waves of an individual with missing values were excluded from the analysis.

All of the MI approaches were executed using the R software version 3.6.1. \( JM-1L-DI-wide \) and \( JM-2L-DI \) were implemented in the R package “jomo”\(^{45} \). \( FCS-1L-DI-wide \), \( FCS-2L-wide \), and \( FCS-2L-DI \) were implemented in the R package “mice” using the functions norm and 2L.pan for the single and two-level models, respectively, chosen because they are the most widely applied functions among the functions available in R for MI\(^{46} \). \( FCS-3L \), \( FCS-3L_f \) and \( FCS-3L_c \) were implemented using the R package “miceadds” (version 3.10-28) using the function ml.lmer.

The imputation models specified for each MI approach included all the variables in the analysis model and child behavior problems at waves 1, 2, and 3 as auxiliary variables. For each simulated dataset, 20 imputations were generated for each of the MI approaches\(^{15} \). After visually examining the trace plots, the JM approaches in R were run with a burn-in of 1000 iterations and 100 between-imputation iterations (except in the scenario with a higher number of waves, where the between-imputation iterations were set to 10 to reduce the computational time) while the FCS approaches were run with a burn-in of 10 iterations.

Following imputation, the CCREM was fitted to each of the imputed datasets and the resulting inferences were combined using the mitml package in R\(^{47} \). The resulting estimates of the parameters of interest (regression coefficient for depressive symptoms \(-\beta_1\), and the estimates of the variance components at levels 1, 2, and 3 \((\sigma_1^2, \sigma_2^2, \sigma_3^2\) respectively) were compared to the true values used to generate the data. The performance of the approaches for estimating the regression coefficients of interest were evaluated using the mean value of the estimate, the bias (the average difference between the true values used in generating the data and the estimates), the empirical SE (the average SD of the estimates), the model-based SE (the average of the estimated SEs of the estimates), and the coverage probability of the nominal 95% confidence interval (estimated as the proportion of replications in which the estimated interval contained the true value) across the 1000 replications\(^{48} \). For the variance component estimates, we report the bias, percentage bias defined as the bias relative to the true value and the empirical SE.
4.4 Simulation study results

The sampling distribution of the deviations of the estimates from the true value of the regression coefficient of interest ($\beta_1$), across the 1000 replications for each approach for the different scenarios are shown in Figures 1 and 2. A detailed numerical summary of the estimated bias, standard errors and coverage is presented in Tables S4–S8 in Additional File 1. The comparative performance of the approaches was very similar across the different missing data mechanisms, so we focus mainly on the results from the MAR-CATS scenario, highlighting contrasts where they exist.

As expected, ACA resulted in large biases for $\beta_1$ (relative bias >10%) across all of the simulation scenarios with inadequate coverage (<93.6%).

In the scenario where there was a constant small number of higher-level clusters, all approaches performed well in estimating $\beta_1$. In the base-case scenario (large sample size, small number of follow up waves, and 10 clusters added at each wave), all of the JM approaches extended with the DIs for the school clusters ($JM-1L-DI-wide_c$, $JM-1L-DI-wide_f$, $JM-2L-DI$) resulted in approximately unbiased estimates with appropriate nominal coverage. However, we observed large biases and severe undercoverage in the estimation of $\beta_1$ with all of the JM approaches when 50 clusters were added at each wave or when the sample size was small, and with $JM-1L-DI-wide_c$ when there was a larger number of follow up waves. When the sample size was larger, while all FCS approaches resulted in approximately unbiased estimates of $\beta_1$ with coverage probabilities close to the nominal level across all simulation scenarios, slightly larger biases were observed for $FCS-3L$ based approaches. This bias was more prominent in the MAR-inflated scenario when the ICC at level 2 was high. We also observed warnings indicating that some of the school cluster indicators were being dropped in the R software mice in the simulation scenarios with 50 clusters added at each wave or a larger number of waves in extensions of the FCS approaches using DIs ($FCS-1L-DI-wide_c$, $FCS-1L-DI-wide_f$ and $FCS-2L-DI$). When the sample size was small, somewhat large biases were also observed for the single level FCS extensions ($FCS-1L-DI-wide_c$, and $FCS-1L-DI-wide_f$).

Figures 3 and 4 display the empirical SE, with error bars showing the Monte Carlo SE, and the average model-based standard errors. With small sample sizes or large numbers of clusters added all of the JM approaches extended with the DIs for the school clusters ($JM-1L-DI-wide_c$, $JM-1L-DI-wide_f$, $JM-2L-DI$) resulted in model-based standard errors that were larger than the empirical standard errors. The same was observed with a larger number of waves for $JM-1L-DI-wide_c$. While all of the other MI approaches and ACA exhibited approximately comparable empirical and model-based standard errors under most scenarios, there were a few exceptions. Particularly of note, in the case with a small number of constant higher-level clusters (Figure 4C), all approaches (including the JM approaches above) resulted in somewhat different empirical errors to the average model-based standard errors under the Low-high ICC combination.
FIGURE 2  Distribution of deviations of the estimated regression coefficient of interest from true value across the 1000 simulated datasets for available case analysis (ACA) and 11 multiple imputation (MI) approaches with (A) a sample size of 300 (40 schools of varying school sizes at wave 1 and 10 new schools being added at each additional wave of data collection, and \( \beta_1 = -0.05 \)) (B) 8 waves of data collection (40 school clusters of varying school sizes at wave 1 and 10 new schools being added at each additional wave of data collection, and \( \beta_1 = -0.02 \)) (C) a small number of constant set of clusters (ie, no additional clusters being added at each wave, and \( \beta_1 = -0.02 \)) when data are missing at random with inflated dependencies (MAR-inflated)

With small sample sizes (Figure 4A), FCS approaches also exhibited slightly different empirical standard errors and average model-based standard errors under the Low-high ICC combination.

The deviations from the true value in the variance component estimates at level 1, 2 and 3 for the scenario where 50 and 10 new clusters were added at each wave, are shown in Figures 5 and 6, respectively, while the results for the additional simulation scenarios are shown in the Figures S5–S7. All approaches showed similar performance with negligible bias (<10% relative bias) for the variance components at level 1, 2, and 3 across the different simulation scenarios, with ACA showing comparatively larger biases.

5 | CASE STUDY ILLUSTRATION

All of the approaches were also applied to impute the incomplete data in the case study. In the CATS, missing values were observed in the outcome (teacher’s numeracy rating at wave 2, 3, and 4), the exposure (depressive symptom scores at waves 1, 2, and 3), a time-fixed baseline variable (teacher numeracy rating scores at wave 1) and the auxiliary variable SDQ at waves 1, 2, and 3. Under the approaches that can accommodate the time-varying cluster memberships, all incomplete time-varying variables were imputed allowing the cluster membership to vary over time. The implementation details of each method in this multivariable missingness scenario and the corresponding code can be found here (https://3levelcrossclassified.netlify.app/). Similar to the simulation study we generated 20 imputations and included all the variables in the analysis model and an auxiliary variable-SDQ measure for child behavior problems in the imputation model for all approaches. Table 5 shows the results from the application to the CATS data (also see Additional file 1: Figure S8).
FIGURE 3  Empirical standard errors (filled circles with error bars showing $\pm 1.96 \times$ Monte Carlo standard errors) and average model-based standard errors (hollow circles) for the regression coefficient of interest from 1000 replications, for available case analysis (ACA) and the 11 multiple imputation (MI) approaches under two scenarios of number of higher level clusters and four ICC combinations when data are missing at random with dependencies based on CATS (MAR-CATS).

All of the FCS approaches resulted in similar estimates for both the parameter of interest and the variance components. The exception was **FCS-2L-DI**, where the regression coefficient had a slightly larger SE and the level 3 and 2 variance components were somewhat larger than the other FCS approaches.

In contrast, all of the JM approaches resulted in estimates that were clearly implausible (very large estimates of the level 3 variance components, and a value of 0 for variance at level 2). A closer inspection of the observed and imputed values (see Additional File 1: Figures S9–S11) showed these three approaches generated many implausible imputed values for the incomplete variables which would lead to implausible results.

### 6 | DISCUSSION

In this article we compared a range of available approaches that can be used for handling incomplete, cross-classified, three-level data. We found that when the sample size was large, all of the extensions of single-level FCS approaches (including those that ignore the cross-classified structure), and extensions of two-level FCS approaches provided approximately unbiased estimates of the regression coefficients and the variance components across all simulation scenarios and in some cases performed better than the cross-classified three-level FCS approach. However, warnings were issued in the R package mice that some of the school clusters were being dropped for FCS approaches using the DI extension (**FCS-1L-DI-wide_c**, **FCS-1L-DI-wide_f**, and **FCS-2L-DI**) in the simulation scenarios where 50 new clusters were added at each wave and where there was a larger number of follow-up waves, as well as in the real data application. This indicates that the imputation models specified in mice were overparameterized, which is most likely due to sparsity of the data. With small sample sizes, the single level FCS extensions (**FCS-1L-DI-wide**, **FCS-1L-DI-wide_c**, and **FCS-1L-DI-wide_f**) performed poorly. The extensions of the single-level and two-level JM approaches (**JM-1L-DI-wide_f**, **JM-1L-DI-wide_c**, and **JM-2L-DI**) performed well in the simulation scenario where only 10 new clusters were added at each wave, but performed very poorly when 50 new clusters were added at each wave or when the sample size was small. While all JM approaches performed well in terms of bias and precision in scenarios with a small number of constant clusters, **JM-1L-DI-wide_c** performed poorly when there was a larger number of follow-up waves. In line with the simulation results, all JM approaches extended with DI also produced implausible estimates in the real data illustration (where more than 30 schools were added at each wave with missing data in multiple variables).

The poor performance of the JM approaches using the DI approach in both the simulation and case study is likely due to sparse data, particularly where data are likely to be “systematically” missing, that is, missing for entire clusters. When data are systematically missing in clusters, fixed effects corresponding to the DIs for these clusters will be unidentifiable in the imputation model, leading to nonconvergence of the JM imputation algorithm. In contrast, the FCS approach...
FIGURE 4  Empirical standard errors (filled circles with error bars showing $\pm 1.96 \times$ Monte Carlo standard errors) and average model-based standard errors (hollow circles) for the regression coefficient of interest from 1000 replications, for available case analysis (ACA) and the 11 multiple imputation (MI) approaches with (A) a sample size of 300 (40 schools of varying school sizes at wave 1 and 10 new schools being added at each additional wave of data collection, and $\beta_1 = -0.05$) (B) 8 waves of data collection (40 school clusters of varying school sizes at wave 1 and 10 new schools being added at each additional wave of data collection, and $\beta_1 = -0.02$) (C) a small number of constant set of clusters (ie, no additional clusters being added at each wave, and $\beta_1 = -0.02$) when data are missing at random with inflated dependencies (MAR-inflated)

deals with this issue by dropping the DIs corresponding to the systematically missing clusters and hence will not face convergence issues. Although the FCS algorithm might converge, dropping DIs in this way could mean that the imputation model in FCS is misspecified if there were some cluster effects from the systematically missing clusters. Due to the likely issues of the DI approach with systematically missing clusters and the findings from previous literature that also indicate that the DI approach can produce inflated estimates of the variance components and the standard errors when there is a very low ICC, high missing data percentages or small cluster sizes,\textsuperscript{16,50} we advise caution when using MI approaches extended with the DI approach. It should also be noted that while approaches that ignored the cross-classified structure performed well in our simulation study with large sample sizes, this was not the case with smaller sample sizes. Further research could investigate if there are other scenarios in practice where ensuring congeniality with the analysis model by accounting for the time-varying cluster memberships is necessary.

Our finding that pragmatic extensions of single and two-level FCS (\textit{FCS-1L-DI-wide} and \textit{FCS-2L-wide}) can be used for handling incomplete three-level data with time-varying cluster memberships is important in practice because specialized approaches for imputing cross-classified three-level data can be challenging to implement due to limited availability in standard software packages and limited documentation, and there is also limited evaluation of these. In particular, many commonly used statistical software packages such as Stata and SPSS do not have MI approaches that impute using LMMs, leaving users of these software with the only option of using simple extensions of the single-level MI approaches for handling incomplete three-level data. It should be noted, however, that a disadvantage of the single-level extensions of the FCS approaches is that they are only feasible when data are collected at fixed time points for all individuals.

The simulation study in this article was based on a real study so we believe our results reflect what could be expected in practice in a similar setting. The simulation results also provided much-needed guidance on the use of MI approaches in the complex setting of incomplete cross-classified three-level data which commonly arises with longitudinal data.
However, it is always difficult to draw general recommendations from a single simulation study, as the performance of the methods may vary due to a range of factors that are at play when analyzing multilevel data, such as cluster sizes, number of clusters, ICCs, effect sizes and the variability and the number of the random effects, only a subset of which were evaluated in the current study. Therefore caution is required in generalizing these results to conditions outside those evaluated in our study.

In our simulations, the missingness was only imposed on a single level 1 continuous exposure, while in practice missing values often occur in multiple variables and at level 2 and/or level 3 and need to be handled simultaneously. The results and recommendations may differ if the missingness is at a higher level and/or missing values also occur in outcome or confounding variables. Specifically, the approaches using the DI method have been shown to produce biased estimates of higher-level-variable regression coefficients when there are missing values in the outcome and the covariates. Therefore, future investigations of these approaches in a broader range of settings will be useful.
### Table 5

Point estimate (and standard error) for the effect of depressive symptoms at the previous wave on the teacher numeracy scores, and point estimates for the variance components at levels 3, 2, and 1, from available case analysis (ACA) and MI approaches applied to the CATS data.

| Method                                      | Regression coefficient estimate (SE) | Level 3 variance component | Level 2 variance component | Level 1 variance component |
|---------------------------------------------|--------------------------------------|---------------------------|---------------------------|---------------------------|
| ACA                                         | -0.002 (0.007)                       | 0.005                     | 0.229                     | 0.276                     |
| **First-cluster approach**                  |                                      |                           |                           |                           |
| (ignoring mobility)                         |                                      |                           |                           |                           |
| JM-1L-DI-wide_f                            | ***                                  | ***                       | ***                       | ***                       |
| FCS-1L-DI-wide_f                           | -0.004 (0.007)                       | 0.007                     | 0.226                     | 0.285                     |
| FCS-3L_f                                    | -0.005 (0.008)                       | 0.006                     | 0.194                     | 0.307                     |
| **Common-cluster approach**                |                                      |                           |                           |                           |
| JM-1L-DI-wide_c                            | ***                                  | ***                       | ***                       | ***                       |
| FCS-1L-DI-wide_c                           | -0.003 (0.007)                       | 0.008                     | 0.229                     | 0.287                     |
| FCS-3L_c                                    | -0.004 (0.007)                       | 0.003                     | 0.228                     | 0.281                     |
| FCS-1L-DI-wide                             | -0.004 (0.007)                       | 0.009                     | 0.227                     | 0.286                     |
| FCS-2L-wide                                | -0.004 (0.007)                       | 0.009                     | 0.227                     | 0.286                     |
| JM-2L-DI                                   | ***                                  | ***                       | ***                       | ***                       |
| FCS-2L-DI                                  | -0.002 (0.010)                       | 0.029                     | 0.301                     | 0.285                     |
| FCS-3L                                     | -0.005 (0.007)                       | 0.004                     | 0.225                     | 0.280                     |

*Note:* ***All JM approaches produced implausible estimates and are therefore omitted from the table.*

Our simulations were limited to the context of a static acute-effect CCREM and the MI approaches outlined may not be applicable in the context of alternative nonhierarchical models discussed previously such as MMMs or analysis models involving cumulative effects and/or dynamic effects. While limited theoretical work in the context of MMMs has been conducted, developing novel MI implementations, as well as exploring whether the pragmatic extensions of the single- and two-level MI approaches can be used for handling incomplete data in such substantive contexts and comparing their performance, remains an avenue of future research. Future research could also investigate MI approaches in the context of other extensions to the substantive CCREM analysis model such as with random slopes, interaction effects, quadratic effects and more complex variance-covariance structures, where we may expect the performance of the approaches to differ, but this was beyond the scope of this study.

In our study we assumed that the cluster membership information is completely observed as the proportion of individuals who had missing cluster membership information at any of the analysis waves in our motivating example was very small (6%). In practice, however, this may not be the case, and cluster membership too may need to be imputed. van Buuren suggests that incomplete cluster membership may be handled using simple univariate imputation methods. Alternatively, modeling approaches for analyzing cross-classified data with missing class identification as suggested by Hill and Goldstein could be used. In summary, our findings suggest that researchers may use the extensions of the single-level and two-level FCS approaches, **FCS-1L-DI-wide** and **FCS-2L-wide**, evaluated in this study or the specialized three-level FCS approach for handling incomplete three-level cross-classified data. However, the specialized three-level approach may be the only option in settings with irregularly measured time points (ie, unbalanced data). Although FCS approaches, **FCS-1L-DI-wide**, **FCS-1L-DI-wide_c**, **FCS-1L-DI-wide_f**, and **FCS-2L-DI**, performed well with large sample sizes, these approaches can be problematic with small sample sizes and sparse data, and therefore should be used with caution. We recommend avoiding the use of extensions of the JM approaches with a large number of DIs as these approaches can lead to biased estimates of regression coefficients and variance components.
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