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Abstract—Depth information is important for autonomous systems to perceive environments and estimate their own state. Traditional depth estimation methods, like structure from motion and stereo vision matching, are built on feature correspondences of multiple viewpoints. Meanwhile, the predicted depth maps are sparse. Inferring depth information from a single image (monocular depth estimation) is an ill-posed problem. With the rapid development of deep neural networks, monocular depth estimation based on deep learning has been widely studied recently and achieved promising performance in accuracy. Meanwhile, dense depth maps are estimated from single images by deep neural networks in an end-to-end manner. In order to improve the accuracy of depth estimation, different kinds of network frameworks, loss functions and training strategies are proposed subsequently. Therefore, we survey the current monocular depth estimation methods based on deep learning in this review. Initially, we conclude several widely used datasets and evaluation indicators in deep learning-based depth estimation. Furthermore, we review some representative existing methods according to different training manners: supervised, unsupervised and semi-supervised. Finally, we discuss the challenges and provide some ideas for future researches in monocular depth estimation.

I. INTRODUCTION

Estimating depth information from images is one of the basic and important tasks in computer vision, which can be widely used in simultaneous localization and mapping (SLAM) [1], navigation [2], object detection [3] and semantic segmentation [4], etc.

Geometry-based methods: Recovering 3D structures from a couple of images based on geometric constraints is a popular way to perceive depth and has been widely investigated in recent forty years. Structure from motion (SfM) [5] is a representative method for estimating 3D structures from a series of 2D image sequences and is applied in 3D reconstruction [6] and SLAM [7] successfully. The depth of sparse features can be handled by SfM through feature correspondences and geometric constraints between image sequences, i.e., the accuracy of depth estimation relies heavily on the exact feature matching and high-quality image sequences. Furthermore, SfM suffers from monocular scale ambiguity [8]. Similarly, stereo vision matching also has the ability to recover 3D structures of a scene by observing the scene from two viewpoints [9], [10]. Stereo vision matching simulates the way of human eyes by two cameras, and the disparity maps of images are calculated through a cost function. Since the transformation between two cameras is calibrated in advance, the scale information is included in depth estimation during the stereo vision matching process, which is different from the SfM process based on monocular sequences [11], [12].

Although the above geometry-based methods can efficiently calculate the depth values of sparse points, these methods usually depend on image pairs or image sequences [6], [10]. How to get the dense depth map from a single image is still a significant challenge because of lack of effective geometric solutions.

Sensor-based methods: Depth sensors, like RGB-D cameras and LIDAR, are able to get the depth information of the corresponding image directly. RGB-D cameras have the ability to get the pixel-level dense depth map of RGB image directly, but they suffer from the limited measurement range and outdoor sunlight sensitivity [18]. Although LIDAR is widely used in unmanned driving industry for depth measurement [19], it can only generate the sparse 3D map. Besides, the large size and power consumption of these depth sensors (RGB-D cameras and LIDAR) affect their applications to small robotics, like drones. Due to the low cost, small size and wide applications of monocular cameras, estimating the dense depth map from a single image has received more attention, and it has been well researched recently based on deep learning in an end-to-end manner.

Deep learning-based methods: With the rapid development in deep learning, deep neural networks show their outstanding performance on image processing, like image classification...
objective detection \cite{21} and semantic segmentation \cite{22}, etc, and related well-written overviews can be found in \cite{23,24,25}. Besides, recent developments have shown that the pixel-level depth map can be recovered from a single image in an end-to-end manner based on deep learning \cite{27}. A variety of neural networks have manifested their effectiveness to address the monocular depth estimation, such as convolutional neural networks (CNNs) \cite{28}, recurrent neural networks (RNNs) \cite{29}, variational auto-encoders (VAEs) \cite{30} and generative adversarial networks (GANs) \cite{31}. The main goal of this overview is to provide an intuitive understanding of mainstream algorithms that have made significant contributions to monocular depth estimation. We review some related works in monocular depth estimation from the aspect of learning methods, including the loss function and network framework design, which is different from our previous review \cite{26}. Some examples of monocular depth estimation based on deep learning are shown in Fig. \ref{fig:1}.

This survey is organized in the following way: Section II introduces some widely used datasets and evaluation indicators in monocular depth estimation. Section III reviews some representative depth estimation methods based on deep learning according to different training modes. We also conclude some novel frameworks that can effectively improve network performance. Section IV summarizes the current challenges and promising directions to research. Section V concludes this review.

\section{Datasets and Evaluation Indicators in Depth Estimation}

\subsection{Datasets}

\textbf{KITTI:} The KITTI dataset \cite{32} is the largest and most commonly used dataset for the sub-tasks in computer vision, like optical flow \cite{33}, visual odometry \cite{34}, depth \cite{35}, object detection \cite{36}, semantic segmentation \cite{37} and tracking \cite{38}, etc. It is also the commonest benchmark and the primary training dataset in the unsupervised and semi-supervised monocular depth estimation. The real images from “city”, “residential” and “road” categories are collected in the KITTI dataset, and the 56 scenes in the KITTI dataset are divided into two parts, 28 ones for training and the other 28 ones for testing, by Eigen \emph{et al.} \cite{35}. Each scene consists of stereo image pairs with a resolution of $1224 \times 368$. The corresponding depth of every RGB image is sampled in a sparse way by a rotating LIDAR sensor. Since the dataset also provides the ground truth of pose for 11 odometry sequences, it is also widely used to evaluate deep learning-based visual odometry (VO) algorithms \cite{39,40}.

\textbf{NYU Depth:} The NYU Depth dataset \cite{41} focuses on indoor environments, and there are 464 indoor scenes in this dataset. Different from the KITTI dataset, which collects ground truth with LIDAR, the NYU Depth dataset takes monocular video sequences of scenes and the ground truth of depth by an RGB-D camera. It is the common benchmark and the primary training dataset in the supervised monocular depth estimation. These indoor scenes are split into 249 ones for training and 215 ones for testing. The resolution of the RGB images in sequences is $640 \times 480$, and they are also down-sampled by half during experiments. Because of the different variable frame rates between RGB camera and depth camera, it is not a one-to-one correspondence between depth maps and RGB images. In order to align the depth maps and the RGB images, each depth map is associated with the closest RGB image at first. Then, with the geometrical relationship provided by the dataset, the camera projections are used to align depth and RGB pairs. Since the projection is discrete, not all pixels have a corresponding depth value, and thus the pixels with no depth value are masked off during the experiments.

\textbf{Cityscapes:} The Cityscapes dataset \cite{42} mainly focuses on semantic segmentation tasks \cite{37}. There are 5,000 images with fine annotations and 20,000 images with coarse annotations in this dataset. Meanwhile, this dataset consists of a set of stereo video sequences, which are collected from 50 cities for several months. Since this dataset does not contain the ground truth of depth, it is only applied to the training process of several unsupervised depth estimation methods \cite{13,15}. The performance of depth networks is improved by pre-training the networks on the Cityscapes, and the experiments in \cite{43,15,13,44} have proved the effectiveness of this joint training method. The training data consists of 22,973 stereo image pairs with a resolution of $1024 \times 2048$ collected from different cities.

\textbf{Make3D:} The Make3D dataset \cite{45} only consists of monocular RGB as well as depth images and does not have stereo images, which is different from the above datasets. Since there are no monocular sequences or stereo image pairs in this dataset, semi-supervised and unsupervised learning methods do not use it as the training set, while supervised methods usually adopt it for training. Instead, it is widely used as a testing set of unsupervised algorithms to evaluate the generalization ability of networks on different datasets \cite{13}.

\subsection{Evaluation metrics}

In order to evaluate and compare the performance of various depth estimation networks, a commonly accepted evaluation method is proposed in \cite{27} with five evaluation indicators: RMSE, RMSE log, Abs Rel, Sq Rel, Accuracies. These indicators are formulated as:

- RMSE: \( \sqrt{\frac{1}{|N|} \sum_{i \in N} \| d_i - d_i^* \|^2 } \),
- RMSE log: \( \sqrt{\frac{1}{|N|} \sum_{i \in N} \| \log(d_i) - \log(d_i^*) \|^2 } \),
- Abs Rel: \( \frac{1}{|N|} \sum_{i \in N} \frac{|d_i - d_i^*|}{d_i} \),
- Sq Rel: \( \frac{1}{|N|} \sum_{i \in N} \frac{|d_i - d_i^*|^2}{d_i^2} \),
- Accuracies: \% of \( d_i \) s.t. \( \max(d_i^*, \frac{d_i}{thr}) = \delta < thr \),

where \( d_i \) is the predicted depth value of pixel \( i \), and \( d_i^* \) stands for the ground truth of depth. Besides, \( N \) denotes the total number of pixels with real-depth values, and \( thr \) denotes the threshold.

\begin{align*}
\text{RMSE} & = \sqrt{\frac{1}{|N|} \sum_{i \in N} \| d_i - d_i^* \|^2 }, \\
\text{RMSE log} & = \sqrt{\frac{1}{|N|} \sum_{i \in N} \| \log(d_i) - \log(d_i^*) \|^2 }, \\
\text{Abs Rel} & = \frac{1}{|N|} \sum_{i \in N} \frac{|d_i - d_i^*|}{d_i^*}, \\
\text{Sq Rel} & = \frac{1}{|N|} \sum_{i \in N} \frac{|d_i - d_i^*|^2}{d_i^2}, \\
\text{Accuracies} & = \% \text{ of } d_i \text{ s.t. } \max\left(d_i^*, \frac{d_i}{thr}\right) = \delta < thr,
\end{align*}
III. MONOCULAR DEPTH ESTIMATION BASED ON DEEP LEARNING

Since humans can use priori information of the world, it is possible for them to perceive the depth information from a single image. Inspired by this, previous works achieve single-image depth estimation by combining some prior information, like the relationship between some geometric structures (sky, ground, buildings) [46]. With the convincing performance in image processing, CNNs have also demonstrated a strong ability to accurately estimate dense depth maps from single images [45] [47] which investigates which kind of cues the depth networks should exploit for monocular depth estimation based on the four published methods (MonoDepth [13], SfMLearner [43], Semodepth [48] and LKVO Learner [16]).

Deep neural networks can be regarded as a black box, and the depth network will learn some structural information for depth inference with the help of supervised signals. However, one of the biggest challenges of deep learning is the lack of enough datasets with ground truth, which is expensive to acquire. Therefore, in this section, we review the monocular depth estimation methods from the aspect of using ground truth: supervised methods [49], unsupervised methods [50] and semi-supervised methods [51]. Although the training processes of the unsupervised and semi-supervised methods rely on monocular videos or stereo image pairs, the trained depth networks predict depth maps from single images during the testing. We summarize the existing methods from the aspect of their training data, supervised signals and contributions in Table I. We also collect the quantitative results of the unsupervised and semi-supervised algorithms evaluated on the KITTI dataset in Table III.

A. Supervised monocular depth estimation

A basic model for supervised methods: The supervisory signal of supervised methods is based on the ground truth of depth maps, so that monocular depth estimation can be regarded as a regressive problem [35]. The deep neural networks are designed to predict depth maps from single images. The differences between the predicted and real depth maps are utilized to supervise the training of networks: $L_2$ Loss:

$$L_2(d, d^*) = \frac{1}{N} \sum_{i} |d_i - d_i^*|^2,$$

(1)

Therefore, depth networks learn the depth information of scenes by approximating the ground truth.

Methods based on different architectures and loss functions: To the best of our knowledge, Eigen et al. [35] firstly solve the monocular depth estimation problem by CNNs. The proposed architecture is composed of two-component stacks (the global coarse-scale network and the local fine-scale network) designed in [35] to predict the depth map from a single image in an end-to-end way. During the training process, they use the ground truth of depth $d^*$ as the supervised signals, and the depth network predicts the log depth as $\log d$. The training loss function is set as:

$$L(d, d^*) = \frac{1}{N} \sum_{i} y_i^2 - \frac{\lambda}{N} \left( \sum_{i} y_i \right)^2,$$

(2)

where $y_i^2 = \log(d_i) - \log(d_i^*)$. $\lambda$ refers to the balance factor and is set to 0.5. The coarse-scale network is trained at first, and then the fine-scale network is trained to refine the results by fixing the parameters of the coarse-scale network. The experiments show that the fine-scale network is effective to refine the depth map estimated by the coarse-scale network. In [51], Eigen et al. propose a general multi-scale framework capable of dealing with the tasks such as depth map estimation, surface normal estimation, and semantic label prediction from a single image. For depth estimation, based on Eq. (2), an additional loss function is proposed to promote the local structural consistency:

$$L_2 = \frac{1}{N} \sum_{i} [(\nabla_x D_i)^2 + (\nabla_y D_i)^2],$$

(3)

where $D_i = \log(d_i) - \log(d_i^*)$, and $\nabla$ is the vector differential operator. This function calculates the gradients of the difference between the predicted depth and the ground truth in the horizontal and vertical directions. Similarly, considering that optical flow is successfully solved by CNN through supervised learning, Mayer et al. [33] extend the optical flow networks to disparity and scene flow estimation. A fully CNN framework for monocular depth estimation is proposed in [52], and then the proposed framework jointly optimizes the intrinsic factorization to recover the input image. Inspired by the outstanding performance of ResNet [53], Laina et al. [54] introduce residual learning to learn the mapping relation between depth maps and single images, therefore their network is deeper than previous works in depth estimation with higher accuracy. Besides, the fully-connected layers in ResNet are replaced by up-sampling blocks to improve the resolution of the predicted depth map. During the training process, they use the reverse Huber (Berhu) [55] as the supervised signal of depth network, which is also used in [56] and achieves a better result than $L_2$ loss (Eq. (1)):

**Berhu Loss:**

$$L_{\text{Berhu}}(d, d^*) = \begin{cases} 
\frac{|d - d^*|}{c} & \text{if } |d - d^*| \leq c, \\
\frac{|d - d^*|^2 + c^2}{2c} & \text{if } |d - d^*| > c,
\end{cases}$$

(4)

where $c$ is a threshold and set to $\frac{1}{4} \max(|d - d^*|)$. If $|x| < c$, the Berhu loss is equal to $L_1$, and the berHu loss is equal to $L_2$ when $|x|$ is outside this range. Because of the deeper fully convolutional network and the improved loss function, this work achieves a better result than the previous works [52], [33] with fewer parameters and training data.

Mancini et al. [57] focus on the application of depth estimation in obstacle detection. Instead of predicting the depth from a single image, the proposed fully CNN framework in [57] uses both monocular image and corresponding optical flow to estimate an accurate depth map. Chen et al. [58] tackle
the challenge of perceiving the single-image depth estimation in the wild by exploring a novel algorithm. Different from using the ground truth of depth as the supervised signal, their networks are trained by the relative depth annotations. The variant of Inception Module \cite{59} is also utilized in their framework to make the network deeper. Since the monocular view contains few geometric details, Kendall et al. \cite{49} design a deep learning framework to learn the structure of scenes from stereo image pairs. Besides, a disparity map instead of the depth map is predicted by the designed network, and the ground truth disparity is used for supervision:

\[
\mathcal{L}(I, I^*) = \frac{1}{N} \sum_{i} ||\text{Dis}^i - \text{Dis}^*_i||_1, \tag{5}
\]

where \(\text{Dis}_i\) stands for the predicted disparity of pixel \(i\), and \(\text{Dis}^*_i\) is the corresponding ground truth. Considering the slow convergence and local optimal solutions caused by minimizing mean squared error in log-space during training, Fu et al. \cite{60} regard the monocular depth estimation as an ordinal regression problem. As the uncertainty of the predicted depth values increase along with the ground truth depth values, it is better to allow larger estimation errors when predicting larger depth values, which cannot be well solved by the uniform discretization (UD) strategy. Therefore, a spacing-increasing discretization (SID) strategy is proposed in \cite{60} to discretize depth and optimize the training process. To improve the transportability of depth network on different cameras, Facil et al. \cite{27} introduce the camera model into the depth estimation network, improving the generalization capabilities of networks. Although the above methods achieve outstanding accuracy, a large number of parameters in these works limit the applications of their network in practice, especially on embedded systems. Hence, Woft et al. \cite{61} address this problem by designing a lightweight auto-encoder network framework. Meanwhile, the network pruning is applied to reduce computational complexity and improves real-time performance.

**Methods based on conditional random fields:** Instead of using an additional network to refine the results in \cite{35}, Li et al. \cite{66} propose a refinement method based on the hierarchical conditional random fields (CRFs), which is also widely used for semantic segmentation \cite{67, 68}. Because of the continuous characteristics of depth between pixels, CRF can refine the depth estimation by considering the depth information of neighboring pixels, so that the CRF model is widely applied in the depth estimation \cite{66, 69, 70}. In \cite{66}, a deep CNN framework is designed to regress the depth map from multi-level image patches at the super-pixel level. Then, the depth map is refined from super-pixel level to pixel level via hierarchical CRF, and the energy function is:

\[
E(d) = \sum_{i \in S} \phi_i(d) + \sum_{(i,j) \in E_i} \phi_{ij}(d_i, d_j) + \sum_{c \in P} \phi_c(d_c), \tag{6}
\]

where \(S\) stands for the set of super-pixels, \(E_i\) refers to the set of super-pixel pairs that share a common boundary, and \(P\) denotes the set of pixel-level patches. \(E(d)\) consists of three parts: (i) a data term for calculating the quadratic distance between the depth value \(d\) and the network regressed depth \(\hat{d}\); (ii) a smoothness term for enforcing relevance between neighboring super-pixels; (iii) an auto-regression model for describing the local relevant structure in the depth map. In the same year, a similar framework exploring deep CNN with continuous CRF, called deep convolutional neural fields, is proposed by Liu et al. \cite{69} to tackle the problem of monocular depth estimation. Meanwhile, a super-pixel pooling method is proposed by them to speed up the convolutional network, and it helps to design the deeper network to improve the accuracy of depth estimation. Wang et al. \cite{70} present a framework jointly estimate the pixel-level depth map and semantic labels from a single image. Because of the structural consistency between the depth map and semantic labels, the interactions between the depth and semantic information are utilized to improve the performance of depth estimation. The depth and semantic prediction tasks are jointly trained by the supervised signal:

\[
\mathcal{L}(I, I^*) = \frac{1}{N} \sum_{i} (\log(d_i) - \log(d_i^*))^2 - \lambda \frac{1}{N} \sum_{i} \log(P(l_i^*)), \tag{7}
\]

\[
P(l_i^*) = \exp(z_{l(i)}^*) / \sum_{l_i} \exp(z_{l(i)}), \tag{8}
\]

where \(l_i^*\) stands for the ground truth of semantic labels. Meanwhile, \(l_i\) refers to the predicted labels. \(z_{l(i)}^*\) denotes the output of the semantic node. To further refine the estimated depth, Wang et al. also introduce a two-layer hierarchical CRF to update the depth details by extracting frequent templates for each semantic category, which lead to the fact that their methods cannot perform well as the number of classes increases. Therefore, Mousavian et al. \cite{71} present a coupled framework for simultaneously estimating depth maps and semantic labels from a single image, and these two tasks share high-level feature representation of images extracted by CNN. A fully connected CRF is used and coupled with deep CNN to enhance the interactions between depth maps and semantic labels. Hence, their method is trained in an end-to-end manner and 10x faster than that reported in \cite{70}. Zhang et al. \cite{59} propose a task-attentional module to encapsulate the interaction and improve the performance of networks, which is different from previous works \cite{70, 71}. Similar to \cite{71}, Xu et al. \cite{72} also integrate the continuous CRF model into deep CNN framework for end-to-end training. Besides, a structured attention model coupled with the CRF model is proposed in \cite{72} to strengthen the information transfer between corresponding features. The Random forests (RFs) model is also introduced to monocular depth estimation tasks and efficiently enforces the accuracy of depth estimation \cite{73}.

**Methods based on adversarial learning:** Because of the outstanding performance on data generation \cite{74}, the adversarial learning proposed in \cite{62} has become a hot research direction in recent years. Varieties of algorithms, theories, and applications have been widely developed, which is reviewed in \cite{75}. The frameworks of adversarial learning in depth estimation are shown in Fig. \ref{fig:adversarial}. Different kinds of adversarial
(a) The framework of raw GAN; (b) The framework of supervised methods based on GAN; (c) The framework of unsupervised and semi-supervised methods based on GAN.

---

The framework of supervised methods based on GAN facilitates the training of the framework based on the min-max confrontation between generator and discriminator during training. In the GAN-based supervised and semi-supervised methods, owing to the lack of real dense depth maps, the RGB images synthesized by view reconstruction algorithm in the generator and real images instead of depth maps are sent to discriminator, and the generator takes image pairs, like the image snippets in unsupervised methods or the stereo image pairs in semi-supervised methods, to estimate the depth maps from single images and synthesize RGB images.

---

learning frameworks based on [62], like stacked GAN [76], conditional GAN [77] and Cycle GAN [78], are introduced into depth estimation tasks and have a positive impact on the depth estimation [65], [63], [79]. In [63], Jung et al. introduce the adversarial learning into monocular depth estimation tasks. The generator consists of a Global Net and a Refinement Net, and these networks are designed to estimate the global and local 3D structures from a single image. Then, a discriminator is used to distinguish the predicted depth maps from the real ones, and this form is commonly used in supervised methods. The confrontation between generator G and discriminator D facilitates the training of the framework based on the min-max problem:

$$\min_G \max_D \mathbb{E}_{x \sim p_G} [\log D(x)] + \mathbb{E}_{z \sim p_z} [\log (1 - D(z))],$$  \hspace{1cm} (9)

where $x$ is the ground truth depth map, and $\hat{x}$ refers to the depth map predicted by generator. Similarly, conditional GAN is also used in [79] for monocular depth estimation. The difference from [63] is that a secondary GAN is introduced to get a more refined depth map based on the image and coarse estimated depth map.

Because of being supervised by the ground truth, the supervised methods can effectively learn the functions to map 3D structures and their scale information from single images. However, these supervised methods are limited by the labeled training sets, which are hard and expensive to acquire.

B. Unsupervised monocular depth estimation

Instead of using the ground truth, which is expensive to acquire, the geometric constraints between frames are regarded as the supervisory signal during the training process of the unsupervised methods.

A basic model for unsupervised methods: The unsupervised methods are trained by monocular image sequences, and the geometric constraints are built on the projection between neighboring frames:

$$p_{n-1} \sim K T_{n-\rightarrow n-1} D_n(p_n) K^{-1} p_n,$$  \hspace{1cm} (10)

where $p_n$ stands for the pixel on image $I_n$, and $p_{n-1}$ refers to the corresponding pixel of $p_n$ on image $I_{n-1}$. $K$ is the camera intrinsics matrix, which is known. $D_n(p_n)$ denotes the depth value at pixel $p_n$, and $T_{n-\rightarrow n-1}$ represents the spatial transformation between $I_n$ and $I_{n-1}$. Hence, if $D_n(p_n)$ and $T_{n-\rightarrow n-1}$ are known, the correspondence between the pixels on different images ($I_n$ and $I_{n-1}$) are established by projection function. Inspired by this constraint, Zhou et al. [43] design a depth network to predict the depth map $D_n$ from a single image $I_n$, and a pose network to regress the transformation $T_{n-\rightarrow n-1}$ between frames ($I_n$ and $I_{n-1}$). Based on the output of networks, the pixel correspondences between $I_n$ and $I_{n-1}$ are built up:

$$p_{n-1} \sim K T_{n-\rightarrow n-1} \hat{D}_n(p_n) K^{-1} p_n.$$  \hspace{1cm} (11)

Then, the photometric error between the corresponding pixels is calculated as the geometric constraints. Zhou et al. are inspired by [80] to use a view synthesis as a metric, and the reconstruction loss is formulated as:

$$\mathcal{L}_{\text{vs}} = \frac{1}{N} \sum_{p} |I_n(p) - \hat{I}_n(p)|,$$  \hspace{1cm} (12)

where $p$ indexes over pixel coordinates. $I_n(p)$ denotes the reconstructed frame. The structure similarity based on SSIM is also introduced into $\mathcal{L}_{\text{vs}}$ to quantify the differences between reconstructed and target images:

$$\mathcal{L}_{\text{ss}} = \alpha \frac{1 - \text{SSIM}(I_n - \hat{I}_n)}{2} + (1 - \alpha) |I_n - \hat{I}_n|,$$  \hspace{1cm} (13)

where $\alpha$ is a balance factor. Besides, the recent work [81] has proven that it is more efficient to calculate the minimum value of the reconstruction error than the mean, which has been applied in [62], [63]. The view reconstruction algorithm is applied to reconstruct the frame $\hat{I}_n(p)$ from $I_{n-1}$ based on the projection function, as shown in Fig. [3] An edge-aware depth smoothness loss similar to [84], [13] is adopted to encourage the local smooth of depth map:

$$\mathcal{L}_{\text{smooth}} = \frac{1}{N} \sum_{p} |\nabla D(p)| \cdot (e^{-|\nabla D(p)|})^T,$$  \hspace{1cm} (14)

Although the depth network is coupled with pose network during training, as shown in Fig. [3] they can be used independently during testing. The above formulas (11)-(14) form the basic framework of the unsupervised methods.
Methods based on explainability mask: The view reconstruction algorithm based on projection function relies on the static scenario assumption, i.e., the position of dynamic objects on neighboring frames does not satisfy the projection function, which affects the photometric error and training process. Therefore, masks are widely used to reduce the influence of dynamic objects and occlusions on view reconstruction loss $\mathcal{L}_v$ (Eq. (12)). In [43] and [85], a mask network is designed to reduce the effects of dynamic objects and occlusions on view reconstruction through:

$$\mathcal{L}^M_v = \frac{1}{N} \sum_p M|I_n(p) - \hat{I}_n(p)|,$$  \hspace{1cm} (15)

where $M$ refers to the explainability mask predicted by a mask network. Since there is no direct supervision for $M$, training with the above loss $\mathcal{L}^M_v$ would result in a trivial solution of the network predicting $M$ to be zero, which perfectly minimizes the loss. Therefore, a regularization term $\mathcal{L}_{reg}(M)$ is used to encourage nonzero predictions by minimizing the cross-entropy loss with constant label 1 at each pixel location. Besides, Vijayanarasimhan et al. [85] design an object mask network to estimate the dynamic objects. The difference from [43] is that the object motion is regressed together with the camera pose and used to calculate the optical flow. Based on [43], Yang et al. [86] introduce a surface normal and a depth-normal consistency term for the unsupervised framework to enhance the constraints on depth estimation. The mutual conversion between depth and normal is solved by designing a depth-to-normal layer and a normal-to-depth layer in the depth network. As a result, the depth network achieves higher accuracy than [43]. In [50], Mahjourian et al. explore the geometric constraints between the depth map of consecutive frames. They propose an ICP loss term to enforce consistency of the estimated depth maps, and their total network framework (including mask network, pose network and depth network) are similar to [43].

Although the mask estimation based on deep neural network is widely used in previous works [43], [85], [86], [50] and effectively reduces the effects of dynamic objects and occlusion on reconstruction errors, it not only increases the amount of computations, but also complicates network training. Therefore, in [87] and [44], the geometry-based masks are designed to replace the masks based on deep learning and have a better effect on depth estimation. Sun et al. [88] propose a cycle-consistent loss term to make full use of the sequence information. In [87], Wang et al. carefully consider the blank regions on the reconstructed images caused by view changes and the occlusion of the pixels generated during projection. They analyze the view reconstruction process and the influence of pixel mismatch on training. Hence, two masks on the projected image and the target image, called the overlap mask and the blank mask, are proposed to solve the considered problems. Besides, a more detailed mask is designed to filter the trace mismatched pixels, and experiments prove the effectiveness of the proposed masks. The mask proposed by Bian et al. [44] is also based on geometry consistency constraint. They design a self-discovered mask based on the inconsistency between the depth maps of adjacent images. Besides, a scale consistency loss term is proposed in [44], and it significantly tackles the problem of scale inconsistency between different depth maps.

Methods based on traditional visual odometry: Instead of using the pose estimated by a pose network, the pose regressed from traditional direct visual odometry is used to assist the depth estimation in [16]. The direct visual odometry takes the depth map generated by the depth network and a three-frame snippet to estimate the poses between frames by minimizing the photometric error; then, the calculated poses are sent back to the training framework. Therefore, because the depth network is supervised by more accurate poses, the accuracy of depth estimation is significantly improved.

Methods based on multi-tasks framework: Recent approaches introduce additional networks for multi-task into the basic framework, like optical flow [15], [89], object motion [82], [90] and camera intrinsics matrix [91], [92]. Hence, the geometric relationship between different tasks is used as an additional supervision signal, which strengthens the training of the entire framework. Yin et al. [15] propose a jointly learning framework for depth, ego-motion and optical flow tasks. The proposed unsupervised framework consists of two parts: the rigid structure reconstructor for rigid scene reconstruction, and
the non-rigid motion localizer for dynamic objects processing. A ResFlowNet is designed in the second part to learn the residual non-rigid flow. Therefore, the accuracy of all three tasks has been improved by separating rigid and non-rigid scenes and eliminating outliers through the proposed adaptive geometric consistency loss. Since the flow field of rigid regions in [85], [15] is generated by the depth and pose estimation, errors produced by depth or pose estimation are propagated to the flow prediction. Therefore, Zou et al. [89] design an additional network to estimate the optical flow. Besides, they propose a cross-task consistency loss to constrain the consistency between the estimated flow (from network) and the generated flow (from depth and pose estimation). Ranjan et al. [90] further extend the multi-task framework, and the motion segmentation is jointly trained with other tasks (depth, pose, flow) in an unsupervised way. More tasks make the training process more complicated, so they introduce competitive collaboration to coordinate the training process and achieve outstanding performance. Similar to [85], Casser et al. [82] also carefully consider the motions of dynamic objects in the scenes. An object motion network is introduced to predict the motions of individual objects, and this network takes the segmented images as input. Since the above methods are based on the prerequisites of known camera intrinsic parameters, this limits the application of the network to unknown cameras. Therefore, in [91] and [92], they extend the pose network to estimate the camera intrinsic parameter and further reduce the prerequisites during training.

**Methods based on adversarial learning:** The adversarial learning framework is also introduced to unsupervised monocular depth estimation. Since there are no real depth maps in the unsupervised training, it is not feasible to utilize adversarial learning like Eq. (12). Therefore, instead of using the discriminator to distinguish the real and predicted depth maps, the images synthesized by view reconstruction algorithms and the real images are regarded as the input of discriminator. In [63], [93], [94], the generator consists of a pose network and a depth network, and the output of networks is used to synthesize images by view reconstruction. Then, a discriminator is designed to distinguish the real and predicted depth maps. Since temporal information helps to improve the performance of the network, the LSTM module is introduced to the pose network and depth network to contact contextual information in [93], [94]. Furthermore, Li et al. [93] design an additional network to eliminate the shortcoming of view reconstruction algorithm, which is similar to [43]. In order to get more 3D cues, the information between frames extracted by LSTM and the single images are adopted together to depth estimation.

Compared with supervised and semi-supervised methods, unsupervised methods learn the depth information from the geometric constraints instead of ground truth. Therefore, the training process relies on monocular sequences captured by a camera, and unsupervised learning is beneficial for the practical application of unsupervised methods. However, because of learning from monocular sequences, which do not contain the absolute scale information, unsupervised methods suffer from scale ambiguity, scale inconsistency, occlusions and other problems.

**C. Semi-supervised monocular depth estimation**

Since there is no need for ground truth during training, the performance of unsupervised methods is still far from the supervised methods. Besides, the unsupervised methods also suffer from various problems, like scale ambiguity and scale inconsistency. Therefore, the semi-supervised methods are proposed to get higher estimation accuracy while reducing the dependence on the expensive ground truth. Besides, the scale information can be learned from the semi-supervised signals.

Training on stereo image pairs is similar to the case of monocular videos, and the main difference is whether the transformation between two frames (left-right images or front-back images) is known. Therefore, some studies regard the framework based on stereo image pairs as unsupervised methods [28], while others treat them as semi-supervised methods [78]. In this review, we consider them the semi-supervised methods, and the poses between left-right images are the supervised signals during training.

**A basic model for semi-supervised methods:** Semi-supervised methods trained on stereo image pairs estimate the disparity maps (inverse depth maps) between the left and right images. Then, the disparity map \( Dis \) calculated from predicted inverse depth is used to synthesize the left image from the right image by inverse warping, as shown in Fig. 4. Similar to the unsupervised methods, the differences between the synthesized images \( I_s \) and real images \( I_l \) are used as a supervised signal and to constrain the training process:

\[
L_{recons} = \sum_p ||I_l(p) - I_s(p)||^2,
\]

\[
= \sum_p ||I_l(p) - I_s(p + Dis(p))||^2,
\]

where \( I_s \) is the corresponding right images. The depth map \( d \) can be transferred from the predicted disparity map through: \( d = fB/D, \) where \( f \) is the local length of cameras, and \( B \) refers to the distance between left and right cameras. Based on the above framework, Garg et al. [28] also use a
smoothness loss term to improve the continuities of disparity maps. Godard et al. [13] improve both the above network framework and the loss functions. The right disparity map $Dis^r$ is predicted together with the left disparity map $Dis^l$ and used to reconstruct the right image from left image. Besides, they present a left-right disparity consistency loss to constrain the consistency between left and right disparities:

$$L_{lr} = \frac{1}{N} \sum_p |Dis^l(p) - Dis^r(p + Dis^l(p))|,$$

(17)

Besides, the SSIM [95] is introduced to strengthen the structure similarity between the synthesised images and real images, and the loss function is similar to Eq.13 As a result, the experiments demonstrate the effectiveness of these improvements, and the performance outperforms the previous works [28]. Considering that above framework suffers from occlusions and left image border, a framework based on trinocular assumptions is proposed in [96]. In [97], Ramirez et al. propose a framework for joint depth and semantic prediction tasks. An additional decoder stream is designed to estimate semantic labels and trained in a supervised way. Furthermore, a cross-domain discontinuity term based on the predicted semantic image is applied to improve the smoothness of the predicted depth map, which shows a better performance than the previous smoothness loss terms (like Eq. (11)). Similarly, Chen et al. [98] also leverage semantic segmentation to improve the monocular depth estimation. In [98], depth estimation and semantic segmentation share the same network framework, and switch by condition. A novel left-right semantic consistency term is proposed to perform region-aware depth estimation and improves the accuracy and robustness of both tasks.

Methods based on stereo matching: Luo et al. [99] present a view synthesis network based on Deep3D [100] to estimate the right image from the left image, which is different from above works. Moreover, a stereo matching network is designed to take the raw left and synthesised right images to regress the disparity map. During training, the view synthesis network is supervised by the raw right images to improve the construction quality, and the predicted disparity maps are used to reconstruct the left images from the estimated right images. Similar to [99], Tosi et al. [101] also leverage the stereo matching strategy to improve the performance and robustness of monocular depth estimation. Features from different viewpoint are synthesised by performing stereo matching, thereby achieving outstanding performance. Their network framework consists of three parts: a multi-scale feature extractor for high-level feature extraction, a disparity network for disparity map prediction, and a refinement network for disparity refinement. In comparison to [99], the networks proposed in [101] are jointly trained while those in [99] are trained independently, thereby simplifying the complexity of training in [101].

Methods based on adversarial learning and knowledge distillation: Combining advanced network frameworks, like adversarial learning [31], [102], [65] and knowledge distillation [103], is becoming popular and can significantly improve the performance. The framework of knowledge distillation consists of two neural networks, a teacher network and a student network. Teacher network is more complex than the student network. The purpose of knowledge distillation is to transfer the knowledge learned by the teacher network to the student network, so that the functions learned by the large model are compressed into smaller and faster models. Pilzer et al. [102] follow this idea, and knowledge distillation is used to transfer information from the refinement network to the student network. Considering the effectiveness of training with synthetic images, Zhao et al. [104] adopt the framework of cycle GAN for the transformation between the synthetic and real domains to expand the data set, and propose a geometry-aware symmetric domain adaptation network (GASDA) to make better use of the synthetic data. Their network learns from the ground truth labels in synthetic domain as well as the epipolar geometry of the real domain, thereby achieving competitive results. Wu et al. [105] improve the architecture of the generator by utilizing a spatial correspondence module for feature matching and an attention mechanism for feature re-weighting.

Methods based on sparse ground truth: To strengthen the supervised signals, the sparse ground truth is widely incorporated into the training framework. Kuznietsov et al. [48] adopt the ground truth depth collected by LIDAR for semi-supervised learning. Besides, the left and right depth maps ($D_l, D_r$) are estimated by CNNs, and the supervision signal based on LIDAR data ($G_l, G_r$) is formulated as:

$$L_{recons} = \sum_{p \in \Omega_{z,l}} ||D_l(p) - G_l(p)||_{\delta},$$

$$\Delta \sum_{p \in \Omega_{z,r}} ||D_r(p) - G_r(p)||_{\delta},$$

(18)

where $\Omega_{z,l}$ refers to the set of pixels with available ground truth, and $||*||_\delta$ denotes the berHu norm [55]. Similarly, based on [13], He et al. [106] introduce the loss between the predicted depth maps and LIDAR data as an additional signal. Moreover, the physical information is also adopted into the semi-supervised methods. Fei et al. [17] use the global orientation computed from inertial measurements as a priori information to constrain the normal vectors to surfaces of objects. Generally, normal vectors to surfaces of objects are parallel or perpendicular to the direction of gravity, and they can easily calculate from the estimated depth map. Therefore, this physical priori significantly improves the accuracy of depth estimation.

Semi-supervised methods achieve a better accuracy than unsupervised methods because of the semi-supervised signals, and the scale information can be learned from these signals. However, the accuracy of semi-supervised methods relies heavily on the ground truth, like pose and LIDAR data, although they are easier to get than expensive dense depth maps.
D. Applications

The monocular depth estimation based on deep learning has been widely applied in SLAM (or visual odometry (VO)) to improve the mapping process, recover the absolute scale, and replace the RGB-D sensor in dense mapping. Improving the map: LOO et al. [107] introduce the monocular depth prediction into the SVO framework [108], and the depth value predicted by deep neural networks is used to initialize the mean and variance of the depth at a feature location. Therefore, the depth uncertainty during mapping is effectively reduced with the help of introducing depth prediction, thereby improving the map built by CNN-SVO. Scale recovery: Since the depth neural network can predict the depth containing absolute scale information from a single image, the scale ambiguity and scale drift of monocular VO methods [109] can be effectively solved with the help of deep learning-based depth estimation. Yin et al. [110] and Yang et al. [111] follow this idea and leverage the depth estimation based on deep learning to recover the absolute scale of monocular VO. Replace the RGB-D sensor: As reviewed by [26], most of dense SLAM methods take RGB-D sensor to build the dense maps of scenes. Compared with RGB-D sensors, depth networks can generate the accurate and dense depth maps from the single images captured by monocular cameras. Besides, monocular cameras have the advantages of small size, low power consumption, and easy access. Therefore, Tateno et al. [18] propose a method that introduce the deep depth estimation into dense monocular reconstruction, and their methods also demonstrate the effectiveness of deep learning-based depth prediction in the absolute scale recovery.

IV. DISCUSSION

In general, we think that the development of monocular depth estimation will still focus on improving the accuracy, transferability, and real-time performance.

Accuracy: Most of the previous works mainly focus on improving the accuracy of depth estimation by adopting new loss functions or network frameworks, as shown in Table I. Several well-known network frameworks, like LSTM, VAE, GANs, have shown their effectiveness in improving the performance of depth estimation. Therefore, with the development of deep neural networks, trying new network frameworks, like 3D convolution [114], graph convolution [115], attentional mechanism [116] and knowledge distillation [117], may get satisfactory results. Although the unsupervised methods do not rely on ground truth during training, their accuracy is far from the current most effective semi-supervised methods, as shown in Table I. Finding a more efficient geometric constraint to improve the unsupervised methods [57] may be a good direction. For example, the target-level dynamic object motion estimation combined with geometry-based mask, will be an effective solution to the impact of dynamic objects and occlusions on view reconstruction. Besides, the unsupervised methods training on monocular videos suffer from scale ambiguity and scale inconsistency. Although some loss terms are proposed to constrain the scale consistency, this problem is not solved well.

Since the semantic information is mainly used to constrain the smoothness of depth map during training, it will be a good research direction for solving monocular scale ambiguity by learning the scale from semantic information. Moreover, the multi-task joint training combining with the geometric relationship between tasks is also a proven method that is worthy of further study. To get a state-of-the-art result, the network framework is becoming more and more complicated, and the loss terms are becoming more complicated, which make the training of the network difficult. Furthermore, the increase of loss terms will also pose a challenge on the selection of hyperparameters. A more effective way for designing deep learning-based hyperparameter setting methods is also a huge challenge. For example, estimating the intrinsic matrix of the monocular camera and the parameters of stereo cameras based on deep learning may be a promising direction.

Transferability: Transferability refers to the performance of the same network on different cameras, different scenarios, and different datasets. The transferability of depth networks is raising increasing attention. Most of the current methods are trained and tested on the same dataset, thereby achieving a satisfactory result. However, the training set and testing set in different domains or collected by different cameras often lead to severe performance degradation. Incorporating camera parameters into depth estimation framework and leveraging domain adaptation technology during training will significantly improve the transferability of depth network, and they are becoming a hot topic recently.

Real-time performance: Although deeper networks show outstanding performance, they require more computation time to complete estimation tasks, which is a great challenge for their applications. The ability of depth estimation networks to run in real-time on embedded devices will have significant implications for their practical applications. Therefore, the development of lightweight networks based on supervised, semi-supervised and unsupervised learning will be a promising direction, and there are not much related researches in this field at present. As the number of parameters of the lightweight network is smaller, this affects the performance of the network. Therefore, it is a worthwhile subject to improve accuracy while ensuring real-time performance.

In addition, there is very little researches on the mechanism of monocular depth estimation methods based on deep learning, like what depth networks have learned and what depth cues they exploit. For example, the research in [47] focuses on the cues of neural network learning depth from a single image, and its experiments have shown that current depth networks ignore the apparent size of known obstacles, which is different from how humans perceive depth information. Therefore, studying the mechanism of depth estimation is a promising direction, which may effectively improve the accuracy, transferability and real-time performance. The application of monocular depth estimation in environmental perception [26] and control [118], [119] of autonomous robots is also a direction worthy of research.
TABLE I
A SUMMARY OF DEEP LEARNING-BASED MONOCULAR DEPTH ESTIMATION. “MONO.” REFERS TO “MONOCULAR”, AND “MULTI-TASKS” MEANS THAT IN ADDITION TO POSE AND DEPTH ESTIMATION, THERE ARE OTHER TASKS THAT ARE JOINTLY TRAINED IN THE FRAMEWORK, SUCH AS SEMANTIC SEGMENTATION, MOTION SEGMENTATION, OPTICAL FLOW, ETC.

| Methods                  | Years | Training set            | Supervised (Sup) | Semi-sup | Unsup | Main contributions                      |
|--------------------------|-------|-------------------------|------------------|----------|-------|----------------------------------------|
| Eigen et al. [33]         | 2014  | RGB + Depth             | ✓                |          |       | CNNs                                   |
| Li et al. [56]            | 2015  | RGB + Depth             | ✓                |          |       | hierarchical CRFs                      |
| Liu et al. [69]           | 2015  | RGB + Depth             | ✓                |          |       | continuous CRF                         |
| Wang et al. [103]         | 2015  | RGB + Depth             | ✓                |          |       | Semantic labels, hierarchical CRFs      |
| Shellhammer et al. [52]   | 2015  | RGB + Depth             | ✓                |          |       | Fully CNNs                             |
| Eigen et al. [53]         | 2015  | RGB + Depth             | ✓                |          |       | Multi-task                             |
| Szegedy et al. [59]       | 2015  | RGB + Depth             | ✓                |          |       | Inception Module                       |
| Mousavian et al. [111]    | 2016  | RGB + Depth             | ✓                |          |       | Multi-task                             |
| Roy et al. [73]           | 2016  | RGB + Depth             | ✓                |          |       | Multi-task                             |
| Mayet et al. [34]         | 2016  | RGB + Disparity         | ✓                |          |       | Task-attentional, BerHu loss            |
| Laina et al. [54]         | 2016  | RGB + Depth             | ✓                |          |       | Multi-task                             |
| Jung et al. [63]          | 2017  | RGB + Depth             | ✓                |          |       | Continuous CRF, structured attention    |
| Kendall et al. [49]       | 2017  | Stereo images + Disparity | ✓            |          |       | Adversarial learning                    |
| Zhang et al. [50]         | 2018  | RGB + Depth             | ✓                |          |       | Disparity Loss                         |
| Xu et al. [27]            | 2018  | RGB + Depth             | ✓                |          |       | Ordinal regression                     |
| Guo et al. [102]          | 2018  | RGB + Depth             | ✓                |          |       | Camera model                           |
| Fu et al. [39]            | 2018  | RGB + Depth             | ✓                |          |       | Lightweight network                     |
| Faci et al. [47]          | 2019  | RGB + Depth             | ✓                |          |       | Stereo framework                       |
| Wofi et al. [61]          | 2019  | RGB + Depth             | ✓                |          |       | The wild scene                         |
| Garg et al. [28]          | 2016  | Stereo images           | ✓                |          |       | Stereo framework                       |
| Chen et al. [55]          | 2016  | RGB + Relative depth annotations | ✓        |          |       | Trinocular assumption                   |
| Godard et al. [13]        | 2017  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Kuznietsov et al. [48]    | 2017  | Stereo images + LiDAR   | ✓                |          |       | Weak-supervised framework              |
| Poggi et al. [36]         | 2018  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Ramirez et al. [87]       | 2018  | Stereo images + Semantic Label | ✓        |          |       | Stereo matching, view prediction        |
| Aleotti et al. [33]       | 2018  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Pilzer et al. [104]       | 2018  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Luo et al. [99]           | 2018  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| He et al. [106]           | 2018  | Stereo images + LiDAR   | ✓                |          |       | Stereo matching, view prediction        |
| Pilzer et al. [103]       | 2019  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Tosi et al. [101]         | 2019  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Chen et al. [98]          | 2019  | Stereo images           | ✓                |          |       | Stereo matching, view prediction        |
| Fei et al. [37]           | 2019  | Stereo images + IMU + Semantic Label | ✓        |          |       | Multi-task, physical information        |
| Feng et al. [69]          | 2019  | Stereo images           | ✓                |          |       | Stacked-GAN                            |
| Wang et al. [16]          | 2018  | Mono. sequences         | ✓                |          |       | Direct VO                               |
| Zhan et al. [14]          | 2018  | Stereo sequences        | ✓                |          |       | Deep feature reconstruction             |
| Li et al. [112]           | 2018  | Stereo sequences        | ✓                |          |       | Absolute scale recovery                 |
| Wang et al. [113]         | 2018  | Stereo sequences        | ✓                |          |       | Multi-task                             |
| Zhao et al. [114]         | 2019  | Stereo images + Synthesized GT | ✓            |          |       | Domain adaptation, cycle GAN            |
| Wu et al. [105]           | 2019  | Mono. sequences + LiDAR | ✓                |          |       | Attention mechanism, GAN                |
| Zhou et al. [43]          | 2017  | Mono. sequences         | ✓                |          |       | Monocular framework, mask network       |
| Vijayanarasimhan et al. [85] | 2017 | Mono. sequences       | ✓                |          |       | Multi-task                             |
| Yang et al. [56]          | 2017  | Mono. sequences         | ✓                |          |       | Surface normal                         |
| Mahjourian et al. [50]    | 2018  | Mono. sequences         | ✓                |          |       | ICP loss                                |
| Yin et al. [15]           | 2018  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Zou et al. [89]           | 2018  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Kumar et al. [64]         | 2018  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Sun et al. [83]           | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Wang et al. [87]          | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Bian et al. [44]          | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Casset et al. [82]        | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Ranjan et al. [60]        | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Chen et al. [91]          | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Gordon et al. [94]        | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Li et al. [93]            | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
| Almalioglu et al. [84]    | 2019  | Mono. sequences         | ✓                |          |       | Multi-task                             |
V. Conclusion

In this review, we aim to contribute to this growing area of research in deep learning-based monocular depth estimation. Therefore, we survey the related works of monocular depth estimation from the aspect of training manner, including supervised, unsupervised as well as semi-supervised learning, combining with the application of loss functions and network frameworks. In the end, we also discuss the current hot topics as well as challenges and provide some valuable ideas and promising directions for future researches.
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