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Abstract. In this paper, a nonlinear multi-rotor unmanned aerial vehicle (UAV) system with bounded disturbance and input saturation is considered and we design a robust positively invariant (RPI) set for the trajectory tracking problem of the multi-rotor UAV. A nonlinear controller with disturbances offset is designed firstly to ensure the stability of tracking, and the RPI set is constructed based on linear matrix inequalities (LMIs). For the tracking error within the designed RPI set, the designed controller can always guarantee that the tracking error stays in the RPI set forever and eventually converges to zero. The effectiveness of the proposed results are confirmed by the numerical simulation.

1. Introduction
In recent years, the researches about the multi-rotor UAV have been widely studied. Because of its small size, strong maneuverability, vertical take-off and landing and so on, the UAV has been used in industry, agriculture, military and civil fields[1-4]. As is universally known, a multi-rotor UAV system is a nonlinear, strongly coupled and underactuated system with multi-input and multi-output, whose control has become the key technology affecting its practical application. The trajectory tracking control is a basic problem in the flight control of the UAV and has received more and more attention. At present, for the trajectory tracking control problem of multi-rotor UAV, many scholars have proposed a variety of effective solutions, such as sliding mode control[3], predictive control[5], backstepping control[6], PID control[7].

It is also necessary to consider robust property when designing the controller because UAV is affected by many external disturbances in the actual flight. Based on the idea of cascade theory, the complete closed-loop system is divided into two reduced-order subsystems and a coupling term in [8]. Furthermore, the disturbances compensation controller is designed by backstepping control based on the disturbances estimation obtained by the observer to avoid the interference. In [6], the trajectory tracking problem of the UAV is studied by backstepping control according to the cascade control theory. The disturbances observer is designed reasonably through the coupling of attitude and position error, thus the disturbances is suppressed better. In this paper, aiming at the trajectory tracking control problem of multi-rotor UAV with external bounded disturbances, a disturbances cancellation term is added to the design of nonlinear feedback controller to realize the more stable control of UAV trajectory tracking.

Due to the limitation of the motor power and propeller speed, the state and input (such as thrust force and torque) of multi-rotor UAV in the control process are restricted. Therefore, the guarantee of input constraints should be considered in the construction of controller. The existing research often restricts the controller through saturation function, such as reference [9], through adding saturation function to the finite time backstepping control strategy, the adverse effects of input saturation on the convergence...
speed of the system are inhibited to a certain extent. In addition, model predictive control (MPC), as an advanced control strategy of moving optimization and moving implementation, is perfectly suitable for dealing with constrained control problems. However, the stability of (robust) predictive control needs to be based on (robust) positively invariant sets. In this paper, based on the designed nonlinear feedback controller, a robust positive definite invariant set is constructed for trajectory tracking control of multi-rotor UAV with external disturbances using LMIs.

2. Problem statement

The multi-rotor UAV, shown in figure 1 (taking quadrotor UAV as an example), is driven by the rotation of its propellers and each of them produces the thrust force. Consider a multi-rotor UAV with perturbed input, which is formulated by the following kinematic and dynamic models as

\[
\begin{align*}
\dot{p} &= v, \\
\dot{v} &= \frac{R(q)T e_z}{m} - g e_z + d_F, \\
\dot{q}_0 &= -\frac{1}{2} q^T \omega, \\
\dot{q}_r &= \frac{1}{2} (q_0 I + [q_r]_e) \omega, \\
J \omega &= -[\omega], J \omega + \tau + d_t,
\end{align*}
\]

where \( p = [p_x, p_y, p_z]^T \), \( v = [v_x, v_y, v_z]^T \), \( q = [q_0, q_1, q_2, q_3]^T \) and \( \omega = [\omega_x, \omega_y, \omega_z]^T \) represent the position, velocity, attitude and angular velocity of the UAV, respectively; \( R(q) = |q_0|^2 I_{3x3} + 2q_0 [q_0]^T + 2q_0 [q_1, q_2, q_3]^T \) represents the rotation operator corresponding to the quaternion \( q \); \( T \) and \( \tau = [\tau_x, \tau_y, \tau_z]^T \) represent the thrust force and torque provided by the UAV propellers; the unit vector \( e_z = [0, 0, 1]^T \) represents the \( z \) direction in the earth coordinate; \( m \) and \( g \) represent the mass of the UAV and the gravitational acceleration; \( I \) and \( J = \text{diag} \{ J_x, J_y, J_z \} \) represent the unit matrix and the symmetric positive definite constant inertia matrix of the UAV, respectively; \( d_F = [d_{F1}, d_{F2}, d_{F3}]^T \) and \( d_t = [d_{t1}, d_{t2}, d_{t3}]^T \) indicate external disturbances acting on thrust force and torque, respectively; \( [\cdot]_e \) denotes the skew-symmetric matrix.

In general, the disturbances and control input are bounded, which are required to satisfy

\[
\begin{align*}
d_F \in \mathbb{D}_F & \triangleq \{ d_F \ | d_{F1} \leq d_{F1}^{\max}, |d_{F2}| \leq d_{F2}^{\max}, |d_{F3}| \leq d_{F3}^{\max} \}, \\
d_t \in \mathbb{D}_t & \triangleq \{ d_t \ | d_{t1} \leq d_{t1}^{\max}, |d_{t2}| \leq d_{t2}^{\max}, |d_{t3}| \leq d_{t3}^{\max} \}, \\
u = [T \tau]^T & \in \mathbb{U} \triangleq \{ u \ | |T| \leq T^{\max}, |\tau_x| \leq \tau_{x,\max}, |\tau_y| \leq \tau_{y,\max}, |\tau_z| \leq \tau_{z,\max} \},
\end{align*}
\]
\( d_{\text{max}}, T_{\text{max}} \) and \( r_{(\text{max})} \) represent the known upper bound of disturbances component, thrust force and torque, respectively.

In order to facilitate the design and description of the RPI set, the following definitions are given in this paper.

**Definition**: A robust positively invariant set \( S \) is such that, for any \( z_{(\text{r})}^{(i)}(t) \in S, d_{(\text{r})}(r) \in \mathbb{R}_{+} \) and \( r > 1 \),

\[
\kappa^{(r)}(z^{(i)}_{(\text{r})}(r), \bullet) \in U,
\]

where \( \kappa^{(r)}(z^{(i)}_{(\text{r})}(r), \bullet) \) is feedback controller to be designed.

The control objective is to drive the perturbed UAV to track a pre-specified reference trajectory, which is described by \( p_d, v_d, \dot{v}_d, \dot{q}_d, \omega_d \) and \( \dot{\omega}_d \). We define the tracking error state \( p_e = p_d - p \), \( v_e = v_d - v \), \( q_e = q^* - q_d = [q_{e\theta} \ q_{e\phi} \ q_{e\psi}]^T \) and \( \omega_e = R(q_e) \omega_d - \omega \) represent the tracking errors of UAV, where \( q^* \) represents the adjoint of the quaternion. Then the differential dynamics of the tracking error can be derived as outer loop control system (7) and inner loop control system:

\[
\dot{z}_e \equiv \begin{bmatrix} \dot{p}_e \\ \dot{v}_e \end{bmatrix} = \begin{bmatrix} v_e \\ \frac{\tau}{m} - \frac{1}{2} q_{e\phi} \omega_e \end{bmatrix},
\]

\[
\dot{z}_e^i = \begin{bmatrix} \dot{q}_{e\theta} \\ \dot{q}_{e\phi} \\ \dot{\omega}_e \end{bmatrix} = \begin{bmatrix} \frac{1}{2} (q_e I + [q_{e\theta}]_\times) \omega_e \\ \frac{1}{2} (q_e I + [q_{e\phi}]_\times) \omega_e \\ \frac{1}{2} (q_e I + [q_{e\psi}]_\times) \omega_e \end{bmatrix},
\]

3. Development of a robust positively invariant set with associated controller

3.1. Development of a robust positively invariant set with associated controller for inner loop

3.1.1. Controller design for inner loop. Define a new state as \( \tilde{x} = \omega_e + \mu q_{e\psi} \), and select the Lyapunov candidate as \( V_2 = \frac{1}{2} \dot{x}^T \dot{x} \). Take the derivative of \( V_2 \), then we get

\[
\dot{V}_2 = \dot{x}^T \left( \ddot{x} + \mu \dot{q}_{e\psi} \right)
\]

\[
= \dot{x}^T \left( \ddot{x} + \mu \dot{q}_{e\psi} \right)
= \ddot{x}^T \{ R(q_e) \dot{\omega}_e + R(q_e) \dot{\omega}_e - J^{-1}(\tau + d_t) + J^{-1}\{ R(q_e) \dot{\omega}_e - \omega_e \} J \{ R(q_e) \dot{\omega}_e - \omega_e \} + \frac{1}{2} \mu (q_{e\psi} I + [q_{e\theta}]_\times) \omega_e \}.
\]

Design the virtual control function as

\[
\tau = -K \ddot{x} + d_{l_{\text{max}}} \text{sign}(\dot{x}) + \frac{1}{2} \mu J(q_e I + [q_{e\theta}]_\times) \omega_e + \{ R(q_e) \dot{\omega}_e - \omega_e \} J \{ R(q_e) \dot{\omega}_e - \omega_e \} + J \{ \dot{R}(q_e) \dot{\omega}_e + R(q_e) \dot{\omega}_e \}.
\]

(10)

Where \( K \leq 0, d_{l_{\text{max}}} = \text{diag}(d_{l_{\text{max}}}^1, d_{l_{\text{max}}}^2, d_{l_{\text{max}}}^3) \). Substitute (10) into (9),

\[
\dot{V}_2 = \ddot{x}^T J^{-1}(K \ddot{x} - d_t - d_{l_{\text{max}}} \text{sign}(\dot{x}))
= \ddot{x}^T J^{-1}(K \ddot{x} - \dot{x}^T J^{-1}(d_t + d_{l_{\text{max}}} \text{sign}(\dot{x}))
\leq 0.
\]

After finite time we get \( \dot{x} = \omega_e + \mu q_{e\psi} \equiv 0 \), which can be rewritten as \( \omega_e = -\mu q_{e\psi} \). According to (8), we get

\[
\omega_e = \omega_e - \mu q_{e\psi} \equiv 0,
\]
\[
\begin{align*}
\dot{q}_{e0} &= \frac{1}{2} \mu q_{e0}^T q_{e0}, \\
\dot{q}_{e} &= -\frac{1}{2} \mu q_{e} q_{e}^T.
\end{align*}
\]

Select the Lyapunov candidate as
\[
V_s = \frac{1}{2} q_{e0} q_{e0} + \frac{1}{2} (1 - q_{e0})^2\]

Take the derivative of \( V_s \), then we get \( \dot{V}_s = -\frac{1}{2} \mu q_{e0}^T q_{e0} \leq 0 \), i.e., \( \lim_{t \to \infty} z_s^e = [1 \ 0 \ 0]^T \). We can conclude that the attitude and angular velocity tracking error converge to zero in finite time.

### 3.1.2. Development of a robust positively invariant set for inner loop.

Substitute \( (10) \) into \( (8) \):
\[
\begin{align*}
\dot{q}_{e0} &= -\frac{1}{2} q_{e0} q_{e0}, \\
\dot{q}_{e} &= \frac{1}{2} \left( q_{e0} I + [q_{e0}]_n \right) q_{e}, \\
\dot{q}_{e} &= -\frac{1}{2} \mu \left( q_{e0} I + [q_{e0}]_n \right) q_{e} + J^T K \dot{x} - J^T \left( d_t + d_{t}^{\max} \text{sign}(\dot{x}) \right).
\end{align*}
\]

Let \( x = \left[ q_{e0}^T \ q_{e}^T \right]^T \), then we get \( \dot{x} = \left[ q_{e0}^T \ q_{e}^T \right]^T = [A(z_r') + A_s F_t] x + B_z \), where
\[
A(z_r') = \begin{bmatrix}
0 & q_{e0} I + [q_{e0}]_n \\
\mu [\omega_r]_n & -\mu q_{e0} I
\end{bmatrix}, \quad A_s = \begin{bmatrix}
0 & J^T \\
\mu K & K
\end{bmatrix}, \quad B_z = \begin{bmatrix}
0 \\
0 -(d_t + d_{t}^{\max} \text{sign}(\dot{x}))^T J^{-1}
\end{bmatrix}.
\]

The third and above power of the nonlinear parts in \( (10) \) are constrained to quadratic terms related to the specified trajectory parameters through the norm of the unit quaternion:
\[
|r_s| \leq |C x| + \lambda_i - F_t x, \quad s = 1, 2, 3
\]

where \( C_i = [c_{i1} \ c_{i2} \ c_{i3} \ c_{i4} \ c_{i5} \ c_{i6}] \) and \( \lambda_i \) are the known constant. Consider the input saturation \( |r_s| \leq \tau_{s\max}, \quad |r_i| \leq \tau_{s\max}, \quad \dot{r}_s \leq \tau_{s\max} \), then we get
\[
\begin{align*}
\|C x| + \lambda_i - F_t x| &\leq \eta C P_- z_r'^T + \lambda_i + \eta \sqrt{F_t P_{t}^{-1} F_t^T} \\
&\leq \eta C P_- z_r'^T + \lambda_i + \eta^2 + F_t P_{t}^{-1} F_t^T \\
&\leq \tau_{s\max}, \quad s = 1, 2, 3
\end{align*}
\]

On the premise of ensuring the asymptotic stability of the inner loop control system, the RPI set for inner loop can be constructed as \( S' = \{ x | x^T P_2 x \leq \eta^2 \} \), where \( P_2 > 0 \) and \( \eta > 0 \). The parameters \( F_t = [F_{t1}^T \ F_{t2}^T \ F_{t3}^T]^T \) and \( \eta \) can be obtained by solving the following LMIs:\n
\[
\begin{align*}
\max_{F_t, \ \eta, \ \zeta} \eta \quad & \\
\text{s.t.} \quad & A(z_r')^T P_2 + P_2 A(z_r') + A_s^T F_t^T P_2 + P_2 A_s F_t \leq 0, \\
& \begin{bmatrix} -\eta & z_r'^T \\ z_r'^T & -\eta P_2^{-1} \end{bmatrix} \leq 0, \\
& \begin{bmatrix} \lambda_s - \tau_{s\max} & \eta \\ \eta & -(C P_{t}^{-1} C_s^{-1} + 1)^{-1} \end{bmatrix} \begin{bmatrix} F_t \\ F_{t2} \\ F_{t3} \\ K \end{bmatrix} \leq 0, \quad \forall s = 1, 2, 3, \\
& K \leq 0.
\end{align*}
\]
3.2. Development of a robust positively invariant set with associated controller for outer loop
The outer loop control system (7) can be rewritten as
\[ \dot{z}_e^o = A_t z_e^o + B_t u_t - B_d s_e, \]  
(18)
where \( A_t = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix} \), \( B_t = \begin{bmatrix} 0 \\ I \end{bmatrix} \) and \( u_t = \dot{v}_d - \frac{R(q)}{m} + ge_z \). Select the suitable Lyapunov candidate as \( V_t = z_e^o P_t z_e^o \) and we can design the virtual control function easily as
\[ u_t = F_t z_e^o - d_f \max \text{sign}(B_t P_t z_e^o), \]  
(19)
where \( d_f \max = \text{diag}(d_{f1}^\max, d_{f2}^\max, d_{f3}^\max) \).

Finally we will get \( V_t \leq 0 \) and the outer loop control system (7) is stable. Furthermore, the actual control input (i.e., thrust force) of the outer loop control system can be designed as
\[ T = \kappa(\dot{z}_e^o, \dot{v}_d) = m \left\| F_t z_e^o - d_f \max \text{sign}(B_t P_t z_e^o) - \dot{v}_d - ge_z \right\|. \]  
(20)
Using ideas and steps of RPI set design for linear disturbances systems in [13], the RPI set can be constructed as
\[ S^o = \{ z_e^o | z_e^o P_t z_e^o \leq \alpha \}, \]  
(21)
where \( P_t, F_t \) and \( \alpha \) can be obtained by solving the following LMIs(12):
\[
\max_{w, Y, z_e^o, \alpha} \alpha \\
\text{s.t.} \\
WA_t^T + A_t W + Y^T B_t^T + B_t Y \leq 0, \\
\begin{bmatrix}
-\alpha & z_e^o \\
z_e^o & -W
\end{bmatrix} \leq 0, \\
\begin{bmatrix}
\beta & Y \\
Y^T & -W
\end{bmatrix} \leq 0,
\]  
(22)
where the \( P_t = W^{-1} > 0, F_t = YW^{-1} \) and \( \beta = \alpha - 2 \left( \frac{T_{\max}}{m} - \left\| d_f \max \text{sign}(B_t P_t z_e^o) \right\| - \left\| s_e \right\| - \left\| ge_z \right\| \right) \).

4. Simulation
In this paper, the Matlab is used to simulate and the specific parameters are selected as follows: \( m = 3 \text{ kg}, g = 9.8 \text{ m/s}^2, J = \text{diag}(0.039, 0.039, 0.12) \text{ kg m}^2 \). The specified trajectory is formulated as \( p_s = [2.5 \pi \sin (\frac{t}{2\pi}), 2.5 \pi \cos (\frac{t}{2\pi}), -0.5 t^2] \text{ m} \). \( \cup \triangle \{ u \left\| u \right\| \leq T_{\max}, 0 \leq r_s \leq r_{\max}, \left\| r_s \right\| \leq \left\| r \right\| \leq \left\| r \right\| \leq \left\| r \right\| \leq r_{\max} \} \) is the input saturation constraint, where \( T_{\max} = 36 \text{ N}, r_{\max} = 1 \text{ N m}, \forall s = 1, 2, 3 \). The disturbances are generated by \( d_s = [0.4 \sin (t), 0.2 \sin (t) + 0.2, 0.4 \cos (t)] \text{ m/s}^2 \) and \( d_e = [0.49 \sin (t), 0.49 \sin (t) + 0.49 \cos (t)] \text{ m/s}^2 \).

Solving the optimization problem (22) and (17), we get the parameters about the RPI sets for the outer loop and inner loop: \( P_s = \begin{bmatrix} 0.0004I & 0.0052I & 0.0052I \\ 0.0052I & 0.2972I \end{bmatrix} \), \( \alpha = 21.5361 \) and \( \eta^2 = 1.0420 \). Select the \( P_s, \mu \) as \( P_s = \begin{bmatrix} 1.5I \\ I \end{bmatrix} \) and \( \mu = 1 \) offline. Select the boundary points of the RPI sets as the initial tracking error states: \( q_s (0) = [0.7071 0.5 0.4 0.3]^T, \omega_s (0) = [0.1 0.1 0.1]^T \text{ rad/s}, \) \( p_s (0) = [32 44 23]^T \text{ m}, v_s (0) = [5.8 3.5 2.6]^T \text{ m/s} \). We apply the controllers (20) and (10) to the
outer and inner control systems (7) and (8), respectively, and the simulation results are shown in the figure 2–9.

Figure 2, figure 3, figure 4 and figure 5 show the attitude error, angular velocity error, position error and velocity error curve of multi-rotor UAV trajectory tracking control, respectively. It can be seen that the state of outer loop control system converges to zero gradually with the rapid convergence of the state of inner loop control system to the equilibrium point, which verifies the stability of inner and outer loop control system under the action of controller designed in this paper.

![Figure 2. Attitude tracking error](image)

![Figure 3. Angular velocity tracking error](image)

![Figure 4. Position tracking error](image)

![Figure 5. Velocity tracking error](image)

Figure 6, and figure 7 show the curves of $z_c^o P_1 z_c^o$ and $z_c^o P_2 z_c^o$, respectively. We can see that both the $z_c^o P_1 z_c^o \leq \alpha$ and $z_c^o P_2 z_c^o \leq \eta^2$ are guaranteed all the time during the control, which means the tracking error states are always in the RPI set under the controllers we designed.
5. Conclusion

In this paper, a robust positively invariant set with associated controller is studied for the trajectory tracking problem of multi-rotor unmanned aerial vehicle, whose control input is subject to the saturation constraint and the bounded disturbances. The theoretical and simulation results show that when the tracking error state of UAV is in the designed RPI set, the error state is always in the invariant set under the action of the controller designed in this paper. In addition, because of the cancellation of external disturbances in the control design, the controller in this paper can realize a more stable control of trajectory tracking.
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