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Abstract
Deep Neural Networks (DNNs) are vulnerable to adversarial attacks: carefully constructed perturbations to an image can seriously impair classification accuracy, while being imperceptible to humans. While there has been a significant amount of research on defending against such attacks, most defenses based on systematic design principles have been defeated by appropriately modified attacks. For a fixed set of data, the most effective current defense is to train the network using adversarially perturbed examples. In this paper, we investigate a radically different, neuro-inspired defense mechanism, starting from the observation that human vision is virtually unaffected by adversarial examples designed for machines. We aim to reject $\ell^\infty$ bounded adversarial perturbations before they reach a classifier DNN, using an encoder with characteristics commonly observed in biological vision: sparse overcomplete representations, randomness due to synaptic noise, and drastic nonlinearities. Encoder training is unsupervised, using standard dictionary learning. A CNN-based decoder restores the size of the encoder output to that of the original image, enabling the use of a standard CNN for classification. Our nominal design is to train the decoder and classifier together in standard supervised fashion, but we also consider unsupervised decoder training based on a regression objective (as in a conventional autoencoder) with separate supervised training of the classifier. Unlike adversarial training, all training is based on clean images.

Our experiments on the CIFAR-10 show performance competitive with state-of-the-art defenses based on adversarial training, and point to the promise of neuro-inspired techniques for the design of robust neural networks. In addition, we provide results for a subset of the Imagenet dataset to verify that our approach scales to larger images.

1 Introduction
The susceptibility of neural networks to small, carefully crafted input perturbations raises great concern regarding their robustness and security, despite their immense success in a wide variety of fields: computer vision (He et al. 2015; Chen et al. 2018), game playing agents (Silver et al. 2017), and natural language processing (Vaswani et al. 2017).

Since this vulnerability of DNNs was pointed out (Biggio et al. 2013; Szegedy et al. 2014), Goodfellow, Shlens, and Szegedy (2015), there have been numerous studies on how to generate these perturbations (adversarial attacks) (Goodfellow, Shlens, and Szegedy 2015; Kurakin, Goodfellow, and Bengio 2017; Carlini and Wagner 2017; Madry et al. 2018) and how to defend against them (Madry et al. 2018; Wong and Kolter 2017; Guo et al. 2017; Yang et al. 2019; Buckman et al. 2018). Existing defenses that attempt to employ systematic or provable techniques either do not scale to large networks (Wong and Kolter 2017), or have been defeated by appropriately modified attacks (Guo et al. 2017; Yang et al. 2019; Buckman et al. 2018). State of the art defenses (Madry et al. 2018; Zhang et al. 2019; Carmon et al. 2019) employ adversarial training (i.e., training the model with adversarially perturbed examples), but there is little insight into how DNNs designed in this end-to-end, “top down” fashion provide robust performance, and how they might perform against a yet-to-be-devised attack. Classification performance with attacked images is still well below that with clean images, hence there remain fundamental security concerns as we seek to deploy DNNs in safety-critical applications such as vehicular automation, in addition to standard concerns regarding inference for tail events not seen during training.

Approach: In this paper, we turn to neuro-inspiration for design insights for defending against adversarial attacks, inspired by the observation that humans barely register adversarial perturbations devised for machines. While neuro-inspiration could ultimately provide a general framework for designing DNNs which are robust to a variety of perturbations, in this paper, we take a first step by focusing on the well-known $\ell^\infty$ bounded attack, which captures the concept of “barely noticeable” perturbation. Our architecture, illustrated in Figure 1, does not require adversarial training: it consists of (a) a neuro-inspired encoder which is learnt in a purely unsupervised manner, (b) a decoder which produces an output of the same size as the original image, (c) a standard CNN for classification. The decoder and classifier are trained in standard supervised fashion using clean images passed through our encoder. The key features we incorporate into our encoder design are sparsity and overcompleteness, long conjectured to be characteristic of the visual system (Olshausen and Field 1997), lateral inhibition (Blakemore, Carpenter, and Georgeson 1970), synaptic noise (Prescott and De Koninck 2003; Pattadkal et al. 2018), and drastic nonlinearity (Prenger et al. 2004).

We use standard unsupervised dictionary learning (Mairal et al. 2009) to learn a sparse, highly overcomplete (5-10X relative to ambient dimension) patch-level representations.
However, we use the learnt dictionary in a non-standard manner in the encoder, not attempting patch-level reconstructions. Specifically, we take the top $T$ coefficients from each patch (lateral inhibition), randomly drop a fraction $p$ of them (synaptic noise and lateral inhibition), and threshold and quantize them, retaining only their sign (drastic nonlinearity). This encoder design is the key step in attenuating adversarial perturbations, as we show via analysis of the empirical statistics of the encoder outputs. We use overlapping patches (providing an additional degree of overcompleteness). The patch-level outputs, which have ternary quantized entries, are fed to a multi-layer CNN decoder whose output is the same size as the original RGB image input. This is then fed to a standard classifier DNN.

**Rationale:** The rationale behind our encoder design is summarized as follows:

• An overcomplete dictionary for sparse coding results in large activations for a small fraction of the atoms, in contrast with filters learnt in the first layer of a traditional convolutional neural network where activations are clustered around zero; see Figure 2 and Appendix. We can therefore drop most of the activations, reducing the effective subspace available to the attacker.

• An attacker can still perturb the subset of top $T$ coefficients in each patch. Randomly dropping a large fraction $p$ of these coefficients allows the decoder and classifier to learn to handle randomness in the sparse code, as well as an attacker knocking a coefficient out of the top $T$.

• The thresholds for ternary quantization of the selected coefficients are selected to provably guarantee that the attacker cannot flip the sign of any nonzero entry in the sparse code. The hard thresholding ensures that the perturbation cannot add to a coefficient which would have been selected for a clean image. Rather, the attacker must invest the effort in pushing a smaller coefficient into the top $T$, and gamble on it being randomly selected.

**Results and Summary of Contributions:** We report on experiments on the CIFAR-10 and a subset of the ImageNet dataset (“Imagenette”) that yield interesting insights into both defense and attack strategies.

• We demonstrate the promise of a “bottom-up” neuro-inspired approach for design of robust neural networks that does not require adversarial training, in contrast to the top-down approaches that currently dominate adversarial machine learning. For state of the art PGD attacks, after compensating for gradient obfuscation, our adversarial accuracies are significantly better than adversarial training as in [Madry et al. 2018].

Our results for ImageNet indicate that our patch-level sparse coding approach generalizes across image sizes.

• Based on experiments with a variety of attacks adapted to our defense, we come up with a novel transfer attack, based on an unsupervised version of our decoder, which reduces our adversarial accuracy to slightly below that of [Madry et al. 2018]. This highlights the need for radically new attack strategies for novel defenses such as ours, which combine unsupervised and supervised learning.

• We have created our own attack library for PyTorch (Paszke et al. 2019), which includes different versions of Expectation over Transformation (EOT) for defenses utilizing stochasticity at test time, leveraging the substantial effort we have invested in attacking our defense using techniques that combat gradient obfuscation from nonlinearity and randomness. The library will be made publicly available after completion of double blind review.

## 2 Autoencoding Defense

We now discuss the details of the approach outlined in Section 1 which is illustrated in Figure 1. We discuss (standard) dictionary learning of overcomplete representations for sparse coding at the patch level in Section 2.1. We then discuss, in Section 2.2, the highly non-standard way in which we use this dictionary in the encoder. This represents the core innovation in the defense: selection of top $T$ coefficients for each patch, dropout, and quantization, where the quantization threshold is related to the adversarial $\ell^\infty$ budget that we are designing for. The CNN-based decoder, which we describe in Section 2.3, is a relatively standard architecture which restores the dimension to that of the original image, allowing us to then use a standard CNN architecture for the classifier. However, unlike a standard autoencoder, our nominal defense is to train the decoder and classifier together in supervised fashion. We do, however, also consider an unsupervised-trained version of the decoder, trained using a regression loss prior to supervised training of the classifier. This provides a benchmark, but also, as we shall see, is instrumental in devising attacks.
adapted to our nominal defense. Finally, the use of test-time
dropout allows ensembling, as discussed in Section 2.4

2.1 Overcomplete Patch-Level Dictionary for Sparse Coding
We consider images of size $N \times N$ with 3 RGB channels, processed using $n \times n$ patches with stride $S$, so that we process $M = m \times m$ patches, where $m = \lfloor (N - n)/S \rfloor + 1$.
Learning at the patch level allows for the extraction of sparse local features, effectively allowing reduction of the dimension of the space over which the adversary can operate for each patch.

We use a standard algorithm (Mairal et al., 2009) (implemented in Python library scikit-learn), which is a variant of K-SVD (Elad and Aharon, 2006). Given a set of clean training images $X = \{X^{(k)}\}_{k=1}^{K}$, an overcomplete dictionary $D$ with $L$ atoms can be obtained by solving the following optimization problem (Mairal et al., 2009)

$$
\min_{D : \alpha^{(k)}} \sum_{k=1}^{K} \sum_{i,j} \left( \frac{1}{2} \| R_{ij} X^{(k)} - D \alpha^{(k)}_{ij} \|_2^2 + \lambda \| \alpha^{(k)}_{ij} \|_1 \right) \tag{1}
$$

where $C \triangleq \{D = [d_1, \ldots, d_L] \in \mathbb{R}^{n \times L} \mid \|d_i\|_2 = 1, \forall i \in \{1, \ldots, L\} \}$, $\lambda$ is a regularization parameter, $\alpha^{(k)}$ is an $m \times m \times L$ tensor containing the coefficients of the sparse decomposition, and $R_{ij} \in \mathbb{R}^{n \times n}$ with $\bar{n} \triangleq 3n^2$ and $\bar{N} \triangleq 3N^2$ extracts the $(ij)$-th patch from image $X^{(k)}$. The optimization problem in (1) is not convex, but its convexity with respect to each of the two variables $D$ and $\{\alpha^{(k)}\}_{k=1}^{K}$ allows for efficient alternating minimization (Mairal et al., 2009; Elad and Aharon, 2006).

2.2 Sparse Randomized Encoder
Based on the overcomplete dictionary obtained from (1), we encode the image patch by patch. For given image $X$, patch $x_{ij} \in \mathbb{R}^n$ is extracted based on the $(ij)$-th block of $X$, that is, $x_{ij} = R_{ij} X$, and then projected onto dictionary $D$ in order to obtain projection vector $\tilde{x}_{ij}$, where $\tilde{x}_{ij} = D^{\top} x_{ij}$. Since the dictionary is highly overcomplete, a substantial fraction of coefficients typically take large values, and a sparse reconstruction of the patch can be constructed from a small subset of these. However, our purpose is robust image-level inference rather than patch-level reconstruction, hence we use the dictionary to obtain a discrete sparse code for each patch using random “population coding,” as follows.

1) Top $T$ selection: We keep only the $T$ elements of the projection vector with largest absolute values and zero out the remaining elements. The surviving coefficients are denoted by $\tilde{x}_{ij}$.
Rationale: Keeping $T$ relatively large (but still a small fraction of the number of atoms $L$) provides robustness to attacks which seek to change the subset of nonzero coefficients.
2) Dropout: Each of the top $T$ coefficients is dropped with probability $p$, leaving surviving outputs

$$
\tilde{x}_{ij}(l) = \begin{cases} 
\text{sign}(\tilde{x}_{ij}(l)) \|d_i\|_1, & \text{if } \frac{\|x_{ij}(l)\|_1}{\|d_i\|_1} \geq \beta \\
0, & \text{otherwise}
\end{cases}, \tag{3}
$$

for all $l \in \{1, \ldots, L\}$.
Rationale: Using a large dropout probability $p$ masks the effect of an attacker “demoting” a coefficient from the top $T$ (the decoder and classifier are already trained against such events). Similarly, if an attacker “promotes” a coefficient to the top $T$, the chances of it making it into the encoder output remain small.

We note that the dropout used in our encoder is different from the standard use of dropout to prevent overfitting (Srivastava et al., 2014). In the latter, neurons are dropped randomly at training, but all neurons are used during testing. In our encoder, dropout is used for both training and testing, and is applied after the lateral inhibition corresponding to all coefficients other than the top $T$ being set to zero.

3) Activation/Quantization: Finally, we obtain sparse codes with discrete values by applying binary quantization with a dead zone designed to reject perturbations.

$$
\hat{x}_{ij}(l) = \begin{cases} 
\text{sign}(\tilde{x}_{ij}(l)) \|d_i\|_1, & \text{if } \frac{\|x_{ij}(l)\|_1}{\|d_i\|_1} \geq \beta \\
0, & \text{otherwise}
\end{cases}, \tag{3}
$$

for all $l \in \{1, \ldots, L\}$, where $\beta > 1$ is a hyperparameter.
Rationale: By Hölder’s inequality, an attacker with $\ell^\infty$ budget $\epsilon$ can perturb the $l$th basis coefficient by at most $\epsilon \|d_i\|_1$. By choosing $\beta > 1$, we guarantee that an attacker can never change the sign of a nonzero element of the sparse code. Thus, the attacker can only demote a nonzero element to zero, or promote a zero element to a nonzero value. As discussed, a large dropout probability alleviates the impact of both demotions and promotions.

Another consequence of choosing $\beta > 1$ is that weak patches whose top $T$ coefficients are not large enough compared to the maximum perturbation $\epsilon \|d_i\|_1$ get killed, thereby denying the adversary the opportunity to easily perturb the patch-level sparse code. Finally, the scaling of the surviving $\pm 1$ outputs by $\|d_i\|_1$ acknowledges that, while the basis elements have unit $\ell^2$ norm, their $\ell^1$ norms are allowed to vary, hence we allow basis functions whose projections survive a larger $\ell^1$ norm based threshold to contribute more towards the decoder input. This is entirely optional, since the decoder can easily learn the appropriate weights.
Following patch-level processing with stride $S$, the encoder outputs an image level sparse code which is an $m \times m \times L$ tensor. A typical example of how the coefficients advance through our encoder after dictionary projection is presented in Figure 3.

2.3 CNN-based Decoder

We employ a CNN-based decoder architecture which can use redundancy across overlapping patches to obtain image-level information. The decoder employs three transposed convolutional layers, each followed by ReLU activation function, clipped at the end to produce output with dimension $N \times N \times 3$ equal to that of the original RGB image. This allows us to deploy a standard classifier network after the decoder, and allows for a direct comparison between supervised and unsupervised decoder training.

2.4 Ensemble Processing

In order to utilize the full potential of the randomization employed in the encoder, we allow for ensemble processing in which an input image is processed multiple (i.e., say $E$) random realizations of our encoder at test time. Viewing the encoder randomization as a parameter to be averaged over, we average the softmax outputs across the $E$ realizations (see Appendix).

3 Adversarial Attacks and Defenses

**Attacks:** These can be broadly grouped into two categories (Papernot et al. 2017; Papernot, McDaniel, and Goodfellow 2016; Brendel, Rauber, and Bethge 2017): whitebox attacks, in which the attacker has access to both the structure and the parameters of the neural network; and blackbox attacks, which have access only to the network outputs. Given a classifier $f: x \in \mathbb{R}^{N} \rightarrow y \in \mathbb{R}^{C}$, the goal of an adversary is to find a perturbation $\epsilon$ that maximizes the given loss function $\mathcal{L}$ for classification under some constraints. Typically, adversarial attacks are constrained in $\ell^p$ norm, with $p = \infty$ receiving the greatest attention because it can be tuned to be imperceptible to humans (Goodfellow, Shlens, and Szegedy 2015; Kurakin, Goodfellow, and Bengio 2017; Carlini and Wagner 2017). Among the many attack methods, Projected Gradient Descent (PGD) appears to be the most effective first bounded attack, and is therefore generally used to evaluate defense methods. PGD computes the perturbation iteratively as follows:

$$e_{i+1} = \text{clip}_e \left[ e_i + \delta \cdot \text{sign}(\nabla_x \mathcal{L}(f(x + e_i), y)) \right] \quad (4)$$

where $e_0 = 0$ and $N_{PGD}$ corresponds to the number of multiple runs of the model. Taking the average of gradients for models utilizing randomness in evaluation time helps stabilize the gradient directions.

Reference (Tramer et al. 2020) motivates defense papers to extensively evaluate their defended neural networks with properly optimized threat models for the defense. Accordingly, we expend extensive effort in devising attacks optimized for our approach, incorporating EOT (Athalye et al. 2017) to obtain useful gradients. (Athalye, Carlini, and Wagner 2018).

**Defenses:** While there are plenty of attempts to defend against adversarial attacks (Madry et al. 2018; Wong and Kolter 2017; Yang et al. 2019; Buckman et al. 2018) (this is only a small subset of recent papers), the only state of the art defenses still standing are those based on adversarial training using adversarial perturbations computed using variants of the original FGSM method (Goodfellow, Shlens, and Szegedy 2015) of gradient ascent on a cost function: the PGD attack (iterative FGSM with random restarts) (Madry et al. 2018) is the most prominent benchmark that we compare against, but there are recent enhancements, such as the faster single-step R+FGSM scheme in (Wong et al. 2020), and the use of a modified cost function aiming to trade off clean and adversarial accuracy (called TRADES) in (Zhang et al. 2019). In addition, substantially increasing the amount of training data using unlabeled data (and using noisy labels for these using an existing classifier) has been shown to improve the performance of adversarial training (Carmon et al. 2019). However, we do not have insight as to what properties of adversarially trained networks provide robustness, and whether these properties guarantee robustness against other attacks (conforming to the same attack budget) that have not yet been devised. Further, there is still a significant gap between clean and adversarial accuracies for an adversarially trained network for image datasets such as CIFAR-10, showing that the perturbation is not completely rejected by the network. It is claimed in (Schmidt et al. 2018) that this phenomenon is due to lack of data in datasets such as SVHN and CIFAR, but a more likely explanation in our view is that adversarially trained networks are still “excessively linear.”

Provably robust defenses have also been studied extensively (Wong and Kolter 2017; Croce, Andriushchenko, and Hein 2019; Raghunathan, Steinhardt, and Liang 2018). These methods provide lower bound for adversarial accuracies; however, guarantees are provided mostly for small datasets, models, and low attack budgets. References (Lecuyer et al. 2019; Cohen, Rosenfeld, and Kolter 2019; Salman et al. 2019) report certified robustness for $\ell^p$ bounded attacks which is able to scale to larger datasets such as ImageNet. Unfortunately, these certified defenses do not perform as well as adversarial training against current attack methods. Other recent defense approaches include (Guo et al. 2017; Buckman et al. 2018; Dhillon et al. 2018; Xie et al. 2018; Bakr et al. 2020; Gopalakrishnan et al. 2018). However, a large number of defense methods designed based on systematic principles have been defeated by properly modified attacks (Athalye et al. 2017), or have not been shown to scale to larger datasets.
4 Adaptation of Attacks for Our Defense

In recent years, a majority of the proposed defense methods have been defeated by subsequent attacks (Tramer et al. 2020; Athalye, Carlini, and Wagner 2018), which has led to calls for each defense proposal to be evaluated not only for existing attacks, but also for attacks adapted for that particular defense (Carlini et al. 2019). We agree with such guidelines, and have tried a variety of whitebox and transfer attacks adapted to our defense, all of which use EOT on top of PGD to deal with the randomness in our encoder. We have experimented extensively, and report only on the most effective attacks that we have found.

Whitebox - Near Full Gradient Approximation (W-NFGA): In this mode, we get close to a full whitebox attack; every operation except activation/quantization is differentiated (see Figure 7 in Appendix). For taking top T coefficients and dropout operations, the gradients are propagated to earlier layers only through nonzero coefficients. This is similar to how maxpooling operation propagates gradients. For activation/quantization, we experiment with two different backward pass approximations: in the first one we take the identity function as the approximation, in the second we consider a smooth approximation to the activation/quantization function and take the derivative of this function as the backward pass approximation (see Appendix for details). Both of the backward pass approximations result in similar adversarial accuracies.

Whitebox - Autoencoder Identity Gradient Approximation (W-AIGA): Here, for each gradient computation, the entire autoencoder is treated as having identity gradient (see Figure 8 in Appendix). This approximation works well only when the operation defined by the autoencoder is indeed close to identity in the forward pass, which holds for the unsupervised-trained decoder, but not for the supervised-trained decoder which is our nominal scheme. However, as we shall see, it is important in devising the transfer attack described next.

Pseudo-Whitebox - Transfer (PW-T): In this mode, we keep the encoder dictionary fixed, but utilize an unsupervised-trained decoder, with supervised training of classifier weights as usual. Adversarial perturbations are generated using W-NFGA or W-AIGA versions of whitebox attack, and it turns out that W-AIGA is actually more effective for when using an unsupervised-trained decoder. Our experiments show that this yields a surprisingly strong transfer attack against our defense.

Blackbox - Transfer (B-T): In this mode, the adversarial attack is generated based on adversarially trained classifier without taking our autoencoder model into account and then applied to our proposed autoencoder model. (See Appendix for details)

In the evaluations of our model variants including randomness, we use Expectation over Transformation (EOT) (Athalye et al. 2017) to mitigate the effects of randomization as recommended in (Athalye, Carlini, and Wagner 2018). Specifically, we consider PGD with EOT to evaluate the versions of our defense with randomized encoders. For deterministic encoders (considered in detailed ablation studies in supplementary materials), we consider only PGD, since EOT does not improve attack performance in these settings. Note that the attack modes W-NFGA, W-AIGA and PW-T are designed specifically for our defense, and do not apply to the benchmark defenses that we compare against.

We experiment with different variants of EOT and use the strongest one. We check our attack implementations by cross-testing our attacks with the Foolbox adversarial attack toolbox, and find that the same attacks perform comparably.

5 Experiments, Results and Discussion

5.1 Model Parameters and Settings

Our main focus is on evaluating our defense on the CIFAR-10 dataset (Krizhevsky, Hinton et al. 2009), for which there are well-established benchmarks in adversarial ML. This has 50000 train and 10000 test RGB images of size 32×32 (N = 32). In order to verify that our approach scales to larger images, we also consider the Imagenette dataset: 9469 train and 3925 validation RGB images, cropped to size 160 × 160 (N = 160). Both datasets contain images from 10 classes. For CIFAR-10, we use 4 × 4 (n = 4) patches (i.e., n = 4 and ambient dimension 3n^2 = 48) and an complete dictionary with L = 500 atoms. The stride is 2, so the encoder output is a 15 × 15 × 500 tensor (m = 15, L = 500). The regularization parameter in (1) is set to λ = 1 and the number of iterations is chosen as 1000 to ensure convergence. The hyperparameters for Imagenette are: 8 × 8 (n = 8) patches and an complete dictionary with L = 1000 atoms, stride S = 4 which gives encoder outputs of size 38 × 38 × 1000 (m = 38, L = 1000). The regularization parameter λ is set to 0.5, and the number of iterations to 10000. The guiding principle behind the choice of hyperparameters n and S is the empirical observation of feature sizes in relation to the size of the images. The number of dictionary atoms, L, is chosen to be 10 times the ambient dimension for CIFAR-10, and 5 times the ambient dimension for Imagenette, where the limiting factor was the amount of computer memory used in dictionary learning. In order to promote sparsity, the regularization parameter λ is chosen in the upper range of values that result in convergence of the dictionary learning process.

We set T = 50, p = 0.95. These values were found to yield the highest worst-case adversarial accuracy, based on ablation with various values of T and p. A basis coefficient makes a nonzero contribution to the sparse code for the patch only if all three conditions are met: it is in the top T, it is not dropped, and it exceeds the threshold in (3) (we set the hyperparameter β = 3). As mentioned, we train the CNN-based decoder in supervised fashion in tandem with the classifier. For comparison and attack design, we also consider unsuper-
vised (US) training of the decoder. We use cross-entropy loss for supervised training. For unsupervised decoder training, we use $l^2$ distance-squared as regression loss. For unsupervised training, we train the decoder for 50 epochs. Also, in order to train the decoder, we use a cyclic learning rate scheduler (Smith 2017) with a minimum and maximum learning rate of $\eta_{\text{min}} = 0$ and $\eta_{\text{max}} = 0.05$, respectively. In this scheduler, the learning rate first increases linearly in the first half of the training process and then decreases in the second half. In order to provide a consistent evaluation, we employ the ResNet-32 classifier used in (Madry et al. 2018) for CIFAR-10, and use EfficientNet-B0 (Tan and Le 2019) for ImageNet. For supervised training (of classifier plus decoder for our nominal design, and of classifier alone for the unsupervised-trained decoder), we use the same cyclic learning rate scheduler with the same parameters. The number of epochs is 70 for CIFAR-10 and 100 for ImageNet. The batch size in training is set to 64 for both unsupervised and supervised training.

For parallel ensemble processing, after trying values in $1 \leq E \leq 10$, we set $E = 10$, which yields the best performance, increasing clean accuracies by up to 5% (see Appendix).

For attacks, we consider PGD and PGD with EOT if it is applicable. Different from the existing EOT implementation, we use $\delta \cdot \text{sign}(E_r \cdot ||\nabla_x||_2)$ in each step to compute the expectation, since we find in our experiments that it results in a stronger adversary.

**Default attack parameters:** Unless otherwise stated, we use the following parameters for $\ell^\infty$ bounded PGD with EOT for CIFAR-10 trained models: an attack budget of $\epsilon = 8/255$ (as is typical in the benchmarks we consider), a step size of $\delta = 1/255$, a number of $N_S = 20$ steps, a number of $N_R = 1$ restarts, and a number of $N_E = 40$ realizations for EOT. The same default attack parameters are used for attacking models trained on ImageNet, but given the lack of benchmarks, we test several attack budgets $\epsilon \in \{2/255, 4/255, 8/255\}$.

**Computation time:** On a computer with a 40-core CPU, learning the overcomplete dictionary takes 0.2 hours for CIFAR-10 and 0.8 hours for ImageNet. On a single 1080 Ti GPU, training the decoder and classifier, and computing the attack with default settings take 1.2, 1.5, and 3.5 hours, respectively for CIFAR-10. The same computations take 3, 4, and 7 hours, respectively, for ImageNet.

**Benchmarks:** Our benchmarks are the PGD adversarially trained (AT) (Madry et al. 2018), R+FGSM adversarially trained (Wong et al. 2020), and TRADES (Zhang et al. 2019) defenses for the same classifier architecture. We reimplement these, to enable stress-testing these defenses with attacks of varying computational complexity. We train these models for 100 epochs with the same cyclic learning rate that we use for our models, and verify, for ResNet-32 classifier for CIFAR-10 and EfficientNet-B0 for ImageNet, that we can reproduce results obtained using the original code. For PGD AT, training hyperparameters are $\epsilon = 8/255$, $\delta = 1/255$, $N_S = 10$, $N_R = 1$. For RFGSM AT, they are $\epsilon = 8/255$, $\alpha = 10/255$. For TRADES, they are $\epsilon = 8/255$, $\delta = 1/255$, $N_S = 10$, $N_R = 1$, and $\lambda_{\text{TRADES}} = 1/6$.

Note that the classifier CNN used in our paper is “simple” ResNet-32 rather than the wide ResNet-32, both of which are utilized in (Madry et al. 2018) and other studies in the literature. The choice of the smaller ResNet-32 network makes evaluation of attacks computationally more feasible.

### 5.2 Results, Ablation, and Discussion

**Robustness against Defense-Adapted Attacks:** We first investigate the performance of our defense under the different attack modes specified in Section 4. Table 1 provides clean and adversarial accuracies for the different attack types. We note that the worst-case attack for it is not a white box attack. Rather, it is a pseudo-whitebox transfer (PW-T) attack using a network employing the same encoder but an unsupervised decoder. While this result is surprising at first, it is intuitively pleasing. An attack succeeds only to the extent to which it can change the identities of the top $T$ coefficients in the encoder. Since the latter is designed to preserve information about the original image, providing an unsupervised decoder might provide better guidance to the attacker by giving it a reproduction of the original image to work with. This conjecture is supported by Figure 3 which shows the distribution (see Appendix for how this is computed) of the expected fraction of corrupted patches for W-NFGA and PW-T. We see that the PW-T attack results in a higher fraction of corrupted patches.

**Ablation:** We now examine the efficacy of each component of our architecture on robustness via an ablation study in which we selectively remove one encoder component at a time and retrain the decoder and classifier, adapting attacks for each version of our defense. We present the results of the ablation study in Table 2. Both W-NFGA and W-AIGA results in Table 2 are obtained using the default attack parameters. For W-NFGA, we employ smooth backward pass approximation to the activation and quantization function with sharpness of $\sigma = 0.25$. For PW-T, we obtain W-AIGA and W-NFGA attacks with default settings for all four different ablated unsupervised trained models and use those to test each ablated supervised model. The reported results for PW-T are for the worst-case scenarios in which the attack achieving the lowest accuracy is considered. In all cases except the one without top $T$, the lowest accuracy for PW-T attack is obtained when W-AIGA attack is applied to the unsupervised model without A&Q with $T = 50$, $p = 0.95$ and transferred. For the case without top $T$, the attack that attains minimum accuracy is W-NFGA attack obtained based on the unsupervised model without top $T$ with $p = 0.95$. The overall results in Table 2 show that each component in our design contributes to improving robustness. The last row shows

| Our defense | Clean | W-NFGA | PW-T | W-AIGA |
|-------------|-------|--------|------|--------|
| Complete    | 80.06 | 61.28  | 39.53| 79.48  |
| without A&Q| 81.68 | 38.48  | 37.95| 74.05  |
| without Dropout | 76.93 | 76.61 | 34.68 | 76.92 |
| without Top T | 65.72 | 23.35 | 29.95 | 59.80 |
| Our defense (US) | | | | |
| Complete | 80.03 | 65.83 | – | 30.01 |

Table 2: Accuracies for ablation study (CIFAR-10)
For example, attenuating adversarial perturbations by randomization and drastic quantization at a single step in the encoder does lead to information loss, as seen from the reduction in clean accuracy. We can also visualize this information loss due to the encoder by reconstruction of the input using the unsupervised-trained decoder, which is seen to yield less than crisp images (see Appendix). Spreading the burden of attenuating perturbations across more network layers may help in better preserving information.

The key to attenuating adversarial perturbations is our encoder, hence there are many possible inference architectures that can be layered on top of it. Our separation of decoder and classifier enables reuse of standard classifier architectures, but there might be better options. Our design also enables the transfer attack from unsupervised-trained decoder to supervised-trained decoder, which turns out to be more effective than whitebox PGD with EOT on the original network. It may be more difficult to design such transfer attacks with arbitrary inference architectures, which highlights the need for further research on adaptive attacks, especially for novel defenses that combine unsupervised and supervised learning, and employ concepts such as drastic nonlinearity and stochasticity.

Finally, while top-down adversarial training remains the state of the art defense, it inherits the inherent lack of interpretability and guarantees in DNNs resulting from the curse of dimensionality for optimization in high dimensions.

A compelling feature of a bottom-up approach to defense is that, by focusing on attenuating perturbations over smaller segments of the input, it has the potential for evading the curse of dimensionality.
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| Attack Details | Parameters |
|----------------|------------|
| PW-T PGD with EOT | $N_S = 20, N_R = 1$ |
| PGD (C&W Loss) | $N_S = 100, N_R = 50$ |
| PGD | $N_S = 100, N_R = 50$ |

Table 4: Accuracies for Imagenette dataset
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8 Appendix

8.1 Correlations Between Dictionary Atoms and Patches

In order to plot Figure 2, the normalized correlations between a given patch $x_{ij}$ and dictionary atoms $d_l$ are calculated by

$$\rho_l = \frac{\langle x_{ij}, d_l \rangle}{\|d_l\|^2} = \langle x_{ij}, d_l \rangle, \forall l \in \{1, \ldots, L\} \quad (6)$$

where $\langle \cdot, \cdot \rangle$ represents the inner product and $\|d_l\|^2 = 1$ for all $l \in \{1, \ldots, L\}$ by construction. The normalized activations of layer 1 filters of the standard CNN (i.e., $f_p$ for $p \in \{1, \ldots, 160\}$) are calculated by

$$\gamma_p = \frac{\langle x_{ij}, f_p \rangle}{\|f_p\|^2}, \forall p \in \{1, \ldots, 160\}.$$ (7)

The histograms of $\{\rho_l\}_{l=1}^L$ and $\{\gamma_p\}_{p=1}^{160}$ are then plotted to obtain Figure 2.

In Figure 5, the histograms of correlations and activations are presented for 10 additional randomly chosen patches. As exemplified in Figure 5, most of the correlations and activations histograms exhibit the same qualitative behavior as the “typical” patch considered in Figure 2.

![Figure 5: Histograms of dictionary-atom correlations and layer 1 filter activations for 10 random patches in the style of Figure 2.](image)

8.2 Ensemble Processing

In ensemble processing, multiple (i.e., say $E$) random realizations of our encoder are considered for an input image $X$ at test time. The softmax outputs are averaged across $E$ random realizations of the autoencoder as follows:

$$h_i(X) = \frac{1}{E} \sum_{e=0}^{E-1} \sum_{j=0}^{L-1} e^{g_i(f_e(X))} \quad (8)$$

where $f_e(\cdot)$ denotes the $e$th autoencoder realization, $g_i(\cdot)$ is the function corresponding to the $i$th class output of the classifier function $g(\cdot)$, $h_i(\cdot)$ is the function corresponding to the $i$th class output for the overall ensemble model, and $C$ is the number of classes.

Figure 6 shows the clean and adversarial accuracies for different number of encoder realizations used in ensemble processing. For our defense model, we observe that both clean and adversarial accuracies increase as the number of realizations employed in ensemble processing increases.

![Figure 6: Clean and adversarial accuracies for different number of realizations in ensemble processing.](image)

8.3 Approximations to Activation/Quantization

In the computation of backward pass of W-NFGA attacks, we consider two different approximations for the activation/quantization function in (3): identity and smooth approximations. In the former, (3) is approximated as the identity function. The latter is obtained by considering a differentiable forward approximating function for (3) and then taking its derivative. Let $f(x)$ denote the approximate of $f(x)$. The smooth backward approximation is given by

$$\frac{df(x)}{dx} = \frac{\|d_k\|_1}{2\sigma} \left( \frac{\sech^2 \left( \frac{x - \beta \epsilon \|d_k\|_1}{\sigma} \right)}{\frac{x - \beta \epsilon \|d_k\|_1}{\sigma}} + \sech^2 \left( \frac{x + \beta \epsilon \|d_k\|_1}{\sigma} \right) \right) \quad (9)$$

where

$$f(x) = \frac{\|d_k\|_1}{2} \left( \tanh \left( \frac{x - \beta \epsilon \|d_k\|_1}{\sigma} \right) + \tanh \left( \frac{x + \beta \epsilon \|d_k\|_1}{\sigma} \right) \right) \quad (10)$$

with $\sigma$ determining the sharpness of the approximation.

8.4 Attack Mode Details

In Figure 7, the backward and forward passes of W-NFGA attack mode are shown. In the forward pass, all components of the defense are employed. In the backward pass, the gradients of all components except Activation/Quantization are calculated and used. In order to calculate the gradients of
the activation/quantization function, we consider identity and smooth approximations as explained in Section 8.5.

Figure 7 shows the forward and backward passes used in W-NFGA attack mode. In the forward pass, all components of the defense are considered. In the backward pass, only the gradients of the classifier are used and carried to the input layer in each step of the attack by bypassing the autoencoder.

For blackbox transfer attacks (B-T), we use the attacks generated with default attack parameters for PGD adversarially trained model of (Madry et al. 2018).

8.5 Computation of the Histograms in Figure 4

For a given image with index \(i\), let \(q_i(j)\) represent the probability that a total of \(j\) coefficients in top \(T\) are “toppled” by the attack before dropout. \(q_i(j)\) is found empirically by taking the histogram of number of “toppled” coefficients over patches for the image \(i\).

We can then calculate the probability of a randomly selected patch in image \(i\) not being corrupted by the attack as

\[
\zeta_i = \sum_{j=0}^{T} q_i(j) \cdot p^j
\]

where \(p\) is the probability of dropping a coefficient (Dropout rate).

We note that \(\zeta_i\) is simply the probability that coefficients that were not in the top \(T\) in the clean image \(i\) for this patch are dropped by the dropout mechanism. Of course, conditioned on this “no corruption” event, the sparse code for the patch has a different distribution from that of the clean image because of the coefficients which have been knocked out of the top \(T\). But it still belongs to the original ensemble of possible sparse codes for that patch for a clean image. We ignore these subtleties, and compute the expected fraction of patches whose sparse code has at least one nonzero coefficient which would not have appeared in the clean image as \(\zeta_i = 1 - \zeta_i\). The histogram of \(z_i\) across all images is what is plotted in Figure 4.

8.6 Additional Ablation Studies

In order to better assess the contributions played by the components of our defense, we have tested variations of our defense with different hyperparameters and architectures. While the encoder in our nominal defense with parameter settings \(T = 50, p = 0.95\) yields the best attacked accuracy, we find that our results are remarkably resilient to the specific values of \(T\) and \(p\), as long as the expected number of selected coefficients, \(T(1 - p)\), is roughly the same. We report here on three models that use the same architecture as our defense but with different hyperparameters, namely, models with \((T = 1, p = 0.00), (T = 5, p = 0.50),\) and \((T = 10, p = 0.75)\). These hyperparameters are chosen to have the expected value of surviving coefficients \((T(1 - p))\) within the same order of magnitude as our original defense. As reported in Table 5, these hyperparameters all yield similar results. Intriguingly, the adversarial accuracy for a deterministic scheme with no dropout \((T = 1, p = 0.00)\) is closest to the robustness of our nominal defense \((T = 50, p = 0.95)\). However, for a version of our defense with unsupervised decoder training, randomness is far more important: the attacked accuracy (under the worst-case attack) is 30.01% for our nominal encoder \((T = 50, p = 0.95)\) versus 19.64% for the deterministic encoder \((T = 1, p = 0.00)\). This highlights the need for further research into how best to optimize the sparse codes produced by our encoder architecture.

| Our defense                        | Clean  | W-NFGA | PW-T  |
|-----------------------------------|--------|--------|-------|
| Nominal : \(T = 50, p = 0.95\)    | 80.06  | 61.28  | **39.53** |
| \(T = 1, p = 0.00\)               | 81.48  | 65.82  | **39.42** |
| \(T = 5, p = 0.5\)                | 85.26  | 67.70  | **38.63** |
| \(T = 10, p = 0.75\)              | 84.78  | 64.14  | **36.40** |
| Other architectures               |        |        |       |
| Sparse Autoencoder               | 91.33  | 0.06   | 71.88 |
| Classifier w/ dropout            | 88.22  | **0.08** | 66.05 |
| Gaussian blur prepr.             | 91.59  | 0.00   | 72.80 |

Table 5: Accuracies for additional ablation studies in CIFAR-10

We also report on our experiments with three architectures which incorporate different aspects of our defense. In the first, we use a \(k\)-sparse autoencoder (Makhzani and Frey 2013) trained in supervised fashion. It uses \(k = 50\) out of 500 channels in the bottleneck layer. In the second architecture, we expand the number of channels in the first layer of the standard classifier we use in our earlier experiments and apply dropout (at inference time) with \(p = 0.95\) to this layer. This model does not differ from the standard classifier in any other way. In the third architecture, based on the observation in Figure 10 that our frontend results in a blurred image, we apply Gaussian blurring to the images before they go into the classifier. The standard deviation of the Gaussian blur filter
is determined by minimizing the $\ell^2$ loss between Gaussian blurred images and images processed by unsupervised version of our defense and set to $\sigma_G = 0.625$. As seen from the results presented in Table 5, attacked accuracies drop to zero for all of these architectures, indicating that the robustness of our proposed architecture results from the unique combination of ideas incorporated in our defense.

8.7 Analysis of Computational Budget

In Table 3, we aim to keep the computational budget comparable across the attacks to our and other defense methods. We can estimate the computational budget $C$ as $C = K \times N_S \times N_R \times N_E$ where $K$ is the computational cost of a single backward pass, which depends on the overall model size. For our defense, the cost of a backward pass is $K = K_{ours}$, which is 5.4 times the backward pass cost with $K = K_{AT}$ for PGD AT, RFGSM AT, and TRADES; that is, $K_{ours} = 5.4 \times K_{AT}$. This is mainly due to the large number of filters used in our decoder structure. In Table 3, PGD AT, RFGSM AT, and TRADES take $C = 5 \times 10^3 \times K_{AT}$ computation steps whereas the default attack to our defense takes $C = 8 \times 10^2 \times K_{ours}$, which is roughly the same computational budget.

Since attacking our defense is so computationally intensive, we had used the following settings for the attacks on our defense in Table 3: $N_S = 20, N_R = 1, N_E = 40$. These parameters were optimized so as to keep the computational budget to within an order of magnitude of those typically needed to effectively attack adversarially trained networks. In Table 6, we report on adversarial accuracies for our defense as we increase the computational budget further, by increasing each of the parameters in turn, keeping the others fixed. The results in Table 6 confirm that increasing the computational budget relative to the “default” attack reported on in Table 3 does not decrease the adversarial accuracies for our defense significantly.

| PW-T       | Default | $N_S = 100$ | $N_E = 100$ | $N_R = 10$ |
|------------|---------|------------|------------|------------|
| Our defense| 39.53   | 38.93      | 39.25      | 39.38      |

Table 6: Accuracies for different computational budget attacks to our defense in CIFAR-10