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Abstract. An improved method for spectral analysis of traction current of an Alternating Current (AC) electric locomotive is considered in the article. A new method of spectral analysis considers the change in voltage in the catenary system as a non-deterministic, non-ergodic and non-Gaussian process. It has been established that higher voltage harmonics in the catenary system have a significant negative effect on the operation of non-traction railway consumers of electricity. In addition, electric locomotives operating in the same feeder zone have a mutual influence on each other. Electric railway transport is a source of higher voltage harmonics and strongly distorts the shape of the sinusoidal voltage of the catenary system, which are caused by the higher spectral components of the current in the electric locomotive traction drive circuit. These spectral components of the traction current arise in the traction drive circuit due to the nonlinearity of the current-voltage characteristics of the electronic devices of an electric locomotive, for example, a contact rectifier, a capacitor circuit of traction motors. Reactive power compensators are used in electric locomotives to eliminate components of higher harmonic traction current in the catenary system. Traditionally, spectral analysis in such systems is performed using Fourier methods. However, the determination of the spectral components of the traction current by the Fourier method for constructing a control system for a reactive power compensator is possible only if the process of voltage variation is a deterministic or ergodic Gaussian process. Otherwise, the application of Fourier transform methods will be incorrect. An analysis of the factors that affect voltage changes in the catenary system showed that this process is significantly different from the ergodic Gaussian process. Such factors include the following: the operating mode of the electric locomotives; number and total capacity of electric locomotives in one feeder zone; electric locomotives passing through feeder zones; instability of collection current. Thus, in the case under consideration, the application of the Fourier methods is incorrect for the analysis of the spectral components of the traction current. This affects the quality of compensation of the higher harmonic components of the traction current, and in some cases, the unstable operation of the control system of the active part of the reactive power compensator. Proposed scientific approach is based on the Levinson–Durbin linear prediction algorithm. On the one hand, this allows adapting the control system of the compensator to the voltage parameters of the catenary system. On the other hand, this allows taking into account the operating modes of electric rail vehicle with reactive power compensation. The construction of a compensator control system using the Levinson–Durbin algorithm significantly simplifies the synchronization scheme of the compensator and power circuits of the traction electric drive of AC electric locomotive. A comparison of the traditional method of spectral analysis, based on the Fast Fourier Transform (FFT), and the method, based on the Levinson–Durbin algorithm, proposed by the authors, showed the high efficiency of the latter.
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1. State-of-art works of determining the spectrum components of current in power circuits of the Alternating Current (AC) locomotives

The hybrid compensator valves of reactive power were widely used in the electric locomotives power supply system's starting from the 8th decade of the last century (Parikh, Patel 2014; Bagwan et al. 2014). It is of vital importance to use the qualitative controlling algorithm for active part of the compensator valve. Quality of the controlling algorithm is determined by opportunity of compensation of the supply current higher harmonic components (Liudvinavičius et al. 2011). In light of this fact, it is important to emphasise one special circumstance. Without looking at big number of the existing algorithms of the reactive power compensator valves control, used in power...
supply, the algorithms based on elimination of the higher harmonic components, are in high demand. In order to construct such algorithms, it is needed to determine the higher harmonic components of the currents with high accuracy, which are happening in circuits of the electric power user (Parikh, Patel 2014; Bagwan et al. 2014; Pishgahzadeh et al. 2015). In scientific works of Jain, Ahmad (2016) and Jadhav et al. (2016) it is confirmed that the area of research, devoted to determination of the higher harmonic components of the current and the voltage in the electric power user’s chain, is currently dominant.

In the study by Kostin and Petrov (2011) it is shown that, the search for the optimal method of analysis of electric power processes in electric traction systems necessitates consideration of which electric power process is being investigated – a deterministic or a random process. If the form of voltages $u$ and currents $i$ is non-sinusoidal, it is advisable to use classical Fourier analysis for spectral analysis of processes in power systems. Classic Fourier transform methods could be correct when processes in power systems are stationary. Nonetheless, the actual time dependences of the current and the voltage on input and output of the railway substations, and also on the electrically propelled vehicles are the random-processes realization. The traction energy supply system during analysis of such electrical power processes is thought of as stochastic structure. It is considered unjustified to use the classical spectrum analysis to such processes. When it is necessary to analyse the electrical power processes in the stochastic structures, it is expected that using the probabilistic approaches is more reasonable.

The autocorrelation functions method, offered in the article by Kostin and Petrov (2011), may be used in computing the components of total power and evaluation of the other energy indicators in the electric traction systems only when the voltage and the currents are random ergodic processes. This method does not consider the cases when the voltages and the currents are the random non-ergodic processes. Nonetheless, when Authors tried this method to determine higher harmonic components of the voltages and the currents in the pulling drive circuits, they met unbiased difficulties.

They particularly associated with random occurrence of some harmonic components in the spectrum, which are the outcomes of any transient process, for example, separation of the current collector, or frictional sliding of the wage wheels (Jerician et al. 2016; Goolak et al. 2019; Gorobchenko et al. 2018).

Description of such restriction is described in the work of Nazarov, N. S. and Nazarov, O. N. (2015), devoted to the distinctive features of the rail electrically propelled vehicles traction currents spectrum analysis. The approach for electrically propelled vehicles traction currents harmonic components determination used in it with consideration of the transient processes in the electrically propelled vehicles pulling drive is based on using wavelet-analysis. When such algorithm was used, it allows us to bypass the restrictions, placed by the transient processes in electrically propelled vehicles pulling drive. For this reason, the solutions, received by Nazarov, N. S. and Nazarov, O. N. (2015) give us the opportunity to compose the algorithm, which controls the active part of the compensator valve of reactive power, based on generation of the higher “opposite harmonics” of the current flowing through drive of vehicle. Yet there is still an issue of sustainability, accuracy and speed of the algorithm. It is especially currently central in synchronization of the compensator valve with the pulling drive.

Development of method concerning determination of the voltages and the currents in the electric transport systems is in the work of Kostin and Shejkina (2015), in which the authors describes the methods of decomposing the currents and the voltages random functions into simple random expressions, containing no less than three random values. Despite the fact that finding of such problem is obviously correct and recommendations how to use the methods of decomposing the currents and the voltages random functions into simple random expressions, the accuracy of such method still remains debatable.

Comparative analysis of the spectrum analysis methods is in the work of Kakora and Grinkevich (2017). It confirms hat in the classical spectrum analysis there are two regular, nonetheless equivalent methods to determine the power spectrum density. The indirect method is built upon using the infinite sequence of the data values to compute the autocorrelation sequence, Fourier transform of which gives the searched power spectrum density. The direct method to determine power spectrum density is based on computing the square of the Fourier transform module for infinite sequence of data with using the appropriate statistical averaging. Resulting function, received without such averaging is called Sample spectrum. It is unsatisfactory due to statistical invalidity of the assessments, obtained by virtue of it, as root-mean-square error of such assessments can be compared in value with average value of assessment. Also in the same scientific work (Kakora, Grinkevich 2017) according to mathematical simulation results were compared classical methods of receiving the power spectrum density with adaptive method of minimum variance. Sometimes this method is called: maximum likelihood method. It was found that the method of minimum variance has much better spectral resolution comparing to the classical methods in analysis of short records and big signal-to-noise ratio. Improvement in spectral resolution allows using the signals with lesser spectral width. The shortfall of this method of minimum variance is the fact that it is inefficient in computation terms comparing to the classical methods and in small signal-to-noise ratio causes resolution loss. The method of minimal variance was further developed in the works (Zabarankin, Uryasev 2014; Sirca 2016). The advantages of the assessment by method of minimum variance include the fact that it gives spectrum, in which the peaks heights are linearly proportional to power of sinusoidal wave, which are present in the analysed process. Minimum variance has a more descriptive informativeness near the origin of the
estimation coordinates. It was received it by minimizing the variance of the process on the output of the narrow-band filter, frequency response of which adapts to spectrum components of input process on every frequency, which is of interest to us. But the assessment performed by method of minimum variance is not the truth function of the power spectrum density, as unlike the truthful power spectrum density the area under the graphics of the minimum variance method assessment does not describe the total power of the process, which is being measured. The Fourier inverse transform, which corresponds to minimum variance method assessment, also does not coincide with autocorrelation sequence, which is used to obtain this assessment – this is how it differs from Autocorrelation Process (AP)-assessments, which have these properties.

The classical methods of the spectrum estimation are among the most stable methods of the spectrum estimation. They may be used in all the types of signals and noises, which possess stationary properties. The methods, alternating to them, namely the ones of high resolution power turn out to be stable only in case of non-time-varying signals restricted class. In the classical method they usually use the Fast Fourier Transform (FFT) algorithm, due to which they are the most efficient methods in computation among the available methods of the spectrum estimation. It should be also noted that assessments of the power spectrum density, obtained with their help, are linearly dependent on power of the sinusoid waves, present in the data, while in the alternative methods very often they do not provide the alternative link between the amplitudes of the spectrum and the power of these sinusoid waves (Rahi, Mehra 2014). The main disadvantage of the spectrum estimation classical methods is distorted effect of penetration on the side lobes due to impending measurement in them of the finite data sequences. Data processing by virtue of the window enables to weaken the effect of the side lobes, nonetheless, only thanks to resolution loss. The resolution power, which is provided by the classical methods, cannot exceed the value, reciprocal to the data length.

The power spectrum density is determined as FFT of infinite autocorrelation sequence. This relation between power spectrum density and autocorrelation sequence it is possible to consider as the random process second order statistic non-parametric description. It was approach the second order statistic non-parametric description by considering the time-series model, which corresponds to the random process, analysed. In this case the power spectrum density time-series model, first and foremost is a certain function of this model parameters, and not of the autocorrelation sequence. Researchers Sasikiran et al. (2014), Nychka et al. (2015) and Sykulski et al. (2016) describe one individual plan of the models, which are actuated by white noise process and have rational system functions. This class includes autoregressive process model, the moving-average process model and autoregressive moving-average process model. The output processes of this class’ models have power spectrum density, which are completely described by virtue of parameters of white noise process model and variance.

When one of these three models was chosen (autoregressive process, moving-average process, autoregressive moving-average process), some previous information about the possible form of spectrum assessment was needed (Sasikiran et al. 2014; Nychka et al. 2015; Sykulski et al. 2016). The moving-average process model used in such cases is mentioned when the spectrums with deep zeros are needed (Zhuang et al. 2014; Petitjean et al. 2014; Bagnall, Lines 2014), nevertheless, without acute peaks described in research works of Petitjean et al. (2016); Loch et al. (2016).

Concerning the autoregressive moving-average process model – it can be used in both border-line cases. In the cases when each of three models is usable, to use the one with the least number of the parameters. It should be noted that the computation efforts for estimation of autoregressive process model are often significantly less than the ones necessary to assess the parameters of moving-average process and autoregressive moving-average process models. That is why autoregressive process model of time series is sometimes used even when it is not the model with the least number of the parameters.

From all the time-series models they mostly focus on autoregressive spectrum assessments. There are two reasons for that: (1) the autoregressive spectrums usually have the acute peaks; they often associate this with high spectrum resolution power; (2) the assessments of the autoregressive process parameters are receive as linear equations solutions (Sasikiran et al. 2014; Nychka et al. 2015; Sykulski et al. 2016). At the same time the assessments of the moving-average process and autoregressive moving-average process parameters require non-linear equations solution (Petitjean et al. 2014, 2016; Bagnall, Lines 2014).

Scientists Sasikiran et al. (2014), Nychka et al. (2015) and Sykulski et al. (2016) defined that there are three ways to implement the autoregressive process method:

- assumption that the autocorrelation sequence is known;
- maximum entropy method;
- linear prediction method.

Since in reality the assumption that autocorrelation sequence is known, is not typical, they almost never use the first method.

The researches Wollstadt et al. (2014); Jurado et al. (2015) and Benedetto et al. (2015) showed that using the maximum entropy method is reasonable only the research process is Gauss one. In the other cases, it is reasonable to use the linear prediction method.

All the methods of autoregressive spectrum assessment are classified into two categories:

- the algorithms for data pack processing;
- the algorithms for serial data processing.

The researches performed in the works of Sasikiran et al. (2014); Nychka et al. (2015); Sykulski et al. (2016) showed that it is reasonable to use the block methods of assessment only when the volume of available data is ex-
tremely limited, nonetheless, it is necessary to receive assessments with the best possible descriptions. When longer data records are available, we can use the whole range of the sequential estimation method to update the autoregressive parameters assessments, when each new readout from the data acquisition system in real-time mode when they occur. After that using these updated parameters we can construct new diagram of spectrum assessment is conceivable, if necessary. Such methods are especially useful to track the signals with parameters, which slowly change in time. The methods of sequential estimation in time are sometimes called adaptive algorithms, as they constantly adapt to the signal performance, even when it changes. The adaptive filtering algorithm for the higher harmonic components of the traction current is also shown in work of Gulak et al. (2014), however, in this article it is shown only conceptually. The term “adaptive” is used in spectrum analysis to differ the parametric methods of spectrum assessment from non-parametric ones. It is understood that the parametric methods “adapt” their parameters to the nature of the data. In non-parametric method, such adjustment of the parameters does not happen.

The sequential methods, which are used in autoregressive process parameters assessment, are classified into two categories:

- the simplest methods based on gradient approximation; among them there is well known minimum mean squares method;
- recursive least squares method; these algorithms provide the best performances compare with minimum mean squares method, nevertheless, only thanks to additional computation effort.

Researchers Raja, Chaudhary (2015) and Li et al. (2017) showed that adaptive minimum mean squares algorithm can be used to track the changes in time of the input signal statistics, if they change slowly enough comparing to speed of this algorithm’s convergence. Averaging by time of the errors sequence, generated by minimum mean squares algorithm, provides receiving of white noise variance assessment, necessary to compute power spectrum density of autoregressive process.

In case of relatively short data records, the gradient adaptive minimum mean squares algorithm concedes PH-algorithm by its performance and convergence speed. However, it is more functionally stable and less sensitive to incorrect numerical causality and effects, resulting from finite word length, than recursive least squares algorithm. Therefore, in those applications, where there is enough data and slower convergence is allowable, minimum mean squares method may turn out to be completely acceptable algorithm of sequential spectrum assessment.

Comparisons recursive least squares and minimum mean squares algorithms, performed in the works by Ding et al. (2015, 2017) and Li, Liu (2018), show that concerning the established (standard) value the recursive least squares algorithm is faster (never slower) than minimum mean squares algorithm. If there is a loud noise, in other words in the case when dispersion of Eigen values of the autocorrelation matrix is not big, recursive least squares and minimum mean squares algorithms have comparative convergence speeds. The inherent noise, which is generated during gradient assessment by minimum mean squares algorithm method, occurs in form of some movement of the filter input variance and some disarrangement of prediction filter parameters. To lower the level of movement and disarrangement considering the adaptation time constant is possible, nonetheless, this causes increase in time convergence of the minimum mean squares algorithm. In case of minimum mean squares algorithm, the convergence speed and noise because of disarrangement of the prediction filter parameters are interconnected so none of the performances can be improved, without worsening the other one.

If the recursive least squares and minimum mean squares algorithms are implemented by hardware to perform assessment in real-time mode, then the performances of these two algorithms may be effected by the quantization errors and rounding ones due to small length of machine word and using the arithmetic operations with floating point. The rounding errors may be cumulated and grow with upslope time till normal running of the algorithm is broken.

In case of the recursive least squares algorithm to limit the value of the cumulated error and save withstand ability of the filter is conceivable, although these results in worsening of prediction parameters computed values accuracy worsening. For normal running of the recursive least squares algorithm during imaging of the numbers to use no less than 10 binary digit bits is required. For normal running of the minimum mean squares algorithm, 7 binary digit bits are enough. Both algorithms have comparative characteristics, when using no less than 12 binary digit bits.

The principle of the recursive least squares algorithm is the Yule–Walter equation (Ding et al. 2015, 2017; Li, Liu 2018), solution of which gives the value of linear prediction filter coefficients. Among the diversity of solution methods for Yule–Walter equation for comparison to focus on two algorithms it is necessary – fast recursive least squares method (Gulak et al. 2014, Raja, Chaudhary 2015, Li et al. 2017) and Levinson–Durbin algorithm (Selvaperumal et al. 2016; Xiao et al. 2018). It is reasonable to use the fast recursive least squares algorithm in the case when big rate of response of the algorithm implementation is needed. However, the fact that the big computation error is cumulated during big data quantity processing, restricts usage of this algorithm. The electrical power processes spectrum components value change process in the electrical transport systems is much slower during Levinson–Durbin algorithm implementation. In order to determine the said spectrum components, if it is necessary to process big data quantity with high accuracy using the Levinson–Durbin algorithm is reasonable.

Despite the obvious advantages of using the Levinson–Durbin algorithm to assess the power spectrum density in the electrical transport systems, the mathematical ap-
paratus and algorithms of its implementation are present-
ed in the works of Selvaperumal et al. (2016); Xiao et al. (2018) – only in conceptual context. The authors of the mentioned works are confining only to general presenta-
tion of the mathematical apparatus.

2. Definition of the spectral components of the traction current

Arrangement of the conducted researches results allows believe that the existing approaches to determine elec-
trical power processes spectrum components in the electrical transport systems are based on assumption that trac-
tion energy system is stochastic one. In other words, it is predicted that in order to find electrical power processes spectrum components in such systems to use the math-
ematical apparatus of the random processes is essential. It is obvious that such approaches allow receive the ac-
ceptable solutions only if the random processes are the ergodic Gauss ones. The implication is that violation of such conditions does not give the opportunity to receive the optimum solutions to determine the spectrum compo-
nents of the currents and voltages in the electrical transport systems. This part of the problem may be resolved by developing the procedure algorithm linear prediction assessment power spectrum density in the mentioned systems, based on Levinson–Durbin algorithm. Then the spectral components of the currents of the traction drive system of the electric rolling stock can be found from the obtained estimate of the spectral power density of the traction current.

The task of this study is the possibility of synthesiz-
ing a linear prediction algorithm to obtain the spectral components of traction currents of electric rail vehicles. In order to achieve this goal, it is necessary to solve the following objectives:
- develop the linear prediction algorithm based on Levinson–Durbin algorithm;
- receive the spectral components of the traction cur-
rent;
- obtain the spectral components of this current for the known curve of traction current of the AC electric locomotive by Fourier transform;
- compare the obtained results of the components of the traction current spectrum obtained by two methods.

Any non-deterministic signal and dynamic system are usually the non-stationary objects, and this significantly complicates their analysis. The main problem, which oc-
curs during the non-deterministic signals of different nature and dynamic systems analysis, is determination of their time and frequency responses. Although we can always determine certain time interval $\Delta t = N \cdot T$ (where: $T$ – sampling period; $N$ – number of readouts), on which the object parameters change not that fast. Such slice is called the interval of quasi-stationary state, and the ob-
ject parameters on this interval are considered to be con-
stant ones. The signal segment $x(n \cdot T)$ on the interval $\Delta t$ is called the envelope (where: $n$ – iteration).

If some parametric object model (signal or system) accu-
rate enough for interval of quasi-stationary state is built, then we can use it in different cases, for example, in some controlling systems is conceivably.

The simplest are linear systems that are easily described by difference equations or in terms of the $Z$-transform (transfer-function). Time delays have a “–” sign for easy transition to the filter transfer-function, written in terms of the $Z$-transform. The simplest model in this sense is a recursive system of order $M – 1$, which is represented by difference equations (Ding et al. 2015):

$$y(n) = \sum_{i=1}^{N-1} b_i \cdot x(n-1) - \sum_{k=1}^{M-1} a_k \cdot y(n-k),$$

where: $x(n)$ – an actuating signal; $y(n)$ – signal, which is being observed; $a$, $b$ – the transfer-function coefficients.

The most commonly used is a pole model whose numer-
tor (the left sum of the difference equation) contains only one coefficient $b_0$ and the difference equation has the form (Ding et al. 2015):

$$y(n) = b_0 \cdot x(n) - \sum_{k=1}^{M-1} a_k \cdot y(n-k).$$

Let us assume that some linear model with transfer-
function $H(z)$ (Ding et al. 2015) is affected by some actu-
ating signal $x(n)$, and on its output a signal $y(n)$ is gener-
egated (Figure 1). The actuating signal $x(n)$ and the output a signal $y(n)$ have the form in terms of the $Z$-transform $X(z)$ and $Y(z)$, respectively. The parameters, in other words, the transfer-function coefficients are unknown.

It is necessary to find such coefficients $\{a_k\}$, which al-
low performing the equality – Equation (2) – on the in-
terval of quasi-stationary state in the event of actuating
signal $x(n)$ to be known. The actuating signal can be either impulse noise or white one.

In reality to predict the signal value $y(n)$ by its previ-
sous and next counts is needed. In the first case they indi-
cate that prediction is performed forward, in the second – backward (Figure 2) (Ding et al. 2015, 2017). The linear prediction is a computational procedure, which allows us to predict the future readouts (with certain accuracy) on certain linear aggregate $L$ of the previous $y(n-1), l = 1, 2, …, L$, weighed non-deterministic signal. The segment of the signal with $L$ readouts (Figure 2) is developed by means of the window with length $L$ (usually by hamming window). The useful purpose of the linear prediction is in:
- in time domain – the future signal by its previous $L$ readout is assessed;
- in frequency domain – the spectrum signal, which is being researched on its segment (envelope) with length of $L$ readouts is assessed.

The results of the linear prediction mission are as fol-
lows: the coefficients of the adaptive linear digital filter are received, amplitude-frequency response, which to a pretty good approximation degree coincides with spectrum sig-
mal form in the envelope.
The linear prediction mission can be formulated as follows. It is necessary to find the coefficients \(a_k\) of a certain linear system, at the output of which one can observe the signal \(y(n)\), \(l = 1, 2, \ldots, L\), provided that the input signal is \(x(n)\). Is known the system itself is described by transfer-

function of polar type \(H(z) = b_0 \cdot \left(1 + \sum_{k=1}^{K} a_k \cdot z^{-k}\right)^{-1}\), in which \(K\) is a prediction order (Ding et al. 2017).

It is assumed that the actuating signal is a digital unit impulse \(x(n) = u_0(n)\).

The approach to solution of the set problem is as follows in Figure 3.

According to the Equation (2) the signal \(y(n)\) is determined by the difference equation:

\[
y(n) = b_0 \cdot x(n) - \sum_{k=1}^{M-1} a_k \cdot y(n-k), \quad n = 1, 2, \ldots, L.
\]

Therefore, the finite duration impulse response filter in cascaded manner with the target system is switched on. The filter possesses the transfer-function \(A(z) = 1 + \sum_{k=1}^{K} \eta_k \cdot z^{-k}\) (Ding et al. 2017). The coefficients of which are \(\eta_k\) equal to the coefficients \(a_k\), namely \(\eta_k = a_k\). The transfer-function of the obtained system will look as \(H_{total}(z) = b_0 = \text{const}\), where: \(b_0\) is amplification constant (Ding et al. 2017).

The finite duration impulse response filter with transfer-function \(A(z)\) is called the linear prediction filter, \(K\) is prediction order, and its coefficients \(\eta_k\) are the linear prediction coefficients. In actuality the coefficients \(\eta_k\) will differ from the precise meaning of the coefficients \(a_k\), and for this reason the predicted signal meaning \(\bar{y}(n)\) will differ from the precise one \(y(n)\) on prediction error value (at \(n > 0\)) (Ding et al. 2017):

\[
e(n) = y(n) - \bar{y}(n) = 2y(n) - \sum_{k=1}^{K} \eta_k \cdot y(n-k),
\]

which we call the remainder.

Equation (4) obtains the form in terms of transform:

\[
E(z) = Y(z) - \sum_{k=1}^{K} \eta_k \cdot Y(z) \cdot z^{-k}.
\]

Due to the fact that all the readouts of the signal \(y(n)\) are known, with Equation (6) we get the linear equations system under zero-initial conditions for one envelope from \(L\) readouts, provided that \(L > K\).

It should be noted that the following equation is obtained when the actuating signal \(u_0(n)\):
The study of Xiao et al. (2018) shows the transition from a system of linear equations (8) to an autocorrelation matrix, which has the form:

\[
\begin{pmatrix}
R_0 & R_1 & R_2 & \ldots & R_{K-1} \\
R_1 & R_0 & R_1 & \ldots & R_{K-2} \\
R_2 & R_1 & R_0 & \ldots & R_{K-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
R_{K-1} & R_{K-2} & R_{K-3} & \ldots & R_0
\end{pmatrix}
= \begin{pmatrix}
1 \\
a_1 \\
a_2 \\
a_3 \\
\vdots \\
a_K
\end{pmatrix}
\begin{pmatrix}
R_1 \\
R_2 \\
R_3 \\
\vdots \\
R_K
\end{pmatrix}.
\] (9)

Autocorrelation coefficients are determined by expressions:

\[\sum_{l=1}^{L} y(l-k) \cdot y(l-i) = R_{ik},\] (10)

where: \(k\) is the number of the column; \(i\) is the number of the row. It is clear that all these amounts are the coefficients of autocorrelation with different relative shears (Ding et al. 2017). It is known that the coefficients of autocorrelation are the pair functions of time, in other words, their values depend on magnitude of difference in time \(|i - k|\), so here we have the equality:

\[R_{ik} = R_{ki}.\] (11)

Study (Xiao et al. 2018) also showed that:
- any diagonal parallel to the main one consists of the same coefficients \(R_0\) since the difference in time \(j = k - i\) across the diagonal remains unchanged;
- the matrix remains symmetric because of the equality of the autocorrelation coefficients \(R_{ik} = R_{ki} \).

The special structure of Equation (9) allows arranging the linear prediction parameters computation by means of the fast algorithms, among which the most popular one is Levinson–Durbin recurrent algorithm (Selvaperumal et al. 2016).

This algorithm is recurrent. The coefficients \(a_k\) of the linear prediction filter order \(K\) are computed in recurrent manner through the difference equations solution of the form (Equation (8)):

\[R_i = \sum_{k=1}^{i} a_k \cdot R_{i-k}, \quad i = 1, 2, \ldots, K,\] (12)

when the equation solution order \(i\) is performed through the equation solution order \(i - 1\). This means that at each step \(i\) computing the prediction of the order \(i\), in other words, the equations system – Equation (10) is computed logically for \(i = 1, 2, \ldots, K\).

The prediction error square in the linear order prediction filter can be written as (Xiao et al. 2018):

\[E_i = \sum_{l=1}^{L} \left( y_l(l) - \sum_{k=1}^{i} a_k(l) \cdot y_l(l-k) \right)^2.\] (13)

The other form of image for the means square error \(\hat{E}_i\) by inserting the determinations – Equation (10) into the Equation (13) is received:

\[\hat{E}_i = E_0 - \sum_{k=1}^{i} a_k(l) \cdot R_{i-k}, \quad i = 1, 2, \ldots, K\] (14)

with the implication that the total prediction error has two summands, from which one is constant, and the other depends on the prediction coefficients. It is also clear that first:

\[E_0 = R_0\] (15)

and second – from step to step, in other words, from the prediction of the order \(i - 1\) to the prediction of the order \(i\), the total prediction error decreases:

\[0 \leq \hat{E}_i \leq \hat{E}_{i-1}.\] (16)

In Levinson–Durbin algorithm on each step \(i\) the two working parameters are computed:
- the total prediction error \(\hat{E}_i\) for the linear prediction filter of the order \(i\) – Equation (14);
- the accessory parameter \(r_i\) associated with the prediction error.

In the standard nominations Levinson–Durbin algorithm is as follows. The initial conditions are set – Equation (15).

In logical manner on the iteration step \(i\) \((i = 1, 2, \ldots, K)\) by using recurrent Equations (17)–(20) was computed:

\[r_i = R_i - \sum_{k=1}^{i-1} a_k^{(i-1)} \cdot R_{i-k};\] (17)

\[a_k^{(i)} = r_i;\] (18)

\[a_k^{(i)} = a_k^{(i-1)} - r_i \cdot a_{k-1}^{(i-1)}, \quad 1 \leq k \leq i-1;\] (19)

\[E_i = (1 - r_i^2) \cdot E_{i-1}.\] (20)

The prediction increases on one unit with each step, till achieving the value \(K\). The terminal decision is determined on the step \(K\) by relation:

\[a_K = a_K^{(K)} \text{ if } k = K.\] (21)

The accessory parameters \(r_i\) in linear prediction theory are commonly referred to as reflection coefficients. The essence of the developed method for determining the components of the traction current spectrum in AC locomotives is as follows:
- on the input data series \(x(n)\) the hamming window with length of \(L\) is put;
- it is assumed that the linear system transfer-function \(H(z) = b_0 \cdot A(z)^{-1}\) equals to one;
the equations system – Equation (16) – for the input data \( x(n) \) is composed;

- the prediction order \( K \) was chosen and from the composed equations system the first block of size \( (K \times K) \) for the data with the index from 0 to \( K - 1 \) is isolated;

- for each equation of the first block data the prediction filter coefficients \( a_k^{(i)} \) by means of Levinson–Durbin method and the value of the output signal by the expression was calculated:

\[
\bar{y}(n) = \sum_{k=1}^{K} a_k^{(i)} \cdot y(n-k);
\]  

\( i = 1 \) – proceeding to the next data block by increasing the index of each equations line in each equation on one;

- for each data block equation the prediction filter coefficients \( a_k^{(i)} \) by virtue of Levinson–Durbin method was calculated; the output signal value by the Equation (22) only for the last equation of the block was defined;

- number of the processed blocks will equal to \( L - K - 1 \);

- the spectrum components to receive the series of standard deterministic output signals by virtue of FFT were determined:

\[
\bar{Y}(k) = \sum_{n=0}^{L-1} \bar{y}(n) \cdot e^{-j \pi k \frac{2n}{L}},
\]

where: \( k \) is the number of harmonic component;

\( \bar{Y}(k) \) is the value of the harmonic component \( k \), imaged in complex form.

3. Determination of the components of the traction current spectrum

In the article by Kostin and Petrov (2011) the determining accuracy of the traction motors total power was compared using three methods: (1) FFT; (2) discrete electrical engineering; (3) correlation functions. All three cases considered the deterministic process of voltage change in the catenary system.

For the case of a non-deterministic process, a comparative measurement of the voltage in the catenary system was done using two methods: discrete electrical engineering and correlation functions. The calculation results were compared with the experimental results. It was concluded that the method of correlation functions has a smaller error than the method of discrete electrical engineering. It was recommended to use the method of correlation functions to study non-deterministic processes. The following conclusion was also made: if the spectra determined by two of the proposed methods coincide with the experiment for the case of a deterministic process, then the spectrum calculated by one of these methods will coincide for the case of a non-deterministic process as well.

The method of correlation functions underlies the Levinson–Durbin linear prediction algorithm. Therefore, the above conclusion is also true for this method. The Kostin and Petrov (2011) proposed calculating the spectral components of the traction current in two ways: according to the developed method and using the FFT for the case of determinism of the process of voltage change in the catenary system.

The article by Gulak et al. (2016) explores the traction current characteristic for an electric locomotive of the VL-80L, K series when driving along a straight section of the track at a constant speed of 46.8 km/h. The traction current curve is shown in Figure 5. In the time interval from 0 to 0.08 s there is a transient process of traction current, and in the time interval from 0.08 to 0.10 s, the steady-state process. The spectral components of the traction current were determined for the steady-state process. The accuracy of the spectral analysis performed by the Fourier transform method depends on the number of samples of the function. The first 24 harmonic components were calculated at 128 input points. The sampling frequency was taken equal to the frequency of the first harmonic – 6400 Hz. An order of 25 was selected for the prediction filter. The calculated complex values of the spectrum components were recorded in the form of the amplitude-frequency spectrum and phase-frequency spectrum. Comparative data of the spectral analysis of the traction current obtained by two methods – the authors' method and using the FFT – are presented in Table. As can be seen from Table, the difference in the results of spectral analysis performed by two different methods does not exceed 5%.

This proves that the method developed by the authors for determining the spectral components of the traction current of an AC electric locomotive can be used for the algorithm for controlling the reactive power compensator.

Thus, the error in determining the spectral components of the traction current when using the author's method and, as a consequence, the error in generating the compensation current of the reactive power compensator, will not exceed the values allowed in engineering calculations.

However, the control circuit of the reactive power compensator, based on the algorithm for determining the spectral components by the method FFT, can adequately work only in the mode, when the voltage change in the traction power supply system is a deterministic process.

Moreover, the control circuit of the reactive power compensator, based on the spectrum determination algorithm proposed by the authors, can adequately work both in the mode when the change in the traction current voltage is a deterministic process, and in the mode when the voltages change is a non-deterministic process.

The obtained complex values of the spectrum components were recorded in the form of the amplitude-frequency and phase-frequency spectra.

The data comparing the results of calculating the components of the spectrum of the traction current curve, obtained using the method developed by the author and the FFT, are presented in Table.
As can be seen from Table, the differences in the calculation of the components of the traction current spectrum, made using the method developed by the authors, do not exceed 5% of the data calculated using the FFT.

This proves that the developed method for determining the spectral components of the traction current of AC electric locomotives can be used in the development of the control system of the reactive power compensator. The difference in determining the spectral components of the traction current when using the method proposed by the authors, and, consequently, the difference in generating the compensating current caused by this circumstance, will not exceed the value allowed in engineering calculations. However, the control circuit of the reactive power compensator, based on the algorithm for determining the spectral components by the method – FFT, can adequately work only in the mode, when the voltage change in the traction power supply system is a deterministic process. While the control scheme of the reactive power compensator, based on the algorithm for determining the spectral proposed by the authors, can adequately work both in the mode when the voltage change in the traction power supply is a deterministic process and in the mode when the specified voltage change is non-deterministic.

Table. Comparison of computation results gained by developed method and the FFT

| No of harmonic | Amplitude-frequency spectrum | Parameter | Phase-frequency spectrum |
|----------------|------------------------------|-----------|-------------------------|
|                | The offered method [A]       | FFT [A]   | Difference [%]          | The offered method [rad] | FFT [rad] | Difference [%] |
| 0              | 39.259                       | 39.342    | 0.211                   | 3.142                    | 3.141     | -0.032        |
| 1              | 1442.309                     | 1442.198  | -0.008                  | -2.194                   | -2.195    | 0.046         |
| 2              | 31.565                       | 31.459    | -0.305                  | 1.982                    | 1.981     | -0.050        |
| 3              | 336.900                      | 336.991   | 0.027                   | -3.109                   | -3.108    | -0.032        |
| 4              | 27.079                       | 27.155    | 0.033                   | 1.036                    | 1.038     | 0.193         |
| 5              | 158.594                      | 158.675   | 0.108                   | 1.978                    | 1.978     | 0.000         |
| 6              | 17.744                       | 17.657    | -0.493                  | -0.103                   | -0.107    | 3.738         |
| 7              | 76.154                       | 7.069     | -0.112                  | 0.722                    | 0.722     | 0.000         |
| 8              | 10.040                       | 9.975     | -0.065                  | -1.584                   | -1.570    | -0.892        |
| 9              | 34.984                       | 35.048    | -0.279                  | -0.772                   | -0.772    | 0.000         |
| 10             | 7.555                        | 7.658     | 1.345                   | 2.927                    | 2.935     | 0.273         |
| 11             | 21.791                       | 21.760    | -0.142                  | -2.561                   | -2.565    | 0.156         |
| 12             | 7.428                        | 7.423     | -0.067                  | 1.435                    | 1.423     | -0.843        |
| 13             | 18.686                       | 18.668    | -0.096                  | 2.174                    | 2.177     | 0.138         |
| 14             | 6.260                        | 6.171     | -1.442                  | 0.042                    | 0.043     | 2.326         |
| 15             | 15.627                       | 15.638    | 0.070                   | 0.773                    | 0.769     | -0.520        |
| 16             | 4.908                        | 4.994     | 1.722                   | -1.819                   | -1.792    | -1.507        |
| 17             | 9.413                        | 9.301     | -1.204                  | -1.158                   | -1.161    | 0.259         |
| 18             | 4.908                        | 4.69      | -4.648                  | 2.543                    | 2.537     | -0.236        |
| 19             | 8.413                        | 8.69      | 3.188                   | -3.133                   | -3.125    | -0.256        |
| 20             | 5.524                        | 5.441     | -1.525                  | 0.977                    | 0.962     | -1.359        |
| 21             | 9.760                        | 9.995     | 2.351                   | 1.704                    | 1.704     | 0.000         |
| 22             | 5.577                        | 5.862     | 4.862                   | -0.471                   | -0.463    | -1.728        |
| 23             | 9.334                        | 9.080     | -2.797                  | 0.447                    | 0.436     | -2.523        |
| 24             | 5.683                        | 5.724     | 0.716                   | -1.814                   | -1.826    | 3.305         |
Conclusions

An improved method of spectral analysis for traction current of AC electric locomotive is proposed by the authors. The improvement is based on the principle of a linear prediction filter according to the Levinson–Durbin theory. The adequacy of proposed method is validated experimentally. This method allows modifying the control system of the reactive power compensator of AC electric locomotives and gaining the following results:

- optimized control of the compensator in the conditions of non-determinism of voltage changes in the catenary system;
- increased efficiency of reactive power compensation by adapting the compensator to the voltage of the traction energy system;
- increased power factor of the traction drive of the electric locomotive as a whole;
- increased stability of the compensator.

In addition, the proposed method significantly simplifies the synchronization system of the compensator and traction drive of AC electric locomotive.
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