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Abstract. An analysis based on an elementary theory of plane curves is presented to locate bifurcation points from a main component in the parameter space of a family of optimal fourth-order multiple-root finders. We explore the basic dynamics of the iterative multiple-root finders under the Möbius conjugacy map on the Riemann sphere. A linear stability theory on local bifurcations is developed from the viewpoint of an arbitrarily small perturbation about the fixed point of the iterative map with a control parameter. Invariant conjugacy properties are established for the fixed point and its multiplier. The parameter spaces and dynamical planes are investigated to analyze the underlying dynamics behind the iterative map. Numerical experiments support the theory of locating bifurcation points of satellite and primitive components in the parameter space.

1. Introduction. We can formulate a dynamical system by means of any fixed rule characterizing the time-dependence of an evolving point along with its position in the relevant state (phase)-space. It is then best described by a function whose domain and codomain respectively consist of time as an independent variable and state (phase)-space as a dependent variable. The independent variable time can be measured in terms of integers, real or complex numbers. Some examples of continuous dynamical systems can be seen in differential equations, whereas other examples of discrete dynamical systems can be found in difference equations. This analysis will be limited to a discrete dynamical system whose governing equation represents a difference equation formed by an iterative method:

\[ x_{n+1} = \Phi_f(x_n), \quad n = 0, 1, 2, \cdots, \]  

where \( \Phi_f \) is an iteration function or fixed point operator [10]. Such an iteration function can be found in finding the numerical roots for the equation \( f(x) = 0 \) encountered in many fields of applied sciences and engineering. The root-finding iterative numerical methods have been developed by many researchers [6, 7, 17, 27].
The main task of this iterative method is to ensure its convergence to the desired root by tracing the sequence \( \{x_{n+1} = \Phi_f(x_n)\}_{n=0}^{\infty} \) within a prescribed error bound. Regarding the iteration index \( n \) as the discrete time variable, we keep tracking of the such sequence to get useful information on the long-term behavior of discrete dynamical system (1). The root-finding process for the equation \( f(x) = 0 \) leads us to a sequence of images of initial guess \( x_0 \) under the action of \( \Phi_f \):
\[
\{x_0, \Phi_f(x_0), \Phi_f^2(x_0), \cdots, \Phi_f^n(x_0), \cdots\},
\]
which is regarded as a discrete dynamical system. Iteration function \( \Phi_f \) is usually given by a meromorphic function whose dynamics requires a rather sophisticated analysis. According to Lemma 2.1 (to be shown later), it suffices to treat the dynamics of rational functions.

An iteration function \( \Phi_f \) will be represented by a family of optimal [24] fourth-order modified Newton-like existing multiple-root finders [17, 18, 32] and their dynamical behavior [3, 4, 8, 9, 10, 13, 14, 16, 19, 25, 30] behind the parameter spaces as well as dynamical planes will be pursued on the Riemann sphere \( \overline{\mathbb{C}} \) [5] via Möbius map \( \frac{z-b}{z-a}, (a \neq b) \) [9] which is conjugated to \( (z-a)^m (z-b)^m \):
\[
\begin{align*}
y_n &= x_n - m \cdot \frac{f(x_n)}{f'(x_n)}, \\
x_{n+1} &= x_n - m \cdot L_f(s) \cdot \frac{f(x_n)}{f'(x_n)}, \quad s = \left[ \frac{f(y_n)}{f(x_n)} \right]^\frac{1}{m},
\end{align*}
\]
where \( L_f : \mathbb{C} \to \mathbb{C} \) is analytic [1] in a neighborhood of 0 and \( s \) is taken on the principal analytic branch of the \( m \)-th root. Evidently, \( \Phi_f(x_n) \) will be the right side of the last equation of (2). We are interested in the specific form of \( L_f \) with a control parameter \( \lambda \in \mathbb{C} \):
\[
L_f(s) = \frac{1+(\lambda+1)s+(\lambda+2)s^2}{1+\lambda s}.
\]

Subsequent analyses and developments will be treated in additional five sections. Described in Section 2 are preliminary studies on long-term behavior of a dynamical system defined on \( \overline{\mathbb{C}} \). Section 3 fully discusses a linear stability theory based on the analysis of a small perturbation about the fixed point of the iterative map (2) under the Möbius conjugacy and classifies the local bifurcations into three types according to the location of the spectral radius of the conjugated iterative map along the unit circle. In Section 4, we describe some properties of the fixed and critical points related to the dynamics under the Möbius conjugacy map. Section 5 investigates a long-term dynamical behavior of the conjugated iterative map. Parameter spaces and dynamical planes are defined and extensively explored as well as visually being illustrated with a number of self-explanatory figures. Besides, we develop a theory on locating bifurcation points budding from another component (maximal connected set) [1] in the parameter space with both theoretical and numerical methods from a viewpoint of plane geometry involving simple 2-dimensional curves. A numerical algorithm is also established to find approximate bifurcation points under consideration. Finally in Section 6, we draw a overall conclusion and state the future work on the analysis of long-term dynamical behavior of other parameter-controlled iterative maps.

2. Preliminary studies.

Lemma 2.1. Meromorphic functions on the Riemann sphere \( \overline{\mathbb{C}} \) can be represented by rational functions.
Proof. Note that a meromorphic function on $\mathbb{C}$ is analytic (holomorphic) except at a finite number of poles. Let $f$ be meromorphic on $\mathbb{C}$ and $z_1, z_2, \ldots, z_n \in \mathbb{C}$ be its poles with their corresponding integer multiplicities $d_1, d_2, \ldots, d_n$. Then we construct

$$p = f \cdot \prod_{i=1}^{n} (z - z_i)^{d_i},$$

which has no poles and perhaps has at most a pole at $z = \infty$. Hence $p$ must reduce to a polynomial, from which we have $f = \frac{p}{\prod_{i=1}^{n}(z - z_i)^{d_i}}$ as a rational function. \hfill \square

To discuss the orbit dynamics between two functions, we introduce the definition of conjugacy and a relevant theorem.

**Definition 2.2.** Let $F : X \to X$ and $G : Y \to Y$ be two functions (dynamical systems) defined on sets $X$ and $Y$. We say that $F$ is conjugate to $G$ via $h$ if there is an isomorphism $h : Y \to X$ such that $F \circ h = h \circ G$. Then the isomorphism $h$ is called a conjugacy [5].

**Theorem 2.3.** Let $F$ and $G$ in Definition 2.2 be smooth. Furthermore, let $\xi$ be a fixed point of $G$. Then the following hold:

(a) The fixed point property remains invariant under a topological conjugacy $h$, i.e.,

$$\xi = G(\xi) \text{ if and only if } h(\xi) = F(h(\xi)).$$

(b) The multiplier of $\xi$ by $G$, denoted by $m(G, \xi)$, is invariant under a diffeomorphic conjugacy $h$, i.e.,

$$m(h \circ G \circ h^{-1}, h(\xi)) = F'(h(\xi)) = G'(\xi) = m(G, \xi).$$

Proof. (a) $\xi = G(\xi)$ implies that $h \circ G(\xi) = h(\xi) = F \circ (h(\xi)) = F((h(\xi)))$. The converse is also true. Note that $h(\xi)$ is also a fixed point of $F$ under the topological conjugacy $h$. (b) Differentiating both sides of

$$h \circ G(z) = F \circ (h(z))$$

with respect to any $z \in Y$, we find its evaluation at $\xi$:

$$h'(G(z))G'(z)|_{z=\xi} = h'((\xi))G'(\xi) = F'((h(z)))h'(z)|_{z=\xi} = F'((h(\xi)))h'(\xi),$$

from which $F'(h(\xi)) = G'(\xi)$ holds true due to the fact that $h'(\xi) \neq 0$ in view of diffeomorphism $h$. \hfill \square

**Remark 1.** In view of Theorem 2.3, the conjugacy $h$ preserves the dynamical behavior between $F$ and $G$, possessing the invariance properties of the fixed point and its multiplier under the conjugacy. Furthermore, we find $F = h \circ G \circ h^{-1}$ and $F^n = (h \circ G \circ h^{-1}) \circ (h \circ G \circ h^{-1}) \cdots \circ (h \circ G \circ h^{-1}) = h \circ G^n \circ h^{-1}$. If $F$ and $G$ are invertible, then we also find $F^{-1} = h \circ G^{-1} \circ h^{-1}$ and $F^{-n} = h \circ G^{-n} \circ h^{-1}$. Hence the topological conjugacy $h$ gives an isomorphism (one-to-one correspondence) between the orbits of $F$ and $G$, stating that the two orbits behave similarly under $h$.

The following lemma is useful to the development of linear stability theory to be discussed in the next section.

**Lemma 2.4.** Let $a_n = (a_{n}^{(1)}, a_{n}^{(2)}, \ldots, a_{n}^{(r)}) \in \mathbb{C}^r$ with $r \in \mathbb{N}$ and $n \in \mathbb{N} \cup \{0\}$. Further let $\{a_n\}_0^\infty$ be a sequence satisfying the following recursive relations among its components with a given $\omega \in \mathbb{C}$:
\[
\begin{align*}
\{a_{n+1}^{(j)} &= \omega a_n^{(j)} + \mu a_{n}^{(j+1)}, \quad 1 \leq j \leq r - 1, \\
\{a_{n+1}^{(j)} &= \omega a_n^{(j)}, \quad j = r,
\end{align*}
\]

(4)

where \(\mu = \begin{cases} 
0 & \text{if } r = 1, \\
1 & \text{if } r \neq 1
\end{cases}\) and \(a_0 \neq 0\) is assumed. Then the following hold:

(i) For \(r = 1\),
\[
\begin{align*}
&\lim_{n \to \infty} a_n = 0 \quad \text{if and only if } |\omega| < 1 \\
&|\lim_{n \to \infty} a_n| = \infty \quad \text{if and only if } |\omega| > 1 \\
&0 < |\lim_{n \to \infty} a_n| \leq M \quad \text{with some finite } M > 0
\end{align*}
\]

if and only if \(|\omega| = 1\),

(ii) For \(r \geq 2\),
\[
\begin{align*}
&\lim_{n \to \infty} a_n = 0 \quad \text{if and only if } |\omega| < 1 \\
&|\lim_{n \to \infty} a_n| = \infty \quad \text{if and only if } |\omega| \geq 1.
\end{align*}
\]

Proof. (i) For \(r = 1\), (4) reduces to a single scalar equation of the form: \(a_{n+1}^{(1)} = \omega a_n^{(1)}\). After omitting the superscript \((1)\), we find the relation
\[
|a_n| = |\omega|^n |a_0|,
\]

which easily proves the corresponding assertion due to \(a_0 \neq 0\).

(ii) For \(r \geq 2\), (4) can be written as a vector equation of the form:
\[
a_{n+1} = B a_n,
\]

where \(B\) is an \(r \times r\) matrix given by:
\[
B = \begin{pmatrix}
\omega & 1 & 0 & \cdots & 0 \\
0 & \omega & 1 & \cdots \\
& \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \omega \\
0 & \cdots & \cdots & 0 & \omega
\end{pmatrix}.
\]

(5)

Hence we find the resulting relation: \(a_n = B^n a_0\), where \(B^n\) is expressed as:
\[
B^n = \begin{pmatrix}
\omega^n & \binom{n}{1} \omega^{n-1} & \binom{n}{2} \omega^{n-2} & \cdots & \binom{n}{r-1} \omega^{n-r+1} \\
0 & \omega^n & \binom{n}{1} \omega^{n-1} & \cdots & \binom{n}{r-2} \omega^{n-r+2} \\
& \ddots & \ddots & \ddots & \ddots \\
& \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & 0 & \omega^n
\end{pmatrix},
\]

(6)

whose derivation can be done without difficulty by mathematical induction on \(n \in \mathbb{N}\). We now proceed with the proof of (ii) as follows. Close inspection of a general upper off-diagonal entry in (6) leads us to the equation:
\[
\lim_{n \to \infty} \binom{n}{j} \omega^{n-j} = \lim_{n \to \infty} \frac{n(n-1) \cdots (n-j+1)}{j! |\omega|^{j-n}} = \lim_{n \to \infty} \frac{n(n-1) \cdots (n-j+1)}{j! e^{(j-n) \ln |\omega|}} = 0
\]

for \(1 \leq j \leq r - 1\) if and only if \(|\omega| < 1\), after applying L’Hôpital’s rule \(j\) times. Hence, all upper off-diagonal entries vanish as \(n \to \infty\) if and only if \(|\omega| < 1\). Similarly, we obtain \(\lim_{n \to \infty} \binom{n}{j} |\omega|^{n-j} = \infty\) for \(1 \leq j \leq r - 1\) if and only if \(|\omega| \geq 1\). \(\square\)
Remark 2. The result of (i) implies that \( \{a_n\}_0^\infty \) is bounded if and only if \( \omega = 1 \). According to the Bolzano-Weierstrass Theorem [1], the exists a convergent subsequence of \( \{a_n\} \), which will exhibit a complicated limit behavior including a possible bounded oscillation.

Lemma 2.5. Let \( \Omega \subset \mathbb{C} \) and \( f : \Omega \to \Omega \) be analytic. Further, let \( f \) have a fixed point \( \xi \in \Omega \) with \( |f'(\xi)| < 1 \). Then \( f \) has a unique fixed point \( \xi \) and the sequence \( \{z_{n+1} = f(z_n)\}_0^\infty \) converges to \( \xi \), provided that any \( z_0 \in \Omega \) is given.

Proof. The property of being analytic at \( \xi \) allows us to write

\[
\xi_{n+1} - \xi = f(z_n) - f(\xi) = (z_n - \xi)(f'(\xi) + \eta),
\]

where \( \eta \to 0 \) as \( z_n \to \xi \). We now choose a sufficiently large positive integer \( N \) and a positive constant \( \beta \) such that \( |f'(\xi)| + |\eta| = \beta < 1 \) whenever \( n \geq N \). Then for any \( k \in \mathbb{N} \cup \{0\} \),

\[
|z_{N+k+1} - \xi| = |f(z_{N+k}) - f(\xi)| = |z_{N+k} - \xi||f'(\xi) + \eta| \leq |z_{N+k} - \xi||f'(\xi)| + |\eta|)
\]

\[
= \beta|z_{N+k} - \xi| \leq \beta^2|z_{N+k-1} - \xi| \leq \cdots \leq \beta^{N+k}|z_0 - \xi|,
\]

from which we obtain \( \lim_{k \to \infty} |z_{N+k+1} - \xi| = 0 \), i.e., \( \lim_{n \to \infty} z_n = \xi \). Suppose that \( \mu \neq \xi \) is another fixed point satisfying \( \lim_{n \to \infty} z_n = \mu \). Since a convergent sequence must have a unique limit, \( \mu = \xi \), contradicting the hypothesis. Hence the fixed point \( \xi \) is unique.

In Lemma 2.5, \( z_0 \) can be chosen as a critical point \( z^* \) of \( f \), due to the fact that \( f'(z^*) = 0 \) implies \( z^* \in \Omega \). As a result, Lemma 2.5 with \( z_0 = z^* \) yields the following corollary.

Corollary 1. Let \( \xi \) be the fixed point described in Lemma 2.5. Then every critical orbit (which is an orbit of a critical point) of \( f \) tends to \( \xi \).

The notions stated in the following definition [22, 23, 29] are useful to describe the qualitative behavior of a dynamical system.

Definition 2.6. Let \( z_0 \) be in the domain of \( f \). The orbit of \( z_0 \) is defined to be the sequence \( \{f^k(z_0)\}_{k=0}^\infty \) with \( f^k \) as the \( k \)-fold composite map of \( f \). Then we say the following:

(a) \( z_0 \) has period \( k \) (or is a period- \( k \) point) if \( f^k(z_0) = z_0 \), with all distinct \( z_0, f(z_0), f^2(z_0), \cdots, f^{k-1}(z_0) \). If \( k = 1 \), then \( z_0 \) is called a fixed point.

(b) If \( z_0 \) is a period- \( k \) point (or \( k \)-periodic point), then the orbit of \( z_0 \) is called a \( k \)-periodic orbit (or \( k \)-cycle).

(c) If \( z_0 \) is a point some iterate of which is periodic, i.e., if there exists an integer \( 1 \leq \ell \leq k-2 \) satisfying \( f^k(z_0) = f^{k-\ell}(z_0) \), then \( z_0 \) is called an eventually periodic (or a pre-periodic) point.

(d) If the orbit of \( z_0 \) contains a subsequence converging to to a stable periodic point, then \( z_0 \) is called an asymptotically periodic point.

(e) If \( z_0 \) is not of types (a),(c),(d), then \( z_0 \) is called an aperiodic (or a non-periodic) point. The orbit of a non-periodic point is said to be “non-periodic, stochastic or chaotic”.


3. **Linear stability theory and local bifurcations.** We first let a discrete dynamical system $F : \mathbb{C}^m \times \mathbb{C} \to \mathbb{C}^m$ with $m \in \mathbb{N}$ be characterized by an iterative scheme:

$$z_{n+1} = F(z_n, \lambda), \ n \in \mathbb{N} \cup \{0\}, \quad (9)$$

where $\lambda \in \mathbb{C}$ is a control parameter and $z_0 \in \mathbb{C}^m$ is given. Under the assumption that $\xi \in \mathbb{C}^m$ is a fixed point of $F$, we excite an arbitrarily small perturbation about $\xi$ as described by

$$z_n = \xi + \delta_n, \quad (10)$$

where the initial perturbation $\delta_0 \neq 0$ is arbitrary and small. For a fixed $\lambda$, Taylor expansion of (9) about $\xi$ up to the first-order term in $\delta_n$ gives us the recurrence relation:

$$\xi + \delta_{n+1} = F(\xi + \delta_n, \lambda) = F(\xi, \lambda) + S \delta_n + O(|\delta_n|^2), \quad (11)$$

with $S = S(\xi, \lambda)$ as an $m \times m$ Jacobian matrix evaluated at $\xi$. Consequently, we are allowed to discuss the linear stability about the fixed point $\xi = F(\xi, \lambda)$ for a fixed $\lambda$ by considering the iterative scheme:

$$\delta_{n+1} = S \delta_n. \quad (12)$$

Transforming (12) by means of an $m \times m$ nonsingular matrix $P$, we obtain the relation

$$b_{n+1} = J b_n, \quad (13)$$

where $b_n = P^{-1} \delta_n$, and $J = P^{-1} S P$ is the Jordan canonical form [28] of $S$ with $k$ Jordan blocks $J_1, J_2, \ldots, J_k$. A typical $J_i$ is given by an $r_i \times r_i$ upper triangular matrix with $\omega_i$'s as all diagonal entries and 1's as all super-diagonal entries as shown below:

$$J_i = \begin{pmatrix} \omega_i & 1 & 0 & \cdots & 0 \\ 0 & \omega_i & 1 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \omega_i & 1 \\ 0 & \cdots & \cdots & 0 & \omega_i \end{pmatrix},$$

where $\omega_i$ is an eigenvalue of $S$. Without loss of generality, let $J_i$ be chosen such that $|\omega_i| = \rho(S)$ which is the spectral radius of $S$. For simplicity, we denote $J_i$ by $\tilde{J}$, $\omega_i$ by $\omega$ and $r_i$ by $r$. The limit behavior of the perturbation $\delta_n = P b_n$ will be best described by analyzing a subsystem of the form:

$$\tilde{b}_{n+1} = \tilde{J} \tilde{b}_n, \quad (14)$$

where $\tilde{b}_n \in \mathbb{C}^r$ consists of the corresponding $r$ components of $b_n$ related with $\tilde{J}$. After writing out component relations for (14) and identifying $\tilde{b}_n$ and $\tilde{J}$ respectively with $a_n$ and $B$, we apply Lemma 2.4 in case $\rho(S) = 1$ to obtain the corollary:

**Corollary 2.** (i) **When all eigenvalues of $S$ are simple,**

$$\begin{cases} 
\lim_{n \to \infty} \delta_n = 0 & \text{if and only if } \rho(S) < 1 \\
| \lim_{n \to \infty} \delta_n | = \infty & \text{if and only if } \rho(S) > 1 \\
0 < | \lim_{n \to \infty} \delta_n | \leq M & \text{with some finite } M > 0 \text{ if and only if } \rho(S) = 1,
\end{cases}$$

where $\delta_n \in \mathbb{C}^r$ consists of the corresponding $r$ components of $b_n$ related with $J$. After writing out component relations for (14) and identifying $\tilde{b}_n$ and $\tilde{J}$ respectively with $a_n$ and $B$, we apply Lemma 2.4 in case $\rho(S) = 1$ to obtain the corollary:
(ii) When some eigenvalues of $S$ are multiple,

\[
\begin{align*}
\lim_{n \to \infty} \delta_n &= 0 \quad \text{if and only if } \rho(S) < 1 \\
|\lim_{n \to \infty} \delta_n| &= \infty \quad \text{if and only if } \rho(S) \geq 1.
\end{align*}
\]

According to Corollary 2, the fixed point behavior or long-term orbit behavior of the iterative map $F$ is stable if and only if $\rho(S) < 1$ (modulus of all eigenvalues of $S < 1$), and unstable if and only if $\rho(S) \geq 1$ (modulus of some eigenvalues of $S \geq 1$, with the equality holding when some eigenvalues are repeated). When all eigenvalues of $S$ are simple, according to the Bolzano-Weierstrass Theorem, the result of (i) indicates that there exists a convergent subsequence of $\{\delta_n\}$, which will induce $k$-periodic orbits of $F$ as well as its non-periodic bounded orbits, if and only if $\rho(S) = 1$. Since $\rho(S)$ around the unit circle plays a significant role in stability analysis, we had better designate the unit circle as the stability unit circle shown in Figure 1 for further analysis.

The geometrical properties in the parameter space when $\rho(S) = 1$ would strongly influence the long-term orbit behavior of $F$, which often causes an abrupt qualitative change when an eigenvalue $\omega$ (or Floquet multiplier [21]) of $S$ with the maximum modulus crosses a certain location $\omega^*$ of the stability unit circle. This kind of qualitative change in the behavior of a dynamical system is called a bifurcation. We classify such bifurcations [26] in the space of control parameters into three types according to the location of $\omega^*$ along the stability unit circle as follows:

1. The (cyclic) fold (saddle-node) bifurcation occurs when $\omega^* = 1$.
2. The flip (period-doubling) bifurcation occurs when $\omega^* = -1$.
3. The Neimark-Sacker (secondary Hopf) bifurcation occurs when $\omega^* = e^{i\theta}$, $\theta \neq \pi, 0 < \theta < 2\pi$.

The location of the control parameter in the parameter space where qualitative change in a dynamical behavior occurs is called a bifurcation point. After solving the relation $|\omega| = \rho(S(\xi, \lambda) = 1$ for $\lambda$ in terms of $\omega$, we can trace the control parameter $\lambda$ as $\omega$ varies along the stability unit circle, from which the bifurcation point $\lambda^*$ in the parameter space can be given by $\lambda(\omega^*)$ based on the types of bifurcation mentioned above.

![Figure 1. Bifurcations on the stability unit circle](image)

4. Fixed and critical points under the Möbius conjugacy. For iterative map (2) with $L_f(s)$ in (3), we will discuss the relevant properties behind fixed and critical points, as the control parameter $\lambda$ varies in the finite complex plane.
4.1. **Fixed points and stability.** Let $\Phi_J$ in (2) be conjugate to a map $J$ through a diffeomorphic conjugacy $M(z) = \frac{z-a}{z-b}$, $a \neq b$ [9]. For convenience of analysis, after applying $M(z)$ to $f(z) = ((z-a)(z-b))^m$, we find the resulting $J$:

$$J(z;m,a,b,\lambda) = \frac{\Theta_N(z;m,a,b,\lambda)}{\Theta_D(z;m,a,b,\lambda)},$$  

(15)

with $\Theta_N$ and $\Theta_D$ as polynomials whose coefficients are generally dependent upon parameters $m, a, b, \lambda$. The conjugacy $M(z)$ enables us to find that all the coefficients of both $\Theta_N$ and $\Theta_D$ are free from parameters $m, a, b$. Accordingly, we can simplify (15) as

$$J(z;\lambda) = \frac{z^4(5+4z+z^2+\lambda(z+2))}{(1+4z+5z^2+\lambda z(2z+1))}.$$  

(16)

In $\mathbb{C}$, we allow special treatment of arithmetic operations $\frac{1}{0} = \infty$ and $\frac{1}{\infty} = 0$ as well as $\infty = \infty$ being its conjugate. We state the following lemma to efficiently treat the fixed and critical points of $J(z;\lambda)$.

**Lemma 4.1.** $J(\frac{1}{z};\lambda) = \frac{1}{J(z;\lambda)}$ holds for any $\lambda \in \mathbb{C}$ and any $z \in \mathbb{C}$.

**Proof.** We find that $J$ is conjugate to itself via conjugacy $h(z) = \frac{1}{z}$; that is to say, $J(z;\lambda) \circ h(z) = J(\frac{1}{z};\lambda) = h(z) \circ J(z;\lambda) = \frac{1}{J(z;\lambda)}$ for any $z \in \mathbb{C}$ and $\lambda \in \mathbb{C}$, completing the proof. \hfill \Box

The underlying dynamics behind iterative map (16) will be initiated by investigating the fixed points of $J$ and their stability. In view of Theorem 2.3-(a) and (b), we express:

$$J(z;\lambda) - z = \frac{z(z-1) \cdot T(z;\lambda)}{q(z)},$$  

(17)

where $T(z;\lambda) = 1 + z(5 + \lambda) + z^2(10 + 3\lambda) + z^3(5 + \lambda) + z^4$ and $q(z) = 1 + z(4 + \lambda) + z^2(5 + 2\lambda)$. The numerator of the last equation of (17) immediately gives us the fact that $z = 0$ and $z = \infty$ are two $\lambda$-free fixed points, which give little impact on the dynamics since their orbits simply tend to themselves. Fixed points other than $\{0, \infty\}$ are called strange fixed points [12] which are not related to the roots of $p(z)$. Clearly $z = 1$ is a strange fixed point which may influence the relevant dynamics. To locate other strange fixed points dependent on $\lambda$, we seek the roots of $T(z;\lambda) = 0$ in (17) for given values of $\lambda$. The following lemma can be easily proved by means of simple computations.

**Lemma 4.2.** $T(\frac{1}{z};\lambda) = \frac{T(z;\lambda)}{z^2}$ holds for any $\lambda \in \mathbb{C}$ and any $z \in \mathbb{C}$.

**Corollary 3.** Let $J$ be given by (16). If $\xi \in \mathbb{C}$ is any fixed point of $J$, then so is $\frac{1}{\xi}$.

**Proof.** Let $X = Y = \mathbb{C}$, $F = G = J$ in Theorem 2.3 and $h(z) = \frac{1}{z}$. Then by Theorem 2.3-(a), the proof is complete. \hfill \Box

We pay special attention to additional strange fixed points including $z = 1$ (corresponding to the original convergence to infinity in view of the fact that $M^{-1}(1) = \infty$ or $M(\infty) = 1$). Direct computation enables us to locate the strange fixed points from the roots of $J(z;\lambda) = z$ in terms of $\lambda$, whereas their stability is described in the following two Subsections 4.1.1 and 4.1.2.
4.1.1. **Fixed points.** It would be worthwhile to resolve the inquiries: (i) For what values of $\lambda$ can $T(z; \lambda)$ and $q(z)$ possess common divisors? (ii) Is it possible for either $T$ or $q$ to contain a divisor $(z - 1)$? (iii) What are the strange fixed points? Such inquiries would be resolved by the following theorem whose proof is elementary and hence omitted.

**Theorem 4.3.** (a) If $\lambda \neq -2$, then no common divisors over the real field exist between $T$ and $q$.

(b) Due to the fact that $T$ and $q$ have possible factors of $(z - 1)$ for some special $\lambda$-values, we find

$$J(z; \lambda) - z = \begin{cases} 
  z(z - 1)(z^2 + z + 1), & \text{if } \lambda = -2 \\
  \frac{z(z-1)^4(5+13z+5z^2)}{5-2z-19z^2}, & \text{if } \lambda = -22/5 \\
  \frac{-z(3+5z+5z^2+3z^4)}{5z+3}, & \text{if } \lambda = -10/3.
\end{cases}$$

(18)

Hence, for each of $\lambda \in \{-2, -22/5, -10/3\}$, the corresponding strange fixed points $z$ are given by $\{1, \frac{1}{2}(1 \pm i\sqrt{3})\}$, $\{1\text{ (triple)}, -2.13066, -0.469338\}$ and $\{-1.96622, -0.50859, 0.40471 \pm 0.914727 i\}$.

(c) If $\lambda$-dependent strange fixed points of $J(z; \lambda)$ are given by $z = \frac{1}{2}(c + \sqrt{c^2 - 4})$, $c = \frac{1}{2}(5 + \lambda \pm \sqrt{\lambda^2 - 2\lambda - 7})$ which are the roots of $T(z; \lambda) = 0$ for any given $\lambda$, then so are $\frac{1}{z}$, in view of Corollary 3. Indeed, these four $\lambda$-dependent fixed points will recover the special fixed points in (18).

4.1.2. **Stability of the fixed points.** The derivative of $J$ from (16) characterizes the stability of the fixed points given by:

$$J'(z; \lambda) = \frac{2z^3(z + 1)^2Q(z; \lambda)}{q(z)^2},$$

(19)

where $Q(z; \lambda) = 10 + 4z + z(20 + 14z^2 + 3\lambda^2) + 2z^2(5 + 2\lambda)$. Observe that fixed points 0 and $\infty$, being related to the roots $a$ and $b$ of polynomial $p(z) = (z - a)^m(z - b)^n$, are super-attractive and become the critical points of $J(z; \lambda)$ in view of (19). The multiplier $J'(z; \lambda) = 0$ at $z = \infty$ is found from the analyticity in a neighborhood of $\infty$ on the Riemann sphere in view of Corollary 4 (to be shown later). It is not difficult to prove the following lemma by means of a simple algebraic substitution.

**Lemma 4.4.** $Q(\frac{1}{2}; \lambda) = \frac{Q(z; \lambda)}{z^2}$ holds for any $\lambda \in \mathbb{C}$ and any $z \in \overline{\mathbb{C}}$.

Similar treatment done in Theorem 4.3 successfully leads us to the following theorem.

**Theorem 4.5.** (a) $Q(z; \lambda)$ and $q(z)$ do not have common factors over the real field for any values of $\lambda \neq -2$.

(b) Due to the fact that $Q(z; \lambda)$ and $q(z)$ have possible factors of $z^3(z + 1)^2$ for some special $\lambda$-values, we find

$$J'(z; \lambda) = \begin{cases} 
  4z^3, & \text{if } \lambda = -2 \\
  \frac{30z^3(z + 1)^2}{(1 + 4z^2)^2}, & \text{if } \lambda = -5/2 \\
  \frac{20z^3(1 + z)^4}{(1 + 4z + 6z^2)^2}, & \text{if } \lambda = 0.
\end{cases}$$

(20)

(c) For any $\lambda \in \mathbb{C}$, the desired stability of a $\lambda$-dependent fixed point can be achieved graphically or analytically by varying parameter $\lambda$ with the aid of Corollary 4.
Corollary 4. Let $\xi \in \mathbb{C}$ be any fixed point of $J$ defined in (16). Then the following holds:

$$J'(\xi; \lambda) = J'(\frac{1}{\xi}; \lambda)$$
for any $\lambda \in \mathbb{C}$.

Proof. Let $X = Y = \mathbb{C}$, $F = G = J$ in Theorem 2.3 and $h(z) = \frac{1}{z}$. Then by Theorem 2.3-(b), the proof is complete. \qed

In view of Theorems 4.3 and 4.5, we are able to describe the stability of the fixed points using $\lambda$-values in the following theorem.

Theorem 4.6. Let $\lambda \neq -\frac{10}{3}$. Then the strange fixed point $z = 1$ becomes an attractor, parabolic (indifferent, neutral) point, and a repulser, respectively when $|\lambda + \frac{226}{55}| < \frac{16}{55}$, $|\lambda + \frac{226}{55}| = \frac{16}{55}$, and $|\lambda + \frac{226}{55}| > \frac{16}{55}$.

Proof. (a) With the aid of (19), we get $J'(1; \lambda) = \frac{8(4+\lambda)}{10+3\lambda}$ without difficulty. We seek $\lambda$ satisfying $|J'(1; \lambda)| = 1$ to give the required relation for a parabolic point. It is then not complicated to prove the remaining part. \qed

Remark 3. We first define $M = \{ \lambda \in \mathbb{C} : |J'(1; \lambda)| < 1 \}$, $\Gamma = \{ \lambda \in \mathbb{C} : |J'(1; \lambda)| > 1 \}$ and $S = \{ \lambda \in \mathbb{C} : |J'(1; \lambda)| = 1 \}$ for the strange fixed point $z = 1$. Figure 2 illustrates that $S$ is the circular boundary between $M$ and $\Gamma$ with a radius $\frac{16}{55}$ and a center at $(-\frac{226}{55}, 0)$. We appropriately call $S$ as the stability circle, by taking into account the fact that the fixed point $z = 1$ with $\lambda$ inside or outside of $S$ becomes repulsive or attractive, respectively. Yellow-shaded region $M$ is a bounded component inside of $S$, whereas non-shaded region $\Gamma$ is an unbounded component outside of $S$.

In view of Corollary 4, $T(z; \lambda)$ can be factored out with four linear factors as described in the following lemma, whose proof is easily made with the help of Mathematica [31] symbolic capability.
Lemma 4.7. Let $T(z; \lambda)$ have two roots $\xi_1$ and $\xi_2$ in $\mathbb{C} \setminus \{0\}$ for a fixed $\lambda \in \mathbb{C}$. Then $T(z; \lambda)$ can be expressed in the form of

$$T(z; \lambda) = \prod_{i=1}^{2} (z - \xi_i)(z - \frac{1}{\xi_i}),$$

where $\xi_1 = \frac{1}{4}(-5 - \lambda - \sqrt{2}\tau_1)$, $\xi_2 = \frac{1}{4}(-5 - \lambda + \sqrt{2}\tau_2)$, $\sigma_0 = \sqrt{\lambda^2 - 2\lambda - 7}$, $\tau_1 = \sqrt{(1 + 2\lambda)^2 + \sigma_0(5 + \lambda)}$ and $t_2 = \sqrt{(1 + 2\lambda)^2 - \sigma_0(5 + \lambda)}$. 

Figure 3. Stability surfaces of strange fixed points $\xi = 1$

(a) Stability surface of $\xi_1$

(b) Stability surface of $\xi_2$

Figure 4. Stability surfaces of the strange fixed points $\xi_j, 1 \leq j \leq 2$ from the roots of $T(\xi; \lambda)$
Figure 3 shows the circular conical surface displaying a set of \( \lambda \)-values for the strange fixed point \( z = 1 \) to maintain their stability as an attractor, a parabolic point or a repulsor. Figure 4 illustrates the stability surfaces of other \( \lambda \)-dependent strange fixed points \( \xi_i(1 \leq i \leq 2) \) with the aid of Corollary 4.

To find the super-attractors of conjugated maps \( J(z; \lambda) \) for some values of \( \lambda \), we need to simultaneously solve \( T(z; \lambda) = Q(z; \lambda) = 0 \) for \( z \) and \( \lambda \). Eliminating \( \lambda \) in \( T(z; \lambda) = Q(z; \lambda) = 0 \) easily gives us an 8-degree polynomial in \( z \). The result of Corollary 4 requires only 4 super-attractors for each \( \lambda \). Indeed, by a numerical technique, we list only 4 pairs of super-attractors in the following lemma:

**Lemma 4.8.** Let \( z_1 = 0.568254, \ z_2 = -0.224773, \ z_3 = -1, \ z_4 = -0.827167 - 0.561957i \). Then 4 pairs of super-attractors of conjugated map \( J(z; \lambda) \) are given by \((z_j, 1/z_j), (1 \leq j \leq 4)\), respectively for 4 values of \( \lambda \in \{-4.7034, 3.86866, -2, -1.83192\}\).

### 4.2. Critical points and free critical points

The roots of \( J'(z; \lambda) = 0 \) are said to be the critical points of iterative map (16). At first glance of (19), we find that \( z = -1 \) is a critical point for any \( \lambda \in \mathbb{C} \). Observe that \( z = 0 \) and \( z = \infty \) are critical points respectively associated with the roots \( a \) and \( b \) of the polynomial \((z-a)^m(z-b)^m\). If the critical points are not related to any roots of the polynomial \((z-a)^m(z-b)^m\), then they are called free critical points [12]. Moreover, we are interested in exploring the dynamics of strange fixed points under iterative map \( J(z; \lambda) \) related to free critical points.

**Corollary 5.** If \( \zeta \in \overline{\mathbb{C}} \) is any critical point of \( J \) defined in (16), then so is \( \frac{1}{\zeta} \).

**Proof.** Differentiating the relation in Lemma 4.1 for a given \( \lambda \in \mathbb{C} \) with respect to \( z \in \overline{\mathbb{C}} \) immediately yields:

\[
J'(z; \lambda) \cdot J\left(\frac{1}{z}; \lambda\right) - \frac{1}{z^2} J(z; \lambda) \cdot J\left(\frac{1}{z}; \lambda\right) = 0 \quad \text{for any } z \in \overline{\mathbb{C}}. \tag{21}
\]

If \( \zeta \not\in \{0, \infty\} \) is a critical point of \( J(z; \lambda) \), then relation (21) shows that \( J'(\frac{1}{\zeta}; \lambda) = 0 \). If \( \zeta \in \{0, \infty\} \) is a critical point, we introduce the derivative at \( \infty \) under a conjugacy \( b(z) = 1/z \). In view of Theorem 2.3-(b), we find \( J'(\frac{1}{0} = \infty; \lambda) = J'(0; \lambda) \), completing the proof. \( \square \)

As a consequence of the above corollary, we obtain:

**Corollary 6.** If \( z \) is a \( \lambda \)-dependent critical point satisfying \( J'(z; \lambda) = 0 \) found from \( Q(z; \lambda) = 10 + 4\lambda + 2z^2(5 + 2\lambda) + z(20 + 14\lambda + 3\lambda^2) = 0 \) for any given \( \lambda \), then so is \( \frac{1}{z} \).

The critical point \( z \) is a \( \lambda \)-dependent root of \( Q(z; \lambda) \). The relation \( Q(1/z; \lambda) = Q(z; \lambda)/z^2 \) ensures that \( 1/z \) is also a root of \( Q(z; \lambda) \). Hence, \( \lambda \)-dependent critical points \( \zeta_1 \) and \( \zeta_2 \) are given by the following with the aid of Mathematica symbolic capability:

\[
\zeta_1 = \begin{cases} 
-20 + 14\lambda + 3\lambda^2 + \sqrt{3\lambda(2 + \lambda)(4 + \lambda)(10 + 3\lambda)} & \text{if } \lambda \neq \frac{7}{2}, \\
\infty & \text{if } \lambda = \frac{7}{2}.
\end{cases}
\tag{22}
\]

Direct computation gives us the orbit of free critical point \( \zeta = -1 \) converging to fixed point 1 for any \( \lambda \neq \frac{10}{3} \). The free critical point \( \zeta = -1 \) becomes a pre-periodic fixed point [29] or eventually fixed point [22]. For \( \lambda = -\frac{10}{3} \), the orbit of \( \zeta = -1 \) is two-periodic in view of the relation \( J^2(-1; -\frac{10}{3}) = -1 \).
5. Long-term orbit dynamics and bifurcation.

5.1. Parameter spaces and dynamical planes. Our further investigation on some properties of the relevant complex dynamics of conjugated map \( J(z; \lambda) \) given by (16) requires notions of parameter spaces and dynamical planes. It is essential to effectively construct parameter spaces and dynamical planes for the analysis of long-term behavior of \( J(z; \lambda) \). A useful task of constructing parameter spaces is preferably to use a critical point and generate its orbit under the action of \( J(z; \lambda) \) which will induce attracting periodic orbits for each given \( \lambda \) according to Corollary 1. The orbit behavior of two critical points \( z \) and \( 1/z \) of \( J \) is best described in Corollary 7 and Remark 4.

**Corollary 7.** Let \( z \in \mathbb{C} \) and \( q \in \mathbb{N} \). If \( z \) is a \( q \)-periodic point of \( J \), then so is \( 1/z \).

**Proof.** In view of Lemma 4.1 and Remark 1, we find \( J^q(z; \lambda) = h \circ J^q(z; \lambda) \circ h^{-1} \) with \( h(z) = 1/z \) and \( J^q(z; \lambda) = z \) to claim that \( J^q(1/z; \lambda) = 1/z \) for \( q \)-periodic point \( 1/z \).

**Remark 4.** Corollary 7 and Eqn. (22) claim relation \( J^q(\zeta_2; \lambda) = J^q(\frac{1}{\zeta_1}; \lambda) \) for any integer \( q \geq 1 \) and \( \lambda \). Let the orbit of \( \zeta_1 \) approach a \( q \)-periodic point of \( J \). Then the orbit of \( \zeta_2 \) approaches a \( q \)-periodic point \( \zeta_2 = \frac{1}{\zeta_1} \) due to Corollary 7. Therefore, the orbit of \( \zeta_2 \) behaves quite similarly to that of \( \zeta_1 \) as follows:

1. If the orbit of \( \zeta_1 \) converges to a \( q \)-cycle, then so does the orbit of \( \zeta_2 \).
2. If the orbit of \( \zeta_1 \) is divergent but bounded, then so is the orbit of \( \zeta_2 \).
3. If the orbit of \( \zeta_1 \) converges to \( \infty \), then the orbit of \( \zeta_2 \) converges to \( 0 \); and vise versa.

According to Remark 4, we explore only one branch of the critical points \( \zeta_1 \) for its typical orbit behavior. We introduce two terms called the parameter space (plane) \( \mathcal{P} \) and dynamical plane \( \mathcal{D} \) to describe the underlying dynamics of the iterative map \( J(z; \lambda) \):

\[
\mathcal{P} = \{ \lambda \in \mathbb{C} : \text{an orbit of a free critical point } z(\lambda) \text{ under } J(z; \lambda) \text{ tends to } \sigma_p \in \mathbb{C} \},
\]

\[
\mathcal{D} = \{ z \in \mathbb{C} : \text{an orbit of } z(\lambda) \text{ under } J(z; \lambda) \text{ for a given } \lambda \in \mathcal{P} \text{ tends to } \sigma_d \in \mathbb{C} \}.
\]

There exist a finite periodic orbit when \( \sigma_p \) or \( \sigma_d \) reduces to a finite constant. If no such \( \sigma_p \) or \( \sigma_d \) exists, then the orbit is non-periodic but bounded or approaches infinity. By definition, \( \mathcal{D} \) will represent a union of attractor basins. Note that \( z = \infty \) is treated as a fixed point on \( \mathbb{C} \). For any \( \lambda \) selected in some component of \( \mathcal{P} \), one can find members of proposed family (2) exhibiting similar dynamical orbit behavior in \( \mathcal{D} \). The values of \( \lambda \) contained in an appropriate component of \( \mathcal{P} \) play a role selecting best members of family (2) to locate the desired roots \( z = 0 \) or \( z = \infty \) with acceptable numerical stability.

Figure 6(a) illustrates a parameter space \( \mathcal{P} \) for critical point \( \zeta_1(\lambda) \). A point \( \lambda \in \mathcal{P} \) is painted by the coloring scheme in Table 1. Any point \( \lambda \in \mathcal{P} \) which is neither cyan (root \( z = a \)) nor magenta (root \( z = b \)) is not a good choice of \( \lambda \) for convergence behavior. According to a simple computation with \( \lambda = 0 \), we find that the orbit of \( J(\zeta_1; 0) \) approaches \( \infty \) and the orbit of \( J(\zeta_2; 0) \) approaches 0, since \( \infty \) and 0 are the roots of \( f(z) = (z - a)^m(z - b)^m \).

A closer examination confirms that space \( \mathcal{P} \) for critical point \( \zeta_1 \) consists of a union of simply connected components including components \( \mathcal{A}_m = \{ \lambda : \text{critical orbit of } z_{cr} \text{ under the map } J(z_{cr}; \lambda) \text{ tends to a fixed point } m \} \) with \( m \in \{0, 1, \infty\} \). In view of
Table 1. Coloring scheme for a $q$-periodic orbit with $q \in \mathbb{N} \cup \{0\}$

| $q$ | $C_q$(fixed point $\infty$) | $C_q$(fixed point 0) | $C_q$(other fixed point 1) | $C_q$(other strange fixed point) |
|-----|-----------------------------|---------------------|---------------------------|----------------------------------|
| $j \leq q \leq 80$ | orange | light green | $C_q$ | $C_q$ | $C_q$ | $C_q$ | $C_q$ | $C_q$ |
| $j \leq q \leq 80$ | khaki | mauve | blue | green | dark yellow | antqiuewhite | light pink |
| $j \leq q \leq 80$ | blue-violet | dark orchid | purple | powder blue | sky blue | deep sky blue | dodger blue | royalty blue |
| $j \leq q \leq 80$ | medium spring green | apple green | medium sea green | forest green | dark blue | dive-draft | navy blue |
| $j \leq q \leq 80$ | light salmon | salmon | light coral | Indian red | $C_q$ | peach puff | $C_q$ |
| $j \leq q \leq 80$ | wheat | tomato | orange red | chocolate | pink | pale violet red | deep pink | violet red |
| $j \leq q \leq 80$ | gama-bro | light gray | dark gray | gray | chartreuse | electric indigo | electric line |
| $j \leq q \leq 80$ | pastel yellow | geyser | gray | gray | gray | gray | gray |
| $j \leq q \leq 80$ | aquamarine | light yellow | per | pear | papaya | apricot | dark orange | sea green |

*: $q = 0$ implies a non-periodic but bounded orbit. These 84 colors are explicitly illustrated in Figure 5.

Remark 4. $\lambda$-parameter spaces for both $\zeta_1$ and $\zeta_2$ have same components and boundaries in a neighborhood of which different anomalies occur. It is clear that the component associated with fixed point $\infty$ shares its boundary with the component associated with fixed point 0. Best members of the family can be found with $\lambda$ selected in proper components of $\mathcal{P}$ for critical point $\zeta_1(\lambda)$.

The dynamical plane $\mathcal{D}$ is a set of starting points whose orbits under $J(z; \lambda)$ tend to a value in $\mathbb{C}$ for a selected $\lambda \in \mathcal{P}$. While tracing an orbit of a $\lambda$-dependent critical point, we may encounter with components of $\mathcal{P}$ containing a $\lambda$-parameter for which the corresponding dynamical plane $\mathcal{D}$ exhibits attractors 0 or $\infty$.

Let $C_q$ be a color code defined in Table 1. Select a point $t$ in $\mathcal{P}$ or $\mathcal{D}$. Then $t$ is painted in color $C_q$ if $t$ induces a $q$-periodic orbit for $q \in \mathbb{N} \cup \{0\}$. With the aid of Mathematica, we determine $q$-periodic convergence of an orbit associated with $\mathcal{P}$ or $\mathcal{D}$ after a maximum of 2000 iterations and with a tolerance of $10^{-6}$. Figure 5 displays colors $C_q$ in Table 1.

Figure 5. Color chart defined in Table 1

The following lemma will support the properties of symmetry on both $\mathcal{P}$ and $\mathcal{D}$.

Lemma 5.1. Let $F : \mathbb{C}^2 \to \mathbb{C}$ be defined by $F(\lambda, z) = \lambda \cdot P_1(z) + P_2(z)$, where $P_1(z)$ and $P_2(z)$ are complex polynomials with real coefficients. Suppose $F(\lambda, z) = 0$. Let $\overline{z}$ denote the complex conjugate of $z$. Then the following hold:
Theorem 5.2. Let \( z(\lambda) \) be a free critical point of \( J(z; \lambda) \) given by a root of \( Q(z; \lambda) = 0 \) in (19). Then parameter space \( \mathcal{P} \) is symmetric about its horizontal axis.

Proof. Such \( z(\lambda) \) is clearly a root of \( F(\lambda, z) = Q(z; \lambda) = 10 + 4\lambda + 2z^2(5 + 2\lambda) + z(20 + 14\lambda + 3\lambda^2) = 0 \) in (19) for a given \( \lambda \neq -\frac{5}{2} \). According to Lemma 5.1, \( \tau(\lambda) \) is also a free critical point of \( J(z; \lambda) \) from (16)

\[
J(z; \lambda) = \frac{z^4(5 + 4z + z^2 + \lambda(z + 2))}{1 + 4z + 5z^2 + \lambda z(2z + 1)}.
\]

Hence we get

\[
\overline{J(\lambda; \lambda)} = J(\lambda(\lambda); \lambda) = J(\tau(\lambda); \lambda) = J(\tau(\lambda); \lambda) = J(\tau(\lambda); \lambda).
\]

If \( J^q(z; \lambda) \) tends to \( \sigma_d \in \mathbb{C} \) for a given \( q \in \mathbb{N} \cup \{0\} \), then by induction on \( q \) we find:

\[
J^q(\tau(\lambda); \lambda) = J^{q-1} \circ J(\tau(\lambda); \lambda) = J^{q-1} \circ \overline{J(z; \lambda)} = J^{q-2} \circ \overline{J(z; \lambda)} = \cdots = J^q(z; \lambda),
\]

which states that \( J^q(\tau(\lambda); \lambda) \) tends to \( \overline{\sigma_d} \). Hence two points \( \lambda \) and \( \lambda \) are painted with same color \( C_q \), proving that \( \mathcal{P} \) related to \( J(z; \lambda) \) is symmetric about its horizontal axis. \( \square \)

Theorem 5.3. For a given \( \lambda \in \mathbb{R} \), let \( z(\lambda) \) be a starting point of iterative map \( J(z; \lambda) \). Then dynamical plane \( \mathcal{D} \) is symmetric about its horizontal axis.

Proof. Since \( \lambda \) is real, we find \( \lambda = \lambda \) and follow the similar proof of Theorem 5.2. Observe the fact that:

\[
\overline{J(\lambda; \lambda)} = J(\lambda(\lambda); \lambda) = J(\lambda(\lambda); \lambda) = J(\lambda; \lambda).
\]

If \( J^q(z; \lambda) \) tends to \( \sigma_d \in \mathbb{C} \) for a given \( q \in \mathbb{N} \cup \{0\} \), then we find that by induction on \( q \)

\[
J^q(\lambda; \lambda) = J^{q-1} \circ J(\lambda; \lambda) = J^{q-1} \circ \overline{J(z; \lambda)} = J^{q-2} \circ J(J(z; \lambda); \lambda)
\]

\[
= J^{q-2} \circ \overline{J^2(z; \lambda)} = \cdots = J^q(z; \lambda),
\]

which states that \( J^q(\lambda; \lambda) \) tends to \( \overline{\sigma_d} \). Hence two points \( z \) and \( \lambda \) are painted with same color \( C_q \), proving that \( \mathcal{D} \) related to \( J(z; \lambda) \) is symmetric about its horizontal axis. \( \square \)

Judging from Figures 6–8 of \( \mathcal{P} \) and \( \mathcal{D} \), we find members of the \( \lambda \)-dependent family exhibiting delicate dynamical orbit behavior. Figure 6 displays \( \mathcal{P} \) and its components containing \( \lambda \)-parameters for which \( q \)-periodic orbits are generated with \( q \in \mathbb{N} \). In Figures 6(b)–6(c), we can clearly see period-1 components (one in red, the other one in yellow) and period-2 components (in orange color). Typical \( q \)-periodic components are identified by arrow lines. Period-\( q \) components in Figure 6(b) are born along the boundary of the period-1 red component in the manner of Faray sequence [2] based on Schleicher’s Algorithm [15]. Figure 7 illustrates some magnified \( q \)-periodic components of \( \mathcal{P} \) with bifurcation points (to be described in Section 5.2). Figure 6(c) shows period-\( q \) components emerging from the boundary of the stability circle \( \mathcal{S} \).
Figure 6. Parameter space $\mathcal{P}$, red and yellow main components $\mathcal{H}_1$

In Figure 8, we observe $\mathcal{D}$ for members of the family (2) with regions of starting values $z_0$ whose orbits under $J(z_0; \lambda)$ converge to some of the strange fixed points as well as other $k$-periodic cycles for $k \in \{2, 3, 4, 5, 6, 7, 8, 9, 14\}$ and $\lambda \in$
\{−3.75, −5.222, −3.57 + 1.655i, −4.046 + 0.3459i, −4.05 + 0.3i, −4.2862 + 0.2379i, −4.0184 + 0.3451i, −4.1383 + 0.3022i, −4.1729 + 0.2866i\} in order from left to right and from top to bottom.

In view of the above-mentioned $D$, there exist regions of starting values $z_0$ whose orbit under $J(z_0; \lambda)$ converges to period-$q$ points for $q \in \{2, 3, \cdots \}$. Besides, each complement of such $D$ contains of a union of basins of the fixed point in $\{0, 1, \infty\}$.

**5.2. Bifurcation points in parameter space $\mathcal{P}$.** It is said that a component $H$ in $\mathcal{P}$ is hyperbolic if the orbit of $z$ under $J(z; \lambda)$ has a finite attracting cycle for each given $\lambda \in H$; the word ‘hyperbolic’ comes from the meaning of ‘hyperbolicity’ \([11]\) of a rational function, not from that of a fixed point of a dynamical system. We find that $H$ is an open set with infinitely many connected components each of which is characterized by the period of the corresponding cycle. For ease of
discussion, the word 'hyperbolic' will be omitted. If a component $H$ in $\mathcal{P}$ buds from another component $W$, then it is called a satellite [29] component of $W$. It is said that a component $H$ standing alone without budding from another component is a primitive [29] component. Figure 9 outlines typical component geometries.

If a component $H$ buds at $\lambda \in H$ from another component $W$, then $\lambda$ is called the root point [29] of $H$. If we view this kind of budding phenomenon from the side of $W$, then a root point $\in W$ can be regarded as a bifurcation point of $W$ where it splits into two components meaning the word bifurcation. To locate such bifurcation points $\lambda \in \mathcal{P}$, we define a $k$-periodic component $H_k = \{ \lambda \in \mathbb{C} : J(z; \lambda) \text{has an attracting } k \text{-cycle}\}$ as a subset of $H$. For notational convenience in the subsequent discussion, we write $J(z; \lambda)$ as $J_\lambda(z)$. Indeed, $H_k$ is characterized

\begin{align*}
(a) \quad & \lambda = -3.75 \\
(b) \quad & \lambda = -5.222 \\
(c) \quad & \lambda = -3.57 + 1.655i \\
(d) \quad & \lambda = -4.046 + 0.3459i \\
(e) \quad & \lambda = -4.05 + 0.3i \\
(f) \quad & \lambda = -4.2862 + 0.2379i \\
(g) \quad & \lambda = -4.0184 + 0.3451i \\
(h) \quad & \lambda = -4.1383 + 0.3022i \\
(i) \quad & \lambda = -4.1729 + 0.2866i
\end{align*}

**Figure 8.** Dynamical planes for various values of $\lambda$-parameters
as:

\[ H_k = \{ \lambda \in \mathbb{C} : \text{there exist } \xi \text{ such that } J_k^\lambda(\xi) = \xi \text{ and } \left| \frac{d}{dz} J_k^\lambda(z) \right|_{z=\xi} < 1 \}. \quad (24) \]

It is worth to note that \( H_1 \) plays the role of a main component from which finite-periodic components are born. A choice of \( \lambda \)-dependent critical points \( \zeta(\lambda) \) found from \( Q(\zeta; \lambda) \) would produce the parameter space \( P \) whose \( \lambda \)-value leads us to a long-term dynamical behavior with possible periodic, non-periodic or chaotic orbits. We further characterize \( H_1 \) with the fixed point \( \xi = 1 \) or \( \lambda \)-dependent strange fixed point \( \xi = \xi(\lambda) \) found from \( T(\xi; \lambda) = 0 \) in (17). The current analysis considers \( H_1 \) only related to strange fixed point \( \xi = 1 \). We name such \( H_1 \) as the yellow main component, which turns out to be exactly \( M \) described in Remark 3. For ease of subsequent analysis, let us call \( M \) the main component.

5.2.1. Exact bifurcation points. Observing parameter space \( P \) in Figure 6, we should pay attention to various components of finite periods budding from the boundary \( S \) of \( M \). We denote the finite boundary of \( M \) by \( \partial M \) and select a parameter \( \lambda \in \partial M \). Let \( q \in \mathbb{N} \) be given. If an attracting period-\( q \) component \( H_q \) arises at \( \lambda \), then the point \( \lambda \) is called the period-\( q \) bifurcation point. If \( M \) is itself a primitive component, then the bifurcation point \( \lambda \) turns to be a cusp point.

We now consider two components \( M \) and \( H_q \) (budding from \( M \)) osculating at the common boundary point \( \lambda \) as shown in Figure 9. Then we have the following relations for \( \lambda \in \partial M \cap \partial H_q \) and a fixed point \( \xi \in \mathbb{C} \):

\[
\begin{cases}
J^q(\xi) = J(\xi) = \xi, \\
\left| \frac{d}{dz} J^q(z) \right|_{z=\xi} = \mu^q
\end{cases}
\quad (25)
\]

with \( \mu = J'(\xi) \). Let \( \xi = |\xi| e^{i\theta} \) be a parametric representation for \( \theta \in [0, 2\pi) \). We will show that \( \mu^q = 1 \) holds at \( \lambda \) where \( M \) and \( H_q \) share the common tangent line.

We solve for \( \lambda \) from relation \( J(\xi(\theta)) = \xi(\theta) \) to obtain:

\[ \lambda(\theta) = F(\xi(\theta)) = F(J^q(\xi(\theta))), \quad (26) \]

where \( F(z) \) is a rational function in \( z \) in view of (23) and differentiable everywhere except at a finite number of poles. This \( \lambda \) will trace a curve in the complex plane as parameter \( \theta \) varies. As a result, we find the derivative at the fixed point \( \xi \):

\[ \frac{d\lambda}{d\theta} = \left. \frac{dF(z(\theta))}{dz} \right|_{z=\xi} \left. \frac{dz}{d\theta} \right|_{z=\xi} = \left. \frac{dF(J^q(z(\theta)))}{dz} \right|_{z=\xi} \cdot \left. \frac{dz}{d\theta} \right|_{z=\xi} = \left. \frac{dF(z(\theta))}{dz} \right|_{z=\xi} \cdot \mu^q \cdot \left. \frac{dz}{d\theta} \right|_{z=\xi}, \quad (27) \]
from which we have \( \mu^q = 1 \) using the relation \( J_\ell^q(\xi) = \xi \). Hence, Eqn. (25) reduces to:

\[
\begin{cases}
J_\ell(\xi) = \xi, \\
\frac{dz}{d\xi}J_\ell^q(z)|_{z=\xi} = 1.
\end{cases}
\] (28)

Since \( \frac{d\lambda}{d\theta} \) represents a tangent line in the direction of \( \theta \), Eqn. (27) describes the common tangent line of \( M \) and \( H_q \). The preceding discussion thus far enables us to introduce the notion of \( \ell/q \)-bifurcation point or \( \ell/q \)-root point.

**Definition 5.4.** Let \( q \in \mathbb{N} \) be given. If \( \lambda \in \partial M \cap \partial H_q \) and \( \mu(\lambda) = e^{i2\pi\ell/q} \), with \( \ell \in \{0, 1, 2, \ldots, q-1\} \) and \( (\ell, q) = 1 \) for \( \ell \neq 0 \), then \( \lambda \) is called the \( \ell/q \)-bifurcation point of \( M \) or \( \ell/q \)-root point of \( H_q \).

The relation

\[ \mu = J_\ell'(\xi)|_{\xi=1} = \frac{8(4+\lambda)}{10+3\lambda} \]

immediately yields \( \lambda \) in terms of \( \mu \):

\[ \lambda = \frac{2(16-5\mu)}{3\mu-8}. \] (29)

By identifying \( \partial M = S \) described in Remark 3, we state a theorem locating bifurcation points \( \lambda \) for period-\( q \) satellite components \( H_q \) born along the stability circle \( S \).

**Theorem 5.5.** If we express \( \mu = e^{2i\pi\ell/q} \) in view of Definition 5.4, then \( \ell/q \)-bifurcation points \( \lambda \) are given by

\[ \lambda = \frac{2}{3}\left(\frac{8}{3e^{2i\pi\ell/q} - 8} - 5\right), \]

provided \( q \in \mathbb{N} \) is given with \( \ell \in \{0, 1, 2, \ldots, q-1\} \) and \( (\ell, q) = 1 \) for \( \ell \neq 0 \).

Typical values of \( \lambda \) for \( 1 \leq q \leq 10 \) are given in Table 2. The type of 0/1–bifurcation point is fold, while the type of 1/2–bifurcation point is flip. The type of all other \( \ell/q \)-bifurcation points is of Neimark-Sacker. Note that 1/\( q \)-bifurcation points are positioned clockwise monotonically along the lower half-circle of \( S \) as \( q \geq 2 \) increases. On the other hand, \( \ell/q \)-bifurcation points are positioned counter-clockwise monotonically along the full-circle of \( S \) as \( \ell \) increases for a fixed \( q \geq 2 \).

5.2.2. **Numerical bifurcation points.** When the boundary of \( M \) is not exactly known, we resort to a numerical method to find local bifurcation points.

Let \( q, k \in \mathbb{N} \) be given. Consider a period-\( qk \) satellite component \( H_{qk} \) budding at \( \lambda \) from a period-\( q \) component \( W_{qk} \). Applying the same argument as done in the preceding subsection with \( \lambda \in \partial W_{qk} \cap \partial H_{qk} \) and a \( q \)-periodic fixed point \( \xi(\theta) \in \mathbb{C} \), we find:

\[
\begin{cases}
J_\ell^q(\xi) = \xi, \\
\frac{dz}{d\xi}J_\ell^q(z)|_{z=\xi} = 1.
\end{cases}
\] (30)

Since the first relation \( J_\ell^q(\xi) = \xi \) in (30) defines a bivariate rational function in \( \lambda \) and \( \xi \), we can solve for \( \lambda \) as an analytic function of \( \xi(\theta) \), except at a finite number of poles. Hence, we express \( \lambda = F(J_\ell^q(\xi(\theta))) \) implicitly with \( F \) as a bivariate rational function of \( \lambda(\theta) \) and \( \xi(\theta) \). Since \( J_\ell^q(\xi) = \sum_{j=0}^{n} \lambda^j P_j(\xi)/\sum_{i=0}^{m} \lambda^i Q_i(\xi) \), with \( P_j(\xi) \) and \( Q_i(\xi) \) as polynomials in \( \xi \) for \( q \)-dependent nonnegative integers \( n_q \) and \( m_q \), the relation \( J_\ell^q(\xi) = \xi \) defines a polynomial in \( \lambda \) with its coefficients as polynomials of \( \xi \), and hence \( \lambda \) can be solved as an analytic function of \( \xi \) except at the corresponding
Table 2. Typical $\ell/q$-bifurcation points $\lambda$ for $1 \leq q \leq 10$ and $0 \leq \ell \leq 9$

| $q$ | $\ell$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-----|-------|---|---|---|---|---|---|---|---|---|
| 1   | -3.81818 | -4.4 | -3.81818 | 0.92310 | -4.4 | -3.81818 | 0.92310 | -4.4 | -3.81818 | 0.92310 |
| 2   | 0.14286 | -2.85714 | 0.14286 | 0.14286 | 0.14286 | 0.14286 | 0.14286 | 0.14286 | 0.14286 | 0.14286 |
| 3   | -0.21918 | -0.21918 | -0.21918 | -0.21918 | -0.21918 | -0.21918 | -0.21918 | -0.21918 | -0.21918 | -0.21918 |
| 4   | -0.26180 | -0.26180 | -0.26180 | -0.26180 | -0.26180 | -0.26180 | -0.26180 | -0.26180 | -0.26180 | -0.26180 |
| 5   | -0.29166 | -0.29166 | -0.29166 | -0.29166 | -0.29166 | -0.29166 | -0.29166 | -0.29166 | -0.29166 | -0.29166 |
| 6   | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 |
| 7   | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 |
| 8   | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 |
| 9   | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 |
| 10  | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 | -0.28571 |

*: $(-3.85567, -0.14285) \equiv -3.85567 - 0.14285i$, $i = \sqrt{-1}$

poles. For details of analyticity of the inverse function $\lambda(\xi)$, refer to *The Argument Principle* in Section 5.2 of [1].

**Remark 5.** Let us consider the case $k = 1$ in (30). Then either of the following may hold:

(i) A primitive component arises at $\lambda$ where $W_q$ and $H_{qk}$ merge together.

(ii) A satellite component $H_q$ arises at $\lambda$ with the same period of $W_q$.

Some examples in Figures 7 reflect the above results.

Combining the first relation with the second one from Eqn. (30), we can simultaneously solve for $\lambda$ and $\xi$ with a proper numerical method. Such a numerical scheme would experience the extreme complexity, as $q$ and $k$ increase. Using the approximate graphical value on parameter space $\mathcal{P}$ for bifurcation point $\lambda$, we compute the corresponding approximate period-$q$ point $\xi$ by applying $J_\lambda(z_{cr})$ at $\lambda$-dependent critical point $z_{cr}$. Then by selecting the approximate $(\xi, \lambda)$ as an initial guess vector in (30), we apply a numerical method to locate the desired bifurcation point $\lambda$ and the period-$q$ point or a period-$qk$ point $\xi$. Hence, we obtain the following algorithm computing $\lambda$ and $\xi$.

**Algorithm 5.6. (Numerical Bifurcation Points)**

1. For a given $q, k, m \in \mathbb{N}$, from $\mathcal{P}$ intersecting the rectangular area of $m \times m$ pixels, choose graphical coordinates $(x_a, y_a)$ of an approximate bifurcation point $\lambda \in \partial W_q \cap \partial H_{qk}$.
2. Convert $(x_a, y_a)$ to actual coordinates $(x^*, y^*)$ using the affine transformation.
3. Compute the $\lambda$-dependent critical point $z_{cr}$ at $\lambda^* = (x^*, y^*)$ and the orbit of $J_{\lambda^*}(z_{cr})$ whose long-term value leads to a period-$q$ point or a period-$qk$ point $\xi^*$.
4. Solve Eqn. (30) for $(\xi, \lambda)$ with a numerical method (for example, *FindRoot* command in Mathematica) using the initial guess vector $(\xi^*, \lambda^*)$, within the root accuracy of prescribed significant precision digits.

By implementing Algorithm 5.6 with Mathematica command *FindRoot*, we have located some 12-digit bifurcation points and tabulated them in Table 3.

6. **Conclusion.** Applying the Möbius conjugacy to $f(z) = (z - a)^m(z - b)^m$, we have explored the long-term orbit dynamics of a parameter-dependent free critical
point under the action of proposed iterative maps (2) with a parameter-controlled family of first-order rational weight functions. A study on the dynamical orbit behavior has been treated with the introduction of the parameter spaces and the dynamical planes. The boundary of the yellow main component has been found to be a circle along which infinitely many periodic satellite components are born. We have employed the linear stability theory based on a small perturbation about the fixed point and the elementary geometrical viewpoint through a parametric representation of the fixed point on the common tangent line of the main and a budding component in order to find the desired bifurcation points.

The parameter spaces in Figure 6 display components containing $\lambda$-parameter for which the orbit under iterative scheme $\Phi_f$ approaches a periodic orbit or chaotic [22] orbit. With $\lambda$ selected in the components colored in magenta or cyan, $\Phi_f$ stably converges to the desired root. However, for $\lambda$ selected in other components, $\Phi_f$ would exhibit unfavorable numerical behavior.

One should note that Theorem 5.5 and Algorithm 5.6 play important roles in locating exact or numerical bifurcation points. For higher-values of $qk$, one would encounter difficulties in finding such bifurcation points since the composition task of $J_\lambda^{qk}(z)$ increases the degree of complexity. As part of our future study, we will pursue the exact boundary equation of the red main component shown in Figure 6(b) and locate the bifurcation points where period-$q$ components are born along the boundary.
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