Dynamical measurements of deviations from Newton’s $1/r^2$ law
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Abstract In Ref. Donini and Marimón (Eur Phys J C 76:696, arXiv:1609.05654, 2016), an experimental setup aiming at the measurement of deviations from the Newtonian $1/r^2$ distance dependence of gravitational interactions was proposed. The theoretical idea behind this setup was to study the trajectories of a “Satellite” with a mass $m_S \sim \mathcal{O}(10^{-9})$ g around a “Planet” with mass $m_P \in [10^{-7}, 10^{-5}]$ g, looking for precession of the orbit. The observation of such feature induced by gravitational interactions would be an unambiguous indication of a gravitational potential with terms different from $1/r$ and, thus, a powerful tool to detect deviations from Newton’s $1/r^2$ law. In this paper we optimize the proposed setup in order to achieve maximal sensitivity to look for such Beyond-Newtonian corrections. We then study in detail possible background sources that could induce precession and quantify their impact on the achievable sensitivity. We finally conclude that a dynamical measurement of deviations from newtonianity can test Yukawa-like corrections to the $1/r$ potential with strength as low as $\alpha \sim 10^{-2}$ for distances as small as $\lambda \sim 10 \mu$m.

1 Introduction

Several experimental observations clearly point out that the Standard Model (SM) is not the “ultimate” theory, but just a low-energy effective theory that must be extended to a more fundamental one at energies higher than those currently tested. This is the case of the huge amount of data that suggests the existence of some matter that gravitates but does not emit light (called, unambiguously, Dark Matter), of the so-called Dark Energy (responsible for the accelerated expansion of the Universe), of the observed asymmetry between Matter and Anti-Matter, and of the origin of neutrino masses (the first compelling evidence so far for physics beyond the Standard Model). In an effective theory, massive particles have “natural” masses [2] of the order of the scale at which the theory must be replaced by a more fundamental one, with much lighter masses only allowed if some symmetry protects them (i.e., if a symmetry is restored when some order parameter of the theory vanishes). In the case of the SM, most of the particles have masses much lighter than the scale of the electroweak symmetry breaking: this is the case of all of the fermion masses (with the notable exception of the top quark). However, all of these particles are “protected” by chiral symmetry: a very large global symmetry is restored if fermion masses vanish, thus making their smallness “natural”. This is also the case of the gluon and the photon, that are massless, as they are “protected” by the exact SU(3)$_C$ color and U(1)$_Q$ electromagnetic gauge symmetries. Other particles, such as the $W$ and $Z$ bosons, on the other hand, have masses at the typical scale where the SU(2)$_L \times U(1)_Y$ symmetry is broken, $\Lambda_{EW} \sim 245$ GeV.

The existence of the Higgs boson, confirmed in the last decade at the LHC [3], poses a new theoretical problem, though. Its mass, $m_H = 125.10 \pm 0.14$ GeV [4], is reasonably “natural” according to the ’t Hooft naturalness criterium, i.e., of the order of $\Lambda_{EW}$. However, just by computing loop corrections to the Higgs mass we discover that scalar particles in a quantum field theory have the very peculiar feature that their masses get additively renormalized by quadratic divergent terms. These terms must be cut-off at an ultraviolet scale $\Lambda_{UV}$ and, thus, are sensitive to a scale much higher than $\Lambda_{EW}$. Once the SM is assumed to be a low-energy effective theory, the Higgs boson mass should “naturally” be much larger than what has been measured: as large as the scale at which the SM should be replaced by a more fundamental theory. This is the so-called “hierarchy problem”. If we believe, for example, that the fundamental theory should include quantum gravity, then the Higgs mass should be as large as the Planck mass, $M_{Pl} \sim 10^{19}$ GeV. In order to recover the experimentally measured value of $m_H$, thus, a huge cancellation between loop corrections from different massive particles must occur. For this reason, it is usually believed that some extension of
the SM will be discovered at an energy not much larger than \( \Lambda_{EW} \), to minimize the amount of fine-tuning needed to keep \( m_H \) at the experimental value after loop corrections are taken into account.

Many proposals to solve the hierarchy problem have been advanced in the last 40 years, most popular among them being Supersymmetry \([5]\) and Technicolor \([6,7]\). However, these involve new particles not yet found at the LHC. An alternative is offered by models of extra-dimensions. One of these is the Large Extra-Dimensions model \([8,9]\), the main idea of which is to solve the hierarchy problem by lowering the Planck scale down to an energy not much larger than \( \Lambda_{EW} \). This is achieved assuming \( n \) extra spatial dimensions which are compactified in a volume \( V_n \). Considering the simplest case of toroidal compactification, \( V_n = \prod_{i=1}^{n}(2\pi R_i) \), with \( R_i \) the radius of the \( i \)-th extra-dimension, the following relation holds at distances much larger than the mean compactification radius:

\[
M_D^2 \equiv V_n \times M_D^{2+n},
\]

being \( D = 4+n \) the total number of dimensions of the space-time, \( M_D = M_4 \times M_n \) (where \( M_4 \) is the Minkowski 4-dimensional space-time and \( M_n \) is a compact \( n \)-torus). If \( V_n \) is large enough, the actual fundamental scale of gravity \( M_D \) can be much smaller than \( M_P \), that is then only an effective scale and not a fundamental parameter of the theory. Other extra-dimensional scenarios solve the hierarchy problem by means of the curvature of the extra-dimensions (see, e.g., the Randall–Sundrum model \([10,11]\)) or by a combination of volume and curvature (as in the Clockwork/Linear Dilaton model \([12,13]\)).

In the simplest extra-dimensional extensions of the SM, SM particles are confined to topological defects of the space-time called “branes” (the concept of D3-brane can be found in Ref. \([14]\)) and only gravity can freely propagate along the new extra dimensions. A common feature of all these extensions is, thus, the fact that gravity is modified around some length scale \( \lambda \) (even though it may enormously differ between any two different models). For weak gravitational fields, bounds on the behaviour of gravity may be put by looking for deviations from the Newtonian potential between two test masses (see, e.g., Ref. \([15]\)). A summary of relatively recent experimental bounds can be found in Ref. \([16]\) (where the results of different techniques from Refs. \([17–24]\) are shown together), with the most recent results published in Ref. \([25]\) giving \( \lambda < 38.6 \, \mu\text{m} \) at 95% confidence level (CL). Other results can also be found in Refs. \([26–28]\). All of these experiments were performed by measuring the absolute strength of the gravitational force acting between two bodies at a given distance \( r \). The shorter the distance, the larger the intensity of the gravitational attraction. However, it is also true that the shorter the distance, the larger the unavoidable electrically-induced forces between the two bodies. In particular, Coulombian, dipolar, and Van der Waals forces induce a \( 1/r \) potential that acts as a hardly removable background to the measurement of the strength of the gravitational force. Thus, improving the present bounds using the same techniques from the aforementioned literature is extremely difficult.

If we really want to test a whole class of extensions of the SM, as the extra-dimensional ones, it is therefore of great interest to look for new methods that may allow to bypass the problems related to the presence of electrical backgrounds and, thus, to break the barrier of the tens of microns. A proposal to attain this goal was advanced in Ref. \([1]\), where it was suggested that looking to the geometrical features of the orbit of a microscopic test body around a heavier one (that acts as the source of gravitational field) may mostly surmount the problem of electrically-induced backgrounds. The motivation for this was that most of electrically-induced backgrounds behave with a potential that goes as \( 1/r \), just like Newton’s potential. As central potentials with an \( r \)-dependence proportional to \( 1/r \) or \( r \) induce closed orbits, as stated by the Bertrand’s theorem (see, e.g., Ref. \([29]\)), looking for precession of the orbit is a smoking gun for deviations from the \( 1/r \)-dependence of the Newtonian potential independent of (dominant) electrically-induced backgrounds.

In this paper we further analyse that proposal. It is organized as follows: in Sect. \( 2 \) we remind the very simple classical mechanics that we are going to use throughout the paper; in Sect. \( 3 \) we introduce the (gedanken) experiment that was sketched in Ref. \([1]\); in Sect. \( 4 \) we optimize the setup in order to maximize its sensitivity to deviations from Newton’s \( 1/r^2 \) law; in Sect. \( 5 \) we study the impact of possible backgrounds on the sensitivity; in Sect. \( 6 \) we present the sensitivity of our setup in the presence of backgrounds and study the attainable precision, in case of a positive signal of deviations from Newton’s law, with particular interest to signals corresponding to extra-dimensional models; and, in Sect. \( 7 \), we eventually come to a conclusion.

### 2 Theoretical framework

Consider a gravitating system composed of two bodies called the Planet (P) with mass \( m_P \) and the Satellite (S) of mass \( m_S \), with \( m_P \gg m_S \), so that \( m_S \) is small enough that the motion of P under the effect of S can be neglected. Then let P be at rest at \( r_P = 0 \) and let \( r \) be the position of S.

#### 2.1 One-dimensional motion

Consider S initially located at a position \( r_0 \), different from the origin, with initial radial and angular velocities \( \dot{r}_0 \) and \( \dot{\theta}_0 = 0 \), respectively. The resulting motion of the system is then one-dimensional, with S straightly falling onto P. The equation of motion is:
The initial conditions are the case of Newtonian (red solid line) and Beyond-Newtonian motion (blue non-solid lines). The normalized distance to the characteristic length scale \( \lambda \) at which New Physics corrections arise, introducing the normalized quantity \( \lambda \). When looking for New Physics, it is typical to parameterize deviations from Newton’s law in terms of a Yukawa potential depending on two parameters, a length scale, \( \lambda \), and an adimensional coupling constant, \( \alpha \),

\[ V_{BN}(r) = -\frac{G_N m_P}{r} \left[ 1 + \alpha e^{-r/\lambda} \right]. \]

For distances \( r \gg \lambda \), this potential exponentially reduces to the Newtonian one. On the other hand, for \( r \lesssim \lambda \), New Physics becomes relevant. Notice that, conventionally, \( \alpha \) is considered to be positive. However, in general terms, the sign of the leading correction to the Newtonian potential should not be fixed, and a negative \( \alpha \) could also be considered. In the rest of the paper, though, we will take \( \alpha \geq 0 \) except when explicitly mentioned.

The corresponding one-dimensional central force can thus be written as

\[ F_{BN}(r) = -G_N \frac{m_P m_S}{r^2} f_{BN}(r/\lambda), \]

with

\[ f_{BN}(r/\lambda) = 1 + \alpha e^{-r/\lambda} + \frac{\alpha r}{\lambda} e^{-r/\lambda}. \]

Then, the equation of motion in terms of the normalized distance is

\[ a(t) + \frac{k}{a^2(t)} f_{BN}(a) = 0. \]

In Fig. 1 we can see the different time evolution of the distance between P and S in the case of Newtonian and Beyond-Newtonian attractive forces, for \( k = G_N m_P / \lambda^3 = 10^{-3} \text{ s}^2 \), \( \lambda = 10 \mu \text{ m} \) and several values of \( \alpha \), with initial conditions \( a_0 = r_0 / \lambda = 5 \) (i.e., \( r_0 = 50 \mu \text{ m} \)) and null initial velocity. We observe that the time needed for S to crash onto P gets smaller in the case of Beyond-Newtonian motion with respect to the Newtonian one as \( \alpha \) increases.
2.2 Two-dimensional motion

The case of two-dimensional motion is far more interesting. Now, as it is well-known from classical mechanics, we can have bounded or unbounded trajectories, depending on the initial conditions. We will focus on the former case: consider P is located at the origin of coordinates, the initial position of S is \( r_0 \neq 0 \), and the initial radial and angular velocities of S are tuned such that a bounded orbit of S around P is observed.

In the Newtonian case the equation of motion can be written as

\[
m_S \ddot{r} = F_N(r) = -\nabla V(r) = -\frac{G_N m_P m_S}{r^3} r ,
\]

where \( V(r) \) is the potential energy due to the gravitational field. The total energy is

\[
E = T + V = m_S \left( \frac{|\dot{r}|^2}{2} - G_N \frac{m_P}{r} \right) ,
\]

where \( T \) is the kinetic energy of S (recall we neglect the movement of P). As the movement of a body under a central potential is restricted to a plane, the velocity of S can be decomposed in polar coordinates in that plane to get

\[
\vec{\dot{r}} = \dot{r} \vec{e}_r + r \dot{\theta} \vec{e}_\theta ,
\]

where \( (\vec{e}_r, \vec{e}_\theta) \) are two orthonormal vectors that define the coordinate frame at each point in the plane. Expressed in Cartesian coordinates, \( \vec{e}_r = (\cos \theta, \sin \theta, 0) \) and \( \vec{e}_\theta = (-\sin \theta, \cos \theta, 0) \), where the \( z \)-axis is taken to be normal to the plane of the orbit and \( \theta = 0 \) on the positive \( x \)-axis. In this basis, the acceleration becomes:

\[
\ddot{r} = \left( \ddot{r} - r \dot{\theta}^2 \right) \vec{e}_r + \left( r \ddot{\theta} + 2 \dot{r} \dot{\theta} \right) \vec{e}_\theta .
\]

Using this, it is now trivial to write a system of equations of motion for S in polar coordinates,

\[
\begin{cases}
\ddot{r} - r \dot{\theta}^2 &= -G_N \frac{m_P}{r^3} , \\
r \ddot{\theta} + 2 \dot{r} \dot{\theta} &= 0 ,
\end{cases}
\]

where we again introduced the normalized distance, \( a = r / \lambda \), and \( k \) is defined as in the previous subsection.

If we now replace the Newtonian 4-dimensional force with the BN force defined in Eq. (6) we get, instead:

\[
\begin{cases}
\ddot{r} - a \dot{\theta}^2 &= -k \frac{f_{BN}(a)}{a^2} , \\
a \ddot{\theta} + 2a \dot{\theta} &= 0 .
\end{cases}
\]

In both the Newtonian and BN cases, the equation for \( \dot{\theta} \) implies that angular momentum, defined as:

\[
h(t) = r^2(t) \dot{\theta}(t) = h_0 ,
\]

where \( h_0 = h(t = 0) \), is a constant of motion. Using this result, the radial equation can be rewritten as:

\[
\ddot{r} - \frac{h_0^2}{a^3} = \left\{ \begin{array}{ll}
\frac{-k}{a^2} , \\
\frac{-k}{a^2} f_{BN}(a) ,
\end{array} \right.
\]

for the Newtonian (above) and Beyond-Newtonian (below) cases. We get different results in the two: for the Newtonian case, solutions of the first of Eqs. (13) are conic sections. Possible trajectories are then circular, elliptic, parabolic or hyperbolic, and in all cases, they can be described by a simple function,

\[
r(\theta) = \frac{r_c}{1 - e \cos \theta} ,
\]

where \( r_c = \frac{h_0^2}{G_N m_P} \) and the eccentricity \( e \) is given for closed orbits by

\[
e = \frac{r_a - r_p}{r_a + r_p} ,
\]

being \( r_a \) and \( r_p \) the largest and smallest distances of S from P, respectively. The points of the orbit to which these correspond are known as apoapsis and periapsis, in this same order. For \( e < 1 \) the orbit is closed, being circular for \( e = 0 \) and elliptic for \( 0 < e < 1 \). For \( e \geq 1 \) the trajectory is open: it is parabolic for \( e = 1 \) and hyperbolic for \( e > 1 \). In case of a closed orbit, the Newtonian period of the Satellite around the Planet can easily be computed applying the third Kepler’s law:

\[
T_N = \frac{\pi (r_a + r_p)^{3/2}}{\sqrt{2 G_N m_P}} .
\]

The results in the case of a Beyond-Newtonian force are very different. Recall that, according to Bertrand’s theorem [29], closed orbits are only possible for central forces with a radial dependence of the form \( 1/r^2 \) or \( r \). Any deviation from these two implies that the resulting trajectories are neither stable nor closed. A typical example of this is the General Relativity correction to the orbit of Mercury around the Sun: the leading corrections to the force are of the form \( 1/r^4 \) and so produce an observable precession of the perihelion of the planet. This is precisely the case of the Beyond-Newtonian force in Eq. (6): the \( r \)-dependence of the central force is not proportional to \( 1/r^2 \). As a consequence, we generally do not expect closed orbits (they may be bounded, though). This is indeed depicted in Fig. 2, where we show the trajectory of S around P, which is located at the origin of coordinates and represented by a black circle. For the Beyond-Newtonian motion, we represent (in dashed blue) the first 10 revolutions, with \( \alpha = 0.1 \) (left panel), 0.2 (middle panel) and 0.5 (right panel), respectively. In all cases, we have chosen the initial conditions such that the Newtonian orbit (depicted in red) is elliptic (albeit with small eccentricity): \( k = \frac{G_N m_P}{\lambda^3} = \frac{\lambda}{r_0^2} \).
10^{-3} \text{ s}^{-2}; \lambda = 10 \mu\text{m}; a_0 = 2 (i.e. \, r_0 = 20 \mu\text{m}); \dot{a}_0 = 0; \quad \dot{\theta}_0 = 5 \times 10^{-3} \text{ rad s}^{-1} (i.e., h_0 = 2 \mu\text{m}^2 \text{ rad s}^{-1}). The initial angle, \dot{\theta}_0, can be chosen arbitrarily, so we simply set \dot{\theta}_0 = 0 \text{ rad}. Since the initial radial velocity, \dot{a}_0, is also set to be zero, the starting point (\alpha = a_0, \theta = 0) is then necessarily either the periapsis or the apoapsis of the orbit. For the chosen initial condition it is indeed the latter.

In all panels, we can observe precession of the apoapsis of the trajectory of S around P; we have rotation of the major axis of the orbit. However, depending on the value of \alpha, the orbits can be very different even for the same choice of the initial conditions. In the left panel (corresponding to \alpha = 0.1) we observe that S moves along nearly circular orbits with a slow counter-clockwise precession of the apoapsis. For \alpha = 0.2 (middle panel), precession is still rather slow, with the apoapsis moving approximately 90° after 10 revolutions. On the other hand, for \alpha = 0.5 (right panel), the apoapsis goes under almost one full circle around P after 10 revolutions.

Notice that the sense of precession is crucially related to the sign of \alpha. If, as we have considered here, \alpha > 0, the major axis of the orbit preceeds in the same direction as the angular velocity (i.e., counter-clockwise for the initial conditions considered in Fig. 2). Conversely, for \alpha < 0, precession of the major axis would proceed in the opposite direction with respect to the angular velocity (i.e., clockwise for the considered example).

As it is clearly shown by comparing Figs. 1 and 2, studying the two-dimensional dynamics of a microscopic gravitational system offers a very interesting feature to detect small deviations from Newton’s law: precession of the orbit of S around P. In the next section we present a method to exploit this feature.

3 The Experimental Setup

As it was explained in Sect. 1, deviations from Newton’s law are usually tested by measuring the absolute strength of the attractive force between two bodies at short distances, using the phenomenological Yukawa potential in Eq. (5). One of the most important limitations of these experiments is represented by unavoidable electrically induced backgrounds. When two (microscopic) bodies are put one near the other, they are not only sensitive to gravitational interactions, but also to electric forces due to the distribution of charge within them. In particular, Coulombian, Van der Waals and dipolar forces can affect the measurement, acting as additional attractive or repulsive corrections on top of the would-be leading gravitational interaction. Many of these (dominant) backgrounds should be included in Eq. (5) in the form of additional 1/r terms, thus effectively modifying the strength of the gravitational interaction to be measured, \( G_N \propto \frac{G_N}{1 + B} \) (being \( B \) the relative size of the electrically-induced 1/r-dependent potential compared to the gravitational one). Other terms with an \( r \)-dependence different from 1/r may also be produced: one such example is the Casimir force. Their \( r \)-dependence may depend on the particular shapes of the two bodies or the electric distribution inside them. In these “static” experiments, such additional terms also contribute to the strength of the interactions, although they are expected to be sub-dominant. Therefore, measurements of the absolute strength of the force are limited by backgrounds that may depend on the size of the bodies and the material of which they are made. In the absence of a precise knowledge of these electrical effects, it is thus impossible to fully separate the “true” value of \( G_N \) from the effective one, although some methods allow to minimize their impact (see, e.g., the
“iso-electronic” or “Casimir-less” technique first introduced in Ref. \[34\]).

Experimental results from abovementioned experiments on Yukawa-like deviations from Newton’s law are typically presented as exclusion bounds in the $(\lambda, |\alpha|)$ plane. A recently updated excluded region is shown in Fig. 3, where the yellow region represent the excluded bound at 95% CL from Refs. \[16–24\] and the green region a recent update from Ref. \[25\]. The figure is adapted from this last reference.

Notice that extra-dimensional extensions of the Standard Model can indeed be expressed in terms of the Yukawa potential in Eq. (5). In the case of Large Extra-Dimensions (LED) models, we get $\lambda = R$ (being $R$ the compactification radius) and $|\alpha| = 2n$ (where $n$ is the number of spatial extra-dimensions). For the Randall–Sundrum (RS) model, typical values of $\lambda$ to solve the hierarchy problem are much smaller than the Fermi scale (see Ref. \[10\]) and, thus, untestable when looking for deviations from Newton’s law with present (and foreseeable) experimental methods. On the other hand, the Clockwork/Linear Dilation (CW/LD) model has a wider range of applicability. Similarly to RS, the hierarchy problem is only solvable in this model (i.e. with a fundamental scale of gravity $M_D$ not much above the electroweak scale) with values of the characteristic length scale much smaller than the present bound. However, if one gives up the requirement that $M_D$ is at the TeV scale, we can have a viable CW/LD model that can be cast in the form of a Yukawa-like potential with a length scale not much below the present bounds on $\lambda$. The main difference between the LED and the CW/LD models in this regime is the value of $\alpha$: whereas in LED $\alpha$ is fixed to be twice the number of extra-dimensions, in the CW/LD $\alpha$ is $\lambda$-dependent. Its value can be orders of magnitude larger than the LED limiting value, $\alpha \geq 2n$, which is reached asymptotically for vanishing curvature. The range of applicability of these models is delimited by the two pink horizontal lines in Fig. 3. A common feature of all extra-dimensional models, though, is the fact that $\alpha > 0$. At short distances, $r < \lambda$, the gravitational interaction feels more than 4-dimensions and gets stronger. For this reason, we mostly consider in this work the case of a positive $\alpha$.

Motivated by the theoretical arguments exposed in Sect. 2, it was shown in Ref. \[1\] that a different way to study deviations from Newton’s law could be based on the measurement of dynamical features of a micrometre-size system consisting of a small body orbiting around a relatively bigger one. We will keep the notation from last Section hereon and denote the lighter body as the Satellite (S) of mass $m_S$ and the heavier one the Planet (P) of mass $m_P \gg m_S$, so the movement of the latter can be neglected. As explained before, central potentials that differ from $1/r$ and $r$ have no closed orbits, and so induce precession of the orbit of S around P. This is the case of the Beyond-Newtonian potential from Eq. (5). An experiment searching for this feature in a microscopic gravitational system would have the huge advantage when compared to “static” experiments that most of the unavoidable electric backgrounds would be irrelevant, as they do depend on the distance as $1/r$ and thus do not induce precession.

We now sketch a possible experimental setup to look for orbit precession in a microscopic gravitational system, following the outline of Ref. \[1\]:

1. Consider a 1 mm³-wide laboratory, with a platinum sphere (the Planet) with radius $R_P = 10.3 \mu$m and mass $m_P = 0.75 \times 10^{-5}$ g, located at the center of the setup in a fixed position\[1\]; we choose platinum in order to have a material with the highest possible density at room temperature, so as to have the smallest possible planet radius to prevent collisions between S and P.

2. Insert the laboratory between magnets in a configuration such that we can levitate a diamagnetic Satellite to cancel the Earth’s gravitational field\[2\];

3. Introduce a diamagnetic sphere (the Satellite) with mass $m_S = 1.2 \times 10^{-3}$ g in the lab. The diamagnetic sphere could be made of pyrolitic graphite, with a density $\rho_D = 2.2$ g/cm³ (for which the radius of the sphere would be $R_S = 5 \mu$m). Magnets producing a magnetic field $B \sim$

---

\[1\] In Ref. \[1\] the mass of the Planet was erroneously reported to be $m_P = 10^{-7}$ g, even if all computations were performed with $m_P = 10^{-5}$ g.

\[2\] Possible alternatives may be to use an optically-cooled levitating dielectric satellite \[35–37\], or to move the mm³-size lab into a zero-gravity environment.
1.25 T may be used to levitate it, given the diamagnetic susceptibility of pyrolitic graphite, $\chi = -1.6 \times 10^{-4}$ [38]. Some details on a feasible magnet configuration are be given in Appendix A.

4. Eventually, put the diamagnetic sphere into motion with appropriate initial conditions to have a bounded orbit of S around P, avoiding crashes, and measure a conveniently defined observable (to be later introduced). Introducing the satellite with given initial conditions is the most difficult task to achieve in this experimental proposal. However, relatively recent results [39] show that a levitating pyrolitic graphite sphere may be put into motion by means of photo-irradiation.

Let’s make some comparisons. As we told above, we want to study the classical dynamics of a microscopical gravitational system designed in close resemblance to usual gravitational systems of astronomical sizes. However, we may ask ourselves which kind of system we have at hand. First of all, consider the ratio between the mass of the Planet and that of the Satellite, which is $m_P/m_S = 6250$, more than six times larger than the ratio of the Sun and Jupiter masses. However, the Newtonian gravitational force acting on the center of mass of Jupiter due to the Sun at the aphelion is $|F_N| = 3.8 \times 10^{22}$ N, whereas the force felt by S due to P at the apoapsis is only $|F_N| = 2.6 \times 10^{-23}$ N (for a centre-to-centre distance at the apoapsis of 150 $\mu$m). Of course, a very intense gravitational force is needed to attract a body the size of Jupiter at a distance at the aphelion of $817 \times 10^6$ km. For a better comparison, it is useful to compute the gravitational acceleration of the two systems: Jupiter is “falling” onto the Sun with $g = 2.0 \times 10^{-5}$ m/s$^2$, whereas our Satellite “falls” onto the Planet with $g = 2.2 \times 10^{-11}$ m/s$^2$. The (Newtonian) period of the orbit of Jupiter around the Sun, computed according to the third Kepler’s law, is $T = 11.86$ years, whereas for the orbit of S around P (with an angular velocity at the apoapsis of $\theta_0 = 273.0 \mu$rad s$^{-1}$) it is $T \approx 2$ h 30 min. The average orbital angular velocities of the two systems are $\langle \dot{\theta}_1 \rangle = 16.8$ nrad s$^{-1}$ (for Jupiter around the Sun), and $\langle \dot{\theta}_S \rangle = 705 \mu$rad s$^{-1}$ (for the Satellite around the Planet). Our experimental setup is thus a much faster gravitational system, as a consequence of its much smaller size. In order to find a macroscopic gravitational system somehow more resemblant to our experimental setup, we must look for a somewhat different one. Notice that the eccentricity of the orbit of S around P in our setup is $e = 0.497$, much more similar to that of a comet around the Sun than to that of one of the eight major planets. For example, the orbit of the periodic comet P/2009 Q1 [40] has $e = 0.4965$. It is remarkable, however, that the distance from this comet to the Sun at the periapsis is $r_a = 4.2 \times 10^8$ km, much larger than the size of the Sun, $R_\odot = 6.96 \times 10^8$ km, whereas in the proposed setup $r_a = 50.4 \mu$m (measured between the geometrical centre of the two bodies in the Newtonian case), avoiding collision by just 1.4 $\mu$m.

Once the diamagnetic satellite S is put into motion around the platinum planet P, we may connect a trigger to a clock in such a way that every time S crosses the positive x-axis at any point, the measure of the time needed to S to perform a $2\pi$-revolution around P is taken. $^3$ The error in the measurement of each revolution time $T_{\text{rev}}^i$ is the clock precision $\sigma_T$, neglecting the delay between the trigger and the clock (revolution times for the considered system typically ranges from minutes to several hours). In Ref. [1] we performed a simple statistical analysis using a very conservative $\sigma_T = 1$ s precision. In that analysis, the data sample was the collection of $N_{\text{rev}}$ consecutive revolution times, $T_{\text{rev}}^i$, and we compared them with the hypothesis that they reproduced a constant revolution time $T_{\text{rev}}^i = T_N$, being $T_N$ the period for a Newtonian potential. We computed the following $\chi^2$

$$\chi^2 = \sum_{i=1}^{N_{\text{rev}}} \frac{(T_{\text{rev}}^i - T_N)^2}{\sigma_T^2}.$$  

In Ref. [1] we considered $N_{\text{rev}} = 30$, that would correspond approximately to a couple of days of data taking in the case of Newtonian orbits. Using as initial conditions $r_0 = 190.0$ $\mu$m, $\dot{\theta}_0 = 180.0$ $\mu$rad s$^{-1}$ and null $\dot{r}_0$ (corresponding to starting our orbit at the apoapsis with $\theta_0$ initial angular velocity), we found that the bound on $\lambda$ could be pushed down to a few microns for any value of $\alpha \geq 10^{-1}$, whereas we got $\lambda \lesssim 10$ $\mu$m for $\alpha$ as low as $5 \times 10^{-3}$. Below $\lambda = 1$ $\mu$m sensitivity was lost, as the exponential factor in the Yukawa potential $\exp(-r/\lambda)$ was rapidly killing the effect. For this particular choice of the mass of the source, $m_P$, of the Satellite, $m_S$, and of the initial conditions, we found maximal sensitivity for $\lambda$ in the range of interest, $\lambda \in [10, 100]$ $\mu$m. These results were, however, obtained without a detailed optimization of the setup, that is carried out in Sect. 4. More importantly, we did not consider the existence of possible background sources that could be cast in the form of additional terms in the potential and that may affect our sensitivity. A thorough study of the impact of possible backgrounds on the sensitivity of the proposed setup is performed in Sects. 5 and 6.

### 4 Optimization of the setup without backgrounds

In this Section, we first study the dependence of the setup outlined in Sect. 3 on the mass of the Planet and the initial

$^3$ The reason why such a simple measure was suggested was to have data taking the less intrusive as possible. Clearly, a more detailed information on the orbit, that could be obtained by a continuous image of the orbit, would lead to a larger sensitivity.
conditions. Then, we introduce the difference between collisional trajectories and bounded orbits and analyze the sensitivity of the proposed experimental setup (in the absence of backgrounds).

4.1 Optimization in the absence of backgrounds

The proposed setup was designed to have maximal sensitivity to deviations from Newton’s $1/r^2$ law at distances $r \sim 10 \, \mu m$. In order to optimize the system, we must study the dependence of the observable, chosen to detect orbit precession, on the mass of the Planet, $m_P$, and on the initial conditions of the system (the initial distance, $r_0$, and the initial radial and angular velocities, $\dot{r}_0$ and $\dot{\theta}_0$, respectively). The initial position of the Satellite cannot be much larger than the value of $\lambda$ for which we want maximal sensitivity, $\lambda_{\text{max}}$. However, it must be several times larger than the sum of the radius of the Planet, $R_P$, and of the Satellite, $R_S$, so as to avoid a fast crashing of the Satellite onto the Planet. We therefore need, approximately, $r_0 \in [2(R_P + R_S), 10^2 \times \lambda_{\text{max}}]$. For example, for a platinum Planet with mass $m_P = 10^{-5} \, g$ and a pyrolitic graphite Satellite with mass $m_S = 1.2 \times 10^{-9} \, g$, we have $R_P \approx 48.1 \, \mu m$ and $R_S \approx 5.0 \, \mu m$. Therefore, choosing $\lambda_{\text{max}} \approx 10 \, \mu m$, a reasonable range for the initial radial distance of S to P would be $r_0 \in [100, 1000] \, \mu m$.

Once we fix the initial position, we can compute the Newtonian and Beyond-Newtonian escape velocities (for a range of values of $(\lambda, \alpha)$ of interest), in order to determine for which range of values of $\dot{r}_0$ and $\dot{\theta}_0$ we have bounded orbits. Recall that this is the desired situation to perform the data gathering, as we can measure the period over a large number of $2\pi$-revolutions of S around P. Despite the fact that open trajectories will differ between Newtonian and BN cases, it is much more difficult to detect the differences under conditions that do not allow for consecutive measurements.

Consider now the case in which we fix $r_0 = 0$. Once the starting distance between S and P is fixed, the only remaining initial condition to be chosen is the initial angular velocity, that must be smaller than the escape velocity and larger than the value for which the trajectory of S brings it to crash onto P. For such a value of $\dot{\theta}_0$ within these two bounds, we will have a closed Newtonian orbit with period $T_N$ given by the third Kepler’s law, Eq. (19), and expectedly, a bounded non-collisional Beyond-Newtonian one.

In order to optimize the setup, we must first choose an observable that is able to reflect changes in the system and in the initial conditions. Following Ref. [1], our first choice is the average (over $N_{\text{rev}}$ revolutions) of the relative difference between the time needed for the Satellite to perform a $2\pi$-revolution around the Planet and the expected Newtonian period, $T_N$:

$$\bar{R}_T = \frac{1}{N_{\text{rev}}} \sum_{i=1}^{N_{\text{rev}}} \left| \frac{T_{\text{BN}}^i(\lambda, \alpha) - T_N}{T_N} \right| = \frac{1}{N_{\text{rev}}} \sum_{i=1}^{N_{\text{rev}}} R_T^i. \tag{21}$$

Recall that $T_{\text{BN}}^i$ is the period of the $i$-th revolution in the BN scenario (thus depends on $\lambda$ and $\alpha$), which is the one we would measure in a real experiment. We remind that whether $T_{\text{BN}}$ is lower or greater than $T_N$ depends crucially on the sign of $\alpha$. For positive values, the BN force is stronger than the Newtonian one, and the period is shorter. The opposite would happen for negative $\alpha$. To maximize the signal, $\bar{R}_T$ should be as large as possible, whereas to keep stability over a large number of revolutions a small period is desirable. These two constraints condition the most the setup optimization. Due to the initial motivation in Ref. [1], based on a particular $\lambda_4 \times S^1$ LED model, we set $\lambda = 10 \, \mu m$ and $\alpha = 2$ for the following optimization.

We first analyse the effect of varying $m_P$, $r_0$ and $\dot{\theta}_0$, (keeping $\dot{r}_0 = 0$), and focus only on the first revolution, $N_{\text{rev}} = 1$. The dependence of $R_T^i$ on the mass of the source is studied in Fig. 4. In the left panel, we show how the time needed for S to perform the first $2\pi$-revolution around P, $T_{\text{BN}}^i$, depends on the mass of the source $m_P$ for different values of $r_0$. Notice that, for each point, we scan over $\dot{\theta}_0$ to look for the orbit with the largest eccentricity that still avoids crash of S onto P, to guarantee maximum precession. This ensures that we are studying the scenario of largest signal for the given value of $m_P$. We can see the conjunction of two different effects. First $T_{\text{BN}}^i$ slowly decreases for increasing $m_P$ which is due to two different reasons: on the one hand, the gravitational force increases linearly with $m_P$; on the other, the radius of P grows as $m_P^{1/3}$, restricting the initial conditions that produce bounded non-collisional orbits. Second, the first measured period increases very significantly for growing $r_0$, which is related to the fact that the larger the initial distance, the longer the path to be covered to perform a revolution, and so the bigger $T_{\text{BN}}^i$. After comparing both, we conclude that changes in the orbital period due to a small increase in $m_P$ are much less relevant than those related to the choice of $r_0$. In the right panel we can see, however, that the relative difference after the first revolution, $\Delta T^i/T_N$ with $\Delta T^i = T_{\text{BN}}^i - T_N$, depends less on the choice of the initial distance than on $m_P$. Therefore, to maximize the signal, we should choose the smallest $r_0$ possible and the largest $m_P$ (avoiding that S crashes onto P). A tentative value of $m_P = 1.4 \times 10^{-3} \, g$ is considered for now to study other possible optimizations.

In Fig. 5 we show a finer scan of the dependence of the sensitivity of the setup on $r_0$ for fixed $m_P$, still optimizing $\dot{\theta}_0$ to obtain the maximum eccentricity. In the left panel we see how changing $r_0$ modifies the time needed for S to perform the first revolution around P, $T_{\text{BN}}^1$. This increases monotonically with $r_0$, with a relative difference that can be as large as a factor two when going from $r_0 = 200 \, \mu m$ to $r_0 = 2000 \, \mu m$. 

### Springer
This hints that increasing $r_0$ at fixed $m_P$ has an impact on the observable. In the right panel we show how the ratio $T_{BN}^{i}/T_N$ changes for consecutive revolutions for several choices of $r_0$.

Before continuing, it is worth commenting that both the choice of observable and the optimization have been done considering a perfect noiseless system in which the initial conditions are moreover set without error, which is not realistic. In Appendix B the effects of uncertainties in the initial position, $r_0$, and initial velocity, $v_0 = (r_0^2 + r_0^2 \dot{\theta}_0^2)^{1/2}$, are studied in detail. In particular, in Table 1 it is shown how an error in fixing the initial conditions would affect $T_N$, finding that a $\sim 1\%$ error in the former may result in a $\sim 5\%$ variation of the observed period with respect to the expected result.

This uncertainty would be much larger than the clock precision, which is conservatively taken to be $\sigma_T = 1$ s, and so it would make impossible to obtain conclusive results with the proposed observable. For example, for $m_P = 1.4 \times 10^{-5}$ g and $r_0 = 200$ $\mu$m, we have $T_{BN} \sim 2$ h and $R_T^{1/2} \sim 0.05$ (corresponding to $T_N - T_{BN}^{1} \sim 360$ s). Since such a $5\%$ difference between the observed period and the expected value of $T_N$ can be the consequence of a $1\%$ error in the choice of the initial conditions, it is clear that neither measuring $T_{BN}^{1}$, nor repeating this measure over several revolutions would be enough to have a clear signal of non-Newtonianity of the orbit. The main reason is that we compare $T_{BN}^{1}$ to the expected Newtonian period, which is known with large uncertainties due to a possible wrong assignment of the initial conditions. Nevertheless, a wrong choice of initial conditions only changes the value of $T_N$ with respect to what is expected a priori, but does not induce any precession. This suggest that a new observable related to the variation of $T_{BN}^{1}$ over several revolutions is more appealing. Remember, however, that revolutions for gravitational system this size have a typical duration of hours. Even though a long period is an advantage for the sensitivity of the setup, as was discussed before, it is also a drawback since measuring many revolutions of S around P requires to keep the experimental conditions stable for a long time.

From this analysis, we draw the following conclusions:

- The dependence of the observable on the mass of the Planet is mild, whereas its dependence on the initial distance is rather significant.
- Measurements of several consecutive revolutions are required. As, ultimately, we want to be able to repeat the measurement for the largest number of revolutions possible, we may choose a relatively small value of $r_0$ and the smallest possible value of $m_P$, in order to reduce $T_{BN}^{1}$ whilst maximizing the precession.

We need a new observable tightly related to precession.

With this in mind, we fix the platinum Planet mass to $m_P = 0.75 \times 10^{-5}$ g, and take the initial conditions for now to be $r_0 = 150.0$ $\mu$m, $\dot{\theta}_0 = 273.0$ $\mu$rad s$^{-1}$ and zero initial radial velocity. These should maximize the signal in a background-less scenario for $\lambda = 10$ $\mu$m and $\alpha = 2$. In what follows we will show that a slight modification of these initial conditions allows to further increase the sensitivity without affecting any of the features of the orbit. In addition, we will introduce in the next Section another “safer” set of initial conditions, more robust against background effects.

In order to decide for a more convenient observable, we analyze the dependence of $T_{BN}^{1}$ on $(\lambda, \alpha)$. This is shown in Fig. 6, where the periods for the first 400 revolutions of S around P are drawn for the initial conditions stated above. It can be seen that the larger $\alpha \exp(r_0/\lambda)$, the bigger the relative difference between $T_{BN}^{1}$ and $T_N$. Moreover, a very
significant dependence of $T_{1BN}^i$ on the revolution number is observed, with the maximal relative difference with $T_N$ for the first revolution, when the apoapsis of the Newtonian and Beyond-Newtonian orbits coincide (as we set $r_0 = 0$). For $\lambda = 10 \mu$m and $\alpha = 0.50$ (left panel, blue dotted line), $T_{1BN}^i - T_N$ ranges from $\sim 70$ s for $i = 1$ to $\sim 5$ s for $i \approx 150$, and 300 revolutions are needed for the two apoapsis to coincide again. This gets much shorter in the case of $\lambda = 40 \mu$m and $\alpha = 0.03$ (right panel, blue dotted line), where the time needed for the apoapsis to perform a $2\pi$ revolution is approximately of 130 revolutions.

All this points out that we need an observable sensible to the period variation over several revolutions. We propose the maximum change of the period between any two measures, over a given number of revolutions:

$$\Delta T_{1BN}^{\text{max}}(\lambda, \alpha) = \max_{1 \leq i, j \leq N_{\text{rev}}} |T_{1BN}^i(\lambda, \alpha) - T_{1BN}^j(\lambda, \alpha)|.$$  \hspace{1cm} (22)

To get some intuition, in case the movement is begun at the apoapsis, this would be the difference between the period of the first $2\pi$-revolution (corresponding to the minima in Fig. 6) and the period of either the revolution in which the periapsis of the BN orbit coincides with the $\theta = 0$ line (the maxima of Fig. 6), or of the last measured period if data is not taken for long enough.

In the absence of statistical noise, this observable can easily detect precession, as in the case of Newtonian motion $\Delta T_{1BN}^{\text{max}} = 0$. Once a positive signal were obtained, a more elaborate observable would be needed to try to determine the values of $(\lambda, \alpha)$. Such observable will be later defined in Sect. 6. In the rest of this section we will study the possible outputs and sensitivity of the proposed setup for the chosen initial conditions, using the proposed observable, and working in the noiseless scenario.
4.2 Collisional region

Even if the distance between the surface of the two bodies is larger than 100 μm at the apoapsis, it may reduce to less than 10 μm at the periapsis. This is of great importance, as we must take care that the Satellite does not crash onto the Planet if we desire to observe one or more complete bounded orbits and take full advantage of precession measurements. As the experimental setup was designed to produce an optimal signal for λ = 10 μm and α = 2, the initial conditions lead to a spatial separation between both spheres at the periapsis that is minimal in such case. Should λ or α be larger (and thus the potential stronger), we would find a situation for which both bodies collide before a full revolution is completed. A similar situation could occur, even in the Newtonian case, in the presence of external backgrounds. In that case, it would be impossible to measure the revolution period. We can determine the region of the (λ, α) plane for which S crashes onto P (“collisional region”) and, within it, it is still possible to measure differences between the Newtonian and the non-Newtonian behaviour (see Fig. 1). In general, we may have three different situations:

1. Both the Newtonian and BN trajectories bring S to collide with P. In this case, we should measure the time required for S to crash onto P and compare it with the expectation in case of a Newtonian potential.

2. For some particular choices of λ and positive α, S may collide with P in the case of the Beyond-Newtonian potential, while it may not for the Newtonian one; or, for negative α, the opposite may occur. In these two cases, observation of an unexpected event (either collision when we expect a closed orbit or the opposite) would indeed be a striking experimental signal.

3. Finally, we could have that both the Newtonian and BN trajectories produce bounded orbits.

We are not going to study in detail any of the two first possibilities, as we want to focus on the region of the parameter space for which a bounded orbit is observed. Nevertheless, when studying the sensitivity of the setup in the (λ, α) plane, we will distinguish the collisional region from the rest of the parameter space. In this region we consider collision as a distinctive feature of a Beyond-Newtonian potential (as we mainly focus on the case α > 0 and choose initial conditions that produce a non-collisional closed orbit in the Newtonian case). The relevance of the collisional region in the parameter space to be tested can be reduced by an appropriate choice of initial conditions, though. This is shown in Fig. 7, where we present the sensitivity of the experiment as will be explained in Sect. 4.3 (depicted in pink), together with the size of the collisional region (in meshed red), for different choices of the initial conditions. It gets clear that even with suboptimal choices of \{r_0, \dot{r}_0, \dot{\theta}_0\} it is possible to reduce significantly the size of the collisional region with no huge impact on the sensitivity. Note that, as we are using a value of \dot{r}_0 \neq 0, the initial position of S does not correspond to the apoapsis. The reason why \dot{r}_0 \neq 0 is used will become clear next.

4.3 Experimental limits with no backgrounds

To understand the impact of backgrounds on the experimental setup, we first present in Fig. 8 our sensitivity in their absence using the observable in Eq. (22). The blue-shaded area represents the currently excluded region of the parameter space; the red-meshed area is the collisional region described in the previous Subsection, and the pink-shaded region represents the sensitivity limit of the experimental setup. The dot-dashed, dashed and solid lines stand for \(N_{\text{rev}} = 10, 20\) and 30, respectively.\(^4\) The border of each region represents the values of (λ, α) for which the observable is twice the expected clock error, \(\sigma_T = 1\) s, i.e. it delimits the area that can be tested by the proposed setup at 95% CL.

The left panel shows the sensitivity for a Satellite that starts its orbit around the Planet at the apoapsis with \(r_0 = r_a = 150.0\) μm and \(\dot{\theta}_0 = 273.0\) μ rad s\(^{-1}\). We can see that the more revolutions considered, the larger the sensitivity of the experimental setup, specially for the region of medium-sized λ and low α. On the other hand, the ultimate sensitivity to λ is not significantly dependent on \(N_{\text{rev}}\). In the right panel we consider a starting position of S at an intermediate point between the periapsis and the apoapsis, by choosing a non-vanishing radial velocity: \(r_0 = 111.8\) μm, \(\dot{r}_0 = 30.6\) nm s\(^{-1}\) and \(\dot{\theta}_0 = 491.4\) μ rad s\(^{-1}\). These initial conditions correspond to a point different from the apoapsis but belonging to the same BN orbit (with \(\lambda = 10\) μm, \(\alpha = 2\)) as the previous ones. We can see that if \(\dot{r}_0 \neq 0\) is considered, there is some increase in the sensitivity at low α for the considered observable: we can reach \(\alpha \approx 3 \times 10^{-3}\) in the right panel, compared to \(\alpha \approx 5 \times 10^{-3}\) in the left one. This is because the revolution period \(T_{\text{BN}}^*\) changes slowly when measured near the periapsis or the apoapsis (see Fig. 6), whereas it changes more rapidly in the intermediate region between the two extremes. If we can only measure a given number of revolutions (due to problems related to maintaining a stable setup for several days), considering initial conditions such that the movement starts at some point different from the apoapsis and periapsis implies a faster variation of \(T_{\text{BN}}^*\) and, thus, a larger sensitivity. Notice that changing the initial conditions does not make more challenging the experimental setup and, thus, is a zero-cost improvement.

\(^4\) We have not studied larger revolution numbers, as maintaining experimental conditions over several days (30 revolutions take more than 2 days, for the considered initial conditions) may be difficult.
5 Optimization in the presence of backgrounds

We are now in position to study the sensitivity of the proposed setup to deviations from Newton's $1/r^2$ law parameterized by the Yukawa potential of Eq. (5) in the presence of generic backgrounds. We will study the effect of background sources for two different choices of the initial conditions:

- **Case 1**: This is the case of maximal sensitivity, that corresponds to an orbit with maximal eccentricity. The initial conditions are $r_0 = 111.8 \mu m$, $\dot{r}_0 = 30.6$ nm s$^{-1}$ and $\dot{\theta}_0 = 491.4 \mu rad$ s$^{-1}$ ($r_a \sim 150 \mu m$).

Fig. 7 Variation of the size of the collisional region (meshed red) within the region of the parameter space that can be tested with the proposed setup (pink) as a function of the initial conditions. Left panel: $r_0 = 111.8 \mu m$, $\dot{r}_0 = 30.6$ nm s$^{-1}$ and $\dot{\theta}_0 = 491.1 \mu rad$ s$^{-1}$ (corresponding to $r_a \sim 150 \mu m$); Middle panel: $r_0 = 138.7 \mu m$, $\dot{r}_0 = 13.4$ nm s$^{-1}$ and $\dot{\theta}_0 = 363.5 \mu rad$ s$^{-1}$ ($r_a \sim 160 \mu m$); Right panel: $r_0 = 177.7 \mu m$, $\dot{r}_0 = 13.4$ nm s$^{-1}$ and $\dot{\theta}_0 = 259.3 \mu rad$ s$^{-1}$ ($r_a \sim 200 \mu m$ and $r_p \sim 100 \mu m$).

Fig. 8 Sensitivity of the proposed experimental setup in the $(\lambda, \alpha)$ plane at the 95% CL. The blue region represents the present experimental bounds (see Fig. 3). The dark red-meshed region is the part of the parameter space for which a Beyond-Newtonian potential induces collision between S and P (whereas for a Newtonian potential S would orbit around P). Eventually, the pink-shaded region is the part of the parameter space for which we can detect precession in the presence of New Physics (and that can be thus excluded in the case no signal is observed). The boundary of the sensitivity region is drawn for values of $\lambda$ and $\alpha$ for which we expect the maximal variation of the period, $\Delta T_{max}$, defined in Eq. (22), to be as large as 2 s (twice the assumed clock precision), for $N_{rev} = 10$ (dot-dashed lines), $N_{rev} = 20$ (dashed lines), and $N_{rev} = 30$ revolutions (solid lines). Left panel: the initial conditions are chosen so that the trajectory of S around P starts at the apsis: $r_0 = r_{apo} = 150 \mu m$ and $\dot{\theta}_0 = 273.0 \mu rad$ s$^{-1}$; Right panel: the initial conditions are chosen so that the trajectory of S around P starts at a point between the periapsis and the apoapsis, by choosing a non-vanishing initial radial velocity: $r_0 = 111.8 \mu m$, $\dot{r}_0 = 30.6$ nm s$^{-1}$ and $\dot{\theta}_0 = 491.4 \mu rad$ s$^{-1}$.
The first case represents the maximum sensitivity for the considered setup, situation that would only be achieved with a fine control of the possible noise sources, whilst the second choice corresponds to a simpler scenario, with a more straightforward calibration phase. In order to set these initial conditions, it was suggested in Ref. [1] to use a precisely calibrated laser to put the Satellite into motion with the desired initial velocity, \( \dot{\theta}_0 = 491.4 \, \mu \text{rad s}^{-1} \), with an expected orbit with \( r_a \sim 150 \, \mu \text{m} \) and \( T_N \sim 2 \, \text{h} \, 30 \, \text{min} \).

- **Case 2**: The second case is a more conservative one. The setup is slightly less sensitive to the signal, but much less affected by possible backgrounds (in particular, the potentially troublesome Casimir effect, see Appendix C). In this case we use \( r_0 = 177.7 \, \mu \text{m}, \) \( \dot{\theta}_0 = 13.4 \, \text{nm s}^{-1} \) and \( \dot{\theta}_0 = 259.2 \, \mu \text{rad s}^{-1} \), with \( r_a \sim 200 \, \mu \text{m} \) and \( T_N \sim 4 \, \text{h} \, 30 \, \text{min} \).

The first case represents the maximum sensitivity for the considered setup, situation that would only be achieved with a fine control of the possible noise sources, whilst the second choice corresponds to a simpler scenario, with a more straightforward calibration phase. In order to set these initial conditions, it was suggested in Ref. [1] to use a precisely calibrated laser to put the Satellite into motion with the desired radial and angular velocity (see Ref. [39]).

### 5.1 Qualitative effects of backgrounds on revolution period

So far, we have identified the region of the parameter space for which the proposed experiment will be sensitive to New Physics, and determined within it the part in which collision between S and P may occur. These depend on the chosen initial conditions. Now we can address the impact of possible backgrounds which, added to the Newtonian potential, may originate a precession signal similar to the BN one, invalidating possible results. The most important expected backgrounds are the following:

1. **Electrostatic forces**: Coulombian (monopolar) forces go like \( 1/r^2 \) and therefore, would not induce precession. Other electric forces, such as multipolar or Van der Waals ones have a more exotic behaviour related to the actual shapes of the bodies, but are expected to be reduced by a proper choice of materials. Recall that the Satellite of the setup proposed here is a diamagnetic sphere a made of pyrolitic graphite, with perpendicular and parallel conductivities \( \sigma_\perp \in [4, 6.6] \, \text{S cm}^{-1} \) and \( \sigma_\parallel \in [2.2, 2.8] \, \text{S cm}^{-1} \), respectively, to be compared to that of a conducting material (such as iron, for which \( \sigma \sim 10^5 \, \text{S cm}^{-1} \) [41]).

2. **Electric Casimir force**: The Casimir force between two parallel conducting planes at distance \( d \) goes as \( 1/d^4 \) for small separations, whereas for a conducting sphere and a plane (with separation \( d \) between surfaces much smaller than the radius of the sphere, \( R \)) it goes as \( R/d^3 \). In the case of two conducting spheres at separation \( d \) between surfaces much smaller than both radii (\( R_1 \) and \( R_2 \)), it is proportional to \( 1/d^3 \times R_1 R_2/(R_1 + R_2) \) \([42]\). Due to the choice of materials, being P a conductor and S an insulator, the Casimir force is expected to be repulsive and reduced compared to the case of two ideal conductors.

3. **General relativity effects**: induce a correction to the gravitational force proportional to \( 1/r^4 \). They have been studied in Ref. [1], finding that they are irrelevant in practice for the considered setup.

4. **Gravitational Casimir forces**: may also be induced between the two bodies. This force has been computed to go as \( 1/r^6 \) in the plane-plane geometry (see, e.g., Ref. [43]), so we expect that for the proposed setup would also be strongly marginal.

In Appendix C we discuss the most relevant among these backgrounds, focusing mainly on the electric Casimir effect.

As we have previously commented, dominant backgrounds of electrical origin have the same \( r \)-dependence as the Newtonian gravitational potential. However, other backgrounds would have a different \( r \)-dependence, as it is the case of General Relativity corrections or of the electric Casimir force. In order to study the impact of generic background sources, we can define a modified-Newtonian potential (mN) assuming the following functional form:

\[
V_{mN}(r) = -\frac{Gm_p}{r} \left( 1 + \frac{Q_2}{r^2} + \frac{Q_3}{r^4} + \frac{Q_4}{r^6} + \ldots \right),
\]

where the names \( Q_k \) refer to the \( 1/r^k \)-dependence of the corresponding terms in the modified gravitational force. For simplicity, we have not considered terms with \( k > 4 \) that should be sub-dominant (we will estimate their impact on the sensitivity in Sect. 6, though). The motivation behind this particular choice of modified potential is the following: all the foreseeable backgrounds listed above can be written as central potentials (as is the case of most electrically-induced corrections, General Relativity correction, and terms related to Casimir force, either electrical or gravitational). Deviations from homogeneity or isotropy could also be parameterized in a polynomial expansion as long as the typical length scale of the deviations is much smaller than the distance between S and P.

In the rest of the section, we will consider attractive backgrounds, only. This means that \( Q_2, Q_3 \) and \( Q_4 \) will all be taken to be positive. There are several reasons why this is done. First, many of the possible backgrounds are expected to be attractive, and so the presence of additional repulsive effects would only counter them. Second, for a given absolute value of the background the impact on the experiment would be higher should it be attractive. Finally, as we are
focusing on $\alpha > 0$, precession induced by a dominant repulsive background would be clearly distinguishable from the desired signal, since it would proceed in the opposite sense as the one expected from BN effects. Therefore, this choice puts us in the worst case scenario.

Knowledge of the sign of the background sources from a calibration phase will, thus, tell us in advance if the sensitivity of the setup is maximal for positive or negative $\alpha$. The same analysis could easily be repeated for repulsive backgrounds.

We can now qualitatively study the movement of $S$ under the action of a mN-potential in the absence of BN effects. We observe in Eq. (23) that $Q_2$ is a background which can be added to the strength of the $1/r$ Newtonian term in the potential with the effect of increasing the effective Newton’s constant, $G_N \to G_N(1+Q_2)$. Therefore, as observed in Fig. 9, it only produces a reduction of the period, which is the expected effect for all of the dominant electrically-induced attractive backgrounds. As previously stated, such backgrounds would not affect the sensitivity of the experiment, although they must be controlled since they could lead to an undesired collision between $S$ and $P$. The variation of the period between consecutive revolutions, observable in the plot, signals a precession of the orbit. It is, however, induced non-vanishing values of $Q_3$ and $Q_4$ ($Q_3 = 0.2 \mu m$ and $Q_4 = 1 \mu m^2$ in Fig. 9).

The two background sources $Q_3$ and $Q_4$ have similar implications on the revolution time, as is depicted in Fig. 10. In the left panel, we show the $Q_3$-dependence of the revolution time for fixed $Q_2 = 0.001$ and $Q_4 = 3 \mu m^2$. In the right panel, we show the same for $Q_4$, with $Q_2 = 0.001$, $Q_3 = 0.1 \mu m$. Both background sources induce a reduction of the average period and a separation between the maximum BN period values and the Newtonian one, together with a notorious precession similar to that observed in Fig. 6. Due to the softer $r$-dependence, the impact of $Q_3$ is, however, larger than that of $Q_4$ (notice the vertical scale).

In conclusion, both mN- and BN-potentials produce qualitatively similar signals. Hence the question is how much should backgrounds be controlled so that any positive signal can be correctly attributed to New Physics. To this end, we will compare the possible outputs of a purely BN-potential to the mN-case to see for which values of the background parameters the signal produced by the first can be statistically distinguishable from one generated by the second. All statements will be made for a 95% CL, meaning the signals produced by the mN-potential would be at least 2 s smaller than those produced in the BN case. Once a measurement with some clear BN signature is made, it would be necessary to combine New Physics and background effects in a single potential, and to use a more elaborated observable to be able to precisely determine a point in the $(\lambda, \alpha)$ plane. A study of the positive signal scenario is made in Sect. 6.2.

5.2 Impact of backgrounds on the experimental limits

We will now study whether the proposed setup is capable of producing a signal statistically different from one generated by the mN-potential. First, we will study the amount of noise that could be allowed if we want to avoid collision. Second, we will determine which levels would still allow to differentiate some BN signal from the background effect in most of the sensitivity region of the experiment.

The first aspect is studied in Fig. 11. We depict the correlation between two background sources with the third one fixed to some specific value as shown in the plot legend. From left to right, we present the $(Q_2, Q_3)$, $(Q_2, Q_4)$ and $(Q_3, Q_4)$ planes, respectively. The red-shaded areas represent the regions of the parameter space for which the background sources are small enough so that with the chosen initial conditions that avoid collision between $S$ and $P$ in the Newtonian case, the mN-potential also implies non-collisional trajectories. The color-coding corresponds to different values of the third background source in each panel.

The top row corresponds to Case 1, while the bottom one represents Case 2. By looking at our results for the former, we can make a few observations: the ultimate values for which the behaviour of the setup is unspoiled by backgrounds are $Q_2 \leq 10^{-2}$ and $Q_3 \leq 3 \times 10^{-1} \mu m$ (top row, left panel). Note that the two shaded regions corresponding to different values of $Q_4$ overlap almost perfectly, implying that these

6 In case some background source is accurately known from a calibration phase, this same analysis could be repeated including it to the BN case.

7 Remind that we are considering here only positive values for all $Q_i$. The same analysis could be repeated taking into account negative ones, although in that case there would be a cancellation effect that would prevent collision.
Fig. 10 - Evolution of the orbital period of S around P (in seconds) during the first 400 revolutions for different values of the parameters in the mN-potential. In each panel we keep constant two parameters and vary the last one, being it $Q_3$ on the left (for $Q_2 = 0.001$, $Q_4 = 3 \mu m^2$) and $Q_4$ on the right (for $Q_2 = 0.001$, $Q_3 = 0.1 \mu m$). We observe that both $Q_3$ and $Q_4$ produce similar effects, albeit the former has a bigger impact.

Fig. 11 - Values of the background sources $Q_2$, $Q_3$ and $Q_4$ (red shaded regions) for which no collision between S and P is observed when using the mN-potential. Within these regions neither the Newtonian nor the modified-Newtonian potential induce collision. From left to right, correlations between the different background sources in the planes $(Q_2, Q_3), (Q_2, Q_4)$ and $(Q_3, Q_4)$ are shown. Top row: Case 1; bottom row: Case 2. Different values of the parameters not represented in each panel are shown, as explained in the respective legends.
Fig. 12 Values of background sources $Q_3$ and $Q_4$ (blue shaded regions) for which the precession induced by the mN-potential differs from that induced by the BN-potential, for specific points in the $(\lambda, \alpha)$ plane, by a value larger than twice the clock precision (2 s). Within this region we could claim that any observed precession would be due to New Physics and not to background sources. From left to right: Top row (Case 1): $\lambda = 10 \mu m$, 30 $\mu m$ and 60 $\mu m$; Bottom row (Case 2): $\lambda = 20 \mu m$, 30 $\mu m$ and 60 $\mu m$. In each panel, several values of $\alpha$ are shown, as explained in the legends.

bounds are mostly independent on the value of the remaining background. Moreover, these two background sources have very small correlations (as the red-shaded areas are approximately rectangular-shaped). Nevertheless, some correlations can be appreciated in the other two panels of the top row, where we can see that the upper bound for which the behaviour is unspoiled in the $(Q_2, Q_3)$ and $(Q_3, Q_4)$ planes changes for varying $Q_3$ (middle panel) and $Q_2$ (right panel).

The upper bound on $Q_4$ depends, indeed, on the values of $Q_2, Q_3$, with $Q_4^{\text{max}} \in [10^1, 10^2] \, \mu m^2$. We conclude that $1/r$ and $1/r^2$ backgrounds affect the most the qualitative behaviour of the orbit of $S$ around $P$. This effect should be more important the smaller the initial distance between $S$ and $P$ is, what can indeed be seen in the bottom row, corresponding to Case 2 (with a larger $r_0$ than Case 1). We get in this case: $Q_2 \leq 5 \times 10^{-1}$, $Q_3 \leq 10^3 \, \mu m$ and $Q_4 \leq 10^3 \, \mu m^2$, approximately. For this choice of initial conditions, we can see that correlations between the three background sources are also small.

After determining the maximum values of $Q_i$ for which the sole effect of backgrounds would not induce collision, we study which levels of noise are small enough to preserve the sensitivity of the experimental setup, and how the ultimate sensitivity in the $(\lambda, \alpha)$ plane is affected by noises. In order to study the impact of the different background sources, we fix $Q_2 = 0.001$ in Case 1 and $Q_2 = 0.01$ in Case 2 (since this parameter does not induce precession of the orbit), and compare the signal induced by a mN-potential for different values of $Q_3$ and $Q_4$ with that expected from a BN-potential for different values of $(\lambda, \alpha)$ inside the sensitivity region. This indicates which the maximum backgrounds allowed to have for a clear New Physics signal are.

Our results for different values of $\alpha$ at fixed $\lambda$ are given in Fig. 12, again for two possible choices of initial conditions: Case 1 (top row) and Case 2 (bottom row). In each panel we compute $\Delta T_{\text{BN}}^{\text{max}}$ over $N_{\text{rev}} = 30$ revolutions using the BN-potential with a fixed value of $\lambda$ ($\lambda = 10 \mu m$, 30 $\mu m$ and 60 $\mu m$, from left to right) for several values of $\alpha$, different in each panel. We then compute the signal induced using the mN-potential and find the values of the background parameters that give a signal that differs from the BN one by less than 2 s (twice our choice for the clock precision). The regions in the $(Q_3, Q_4)$ plane for which we can distinguish the two models are depicted by blue-shaded areas, whose hue depend
Fig. 13 Values of background sources $Q_3$ and $Q_4$ (green shaded regions) for which the precession induced by the mN-potential differs from that induced by the BN-potential, for specific points of the $(\lambda, \alpha)$ plane, by a value larger than twice the clock precision (2 s). Within this region we could claim that any observation of precession would be due to New Physics and not to large background sources. From left to right: Top row (Case 1): $\alpha = 0.020, 0.010, \text{ and } 0.005$; Bottom Row (Case 2): $\alpha = 0.50, 0.10, \text{ and } 0.02$. In each panel, several values of $\lambda$ are shown, as explained in the legends. The background sources have been normalized to the correct power of $\lambda$ in order to have comparable results using adimensional coefficients.

on the particular value of $\alpha$. For larger values of $Q_3$ and $Q_4$, the two potentials give results that are too similar to be distinguished and therefore, it would not be possible to claim that observing precession is a distinctive signature of a BN-gravitational potential. A general comment that can be drawn is that the effect of backgrounds is much more relevant for those points of the parameter space that are nearer to the ultimate sensitivity of the experimental setup (see Fig. 8).

In Fig. 13 we show the same kind of analysis, albeit for fixed values of $\alpha$ and several different values of $\lambda$ (as shown in the legend of each panel). As before, top and bottom rows refer to different choices of the initial conditions: top row stands for Case 1, and bottom row for Case 2. In order to compare in the same plot values for dimensionful background sources ($Q_3$ and $Q_4$) at different values of $\lambda$, we have normalized them by powers of $\lambda$: $\hat{Q}_3 = Q_3/\lambda$; $\hat{Q}_4 = Q_4/\lambda^2$. This way we have adimensional quantities easier to compare, as it is the case of $Q_2$. As before, in each panel we first compute the expected maximum period variation over 30 revolutions defined in Eq. (22), $\Delta T_{\text{max}}^{\text{BN}}$, using the BN-potential for a particular point in the $(\lambda, \alpha)$ plane. Second, we compute the signal induced using the mN-potential by increasing values of $Q_3$ and $Q_4$. Eventually we find the value for which this background-induced signal differs from the BN one by less than 2 s. The regions in the $(\hat{Q}_3, \hat{Q}_4)$ plane for which we can distinguish the two models are depicted by green-shaded areas, the hue of which depends on the particular value of $\lambda$. As before, we observe how the effect of backgrounds is more relevant on the border of the ultimate sensitivity of the experimental setup (see, again, Fig. 8). For example, looking at the top left panel in Fig. 13, we can see that, for $\lambda = 75 \mu\text{m}$ and $\alpha = 0.004$, we require $\hat{Q}_3 \lesssim 0.025$, whereas for $\lambda = 25 \mu\text{m}$, $\hat{Q}_3 \lesssim 0.010$ is enough.

To sum up, we have found that in order to preserve most of the ultimate sensitivity of the experimental setup as depicted in Fig. 8, some limits on the strength of the backgrounds should be established. For the choice of initial conditions corresponding to Case 1 we must keep $Q_3 \lesssim 0.05 \mu\text{m}$ and $Q_4 \lesssim 1 \mu\text{m}^2$. On the other hand, for Case 2 it would be enough to have $Q_3 \lesssim 0.1 \mu\text{m}$ and $Q_4 \lesssim 5 \mu\text{m}^2$. In both cases, however, larger values of the background sources can still be allowed if we are focusing on points far from the edge of the sensitivity region. Armed with these results, we...
can now move to show the expected performances of the experimental setup in the presence of backgrounds.

6 Sensitivity and measurements

After optimizing the proposed experimental setup and studying the effect of possible background sources in detail, we sum up our final results in this section. First, we show in Sect. 6.1 our updated sensitivity limits when background sources are added to the Newtonian potential, as done in Eq. (23). These results should be compared with those presented in Ref. [1] and in Fig. 8 of the present work. Then in Sect. 6.2, we consider the case in which a positive signal is detected. We assume that the signal is produced by some polynomial backgrounds, for which we expect a sizeable precession of the orbit of S around P. Then, we check the precision that could be attained on λ and α by the proposed experimental setup and the impact of changing the initial conditions.

6.1 Sensitivity limits with backgrounds

Our final results for the expected sensitivity of the optimized setup in the (λ, α) plane, for positive α, are given in Fig. 14. These results are presented in presence of attractive backgrounds, whose exact values are unknown, but for which some upper limits have been set in a previous calibration phase, denoted as Qi (so 0 ≤ Qi ≤ Qj). As in the previous Section, measures are done over 30 revolutions and we consider two possible choices of the initial conditions:

- **Case 1** (top row): r0 = 111.8 μm, ˙r0 = 30.6 nm s\(^{-1}\) and ˙θ0 = 491.1 μrad s\(^{-1}\); for which we have ra ~ 150 μm, T\(_N\) ~ 2 h 30 min.
- **Case 2** (bottom row): r0 = 177.7 μm, ˙r0 = 13.4 nm s\(^{-1}\) and ˙θ0 = 259.2 μrad s\(^{-1}\); for which we have ra ~ 200 μm, T\(_N\) ~ 4 h 30 min.

The main difference between the two cases is that the second choice is more conservative: as the distance between both bodies is larger, the impact of Q3 and Q4-like backgrounds is suppressed. This comes however with some loss in the ultimate sensitivity of the experimental setup, mainly for small λ.

Both cases give rise to a bounded orbit when using the mN-potential with attractive backgrounds chosen within certain limits to avoid collision between the spheres (as discussed at the beginning of Sect. 5.2). These backgrounds, however, lead to a loss of sensitivity. On the other hand, in the case of repulsive backgrounds, as is expected to be the case of the electric Casimir effect, we expect them to prevent collision from occurring and to induce precession in the opposite sense to a BN-potential with positive α, meaning the impact on the setup would be smaller. However, unless kept small, they may lead to open trajectories. In this scenario, a re-optimization of the setup and a new analysis analogous to that of Sect. 5 for repulsive background sources would probably allow to deal with them with just a minor loss in the ultimate sensitivity.

We now discuss Fig. 14. We have shown in previous Sections that Q2 does not affect our sensitivity to New Physics as it does not induce precession. Thus in all panels Q2 is assumed smaller than some fixed value. In particular, for **Case 1** we choose Q2 = 10\(^{-3}\), and for **Case 2**, Q2 = 10\(^{-2}\). Within each row, left and right panels show the sensitivity for two different bounds on the sub-dominant background source, Q4. For **Case 1** we set Q4 = 1 μm\(^2\) (left panel) and Q4 = 0.1 μm\(^2\) (right panel). For **Case 2** we use Q4 = 10 μm\(^2\) (left panel) and Q4 = 1 μm\(^2\) (right panel). The dependence of the sensitivity on the dominant background source, Q3 is shown by drawing different contours in each panel corresponding to different values of Q3. Different dashing types (defined in the plot legend of each panel) refer to Q3 = 0.05 μm, 0.1 μm and 0.3 μm in the top row (**Case 1**), and Q3 = 0.5 μm, 1.0 μm and 5.0 μm in the bottom row (**Case 2**). Notice that in **Case 2** we may allow for generically larger background sources compared to **Case 1**, as the choice of initial conditions is more conservative.

As always, the region excluded by present experiments [25] is depicted in blue and the collisional region is represented in meshed red. Notice that for **Case 1** the collisional region is significantly larger than for **Case 2**.\(^8\) In the former case, it is thus more likely that we observe crashing of S onto P, while in the latter, most of the parameter space can be tested by looking for precession in bounded non-collisional orbits of S around P. Non-observation of crashing will exclude region of the parameter space corresponding to the collisional region. The ultimate sensitivity of the setup using a precession measurement is presented in pink for increasing values of Q3, while the white region on the left corresponds to the region of the parameter space where we are not able to distinguish a New Physics signal irrespectively of the backgrounds. The borders of each region represent the value of (λ, α) for which the difference between the observable ΔT\(_{BN}^\text{max}\)(λ, α) and ΔT\(_{\text{max}}\)(Q2, Q3, Q4) is equal to twice the expected clock error, σ\(_E\) = 1 s, i.e.,

\[
\chi^2 = \frac{[\Delta T_{BN}^\text{max}(\lambda, \alpha) - \Delta T_{\text{max}}(Q_2, Q_3, Q_4)]^2}{\sigma_E^2} = 4. \tag{24}
\]

\(^8\) Note that the depicted collisional regions are the same than in the noiseless scenario. The reason behind this is that we focus on bounded non-collisional trajectories and only assume upper bounds for attractive background sources. In order to deal with the collisional case, a new analysis would be required.
Fig. 14 Sensitivity of the proposed experimental setup in the $(\lambda, \alpha)$ plane in the presence of $Q_i$ attractive backgrounds with $1/r$, $1/r^2$ and $1/r^3$ dependence which are only known to be smaller than some upper limits $Q_i$. The blue region represents the present experimental bounds (see Fig. 3). The red-meshed region is the part of the parameter space for which a Beyond-Newtonian potential will induce collision between S and P. The pink-shaded region is the part of the parameter space for which we would detect precession in the presence of New Physics, expected to be large enough to be distinguishable from the signal induced by the backgrounds (and that can be thus excluded at 95% CL in the case no signal is observed). The boundary of the sensitivity region is drawn for values of $\lambda$ and $\alpha$ for which we expect the difference between $\Delta T_{\text{mN}}^\text{max}$ and $\Delta T_{\text{BN}}^\text{max}$ to be equal to twice the expected clock error, $\sigma_T = 1$ s. Top row: Case 1. Both panels assume $Q_2 = 10^{-3}$ and fixed $Q_4$ (left panel: $Q_4 = 1 \mu m^2$; right panel: $Q_4 = 0.1 \mu m^2$). In each panel, several values of $Q_3$ are shown: $Q_3 = 0.05 \mu m$ (dotted line), $Q_3 = 0.1 \mu m$ (dotted line), and $Q_3 = 0.5 \mu m$ (dashed line), as reported in each plot legend. Bottom row: Case 2. Both panels assume $Q_2 = 10^{-2}$ and fixed $Q_4$ (left panel: $Q_4 = 10 \mu m^2$; right panel: $Q_4 = 1.0 \mu m^2$). In each panel, we have: $Q_3 = 0.1 \mu m$ (dotted line), $Q_3 = 1.0 \mu m$ (dotted line), and $Q_3 = 5.0 \mu m$ (dashed line). In all cases the solid line corresponds to the noiseless scenario as presented in Fig. 8.

where $\Delta T_{\text{mN}}^\text{max}$ is defined in an analogous way to $\Delta T_{\text{BN}}^\text{max}$. Therefore, contours delimit the area of the parameter space that could be excluded by the experimental setup at 95% CL. The best sensitivity is, of course, obtained without backgrounds (solid line). As expected, we observe that the sensitivity of the setup decreases for increasing $Q_3$. Notice that the impact of $Q_3$ is much larger than that of $Q_4$, as expected. Using as a benchmark $\alpha \sim 1$ (corresponding to the generic size of $\alpha$ for LED models [8,9]), we can see that the ultimate sensitivity bounds of the setup in Case 1 in the absence of backgrounds is, approximately, $\lambda \lesssim 5 \mu m$. On the other hand, when a hindering combination of background sources is considered (e.g., $Q_2 = 10^{-3}$, $Q_3 = 0.3 \mu m$ and
measurements at its best. It is thus clear that for $Q_2$, the sensitivity for $\alpha \sim 1$ is a bit worse: it ranges from $\lambda \lesssim 10 \mu\text{m}$ with no backgrounds to $\lambda \lesssim 20 \mu\text{m}$ for the worst considered case ($Q_2 = 10^{-2}$, $Q_3 = 5.0 \mu\text{m}$ and $Q_4 = 10.0 \mu\text{m}^2$). Still, it is a factor two better than present bounds.

A significant difference between Case 1 and Case 2 is the fact that, for the worst possible choice of background sources, in the former case the region of the parameter space where we expect precession is rather small compared to the region for which the bodies would collide. This is a severe limitation, since it require a much more precise calibration of initial conditions and because the experiment has been designed to take full advantage of measurement repetition of the revolution time. On the other hand, for Case 2 the collisional region is very small, and the experimental setup can exploit repeated measurements at its best. It is thus clear that for Case 1 it is much more important to keep the background level under control; for example, compared to $Q_3 = 0.3 \mu\text{m}$, a significant increase in the sensitivity in presence of backgrounds is obtained if we manage to keep $Q_3 \leq 0.1 \mu\text{m}$, irrespectively of $Q_4$. For $Q_3 \leq 0.05 \mu\text{m}$ the impact of $Q_4$ becomes more relevant, as it can be seen comparing the difference between the line of ultimate sensitivity for no backgrounds (solid line) and that for $Q_3 = 0.04 \mu\text{m}$ (dot-dashed line) in both figures.

Finally, we have quantified the impact of possible backgrounds that could appear as terms with an $r$-dependence proportional to $1/r^k$ with $k \geq 5$ in Eq. (23). These backgrounds include, for example, the gravitational Casimir effect (whose contribution to the force goes as $1/r^6$). We have found that the results shown in Fig. 14 do not significantly change if we include a $Q_5/r^3$ term with $Q_5 \leq 10 \mu\text{m}^3$ in Case 1 or $Q_5 \leq 25 \mu\text{m}^3$ in Case 2. Therefore, our results are robust under the hypothesis of neglecting higher-order corrections to Newton’s potential, as long as such corrections are smaller than the considered backgrounds and the quoted bounds, something that should be checked in a calibration phase once materials and environmental conditions under which the experiment is carried on are defined.

6.2 Performance of the experimental setup in case of a positive signal

We will now study a different possibility: that the experimental setup measures an unambiguously positive signal of deviation from Newton’s $1/r^2$ law induced by New Physics. In this case, our main interest shifts to understanding the attainable precision with which the experimental setup is able to determine the two parameters of the BN-potential, $\lambda$ and $\alpha$. There are two possible positive signals depending on the region of the parameter space where $(\lambda, \alpha)$ lie:

1. **Within the collisional region:** We observe a collision between S and P for a choice of the initial conditions for which the Newtonian potential (and the modified Newtonian potential, once $Q_2$, $Q_3$ and $Q_4$ are known and controlled) would give a bounded non-collisional trajectory.

2. **Outside of the collisional region:** We are able to detect precession statistically different from that expected for the modified-Newtonian potential with a given set of $Q_2$, $Q_3$ and $Q_4$.

To properly determine $\lambda$ and $\alpha$, it is necessary to explicitly include the effect of background sources (which are controlled from a calibration phase) into the BN-potential. To this end we would use a modified Beyond-Newtonian potential

$$V_{\text{mBN}}(r) = -\frac{G_{\text{mNP}}}{r} \left(1 + Q_2 + \frac{Q_3}{r^2} + \frac{Q_4}{r^4} + \alpha e^{-r/\lambda}\right).$$

(25)

As before, it is probable that only some bounds for the $Q_i$-background are known. This would introduce an additional uncertainty in the determination of the BN parameters.

In the first case above, we could measure the time that takes to S to fall onto P, $T_{\text{crash}}^{\text{obs}}$. Using the modified Beyond-Newtonian potential we could compute which values of $\lambda$ and $\alpha$ will give a trajectory that last for the same time (within errors). From this measurement, we could eventually draw contours in the $(\lambda, \alpha)$ plane corresponding to any number of standard deviations. To do so, we would compute

$$\chi^2 = \frac{\sum_{j=1}^{N_{\text{rep}}} \left[ T_{\text{crash}}^{\text{obs}}(\lambda, \alpha) - T_{\text{crash}}^{\text{obs}} \right]^2}{\sigma_j^2},$$

(26)

where, since we do not know the particular values of $Q_i$, we use the ones, within the bounds determined in a calibration phase, which maximize the $\chi^2$ at each point in the $(\lambda, \alpha)$ plane. Also $N_{\text{rep}}$ is the number of repetitions (each one labelled with $j$) of the measurement that we perform. The procedure of repeating is straightforward, and it should allow to take into account errors in the choice of the initial conditions. However, repetitions could also include new measurement with different initial conditions that could allow for a better determination of $(\lambda, \alpha)$.

Recall, however, that our experimental setup has not been optimized to exploit collisional trajectories. In contrast, its optimal performance should be obtained in the case of a positive signal in the non-collisional region, where a large amount of information on repeated orbits of S around P can be stored. In this second region, the statistical distribution

\footnote{We are using in this paper just a simple measurement of the time needed to perform a $2\pi$-revolution of S around P, but of course many...}
to be studied is the following:

$$\chi^2 = \max_{\vec{Q}_i} \sum_{i=1}^{N_{\text{rep}}} \sum_{j=1}^{N_{\text{rev}}} \left[ \frac{T_{i, n \text{BN}}(\lambda, \alpha) |_{Q_2, Q_3, Q_4} - T_{i, \text{obs}}}{\sigma_T^2} \right]^2,$$

(27)

where $T_{i, \text{obs}}$ is the time it takes to S to perform the $i$-th 2π-revolution around P, and $T_{i, n \text{BN}}(\lambda, \alpha) |_{Q_2, Q_3, Q_4}$ is the expected $i$-th revolution time for a given choice of $\lambda$ and $\alpha$, and fixed values of $Q_2$, $Q_3$ and $Q_4$, computed using Eq. (25). As before, we explicitly indicate the fact that the measurement could be repeated $N_{\text{rep}}$ times.

Our results for the case of a positive signal in the non-collisional region are shown in Fig. 15. We generated a set of theoretical expectations over 30 revolutions to replace the experimental measurements, for two benchmark points of the parameter space, $(\bar{\lambda}, \bar{\alpha})$, depicted by a black dot in all panels. These points are chosen so they can be studied with initial conditions similar to those adopted in Case 1 and Case 2 when discussing the experiment sensitivity. Moreover, as $Q_2$ does not affect precession measurements and $Q_4$ is sub-dominant, they have both been set to zero, while some particular values of $Q_3$, denoted as $\tilde{Q}_3$, have been taken into account. In the posterior analysis, we consider $Q_3$ to be positive and set an upper bound for its value, $\tilde{Q}_3$, as done in the previous section. The four panels in Fig. 15 are defined as follows:

- Top row (Case 1): We have $\tilde{\lambda} = 5.12 \, \mu m$, $\tilde{\alpha} = 0.031$, and $\tilde{Q}_3 = 0.005 \, \mu m$, and have set $Q_3 = 0.05 \, \mu m$ for the analysis. Clearly, the minimum of the $\chi^2$ distribution defined in Eq. (27) coincides with $\bar{\lambda} = \tilde{\lambda}$ and $\bar{\alpha} = \tilde{\alpha}$, and $\chi^2_{\text{min}} = 0$, as we are not taking into account statistical fluctuations. In the left panel, we show the 2σ contour for $\Delta \chi^2 = \chi^2 - \chi^2_{\text{min}}$ for three different choices of the initial conditions (as defined in the plot legend). The change of the initial conditions when we observe a positive deviation from Newton’s $1/r^3$ law is needed to significantly reduce the correlation between the determinations of $\lambda$ and $\alpha$. This is depicted in the right panel, where we show 1σ, 2σ and 3σ contours for the combined fit of the three measurements. As a reference, we represent the current excluded region (in blue) and the collisional region in the absence of backgrounds (in meshed red). We can see for this particular benchmark point and Case 1 initial conditions that the correlation is successfully removed, and a very precise measurement of $\bar{\alpha}$ is possible (with a larger error in $\bar{\lambda}$, though).

- Bottom row (Case 2): We have: $\tilde{\lambda} = 26.3 \, \mu m$, $\tilde{\alpha} = 0.148$, and $\tilde{Q}_3 = 0.05 \, \mu m$, and we use a prior $Q_3 \leq 0.5 \, \mu m$. Again, in the left panel we show 2σ contours for three different choices of the initial conditions (as indicated in the plot legend), whereas in the right panel we combine the three measurements and give 1σ, 2σ and 3σ contours for the combined fit. In this case, we can see that a very good measurement of $\bar{\lambda}$ is possible, albeit we can have an error on $\bar{\alpha}$ larger than 100%.

The results we presented here could be repeated for other benchmark points in the parameter space, where we expect to obtain similar conclusions as long as these points are not too near the sensitivity limit of the experimental setup. In order to improve the precision of the measurement of the worst-measured parameter (either $\bar{\lambda}$ or $\bar{\alpha}$), the experiment could furthermore be repeated for more choices of initial conditions (something that, in turn, would require a better control of them).

We must eventually stress that, in case of a positive result, repeated measurements using different initial conditions could allow for something extremely interesting: by measuring simultaneously the Yukawa term, $\alpha \exp(-r/\lambda)$, and the $Q_i$ coefficients, we could pin down which particular modification of gravity we are dealing with. For example, extra-dimensional extensions of gravity can be cast in the form of a series of Yukawa terms $\exp[-f(m_\ell) r]$ whose exponent depends on the KK-graviton mass spectrum $m_\ell$ of each particular model (being it LED, CW/LD or RS). Differences between the specific extra-dimensional model arise in the dependence of the coupling of the Yukawa terms, $\alpha$, that in general is a function of the parameters that define the geometry of the extra-dimension (the compactification radius $R$ and the curvature $k$). On the other hand, other modifications of gravity imply a different dependence of $F_{\text{BN}}(r)$ on the spatial distance $r$ (see, for example, Refs. [26,33]). This specific dependence on $r$ of each model can be usually cast in form of a polynomial of central potentials, whose coefficients are precisely our $Q_i$ terms. Therefore, constraining $\alpha$ and $\lambda$ together with several $Q_i$ (instead of treating them as nuisances, as we have done here) could help in distinguishing different models. Clearly, a very good control over backgrounds and sources of systematics would be mandatory in order to carry on this task.

7 Conclusions

Extensions of the Standard Model of particle physics aiming at solving one or more of its open problems (the existence of Dark Matter in the Universe, the asymmetry between baryons and anti-baryons, or the origin of neutrino masses, to name just a few) have been proposed from the very beginning, most popular among them being Supersymmetry and Technicolor. These extensions were suggested to take care

Footnote 9 Continued

more details of the orbits could be studied by means of a micro-camera, for example.
of one of the theoretical longstanding problem of the SM: the hierarchy problem. This is nothing more that the annoyingly large hierarchy existing between the (by now observed) Higgs mass and the fundamental scale at which New Physics should replace the SM. From a field theoretical point of view the scalar mass should get corrections of the order of that fundamental scale. Therefore, the observed “light” Higgs mass asks for some cancellation mechanism to keep these additive corrections small, or that the scale of New Physics is indeed around the corner. Unfortunately, no hints of New Physics have been detected at the LHC, and models in which new particles are added to the SM spectrum with relatively light masses (within [100, 1000] GeV) are currently in trouble. During the the nineties, a different class of extensions was proposed to explain the hierarchy problem and, at the same time, tackle another longstanding problem: our inability to understand gravity as a quantum field theory. These models consider the existence of one or more extra spatial dimensions, that could be compact or not. In the market there are currently three frameworks: Large Extra-Dimensions, Randall–Sundrum and Clockwork/Linear Dilaton models. Of course, non-observation of tensions with the SM predic-
tions at the LHC also puts severe constraints to these models, when considered as possible solution to the hierarchy problem, as they all imply TeV-scale New Physics. As a consequence, a fundamental scale of gravity at the scale of few TeV is mostly excluded. However, these models also lead to deviations from known physics in a completely different realm: as they assume the existence of one or more new spatial dimensions, they also imply that Newton’s $1/r^2$ law for gravitational force is modified to take into account propagation of gravity in the new dimensions.

This is the problem that we have studied: how we can improve present bounds on deviations from Newton’s law, currently certifying that gravity behaves 4-dimensionally down to distances of $\lambda \sim 50$ $\mu$m (for a magnitude of the corrections of $\alpha \sim 1$). Experimental setups aiming at the study of deviations from Newton’s law usually measure the absolute value of the force acting between a source of gravitational field and a test mass.

These experiments, though, are significantly affected by electrically-induced backgrounds, which limits their sensitivity to New Physics. In a previous paper [1], it was suggested to study the dynamical behaviour of a microscopic gravitational system made of a Satellite orbiting around a bigger body, the Planet. New Physics effects would induce precession in the orbit of the former, what could be used as an unambiguous signal for terms of the effective potential that differ from the Newtonian one and from those generated by the main electrically-induced backgrounds. In spite of being independent of such backgrounds, an equivalent signal could nevertheless be generated by sub-dominant noises in a realistic setup.

In this paper we have explored in detail the expected results for a realistic experiment on the line of what proposed in Ref. [1], whilst adding two major improvements: first, we have reoptimized the setup in order to improve its sensitivity, understanding the dependence of the experimental observables on tunable parameters of the setup such as the mass of the gravitational source or the choice of initial conditions; second, and most important, we have studied the impact of attractive background sources that could be cast in terms of central potentials.

To do so we have used a modified Newtonian potential, adding terms proportional to $1/r$, $1/r^2$ and $1/r^3$, and computed the amount of precession they induce. Eventually, we have been able to derive constraints on the maximal amount of backgrounds of the three types that our experimental setup can allow without significant loss in the sensitivity to $\lambda$ and $\alpha$. Our final conclusion is that the proposed setup should be able to improve present bounds on $\lambda$ by a factor 5 to 10 for any value of $\alpha \in [5 \times 10^{-3}, 10^3]$.

The range of the improvement over present bounds depends significantly on the value of background terms in the potential, specially on those proportional to $1/r^2$, like the dominant contribution from the electric Casimir effect between two spheres. However, for this particular source it comes out that, taking a (mostly) conducting sphere as the Planet and a (mostly) insulating one as the Satellite (as in the setup we are proposing), the electric Casimir effect will be repulsive and induce precession in the opposite sense to New Physics for positive $\alpha$. This means that the sensitivity of the experimental setup is actually much less affected by this particular background source in the positive $\alpha$ half-plane than if it was attractive. The case of negative $\alpha$ would be much more influenced, since both electric Casimir effects and New Physics would produce precession in the same sense, meaning the signal would be much harder to isolate. In any case, we have left the analysis of this scenario for a future study.

Last, but not least, we have performed the exercise of studying the attainable precision with the proposed experimental setup in case of a positive signal of deviation from Newton’s law. We have shown that repeated measurements for slightly different choices of the initial conditions allow to break the correlations between $\lambda$ and $\alpha$, leading to a very good measurement of at least one of the two variables in the Beyond-Newtonian potential (which of them depending on the particular point of the parameter space).

To conclude, we think to have shown beyond any reasonable doubt the capability of a dynamical measurement of deviations from Newton’s law to improve over present bounds. We hope this paper may help in passing from a theoretical study of a gedanken experiment to a new phase in which this proposal may be implemented in a real table-top experiment.
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A Magnets configuration

In this Appendix we give some basic ideas regarding a magnet configuration that may be used to levitate the pyrolitic graphite Satellite (for more a more elaborate levitating setup, see Ref. [44]). In order to make things as simple as possible, we consider two commercial cylindrical neodymium (Sintered NdFeB) magnets, with remanent magnetic field of 1.25 T and 15 mm of radius. This yields within the range attainable with commercial magnets (usually between 1 and 1.4 T). We set them with their axes aligned and parallel to Earth’s gravitational field, with opposite orientations for their north/south poles, and separated by a distance of 4 mm. The orbital plane will be located between them with the planet on their common axis. The maximum operating temperature for these magnets is $T_{\text{max}} \in [80, 220] \degree C$, ensuring they will present the correct behavior under the conditions at which the proposed experiment would take place.

This configuration has been modeled using the COMSOL Multiphysics® software [45]. The magnetic force exerted on the Satellite is depicted in Fig. 16, where the region geometrically inside the magnets is represented in dark blue and the region in between the two is depicted via a color palette that gives the strength of the magnetic force in units of $10^{-12}$ N. The arrows on each line give an idea of the force field, once we take into account that the pyrolitic graphite diamagnetic susceptibility ($\chi = -1.6 \times 10^{-4}$) is negative. For a Satellite of mass $m_S = 1.2 \times 10^{-12}$ kg, the equilibrium position of the system is approximately 300 $\mu$m above the surface of the lower magnet. The Lab zone (the region where the Satellite orbits around the Planet) is located within the red rectangle, that we have drawn to give a graphical understanding of the setup. Remind that the typical orbits considered in this paper are a few hundreds of $\mu$m at most and, therefore, safely within the Lab. In this region, effects due to inhomogeneities of the surface of the lower magnet, of typical size smaller than 1 $\mu$m, depending on the coating of the magnets, are completely negligible.

The position of the Lab is a stable equilibrium region for the Satellite, as the magnetic force will cancel the Earth gravitational force. Should it be introduced slightly above the orbital plane, it will start to fall down and then oscillate around the orbit plane. These oscillations are orthogonal to the orbit plane, and so will have no impact on the determination of a precession signal. Similarly, border effect will generate magnetic forces tangential to the plane. These are expected to be negligible, since the radius of the magnets is much larger than the Lab size. Also, as the orbit is located near the axis of the magnets, these effects will produce a force linear with the distance to the axis, not inducing any precession, and so the signal will remain unspoiled. Nevertheless, these subdominant magnetic effects may affect the expected value of the revolution period or lead to unexpected collision between the two bodies. Therefore a careful calibration phase of the experiment must be considered. During this, any magnetically-induced electrical force should also be studied, even though the Satellite material has been particularly chosen in order to minimize such electrical effects.

B Uncertainties in the fixing of initial conditions

One of the key aspects of the experimental setup proposed in Sect. 3 is the fact that, by choosing an appropriate set of initial conditions for our microscopic planetary system we can optimize the signal-to-background ratio. However, our capability to fix a given set of initial conditions is also affected by uncertainties. First of all, the starting position of the Satellite is only known with a given error. On top of this, as we suggest in Sect. 3 and in Ref. [1], putting into motion our Satellite at a given velocity may be achieved by the means of photo-irradiation [39], a procedure which also implies an uncertainty.

A central point which is worth reminding is that a variation in the initial conditions does not affect whether the Satellite precedes or not around the Planet. Therefore, if we were able to detect precession, any error in the fixing of the initial conditions would be irrelevant. However, these uncertainties do play a role when trying to optimize the setup or to determine its sensitivity (i.e., its capability to exclude New Physics at a given confidence level), due to different reasons. First, errors in the choice of initial conditions eventually imply a wrong...
prediction of the Newtonian period. In Table 1 we can observe the size of the variation for percent level uncertainties.

Second, uncertainties also affect whether the Satellite collides with the Planet or not. This latter aspect is analyzed in the Newtonian scenario (without New Physics or backgrounds) in Fig. 17: for a given set of initial conditions that give a closed non-collisional orbit of S around P (where the black dot corresponds to three of these, as explained in the Figure legend), we show the range of relative variations of the initial radius, \( \Delta r_0/r_0 \), and of the absolute value of the initial total velocity,\(^{10} \Delta v_0/v_0 \), for which we would observe collision. For a given initial condition that would produce a closed non-collisional orbit, the corresponding colored region represents the relative changes \( \Delta r_0/r_0 \) and \( \Delta v_0/v_0 \) for which we instead expect a collisional trajectory. Each color refers to one of the different choices of \((r_0, v_0)\), as explained in the Figure legend. In order to preserve the closed orbit of S around P, we find that the initial conditions should differ from the theoretical choice less than a value that ranges between 1% for \( r_0 = 111.8 \, \mu m \) to \( \sim 10\% \) for \( r_0 = 138.7 \, \mu m \). If we are able to keep the uncertainties on the initial conditions below this value, observing collision when the expected Newtonian trajectory should be non-collisional would unambiguously point to Beyond-Newtonian physics (or significant backgrounds).

Finally, even if an error in the initial conditions fixing does not modify the qualitative behaviour of the motion of S (as it was in the previous case, changing from a closed non-collisional orbit to a collisional trajectory), it has a quantitative impact on the observed signal. In Fig. 18 we show how the observable described in Eq. (22) measured over \( N_{rev} = 30 \), for \( \lambda = 50 \, \mu m \) and \( \alpha = 0.03 \), changes due to an error in the initial conditions. In the left panel we consider \( r_0 = 111.8 \, \mu m, \bar{r}_0 = 30.6 \, nm/s \) and \( \bar{\theta}_0 = 491.1 \, \mu rad/s \) (represented by a black dot). The meshed red-shaded region is the one for which change in the initial conditions (either in \( r_0 \) or \( v_0 \)) would induce collision. On the other hand, the blue-shaded regions represent relative changes of \( (r_0, v_0) \) which are small enough to preserve the qualitative behaviour of the trajectory of S. Given the chosen initial conditions, for \( \lambda = 50 \, \mu m \) and \( \alpha = 0.03 \) we expect to measure \( \Delta T_{BN}^{max} = 72.9 \, s \), with an average revolution period (over 30 revolutions) of \( \langle T_{BN} \rangle_{30 \, rev} \sim 8750 \, s \). In the darkest blue-shaded region (corresponding orientatively to larger initial velocity and smaller initial distance) we have an increase in the signal of more than 5%, whereas in the lightest blue-shaded region (smaller velocity and larger initial distance) we expect a decrease of more than 5%. In the right panel, we slightly modify the initial conditions by increasing the initial distance \( r_0 \) and decreasing the initial velocity \( v_0 \); the black dot stands for \( r_0 = 128.8 \, \mu m, \bar{r}_0 = 22.6 \, nm/s \) and \( \bar{\theta}_0 = 395.5 \, \mu rad/s \), so that the expected signal is \( \Delta T_{BN}^{max} = 90.5 \, s \), with an average revolution period of around \( \langle T_{BN} \rangle_{30 \, rev} \sim 9700 \, s \). Also for this particular choice of initial conditions, a much larger relative error on the initial conditions is required to induce collision (roughly around 5%). These modifications thus make the initial conditions much more "robust" against uncertainties in their fixing.

C Electric Casimir force and other noises

As it is commented in the main text, in order to get a (maximally) noiseless situation, we propose using a plat-

\footnotesize{10 Notice that \( v_0 = (\bar{r}_0^2 + \bar{\theta}_0^2)^{1/2} \), so it does not only depend on \( \bar{r}_0 \) and \( \bar{\theta}_0 \), but also on \( r_0 \).}
Fig. 18 Impact of variations in the initial conditions on the observable defined in Eq. (22) measured over 30 revolutions, for $\lambda = 50 \, \mu m$ and $\alpha = 0.03$. Left panel: $r_0 = 111.8 \, \mu m$, $i_0 = 30.6 \, nm \, s^{-1}$ and $\theta_0 = 491.1 \, \mu rad \, s^{-1}$; Right panel: $r_0 = 128.8 \, \mu m$, $i_0 = 22.6 \, nm$.

In Section C.1, we consider the electric Casimir effect between spheres (note that for two conductive planes, the electric Casimir effect would instead induce a $Q_4$-like term). In Sect. C.1, the expected Casimir force for our setup will be computed; and in Sect. C.2 some other possible noise sources are briefly discussed.

C.1 Electric Casimir force between spheres

The electric Casimir force is a macroscopic manifestation of quantum field theory. It is related to the vacuum energy of the electromagnetic field in the space between two or more macroscopic bodies as, for example, conducting planes (the case for which it was first computed in Ref. [46]). However, in a general case, some characteristics of the bodies such as their geometry or their temperature, $T$, play a significant role, producing leading corrections to the simplest case.

In the case of two spheres of radii $R_2$ and $R_3$ with a surface-to-surface distance $d$, several results have been obtained using different methods and limits [47,48]. In the case in which the separation $d$ is much smaller than the two radii, $d \ll R_2, R_3$, and the temperature is finite but low with respect to $1/d, T \times d \ll 1$, the Casimir force in (3+1)-dimensions between two ideally conducting (CC) or insulating (II) spheres is:

$$F_{\text{Cas}} = -\frac{\pi^3}{360} \frac{R_{\text{red}}}{d^3} - \zeta(3) R_{\text{red}} T^3 + \frac{2\pi^3}{45} R_{\text{red}} d T^4 + \ldots,$$

where $R_{\text{red}} = R_2/R_3$ is the reduced radius. On the other hand, for one ideal conductor and one ideal insulator (CI) we have, in the same limits:

$$F_{\text{Cas}} = \frac{7\pi^3}{2880} \frac{R_{\text{red}}}{d^3} + \frac{2\pi^3}{45} R_{\text{red}} d T^4 + \ldots,$$

with the main difference being the change of sign of the leading $1/d^3$ term and the absence of the $T^3$ one. For zero temperature a expression with a wider range of applicability can be extracted from Ref. [48].

$$F_{\text{Cas}} = \kappa^{XY} R_{\text{red}}(R_1 + R_2) \left[ \frac{1}{d^3(d + R_1 + R_2)} + \frac{1}{2d^2(R_1 + R_2 + d)^3} + \ldots \right].$$
where $\kappa^{CC} = \kappa^{II} = -\pi^2/360$ and $\kappa^{CI} = 7\pi^2/2880$.

On the other hand, for still small separation, but large temperature ($T \times d \gg 1$), we have instead:

$$F_{Cas}^{XY} = \kappa^{XY} \frac{\ell(3)}{4} \frac{R_{red}}{d^2} T + \ldots ,$$

(31)

where $\kappa^{CC} = \kappa^{II} = -1$ and $\kappa^{CI} = 3/4$. In this case we can again see that the force between two conducting or insulating spheres is attractive, whereas it becomes repulsive for two spheres of same nature (notice that, in a realistic case neither a platinum sphere is a perfect conductor, nor pyrolytic graphite is a perfect insulator, and so an intermediate behaviour is expected). A significant difference between low and high T limits is that in the former case $T$-dependence starts at $O(T^3)$ and the leading distance dependence is $O(d^{-3})$, whereas in the latter case the leading term is $T$-dependent and goes as $O(T/d^2)$.

We can now use these results to compute the magnitude of the electric Casimir effect in the two cases considered in the main text. In Case 1 the value of the surface-to-surface separation between S and P in our setup varies between $d_a \sim 100 \mu m$ at the apoapsis to just $d_p = 1.7 \mu m$ at the periapsis in the Newtonian case. Then, as S approaches P we have $d \ll R_P$, $R_S$, and we can apply Eq. (29) or Eq. (31), depending on the temperature at which the experiment is developed. If the temperature of the system is $T = 100 \text{ K}$, we have $T \times d = 0.074$ and are safely within the conditions needed to apply Eq. (29). We find that at the periapsis of the Newtonian orbit, the Newtonian gravitational force is $|F_{N,p}| = 2.36 \times 10^{-22}$ N, whereas at the same point the Casimir force would be as big as $|F_{Cas,p}^{CI}| = 2.17 \times 10^{-15}$ N to leading order, with higher order corrections modifying it by $\sim 20\%$ [47]. This means that it completely dominates the system at very short distances. Using Eq. (23), we can compute that the correction to the Newton force at the periapsis corresponds to a $Q_3$-like term with $Q_3 \sim 9000 \mu m$, far beyond the limits established in Sect. 5.

In Case 2 the system is less affected by this effect. The separation between S and P varies from $d_a \sim 200 \mu m$ to $d_p = 52.1 \mu m$ in the Newtonian case. However, more strict conditions on the temperature would be required to be in the low $T$ limit. Assuming this has been achieved we can compute $|F_{N,p}| = 5.90 \times 10^{-23}$ N and $|F_{Cas,p}^{CI}| = 7.66 \times 10^{-20}$. Again, the Casimir force would be dominant at this point, with the same $Q_3$ as before, since the characteristics of P and S have not been changed.

Nevertheless, some comments are in order: First, we have compared the Newtonian and Casimir forces at the periapsis of the Newtonian orbit. However, when combining both, the repulsive Casimir force would prevent S from approaching that much to P, meaning the movement would be restricted to distances at which both forces are, at most, of comparable magnitude.

Second, the Casimir force changes from being attractive in the conductor-conductor or insulator-insulator setup to being repulsive in the conductor-insulator case that corresponds to our proposal. For real materials that are neither perfect conductors nor ideal insulators, we expect the Casimir force to be at some intermediate point, and so to be somewhat smaller (in absolute value) than what we would get from Eqs. (28) and (29) in the case of ideal materials.

Third, several methods to reduce the Casimir force by orders of magnitude have been studied in the literature. For example, we could paint the planet with a thin aerogel [49] or with an oxide layer [50], or cover its surface with a properly designed nanostructure [51]. The adoption of one of these methods is something that should be studied in detail, but it is clearly out of the scope of this paper.

Last but not least, in Case 2 a simple modification can be done which would decrease the relative importance of the electric Casimir effect. It is based on increasing the mass of S, for example, from $m_S = 1.2 \times 10^{-9}$ g to $m_S = 10^{-7}$ g, what also increases its radius to $R_S = 22.1 \mu m$. Then $d_p = 35.0 \mu m$ at the periapsis of a Newtonian orbit, and the Newtonian and Casimir forces would be $|F_{N,p}| = 4.92 \times 10^{-21}$ N and $|F_{Cas,p}^{CI}| = 8.17 \times 10^{-19}$ N, respectively. The background factor would thus be reduced to $Q_3 \sim 100 \mu m$. Note that, although being much smaller than before, this value is still above the limits determined in Sect. 5.

In Fig. 19 we draw the expected orbits in the case of a Newtonian force (solid black), of a Newtonian force in presence of the Casimir effect computed from Eq. (30) (dotted red), and of the Beyond-Newtonian force of Eq. (5) with $\lambda = 10$ $\mu m$ and $\alpha = 2$ (dashed blue). In order to obtained closed orbits for the Newton + Casimir trajectories, we have multiplied the Casimir force by a reducing factor which we expect may represent the second and third points discussed above.

We have considered the two cases introduced in the main text (including the increased $M_S$ for Case 2 as discussed above) and computed the relevant forces in the orbit which includes both Newtonian and Casimir effects. Note that these numerical results have been computed without using the mentioned artificial factors: they are only applied for the orbit representations.

– Case 1 (Left panel): Radius at the apoapsis: $r_a = 150 \mu m$; Satellite mass: $m_S = 1.2 \times 10^{-9}$ g (corresponding to $R_S = 5 \mu m$); Casimir force at the apoapsis: $|F_{Cas,a}| = 4.54 \times 10^{-21}$ N; Casimir force at the periapsis: $|F_{Cas,p}| =$

---

11 This coefficient has been obtained by matching the result of Ref. [48] to Eq. (29) in the $d \ll R_1$, $R_2$ limit.

12 Remind that even at room temperature we would have $T \times d \lesssim 0.2$ and therefore, low separation formulae should still apply.
The platinum Planet and the pyrolytic graphite Satellite are depicted by black dots with their real size, $R_P = 43.7$ µm and $R_S = 5$ µm ($R_S = 22$ µm) for the left (right) panel, respectively.

It can be seen in Fig. 19 (left) that, since Casimir force is repulsive, it induces precession of the trajectory, but in the opposite direction to that of the Beyond-Newtonian case: whilst the New Physics signal, for the chosen initial conditions, corresponds to a counter-clockwise precession (for positive $\alpha$), the Casimir force induces a clockwise precession that is easily distinguishable from the former. Therefore, thanks to the choice of materials for our gravitational system, the impact of the electric Casimir effect on our ability to measure in the ($\lambda$, $\alpha$) plane for positive $\alpha$ is small. The reasons are that it does not produce collision between the P and S, and generally induces a signal which is different to the one expected from New Physics. However, extracting a New Physics signal in such situation would still be hard. It would first require a calibration phase that provides a thorough understanding of the Casimir force in the system, and then a new analysis of sensitivity which explicitly includes the this effect in the potential. The case of negative $\alpha$ would be much more complicated, and would probably require a new optimization of the initial conditions and of the setup itself, as well as the reduction of the magnitude of the Casimir force by some carefully studied coating or microstructuring.

C.2 Other sub-dominant noise sources

We discuss here other sub-dominant noise sources. To do so, we make use of the background noise estimates from different sources from Ref. [52], where a millimetre-sized Cavendish torsion pendulum was used to measure the gravitational force between two conducting spheres. We expect that most sub-dominant noise sources will coincide with those studied there. For example, the gravitational attraction on the Satellite produced by elements of the setup different than the Planet, the imperfect sphericity of Satellite and Planet, or errors in the mass measurements. All of these issues are expected to have a negligible effect. Also the gravitational
effect of other celestial bodies (like the Moon) and corrections from General Relativity (as it was studied in Ref. [1]) should not be significant for our setup.

Other noise sources are those related to measuring the period of the Satellite. In the cited reference, a camera is used to get a continuous image of the position of the two spheres. In our case, this may be more difficult to perform, due to the smaller size of the setup. For this reason, in this work we have only proposed to measure the time for which the Satellite completes a $2\pi$-revolution around the Planet. However, having a continuous image of the setup would help to increase the sensitivity, as it would then be possible to fit the orbit to the one predicted by the Beyond-Newtonian model taking multiple benchmark points for comparison.

In addition, in Ref. [52] it was stressed the relevance of performing the measurements in an environment as isolated as possible; the setup can be easily perturbed by effects as tiny as traffic or seismic episodes happened thousands of kilometres away. In the paper, they performed most of their runs at night during the Christmas period and used a seismometer to be able to detect seismic perturbations. This limited the stability of their experimental setup and so a run could last up to around 13 h. We are not sure of what could be the impact of these effects on our own proposal, but we expect it to be significantly smaller than that in Ref. [52], since the size of the relevant part of our setup can be smaller than 1 mm$^2$. In any case, an optimal solution to this issue, which would probably allow for the experiment to stay in stable conditions for much longer periods, would be to perform it in space.

Further possible noise sources are other electromagnetic forces different from the main electrical ones already discussed in Sect. 5. In our setup, we proposed to use a paramagnetic platinum Planet and a diamagnetic pyrolytic graphite Satellite. This should make negligible the magnetic dipole attraction between both bodies generated by Earth’s magnetic field or by anthropogenic magnetic noise.
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