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ABSTRACT

The dominant approach for music representation learning involves the deep unsupervised model family variational autoencoder (VAE). However, most, if not all, viable attempts on this problem have largely been limited to monophonic music. Normally composed of richer modality and more complex musical structures, the polyphonic counterpart has yet to be addressed in the context of music representation learning. In this work, we propose the PianoTree VAE, a novel tree-structure extension upon VAE aiming to fit the polyphonic music learning. The experiments prove the validity of the PianoTree VAE via (i)-semantically meaningful latent code for polyphonic segments; (ii)-more satisfiable reconstruction aside of decent geometry learned in the latent space; (iii)-this model’s benefits to the variety of the downstream music generation.

1 Introduction

Unsupervised machine learning has led to a marriage of symbolic learning and vectorized representation learning [1–3]. In the computer music community, the MusicVAE [4] enables the interpolation in the learned latent space to render some smooth music transition. The EC2-VAE [5] manages to disentangle certain interpretable factors in music and also provides a manipulable generation pathway based on these factors. Pati et al. [6] further utilizes the recurrent networks to learned music representations for longer-term coherence.

Unfortunately, most of the success has been limited to monophonic music. The generalization of the learning frameworks to polyphonic music is not trivial, due to its much higher dimensionality and more complicated musical syntax. The commonly-adopted MIDI-like event sequence modeling or the piano-roll formats fed to either recurrent or convolutional networks have fell short in learning good representation, which usually leads to unsatisfied generation results [7–9]. In this paper, we hope to pioneer the development of this challenging task. To begin with, we conjecture a proper set of inductive bias for the desired framework: (i)-a sparse encoding of music as the model input; (ii)-a neural architecture that incorporates the hierarchical structure of polyphonic music (i.e., musical syntax).

Guided by the aforementioned design principles, we propose PianoTree VAE, a hierarchical representation learning model under the VAE framework. We adopt a tree structured musical syntax that reflects the hierarchy of musical concepts, which is shown in Figure 1. In a top-down order: we define a score (indicated by the yellow rectangle) as a series of simu_note events (indicated by the green rectangles), a simu_note as multiple note events sharing the same onset (indicated by blue rectangles), and each note has several attributes such as pitch and duration. In this paper, we focus on a simple yet common form of polyphonic music—piano score, in which each note has only pitch and duration attributes. For future work, this syntax can be generalized to multiple instruments and expressive performance by adding extra attributes such as voice, expressive timing, dynamics, etc.

The whole neural architecture of PianoTree VAE can be seen as a tree. Each node represents the embedding of either a score, simu_note, or note, where a higher level representation has larger receptive fields. The edges are bidirectional where a recurrent module is applied to either encode the children into the parent or decode the parent to generate its children.

Through extensive evaluations, we show that PianoTree VAE yields semantically more meaningful latent representations and further downstream generation quality gains, on top of the current state-of-the-art solutions.
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2 Related Work

The complex hierarchical nature of music data has been studied for nearly a century (e.g. GTTM [10], Schenkerian Analysis [11], and their follow-up works [12–15]). However, the emerging deep representation-learning models still lack the compatible solutions to deal with the complex musical structure. In this section, we first review different types of polyphonic music generation in Section 2.1. After that, we discuss some popular deep music generative models indexed by their compatible data structure from Section 2.2 to Section 2.4.

2.1 Different Types of Polyphony

In the context of deep music generation, polyphony can refer to three types of music: 1) multiple monophonic parts (e.g., a four-part chorus), 2) a single part of a polyphonic instrument (e.g., a piano sonata), and 3) multiple parts of polyphonic instruments (e.g., a symphony).

The first type of polyphonic music can be created by simply extending the number of voices in monophonic music generation with some inter-voice constraints. Some representative systems belonging to this category include DeepBach [16], XiaoIce [17], and Coconet [18]. Music Transformer [19] and the proposed PianoTree VAE both focus on the generation of the second type of polyphony, which is a much more difficult task. Polyphonic pieces under the second definition no longer have a fixed number of “voices” and consist of more complex textures. The third type of polyphony can be regarded as an extension of the second type, and we leave it for future work.

2.2 Piano-roll and Compatible Models

Piano-roll and its variations [7, 20–22] view polyphonic music as 3-D (one-hot) tensors, in which the first two dimensions denote time and pitch and the third dimension indicates whether the token is an onset, sustain or rest. A common way for deep learning models to encode/decode a piano-roll is to use recurrent layers along the time-axis while the pitch-axis relations are modeled in various ways [20, 21, 23]. Another method is to regard a piano-roll as an image with three channels (onset, sustain and rest) and apply convolutional layers [7, 22].

Through the proposal of PianoTree VAE, we argue that a major way to improve the current deep learning models is to utilize the built-in priors (intrinsic structure) in the musical data. In our work, we primarily use the sparsity and the hierarchical priors.

2.3 MIDI-like Event Sequence and Compatible Models

MIDI-like event sequence is first used in deep music generation in performanceRNN [24] and Multi-track Music-VAE [9], and then broadly applied in transformer-based generation [19, 25, 26]. This direction of work leverages the sparsity of polyphonic data to efficiently flatten polyphonic music into an array of events. The vocabulary size of events usuallytripples the vocabulary size of MIDI pitches, including “note-on” and “note-off” events for 128 MIDI pitches, “time shifts”, and so on.

However, the format of MIDI-like events lacks the proper flexibility. A few operations are made difficult due to its very nature. For instance, during addition or deletion of notes, often numerous “time shift” tokens must be merged or split with the “note-on” or “note-off” tokens being changed all-together. This has caused the model being trained inefficient for the potential generation tasks. In addition, this format has a risk of generating illegal sequences, say a “note on” message without a paired “note off” message.

Similarly, we see the note-based approaches [27, 28], in which polyphonic music is represented as a sequence of note tuples, as an alternative to the MIDI-like methods. The representation has resolved the illegal generation problem but still not revealed much of the intrinsic music structure. We argue that our work improves on the note-based approaches by utilizing deeper musical structures implied by the data. (See Section 3.1 for details.)

2.4 GNN as a Novel Structure

Recently, we see a trend in using graph neural networks (GNN) [29] to represent polyphonic score [30], in which each vertex represents a note and the edges represent different musical relations. Although the GNN-based model offers sparse representation learning capacity, it is limited by the specification of the graph structure and it is nontrivial to generalize it for score generations.

3 Method

3.1 Data Structure

We first define a data structure to represent a polyphonic music segment, which contains two components: 1) surface structure, a data format to represent the music observation, and 2) deep structure, a tree structure (containing score, simu note and note nodes) showing the syntactic construct of the music segment.

Each music segment lasts $T$ time steps with $\frac{1}{8}$ beat as the shortest unit. We further use $K_t$, where $1 \leq t \leq T$ to denote the number of notes having the same onset $t$. The current model uses $T = 32$, i.e., each music segment is 8-beat long.

3.1.1 Surface Structure

The surface structure is a nested array of pitch-duration tuples, denoted by $\{(p_{t,k}, d_{t,k})|1 \leq t \leq T, 1 \leq k \leq K_t\}$. Here, $(p_{t,k}, d_{t,k})$ is the $k$th lowest note starting at time step $t$. The pitch attribute $p_{t,k}$ is a 128-D one-hot vector corresponding to 128 MIDI pitches. The duration attribute $d_{t,k}$ encodes the duration ranging from 1 to $T$ using a $\log_2 T$-bit binary vector. For example, when $T = 32 (\log_2 T = 5)$, ‘00000’ represents a 16th note, ‘00001’ is an 8th note, ‘00010’ is a dotted 8th note, and so on so forth. The base-2 design is inspired by the similar binary relation among different note values in western musical notation.

The bottom part of Figure 2 illustrates the surface structure of the music example in Figure 1. We see that the data structure is a sparse encoding of music, and it eliminates illegal tokens since every possible nested array has a correspondent music.
**Figure 2:** An illustration of PianoTree data structure to encode the music example in Figure 1.

### 3.1.2 Deep Structure

We further build a syntax tree to reveal the hierarchical relation of the observation. First, for $1 \leq t \leq T, 1 \leq k \leq K_t$, we define $\text{note}_{t,k}$ as the summary (i.e., embedding) of $(p_t,k, d_t,k)$, which are the bottom layers of the tree. Then, for $1 \leq t \leq T$, we define $\text{simu_note}_{t,1 \leq k \leq K_t}$, which are the middle layers of the tree. Finally, we define the score as the summary of $\text{simu_note}_{1 \leq t \leq T}$, which is the root of the tree. The upper part of Figure 2 illustrates the deep structure built upon its surface structure.

The syntax tree, so-called the deep structure has both musical and linguistic consideration. In terms of music, note, simu_note and score roughly reflect the musical concept of a note, chord and grouping. In terms of linguistics, the tree is analogous to a constituency tree, with surface structure being the terminal nodes and deep structure being the non-terminals. Recent studies in natural language processing have revealed that incorporating natural language syntax results in better semantics modeling [31, 32].

### 3.2 Model Structure

We use the surface structure of polyphonic music as the model input. The VAE architecture is built upon the deep structure.

We denote the music segment in the proposed surface structure as $x$ and the latent code as $z$, which conforms to a standard Gaussian prior denoted by $p(z)$. The encoder models the approximated posterior $q_\phi(z|x)$ in a bottom-up order of the deep structure. First, note embeddings are computed through a linear transform of pitch-duration tuples. Second, the note embeddings (sorted by pitch) are then embedded into simu_note using a bi-directional GRU [33] by concatenating the last hidden states on both ends. With the same method, the simu_note embeddings (sorted by onsets) are summarized into score by another bi-directional GRU. We assume an isotropic Gaussian posterior, whose mean and log standard deviation are computed by a linear mapping of score. Algorithm 1 shows the details.

The decoder models $p_\theta(x|z)$ in a top-down order of the deep structure, almost mirroring the encoding process. We use a uni-directional time-axis GRU to decode simu_note, another uni-directional (pitch-axis) GRU to decode note, a fully connected layer to decode pitch-

**Algorithm 1:** The PianoTree Encoder. $n, sn, sc$ are short for note, simu_note, score.

```python
/* gru(): passes a sequence to bi-directional GRU and outputs the concatenation of hidden states from both ends. */

input: PianoTree
x = \{(p_{t,k}, d_{t,k}), 1 \leq t \leq T, 1 \leq k \leq K_t\}

foreach t, k do
    nt, k <- emb_enc(p_{t,k}, d_{t,k});
foreach t do
    st, t <- gru_pitch(nt, t, K_t);
sc <- gru_time(sc, T);
    \mu <- f_{\mu}(sc);\sigma <- \exp(f_{\sigma}(sc));
return q(z|x) = N(\mu, \sigma^2);
```

**Figure 3:** An overview of the model architecture. The recurrent layers are represented by rectangles and the fully-connected (FC) layers are represented by trapezoids. The note, simu_note and score events are represented by circles.

We use the ELBO (evidence lower bound) [34] as our training objective. Formally,

$$
\mathcal{L}(\phi, \theta; x) = -E_{z \sim q_\phi} \log p_\theta(x|z) + \beta \text{KL} \left( q_\phi || p(z) \right), \quad (1)
$$

where $\beta$ is a balancing parameter used in $\beta$-VAE [35].

We denote the embedding size of note, simu_note and score as $\epsilon_n, \epsilon_m$ and $\epsilon_d$; the dimension of latent space as $d_z$, and the hidden dimensions or pitch-axis, time-axis and dur GRUs as $h_p, h_t$ and $h_d$ respectively. In this work, we report our result on the following model size: $\epsilon_n = 128, \epsilon_m \times \epsilon_d = 2 \times h_p, \epsilon_m = 512, \epsilon_m \times h_t, \epsilon_d = 2 \times h_t, \epsilon_d = 1024, h_d, \epsilon_d = 64$ and $d_z = 512$. 
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We train four types of baseline models in total using piano-roll (Section 2.2) and MIDI-like events (Section 2.3) data structures. As a piano-roll can be regarded as either a sequence or a 2-dimensional image, we couple it with three neural encoder-decoder architectures: a recurrent VAE (pr-rnn), a convolutional VAE (pr-cnn), and a fully-connected VAE (pr-fc). For the MIDI-like events, we couple it with a recurrent VAE model (midi-seq). All models share the same latent space dimension ($d_z = 512$). Specifically,

- The piano-roll recurrent VAE (pr-rnn) model is similar to a 2-bar MusicVAE proposed in [4]. The hidden dimensions of the GRU encoder and decoder are both 1024.
- The piano-roll convolutional VAE (pr-cnn) architecture adopts a convolutional-deconvolutional architecture. The encoder contains 8 convolutional layers with kernel size $3 \times 3$. Strided convolution is performed at the $3^{rd}$, $5^{th}$, $7^{th}$ and $8^{th}$ layer with stride size $(2 \times 1)$, $(2 \times 3)$, $(2 \times 2)$ and $(2 \times 2)$ respectively. The decoder adopts the de-convolution operations in a reversed order.
- The piano-roll fully-connected VAE (pr-fc) architecture uses a time-distributed 256-dimensional embedding layer, followed by 3 fully-connected layers with the hidden dimensions $[1024, 768]$ for the encoder. The decoder adopts the counter-operations in a reversed order.
- The MIDI-like event recurrent VAE (midi-seq) adopts the recurrent model structure similar to pr-rnn. Here, the event vocabulary contains 128 “note-on”, 128 “note-off” and 32 “time shift” tokens. The embedding size of a single MIDI event is 128. The hidden dimensions of the encoder GRU and decoder GRU are 512 and 1024 respectively.

### 4.3 Training

For all models, we set batch size = 128 and use Adam optimizer [37] with a learning rate starting from 1e-3 with exponential decay to 1e-5. For PianoTree VAE, we use teacher forcing [38] for decoder time-axis and pitch-axis GRU and for other recurrent-based baselines, we use teacher forcing in the decoders. The teacher forcing rates start from 0.8 and decay to 0.0. PianoTree VAE converges within 6 epochs, and the baseline models converge in approximately 40 to 60 epochs.

### 4.4 Objective Evaluation of Reconstruction

The objective evaluation is performed by comparing different models in terms of their reconstruction accuracy of pitch onsets and note duration [39, 40], which are commonly used measurements in music information retrieval tasks. For note duration accuracy, we only consider the notes whose onset and pitch reconstruction is correct. Ta-

| Models | PianoTree | midi-seq | pr-rnn | pr-cnn | pr-fc |
|--------|-----------|----------|--------|--------|-------|
| Onset Precision | 0.9538 | 0.8929 | 0.9533 | 0.9388 | 0.9211 |
| Onset Recall | 0.9532 | 0.6883 | 0.9270 | 0.8818 | 0.8827 |
| Onset F1 | 0.9545 | 0.7774 | 0.9399 | 0.9093 | 0.9015 |
| Duration Precision | 0.9908 | 0.3826 | 0.9777 | 0.9757 | 0.9688 |
| Duration Recall | 0.9830 | 0.9899 | 0.9891 | 0.9796 | 0.9743 |
| Duration F1 | 0.9869 | 0.5519 | 0.9834 | 0.9777 | 0.9715 |

Table 1: Objective evaluation results on reconstruction criteria. PianoTree is our proposed method. Other columns correspond to the baseline models described in Section 4.2.
Table 1 summarizes the results where we see that the Piano-oTree VAE (the 1st column) is better than others in terms of F1 score for both criteria.

4.5 Latent Space Visualization

Figure 4 shows the latent note space by plotting different note embeddings after dimensionality reduction by PCA (with the three largest principal components being reserved). Each colored dot is a note embedding and a total of 1344 samples are displayed; note pitch ranges from C-1 to C-8 and note duration from a sixteenth note to a whole note.

We see that the note embeddings have the desired geometric properties. Figure 4 (a) & (b) show that at a macro level, notes with different pitches are well sorted and form a “helix” in the 3-D space. Figure 4 (c) further shows that at a micro level, 16 different note durations (with the same pitch) form a “fractal parallelogram” due to the binary encoding of duration attributes. One of the advantages of the encoding method is the translation invariance property. For example, the duration difference between the upper left cluster and the lower left cluster is 8 semiquavers, so is the difference between the upper right and lower right cluster. The same property also applies to the four smaller-scale parallelograms.

4.6 Subjective Evaluation of Latent Space Interpolation

Latent space traversal [4, 5, 41] is a popular technique to demonstrate model generalization and the smoothness of the learned latent manifold. When interpolating from one music piece to another in the latent space, new pieces can be generated by mapping the representations back to the signals. If a VAE is well trained, the generated piece will sound natural and form a smooth transition.

To this end, we invite people to subjectively rate the models through a double-blind online survey. During the survey, the subjects first listen to a pair of music, and then listen to 5 versions of interpolation, each generated by a model listed in Table 1. Each version is a randomly selected pair of music segments, and the interpolation is achieved using SLERP [42]. Since the experiment requires careful listening and a long survey could decrease the quality of answers, each subject is asked to rate only 3 pairs of music, i.e., $3 \times 5 = 15$ interpolations in a random order.

After listening to the 5 interpolations of each pair, subjects are asked to select two best versions: one in terms of the overall musicality, and the other in terms of the smoothness of transition.

A total of $n = 33$ subjects (12 females and 21 males) with different music backgrounds have completed the survey. The aggregated result (as in Figure 6) shows that the interpolations generated by our model are better than the ones generated by baselines, in terms of both overall musicality and smoothness of transition. Here, different colors
represent different models (with the blue bars being our model and other colors being the baselines), and the height of the bars represent the percentage of votes (on the best candidate).

Figure 6: Subjective evaluation results of latent space interpolation.

4.7 Downstream Music Generation

In this section, we further explore whether the polyphonic representation helps with long-term music generation when coupled with standard downstream sequence prediction models. (Similar tasks have been applied to monophonic music in [43] and [6].)

The generation task is designed in the following way: given 4 measures of piano composition, we predict the next 4 measures using a Transformer decoder (as in [44]). We compare three different music representations: MIDI-like event sequence (Section 2.1), pretrained (decoder) simu_note embeddings, and latent vector $z$ for every 2-measure music segment (without overlap). Here $z$ is the mean of the approximated posterior from the encoder. For all three representations, we use the same Transformer decoder architecture (outputs of dimension = 128, number of layers = 6 and number of heads = 8) with the same training procedure. Only the loss functions are correspondingly adjusted based on different representations: cross entropy loss is applied to mid-event tokens and MSE loss is applied to both simu_note and latent vector $z$. We use the same datasets mentioned in Section 4.1 and cut the original piano pieces into 8-measure subsequent clips for generation purposes. We still keep 90% for training and 10% for testing.

We then invited people to subjectively rate different music generations through a double-blind online survey (similar to the one in Section 4.6). Subjects are asked to listen to and rate 6 music clips, each of which contains 3 versions of 8-measure generation using different note representations. Subjects are told that the first 4 measures are given and the rest are generated by the machine. For each music clip, subjects rate it based on creativity, naturalness and musicality.

A total of $n = 48$ subjects (20 females and 28 males) with different music backgrounds have participated in the survey. Figure 7 summarizes the survey results, where the heights of bars represent means of the ratings and the error bars represent the confidence intervals computed via within-subject ANOVA [45]. The result shows that simu_note and latent vector $z$ perform significantly better than the midi-event tokens in terms of all three criteria ($p < 0.005$).

Figure 7: Subjective evaluation results of downstream music generation.

Besides the aforementioned generation task, we also iteratively feed the generated 4-measure music clips into the model to get longer music compositions. Figure 8 shows a comparison of 16-measure generation results using all three representations. The first 4 bars are selected from the test set, and the subsequent 12 bars are generated by the models. Generally speaking, using simu_note and latent vector $z$ as data representations yields more coherent music compositions. Furthermore, we noticed that long generations using the simu_note representation tend to repeat previous steps in terms of both chords and rhythms, while those generations using the latent vector $z$ usually contain more variations.

(a) A sample generated using midi-event tokens.

(b) A sample generated using simu_note.

(c) A sample generated using latent vector $z$.

Figure 8: Long music generations given first 4 measures.

5 Conclusion and Future Work

In conclusion, we proposed PianoTree VAE, a novel representation-learning model tailored for polyphonic music. The key design of the model is to incorporate both the music data structure and model architecture with the sparsity and hierarchical priors. Experiments show that with such inductive biases, PianoTree VAE achieves better reconstruction, interpolation, downstream generation, and strong model interpretability. In the future, we plan to extend PianoTree VAE for more general musical structures, such as motif development and multi-part polyphony.
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