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Abstract—We propose a promising neural network model with which to acquire a grounded representation of robot actions and the linguistic descriptions thereof. Properly responding to various linguistic expressions, including polysemous words, is an important ability for robots that interact with people via linguistic dialogue. Previous studies have shown that robots can use words that are not included in the action-description paired datasets by using pre-trained word embeddings. However, the word embeddings trained under the distributional hypothesis are not grounded, as they are derived purely from a text corpus. In this paper, we transform the pre-trained word embeddings to embodied ones by using the robot’s sensory-motor experiences. We extend a bidirectional translation model for actions and descriptions by incorporating non-linear layers that retrofit the word embeddings. By training the retrofit layer and the bidirectional translation model alternately, our proposed model is able to transform the pre-trained word embeddings to adapt to a paired action-description dataset. Our results demonstrate that the embeddings of synonyms form a semantic cluster by reflecting the experiences (actions and environments) of a robot. These embeddings allow the robot to properly generate actions from unseen words that are not paired with actions in a dataset.

Index Terms—Embodied Cognitive Science, Learning from Experience, Multi-Modal Perception for HRI

I. INTRODUCTION

There has recently been a growing interest in robots that can interact with people using linguistic dialogue. Such robots must be able to flexibly generate actions based on linguistic instructions and verbally explain their actions or situations around them [1]. To achieve this requirement, it is important to appropriately associate various linguistic expressions, including polysemous words, with actions and environments. Deep neural networks (DNNs) are an effective approach to acquire an integrated representation of such expressions. However, it is difficult to prepare a large training dataset that includes robot actions, information on the environment, and the descriptions with a large variety. Robots need to ground even “unseen words” to the real world with limited data. Here, we define “unseen words” as words that have pre-trained embeddings but are not associated with robot actions.

Some approaches currently in operation use pre-trained word embeddings to generate robot actions [2,3]. However, these word embeddings are trained under the distributional hypothesis [4] and are not suitable for generating actions. That is, a word embedding acquires similar representations for words that appear in similar contexts in the text corpus, even if they are antonyms such as “fast” and “slowly.” This may lead to a situation, where robots generate unexpected behavior for unseen words.

The purpose of this study is to develop a model that can translate between actions and linguistic descriptions even if the latter contains unseen words. To this end, we propose a neural framework as illustrated in Fig. 1. This framework, abbreviated as rPRAE (retrofit Paired Recurrent Autoencoder), can refine pre-trained word embeddings tailored to a robot’s environment by employing the retrofit layer. Refined, or grounded, word embeddings are able to address the innate issue of word embedding trained through a purely linguistic process.

The proposed rPRAE model is a seq2seq-based model that bidirectionally translates between actions and their descriptions. By incorporating the dedicated retrofit layer, its architecture is extended from that of the Paired Recurrent Autoencoder (PRAE) model proposed by Yamada et al. [1]. This layer is arranged between pre-trained word embeddings and the PRAE such that it refines embeddings that are tailored to the robot’s sensory–motor experiences.

Here, “retrofit” refers to the transformation of pre-trained
embeddings acquired under the distributional hypothesis into a vector representation compatible with external knowledge structures and information from non-text modalities [5]. We also propose to train the retrofit layer and the PRAE alternately, which enables the conversion of pre-trained word embeddings into representations adapted to the actions and environments of the robot, while preventing overfitting.

The contributions of the present work to the field in general can be summarized as follows:

- We propose a model to bidirectionally translate between robot actions and linguistic descriptions that may include unseen words by retrofitting pre-trained word embeddings.
- The model acquires grounded representations that cannot be obtained by the distributional hypothesis.

II. RELATED WORK

Many studies into verbal communication with robots have been conducted, where the main challenge is to associate a sequence of words, i.e., a linguistic description, with a sequence of physical movements, i.e., a robot action [1][2][3][6][8][10][11]. In light of this challenge, several attempts have been made to explore better representations of linguistic units, as well as efficient yet effective computational mechanisms [12][13] enabling some level of compositionality to be achieved. In the remainder of this section, we briefly review two research areas that are vital in achieving this goal.

A. Action Generation using Pre-trained Word Embeddings

The majority of studies that combine descriptions and actions used one-hot vectors or vectors acquired in experiments to represent linguistic units [1][2][3][8][10][14][15]. However, unlike one-hot vectors, using pre-trained word embeddings derived from a large corpus generally permits the measurement of the similarity or relatedness between words. This characteristic provides an ability to manage “unseen words” that do not appear in the paired dataset.

Some studies generated actions from descriptions represented by pre-trained word embeddings [2][3][6][11][16]. Zhong et al. [11], Matthews et al. [3], and Lunch et al. [2], in particular, generated actions from commands including unseen words. Zhong et al. [11] used averaged pre-trained word embeddings for this task; however, this approach fails to generate actions from descriptions whose meaning depends on the order of the words. Although Matthews et al. [3] generated actions from single-word commands, the correspondence between a command and the corresponding action is fixed.

These studies used pre-trained embeddings without fine-tuning them to be integrated with actions. Pre-trained embeddings of action concepts acquired from a linguistic corpus are not suitable for generating actions in a real environment as they may result in inappropriate actions. The present work resolves this issue by employing retrofitted word embeddings that maintain the associations between a word meaning and the action and environment of the robot. This differs from previous work relying on cross-situational learning [2], which focuses on rescuing supervision signals; this could be the basis for future studies.

B. Multi-modal Representations of Semantics

The distributed representations of words, also known as “word embeddings,” are employed in almost every sub-field of natural language processing, as demonstrated by Word2Vec [17]. These resources are built from a corpus of written texts by relying on the distributional hypothesis that argues that “words that occur in the same contexts tend to have similar meanings” [18]. This approach enables the representation of words in vocabulary using low-dimensional dense vectors.

Although the distributional hypothesis provides a solid foundation for mathematically-sound representations of words, it does have some innate issues [19][20]. For example, since it focuses on the contextual similarity of a word, words that frequently appear in similar contexts cannot be clearly distinguished by the vector representations; therefore, semantically coordinated words and antonyms tend to have similar vectors. Another issue is that the representations cannot capture semantics that are not explicitly written in the corpus. For example, human perceptual experience or knowledge based on common sense is hardly ever extracted from the ordinary corpus.

To address these issues, several attempts have been made to integrate information obtained from media other than language with the embeddings pre-trained with a text corpus, but most of the work concentrates on nominal concepts and the representation of verbs remains a challenging problem [21]. The present work acquires grounded representations that are necessary for dealing with robot actions. It also demonstrates that our research setting would enable the study of semantic representations of verbs and adverbs grounded in a physical environment.

III. METHOD

This study proposes a novel neural network model with which to acquire grounded representations of robot actions and their linguistic descriptions. As shown in Fig. 2 the proposed model consists of two recurrent autoencoders (RAEs) for descriptions and the robot’s sensory-motor experience as well as a retrofit layer to convert pre-trained word embeddings. In this study, we define robot actions as sequences of joint angle values, and visual information as RGB images obtained from the head camera on the robot. We also define descriptions as word sequences.

A. Paired Recurrent Autoencoders

We adopted a paired recurrent autoencoder (PRAE) as the learning model to integrate representations of linguistic descriptions and robot actions [1]. The PRAE enables robots to both produce actions in response to descriptions and produce descriptions given their own actions. The PRAE consists of two RAES; one for robot action sequences and one for word sequences. We train each RAE to minimize the reconstruction error of the original sequences. In addition, the model has
an additional loss function that forces the representation of actions and their descriptions to be close to each other in a vector space.

In the description-RAE, the encoder recurrent neural network (RNN) embeds a word sequence of length \( T_d \) into vector \( z^{dsc} \) and the decoder RNN generates a sequence from \( z^{dsc} \). The formulation of the reconstruction loss of description-RAE is as follows:

\[
L_{dsc} = \frac{1}{T_d-1} \sum_{t=1}^{T_d-1} \left( - \sum_{w} \hat{x}_{t+1}(w) \log y_t(w) \right). \tag{1}
\]

Here, \( W \) is the vocabulary size, \( \hat{x} \) is a one-hot vector that specifies the target words, and \( y \) is the output value activated through a softmax function. For the input of the description-RAE, we use word embeddings through the retrofit layer. If unseen words are inputted, a proper vector \( z^{dsc} \) may not be obtained in unidirectional encoding depending on the word order. To mitigate this issue, we use a bidirectional long short-term memory (biLSTM) \([22]\).

In the action-RAE, we input joint angles and image features that are pre-compressed in a convolutional autoencoder (CAE) \([23]\) to the model. The encoder RNN embeds the robot action sequence of length \( T_a \) into vector \( z^{act} \), and the decoder RNN generates only the joint angle sequences from \( z^{act} \). The reconstruction loss of the action-RAE is a mean squared error as shown below:

\[
L_{act} = \frac{1}{T_a-1} \sum_{t=1}^{T_a-1} ||j_{t+1} - \hat{j}_{t+1}||^2. \tag{2}
\]

Here, \( j \) and \( \hat{j} \) dictate the target value of the joint angles and the predicted value of the joint angles, respectively.

In addition to the reconstruction losses \( L_{dsc} \) and \( L_{act} \), the PRAE has a constraint to get the two encodings \( z^{dsc} \) and \( z^{act} \) closer such that descriptions and actions are combined. This allows the model to translate between descriptions and actions. We denote a batch of encodings of the descriptions as \( \{z^{dsc}_{k}\}_{1 \leq k \leq K} \) and encodings of the robot actions as \( \{z^{act}_{k}\}_{1 \leq k \leq K} \), where \( K \) is the batch size. The binding loss \( L_{shr} \) is defined as follows:

\[
L_{shr} = \sum_{k} \psi \left( z^{act}_{k}, z^{dsc}_{k} \right) + \sum_{k} \sum_{j \neq k} \max \{0, \Delta - \psi \left( z^{act}_{k}, z^{dsc}_{j} \right) \}. \tag{3}
\]

Here, \( \psi \) is the Euclidean distance between the vectors. The first term brings the corresponding encodings closer and the second term pulls apart non-correspond ones. \( \Delta \) represents the margin to enhance the loss. By minimizing the total loss of \( L_{dsc} + L_{act} + L_{shr} \), the PRAE is able to translate bidirectionally between actions and descriptions.

B. Transforming Word Embeddings Using a Retrofit Layer

This study incorporates a retrofit layer between the pre-trained word embeddings and the input part of the description-RAE. Our experiment used three fully connected layers as the retrofit layer. Their activation functions are tanh. This structure was chosen because it performs best without overfitting. The input and output of the retrofit layer are word embeddings.

We trained this layer to output word embeddings that contain information on the robot’s actions and environments.

The retrofit layer is optimized by the same loss method described in the previous subsection and this layer is trained separately from the PRAE (Algorithm \[1\]). This allows pre-trained word embeddings to be mapped in a non-linear manner, making it easier to generate actions while preventing the training process from overfitting. Although the loss function aims to reconstruct each sequence of data across the available modalities, different inputs may result in highly similar outputs. For example, an unseen word \( Y \) that is a synonym of a known word \( X \) may have a similar embedding and they

1In order to focus on grounding by retrofitting, the present work was limited to a small dataset consisting of simple robot actions and linguistic descriptions with a fixed order. For this reason, we did not use context-dependent embeddings, such as BERT \[24\]; instead, we used the representative context-independent embeddings Word2Vec.
Algorithm 1 Training procedures for the rPRAE

Require: $X_{dsc}, X_{act}$ : paired dataset
Require: $N, n_{ini}, n_{ch}$ : hyperparameters
randomly initialize learnable parameters: $\theta_{AE}, \theta_{ret}$
for $i = 0$ to $N$
do
Sample a random batch $\{x_{dsc}^i, x_{act}^i\}$ from $X_{dsc}, X_{act}$
Calculate $L_{dsc}, L_{act}, L_{shr}$ by forward-path
Compute total loss: $L_{all} \leftarrow L_{dsc} + L_{act} + L_{shr}$
if $(i < n_{ini})$ or $(\text{int}((i - n_{ini})/n_{ch})\%2 = 1)$ then
    Update $\theta_{AE}$ by gradient method w.r.t. $L_{all}$
else
    Update $\theta_{ret}$ by gradient method w.r.t. $L_{all}$
end if
end for

C. Training Procedure

The detailed training procedure of the rPRAE is described in Algorithm 1. To balance the two DNNs, we trained the retrofit layer and the PRAE multiple times alternately (Algorithm 1). This method prevents the training from overfitting, as it does with the ‘chain-thaw’ method [25] that sequentially unfreezes and fine-tunes a single layer at a time. In addition, we partially train the PRAE in advance of the overall training process, which enabled the stabilization of the retrofit layer output. Thus, this type of initialization could adequately determine the approximate output value of the retrofit layer.

We optimized all the learnable parameters using the gradient descent method with a random batch sampled from the dataset. The hyperparameter $N$ is the maximum number of iterations, $n_{ini}$ is the number of iterations for the first train the PRAE, and $n_{ch}$ is the number of iterations to train the PRAE and the retrofit layer.

IV. EXPERIMENTS

To evaluate the proposed method, we performed two learning experiments using a real humanoid robot, NAO: generation of a description from an action (Fig. 3 (a), Experiment 1) and generation of an action from a description including unseen words (Fig. 3 (b), Experiment 2). In our experiments, we trained the rPRAE with a paired dataset of robot action sequences and word sequences. The robot action was obtained by generating predesigned action trajectories. We used the dataset created by Yamada et al. [1], as well as their experiment setup and data division, while extending the corresponding descriptions.

A. Task Design

1) Robot Actions: The task of the robot was to manipulate three cubes colored red, green, and yellow. Two cubes were placed in front of the robot, and $3P_2 = 6$ cube arrangements were possible. To manipulate the cubes, the robot performed actions consisting of three components: motion, hand, and speed. Each component had two or three options; PULL / PUSH / SLIDE for the motion, LEFT / RIGHT for the hand, and SLOWLY / FAST for the speed. Each study, we utilized these options. For each cube arrangement, 18 types of actions were possible by considering combinations of these three components. Thus, the total number of possible action...
sequence patterns was 72, and each pattern was collected six times.

2) Descriptions: The descriptions, paired with the actions, were combinations of verbs (motion), adjectives (color), and adverbs (speed); pull/push/slide (verb) + red/green/yellow (adjective) + slowly/fast (adverb). For example, if you place a red object on the right and a green object on the left, the description corresponding to PUSH-RIGHT-SLOWLY is “push red slowly.”

In addition, we prepared a set of five synonyms for each word, called a “synonym group.” In this paper, labels for synonym groups are shown in bold. The total vocabulary consists of 41 words including five synonyms of the aforementioned 8 words and start/end symbols (BOS/EOS).

B. Training Setup

Figure 1 shows the sample paired sequence (action: “SLIDE-RIGHT-SLOWLY” and description: “slide red slowly”). In the description data (top row of Fig. 1), we can select any words from the same synonym group to obtain a description with the same meaning. In the action sequence (bottom of Fig. 1), pictures (a) indicate the front view of the robot motion, and pictures (b) represent the input images acquired from the robot’s head camera. Pictures (c) and (d) indicate the joint angle values of the arms of the NAO. Each robot action sequence consists of joint angles with 10 degrees of freedom (DoF) and 10-dimensional image features extracted by the CAE. In this study, the initial image was being input during an action sequence. The robot action sequences were obtained in approximately 26 or 39 steps depending on the motion speed specified by the adverb. The values of joint angles were normalized from -0.8 to 0.8. The description data consisted of five elements, namely three words (forming a sentence) and BOS and EOS. Each element was a 300-dimensional vector acquired from pre-trained Word2Vec [17].

Each encoder and decoder of the PRAE was a one-layer biLSTM with 500 nodes. The dimensions of $z_{\text{desc}}$ and $z_{\text{act}}$ were also 500. The margin $\Delta$ of the binding loss was 1.0. Each retrofit layer had 400 nodes, and the final output dimension was 300. We used the Adam optimizer (learning rate: 0.001), a batch size of 120, and a total of 100 training epochs. We trained 20736 sequences (described in Section IV-C); thus, one epoch contains 173 iterations, and the total number of iterations is $N = 17300$. We set $n_{\text{ini}} = 1$ and $n_{\text{ch}} = 100$. These parameters were determined after considering several training settings.

C. Data Division

We evaluated the trained model through five-fold cross-validation with respect to descriptions. Each row of Table I indicates a word set used in a test in the cross-validation. A word is selected from each synonym group, which is shown as a column, to form a description (e.g. “pull cardinal quickly”). Cross-validation was performed on these five sets of words; four sets were used for the training, and the remaining set was used for the test. The words in the testing dataset were not included in the training dataset; thus, they were unseen words. In addition, we split the 72 action sequences into two parts: 54 sequences for the training dataset and 18 sequences for the testing dataset. This division allowed us to test whether the model could generate appropriate descriptions or actions for novel combinations of robot actions and cube arrangements.

Table II summarizes the data division. Each cell of this table indicates the number of sequence patterns. The cells in the second row consist of the actions for the test, and the cells in the second column consist of the descriptions for the test that contain at least one or more unseen words. Because each action was collected six times, the number of sequences used is six times the number inferred from Table II. A total of 72 (action) $\times 6 \times 5$ (verb) $\times 5$ (adjective) $\times 5$ (adverb) = 54000 sequences were possible, and we used $54 \times 6 \times 4 \times 4 \times 4 = 20736$ for training. It should be noted that only the upper-left cell of Table II was used for training, and the remaining cells were used for testing.

D. Experiments

We evaluated the model’s ability to generate linguistic descriptions and robot actions by conducting the following two experiments.

Experiment 1: We confirmed that this model can generate descriptions from action sequences. We considered a description to be successfully generated if it satisfied the following two conditions: (1) the words are generated in the order of “verb + adjective + adverb + EOS,” and (2) each word belongs to the correct synonym group. The success rate was employed as a metric in Experiment 1.

Experiment 2: To confirm that this model can generate robot actions from descriptions including unseen words, we...
TABLE IV: DTW score for generated action sequences

| The number of unseen words | DTW [-] | 1 | 2 | 3 (all) |
|---------------------------|---------|---|---|---------|
| training actions (54 data) | rPRAE (ours) | 3.131 (±0.35857) | 24.29 (±7.2385) | 40.68 (±12.362) | 56.76 (±16.037) |
| PRAE | 2.130 (±1.4167) | 24.77 (±4.1224) | 42.58 (±6.1349) | 57.00 (±8.0764) |
| test actions (18 data) | rPRAE (ours) | 16.35 (±3.3886) | 33.32 (±5.0996) | 47.87 (±8.9638) | 60.09 (±12.196) |
| PRAE | 17.17 (±5.5450) | 34.97 (±3.7483) | 49.46 (±5.5183) | 60.74 (±6.2617) |

TABLE V: Success rates for action generation in the speed condition

| The number of unseen words | Success rates [%] |
|---------------------------|--------------------|
| training actions (54 data) | 100.0 | 97.78 | 95.56 | 93.33 |
| rPRAE (ours) | 100.0 | 98.56 | 96.77 | 95.43 |
| PRAE | 100.0 | 97.78 | 95.56 | 93.33 |
| test actions (18 data) | 100.0 | 97.78 | 95.56 | 93.33 |
| rPRAE (ours) | 100.0 | 98.43 | 96.23 | 95.19 |
| PRAE | 100.0 | 97.78 | 95.56 | 93.33 |

V. RESULTS AND DISCUSSION

A. Generation of Linguistic Description from Action

We evaluated the linguistic descriptions generated from the actions (Experiment 1). These descriptions were generated using the encoder of action-RAE and decoder of description-RAE. Table III shows the description generation success rates. The success rate of the actions for the test was as high as 98.89%, indicating that our model could successfully translate correct descriptions even from untrained actions. In other words, the model was capable of generating proper descriptions even for novel combinations of actions and environment.

B. Generation of Action from Linguistic Description

We evaluated the actions generated from the linguistic descriptions (Experiment 2). We compared the rPRAE and the PRAE, which does not have the retrofit layer.

Metric 1) Table IV summarizes the results of the DTW score for the generated action sequences. In all the cells of the table except for the top left cell, our proposed model showed better scores than those of the PRAE. These scores were particularly improved when the description contained one or two unseen words. On the other hand, the rPRAE presented issues regarding the stability of performance. The rPRAE failed to generate actions if the descriptions included particular unseen words that were not properly converted through the retrofit layer. As the success rate varies greatly depending on whether particular words are included in the testing dataset or not, the DTW scores of the rPRAE showed a high standard deviation. This may be a limitation of the simple structure of the retrofit layer that does not necessarily convert a word properly.

Metric 2) Table V presents the success rates for the motion speed condition. Here, the rPRAE yielded worse scores than those of the PRAE. The rPRAE failed only when a certain word “rapidly” was included in the descriptions. It is assumed that this is because the pre-trained representation of “rapidly” could not be retrofitted properly. Considering the results in Table IV and Table V, the generation performance of the rPRAE is noted to depend on the pre-trained embeddings. However, this can be dealt with in various ways, such as via additional training before used in a real-world environment. Thus, the failures with respect to specific words that were improperly retrofitted are more tolerable than the unpredictable
TABLE VI: Success rates for task achievement using a robot

| The number of unseen words | Success rates [%] |  |  |  |  |  |
|---------------------------|-------------------|---|---|---|---|---|
| unseen words              | 0     | 1      | 2     | verb+adj | adj+adv | adv+verb |
| training actions          |       |        |       |          |         |          |
| (54 data)                 | 100.0 | 92.59  | 62.96 | 100.0    | 61.11   | 62.96    | 94.44    | 61.11    |
| test actions              | rPRAE (ours)     | 94.44 | 83.33 | 55.56   | 55.56   | 55.56   | 55.56   |
|                           | PRAE             | 88.89 | 72.22 | 27.78   | 27.78   | 27.78   |
|                           | (18 data)        |       |       |         |         |         |         |

Metric 3) Table VI displays the success rates of task achievement using a real robot. The success rate of the PRAE was markedly worse than that of the rPRAE. However, the rates of the rPRAE were similar low when the descriptions included unseen adjective words. This is because the robot failed to generate actions when “olive” was included. In this case, the robot generated the actions of red. To analyze the reason for this failure, we visualized retrofitted words via principal component analysis (PCA, Fig. 5). In contrast to the case of the PC1-PC2 space, which indicates coherence of the POS, “olive” is placed separately from the synonym group in the PC2-PC3 space. According to WordNet [27], “olive” means “of a yellow-green color similar to that of an unripe olive.” Thus, affected by pre-trained word embeddings, “olive” had been embedded close to red, which is between yellow and green. Because the rPRAE relies on pre-trained word embeddings, the robot could not generate an action properly from the word that mixes multiple meanings.

Except for the above failures, our model generated proper actions without being affected by the number of unseen words in the descriptions and the POS they belonged to. Figure 6 shows a successful example of the generated action sequence. The generated joint angles (the solid lines) are apparently similar to the correct trajectories (the broken lines). These results suggest that the retrofit layer transforms the pre-trained word embeddings, including unseen words, into a representation tailored to actions.

C. Analysis of Retrofitted Word Representation

To verify the effectiveness of the retrofit layer, we visualized word representations which was input to the description RAE. Figure 7 shows the cosine similarity of original word embeddings acquired by pre-trained Word2Vec [17] and Fig. 8 shows the cosine similarity of word embeddings transformed by the retrofit layer. Every five-row and -column block belongs to the synonym group, and the last row and column indicate BOS/EOS. The central row and column of each synonym group indicate the unseen word. The first three synonym groups are verbs, the next three groups are adjectives, and the last two groups are adverbs.

The results show that words are grouped according to the POS; moreover, the synonyms are grouped including unseen words. Unlike the original embeddings, even the antonyms slowly and fast are clearly separated. This grouping also can be seen in both embeddings in the visualization using PCA (Fig. 5 shows the retrofitted one). We found that the rPRAE obtained word embeddings that could not be acquired under the distributional hypothesis. Similar results may be confirmed in another context-independent word embeddings like GloVe [28]. Although the retrofitted embeddings depend on the situation that the robot is exposed to, the proposed method is effective in terms of grounding pre-trained word embeddings learned from a text corpus to the real action and environment.

VI. Conclusion

We proposed a model to acquire integrated representations of unseen linguistic descriptions and sensory-motor experience. This model extends the bidirectional translation model of actions and descriptions by incorporating the retrofit layer. By training the retrofit layer and the bidirectional translation model alternately, the proposed model transforms pre-trained
word embeddings to correspond to robot actions and the environment. The model performs bidirectional translation between robot actions and their linguistic descriptions even if they include unseen words. Experimental results show that the generation of robot actions is essentially independent of the number and order of unseen words in the description. In addition, the retrofitted word embeddings, including unseen words, were grouped according to the part-of-speech (POS) and synonym. These results indicate that the model acquires linguistic representations that cannot be obtained by performing training under the distributional hypothesis.

Future work should improve the model and extend the research setting by incorporating more complex actions and their complex descriptions. This may consider complex descriptions involving a variety of temporal expressions like “before/after,” referential expressions, and polysemous words within/across the POS [9][29][30]. To facilitate these developments, motion/video-captured datasets with a larger vocabulary and a powerful sentence encoder, such as BERT [24], are required.
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