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Abstract

Recent research in robust optimization has shown an overfitting-like phenomenon in which models trained against adversarial attacks exhibit higher robustness on the training set compared to the test set. Although previous work provided theoretical explanations for this phenomenon using a robust PAC-Bayesian bound over the adversarial test error, related algorithmic derivations are at best only loosely connected to this bound, which implies that there is still a gap between their empirical success and our understanding of adversarial robustness theory. To close this gap, in this paper we consider a different form of the robust PAC-Bayesian bound and directly minimize it with respect to the model posterior. The derivation of the optimal solution connects PAC-Bayesian learning to the geometry of the robust loss surface through a Trace of Hessian (TrH) regularizer that measures the surface flatness. In practice, we restrict the TrH regularizer to the top layer only, which results in an analytical solution to the bound whose computational cost does not depend on the network depth. Finally, we evaluate our TrH regularization approach over CIFAR-10/100 and ImageNet using Vision Transformers (ViT) and compare against baseline adversarial robustness algorithms. Experimental results show that TrH regularization leads to improved ViT robustness that either matches or surpasses previous state-of-the-art approaches while at the same time requires less memory and computational cost.

1. Introduction

Despite their success in a wide range of fields and tasks, deep learning models still remain susceptible to manipulating their outputs by even tiny perturbations to the input \cite{4, 7, 10, 19, 30, 32, 36, 43, 47}. Several lines of work have focused on developing robust training techniques against such adversarial attacks \cite{8, 20, 31, 32, 36, 41, 46, 48, 54}. Importantly, Rice et al. \cite{38} observe a robust overfitting phenomenon, referred to as the robust generalization gap, in which a robustly-trained classifier shows much higher accuracy on adversarial examples from the training set, compared to lower accuracy on the test set. Indeed, several technical approaches have been developed that could alleviate this overfitting phenomenon, including $\ell_2$ weight regularization, early stopping \cite{38}, label smoothing, data augmentation \cite{51, 53}, using synthetic data \cite{21} and etc.

According to learning theory, the phenomenon of overfitting can be characterized by a PAC-Bayesian bound \cite{4, 9, 18, 34, 42} which upper-bounds the expected performance of a random classifier over the underlying data distribution by its performance on a finite set of training points plus some additional terms. Although several prior works \cite{21, 24, 26, 49} have built upon insights from the PAC-Bayesian bound, none attempted to directly minimize the upper bound, likely due to the fact that the minimization of their forms of the PAC-Bayesian bound do not have an analytical solution.

In this paper, we rely on a different form of the PAC-
Bayesian bound [18], which can be readily optimized using a Gibbs distribution [16] with which we derive a second-order upper bound over the robust test loss. Interestingly, the resulting bound consists of a regularization term that involves Trace of Hessian (TrH) [12] of the network weights, a well-known measure of the loss-surface flatness.

For practical reasons, we limit TrH regularization to the top layer of the network only because computing a Hessian matrix and its trace for the entire network is too costly. We further derive the analytical expression of the top-layer TrH and show both theoretically and empirically that top-layer TrH regularization has a similar effect as regularizing the entire network. The resulting TrH regularization (illustrated in Figure 1) is less expensive and more memory efficient compared to other competitive methods [21, 24, 26, 49].

In summary, our contributions are as follows: (1) We provide a PAC-Bayesian upper-bound over the robust test loss and show how to directly minimize it (Theorem 3). To the best of our knowledge, this has not been done by prior work. Our bound includes a TrH term which encourages the model parameters to converge at a flat area of the loss function; (2) Taking efficiency into consideration, we restrict the TrH regularization to the top layer only (Algorithm 1) and show that it is an implicit but empirically effective regularization on the TrH of each internal layer (Theorem 4 and Example 1); and (3) Finally, we conduct experiments with our new TrH regularization and compare the results to several baselines using Vision Transformers [14]. On CIFAR-10/100, our method consistently matches or beats the best baseline. On ImageNet, we report a significant gain (+2.7%) in robust accuracy compared to the best baseline and establish a new state-of-the-art result of 48.9%.

2. Background

We begin by introducing our notation and basic definitions. Let \( g_\theta(x) \) denote the output logits of a network \( \theta \) on an input \( x \in X \). We denote the predicted label by \( F_\theta(x) = \arg\max_{y \in Y} g_\theta(x) \in Y \) and the softmax output of \( g_\theta \) by \( s(g_\theta) \). To train the network, we sample a dataset \( D^m \equiv \{(x_i, y_i)\}_{i=0}^{m-1} \) containing \( m \) i.i.d examples from a distribution \( D \), so that the test and training losses are

\[
L(\theta, D) \equiv \mathbb{E}_{(x, y) \sim D} l((x, y), g_\theta),
\]

and

\[
\hat{L}(\theta, D^m) \equiv \frac{1}{m} \sum_{(x, y) \in D^m} l((x, y), g_\theta),
\]

respectively and \( l \) denotes the loss function. Ideally, the classification error of \( g_\theta \) should be represented by the 0-1 loss \( l((x, y), g_\theta) = \|F_\theta(x) \neq y\| \). However, since the 0-1 loss is infeasible to minimize and inferior for generalization, it is common to use surrogate losses such as the Cross-Entropy loss \( CE((x, y), g_\theta) = -\log\{s(g_\theta(x))\}_y \) for training instead, where \( \{v\}_j \) denotes the \( j \)-th element of the vector \( v \). Finally, we denote the KL-divergence between two distributions \( P, Q \) as \( KL(P \| Q) \). For any twice-differentiable function \( L \), we denote its Jacobian and Hessian matrix as \( \nabla L \) and \( \nabla^2 L \) respectively.

2.1. Adversarial Robustness

The goal of adversarial robustness is to train a deep network that is robust against \( \ell_p \) norm-bounded noises. In this case, the test and training loss functions are replaced by their respective robust counterparts – \( R(\theta, D) \) on the test set and \( R(\theta, D^m) \) on the training set, such that

\[
R(\theta, D) \equiv \mathbb{E}_{(x, y) \sim D} \max_{||\epsilon||_p \leq \delta} l((x + \epsilon, y), g_\theta),
\]

and

\[
\hat{R}(\theta, D^m) \equiv \frac{1}{m} \sum_{(x, y) \in D^m} \max_{||\epsilon||_p \leq \delta} l((x + \epsilon, y), g_\theta),
\]

where \( \delta \) is the maximum noise budget. Various methods have been proposed to improve adversarial robustness. In this paper, we focus on the following two well-known defenses: adversarial training [32], denote AT (Definition 1), and TRADES [54] (Definition 2). AT is a classical method in enforcing robustness; while TRADES achieves state-of-the-art robust accuracy on CIFAR-10 and ImageNet [21].

**Definition 1 (Adversarial Training (AT) [32])** Given a network with parameter \( \theta \), a training set \( D^m \), the bound of noise \( \delta \) and norm \( || \cdot ||_p \), AT minimizes the following objective w.r.t \( \theta \),

\[
\hat{R}_{AT}(\theta, D^m) \equiv \frac{1}{m} \sum_{(x, y) \in D^m} \max_{||\epsilon||_p \leq \delta} CE((x + \epsilon, y), g_\theta),
\]

which considers the adversarial sample \( x + \epsilon \) in a \( \delta \)-ball around each input, instead of the input itself.

**Definition 2 (TRADES [54])** Given the same assumptions as in Definition 1, TRADES minimizes the following objective w.r.t \( \theta \):

\[
\hat{R}_{\text{TRADES}}(\theta, D^m) \equiv \frac{1}{m} \sum_{(x, y) \in D^m} \left[ CE((x, y), g_\theta) + \lambda_t \cdot \max_{||\epsilon||_p \leq \delta} KL\text{loss}((x, x + \epsilon), g_\theta) \right]
\]

where \( KL\text{loss}((x, x + \epsilon), g_\theta) = KL(s(g_\theta(x)) || s(g_\theta(x + \epsilon))) \), \( \lambda_t \) is a penalty hyper-parameter, which balances the clean accuracy and the robustness.

Intuitively, TRADES minimizes the cross-entropy loss, while also regularizing for prediction smoothness in an \( \delta \)-ball around each input.
2.2. Generalizing Robustness

Rice et al. [38] observe that the AT and TRADES methods may suffer from severe overfitting. Namely, the model exhibits higher robustness on the training data compared to the test data. A number of traditional strategies have been applied to alleviate the overfitting problem in robust training, such as $\ell_2$ weight regularization, early stop [38], label smoothing, data augmentation [51, 53] and using synthetic data [21]. Below we describe popular and recent methods that were designed specifically for adversarial training.

Stochastic Weight Averaging (SWA). Izmailov et al. [24] introduces SWA for improved generalization performance in standard training. SWA maintains an exponential running average $\theta_{\text{avg}}$ of the model parameters $\theta$ at each training iteration and uses the running average $\theta_{\text{avg}}$ for inference. Namely,

$$\theta(t+1) \leftarrow \text{SGD}(\theta(t)); \quad \theta_{\text{avg}} \leftarrow \alpha \theta_{\text{avg}} + (1-\alpha)\theta(t+1)$$

where $\alpha$ is commonly set to 0.995. Recent work has also shown that SWA helps generalization in the robust training [21] scenario. Note that maintaining the running average requires additional memory resources.

Adversarial Weight Perturbation (AWP). Similar to Sharpness-Aware Minimization [15], Wu et al. [49] encourages model robustness by penalizing against the most offending local weight perturbation to the model. Specifically, given a robust loss $\hat{R}_t(\theta, D^m)$, AWP minimizes the following objective w.r.t $\theta$:

$$\max_{\psi(\xi) \leq \delta_{\text{awp}}} \hat{R}_t(\theta + \xi, D^m)$$

where $\ast$ denotes either AT or T, $\psi$ measures the amount of noise $\xi$ (e.g. $\ell_2$ norm) and $\delta_{\text{awp}}$ denotes the noise total budget. Note that solving the inner maximization problem requires at least one additional gradient ascent step in the parameter space.

Second-Order Statistic (S2O). Jin et al. [26] improve the robustness generalization by regularizing the statistical correlations between the weights of the network. Furthermore, they provide a second-order and data-dependent approximation $A_\theta$ of the weight correlation matrix. During training, S2O minimizes the following objective w.r.t $\theta$:

$$\hat{R}_t(\theta, D^m) + \alpha \| A_\theta \|_F$$

where $\alpha > 0$ is a hyper-parameter. Computing $A_\theta$ involves computing the per-instance self-Kronecker product of the logit outputs for the clean and adversarial inputs.

2.3. PAC-Bayesian Theory for Robust Training

PAC-Bayesian theory [4, 9, 18, 34, 35, 42] provides a foundation for deriving an upper bound of the generalization gap between the training and test error. Both AWP and S2O plug the robust loss into the classical bound [35] to obtain the following form:

**Theorem 1 (Square Root-Form PAC-Bayesian Bound [49])**

Given a prior distribution $P$ on the weight $\theta$ of a network, any $\tau \in (0, 1)$, a robustness loss $R(\theta, D)$ for a data distribution $D$ and its empirical version $\hat{R}(\theta, D^m)$, for any posterior distribution $Q$ of $\theta$, the following inequality holds with a probability at least $1-\tau$,

$$E_{\theta \in Q} R(\theta, D) \leq E_{\theta \in Q} \hat{R}(\theta, D^m) + 4 \sqrt{\frac{1}{m}KL(Q||P)} + \log \frac{2m}{\tau}.$$  (3)

Generally speaking, the goal of PAC-Bayesian learning is to optimize $Q$ on the RHS of Eq. 3 so as to obtain a tight upper bound on the test error (LHS). However, directly optimizing Eq. 3 over $Q$ is difficult because of the square root term. Instead of optimizing the RHS, AWP replaces it with $\max_{\xi} \hat{R}(\theta + \xi, D^m) + \text{a constant upper bound}$ on the square root term, which is only loosely connected to the bound. On the other hand, S2O assumes $P$ and $Q$ as non-spherical Gaussian, i.e. $P = N(0, \Sigma_g)$, $Q = N(\hat{\theta}, \Sigma_q)$ and show that the square root bound increases as the Frobenius norm and singular value of $\Sigma_q$ increase. To overcome the complexity of the square root term, they approximate it with $\| A_\theta \|_F$ as in Eq. 2.

3. Direct PAC-Bayesian Bound Minimization

As mentioned earlier, neither AWP [49] nor S2O [26] minimize the PAC-Bayesian bound directly, likely due to the complicating square-root term in Eq.3. However, Eq.3 is only one instance out of PAC-Bayesian bounds defined in Germain et al. [18]. According to their framework, there is also a linear-form of the bound related to Bayesian inference which can be analytically minimized with the aid of a Gibbs distribution [12, 17, 40]. We leverage this linear-form of the PAC-Bayesian bound, and adapt it for bounding the robustness gap:

**Theorem 2 (Linear-Form PAC-Bayesian Bound [17])**

Under the same assumptions as in Theorem 1, for any $\beta > 0$, with a probability at least $1 - \tau$,

$$E_{\theta \in Q} R(\theta, D) \leq E_{\theta \in Q} \hat{R}(\theta, D^m) + \frac{1}{\beta}KL(Q||P) + C(\tau, \beta, m),$$  (4)

where $C(\tau, \beta, m)$ is a function independent of $Q$. 

16460
Here $\beta$ is a hyper-parameter that balances the three terms on the RHS. A common choice is $\beta \propto m$, i.e. the size of the dataset [13,17]. Recently, [12] proposed to set $P$ and $Q$ to univariate Gaussians and used a second-order approximation to estimate the PAC-Bayesian bound. Applying a similar technique, we introduce Theorem 3 (see Appendix A for the proof) which minimizes the RHS of Eq. 4.

**Theorem 3 (Minimization of PAC-Bayesian Bound)**

If $P = \mathcal{N}(0, \sigma^2_0)$, and $Q$ is also a product of univariate Gaussian distributions, then the minimum of Eq. 4 w.r.t $Q$ can be bounded by

$$\min_{Q} E_{\theta \in Q} R(\theta, D)$$

$$\leq \min_{Q} \left( E_{\theta \in Q} \hat{R}(\theta, D^m) + \frac{1}{\beta} KL(Q||P) \right) + C(\tau, \beta, m)$$

$$= \min_{\theta} \left\{ \frac{1}{\beta} \hat{R}(\theta, D^m) + \frac{\|\theta\|^2}{2\beta^2\sigma^2_0} + \frac{\sigma^2_0}{2} Tr(\nabla^2_\theta \hat{R}(\theta, D^m)) \right\}$$

$$+ C(\tau, \beta, m) + O(\sigma^2_0). \quad (5)$$

Assuming that $\sigma^2_0 = 1/d$ is the variance of the initial weight matrices where $d$ is the input feature dimension, then $O(\sigma^2_0) = O(d^{-2})$. Theorem 3 considerably simplifies the optimization problem from one over the space of probability density functions $Q$ to one over model weights $\theta$. Moreover, the resulting bound (RHS of Eq. 5) contains the Trace of Hessian (TrH) term $Tr(\nabla^2_\theta \hat{R}(\theta, D^m))$ of the robust loss, which sums the loss surface curvatures in all directions. For a convex loss, the Hessian is positive semi-definite (PSD) in which case trace minimization leads $\theta$ to a flatter region of the loss surface. Although in general, our Hessian is not PSD, empirically we find that its largest eigenvalue has a much larger magnitude than the least ones [3] and that trace minimization correlates with minimizing the standard deviation of the eigenvalues (see Figure 5 in the appendix), so that the overall curvature is effectively decreases.

The RHS of Eq. 5 in Theorem 3 provides a training objective function that bounds the optimal test error up to a constant. However, evaluating and minimizing the bound in Eq. 5 requires computing the Trace of Hessian (TrH) term. Unfortunately, computing the Hessian directly by applying auto-differentiation twice is infeasible for a large deep network. Another solution is to apply Hutchinson’s method [5] to randomly approximate the TrH, however, the variance of the resulting estimator is too high and it ends up being too noisy for training in practice.

Instead, we propose to restrict TrH regularization to the top layer of the deep network only. Although this restriction brings approximation error to the bound, it has two benefits. First, the TrH on the top layer has simple analytical expressions (Section 3.1). Second, we show that the top-layer TrH regularization effectively regularizes the TrH of the entire network as well (Section 3.2).

### 3.1. Top-Layer TrH regularizers for AT & TRADES

The network parameter $\theta$ can be decomposed into $\{\theta_t, \theta_b\}$ where $\theta_t$ denotes the weights of the top layer and $\theta_b$ denotes the weights of the remaining (bottom) network. In this case, the logits can be expressed as $g_\theta(x) = \theta_t^T f_{\theta_b}(x)$, where $f_{\theta_b}(x)$ is the penultimate layer feature. Furthermore, we define $h(x, \theta) = s(g_\theta(x)) - s(g_\theta(x))^2$. We present the analytical forms of the top-layer TrH w.r.t. the AT and TRADES losses in Proposition 1 and 2 (additional examples of other adversarial losses are provided in Appendix B).

**Proposition 1 (TrH for AT)**

Given a training dataset $D^m$ and the adversarial input example $x'$ for each example $x$, the top-layer TrH of the AT loss (Definition 1) is equal to

$$\text{Tr}(\nabla^2_{\theta_t} \hat{R}_{AT}(\theta, D^m)) = \frac{1}{m} \sum_{(x, y) \in D^m} \text{TrH}_{AT}(x'; \theta),$$

where $\text{TrH}_{AT}(x'; \theta) = ||f_{\theta_b}(x')||_2^2 \cdot 1^T h(x', \theta)$.

**Proposition 2 (TrH for TRADES)**

Under the same assumption in Proposition 1, the top-layer TrH of the TRADES loss (Definition 2) is equal to

$$\text{Tr}(\nabla^2_{\theta_t} \hat{R}_{TRADES}(\theta, D^m)) = \frac{1}{m} \sum_{(x, y) \in D^m} \text{TrH}_{TRADES}(x, x'; \theta_t, \theta),$$

where $\text{TrH}_{TRADES}(x, x'; \lambda_t, \theta) = ||f_{\theta_b}(x)||_2^2 \cdot 1^T h(x, \theta)$

$$+ \lambda_t ||f_{\theta_b}(x')||_2^2 \cdot 1^T h(x', \theta). \quad (6)$$

To obtain Eq. 6, we stopped the gradient on the KL loss of Definition 2 with respect to the clean logits $g_\theta(x)$, because we find it is more stable for training, otherwise, there would be an additional regularization term $G(x, x'; \theta)$ in the TrH$_T$ (see more details in the Appendix A).

With Proposition 1 and 2, we now present the complete training objective in Algorithm 1. Notice that, to simplify hyper-parameter notations, we re-parameterize $\gamma \equiv 1/2\beta\sigma^2_0$ and $\lambda \equiv \gamma^2/2$ in the algorithm.

### 3.2. The effect of Top-Layer TrH Regularization

Although the TrH regularization is restricted to the top layer only, the gradient back-propagates to the entire network through the penultimate layer features. This motivates the following research question:

**What effect does top-layer TrH regularization have on the TrH of the entire network?**

To answer this question, we take a two-step approach. First, we experiment with a small 3-layer network on the synthetic Two-Moon dataset (see Appendix C for a visualization of the dataset), provided that computing the full
network Hessian is inexpensive. Subsequently, we provide a theorem that can be used to bound the Trace of Hessian of the full network with that of the top layer only.

Example 1 (Two Moons) We use 500 training examples, where \( x \in \mathbb{R}^2 \) and \( y \in \{0, 1\} \) from the Two Moon dataset. We train a 3-layer fully-connected network with Dense(100)-ReLU-Dense(100)-ReLU-Dense(2) with the AT loss under three settings:

- **Standard**: no regularization.
- **Top**: Regularizing the TrH of the top layer only.
- **Full**: Regularizing the TrH of the entire network.

Throughout the training process (x-axis), we evaluate the TrH of the entire network (y-axis) with a numerical approach (twice differentiation) and plot the results in Figure 2.

Figure 2 empirically shows that regularization the TrH of the top layer (orange) indirectly reduces the TrH of the entire network and is nearly as effective as regularizing the entire network (green) after the 60-th epoch.

Next, we provide a theoretical justification for the impact of top-layer TrH regularization on the layers below. Intuitively, our Theorem 4, establishes an inductive relation between the TrH of the consecutive layers in a feed-forward neural network with ReLU activation and CE loss, a common building block in AT and trades training.

**Theorem 4 (Inductive Relation in TrH)** Suppose \( g_{\theta} \) is a feed-forward network with ReLU activation. For the \( i \)-th layer, let \( W^{(i)} \) be its weight and \( I_x^{(i)} \) be its input evaluated at \( x \). Thus, \( \text{TrH}^{\text{CE}}_{x}(W^{(i-1)}) \), i.e. TrH evaluated at \( x \) using a CE loss w.r.t \( W^{(i-1)} \), is equal to

\[
\text{TrH}^{\text{CE}}_{x}(W^{(i-1)}) = \|I_x^{(i-1)}\|_2^2 \sum_{k,d \in P^{(i)}} \{H^{(i)}\}_{k,d}
\]

where \( \{H^{(i)}\}_{k,d} \equiv \left( \frac{\partial g_{\theta}(x)}{\partial I_x^{(i)}} \right)_d \cdot \{h(x, \theta)\}_k \),

\[
P^{(i)} \equiv \{d_i|\{I_x^{(i)}\}_d > 0\}
\]

and the following inequality holds for any \( H^{(i)}, H^{(i+1)} \):

\[
\text{TrH}^{\text{CE}}_{x}(W^{(i-1)}) \leq \|I_x^{(i)}\|_2^2 \sum_{k,d \in P^{(i)}} \{H^{(i)}\}_{k,d}
\]
\[
\max_{k,d_1} \{ H^{(i)}_{k,d_1} \} \leq \max_{k,d_1+1} \{ H^{(i+1)}_{k,d_1} \} \cdot ||W^{(i)}||^2_1.
\]

Put simply, the max-norm of the Hessian of each layer forms an upper bound for the max-norm of the layer below it (times a scalar). Therefore, regularizing the TrH of the top layer alone implicitly regularizes the Hessian of the layers below it. This effect explains the phenomenon observed in Example 1.

Furthermore, the operator norm \( ||W^{(i)}||^2 \) of weights in Eq. 7 makes an interesting connection between TrH minimization and robust training. Roth et al. [39] show that robust training is an implicit way of regularizing the weight operator norm. Moreover, directly minimizing the operator norm is a commonly used technique in training certifiable robust networks [23, 31], a stronger version of the robustness guarantee targeted in this paper. Thus, the combination of robustness training and top-layer regularization results in an implicit regularization on TrH for internal layers.

4. Evaluation

In this section, we evaluate TrH regularization (Algorithm 1) over three image classification benchmarks including CIFAR-10/100 and ImageNet and compare against the robust training baselines described in Section 2.2.

4.1. Experiment Setup

Datasets and Threat Model. For CIFAR-10/100, we choose the standard \( \varepsilon = 0.031(\approx 8/255) \) of the \( \ell_\infty \) ball to bound the adversarial noise. In addition, Gowal et al. [21] has reported that using synthetic images from a DDPM [22] generator can improve the robustness accuracy for the original test set. Thus, we also add 1M DDPM images to CIFAR-10/100 (these images are publicly available [1]). For ImageNet, we choose \( \varepsilon = 3.0 \) for the \( \ell_2 \) and \( \varepsilon = 0.0157(\approx 4/255) \) for the \( \ell_\infty \) ball, respectively. We do not use extra data for ImageNet. The chosen \( \varepsilon \)s follow the common choices in the literature [21, 26, 32, 49]. We report the test accuracy evaluated with benign images and adversarial images generated by AutoAttack [11] (AutoPGD+AutoDLR), which is widely used in the literature [21, 26, 49].

Network Architectures. We use Vision Transformer (ViT) [14] through all experiments because of its success on multiple tasks over existing architectures. Specifically, we report the results of ViT-L16, Hybrid-L16 for CIFAR-10/100 and ViT-B16, ViT-L16 for ImageNet (additional results and architecture details can be found in Appendix G). We initialize the weights from a pre-trained checkpoint on ImageNet21K [2]. Notice that the resolution of the CIFAR images \( (32 \times 32) \) are too small to correctly align with the pre-trained kernel of the first layer. To address this issue, we down-sample the kernel of the input layer following the receipt proposed by Mahmood et al. [33].

Methods. We train the models using AT and TRADES losses, together with the following defenses: (1) base: no regularization; (2) AWP [49]; (3) SWA [24]; (4) S2O [26]; and (5) our Algorithm 1 (TrH). We are interested in the baselines defenses because of their connections to the PAC-Bayesian bound or the loss flatness. During training, the model was partitioned over four Google Cloud TPUv4 chips [27] for the base and TrH methods, and eight chips for AWP, S2O, and SWA as they consume more HBM memory.

Hyperparameter Selection. Training robust ViTs can be challenging due to a large number of hyper-parameters. We use two steps for hyperparameter selection. For the choice of common hyper-parameters, e.g., batch size, patch size, training iterations, and etc. (a full list is included in Appendix D), we first do a large grid search and select values that produce the best results on TRADES(base). This step is referred to as pre-tuning and is done per dataset.

After the first step, where the common hyper-parameters are locked, we tune and report the best results after trying different sets of method-specific hyper-parameters, e.g., the norm bound of weight noises in AWP and \( \lambda \) for TrH. Appendix E provides a full list of hyper-parameters we use to produce our main results in Table 1.

4.2. Main Results

In Table 1, we report the robust test accuracy using different types of defenses. The top results are highlighted in bold font. To measure the significance of an improvement, we calculate the maximum standard error (SE) \( \pm \sqrt{0.5 \cdot (1 - 0.5)/m} \) (where \( m \) denotes the number of test examples) for each dataset. Thus, the accuracy of a certain model is regarded a \textit{silver} result \( a_{\text{silver}} \), if its SE interval overlaps with the that of the top result \( a_{\text{top}} \). Namely, \( a_{\text{top}} - SE \leq a_{\text{silver}} + SE \).

CIFAR-10/100. In CIFAR-10/100, a significant improvement is at least 1% according to SE. Therefore, based on Table 1, the performance differences among the methods are relatively small. Nevertheless, TrH attains either the top result (in 3 instances) or the silver result (in 5 instances) across all eight instances. In comparison, AWP is the second best with 3 top and 3 silver; S2O has 1 top and 4 silver; SWA has 3 silver; and the base has 1 top and 3 silver. Notably, Hybrid-L16+TRADES(TrH) achieves the highest robust accuracy (34.1%) on CIFAR-100 which beats all other baselines by at least 2%.
\[ \ell_\infty (\delta = 8/255) \]

| \( \ell_\infty (\delta = 4/255) \) | ViT-L16 | Hybrid-L16 |
|-------------------------------|--------|------------|
| CIFAR-10                      | Clean (%) | AA (%) | Clean (%) | AA (%) | Clean (%) | AA (%) |
| AT(base)                      | 87.4   | 60.8     | 64.3     | 31.7   | 88.0    | 61.7   | 64.2   | 31.8   |
| AT(SWA)                       | 88.0   | 61.7     | 62.5     | 31.7   | 86.5    | 57.2   | 63.6   | 30.8   |
| AT(S2O)                       | 87.1   | 60.2     | 64.9     | 31.7   | 88.7    | 61.6   | 64.3   | 31.8   |
| AT(AWP)                       | 88.5   | 62.4     | 63.3     | 32.6   | 88.5    | 61.5   | 63.9   | 32.5   |
| AT(TrH)                       | 87.0   | 61.7     | 62.5     | 32.8   | 88.0    | 61.0   | 63.8   | 32.4   |
| TRADES(base)                  | 85.2   | 60.3     | 62.0     | 31.4   | 85.9    | 60.8   | 61.3   | 30.6   |
| TRADES(SWA)                   | 85.9   | 60.7     | 61.5     | 32.0   | 84.3    | 59.4   | 62.3   | 29.9   |
| TRADES(S2O)                   | 87.4   | 61.6     | 62.4     | 31.6   | 87.2    | 61.5   | 65.0   | 31.9   |
| TRADES(AWP)                   | 85.3   | 60.8     | 63.0     | 32.2   | 84.5    | 59.8   | 61.4   | 32.1   |
| TRADES(TrH)                   | 86.4   | 61.4     | 62.0     | 32.1   | 87.4    | 61.7   | 66.4   | 34.1   |

| ImageNet                      | ViT-B16 | ViT-L16 |
|-------------------------------|--------|--------|
| SE= ±0.5%                     | \( \ell_\infty (\delta = 4/255) \) | Clean (%) | AA (%) | \( \ell_2 (\delta = 3.0) \) | Clean (%) | AA (%) |
| AT(base)                      | 72.2   | 39.0   | 71.0   | 39.3   | 75.4    | 44.1   | 73.9   | 43.5   |
| AT(SWA)                       | 72.3   | 40.0   | 71.5   | 39.8   | 75.2    | 44.3   | 74.3   | 43.8   |
| AT(S2O)                       | 72.0   | 39.0   | 71.4   | 39.3   | 75.4    | 46.2   | 76.3   | 46.4   |
| AT(AWP)                       | 71.3   | 39.5   | 70.5   | 39.3   | 74.5    | 44.0   | 73.8   | 44.0   |
| AT(TrH)                       | 71.3   | 42.2   | 71.6   | 42.4   | 75.8    | 48.8   | 74.2   | 47.0   |
| TRADES(base)                  | 69.2   | 39.3   | 67.8   | 39.7   | 77.8    | 40.9   | 77.1   | 41.5   |
| TRADES(SWA)                   | 69.5   | 39.7   | 68.1   | 40.0   | 72.7    | 44.5   | 71.1   | 44.2   |
| TRADES(S2O)                   | 70.6   | 39.3   | 69.8   | 39.7   | 73.7    | 43.6   | 72.5   | 44.0   |
| TRADES(AWP)                   | 65.8   | 38.6   | 64.5   | 38.3   | 68.5    | 43.2   | 67.2   | 42.7   |
| TRADES(TrH)                   | 65.3   | 41.9   | 66.4   | 41.6   | 70.1    | 48.9   | 68.9   | 47.3   |

Table 1. Clean: % of Top-1 correct predictions. AA: % of Top-1 correct predictions under AutoAttack. A max Standard Error (SE) \( [44] = \sqrt{0.5 + (1 - 0.3)m} \) (m as the number of test examples) is computed for each dataset. The best results appear in bold. Underlined results are those that fall within the SE range of the result and are regarded roughly equal to the best result.

**ImageNet.** On ImageNet, a significant improvement is at least 0.4% according to SE. We observe that TrH regularization outperforms the other baselines across the board. Using AT(TrH), we set a new state-of-the-art robust accuracy of 48.8%, at \( \ell_\infty (4/255) \) and 47.0% at \( \ell_2 (3.0) \) with a ViT-L16 model. Specifically, in the case of \( \ell_\infty \), 48.8% is an improvement of 4.7% compared to the basic setup AT(base). In TRADES(TrH), although the robust accuracy is even slightly higher than AT, the clean accuracy is lower. This is due to the choice of \( \lambda_t = 6 \), which strongly favors robustness over clean accuracy. As we reduce \( \lambda_t \) to 1, we obtain a better balance of (clean, AA) accuracy of TRADES(TrH) at (78.7, 46.7) for \( \ell_\infty \) and (77.1, 45.2) for \( \ell_2 \).

**Summary** The results in Table 1 demonstrate that training with TrH regularization either matches or outperforms the robust accuracy of the existing methods. In fact, the gains of TrH regularization are wider on the larger ImageNet dataset compared to on CIFAR-10/100, where several methods show equivalent performance (per Standard Error analysis). This suggests that future work in robust adversarial training should move beyond the CIFAR benchmarks to larger-scale tasks.

**4.3. Sensitivity and Efficiency**

**Sensitivity to \( \lambda \).** To study the sensitivity of \( \lambda \) to the training in TrH regularization, we train a ViT-L16 model over the ImageNet dataset and vary the choice of \( \lambda \) over the ImageNet dataset and vary the choice of \( \lambda \) (x-axis) with all other setups fixed. Figure 3 plots the AA accuracy (y-axis) against the different choices of \( \lambda \) with all other setups fixed. The plot shows that \( \lambda = 5 \times 10^{-4} \) attains the highest AA accuracy for both AT and TRADES losses with little degradation in the range of \([10^{-4}, 10^{-3}]\).
Training Efficiency. To compare the computational efficiency of the various methods, we report the peak memory usage and runtime performance (i.e., images processed per second; the higher the better) in Table 2. As the cloud TPU chips are dynamically allocated and preemptable, we instead measure these costs on two local NVIDIA RTX chips with 24G memory per chip. Because of default JAX preallocates all GPUs, we set `XLA_PYTHON_CLIENT_ALLOCATOR=platform` before measuring the memory allocation and run-time. In Table 2, we show that adding TrH regularization brings almost no additional memory usage and runtime slowdown, compared to training without any regularization.

5. Related Work and Discussion

Perhaps the closest approach to ours is the PACTran-Gaussian metric [12], which uses a 2nd-order approximation of the PAC-Bayesian bound as the metric for evaluating the transferability of pretrained checkpoints. Similarly to our Eq. 5, the PACTran metric is composed of two terms: an $\ell_2$ regularized empirical risk (RER) and a flatness regularizer (FR). Our work was inspired by the PACTran metric, but also makes several improvements. Firstly, in PACTran a single posterior variance $\sigma_q^2$ was shared for all parameters. On the contrary, we used different $\sigma_q^2$ for different parameters. Secondly, in PACTran the optimization of the posterior mean $\theta_q$ is over the RER term only, while our optimization is over both RER and FR. These two changes potentially make our bound tighter than the one in the PACTran paper. In addition, we also study and explicitly include the higher-order terms in $O(\sigma_q^4)$, which was neglected in PACTran.

The main difference between our method and other sharpness-aware and PAC-Bayesian motivated method, such as SAM [15] and AWP [49], lies on how sharpness and PAC-Bayesian theory are positioned. SAM/AWP is motivated by empirically reducing the sharpness of the training loss landscape, whereas our work is theoretically motivated and directly minimizes the PAC-Bayesian bound of the (adversarial) loss w.r.t. the Gaussian posterior so as to reduce the generalization error. Specifically, the sharpness measure TrH emerges as a result of that optimization. Although a PAC-Bayesian bound was also considered as a theoretical motivation for SAM/AWP, it is unclear whether its optimization indeed reduces the PAC-Bayesian bound.

Beyond the PAC-Bayesian inspired approaches for robust training, a different line of work focuses on adapting PAC-Bayesian bounds for an ensemble of models, to improve either adversarial robustness [45] or out-of-distribution (OOD) robustness data [52]. Several other works have focused on methods for finding flat local minima of the loss surface in order to improve (standard) model performance [12, 15, 25]. Also outside the scope of adversarial robustness, Ju et al. [28] find that trace of Hessian regularization leads to robustness against noise in the labels. Their Hessian regularization is based on randomized estimation and is done for all layers, whereas we effectively apply TrH regularization on the top layer only and with Theorem 4 as theoretical justification.

6. Conclusion

In summary, we alleviate overfitting in adversarial training with PAC-Bayesian theory. Using a linear-form PAC-Bayesian bound overlooked by the prior work, we derive a 2nd-order estimation that includes the Trace of Hessian (TrH) of the model. We focus on the TrH of the top layer only, showing both empirically and theoretically (for ReLU networks) that it leads to an effective minimization of TrH of the full network, thereby providing a sound flatness regularization technique for adversarial training. Experiments show that TrH regularization method is consistently among the top performers on CIFAR-10/100 benchmark as well as achieves a significant improvement on robust test accuracy on ImageNet compared to other baselines.
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