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Abstract

Let PG(n, q) be the Desarguesian projective space of dimension n over the finite field of order q. The linear representation of a point set K in a hyperplane at infinity of PG(n, q) is the point-line geometry consisting of the affine points of PG(n, q), together with the union of the parallel classes of affine lines corresponding to the points of K. This type of point-line geometry has been widely investigated in the literature. Curiously, if K is a subgeometry, two disguises of its linear representation occur in two separate works. In this short note, we give an explicit isomorphism between these two disguises by making use of field reduction.
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1 Introduction

The concept of a linear representation was independently introduced for hyperovals by Ahrens and Szekeres [1] and Hall [11], and extended to general point sets by De Clerck [5].

Definition 1.1. Let s ∈ N and consider a point set K contained in a hyperplane H∞ of PG(s + 1, q). The linear representation of K is the point-line geometry T∗(K) := (P, L) with natural incidence, where

- P is the set of points of PG(s + 1, q) \ H∞,
- L is the set of all point sets ℓ \ {P}, where ℓ ⊈ H∞ is a line of PG(s + 1, q) through a point P ∈ K.

Note that, essentially, the linear representation of K is a point-line geometry consisting of the affine points of PG(s + 1, q), together with a union of parallel classes of its affine lines; the set K determines which parallel classes are considered.

Linear representations are mainly investigated in case of K being a well-known object, such as a hyperoval (if s = 2 and q is even, see [3, 10]), a Buekenhout-Metz unital (if s = 2 and q is square, see [6]) or a subgeometry (see [5, 7, 8]); results on general linear representations were proven as well, see e.g. [2, 4, 7]. The introduction of [7] presents a nice overview of these known results.

This note focuses on the case of K being a subgeometry (see Definition 2.1). As a matter of fact, if K ≅ PG(s, q), the point-line geometry T∗(K) embedded in PG(s + 1, q), t ∈ N \ {0}, occurs somewhat disguised in two separate works. On the one hand, the authors of [7] introduce the point-line geometry X(s, t, q), its ‘points’ being (t − 1)-dimensional subspaces of PG(s + t, q) disjoint to a fixed s-space and its ‘lines’ being t-dimensional subspaces intersecting that same s-space in a point (see Definition 2.2). On the other hand, the author of [9] introduces the point-line geometry Y(s, t, q), its ‘points’ being the affine points of PG(t, q^t) and its ‘lines’ being the affine parts of F_q-subgeometries of maximal dimension that share a fixed subgeometry of maximal dimension within the hyperplane at infinity (see Definition 2.3). In both works, the authors prove that their newly introduced point-line geometry is in fact isomorphic to the linear representation T∗(K) embedded in PG(s + 1, q), with K ≅ PG(s, q); explicit isomorphisms are provided in both cases.

This observation triggers the question whether an explicit, direct isomorphism between the point-line geometries X(s, t, q) and Y(s, t, q) can be obtained as well. The answer turns out to be positive, and hence the aim of this note is to describe and prove this explicit isomorphism. The isomorphism in question is constructed by making use of the technique called field reduction.
2 Preliminaries

Throughout this note, we assume \( q \) to be an arbitrary prime power. The Galois field of order \( q \) will be denoted by \( \mathbb{F}_q \) and the Desarguesian projective space of (projective) dimension \( n \in \mathbb{N} \) over \( \mathbb{F}_q \) will be denoted by \( \text{PG}(n,q) \).

**Definition 2.1.** Let \( n \in \mathbb{N} \) and \( t \in \{0,1,\ldots,n\} \). A \( t \)-dimensional \( \mathbb{F}_q \)-subgeometry \( \mathcal{B} \) of \( \text{PG}(n,q^{n+1}) \) is a set of subspaces (points, lines, \ldots, \((t-1)\)-dimensional subspaces) of \( \text{PG}(n,q^{n+1}) \), together with the incidence relation inherited from \( \text{PG}(n,q^{n+1}) \), such that \( \mathcal{B} \) is isomorphic to \( \text{PG}(t,q) \). If \( t = 1 \) or \( t = 2 \), we will often call \( \mathcal{B} \) an \( \mathbb{F}_q \)-subline or an \( \mathbb{F}_q \)-subplane of \( \text{PG}(n,q) \), respectively.

We now present the definitions of the two relevant point-line geometries \( X(s,t,q) \) and \( Y(s,t,q) \) (see Section 1).

**Definition 2.2** ([7, Section 3]). Let \( s \in \mathbb{N} \) and \( t \in \mathbb{N} \setminus \{0\} \). Consider an \( s \)-dimensional subspace \( \pi \) of \( \text{PG}(s+t,q) \). The point-line geometry \( X(s,t,q) \) is the incidence structure \( (\mathcal{P}_X, \mathcal{L}_X) \) with natural incidence, where

- \( \mathcal{P}_X \) is the set of all \((t-1)\)-spaces of \( \text{PG}(s+t,q) \) disjoint to \( \pi \), and
- \( \mathcal{L}_X \) is the set of all \( t \)-spaces of \( \text{PG}(s+t,q) \) meeting \( \pi \) exactly in one point.

**Definition 2.3** ([9, Definition 6.1.1]). Let \( s \in \mathbb{N} \) and \( t \in \mathbb{N} \setminus \{0\} \). Consider a hyperplane \( \Sigma \) of \( \text{PG}(t,q^{s+1}) \) containing a \((t-1)\)-dimensional \( \mathbb{F}_q \)-subgeometry \( \mathcal{C} \). The point-line geometry \( Y(s,t,q) \) is the incidence structure \( (\mathcal{P}_Y, \mathcal{L}_Y) \) with natural incidence, where

- \( \mathcal{P}_Y \) is the set of points of \( \text{PG}(t,q^{s+1}) \setminus \Sigma \), and
- \( \mathcal{L}_Y \) is the set of all point sets \( \mathcal{B} \setminus \mathcal{C} \), where \( \mathcal{B} \) is a \( t \)-dimensional \( \mathbb{F}_q \)-subgeometry of \( \text{PG}(t,q^{s+1}) \) that contains \( \mathcal{C} \).

As described in Section 1, the literature provides us with the following two results.

**Result 2.4** ([7, Theorem 4.1]). Let \( s \in \mathbb{N} \) and \( t \in \mathbb{N} \setminus \{0\} \). Let \( \mathcal{D}_{s,t,q} \) be an \( s \)-dimensional \( \mathbb{F}_q \)-subgeometry of \( \text{PG}(s,q^t) \). Then the point-line geometries \( X(s,t,q) \) and \( T^*(\mathcal{D}_{s,t,q}) \) are isomorphic.

**Result 2.5** ([9, Theorem 6.2.4]). Let \( s \in \mathbb{N} \) and \( t \in \mathbb{N} \setminus \{0\} \). Let \( \mathcal{D}_{s,t,q} \) be an \( s \)-dimensional \( \mathbb{F}_q \)-subgeometry of \( \text{PG}(s,q^t) \). Then the point-line geometries \( Y(s,t,q) \) and \( T^*(\mathcal{D}_{s,t,q}) \) are isomorphic.

Hence, we obtain the following.

**Corollary 2.6.** Let \( s \in \mathbb{N} \) and \( t \in \mathbb{N} \setminus \{0\} \). Then the point-line geometries \( X(s,t,q) \) and \( Y(s,t,q) \) are isomorphic.

This work focuses on an explicit isomorphism between \( X(s,t,q) \) and \( Y(s,t,q) \) by making use of a technique called **field reduction**.

**Field reduction**

Let \( s,t \in \mathbb{N} \). The idea behind field reduction is interpreting a projective geometry \( \text{PG}(t,q^{s+1}) \) as its underlying vector space \( V(t+1,q^{s+1}) \), which is known to be isomorphic to \( V(st+s+t+1,q) \), which in turn naturally translates to \( \text{PG}(st+s+t,q) \). In this way, one obtains a correspondence between subspaces of \( \text{PG}(t,q^{s+1}) \) and subspaces of \( \text{PG}(st+s+t,q) \) by ‘reducing’ the underlying field. A great survey on this topic can be found in [12]. The authors of this work formally introduce the **field reduction map**

\[
F_{t+1,s+1,q} : \text{PG}(t,q^{s+1}) \rightarrow \text{PG}(st+s+t,q),
\]

which maps subspaces onto subspaces by viewing these as embedded projective geometries and applying field reduction. In favor of simplicity, we won’t go into detail about the mechanics behind this map, but will profit from its many properties. We list the ones we need for this note.
Lemma 2.7 ([12 Lemma 2.2]). Let $\mathcal{P}$ denote the set of points of $\text{PG}(t, q^{s+1})$ and consider $\mathcal{F}_{t+1,s+1,q}^{\prime}$ as defined in ([11]).

1. The field reduction map $\mathcal{F}_{t+1,s+1,q}^{\prime}$ is injective and preserves inclusion and disjointness of subspaces.

2. If $\kappa$ is a $k$-dimensional subspace of $\text{PG}(t, q^{s+1})$, $k \in \{−1, 0, \ldots, t\}$, then $\mathcal{F}_{t+1,s+1,q}(\kappa)$ has dimension $sk + s + k$.

Note that we have altered, omitted and generalised some properties stated in the original lemma ([12 Lemma 2.2]), but all the properties stated above follow immediately from the definition of $\mathcal{F}_{t+1,s+1,q}^{\prime}$.

The authors of [12] also prove that the image set of the set of points of a $k$-dimensional $\mathbb{F}_q$-subgeometry of $\text{PG}(t, q^{s+1})$ under $\mathcal{F}_{t+1,s+1,q}^{\prime}$ is projectively equivalent to the system of $s$-spaces of a so-called Segre variety $S_{k,s}$ of the Segre variety $S_{1,s}$.

Definition 2.8. Let $s \in \mathbb{N}$. A regulus $\mathcal{R}$ of $\text{PG}(2s + 1, q)$ is a set of $q + 1$ pairwise disjoint $s$-spaces, with the property that any line meeting three elements of $\mathcal{R}$, intersects all elements of $\mathcal{R}$. Such a line will be called a transversal line of $\mathcal{R}$.

As a regulus is actually one of the systems of a Segre variety $S_{1,s}$, we obtain the following.

Lemma 2.9 ([12 Theorem 2.6]). The image set of the set of points on an $\mathbb{F}_q$-subline of $\text{PG}(1, q^{s+1})$ under $\mathcal{F}_{2,s+1,q}$ is a regulus of $\text{PG}(2s + 1, q)$.

3 Reguli and transversal lines

This section aims to prove Lemma 3.3 which will turn out to be crucial to prove the main theorem (Theorem 4.1). The proof of Lemma 3.3 will be done with the help of some elementary lemmas of geometric nature.

Lemma 3.1. Let $s \in \mathbb{N}$. Consider three pairwise disjoint $s$-spaces $\sigma_1$, $\sigma_2$ and $\sigma_3$ of $\text{PG}(2s + 1, q)$ and suppose that $S$ is a point contained in $\sigma_1$. Then there exists a unique line through $S$ intersecting each $\sigma_i$ exactly in a point.

Proof. The $(s + 1)$-dimensional space $\langle S, \sigma_2 \rangle$ necessarily intersects $\sigma_3$ exactly in a point $T$. In fact, any line through $S$ meeting both $\sigma_2$ and $\sigma_3$ naturally lies in $\langle S, \sigma_2 \rangle$ and hence has to contain $T$. As the line $\langle S, T \rangle$ lies in the $(s + 1)$-space $\langle S, \sigma_2 \rangle$, it has to intersect $\sigma_2$. This is the unique line we are looking for.

Consider a regulus $\mathcal{R}$ of $\text{PG}(2s + 1, q)$ and suppose that $S$ is a point contained in an element of $\mathcal{R}$. Then Lemma 3.1 directly implies that there exists a unique transversal line of $\mathcal{R}$ through $S$ (see Definition 2.8).

Therefore, we will often speak of the transversal line of $\mathcal{R}$ through $S$.

Lemma 3.2. Let $s \in \mathbb{N}$, let $k \in \{1, 2, \ldots, s + 1\}$ and consider a regulus $\mathcal{R}$ of $\text{PG}(2s + 1, q)$. Let $R_1, R_2, \ldots, R_k$ be $k$ independent points of an element of $\mathcal{R}$, with $t_1, t_2, \ldots, t_k$ their corresponding transversal lines. Then $\mathcal{T} := \langle t_1, t_2, \ldots, t_k \rangle$ is a $(2k - 1)$-space intersecting each element of $\mathcal{R}$ exactly in a $(k - 1)$-space.

Proof. Suppose w.l.o.g. that $R_1, R_2, \ldots, R_k \in \sigma_1 \in \mathcal{R}$.

We will prove the statement by induction on $k$. If $k = 1$, then the proof is done as $\mathcal{T}$ is a transversal line. Hence, we can assume that $k > 1$ and that $\mathcal{T} := \langle t_1, t_2, \ldots, t_{k−1} \rangle$ is a $(2k − 3)$-space intersecting each element $\sigma_i \in \mathcal{R}$ exactly in a $(k − 2)$-space $\sigma'_i$, $i \in \{1, 2, \ldots, q + 1\}$.

Note that the transversal line $t_k$ intersects at most one element of $\{\sigma'_1, \sigma'_2, \ldots, \sigma'_{q+1}\}$. Indeed, if $t_k$ would meet two distinct elements $\sigma'_{i_1}$ and $\sigma'_{i_2}$, then $t_k$ would lie in $\mathcal{T}$' and, as a result, $R_k$ would lie in the $(k − 2)$-space $\sigma'_1 = \langle R_1, R_2, \ldots, R_{k−1} \rangle$, contradicting the fact that $R_1, R_2, \ldots, R_k$ are independent points.

Hence, suppose, to the contrary and w.l.o.g., that the transversal line $t_k$ intersects $\sigma'_1$ and is disjoint to $\sigma'_i$ and $\sigma'_j$. As $t_k$ intersects $\sigma'_2$, $\dim(\langle \sigma'_1, \sigma'_2, t_k \rangle) \leq (k − 2) + (k − 2) + 1 + 1 = 2k − 2$; conversely, as $\langle \sigma'_1, \sigma'_2 \rangle$ intersects $\sigma_1$ in $\sigma'_1$ and as $t_k$ intersects $\sigma_1 \setminus \sigma'_1$, we obtain $\dim(\langle \sigma'_1, \sigma'_2, t_k \rangle) \geq \dim(\langle \sigma'_1, \sigma'_2 \rangle) + 1 = 2k − 2$ and hence $\dim(\langle \sigma'_1, \sigma'_2, t_k \rangle) = 2k − 2$. As $\langle \sigma'_1, \sigma'_2 \rangle = \mathcal{T}$, we conclude that $\dim(\langle \mathcal{T}, t_k \rangle) = 2k − 2$. However, both the $(k − 1)$-space $\langle \sigma'_1, R_k \rangle$ and the $(k − 1)$-space $\langle \sigma'_3, t_k \cap \sigma_3 \rangle$ are contained in the $(2k − 2)$-space $\langle \mathcal{T}, t_k \rangle$ while also being disjoint to each other, a contradiction.
In conclusion, the transversal line $t_k$ does not intersect any element of the set $\{\sigma_1, \sigma_2, \ldots, \sigma_{q+1}\}$. Hence, $T = \langle T', t_k \rangle$ intersects each space $\sigma_t$ at least in a $(k-1)$-space, but also at most, as else we can find two disjoint spaces in $T$ that span a $(k-1)+k+1 = (2k)$-space, in contradiction with $\dim(T) \leq \dim(T')+1+1 = 2k-1$. The fact that $T$ contains two disjoint $(k-1)$-spaces implies that the latter inequality is in fact an equality and finishes the proof.

For the lemma below, as well as for the proof of Theorem 4.2, we define $F_{t,s+1,q}(P)$ to be the set of images of all points of $P$ under $F_{t,s+1,q}$, where $P$ is an arbitrary point set of $PG(t,q^{s+1})$.

**Lemma 3.3.** Let $s \in \mathbb{N}$ and $t \in \mathbb{N} \setminus \{0\}$. Consider a $(t-1)$-dimensional $\mathbb{F}_q$-subgeometry $\mathcal{C}$ of $PG(t-1,q^{s+1})$ and let $\mathcal{P}_C$ be its point set. Then there exists an $(st-1)$-dimensional space of $PG(st+t-1,q)$ intersecting each element of the set $F_{t,s+1,q}(\mathcal{P}_C)$ exactly in an $(s-1)$-space.

**Proof.** In this proof, we will extend the notation $\mathcal{P}_A$ as being the point set of any $\mathbb{F}_q$-subgeometry $A$. The proof will be done by induction on $t$. If $t = 1$, the statement is trivially true. If $t = 2$, then $\mathcal{C}$ is an $\mathbb{F}_q$-subline and hence, by Lemma 2.3, $F_{2,s+1,q}(\mathcal{P}_C)$ is a regulus of $PG(2s+1,q)$. Thus, the statement follows from Lemma 3.2 by choosing $s$ independent points in an element of $F_{2,s+1,q}(\mathcal{P}_C)$. Therefore, we may assume that $t > 2$ and consider a $(t-2)$-dimensional $\mathbb{F}_q$-subgeometry $\mathcal{C}' \subseteq \mathcal{C}$ (spanning a $(t-2)$-space $\Sigma$) for which there exists an $(s+1)$-dimensional subspace $\mathcal{T}_{\mathcal{C}'}$ of $F_{t,s+1,q}(\Sigma)$ intersecting each element of the set $F_{t,s+1,q}(\mathcal{P}_{\mathcal{C}'})$ exactly in an $(s-1)$-space.

Now

- define $\Pi_{\Sigma} := F_{t,s+1,q}(\Sigma)$,
- let $Q \in \mathcal{C}'$ and define $\sigma_Q := F_{t,s+1,q}(Q)$ and $\sigma'_Q := \mathcal{T}_{\mathcal{C}'} \cap \sigma_Q$,
- consider an $\mathbb{F}_q$-subline $\mathcal{L}$ of $\mathcal{C}$ through $Q$, not contained in $\mathcal{C}'$, and let $\Pi_{\mathcal{L}}$ be the image of its span under $F_{t,s+1,q}$,
- define $\mathcal{R}_{\mathcal{L}} := F_{t,s+1,q}(\mathcal{P}_{\mathcal{L}})$.

By Lemma 2.5, $\mathcal{R}_{\mathcal{L}}$ is a regulus contained in the $(2s+1)$-dimensional space $\Pi_{\mathcal{L}}$. Hence, by Lemma 2.6, we can consider a $(2s-1)$-dimensional subspace $\mathcal{T}_{\mathcal{L}}$ in $\Pi_{\mathcal{L}}$ through $\sigma_Q$ intersecting each element of $\mathcal{R}_{\mathcal{L}}$ exactly in an $(s-1)$-space. Moreover, by Lemma 2.7, the image $F_{t,s+1,q}(R)$ of any point $R \in \mathcal{L} \setminus \mathcal{C}'$ is disjoint from $\Pi_{\Sigma}$, which implies that the $(2s+1)$-space $\Pi_{\mathcal{L}}$ intersects the $(st-s+1)$-space $\Pi_{\Sigma}$ precisely in the $s$-space $\sigma'_Q$. As a consequence, $\mathcal{T}_{\mathcal{L}}$ intersects $\mathcal{T}_{\mathcal{C}'}$ exactly in the $(s-1)$-space $\sigma'_Q$, hence
\[ T := \langle \mathcal{T}_{\mathcal{L}}, \mathcal{T}_{\mathcal{C}'} \rangle \]
has dimension $(2s-1)+(st-s+1)-(s-1) = st-1$. We will prove that $T$ is the $(st-1)$-space of $PG(st+t-1,q)$ we are looking for.

Choose an arbitrary $P \in \mathcal{C}$ and define $\sigma_P := F_{t,s+1,q}(P)$. The only thing left to prove is that $T$ intersects $\sigma_P$ exactly in an $(s-1)$-space. Note that $T$ intersects $\Pi_{\mathcal{L}}$ and $\Pi_{\mathcal{C}}$ at least in $\mathcal{T}_{\mathcal{L}}$ and $\mathcal{T}_{\mathcal{C}}$, respectively, but also at most, as else we can use Grassmann’s identity to prove that $\dim(T) > st-1$, a contradiction. If $P \not\in \mathcal{L} \cup \mathcal{C}'$, then $\sigma_P$ is contained in either $\Pi_{\mathcal{L}}$ or $\Pi_{\mathcal{C}}$, hence $T$ will intersect $\sigma_P$ exactly in an $(s-1)$-space. Now suppose $P \not\in \mathcal{L} \cup \mathcal{C}'$. Let $\mathfrak{P}$ be the $\mathbb{F}_q$-subplane of $\mathcal{C}$ spanned by $\mathcal{L}$ and $P$; this subplane intersects $\mathcal{C}'$ in an $\mathbb{F}_q$-subplane $\mathcal{L}'$ through $Q$. Let $\Pi_{\mathcal{L}'}$ be the image under $F_{t,s+1,q}$ of the span of $\mathcal{L}'$. Note that by the above arguments, $\mathcal{T}_{\mathcal{L}'}$ will intersect $\Pi_{\mathcal{L}'}$ in an $(st-s+1)$-space $\mathcal{T}_{\mathcal{L}'}$, in a similar way as it intersects $\Pi_{\mathcal{C}}$; hence, we can focus on the $(3s+2)$-space $\Pi_{\mathcal{L}'}$, $\Pi_{\mathcal{L}'}$ intersecting $\sigma_P$ to continue this proof (see Figure 1).

Let $\mathcal{L}_1$ and $\mathcal{L}_2$ be two distinct $\mathbb{F}_q$-sublines in $\mathfrak{P}$ through $P$, not containing $Q$. Define
\[ Q_1 := \mathcal{L} \cap \mathcal{L}_1, \quad Q_2 := \mathcal{L} \cap \mathcal{L}_2, \quad Q_1' := \mathcal{L} \cap \mathcal{L}_1, \quad Q_2' := \mathcal{L}' \cap \mathcal{L}_2. \]

Correspondingly, define
\[ \sigma_{Q_1} := F_{t,s+1,q}(Q_1), \quad \sigma_{Q_2} := F_{t,s+1,q}(Q_2), \quad \sigma_{Q_1'} := F_{t,s+1,q}(Q_1'), \quad \sigma_{Q_2'} := F_{t,s+1,q}(Q_2'). \]
Figure 1: A visualisation of the proof of Lemma 3.3 or how \( \langle \mathcal{T}_E, \mathcal{T}_{E'} \rangle \) should intersect \( \sigma_P \) in an \((s-1)\)-space, \( P \in (\mathcal{L}, \mathcal{L'}) \setminus (\mathcal{L} \cup \mathcal{L'}) \). All circles are \( s \)-spaces.

Observe that, as \( \Pi \) contains a subspace of \( \Pi_1 \), we can prove that \( \dim (\Pi \cap T) \leq (s-1) \), this would imply that \( \dim (\Pi \cap T) \leq (s-1) \) spaces. Finally, define

\[
\Pi := \langle \sigma_{Q_1}, \sigma_{Q_2} \rangle = \Pi_2, \quad \Pi' := \langle \sigma_{Q'_1}, \sigma_{Q'_2} \rangle = \Pi_2', \quad \Pi_1 := \langle \sigma_{Q_1}, \sigma_{Q'_1} \rangle, \quad \Pi_2 := \langle \sigma_{Q_2}, \sigma_{Q'_2} \rangle,
\]

these all being \((2s+1)\)-spaces of \( \text{PG}(st+1, q) \). Note that \( \sigma_Q \) is contained in both \( \Pi \) and \( \Pi' \). Observe that, as \( \Pi = \langle \sigma_{Q_1}, \sigma_{Q_2} \rangle \) and as both \( \mathcal{T}_E \subseteq \Pi \) and \( \mathcal{T}_E' \subseteq \Pi' \) intersect \( \sigma_Q \) in the \((s-1)\)-space \( \sigma_Q' \), this means that \( \Pi \) contains \( \sigma_Q \) in \( \sigma_Q' \), and \( \mathcal{T}_E \) intersects \( \sigma_Q' \) in \( \sigma_Q' \), the space \( \langle \mathcal{T}_E, \mathcal{T}_E' \rangle \cap \Pi_1 \) contains \( \langle \sigma_{Q_1}, \sigma_{Q'_1} \rangle \). If \( \langle \mathcal{T}_E, \mathcal{T}_E' \rangle \) would contain a subspace of \( \Pi_1 \) of dimension smaller than \( \dim (\langle \sigma_{Q_1}, \sigma_{Q'_1} \rangle) \), then \( \langle \mathcal{T}_E, \mathcal{T}_E' \rangle \) would contain both the \((s-1)\)-space \( \sigma_Q' \subseteq \sigma_Q \) and a \((2s)\)-subspace of \( \Pi_1 \), which are disjoint to each other as \( \sigma_Q \) and \( \Pi_1 \) are disjoint by Lemma 2.7. This would imply that \( \dim (\langle \mathcal{T}_E, \mathcal{T}_E' \rangle) \geq (s-1) + 2s+1 = 3s \), a contradiction.

As a consequence, \( \mathcal{T} \) cannot contain \( \sigma_P \), as else the \((2s)\)-space \( \langle \mathcal{T}_E, \mathcal{T}_E' \rangle \cap \Pi_1 \) contains both the \((s-1)\)-space \( \sigma_Q' \) and the \((s-1)\)-space \( \sigma_P \), which are disjoint to each other, a contradiction. Hence, \( \mathcal{T} \) intersects \( \sigma_P \) at most in an \((s-1)\)-space. It remains to prove that \( \mathcal{T} \) intersects \( \sigma_P \) at least in an \((s-1)\)-space.

As \( \Pi \cap \Pi' = \sigma_Q \), we have that

\[
\dim (\langle \Pi_1, \Pi_2 \rangle) = \dim (\langle \sigma_{Q_1}, \sigma_{Q'_1}, \sigma_{Q_2}, \sigma_{Q'_2} \rangle) = \dim (\langle \Pi, \Pi' \rangle) = 3s + 2.
\]

Hence, \( \dim (\Pi_1 \cap \Pi_2) = (2s+1) + (2s+1) - (3s+2) = s \). As, by Lemma 2.7, the \( s \)-space \( \sigma_P \) is contained in both \( \Pi_1 \) and \( \Pi_2 \), this means that \( \Pi_1 \cap \Pi_2 = \sigma_P \) (see Figure 1). 

Recall that \( \mathcal{T}_E = \langle \sigma_{Q_1}, \sigma_{Q'_1} \rangle \), \( \mathcal{T}_E' = \langle \sigma_{Q'_1}, \sigma_{Q'_2} \rangle \) and that the span \( \langle \mathcal{T}_E, \mathcal{T}_E' \rangle \) is a \((3s-1)\)-dimensional space. Hence, we can make a similar reasoning as above and obtain that

\[
\dim (\langle \sigma_{Q_1}, \sigma_{Q'_1} \rangle \cap \langle \sigma_{Q'_2}, \sigma_{Q'_2} \rangle) = 2(2s-1) - \dim (\langle \sigma_{Q_1}, \sigma_{Q'_1}, \sigma_{Q'_2}, \sigma_{Q'_2} \rangle) = 2(2s-1) - \dim (\langle \mathcal{T}_E, \mathcal{T}_E' \rangle) = s - 1.
\]
As \( \langle \sigma'_Q, \sigma'_Q \rangle \subseteq \Pi_1 \) and \( \langle \sigma'_Q, \sigma'_Q \rangle \subseteq \Pi_2 \), the \((s-1)\)-space \( \langle \sigma'_Q, \sigma'_Q \rangle \cap \langle \sigma'_Q, \sigma'_Q \rangle \) lies in \( \Pi_1 \cap \Pi_2 = \sigma_P \).

Hence, \( \mathcal{T} \) intersects \( \sigma_P \) at least in this \((s-1)\)-space, and the proof is done. \( \square \)

### 4 The isomorphism between \( X(s, t, q) \) and \( Y(s, t, q) \)

We now have all the tools we need to construct an isomorphism between \( X(s, t, q) \) and \( Y(s, t, q) \). The point-line geometry \( Y(s, t, q) \) is embedded in \( \text{PG}(t, q^{s+1}) \); in this section, we will use the same notation as introduced in Definition 2.3 Consider the field reduction map \( \Pi : \)

\[ \mathcal{F}_{t+1,s+1,q} : \text{PG}(t, q^{s+1}) \to \text{PG}(s + t, q). \]

To simplify notation, we define \( \mathcal{F} := \mathcal{F}_{t+1,s+1,q} \) throughout this section. We refer to Figure 2 for a visualisation of the isomorphism \( \varphi \) we are about to define.

**Definition 4.1.** Let \( s \in \mathbb{N} \), \( t \in \mathbb{N} \setminus \{0\} \) and consider the point-line geometry \( Y(s, t, q) \) together with all corresponding notation (see Definition 2.3). By Lemma 3.3 (and temporarily restricting the field reduction map to \( \Sigma \approx \text{PG}(t-1, q^{s+1}) \)), we can consider an \((s+1)-dimensional \) subspace \( \chi \) of the \((st-1)-dimensional \) space \( \mathcal{F}(\Sigma) \) that intersects \( \mathcal{F}(Q) \) exactly in an \( (s-1)\)-space, for every \( Q \in \mathcal{C} \) (see Figure 2).

Now consider a duality \( d \) of \( \text{PG}(s + t, q) \) and define the map

\[ \varphi : \text{PG}(t, q^{s+1}) \to \text{PG}(s + t, q) : \tau \mapsto (\mathcal{F}(\tau)^d \cap \chi^d), \]

where we identify \( \chi^d \approx \text{PG}(s + t, q) \) and where \( \tau \) is a subspace of \( \text{PG}(t, q^{s+1}) \).

**Theorem 4.2.** Let \( s \in \mathbb{N} \) and \( t \in \mathbb{N} \setminus \{0\} \). Then \( \varphi \) induces an isomorphism between \( Y(s, t, q) \) and \( X(s, t, q) \).

**Proof.** By the properties of a duality, \( \chi \subseteq \mathcal{F}(\Sigma) \) implies \( \mathcal{F}(\Sigma)^d \subseteq \chi^d \), hence we have that \( \varphi(\Sigma) = \mathcal{F}(\Sigma)^d \). In line with Definition 2.2, we now

- identify \( \chi^d \approx \text{PG}(s + t, q) \), and
- define \( \pi := \varphi(\Sigma) = \mathcal{F}(\Sigma)^d \).

**Claim 1:** \( \varphi \) is a bijection between \( \mathcal{P}_Y \) and \( \mathcal{P}_X \).

Let \( P \) be a point of \( \mathcal{P}_Y \). As \( P \notin \Sigma \), by Lemma 2.7, \( \mathcal{F}(P) \) is an \( s \)-space disjoint to the \((st + t - 1)\)-space \( \mathcal{F}(\Sigma) \).

Hence, \( \mathcal{F}(P)^d \) is an \((st + t - 1)\)-space of \( \text{PG}(s + t, q) \) disjoint to the \( s \)-space \( \mathcal{F}(\Sigma)^d = \varphi(\Sigma) = \pi \). Therefore, \( \chi^d \) intersects \( \mathcal{F}(P)^d \) in a space of dimension at least \( t - 1 \), as both spaces are contained in \( \text{PG}(s + t, q) \).

Conversely, \( \chi^d \) intersects \( \mathcal{F}(P)^d \) in a space of dimension at most \( t - 1 \) as \( \pi \) and \( \mathcal{F}(P)^d \cap \chi^d \) are disjoint spaces that are both contained in the \((s+t)\)-space \( \chi^d \).

As a result, \( \varphi \) maps elements of \( \mathcal{P}_Y \) onto elements of \( \mathcal{P}_X \). By Lemma 2.7 \( \varphi \) is injective. To prove bijectivity, one can prove that \( |\mathcal{P}_Y| = |\mathcal{P}_X| \). The fact that \( |\mathcal{P}_Y| = |\text{AG}(t, q^{s+1})| = q^{st+t} \) follows directly. To prove that \( |\mathcal{P}_X| = q^{st+t} \) as well, one has to count the number of \((s-1)\)-spaces in \( \text{PG}(s + t, q) \) disjoint to a fixed \( s \)-space, see e.g. [13, Sect. 170].

**Claim 2:** \( \varphi \) maps points contained in a fixed element of \( \mathcal{L}_Y \) onto points contained in a fixed element of \( \mathcal{L}_X \).

At this point, Figure 2 comes in handy to visualise the following arguments.

Let \( \mathcal{B} \setminus \mathcal{C} \subseteq \mathcal{L}_Y \) be arbitrary and let \( P_1, P_2 \in \mathcal{B} \setminus \mathcal{C} \) be two distinct points. Define \( Q := P_1 P_2 \cap \mathcal{C} \). By Lemma 2.7, \( \mathcal{F}(P_1) \) and \( \mathcal{F}(P_2) \) are disjoint \( s \)-spaces, each of which are disjoint to the \((st + t - 1)\)-space \( \mathcal{F}(\Sigma) \).

Therefore, they span a \((2s + 1)\)-space \( \Psi := (\mathcal{F}(P_1), \mathcal{F}(P_2)) \); note that any two distinct elements of the set \( \{ \mathcal{F}(P_1), \mathcal{F}(P_2), \mathcal{F}(Q) \} \) span \( \Psi \). Dualising these observations, we get that \( \mathcal{F}(P_1)^d \), \( \mathcal{F}(P_2)^d \) and \( \mathcal{F}(Q)^d \) are \((st + t - 1)\)-spaces intersecting each other in the \((s + t - 2)\)-space \( \Psi^d \), where \( \mathcal{F}(P_1)^d \) and \( \mathcal{F}(P_2)^d \) are disjoint to \( \pi = \mathcal{F}(\Sigma)^d \); note that any two distinct elements of the set \( \{ \mathcal{F}(P_1)^d, \mathcal{F}(P_2)^d, \mathcal{F}(Q)^d \} \) intersect each other exactly in \( \Psi^d \). Moreover, the fact that \( Q \in \Sigma \) means that \( \mathcal{F}(Q)^d \) is an \((st + t - 1)\)-space going through \( \pi \).
Figure 2: Visualisation of the map \( \varphi \), see Definition 4.1.
Hence, this implies that each element of \( \varphi_{2,9} \) intersects \( F \) in an \( (s+1) \)-space, \( \chi^d \) intersects \( F \) in an \( (s+1) \)-space \( \varphi(Q) = F \cap \chi^d \). Moreover, as both \( \chi^d \) and \( F \) are spaces through \( \pi \), their intersection \( \varphi(Q) \) contains \( \pi \) as well. The space \( \Psi^d \) is disjoint to \( \pi \), so \( F \cap \Psi^d \) is spanned by \( \pi \) and \( \Psi^d \); by Grassmann’s identity, the \( (s+1) \)-space \( \varphi(Q) = F \cap \chi^d \) intersects \( \Psi^d \) in a \( (t-2) \)-space. This means that \( \chi^d \) intersects both \( F(P_1)^d \) and \( F(P_2)^d \) in a \( (t-2) \)-space, which implies that \( \varphi(P_1) \) intersects \( \varphi(P_2) \) in a \( (t-2) \)-space.

As \( P_1 \) and \( P_2 \) were arbitrarily chosen points of \( B \setminus C \), we conclude that for any two points of the latter point set, their images under \( \varphi \) intersect each other maximally. Hence, this set of images \( \varphi(B \setminus C) \) forms an Erdős-Ko-Rado set, which means that

1. either all elements of \( \varphi(B \setminus C) \) lie in a \( t \)-space, or
2. all elements of \( \varphi(B \setminus C) \) have a fixed \( (t-2) \)-space in common.

If 1. generally holds, the proof of the claim is done, as this \( t \)-space is contained in \( \chi^d \) and contains (at least) a \( (t-1) \)-space (of \( \varphi(B \setminus C) \)) disjoint to \( \pi \). Hence, by Grassmann’s identity, this \( t \)-space intersects \( \pi \) exactly in one point.

Suppose that 2. holds. Note that the points of the set \( B \setminus C \) span the whole space PG\((t, q^{s+1})\). This means that, by Lemma 2.7, all elements of \( \varphi(B \setminus C) \) span the whole space PG\((st+s+t, q)\). However, as 2. holds, the intersection of all elements of \( \varphi(B \setminus C) \) has dimension at least \( t-2 \), hence the intersection of all elements of \( \varphi(B \setminus C)^d \) has dimension at least \( t-2 \) as well. Dualising this statement, we obtain that the span of all elements of \( \varphi(B \setminus C)^d \) has dimension at most \( st+s+t-(t-2)-1 = st+s+1 \). This is only possible if \( st+s+t \leq st+s+1 \leftrightarrow t \leq 1 \).

Hence, this implies that \( t = 1 \). Then \( \chi^d \) is an \( (s+1) \)-space of PG\((2s+1, q)\) through the \( s \)-space \( \pi \), intersecting each element of \( \varphi(B \setminus C) \) exactly in a point. Denote the set of points in \( B \) by \( P_B \). As \( B \cong PG(1, q) \), by Lemma 2.7, \( F(P_B) \) is a regulus of PG\((2s+1, q)\). Let \( Q_1, Q_2 \in B \setminus C \) and define \( Q_1^d := \varphi(Q_1) \) and \( Q_2^d := \varphi(Q_2) \). Then \( Q_1^dQ_2^d \) lies in the \( (s+1) \)-space \( \chi^d \) and hence intersects the \( s \)-space \( \pi = F(Q) \) (here, \( Q = C \)). In this way, we see that \( Q_1^dQ_2^d \) meets at least three elements of the regulus \( F(P_B) \) (namely \( Q_1^d \), \( Q_2^d \), and \( F(Q) \)), hence \( Q_1^dQ_2^d \) has to intersect all elements of that regulus. As \( Q_1^dQ_2^d \) is contained in \( \chi^d \) and as each element of \( \varphi(B \setminus C)^d \) intersects \( \chi^d \) exactly in a point, all these intersection points have to lie on \( Q_1^dQ_2^d \) and hence the proof is done.

\[ \square \]
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