POLYNOMIAL TRACTABILITY FOR INTEGRATION IN AN UNWEIGHTED FUNCTION SPACE WITH ABSOLUTELY CONVERGENT FOURIER SERIES

TAKASHI GODA

Abstract. In this note, we prove that the following function space with absolutely convergent Fourier series
\[ F_d := \left\{ f \in L^2([0,1]^d) \left| \|f\| := \sum_{k \in \mathbb{Z}^d} |f(k)| \max \left( 1, \min_{j \in \text{supp}(k)} \log |k_j| \right) < \infty \right. \right\} \]
with \( f(k) \) being the \( k \)-th Fourier coefficient of \( f \) and \( \text{supp}(k) := \{ j \in \{1, \ldots, d \} \mid k_j \neq 0 \} \) is polynomially tractable for multivariate integration in the worst-case setting. Here polynomial tractability means that the minimum number of function evaluations required to make the worst-case error less than or equal to a tolerance \( \varepsilon \) grows only polynomially with respect to \( \varepsilon^{-1} \) and \( d \). It is important to remark that the function space \( F_d \) is unweighted, that is, all variables contribute equally to the norm of functions. Our tractability result is in contrast to those for most of the unweighted integration problems studied in the literature, in which polynomial tractability does not hold and the problem suffers from the curse of dimensionality. Our proof is constructive in the sense that we provide an explicit quasi-Monte Carlo rule that attains a desired worst-case error bound.

1. Introduction

We study numerical integration problems for multivariate functions defined over the \( d \)-dimensional unit cube. We denote the integral of a Riemann integrable function \( f : [0,1]^d \rightarrow \mathbb{R} \) by
\[ I_d(f) := \int_{[0,1]^d} f(x) \, dx. \]
We approximate \( I_d(f) \) by a linear cubature algorithm
\[ Q_{d,N}(f) := \sum_{n=1}^{N} w_n f(x_n), \]
with given sets of nodes \( (x_n)_{n=1, \ldots, N} \subset [0,1]^d \) and weights \( (w_n)_{n=1, \ldots, N} \in \mathbb{R}^N \). If all the weights \( w_n \) are equal to \( 1/N \), the algorithm \( Q_{d,N} \) is particularly called a quasi-Monte Carlo (QMC) rule [4].

For a Banach space \( F \) with norm \( \| \cdot \| \), the initial error is defined by
\[ e_{\text{wor}}(F,0) := \sup_{{f \in F, \|f\| \leq 1}} |I_d(f)|, \]
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For a tolerance $\varepsilon \in (0, 1)$, we denote the minimum number of function evaluations $N$ (among all possible $Q_{d,N}$) required to make the worst-case error less than or equal to $\varepsilon e^{\text{wor}}(F, \emptyset)$ by

$$N^\text{wor}(\varepsilon, d, N) := \inf \{ N \in \mathbb{N} \mid \exists Q_{d,N} : e^{\text{wor}}(F, Q_{d,N}) \leq \varepsilon e^{\text{wor}}(F, \emptyset) \}.$$ 

In the context of information-based complexity [14, 15, 16, 19], this quantity $N^\text{wor}(\varepsilon, d, N)$ is called the information complexity for the normalized error criterion and we are interested in the dependence of $N^\text{wor}(\varepsilon, d, N)$ on $\varepsilon^{-1}$ and $d$. Here, if we define

$$N^\text{abs}(\varepsilon, d, N) := \inf \{ N \in \mathbb{N} \mid \exists Q_{d,N} : e^{\text{wor}}(F, Q_{d,N}) \leq \varepsilon \},$$

we speak of the information complexity for the absolute error criterion. These two definitions coincide when $e^{\text{wor}}(F, \emptyset) = 1$, in which case we omit the superscripts and simply write $N(\varepsilon, d)$.

Let us give some typical notions of tractability depending on how $N(\varepsilon, d)$ (or, either $N^\text{wor}(\varepsilon, d, N)$ or $N^\text{abs}(\varepsilon, d, N)$) grows with respect to $\varepsilon^{-1}$ and $d$.

- We say that the multivariate integration problem in $F$ is **intractable**, if $N(\varepsilon, d)$ depends exponentially on either $\varepsilon^{-1}$ or $d$.

- We say that the multivariate integration problem in $F$ is **polynomially tractable**, if there exist constants $C, \alpha, \beta > 0$ such that $N(\varepsilon, d) \leq C\varepsilon^{-\alpha}d^\beta$,

  for all dimensions $d \in \mathbb{N}$ and $\varepsilon \in (0, 1)$.

- We say that the multivariate integration problem in $F$ is **strongly polynomially tractable**, if there exist constants $C, \alpha > 0$ such that $N(\varepsilon, d) \leq C\varepsilon^{-\alpha}$,

  for all dimensions $d \in \mathbb{N}$ and $\varepsilon \in (0, 1)$.

As pointed out in [6], for most of the unweighted multivariate integration problems studied so far, that is, the problems in which all variables or groups of variables play the same role, polynomial tractability does not hold and the problem suffers from the curse of dimensionality; see [9, 10, 11] for such examples. Moreover, as one of the examples closely related to this note, an intractability result was proven in [18]: for any $\alpha > 1$, the integration in the unweighted function space defined by

$$E_{d,\alpha} := \left\{ f : [0,1)^d \to \mathbb{R} \mid \| f \| := \sup_{k \in 2^d} |\hat{f}(k)| \prod_{j=1}^d \max(1, |k_j|^\alpha) < \infty \right\},$$

where

$$\hat{f}(k) = \int_{[0,1)^d} f(x) \exp(-2\pi i k \cdot x) \, dx$$

with $\cdot$ being the inner product denotes the $k$-th Fourier coefficient of $f$ was proven to be intractable by showing that $\inf_{Q_{d,N}} e^{\text{wor}}(E_{d,\alpha}, Q_{d,N}) = 1$ if $N < 2^d$.

Fortunately, it is not necessarily the case that the integration in any unweighted function space is not polynomially tractable. An important example was found by a seminal work of Heinrich, Novak, Wasilkowski and Woźniakowski [8], who revealed that the unweighted Sobolev space with first-order dominating mixed smoothness
is indeed polynomially tractable by proving that the inverse of the star discrepancy depends only linearly on $d$. As another example, which is more relevant to this note, Dick proved in [1] that, for $0 < \alpha \leq 1$ and $1 \leq p \leq \infty$, the integration in the following unweighted function space is polynomially tractable:

$$K_{d,\alpha,p} = \left\{ f \in L^2([0,1]^d) \left| \|f\| := \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)| + |f|_{H_{\alpha,p}} < \infty \right\} ,$$

where $|f|_{H_{\alpha,p}}$ denotes the Hölder semi-norm

$$|f|_{H_{\alpha,p}} = \sup_{x,y,x+y \in [0,1]^d} \frac{|f(x+y) - f(x)|}{\|y\|_p^\alpha},$$

with $\| \cdot \|_p$ being the $\ell^p$ norm. His proof is constructive, i.e., he gave an explicit QMC rule based on Korobov’s $p$-sets which achieves a desired worst-case error bound. We refer to [3, 5] for more relevant results.

In this note, we introduce the following unweighted function space

$$F_d := \left\{ f \in L^2([0,1]^d) \left| \|f\| := \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)| \max \left(1, \min_{j \in \text{supp}(k)} \log |k_j|\right) < \infty \right\},$$

with $\text{supp}(k) := \{ j \in \{1,\ldots,d\} \mid k_j \neq 0 \}$. In comparison to the space $K_{d,\alpha,p}$, we do not impose the Hölder continuity of $f$, and instead, assume a slightly faster decay of the Fourier coefficients. As an example, let us consider the function

$$\omega_{b,\delta}(x) = \sum_{k=1}^{\infty} \frac{\cos(2\pi b^k x)}{k^{2+\delta}},$$

for $b \in \mathbb{N}$ with $b \geq 2$ and $\delta \geq 0$. In [7, Section 4.1], Hardy originally claimed that for any $b$, the function $\omega_{b,\delta}$ with $\delta = 0$ is not Hölder continuous of any order $0 < \alpha \leq 1$. In fact, his argument made for the Weierstrass function can be also applied to the case $\delta > 0$ to see the non-Hölder continuity of $\omega_{b,\delta}$ for any $b$ and $\delta$. Therefore, the function $\omega_{b,\delta}$ does not belong to $K_{d,\alpha,p}$ for any $0 < \alpha \leq 1$, whereas it belongs to $F_d$ if $\delta > 0$.

The main result of this note is to prove that the integration in $F_d$ is polynomially tractable. Similarly to [1], our proof is constructive. The QMC rule we give is inspired by the use of Korobov’s $p$-sets in [1, 5] and the use of different primes for $p$ in [2, 13]. Although the prime $p$ is randomly chosen in the randomized algorithms in [2, 13], we consider the composition of Korobov’s $p$-sets with different primes $p$, which suits our analysis for the worst-case setting in this note.

2. The results

Throughout this note, we denote the set of integers by $\mathbb{Z}$ and the set of positive integers by $\mathbb{N}$. For an integer $M \geq 2$, we write

$$\mathbb{P}_M := \{ \lfloor M/2 \rfloor < p \leq M \mid p \text{ is prime} \}. \footnote{Even more, he claimed $\omega_{b,0}(x+h) - \omega_{b,0}(x) \neq o(|\log |h||^{-2})$, and gave another example $f$ with absolutely convergent Fourier series and $f(x+h) - f(x) \neq O(|\log |h||^{-1}).}$$
It is known from [17, Corollaries 1–3] that there exist absolute constants $0 < c_p < 1$ and $C_p > 1$ such that

\begin{equation}
\frac{c_p M}{\log M} \leq |P_M| \leq C_p \frac{M}{\log M}
\end{equation}

holds for any $M \geq 2$. Moreover, we denote the fractional part of a non-negative real number $x$ by $\{x\} = x - \lfloor x \rfloor$.

2.1. Composite Korobov’s $p$-sets. Following [12, Section 4.3] and [5, Section 2], let us define the following three point sets in $[0,1)^d$ for a prime $p$, which are called Korobov’s $p$-sets.

- Define $S_{p,d} = \{ x_n^{(p)} | 0 \leq n < p \}$ with \[ x_n^{(p)} = \left( \left\{ \frac{n}{p} \right\}, \left\{ \frac{n^2}{p} \right\}, \ldots, \left\{ \frac{n^d}{p} \right\} \right) . \]
- Define $T_{p,d} = \{ \tilde{x}_n^{(p)} | 0 \leq n < p^2 \}$ with \[ \tilde{x}_n^{(p)} = \left( \left\{ \frac{n}{p^2} \right\}, \left\{ \frac{n^2}{p^2} \right\}, \ldots, \left\{ \frac{n^d}{p^2} \right\} \right) . \]
- Define $U_{p,d} = \{ x_{k,n}^{(p)} | 0 \leq k, n < p \}$ with \[ x_{k,n}^{(p)} = \left( \left\{ \frac{kn}{p} \right\}, \left\{ \frac{kn^2}{p} \right\}, \ldots, \left\{ \frac{kn^d}{p} \right\} \right) . \]

It is obvious that $|S_{p,d}| = p$ and $|T_{p,d}| = |U_{p,d}| = p^2$.

Now, for a given $M \geq 2$, we take the composition (or multi-set union) of $S_{p,d}$’s, $T_{p,d}$’s and $U_{p,d}$’s over all $p \in \mathbb{P}_M$, respectively, to introduce

\[ S_{M,d}^{\text{comp}} = \bigcup_{p \in \mathbb{P}_M} S_{p,d}, \quad T_{M,d}^{\text{comp}} = \bigcup_{p \in \mathbb{P}_M} T_{p,d}, \quad \text{and} \quad U_{M,d}^{\text{comp}} = \bigcup_{p \in \mathbb{P}_M} U_{p,d}. \]

The cardinality of each composite point set is trivially equal to

\[ |S_{M,d}^{\text{comp}}| = \sum_{p \in \mathbb{P}_M} p, \quad |T_{M,d}^{\text{comp}}| = |U_{M,d}^{\text{comp}}| = \sum_{p \in \mathbb{P}_M} p^2, \]

respectively, which can be bounded from below and above by using (2.1) and $M/2 < p \leq M$ for all $p \in \mathbb{P}_M$. With abuse of notation, the cubature algorithms we consider below are QMC rules:

\[ Q_{S_{M,d}^{\text{comp}}} (f) := \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} f(x_n^{(p)}), \]

\[ Q_{T_{M,d}^{\text{comp}}} (f) := \frac{1}{|T_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p^2-1} f(\tilde{x}_n^{(p)}), \quad \text{and} \]

\[ Q_{U_{M,d}^{\text{comp}}} (f) := \frac{1}{|U_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{k,n=0}^{p-1} f(x_{k,n}^{(p)}). \]

Before moving on to the worst-case error analysis in $F_d$, we give some auxiliary results on the exponential sums. First, the following result, which traces its history back to at least the work of Weil in [20], was shown in [5, Lemmas 4.3–4.5]; see also [12, Lemmas 4.5–4.7].
Lemma 2.1. Let \( p \) be a prime. For any \( k \in \mathbb{Z}^d \setminus \{0\} \) such that there exists at least one index \( j \in \{1, \ldots, d\} \) such that \( k_j \) is not divided by \( p \), i.e., \( p \nmid k \), we have

\[
\frac{1}{p} \sum_{n=0}^{p-1} \exp\left(2\pi i k \cdot x_n^{(p)}\right) \leq \frac{d-1}{\sqrt{p}},
\]

\[
\frac{1}{p^2} \sum_{n=0}^{p^2-1} \exp\left(2\pi i k \cdot \tilde{x}_n^{(p)}\right) \leq \frac{d-1}{p}, \quad \text{and}
\]

\[
\frac{1}{p^2} \sum_{k,n=0}^{p^2-1} \exp\left(2\pi i k \cdot x_{k,n}^{(p)}\right) \leq \frac{d-1}{p}.
\]

Remark 2.2. If the condition in Lemma 2.1 does not hold, i.e., if all the components of \( k \) are divisible by \( p \), we have a trivial bound on the respective exponential sum, which is 1.

Using the above result, we obtain bounds on the exponential sums for the composite point sets as follows.

Corollary 2.3. Let \( M \geq 2 \). For any \( k \in \mathbb{Z}^d \setminus \{0\} \), we have

\[
\frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} \exp\left(2\pi i k \cdot x_n^{(p)}\right) \leq \frac{2(d-1)}{\sqrt{M}} + \frac{4 \min_{j \in \text{supp}(k)} \log |k_j|}{c_p M},
\]

\[
\frac{1}{|T_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p^2-1} \exp\left(2\pi i k \cdot \tilde{x}_n^{(p)}\right) \leq \frac{4(d-1)}{M} + \frac{4 \min_{j \in \text{supp}(k)} \log |k_j|}{c_p M}, \quad \text{and}
\]

\[
\frac{1}{|U_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{k,n=0}^{p^2-1} \exp\left(2\pi i k \cdot x_{k,n}^{(p)}\right) \leq \frac{4(d-1)}{M} + \frac{4 \min_{j \in \text{supp}(k)} \log |k_j|}{c_p M}.
\]

Proof. Since each inequality can be shown in a similar way, we only give a proof for the first inequality. Using the triangle inequality, Lemma 2.1 and Remark 2.2 it holds that

\[
\frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} \exp\left(2\pi i k \cdot x_n^{(p)}\right) \leq \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} \exp\left(2\pi i k \cdot x_n^{(p)}\right)
\]

\[
\leq \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} (d-1) \sqrt{p} + \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{p \mid k} p.
\]

Regarding the first term on the rightmost side above, the sum over \( p \in \mathbb{P}_M \) is bounded from above by \( |\mathbb{P}_M|/(d-1)\sqrt{M} \), whereas \( |S_{M,d}^{\text{comp}}| \) is bounded from below by \( |\mathbb{P}_M|/(M/2) \). Thus we have

\[
\frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M \atop p \mid k} (d-1) \sqrt{p} \leq \frac{2(d-1)}{\sqrt{M}}.
\]
For the second term, by using the fact that, for any integers \(k, n \in \mathbb{N}\), \(k\) has at most \(\log_n k\) prime divisors greater than \(n\), we have

\[
\frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M \atop p | k} p \leq \frac{M}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M \atop p | k} 1 = \frac{M}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \prod_{j \in \text{supp}(k)} 1_{p | k} \leq \frac{M}{|S_{M,d}^{\text{comp}}|} \min_{j \in \text{supp}(k)} \log[M/2] + 1 |k_j|,
\]

where \(1_A\) denotes the indicator function of an event \(A\). As \(|S_{M,d}^{\text{comp}}|\) is bounded from below by \(|\mathbb{P}_M| (M/2)\), which itself is further bounded from below by using (2.1), we obtain

\[
\frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M \atop p | k} p \leq 2 \log M \frac{2 \min_{j \in \text{supp}(k)} |k_j| \log |k_j|}{c_p M} = 4 \min_{j \in \text{supp}(k)} |k_j| \log |k_j| \frac{1}{c_p M},
\]

which implies the result. \(\Box\)

Remark 2.4. By considering the composition of Korobov’s \(p\)-sets with different primes \(p\), we obtain bounds on the exponential sums without any need to distinguish the cases whether \(p \mid k\) or \(p \nmid k\), which is crucial in the worst-case error analysis in the space \(F_d\). In comparison, in [1], the case \(p \mid k\) is dealt with the Hölder continuity and the case \(p \nmid k\) is with the absolute convergence of Fourier series. This is how the worst-case error of (non-composite) Korobov’s \(p\)-sets in the space \(K_{d, \alpha, p}\) is analyzed.

2.2. Worst-case error bound and tractability. We now prove upper bounds on the worst-case error of our QMC rules in \(F_d\).

Theorem 2.5. Let \(M \geq 2\). The worst-case error of QMC rules \(Q_{S_{M,d}^{\text{comp}}}\), \(Q_{T_{M,d}^{\text{comp}}}\) and \(Q_{U_{M,d}^{\text{comp}}}\) in \(F_d\) are bounded from above by

\[
e_{\text{wor}}(F_d, Q_{S_{M,d}^{\text{comp}}}) \leq \frac{8d}{c_p |S_{M,d}^{\text{comp}}|^{1/4}},
\]

\[
e_{\text{wor}}(F_d, Q_{T_{M,d}^{\text{comp}}}) \leq \frac{8d}{c_p |T_{M,d}^{\text{comp}}|^{1/3}}, \quad \text{and}
\]

\[
e_{\text{wor}}(F_d, Q_{U_{M,d}^{\text{comp}}}) \leq \frac{8d}{c_p |U_{M,d}^{\text{comp}}|^{1/3}},
\]

respectively.

Proof. As in Corollary 2.3, we only give a proof for the first worst-case error bound, as the remaining two bounds can be shown similarly. For \(f \in F_d\), by expanding it into the Fourier series and then applying the triangle inequality and Corollary 2.3,
we have

\[
\left| I_d(f) - \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} f(x_n^{(p)}) \right| \\
= \left| \sum_{k \in \mathbb{Z}^d \setminus \{0\}} \hat{f}(k) \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} \exp(2\pi i k \cdot x_n^{(p)}) \right| \\
\leq \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |\hat{f}(k)| \frac{1}{|S_{M,d}^{\text{comp}}|} \sum_{p \in \mathbb{P}_M} \sum_{n=0}^{p-1} \exp(2\pi i k \cdot x_n^{(p)}) \\
\leq \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |\hat{f}(k)| \left( \frac{2(d - 1)}{\sqrt{M}} + \frac{4 \min_{j \in \text{supp}(k)} \log |k_j|}{c_p M} \right) \\
\leq \frac{8}{c_p \sqrt{M}} \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |\hat{f}(k)| \max \left( d - 1, \min_{j \in \text{supp}(k)} \log |k_j| \right) \\
\leq \frac{8d}{c_p \sqrt{M}} \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |\hat{f}(k)| \max \left( 1, \min_{j \in \text{supp}(k)} \log |k_j| \right) \leq \frac{8d}{c_p \sqrt{M}} ||f||.
\]

Thus the worst-case error is bounded by

\[ e_{\text{wor}}(F_d, Q_{S_{M,d}^{\text{comp}}}) \leq \frac{8d}{c_p \sqrt{M}}. \]

As the cardinality of $S_{M,d}^{\text{comp}}$ is trivially bounded from above by $M^2$, the worst-case error bound in the theorem follows. \[ \square \]

In terms of the total number of function evaluations, the convergence rate of $Q_{S_{M,d}^{\text{comp}}}$ is slower than $Q_{T_{M,d}^{\text{comp}}}$ and $Q_{U_{M,d}^{\text{comp}}}$. By applying the latter two bounds on the worst-case error in $F_d$, the information complexity is bounded as follows.

**Corollary 2.6.** For any tolerance $\epsilon \in (0, 1)$ and dimension $d \in \mathbb{N}$, the information complexity both for the normalized and absolute error criteria is bounded by

\[ N(\epsilon, d) \leq (8c_p^{-1})^3 \epsilon^{-3} d^3. \]

**Proof.** The initial error in $F_d$ is given by

\[ e_{\text{wor}}(F_d, \emptyset) = \sup_{f \in F_d} \frac{\max_{||f|| \leq 1} |\hat{f}(0)|}{\min_{||f|| \leq 1} |\hat{f}(0)|} = 1, \]

where the supremum is attained when $\hat{f}(0) = \pm 1$ and $\hat{f}(k) = 0$ for all $k \in \mathbb{Z}^d \setminus \{0\}$. Thus the information complexity for the normalized error criterion coincides with that for the absolute error criterion. To obtain an upper bound on $N(\epsilon, d)$, it suffices to consider the inequality

\[ e_{\text{wor}}(F_d, Q_{T_{M,d}^{\text{comp}}}) \leq \frac{8d}{c_p |T_{M,d}^{\text{comp}}|^{1/3}} \leq \epsilon. \]

The result of the corollary follows from the fact that $N(\epsilon, d)$ is less than or equal to the minimum value of $|T_{M,d}^{\text{comp}}|$ which satisfies this inequality. \[ \square \]
This way, we clearly see that the multivariate integration problem in $F_d$ is polynomially tractable. The corresponding $\varepsilon$- and $d$-exponents are less than or equal to 3. The following problems are open for future work.

- Study whether the $\varepsilon$- and $d$-exponents in $F_d$ can be improved.
- Examine the relation of the functions in $F_d$ to a class of continuous functions, such as log-Hölder continuous functions.
- Discuss the possibility to extend the result of this note to an unweighted function space with the norm

$$\|f\| := \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)| g\left(\min_{j \in \text{supp}(k)} |k_j|\right),$$

for $g : \mathbb{N} \cup \{0\} \to \mathbb{R}_{>0}$ being a more slowly increasing function than the logarithmic function or even a constant function.
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