Time-dependent transport through a T-coupled quantum dot
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Abstract We are considering the time-dependent transport through a discrete system, consisting of a quantum dot T-coupled to an infinite tight-binding chain. The periodic driving that is induced on the coupling between the dot and the chain, leads to the emergence of a characteristic multiple Fano resonant profile in the transmission spectrum. We focus on investigating the underlying physical mechanisms that give rise to the quantum resonances. To this end, we use Floquet theory for calculating the transmission spectrum and in addition employ the Geometric Phase Propagator (GPP) approach [Ann. Phys. \textbf{375}, 351 (2016)] to calculate the transition amplitudes of the time-resolved virtual processes, in terms of which we describe the resonant behavior. This two fold approach, allows us to give a rigorous definition of a quantum resonance in the context of driven systems and explains the emergence of the characteristic Fano profile in the transmission spectrum.

1 Introduction

The rapid growth of fabrication techniques has led to the design of novel nano-structures that can mimic the behavior of atomic and molecular systems. Quantum dots, besides their ability to simulate atomic systems, leading to the term “artificial atoms”, are key components of many electronic nano-structures. With a variety of applications \cite{1} ranging from bioimaging \cite{2} and optoelectronics \cite{3}, to quantum computation \cite{4}, understanding and exploiting their transport properties has been a subject of intensive studies. A standard method for simulating charge transport through systems composed of one or more quantum dots connected to two leads, is to employ tight binding Hamiltonians.

One of the most compelling transport properties emerging in electronic nano-structures, with many potential applications \cite{5, 6}, is the Fano resonant behavior \cite{7}. The characteristic signature of Fano resonances is a sharp, asymmetric dip in the transmission spectrum and their appearance is attributed to the interference of discrete states with the continuum.

In the time-independent regime, many works have reported the appearance of such resonances \cite{8}. For instance, in the Coulomb blockade regime, when the lead-dot coupling is increased, Fano resonances appear \cite{9}. It has also been pointed out, that by constructing interferometer setups, one can further tune the characteristics of the resonances. This can be done for example, by adding an extra dot \cite{10}, or introducing a magnetic field in a ring geometry (Aharonov-Bohm device) \cite{11}. One of the simplest geometries that have been used, is constructed by “side-coupling” a quantum dot to a nanowire, which sometimes is referred as a “T-coupled” quantum dot \cite{12}. Additional dips in the transmission spectrum, attributed to quantum interference effects, have also been observed in T-shaped geometries in molecular setups \cite{13–15}.

Alternatively, Fano behavior is possible to emerge under the influence of a time-dependent external field. Time-driven systems constitute a very active field of research, exhibiting unique physical phenomena, that do not emerge in their static counterparts \cite{16}. In the case of periodically driven systems, Floquet theory \cite{17–19} yields remarkably accurate results. Using Floquet formalism, many studies have indicated the emergence of Fano resonances in time-driven systems such as, delta oscillating potentials \cite{20}, harmonically driven potential barriers \cite{21}, driven plasmonic systems \cite{22}, AC driven impurities in a Fano-Anderson Hamiltonian model \cite{23}, AC driven electric fields in coupled quantum dots \cite{24} and in inverted Gaussian atomic potentials \cite{25}.

Recently, the Geometric Phase Propagator (GPP) method was introduced, enabling the investigation of driven systems...
in terms of time resolved processes related to the evolution of the actual system, without resorting to effective descriptions. The GPP approach is a perturbative scheme introduced to elucidate the transport properties of time-driven quantum systems and it has already been successfully applied to the case of a delta oscillating potential [26]. It improves the standard adiabatic perturbation theory [27, 28] by introducing an all order re-summation of the transition amplitudes between the same initial and final state of the instantaneous basis. Even though this method “switches” to frequency space, due to the decomposition on the instantaneous basis, one is able to retrieve the necessary information for describing the underlying dynamical processes that result to the emergent Fano resonance behavior. Moreover, as long as the perturbative approach is valid, the GPP method is able to describe any driven system irrespective of whether the driving is periodic or not.

In the present work, we will employ the GPP approach for the case of a quantum dot T-coupled to an infinite tight binding chain. The driving is induced on the amplitude that describes the strength of the coupling between the dot and the chain. This toy model Hamiltonian can capture the qualitative behavior of a potential experimental setup and, to our knowledge, it has never been studied before.

The paper is organized as follows: In Section 2 we briefly present the model Hamiltonian under consideration and the already studied profile of the static transmission spectrum. In Section 3 we derive the transmission spectrum formula for the time-dependent case, by using the Floquet and the GPP methods and in Section 4 we present our numerical results and employ the GPP approach to give a rigorous definition of a quantum resonance in the context of driven systems and explain how the system’s dynamical evolution results to the appearance of two sharp Fano resonances in the transmission profile. Finally, in Section 5 we summarize our results.

2 System under consideration

We consider a T-coupled quantum dot model described by the Hamiltonian [29]

\[
\hat{H} = \hat{H}_0 + \hat{H}_{ld}
\]

\[
\hat{H}_0 = -h \sum_{x=-\infty}^{\infty} (|x+1\rangle \langle x+2| + |x+2\rangle \langle x+1|) + \varepsilon_d |d\rangle \langle d| + |d\rangle \langle d| 0\rangle
\]

where in the \(\hat{H}_0\) term \(h\) is the usual hopping amplitude and \(\varepsilon_d\) is the energy of the side-coupled dot. The \(\hat{H}_{ld}\) term describes the lead-dot coupling strength which is denoted as \(g\) (see Fig. 1). Moreover, we impose a periodic time-dependent profile on the dot-lead coupling:

\[
g \rightarrow g(t) = g_0 + g_1 \cos \omega t
\]

By periodically driving the dot-lead hopping, we expect non-trivial behavior of the transmission profile due to the form of the Hamiltonian in Eq. (1). When \(g_1 = 0\) the static case
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**Fig. 1** The tight-binding model of a quantum dot T-coupled to an infinite chain. The sites on the infinite lead are labeled by integers \(0, \pm 1, \pm 2, \ldots\), whereas the site on the dot is labeled by \(d\). The T-coupled dot site \(|d\rangle\) is only connected to the lead site \(|0\rangle\) with a time-dependent coupling.

recovered, where the transmission spectrum can be obtained by using the Landauer-Buttiker method. [30]. Formulated in terms of Green’s functions (GF) this method offers an analytically elegant and numerically effective technique to study quantum scattering and transport [31]. The Landauer’s technique has been widely used in the description of various complex quantum dot set-ups, including the simple one shown in Fig. 1. However, due to its simplicity, this system can be fully analyzed by using standard perturbation theory. Isolating the term \(\hat{H}_{ld}\) (and treating it as perturbation), the transition amplitude from an initial state \(k_{in}\) to a final state \(k_f\) is given by

\[
S_{k_f k_{in}} = \langle k_f | \hat{U}_{ld}(t_f, t_{in}) | k_{in} \rangle
\]

(3)

where \(\hat{U}_{ld}(t_f, t_{in})\) is the time evolution operator:

\[
\hat{U}_{ld}(t_f, t_{in}) = \hat{T} e^{-i \int_{t_{in}}^{t_f} dt \hat{H}'(t)}
\]

(4)

with \(\hat{T}\) denoting a time ordered exponential. After expanding the time-ordered exponential, we find that the odd terms are equal to zero, while the even terms form a convergent series that can be summed up. Thus, the final result can be written in the compact form

\[
S_{k_f k_{in}} = \delta(k_f - k_{in}) \tau_{k_{in}}^{st} + \delta(k_f + k_{in}) r_{k_{in}}^{st}
\]

(5)

where the transmission \(\tau_{k_{in}}^{st}\) and reflection \(r_{k_{in}}^{st}\) probability amplitudes for the static case are

\[
\tau_{k_{in}}^{st} = 1 + r_{k_{in}}^{st} = 1 + b_{k_{in}}
\]

(6)
3 Tackling the time-dependent problem

In this section we consider the time-dependent case. To this end, we will calculate the transmission spectrum by using the Floquet theory. Subsequently, by employing the GPP method we will interpret the obtained result in terms of elementary physical processes which take place in the system’s evolution, as discussed in the introduction. Through this analysis, we will be able to give a systematic description of Fano resonances in driven systems.

3.1 Floquet formalism

The time-dependent Schrödinger equation for the Hamiltonian of Eq. (1) is

\[
\hat{H}(t) \left| \psi(t) \right\rangle = i\partial_t \left| \psi(t) \right\rangle.
\]  

(9)

As mentioned before, the essence of this formalism lies in the fact that the Hamiltonian is periodic in time. Based on the Floquet theorem, the solutions of Eq. (9) can be written in terms of the Floquet modes \( |\phi_n\rangle \):

\[
|\psi(t)\rangle = \sum_{n=0}^{\infty} e^{-i(E_F+n\alpha)t} |\phi_n\rangle.
\]  

(10)

Here \( E_F \) is the Floquet energy (equal to \( \varepsilon_{k_{\text{in}}} [20] \)) and \( \varepsilon_n \equiv E_F + n\alpha \) gives the quasi-energies of the Floquet modes, defined up to multiples of the frequency (multiphoton processes [35]), just as the Bloch quasi-momentum is defined up to reciprocal lattice vectors [36]. The small imaginary factor \( i\alpha \) is introduced to ensure proper convergence of the wave function as \( t_{\text{in}} \to -\infty \). Expansion of the cosine term in the time-dependent inter-dot coupling and then inserting Eq. (10) into Eq. (9), yields:

\[
\left( E_F + i\alpha + n\alpha \right) |\phi_n\rangle = -\hbar \sum_{x=-\infty}^{\infty} \left[ \left( |x+1\rangle \langle x|\phi_n\right) + |x\rangle \langle x+1|\phi_n\rangle \right]
\]

(11)

\[
\left( E_F + i\alpha + n\alpha \right) |\phi_n\rangle = -\hbar \sum_{x=-\infty}^{\infty} \left[ |x\rangle \langle x|\phi_n\rangle - g_0 \langle 0| \langle d| \phi_n \rangle + \langle d| \langle 0| \phi_n \rangle \right)
\]

(12)

Projecting the last equation on the \( \{|x\rangle, |d\rangle\} \) basis, we obtain two coupled equations for \( \langle x|\phi_n\rangle \) and \( \langle d|\phi_n\rangle \). Eliminating \( \langle d|\phi_n\rangle \) we find an equation for \( \langle x|\phi_n\rangle \) that can be solved under the ansatz

\[
\langle x|\phi_n\rangle = A_n \begin{cases} \delta_n e^{ik_{\text{in}}x} & , x \leq -1 \\ \tau_n e^{-ik_{\text{in}}x} & , x \geq 1 \end{cases}
\]

(12)

where \( \tau_n \) and \( \delta_n \) are the reflection and transmission probability amplitudes and \( k_{\text{in}} \) is the momentum of the \( n^{th} \) Floquet
channel. For \( n = 0 \) we get the transmission probability of the elastic channel \( \tau_0 = \frac{e^{i\theta}}{\sqrt{2}} \), while for \( n \neq 0 \) we get the transmission amplitudes of the inelastic channels.

In order to find \( \tau_n \) all the other unknown quantities \((k_0, r_0 \text{ and } |\psi_0\rangle)\) in Eq. (12), have to be eliminated. This can be achieved by solving Eq. (11) for \( x = -1,0,1,2 \). After doing so, one finds the following expression for the transmission probability amplitude

\[
a_\tau \tau_{n-2} + b_\tau \tau_{n-1} + c_\tau \tau_n + d_\tau \tau_{n+1} + e_\tau \tau_{n+2} = 2i \sin k_n \delta_{n,0},
\]

where

\[
k_n = \arccos \left( \frac{-E_F + i\eta + n\omega}{2\hbar} \right)
\]

The exact relations for coefficients of Eq. (13), which are functions of \( g, \phi_0 \text{ and } E_F \), are given in Appendix A. In the framework of Floquet theory \( k_n \) can be real or imaginary. Here we use analytic extension in the complex plane:

\[
\arccos z = -i \ln \left( \frac{z + i\sqrt{1 - z^2}}{2} \right) e^{i \arg(1 - z^2)}.
\]

Finally, the transmission spectrum is obtained by constructing and then inverting a matrix that contains the number of Floquet channels necessary for the convergence of the result. In particular, for the model we are considering here, when performing the numerical calculations we have used 31 Floquet modes, resulting in a numerical absolute accuracy of \( \sim 10^{-5} \) for each \( \tau_n \).

The formula for the total transmission probability, reads as follows

\[
T_{tot}(k_n) = \left| \frac{\langle \Psi_{\ell}^t |}{\sin(k_n)} \right|^2 + \sum_{n \neq 0} \left| \frac{\sin(k_i(n))}{\sin(k_n)} \frac{\tau_{nn}^{meff}(n)}{\tau_{nn}^m(n)} \right|^2
\]

with \( \tau_{nn}^{meff}(n) = \tau_n \) and \( k_i(n) \) is the final momentum. In the sum of the RHS contribution are taken into account only those of the Floquet modes for which \( k_i(n) \) is real. In this case from Eq. (14) we have

\[
k_i(n) = \arccos \left( \cos k_n - \frac{n\omega}{2\hbar} \right).
\]

3.2 GPP approach

In this section we employ the GPP approach to elucidate the mechanism which is responsible for the occurrence of the transmission zeros. Details concerning technical issues, can be found in Ref. [37]. The scattering matrix from an initial state at time \( t_m \) with momentum \( k_{in} \), to a final state at time \( t_f \) with momentum \( k_f \), is given by

\[
S_{k_f,k_{in}} = e^{i(E_{f}(t_f) - E_{in}(t_m))}(k_f|\psi(t_f))
\]

The wave function can be expanded in the basis of the instantaneous eigenstates \( |n(t_i)\rangle \)

\[
|\psi(t_i)\rangle = \sum_{n,m} e^{-i\int_{t_m}^{t_i} dt E_n(t)} X_{nm}(t_f,t_m)|\alpha_n(t_m)|n(t_f)\rangle.
\]

In the above equation \( \alpha_n(t_m) \) denotes the probability amplitude of finding the system initially in the \( n^{th} \) eigenstate, \( E_n \) corresponds to the \( n^{th} \) rescaled temporary energy value \( (E_n(t) = E_n(t) - \langle \eta_i | h \partial_t | \eta_i \rangle) \) and \( X_{nm} \) are the matrix elements for transitions between different temporary eigenstates. In the rest of this discussion it is assumed that there is a finite time interval \([-T,T] \) for which we observe the system. However, in the end the limit \( T \to \infty \) is considered.

The instantaneous basis of the T-coupled dot system has both continuum and discrete parts and can be written as

\[
\langle x | \Psi_{\ell}^{\pm} \rangle = \frac{e^{\pm ikx} + b_k e^{ikx}}{\sqrt{2\pi}},
\]

\[
\langle d | \Psi_{\ell}^{-} \rangle = \langle a | \Psi_{\ell}^{+} \rangle = \frac{2ihb_k \sin k}{g(t)} \sqrt{2\pi},
\]

\[
\langle x | \Psi_{\ell}^{-} \rangle = A_i(t) \sqrt{\tanh q_i(t)} (\epsilon_d + 2h \cosh q_i(t)) e^{-\eta_i(|x|)}
\]

\[
\langle d | \Psi_{\ell}^{-} \rangle = A_i(t) g(t)
\]

where

\[
A_i(t) = \left[ g^2(t) \tanh q_i(t) + (\epsilon_d + 2h \cosh q_i(t))^2 \right]^{-1/2}
\]

In the above equations, the upper plus/ minus indices in \( \Psi_{\ell} \) correspond to incoming and outgoing waves respectively, \( | \Psi_{\ell} \rangle \) to the system’s two bound states \( (i = 1,2) \), \( b_k \) is given by Eq. (7) and \( q_i(t) = q_i(g(t)) \) has been defined at the end of Section 2.

The building blocks of the GPP method are the elementary transitions from a state \( n \) to a state \( m \). These transitions are due to the time-dependence of the driving force that
makes the coupling $g(t)$ oscillate. We call these quantities "flips" [37] and are defined as follows:

$$\Phi_{nm} = \langle n | i \partial_t | m \rangle = \frac{\langle n | i \partial_t \hat{H}(t) | m \rangle}{E_m(t) - E_n(t)}$$  \hspace{1cm} (22)

In the discrete form of the above relation only transitions between different bound states are considered (only for $n \neq m$). When the index $m$ belongs to the continuum, ($m = k$), the amplitude in Eq. (22) is defined through the continuation of $m$ in the upper complex plane, $k \rightarrow k + i \delta$.

As briefly mentioned in the introduction, in the GPP method the expression of the transition matrix elements is formulated in terms of the flips between different states of the instantaneous basis. This is also the case for the standard adiabatic perturbation theory but the GPP approach goes a step further. The perturbative expansion of $X_{nm}$ is reorganized by re-summing all the contributions coming from virtual transitions starting from and ending at the same state. As it was demonstrated in [37] these loop contributions can be exponentiated, leading to a perturbative series consisting of transitions between strictly different states only. At the same time, the previously free propagation of a certain temporal state is dressed by corrections coming from the contribution of all the possible loop transitions. In the energy representation these dressed propagators result to denominators which include the effect of the loop corrections. Thus, the transition matrix elements can be written down in the following way:

$$X_{kk}(t_f,t_i) = \delta(k' - k) + i\sqrt{2\pi} \sum_{n=-\infty}^{+\infty} B_{nk}(n) \delta(\epsilon_k - \epsilon_n - \omega n)$$

$$+ i \int_{-\pi}^{\pi} dp \sum_{n,\nu=\infty}^{+\infty} B_{nk} (p - \nu \epsilon_k - \epsilon_n - \omega \nu - i \theta) \times \delta(\epsilon_k - \epsilon_n - \omega n)$$

$$+ i \sum_{b=2,3} \sum_{n,\nu=\infty}^{+\infty} B_{nk} (n - \nu \epsilon_k - \epsilon_n - \omega \nu - \delta \nu \epsilon_b (\nu) - i \theta) \times \delta(\epsilon_k - \epsilon_n - \omega n) + O(B^3),$$  \hspace{1cm} (23)

where the index $b = 1,2$ refers to the bound states of the current mode, the index $n$ to the $n^{th}$ inelastic channel and $\epsilon_d$ is the mean bound state energy along one period. The $B_{nm}$ correspond to the Fourier decomposed functions of $\Phi_{nm}$:

$$B_{nm}(\nu) = \frac{1}{\sqrt{2\pi}} \int_T^{-T} dt \Phi_{nm}(t) e^{i\nu \omega t},$$

$$\Phi_{nm}(t) = \frac{1}{\sqrt{2\pi}} \sum_{\nu=-\infty}^{+\infty} B_{nm}(\nu) e^{-i\nu \omega t}; \quad \omega = \pi/T.$$  \hspace{1cm} (24)

$\Phi_{nm}$ is defined in the following way

$$\Phi_{nm} = e^{-i (E_n - E_m) t \delta \epsilon_t(t)} \Phi_{nm} e^{i (E_n - E_m) t \delta \epsilon_t(t)}. \hspace{1cm} (25)$$

Similarly to the Floquet method, we have "switched" to frequency space, nevertheless the GPP approach is able to provide information concerning the system’s time evolution through the temporary basis.

The re-summation of the back-forth transition amplitudes -the quintessence of GPP approach- has produced the following correction in the denominators appearing in Eq. (23).

$$\delta \epsilon_{bk}(\nu) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\nu' \sum_{n=\infty}^{+\infty} B_{nk} (-\nu' - B_{nk}(\nu'))$$

$$+ \frac{1}{2\pi} \int_{-\pi}^{\pi} d\nu' \sum_{n=\infty}^{+\infty} B_{nk} (-\nu' - B_{nk}(\nu'))$$

$$+ O(B^3).$$  \hspace{1cm} (26)

Before proceeding, let us elaborate on the physical meaning of the terms that appear in the hierarchical expansion of the transition amplitude in Eq. (23). The first non-trivial term in the RHS corresponds to the case where the system ends at a state of the continuum, different from the one it started, without any intermediate transition. Obviously this term contributes only to the inelastic channels as $B_{kk}(0) = 0$. The next two terms refer to the case where the final state is approached after one intermediate transition either to one of the bound states or to a state of the continuum. The higher order terms take into account more intermediate transitions to all possible temporal states.

Using Eq.(18) one can find the general expression for the scattering matrix

$$S_{k'k} = \tau_{k'k}^{el} \delta(k' - k) + \sum_{n=-\infty, n \neq 0}^{+\infty} \tau_{k'k}^{inel}(n) \delta(k(n) - k)$$

$$+ r_{k'k}^{el} \delta(k' + k) + \sum_{n=-\infty, n \neq 0}^{+\infty} r_{k'k}^{inel}(n) \delta(k(n) + k),$$  \hspace{1cm} (27)

where the final momentum $k(n)$ is found to be the one given by Eq. (17), while $\tau_{k'k}^{el}, \tau_{k'k}^{inel}(n)$ correspond to the transmission and $r_{k'k}^{el}, r_{k'k}^{inel}(n)$ to the reflection probability amplitudes of the elastic and the inelastic channels respectively. Taking into account the aforementioned analysis, we arrive at the following perturbative expressions for the transmission amplitudes

$$\tau_{k'k}^{el} = \tau_{k'k}^{el} + \frac{i}{2 \hbar \sin k(n)} Y_{k'k}(0),$$  \hspace{1cm} (28)

$$\tau_{k'k}^{inel}(n) = \frac{i}{2 \hbar \sin k(n)} Y_{k'k}(n).$$  \hspace{1cm} (29)
where $\tau_{kk_n}^b$ is the transmission probability amplitude of the static problem introduced in Section 2. The non-static contributions coming from the time-dependence are included in the term $Y$ which assumes the following approximate form

$$
Y_{k,\mu}(n) = \sqrt{2}\pi B_{k,\mu}(n) + \sum_{\nu=-\infty}^{\infty} \frac{B_{k,\nu}(n)}{\varepsilon_1 - \varepsilon_\nu - \nu\omega - \delta\varepsilon_k(n)} + \frac{B_{k,\nu}(n)\varepsilon_2}{\varepsilon_1 - \varepsilon_\nu - \nu\omega - \delta\varepsilon_{2k}(n)} 
+ \sum_{\nu=-\infty}^{\infty} \frac{\pi}{2} \frac{B_{k,\nu}(n)\nu_{\nu}}{\varepsilon_1 - \varepsilon_\nu - \nu\omega - i0} + O(B^3).
$$

Finally, the total transmission $T_{\nu}$ is again given by Eq. (16).

In the last expression we obviously have kept the energy corrections in the denominators of the second and the third term, despite the fact that terms $O(B^3)$ are omitted from the full amplitude. This is certainly inconsistent as far as the combination $\varepsilon_1, 2 - \varepsilon_\nu - \nu\omega$ is significantly larger than $O(B^2)$. However, it may so happen that the aforementioned combination approaches zero. In such a case the energy correction term, being of the same order as the numerator, becomes important and cannot be neglected. This case yields the non trivial transmission profile that we will discuss in the following section.

4 Zero transmission resonances

In the previous section we calculated the transmission probability amplitude by using an accurate technique (Floquet) and an analytic but approximate method (GPP). In Fig. 3 we have plotted the transmission spectrum calculated by the Floquet technique and the GPP approach for a particular choice of parameters for which the perturbative analysis is valid (small flips or equivalently small $B_{1\mu}(v)$). In this regime the perturbative analysis closely follows the Floquet results and both reveal a non-trivial transmission profile in comparison to the static case. The phenomenon that immediately draws attention in the time-dependent case is the emergence of two Fano-like resonances where the transmission suddenly drops to zero. In order to understand the microscopic origin of these dips, we will exploit the description provided by the GPP method.

We begin our analysis, by examining the elastic channel ($n = 0$) for which the first term in the RHS of Eq. (30) disappears (since $B_{k,\mu}(0) = 0$) and we focus on the next two terms that include the bound states ($b = 1, 2$) as intermediate virtual transitions. These are superposition of terms having the structure:

$$A_{k,\mu}(v) = \frac{|B_{k,\mu}(v)|^2}{\varepsilon_\nu - \varepsilon_{\mu} - \nu\omega - \text{Re}\delta\varepsilon_{k,\mu}(v) - i\text{Im}\delta\varepsilon_{k,\mu}(v)},
$$

for $b = 1, 2$.

The pure positive imaginary part of the energy correction in the denominator of this expression can be easily deduced from Eq. (26)

$$Im(\delta\varepsilon_{k,\mu}(v)) \approx \frac{1}{2} \int_{-\infty}^{\infty} dk \sum_{\nu'=0}^{\infty} \delta(\varepsilon_k - \varepsilon_{\nu'} - \nu\omega - i\nu) |B_{k,\nu}(v)|^2
$$

and corresponds to the width that characterizes the energy distribution of the incoming particle due to its entrance in a time-dependent environment possessing bound states:

$$\varepsilon_{\nu} \rightarrow \varepsilon_{\nu} - i\text{Im}(\delta\varepsilon_{k,\mu}).
$$

In other words, it defines the uncertainty of the energy of the incoming particle and it is connected with the probability that this energy remains intact.

The meaning of the numerator in Eq. (31) can be easily deduced from the relation:

$$\sum_{\nu=-\infty}^{\infty} |B_{k,\nu}(v)|^2 = \int_{-\infty}^{\infty} dt |\Phi_{k,\mu}(t)|^2
$$

Thus, the numerator represents in frequency space, the (per frequency) probability for the incoming particle to flip to a bound state during the scattering process. Therefore, Eq. (31) has the standard Lorentz line-broadening profile [38] and can be interpreted as the probability amplitude the incoming particle to be trapped into a bound state.

For the system we examine, and for almost all values of the incoming energy, the probability of “spontaneous absorption” is very small and has negligible contribution to the amplitude $Y_{k,\mu}(0)$, which is mainly affected by the terms that involve intermediate transitions to states of the continuum. However, exceptions to this -almost static- transmission profile occur for those energies of the incoming particle which lead to resonances, that is, they drive to zero the real part of the denominator in Eq. (31):

$$\varepsilon_{\nu} \approx \varepsilon_{h} - \nu\omega - \text{Re}\delta\varepsilon_{k,\mu}(v),
$$

for $b = 1, 2$.

For our case and by adopting the specific set of dimensionless parameters used for the plot in Fig. 3 we find that Eq. (35) can be satisfied for the sets:

$$k^{(1)}_{in} \approx 1.26, v^{(1)} = -1; b = 1
$$

$$k^{(2)}_{in} \approx 1.57, v^{(2)} = 1; b = 2
$$

$$k^{(3)}_{in} \approx 2.34, v^{(3)} = -2; b = 1
$$

(36)
From Fig. 3 and the Floquet results it can be readily verified that the values of the incoming momenta, for which a resonant response of the transmission probability occurs, are very accurately predicted.

When the incoming energy satisfies the resonance condition (35) the imaginary part of the energy correction shown in Eq. (32) turns out to be:

\[
\text{Im}(\delta \varepsilon_{b_{k_{in}}^j}(\nu)) \approx \frac{1}{2} \int_{-\pi}^{\pi} dk \sum_{\nu=-\infty}^{\infty} \delta(\varepsilon_k - \varepsilon_b - \omega \nu) |B_{bk}(-\nu)|^2, \quad \forall j
\] (37)

Note that the last expression coincides with the inverse life time of the (quasi) bound state $b$ [37]:

\[
\text{Im}(\delta \varepsilon_{b_{k_{in}}^j}) = \frac{1}{\tau_b}
\] (38)

Thus, the resonance can be defined as the case where the width of the incoming energy coincides with the width of the energy of a quasi-bound state.

It is clear from Fig. 3, that not all the values of $k_{in}^{(j)}$, $j = 1,2,...$, yield the same result for the transmission probability. To elaborate on this, we have to examine the relative strength of the terms entering Eq. (31). For this particular system, it has been checked (see Fig. 4) that the probabilities $|B_{bk}(\nu)|^2$ are very fast decaying functions of $\nu$ and $k$ and, consequently, that the $\nu = \pm 1$ terms in Eq. (37) dominate:

\[
\text{Im}(\delta \varepsilon_{b_{k_{in}}^j}(\nu)) \approx \delta_{b,1} |B_{bk}(1)|^2 |\varepsilon_k - \varepsilon_b + \omega \nu - \varepsilon_{b_{k_{in}}^j}|^2 + \delta_{b,2} |B_{bk}(-1)|^2 |\varepsilon_k - \varepsilon_b + \omega \nu - \varepsilon_{b_{k_{in}}^j}|^2
\] (39)

Note that, the value $\nu = -1$ is possible only for the first bound state ($b = 1$), while the value $\nu = 1$ can be achieved only for the second ($b = 2$), as indicated from Eq. (36). After this analysis, the resonant condition to the amplitude in Eq. (31) reads as follows:

\[
A_{b_{k_{in}}^j}(\nu^{(j)}) = \frac{i2\hbar}{\sin(k_{in}^{(j)})} \left| B_{b_{k_{in}}^j}(\nu^{(j)}) \right|^2 \quad \text{for} \quad b = 1,2; j = 1,2,3
\]

(40)

It becomes apparent then, that the value $k_{in} = k_{in}^{(1)} \approx 1.26$ is tied with the first bound state and the frequency $\nu^{(1)} = -1$. 

Fig. 3 Transmission spectrum for parameter values $h = 0.5$, $\omega = 1$, $\epsilon_d = -1$, $g_0 = 0.5$ and $g_1 = 0.25$. (a) Total transmission coefficient both for Floquet theory (first term of Eq. (16)) and for the GPP (see Eq. (29)). The static case is also shown for comparison (see Eq. (6) and Fig. 2). (b) Elastic transmission coefficient. (c) and (d) Inelastic channels, for $n = 1$ and $n = -1$ respectively, that contribute to the total transmission spectrum (see the second term of Eqs. (16) and (30)).
For this set of values the resonant term has the form:

\[
A_{1k_n}^{(1)}(-1) = \frac{i 2\hbar \sin(k_n^{(1)}) |B_{1k_n}^{(1)}(-1)|^2}{|B_{1k_n}^{(1)}(-1)|^2} = i 2\hbar \sin(k_n^{(1)})
\]  

(41)

This is in fact the only contribution that survives in the superposition \( \sum_{\nu = -\infty}^{\infty} A_{uk_n}^{(1)}(\nu) \), which appears in the RHS of Eq. (30). Moreover, the term \( \sum_{\nu = -\infty}^{\infty} A_{uk_n}^{(1)}(\nu) \) does not contain resonant contributions and is negligible. The contribution of amplitude in Eq. (41) to the elastic transmission amplitude (see Eq. (28)) can be immediately found to be:

\[
\frac{i}{2\hbar \sin(k_n^{(1)})} A_{1k_n}^{(1)}(-1) \approx -1
\]  

(42)

This dominant contribution, along with the fact that \( b_{k_n} \approx 0 \), drives the transmission to zero:

\[
\tau_{k_n}^{el} \approx \tau_{k_n}^{st} - 1 \approx 0
\]  

(43)

The same analysis can be repeated for the case \( k_n = k_n^{(2)} = 1.57 \) that is connected with the second bound state and the frequency \( \nu^{(2)} = 1 \). For this set:

\[
A_{2k_n}^{(2)}(1) = \frac{i 2\hbar \sin(k_n^{(2)}) |B_{2k_n}^{(2)}(1)|^2}{|B_{2k_n}^{(2)}(1)|^2} = i 2\hbar \sin(k_n^{(2)})
\]  

(44)

Consequently, a zero transmission amplitude occurs again.

A third resonant set exists \( (k_n^{(3)} = 2.34, \nu^{(3)} = -2; b = 1) \) for which the amplitude Eq. (31) reads:

\[
A_{1k_n}^{(3)}(-2) = \frac{i 2\hbar \sin(k_n^{(3)}) |B_{1k_n}^{(3)}(-2)|^2}{|B_{1k_n}^{(3)}(-1)|^2}
\]  

(45)

This contribution is now the one that dominates and contains intermediate transitions to bound states but cannot yield zero transmission as the ratio \( |B_{1k_n}^{(3)}(-2)|^2 / |B_{1k_n}^{(3)}(-1)|^2 \) is proportional to \( 1/3 \) which is significantly below unity.

Thus, the emerging picture is the following: For almost all of the momenta the probability of the incoming particle to be trapped by the driven system is negligible and the transmission profile is controlled by the flips from the continuum to continuum, following closely the static case. Non-trivial behavior appears whenever a resonance occurs.

A resonance is mathematically defined as a solution to Eq. (35) and from a physical point of view, it occurs whenever the broadenings of the incoming energy and of the bound state energy, coincide. In all these cases, the probability that the incoming particle is trapped, increases significantly. Depending on the relative magnitudes of the continuum to bound transitions, the transmission can be totally diminished. Therefore non-trivial behavior appears in the transmission spectrum whenever quantum resonances, as defined above, occur. As shown within the GPP approach one has an almost exact prediction of their position and strength. If Eq. (35) has no roots there are no resonances and the transmission follows the static result.

Moreover, it should be pointed out that the elastic channel gives the dominant contribution to the observed resonances (see Fig. 3). This is because, if \( n \neq 0 \) (inelastic channel) at Eq. (30), then the lead contribution comes from the first term which is of the order of \( O/B \). Also, due to the delta function \( \delta(k_{n}(n) - k_{in}) \) in the second term of Eq. (27), for the parameters considered to obtain the transmission spectrum of Fig. 3, the only inelastic modes that contribute are the ones shown.

The above presented analysis, as it has been summed up in Fig.3., was based on a set of parameters for which the static profile is quite simple. However, the static transmission has a rich structure [31] that, depending on the parameters, can reveal quite interesting behavior. An example, in which the static problem is not trivial, is plotted in Fig. 5. For the respective parameters the inelastic channels once again have low contribution, therefore only the total transmission coefficient is presented. In this case, two quantum resonances originating from the elastic channel appear in the spectrum. The incoming momentum where the quantum resonances occur can once again be calculated by solving Eq.
Fig. 5  Total transmission coefficient both for Floquet theory and for the GPP with parameters $h = 0.5$, $\omega = 1$, $\epsilon_d = -0.25$, $g_0 = 0.5$ and $g_1 = 0.1$.

(35) and are found to be $k_{in}^{(1)} \simeq 1.52$ and $k_{in}^{(2)} \simeq 1.57$, as for their strength it can also be found by following the procedure described above. The anti-resonance of the static case (see Fig. 2) remains unaffected from the time-dependence therefore the plot once again generally follows the static case excluding the incoming momenta where the quantum resonances occur. This behavior is an example of the general tendency: The resonances induced by the driving of the coupling, contribute in a qualitatively distinct way to the static transmission profile.

In the static case the anti-resonances appear when the incoming energy coincides with a certain parameter (the dot energy) of the system [31]. In this sense, they are genuine resonances. The resonances that appear due to the driving are of different nature. The time-dependent dynamics yield two cooperating consequences. The first one is that the energy of the system's bound states can change making these states quasi-bound with a definite life-time and the second one is that the energy of the incoming particle broadens. When the broadening of the incoming energy matches the life time of a bound state we face, roughly speaking, the spontaneous absorption of the incoming particle that yields a dip to the transmission amplitude.

It worth noting here, that albeit the values in Eq. (36) are strongly tied to the details of the specific system, their origin, namely Eq. (35), is quite general. It is valid for any periodically driven system and its roots detect the number and values of the incoming momenta $k_{in}^{(j)}$, $j = 1,2,..$ for which the transmission profile shows a resonant behavior that corresponds to a significant increase of the trapping probability. Inversely, in a scattering experiment, one can count the incoming momenta for which $|\epsilon_{in}^{(j)} - \epsilon_{in}^{(l)}| \notin \mathbb{N}$, $\forall j \neq l$, to detect the number of distinct bound states of an underlying system. At the same time, the width of the resonance is a measure of the life time of the bound state that is responsible for the trapping of the initially free particle.

5 Conclusions

In this work we have concentrated on unraveling the nature of the zero transmission resonances that emerge when the Hamiltonian of a quantum dot T-coupled to an infinite tight-binding chain, explicitly depends on time. To this end, we have studied, both analytically and numerically, the transmission spectrum of this discrete model. By initially applying the Floquet formalism, we have observed the emergence of two sharp asymmetric dips where the transmission goes to zero and of a third shallow dip where a small reduction of the transmission is observed. In order to investigate the microscopic origins of these resonances we have exploited the language of the Geometric Phase Propagator approach. The expansion of the transition amplitudes on the instantaneous basis, which is used in the GPP approach, allows to give a rigorous definition of a quantum resonance, to relate the positions of the resonances with the number of the bound states and to indicate when a resonance manifests via a “strong” Fano resonant profile in the transmission spectrum. The GPP framework employed in this study is very general and can be applied to any time-dependent problem as long as the temporary basis is known and the flips are small enough for the perturbative scheme to be valid. Of particular interest would be to employ the GPP method for studying the T-coupled dot problem, that we have considered here, using pulses instead of a harmonic driving. In this case, as the driving is not periodic, one cannot resort to the effective description provided by Floquet theory. Another fascinating possibility would be to apply this method to a completely different context, namely, GPP could be used to calculate the correlations in the famous XY-model and investigate their behavior when the system undergoes a Kosterlitz-Thouless phase transition.
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Appendix A: Floquet equation coefficients

The coefficients of Eq. (14) are given by the following relations:

\[ a_n = \frac{g_1^2}{4[\varepsilon_d - E_F - (n-1)\omega - i\eta]} \]  \quad (A.1)

\[ b_n = \frac{g_0 g_1}{2} \times \left( \frac{1}{\varepsilon_d - E_F - (n-1)\omega + i\eta} + \frac{1}{\varepsilon_d - E_F - n\omega - i\eta} \right) \]  \quad (A.2)

\[ c_n = 2i\hbar \sin k_n + \frac{g_0^2}{\varepsilon_d - E_F - n\omega - i\eta} + \frac{g_1^2}{4} \times \left( \frac{1}{\varepsilon_d - E_F - (n+1)\omega + i\eta} + \frac{1}{\varepsilon_d - E_F - (n-1)\omega - i\eta} \right) \]  \quad (A.3)

\[ d_n = \frac{g_0}{g_1} \left( \frac{1}{\varepsilon_d - E_F - (n+1)\omega - i\eta} + \frac{1}{\varepsilon_d - E_F - n\omega + i\eta} \right) \]  \quad (A.4)

\[ e_n = \frac{g_1^2}{4[\varepsilon_d - E_F - (n+1)\omega - i\eta]} \]  \quad (A.5)

where \( k_n \) is given by Eq. (14) and we have introduced a small imaginary factor \( i\eta \) for reasons explained in the main text.
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