Subgrid-scale parametrization of unresolved scales in forced Burgers equation using generative adversarial networks (GAN)
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Abstract  Stochastic subgrid-scale parametrizations aim to incorporate effects of unresolved processes in an effective model by sampling from a distribution usually described in terms of resolved modes. This is an active research area in fluid dynamics where processes evolve on a wide range of spatial and temporal scales. We propose a data-driven framework where resolved modes are defined as local spatial averages and deviations from these averages are the unresolved degrees of freedom. The proposed approach is applicable to a wide range of finite volume and finite difference numerical schemes commonly used to discretize many realistic problems in fluid dynamics. In this study, we evaluate the performance of conditional generative adversarial network (GAN) in parametrizing subgrid-scale effects in a finite difference discretization of stochastically forced Burgers equation. We train a Wasserstein GAN (WGAN) conditioned on the resolved variables to learn the distribution of the subgrid flux and, thus, represent the effect of unresolved scales. The resulting WGAN is then used in an effective model to reproduce the statistical features of resolved modes. We demonstrate that various stationary statistical quantities such as spectrum, moments and autocorrelation are well approximated by this effective model.
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1 Introduction

Many physical processes in mathematics, engineering and other applied sciences are represented by differential equations. In practical numerical applications, partial differential equations are discretized in space and time. Often finite difference or finite volume numerical schemes are used for spatial discretization which results in a system of ordinary differential equations or difference equations. However, simulating discretized equations on a very fine mesh might be too costly computationally. Therefore, it is desirable to introduce coarse mesh (resolved) variables and develop closed-form effective equations for coarse quantities of interest. Spatial filtering is often used to define coarse variables in large Eddy simulation models. We adopt this strategy here as well. When developing an effective model for coarse variables, some of the physical processes may not be
fully resolved on the coarse spatial grid. Either some processes evolve on a much smaller spatial (subgrid) scale compared to the coarse mesh size or there are inherent properties of the system (e.g., nonlinearity, chaotic behavior) that cannot be captured by the chosen coarse discretization. The problem of incorporating effects of unresolved processes (or subgrid-scale processes) in an effective model is called parametrization (or subgrid-scale parametrization, in our context).

Developing accurate and fast parametrizations has been an active area of research in atmosphere–ocean community for many decades. For deterministic parametrization schemes, a function relating the unresolved modes to every state of the resolved modes is constructed by using either known physics or existing high-resolution data. This leads to incorporating the mean impact of subgrid processes on resolved modes. To be realistic, some measure of variability of the impacts of these processes must also be taken into account as proposed by Hasselman [24] in a visionary paper in 1976. Introduction of randomness leads to stochastic parametrizations. Stochasticity arises naturally due to an infinite number of possible valid realizations for subgrid processes. Therefore, some form of stochasticity needs to be used to represent this variability [35].

In recent decades, there have been a considerable number of studies focusing on stochastic parametrizations. Many methods have been developed which aim to parametrize effects of subgrid scales by incorporating stochastic terms with the goal of reproducing the statistical behavior of resolved scales. To mention a few, there are techniques which use regression models (e.g., [27, 47]), add stochastic perturbations to the mean parametrization terms [38, 41], utilize data-driven methods such as NARMAX fitting [12, 31] or use conditional Markov chains [14, 26, 28]. There are also more rigorous approaches (see recent review paper [40]) including stochastic mode reduction strategy exploiting scale separation between the resolved and subgrid-scale processes [17, 18, 32–34], reduction techniques based on the Zwanzig–Mori formalism [9–11, 25] and turbulence closure techniques [19, 20, 43]. In particular, stochastic mode reduction has been applied recently to reproduce the statistical behavior of local spatial averages in the truncated Burgers–Hopf model [15, 16] and the shallow water equations [52]. A more relaxed scheme that relies on weak coupling and uses ideas from response theory has been developed in [48]. Another approach uses maximum entropy principle for estimating probability density of unresolved scales [42, 44]. Stochastic parametrizations have been proved to be extremely useful in weather and climate science for analyzing prediction uncertainty, representing subgrid processes, capturing response to forcing and inducing regime transitions (see, e.g., [4]).

One drawback in some of the semi-analytical methods for constructing subgrid parametrizations is that these methods often require certain assumptions on the structure of coarse and/or subgrid variables (e.g., Gaussian closures or strong scale separation). Such assumptions are often necessary to make the model analytically tractable. In contrast to these semi-analytical methods, machine learning (ML) techniques offer approaches that do not require any assumptions on the coarse and/or subgrid variables. Instead, ML methods are capable of learning the underlying structure of subgrid processes from data alone.

Machine learning has become increasingly popular in recent years offering possible data-driven solutions for problems in many areas of physical and natural sciences. Machine learning also received increased attention in applied and computational fluid dynamics as well. Recently, neural networks (NNs) has become one of the most popular areas of machine learning and there are several applications of NNs in various models relevant to atmospheric research. In particular, NNs were used to represent clouds [39] and convection [37] in a global circulation model. NNs were also used to develop a parametrization for residual heating and moistening in a global circulation model [5]. Various deep learning methods such as reservoir computing and LSTM neural networks were used to predict trajectories of chaotic dynamics (e.g., [7, 45]). Methods used in these papers are classified as supervised learning and typically result in deterministic parametrizations. Here we use generative models to develop NN-based stochastic parametrizations.

Application of generative models is one of the relatively new areas in machine learning. These are primarily techniques from semi-supervised learning in which a network is trained to produce samples from a given distribution. One popular generative model is generative adversarial networks (GAN) introduced in [22]. This model consists of two networks—generator and discriminator. Given a training set, these two networks compete with each other—the generator attempts to produce new samples consistent with the training set, and the discriminator evaluates them with the goal of distinguishing whether these samples came from the original distribution or are outputs of the generator. Thus, GAN aims to learn the underlying distribution for the training data in order to produce new samples that a discriminator qualifies to be coming from that distribution. It is easy to see that using GAN would result in a stochastic parametrization. A modified version of this approach was applied to Lorenz 96 model [21]. Recently, an alternative training metric for generative adversarial networks has been proposed. In particular, it was demonstrated that Wasserstein GAN (WGAN) might have certain...
advantages over the traditional GAN during training [3, 23, 50]. These advantages include better convergence and interpretability of the Wasserstein metric.

The main goal of this work is to examine how well GANs perform as stochastic parametrizations of subgrid-scale processes. The choice of ML method used here is motivated by the generality of GANs and a successful application of this approach in other areas, such as imaging. In addition, GANs have been designed to learn and reproduce arbitrary probability distributions, which is exactly the main task behind developing accurate and efficient closures for subgrid terms. Here we utilize the setup similar to the large Eddy simulations where we define resolved variables as local spatial averages and subgrid-scale variables as fluctuations. In this paper, a conditional WGAN is trained to learn the distribution of subgrid processes and then used to generate samples of unresolved modes based on the current state of the resolved variables. We apply this approach for parametrizing local residuals in a flux discretization of stochastically forced Burgers’ equation. Specifically, a WGAN conditioned on resolved modes is trained to produce samples from the distribution of subgrid fluxes to be used in an effective model for local averages. The proposed approach follows a general framework for parametrizing subgrid fluxes in a reduced system for local averages and is applicable to a wide range of problems where finite difference or finite volume schemes are used in computations.

The rest of the paper is organized as follows. In Sect. 2.1, we discuss general methodology for defining coarse variables and representing the effective equations using flux discretization. In Sect. 2.2, we discuss the application of this methodology to the forced Burgers–Hopf model. In Sect. 2.3, we discuss the configuration and training of the neural network used to represent the subgrid fluxes. In Sect. 3, we present numerical results comparing stationary statistics of the full and reduced models and discuss the performance of the WGAN parametrization with respect to changes in forcing and resolution. Final remarks are presented in Sect. 4.

2 Methods

2.1 Subgrid flux parametrization

The method developed in this paper applies to systems based on flux difference discretization of partial differential equations that can be written in conservative form. More precisely, consider a state field \( u(x, t) \) which can be discretized on a uniform fine mesh \( M_f = \{ i \Delta x, \quad i = 0, 1, 2, \ldots, N - 1 \} \) resulting in a system of ODEs

\[
\frac{d}{dt} u_i = - \frac{f_{i+1/2} - f_{i-1/2}}{\Delta x} + \rho_i,
\]

where \( \Delta x = L/N \) and \([0, L]\) is the domain of integration. We supplement the above equation with periodic boundary conditions \( u(x, t) = u(x + L, t) \), but this is not essential for the formulation of the method. We define mesh points as \( x_i = i \Delta x \). It is also useful to define the (staggered) grid points \( x_{i+1/2} = x_i + \Delta x/2 = (t + 1/2) \Delta x \) and the \( i \)th interval \( [x_{i-1/2}, x_{i+1/2}] \), which is a standard formulation in the finite volume literature (see, e.g., [30]). Then the value \( u_i(t) \) is the numerical approximation for the value of \( u(x, t) \) at the center of the \( i \)th interval (i.e., \( u_i(t) \approx u(x_i, t) \)) or for the average over the \( i \)th interval, i.e., \( u_i(t) \approx \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} u(x, t) dx \), depending on whether the numerical method used is a finite difference or a finite volume scheme, respectively. More applicable to finite volume methods, \( f_{i+1/2} \) and \( f_{i-1/2} \) are discrete approximations for the flux at the right and left ends of the interval \( i \), respectively. Here, \( \rho_i \) is forcing discretized in space, i.e., \( \rho_i \approx \rho(x_i, t) \).

Equation (1) represents the fine mesh discretization which can be used for direct numerical simulations (DNS) of the underlying pde. Here we do not address the numerical accuracy of the discretization. We consider the fine mesh discretization (1) as an accurate model for direct numerical simulations where one can make numerical errors sufficiently small by the choice of numerical method and grid size. Performing DNS on a fine mesh can be computationally expensive and it is often desirable to obtain a closed-form reduced model for large-scale modes. To this end, we want to define resolved variables using a spatial averaging filter and obtain a closed-form equation for these resolved variables alone. This idea is similar to derivation of LES models, except our starting point is the discretized Eq. (1).

In this work, we use the “box” filter and define resolved modes as spatial averages over \( n \) fine grid points

\[
U_I = \frac{1}{n} \sum_{i=nI}^{n(I+1)-1} u_i \quad \text{for each } I = 0, \ldots, N/n - 1,
\]
on a coarser mesh \( \mathcal{M}_c = \{ X_I, I = 0, 1, 2, N/n - 1 \} \) over the same domain \([0, L]\) with \( \Delta X = nL/N \equiv n\Delta x \). The coarse mesh is defined implicitly by the averaging operator, but it is also easy to explicitly express \( X_I \) in terms of fine mesh grid points. Thus, coarse grid points can be computed as midpoints of the \( I \)th coarse mesh interval, i.e., \( X_I = (x_{nI-1/2} + x_{n(I+1)-1/2})/2 \). The interval associated with \( U_I \) is simply the union of fine mesh intervals \( nI \) to \( n(I+1) - 1 \) (same as the intervals associated with \( u_i \)’s in (2)). The unresolved degrees of freedom are defined as the residuals or deviations \( y_i = u_i - U_I(i) \), where coarse index \( I(i) \) can be computed as \( I = \lfloor i/n \rfloor \). Finally, we also define vectors of fine-scale variables, coarse-scale variables and fluctuations as \( u = \{ u_i, i = 0, \ldots, N - 1 \} \), \( U = \{ U_I, I = 0, \ldots, N/n - 1 \} \) and \( y = \{ y_i, i = 0, \ldots, N - 1 \} \), respectively.

Some degree of scale separation can be expected between \( U \) and \( y \) by this construction, but it might depend on the number of averaged points, \( n \). Typically, vector \( u \) is high-dimensional, while \( \dim(U) \ll \dim(u) \). Note that introduction of timescale separation is implicit since it is a consequence of applying the averaging operator in (2), in contrast to an explicit introduction of a small parameter to distinguish timescales among group of modes.

The dynamics of \( U \) can be recast as a coupled system for resolved modes \( U \) and fluctuation \( y \). This leads to the coupled system

\[
\frac{d}{dt} U_I = -\frac{f_{n(I+1)-1/2} - f_{nI-1/2}}{n\Delta x} + \rho^{U_I},
\]

\[
\frac{d}{dt} y_i = -\frac{f_{i+1/2} - f_{i-1/2}}{\Delta x} + \frac{f_{n(I+1)-1/2} - f_{nI-1/2}}{n\Delta x} + \rho^{y_i},
\]

where \( \rho^{U_I} \) and \( \rho^{y_i} \) are projections of the forcing on the respective modes. Here it is implicitly assumed that the forcing is slowly varying in space, so that \( \rho^{y_i} \) is negligible. Equation (3) describes evolution of resolved variables on the coarse mesh, while Eq. (4) described the dynamics of subgrid scales on the fine mesh. Note that the fluxes in (3) are the fine mesh fluxes on the boundary of the \( I \)th coarse mesh cell. All fluxes in Eqs. (3) and (4) depend on both the resolved and unresolved variables and can be obtained by direct substitution \( u_i = U_I(i) + y_i \) into the flux \( f_{i+1/2}(u) \).

Next, we introduce a decomposition of fluxes in Eq. (3)

\[
f_{n(I+1)-1/2}(U, y) = F_{I+1/2}(U) + G_{I+1/2}(U, y) \\
fnI-1/2(U, y) = F_{I-1/2}(U) + G_{I-1/2}(U, y)
\]

where terms \( F_{I+1/2}(U) \) describe self-interactions of local averages on the coarse mesh. It is often natural to maintain the same flux form for the coarse variables as in the full Eq. (1). Therefore, the functional form for \( F_{I+1/2} \) is often chosen to be identical to \( f_{i+1/2} \). The term \( G_{I+1/2}(U, y) \) is referred to as the subgrid flux at the right boundary of cell \( I \) or simply the right subgrid flux. Physical processes which cannot be adequately resolved with the mesh size \( \Delta X = n\Delta x \) are represented by \( G_{I+1/2} \). Note that although we write the entire vector \( U \) and \( y \) as predictors, only few neighboring \(^1\) resolved and subgrid variables are actually used in the computations of the right-hand size of the equation for \( U_I \). Equation (5) can be considered as the definition of the subgrid flux \( G_{I+1/2}(U, y) \).

In this paper, we use the same expression for the coarse mesh flux as for the fine mesh flux, i.e., functional forms of the nonlinearity in \( f_{i+1/2}(u) \) and \( F_{I+1/2}(U) \) are the same. However, it does not have to be the case. It might be beneficial to use a different formula for computations of nonlinear terms in the coarse mesh fluxes (e.g., lower order to accelerate computations). In this case, the decomposition becomes \( f_{n(I+1)-1/2}(U, y) = \tilde{F}_{I+1/2}(U) + \tilde{G}_{I+1/2}(U, y) \), where \( \tilde{F}_{I+1/2}(U) \) is prescribed beforehand using some modeling and/or computational considerations. This leads to a different definition of subgrid terms. Thus, subgrid terms depend on a number of computational and modeling parameters in the problem. However, the GAN parametrization framework presented here is quite general and relies only on generated computational data. Therefore, it can be applied to many flux definitions, including higher-order finite volume schemes which use limiters.

In the most general sense, a parametrization aims to approximate \( G_{I+1/2}(U, y) \) for every cell \( I \) in terms of the resolved modes only so that the resulting closed system emulates, in some sense, the behavior of resolved variables \( U \) in the full dynamics. Note that given a state \( U \) of the system, there can be many possible values of the unresolved variables, possibly due to the nonlinearity, chaotic behavior of the underlying dynamics, etc.

\(^1\) Number depends on the stencil used to represent the numerical flux.
Thus, there is some stochasticity in $G_{I+1/2}$ when its dynamics is observed on the coarser mesh and $G_{I+1/2}(t)$ can be considered a random variable (see, e.g., [35]), possibly conditioned on the system state $U(t)$. Therefore, the main focus of this paper is on stochastic parametrizations where approximations to $G_{I+1/2}$ are drawn from the distribution of the subgrid flux conditioned on current values of large-scale variables $U(t)$. Once the subgrid flux is generated, it is used in a time-stepping method to predict the next value of dynamic variables. Thus, our model is Markovian. One can build more elaborate non-Markovian parametrizations using conditioning on past values of the large-scale data, i.e., using $U(t-k\Delta)$, $k = 1, \ldots, K$ with some lag $\Delta$. However, in this case the lag $\Delta$ might restrict the integration time step for the reduced model. For instance, in the context of conditional Markov chain parametrizations, the integration time step for the reduced model must be equal to $\Delta$ [13,36]. Thus, conditioning only on current values of large-scale variables allows to avoid additional constraints on the integration time step for the reduced model.

We would like to comment that the ansatz introduced in (3), (4) and (5) is only one possible decomposition of the system (1). We choose to maintain the flux difference formulation for several reasons. First, the reduced model expressed in flux difference form for subgrid terms enforces mass conservation (at least on average). Second, the flux difference scheme allows for better understanding of relative strengths of flux terms and potential introduction of empirical corrections. Third, if one tries to develop a parametrization for $G_{I+1/2} - G_{I-1/2}$ directly, then such parametrization would potentially depend on a larger “conditioning” stencil (e.g., at least on $U_{I-1}$, $U_I$ and $U_{I+1}$) and thus requires additional computational efforts to generate training data. In general, the number of conditions should be kept to a necessary minimum, since additional conditions require larger training datasets. In practice, conditions are implemented by binning the data into appropriate bins in $\mathbb{R}^d$, where $d$ is the number of conditions. Therefore, longer simulations are required for larger $d$ to have sufficient amount of data in bins used for training the parametrization. Fourth, flux formulation in (5) allows to apply flux limiters to subgrid parametrizations, if necessary. Flux limiters have become a standard computational tool for hyperbolic systems, and one can apply flux limiters to introduce physical constraints (e.g., positivity) for the solution of the reduced system. It is certainly possible that for a particular problem at hand, parametrizing the divergence of subgrid terms $G_{I+1/2} - G_{I-1/2}$ can be easier than parametrizing the fluxes $G_{I+1/2}$ and $G_{I-1/2}$ separately. However, for reasons outlined above, one should attempt to develop parametrizations for $G_{I+1/2}$ and $G_{I-1/2}$ independently first and only consider parametrizing the difference $G_{I+1/2} - G_{I-1/2}$ if such attempts fail.

Replacing the subgrid fluxes with a suitable parametrization

$$G_{I+1/2}(U, y) \approx \tilde{G}_{I+1/2}(U),$$

the effective (or reduced) equation for large-scale variables becomes

$$\frac{d}{dt} U_I = -\frac{F_{I+1/2} - F_{I-1/2}}{\Delta X} - \frac{\tilde{G}_{I+1/2} - \tilde{G}_{I-1/2}}{\Delta X} + \rho U_I,$$  \hspace{1cm} (6)

where $\Delta X = n \Delta x$. Here, $\tilde{G}_{I+1/2}$ for each $I$ is a random variable, possibly conditioned on some neighboring large-scale variables. Parametrization $\tilde{G}_{I+1/2}$ represent a mechanism for effectively sampling the distribution of $\tilde{G}_{I+1/2}$ and, thus, allows for an efficient numerical simulation of the effective equation in (6). The structure and complexity of subgrid fluxes $G_{I+1/2}$ is determined by flux discretization and decomposition done in (5). Knowing its properties is helpful in the construction of a parametrization scheme. However, in general, there is no restriction on the form of the parametrization. We also refer to the model (6) without subgrid corrections (i.e., $\tilde{G} \equiv 0$) as the bare truncation (BTR) model.

In this paper, we utilize a neural network to represent $\tilde{G}_{I+1/2}$. In particular, we use generative adversarial network (GAN) to generate samples from the distribution of $\tilde{G}_{I+1/2}$. Since the parametrization is inherently stochastic, we focus our attention on reproducing the statistical properties of the resolved variables. Emphasis on statistical properties is, for instance, motivated by necessity to develop effective model for ensemble forecasts in climate and weather predictions.

### 2.2 Forced Burgers’ equation

The viscous Burgers equation is one of the well-studied nonlinear partial differential equations and it is often used as a prototype model for turbulence [6]. However, there are also subtle differences between Burgers equations and more realistic turbulence models, such as non-locality in the incompressible Navier–Stokes
equations due to the presence of pressure. We consider a stochastically forced Burgers equation over a periodic domain $[0, L]$ given by

$$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} \left( \frac{u^2}{2} - \nu \frac{\partial u}{\partial x} \right) = \rho(x, t), \quad \text{(7)}$$

where $\nu$ is the viscosity coefficient and $\rho$ is a large-scale stochastic forcing. To produce a system admitting the form given in (1), we adopt the flux discretization used in [51] and the discrete approximation for the flux becomes

$$f_{i+1/2} = \frac{1}{6} \left( u_{i+1}^2 + u_{i+1}u_i + u_i^2 \right) - \frac{\nu}{\Delta x} (u_{i+1} - u_i). \quad \text{(8)}$$

Thus, the above equation combined with (1) is the fine mesh discretization of the PDE and we assume that (7) is sufficiently well resolved on this mesh. Large-scale forcing is applied to low wavenumbers $k \in K$. Following [8] (and also [15, 52]) the forcing term is chosen such that $\rho^{y_i} = 0$ for all $i$, and

$$\rho^{U_I} = \frac{A}{\sqrt{\Delta t}} \sum_{k \in K} \left[ \alpha_k \cos \left( 2\pi k \frac{n \Delta x}{L} \right) + \beta_k \sin \left( 2\pi k \frac{n \Delta x}{L} \right) \right],$$

where $\Delta t$ is the integration time step of the DNS, $A$ is the forcing amplitude, and $\alpha_k$ and $\beta_k$ are independent random coefficients sampled from $N(0, 1)$. For the discrete equation (1) with the flux discretization (8), the self-interactions of the resolved variables and the subgrid flux in (5) become

$$f_{n(I+1)-1/2} := F_{I+1/2} \left( U_{I+1}, U_I \right) + G_{I+1/2} \left( U_{I+1}, U_I, y_{I+1}^f, y_I^f \right), \quad \text{(9)}$$

where

$$F_{I+1/2} = \frac{1}{6} \left( U_{I+1}^2 + U_{I+1}U_I + U_I^2 \right) - \frac{\nu}{\Delta x} (U_{I+1} - U_I) \quad \text{(10)}$$

and the subgrid flux depends on resolved variables $U_I$ and $U_{I+1}$, as well as on the unresolved modes $y_{I+1}^f$ and $y_I^f$. Here $y_{I+1}^f$ and $y_I^f$ represent residuals located the right boundary of cell $I$ and left boundary of cell $I+1$, respectively. Thus, for simpler notations, instead of using fine mesh index, we use $l$ and $r$, signifying left and right, to refer to location of the residuals with respect to its coarse cell index subscript.

It is important to note that after applying the averaging operator in (2), the resulting flux difference scheme for coarse variables (10) results in a viscosity $n$ times larger than that in the full model (i.e., there is $\Delta x$ in the denominator in (10), not $\Delta X$). This is a direct consequence of applying the discrete averaging operator (2) to the equation (1) with flux definition in (8). This means that setting the subgrid flux corrections $G_{I+1/2}$ to zero in (6) (same as setting $G_{I+1/2} \equiv 0$ in (9)) does not result in a coarse mesh discretization of the Burgers model (7) with a low resolution $N/n$. Thus, the bare truncation (BTR) model is not identical to the low-resolution discretization of the Burgers equation. Therefore, the parametrization is not a correction to the additional numerical error incurred due to a larger mesh size. Instead, parametrization is a correction to both the nonlinear part and the diffusive part of the flux. Hence, the subgrid flux term can further be divided into the subgrid contribution to the nonlinear part and to the viscosity term. That is, we can decompose the subgrid flux as

$$G_{I+1/2} \left( U_{I+1}, U_I, y_{I+1}^f, y_I^f \right) = G_{I+1/2}^{(1)} \left( U_{I+1}, U_I, y_{I+1}^f, y_I^f \right) - \frac{\nu}{\Delta x} G_{I+1/2}^{(2)} \left( y_{I+1}^f, y_I^f \right), \quad \text{(11)}$$

where $G_{I+1/2}^{(1)}$ and $G_{I+1/2}^{(2)}$ are subgrid flux corrections to the nonlinear part and diffusion, respectively. There are several reasons for such decomposition. First, terms on the right-hand side of (11) have different complexity—the first term involves quadratic interaction between resolved and unresolved modes, and the second term only involves linear relationship between unresolved modes. Second, we can investigate balance different terms and scalability of the stochastic parametrization with respect to varying $n$.

**Reference setup** Given the discrete flux and forcing above, we use a hybrid approach for integrating the equation in (1). In particular, we use the third-order Runge–Kutta (RK3) time-stepping scheme for the deterministic terms and then add the forcing term using the explicit Euler method. The motivation for this
hybrid approach is that a higher-order method is essential for accurately representing important properties of the PDE in (7) (e.g., conservation of momentum and energy by nonlinear terms) and overall stability of simulations. On the other hand, we can expect that small numerical errors in the random forcing do not significantly affect statistical properties of solutions. Parameters in direct numerical simulations are presented in Table 1. We perform direct numerical simulations (DNS) of the full model in (7) and generate long stationary time series of \( u_i(t) \). We then compute the resolved variables using (2) and compute numerically their statistical properties, such as spectra, distribution, correlation function and kurtosis. The main emphasis of the current work is on how well the reduced model approximates the statistical properties of large-scale variables obtained in DNS.

To understand the need for stochastic parametrization, we must investigate the dependence of the subgrid fluxes \( G_{i+1/2}^{(i)} \) for \( i = 1, 2 \) on the resolved variables \( U_I \) and \( U_{I+1} \). A typical profile of \( U(t) \) obtained from the DNS is characterized by several shock-like regions (up to three for parameters considered here) propagating and merging over the domain. Closely observing the values of \( G_{i+1/2}^{(i)} \) reveals that its magnitude is often relatively higher near regions with large gradients. This is especially true for \( G_{1+1/2}^{(1)} \), the nonlinear subgrid correction. This is not surprising since the absence of subgrid fluxes in 6 results in a reduced model with viscosity \( n \) times larger than that in the full model. Hence, the reduced model without any subgrid corrections “smoothes” the solution, especially at regions with large gradients. Moreover, the variability in the values of \( G_{i+1/2}^{(i)} \) increases as the near-shock regions becomes “steeper.” These regions can be found effectively by simply noting the values of \( |U_I - U_{I+1}| \).

To illustrate the need for stochastic parametrization, we depict in Fig. 1 the marginal distribution (histogram) of the subgrid flux \( G_{1+1/2}^{(1)} \) conditional on the difference of large-scale variables \( |U_0 - U_1| \). We would like point out that here we are analyzing the behavior of the “true” subgrid flux computed directly from the DNS of the resolved model (1).

Figure 1 demonstrates two important points. First, this figure illustrates the need for a stochastic parametrization. The distribution of the subgrid flux \( G_{1+1/2}^{(1)} \) is quite broad, especially for larger values of \( |U_0 - U_1| \). Figure 12 The linear subgrid correction term \( G_{I+1/2}^{(2)} \) can be reasonably well approximated by a linear regression on \( U_I \) and \( U_{I+1} \); possibly because of its lower complexity compared to the nonlinear subgrid flux term.
suggests that a deterministic parametrization might be possible for smaller values of \(|U_0 - U_1|\), but for values of \(|U_0 - U_1| \geq 0.2\) a stochastic term must be included to account for the variability of the subgrid flux. Second, Fig. 1 clearly demonstrates dependence of the subgrid flux on the difference between the adjacent local averages. Therefore, it is essential to include both local averages \(U_1\) and \(U_{I+1}\) as an input for the stochastic parametrization scheme. Here we choose to condition the parametrization on \(U_1\) and \(U_{I+1}\) separately, i.e.,

\[
\tilde{G}_{I+1/2}^{(l)} \equiv \tilde{G}_{I+1/2}^{(l)}(U_1, U_{I+1})
\]

instead on conditioning only on the difference \(|U_1 - U_{I+1}|\) since conditioning on \(U_1\) and \(U_{I+1}\) is more general and does not significantly increase the computational complexity compared to conditioning only on \(|U_1 - U_{I+1}|\). We also tried to condition the parametrization using a larger stencil, but that did not amount to any significant changes in the performance of the effective model. We discuss the performance of the GAN parametrization and Fig. 1 further in Sect. 3.1.

### 2.3 WGAN parametrization

In this section, we present the structure of the network and describe the training procedure. We also describe data used for training and verification.

#### 2.3.1 GAN

Generative adversarial networks (GANs) are machine learning tools that given a dataset generated by sampling some probability distribution, attempt to learn the underlying distribution in order to generate additional samples. The framework of GANs consists of two networks, generator \(G\) and discriminator \(D\), which are in mutual competition. Although only the generator \(G\) is needed to generate new samples, training of both networks \(G\) and \(D\) have to performed simultaneously. The network architecture of \(G\) and \(D\) is completely independent and can involve various neural network constructions such as simple feed-forward networks and convolutional networks [46]. Convolutional networks are the most popular architecture for imaging applications because of a very high-dimensional input, and simple feed-forward multilayer networks are used most often in other applications where the dimension of input is relatively low. The generator accepts a multi-dimensional noise vector \(z\) from some specified distribution \(p_z\) (e.g., uniform or Gaussian) as an input and transforms it to a “fake” sample. The discriminator attempts to distinguish between the “real” sample \(x\) (one coming from training data with some unknown distribution \(p_x\)) and the generated “fake” sample \(G(z)\). Training is done by updating the network weights of the generator and the discriminator by minimizing the game-theoretic loss

\[
\mathbb{E}_{x \sim p_x} \left[ \log(D(x)) \right] + \mathbb{E}_{z \sim p_z} \left[ \log(1 - D(G(z))) \right].
\]

Note that expectations are taken over a batch of samples and in practice it is computed as an empirical sample mean. Training of both networks proceeds sequentially. First, the discriminator is trained for some number of iterations and then, with the discriminator’s parameters frozen, the generator is updated by minimizing the value of the above loss. The optimality is obtained when equilibrium is reached. Intuitively, it is achieved when the discriminator is indifferent whether a generated sample is “fake” or “real.” It can be shown that optimizing these losses is equivalent to minimizing the Jensen–Shannon divergence between the distributions of “real” and generated samples [22].

In this paper, we use conditional GAN. In conditional GANs, it is assumed that the underlying distribution \(p_x\) depends on some parameters (or labels with known values) and these labels are also used as an input to both the generator \(G\) and the discriminator \(D\). In particular, in our case it is reasonable to assume that the subgrid flux \(G_{I+1/2}(t)\) depends on the state of local averages \(U_I(t)\) and \(U_{I+1}(t)\). Hence, we use values of local averages at the current time, \(U_I(t)\) and \(U_{I+1}(t)\), as “labels.”

It is widely known that it can be difficult to train GANs because of stability and divergence issues. There are also problems such as mode collapse and vanishing gradients (see [2], for example). One improvement in training GANs is to use another metric called Wasserstein distance between distributions. This variation is called Wasserstein GAN or WGAN. In WGAN, the discriminator needs to satisfy some Lipschitz condition so additional constraint or penalty must be imposed. This can be done by adding a gradient penalty to the loss function [23]. This is known as WGAN-GP. Its loss function is

\[
\mathbb{E}_{z \sim p_z} [D(G(z))] - \mathbb{E}_{x \sim p_x} [(D(x))] + \lambda \mathbb{E}_{x \sim p_x} \left[ \left( \| \nabla_x D(\hat{x}) \|_2 - 1 \right)^2 \right],
\]
where \( \hat{x} \) are uniformly chosen from segments joining \( x \) and \( G(z) \). The reasons for the use of WGAN over GAN are the advantages in the training procedure, such as improved stability and meaningful loss function [3]. Note that the study does not aim to compare the performance between GAN and WGAN. The usual GAN with chosen parameters can converge and give good results as well. However, training GANs typically requires an additional offline criterion in order to determine how good the samples are, such as the use of metrics in [21]. This additional criterion is not necessary for WGANs since in WGAN training, smaller discriminator’s loss correlates with “smaller difference” between distributions of “fake” and “real” samples. We refer to [3,23] for thorough discussion on this matter.

2.3.2 Network

Our goal is to achieve a local parametrization, that is, produce approximate subgrid flux at each \( I + 1/2 \) conditioned only on immediate neighboring local averages \( U_I \) and \( U_{I+1} \). Local parametrizations have many attractive computational features such as, they require less data for training, they are more computationally efficient and easily parallelizable, they can be trained independently for non-homogeneous domains, etc. Thus we construct a local parametrization.

Figure 2 shows a schematic diagram of the conditional WGAN used. The generator accepts a vector \( z \) consisting of two random numbers independently drawn from the uniform distribution on \([-1,1]\) and the conditions \( U_I \) and \( U_{I+1} \) at a specific time \( t \). It outputs two values—the “fake” samples \( \tilde{G}^{(1)}_{I+1/2} \) and \( \tilde{G}^{(2)}_{I+1/2} \). The discriminator accepts values of \( G^{(1)}_{I+1/2} \) and \( G^{(2)}_{I+1/2} \), which are computed from DNS, conditions \( U_I \) and \( U_{I+1} \), and the generated \( \tilde{G}^{(1)}_{I+1/2} \) and \( \tilde{G}^{(2)}_{I+1/2} \). It then outputs scores to the inputs \( G^{(1,2)}_{I+1/2} \) and \( \tilde{G}^{(1,2)}_{I+1/2} \). Note that in vanilla GAN, discriminator outputs probabilities of being “real.” Here we use scores because the loss is WGAN corresponds to scores. The smaller the difference between the scores given to the generated samples and the real subgrid fluxes, the smaller the value of the loss. This implies smaller Wasserstein distance between the respective distributions.

Both the generator and the discriminator are fully connected feed-forward networks with 3 hidden layers, 16 neurons in each layer and Leaky ReLU activation. We would like to point out that network architecture does not play a significant role. At least two hidden layers are required to produce adequate results in the present application, and three hidden layers seem to be optimal since adding more layers does not significantly improve the performance of the reduced model.

Note that this architecture is somewhat basic, but still serves the purpose very well. As one would expect, adjustments might be needed when the complexity or dimension of the system is increased. In more complex systems, it might be necessary to add (non-traditional) layers or modify the loss to capture some physical properties as in [29,49]. In the present paper, the design of the parametrization only guarantees mass conservation. We did not make any modification of the loss function or hidden/output layers that imposes physical constraints.

2.3.3 Training

We perform high-resolution numerical simulation of the full model and sample the solution every \( \Delta t_{sample} = 50\Delta t \) with \( \Delta t = 0.01 \). However, the time step of the reduced model is not restricted to either \( \Delta t \) or \( \Delta t_{sample} \).

The only restriction on the time step of integration is the stability of the reduced model. This issue is discussed further in Sect. 3.1 To summarize, the approach developed here is applicable to a range of sampling time steps. The choice of the sampling time step is motivated by several factors—(i) correlation time of the variables of interest, (ii) desire to accelerate computations by selecting a bigger time step for the reduced model, (iii) stability and accuracy of the time-stepping scheme for the reduced model and (iv) generating sufficient amount of training data in a reasonable amount of time. The correlation time for the variables of interest (i.e., cell averages) in our case is \( CT \approx 150 \) (see Fig. 6), so consecutive data points are correlated at \( 50\Delta t \). Therefore, stability and accuracy of the time-stepping scheme for the reduced model are the primary consideration for restricting the time step. Also, increasing sampling time step is equivalent to performing direct numerical simulations for a longer time. Since GAN training typically requires large amount of data, this can be an important practical consideration in realistic problems in higher dimensions.

After a burnout of 10,000 model time units, time series of all four variables \( (U_0, U_1, G^{(1)}_{1/2} \) and \( G^{(2)}_{1/2} \) are saved until \( 6 \times 10^5 \) samples for each are obtained. The first \( 10^5 \) is used for training and the rest is for validation.
Fig. 2 Conditional WGAN structure for subgrid flux parametrization

The code for training and training data set is available at github (see Acknowledgments). We use testing data to ensure that the Wasserstein distance does not increase for values of coarse variables which were not used in training. In addition, we also use training data to compare various marginal distributions (e.g., Fig. 1).

Adam learning method is implemented for optimization with minibatch size of 400. Initial learning rate is set to $2 \times 10^{-5}$. During training, we keep track of the discriminator loss using the validation set. Note that this is a rough estimate of the Wasserstein distance between the distributions of the generated subgrid fluxes and the true data from DNS, in the sense that the 1−Lipschitz test functions is the family of discriminators obtained during training. Its value is offset by the gradient penalty, but since the penalty value tends to zero, this difference becomes irrelevant with the duration of the training. Hence, the discriminator loss might serve as the test error and the stopping criterion for selecting the optimized weights in the generator. Figure 3 shows the trajectory of discriminator loss on the validation set. We test optimized weights at epoch 100 in the reduced model for this study as the loss curve flattens around that training time. We also tested using weights at epoch 110 and 120, but the results does not change significantly.

Aside from the discriminator loss, as another way of (informal) verification, we also observe the contour plots of $U_0$ versus $\tilde{G}_{1/2}^{(i)}$ during training. Sample plots are presented in Fig. 4. This plots serve as a visual approximate for the joint distribution of local average and subgrid flux at the first coarse cell (i.e., $I = 0$).

Figure 4 depicts how generated subgrid fluxes tends to concentrate near the origin during training. On the right we also depict the “true” distribution of $(U_0, G_{1/2}^{(i)})$. The contour plot $(U_0, \tilde{G}_{1/2}^{(i)})$ at epoch 100 is a good approximation of the “true” distribution, so that the resulting GAN parametrization has a good performance. Training for 150 epochs takes around 1.5 h. This is a reasonable training time for one-dimensional model, and we can expect that training time would not a bottleneck for developing data-driven parametrizations in 2D and 3D.

3 Results

Aside from the bare truncation model (BTR) which integrates reduced Eq. (6) in time without any subgrid flux corrections, we also compare the performance of GAN parametrization with a polynomial regression with additive noise (POLY) similar to one used in [47]. This reduced model parametrizes subgrid scales by fitting a third-order polynomial with Gaussian additive noise estimated from regression residuals. The deterministic part of POLY parametrization is a multivariate polynomial for each $G_{1/2}^{(i)}$ ($i = 1, 2$) regressed against $U_0$ and

---

3 We did the same for $\tilde{G}_{1/2}^{(2)}$ but its contour plot resembles the “truth” very early during training, so we focus on $\tilde{G}_{1/2}^{(1)}$ instead.

4 Test is done using Tensorflow on a 6-core 32GB RAM 2.6 GHz computer with RTX 2070 GPU.
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Fig. 3 Discriminator loss on validation set

![Fig. 3 Discriminator loss on validation set](image)

Fig. 4 Left four subplots: contour plots of \((U_0, G_{1/2})\) at different epochs, right subplot: contour plot \((U_0, G_{1/2})\) using the training set

![Fig. 4 Left four subplots: contour plots of \((U_0, G_{1/2})\) at different epochs, right subplot: contour plot \((U_0, G_{1/2})\) using the training set](image)

\(U_1\). Coefficient estimation was done in MATLAB. The same polynomial parametrization (with independent noise realizations) is applied for each coarse cell.

**Time integration** For BTR, Runge–Kutta of order 3 (RK3) is used. For the other two reduced models (POLY and GAN), a hybrid scheme is implemented. That is, the deterministic part of the equation is integrated using RK3 and forcing and stochastic terms (additive noise or GAN-generated samples) are then added using Euler-type discretization. Although the resulting scheme is of low order, RK3 time stepping for the deterministic part can be beneficial for the stability of the time-stepping scheme for larger integration time steps. Time step used in simulations of the reduced model is not restricted to the sampling time step of the data. The only practical consideration is the stability of the reduced model. We investigated sensitivity of the reduced model with respect to the integration time step. Results for the stationary statistical properties of coarse variables in the numerical simulations of the reduced model with different time steps are presented in Table 5. These results demonstrate that the reduced model is not sensitive to changes in the integration time step and can be simulated numerically with a range of time steps. In particular, we were able to simulate the reduced model with a much bigger time step \(50\Delta t\) compared to direct numerical simulations on a fine mesh performed with time step \(\Delta t\). Robustness of the reduced model with respect to the integration time step allows for a considerable acceleration of simulations of the reduced model even if data are sampled with a very small time step (e.g., if \(\Delta t_{\text{sample}} = \Delta t\)).
Typically, it is more challenging to reproduce two-point statistical properties, compared to the one-point stationary statistics. Therefore, we also compute two-time stationary statistics and compare performance of the three reduced models to the results of the DNS. Two-time stationary correlation function and kurtosis are

Table 2 Mean and variance for conditional (on \(|U_0 - U_1| \in [a, b]\)) distribution of subgrid fluxes \(G_{1/2}^{(1)}\) and \(\tilde{G}_{1/2}^{(1)}\) computed from DNS and GAN parametrization, respectively. Corresponding distributions are depicted in Fig. 1

| \([a, b]\) | Mean DNS | Var DNS | Mean GAN | Var GAN |
|---|---|---|---|---|
| \([0.1, 0.2]\) | 0.0489 | 0.0063 | 0.0393 | 0.0058 |
| \([0.2, 0.3]\) | 0.0935 | 0.0154 | 0.0789 | 0.0137 |
| \([0.3, 0.4]\) | 0.1425 | 0.0277 | 0.1213 | 0.025 |
| \([0.4, 0.5]\) | 0.1842 | 0.0455 | 0.165 | 0.0411 |

Corresponding distributions are depicted in Fig. 1.

Table 3 Variance, fourth moment and correlation time of resolved modes in DNS, BTR model (resolution \(N/n\) with larger viscosity), LOW-RES model (resolution \(N/n\) with smaller viscosity) and reduced models (resolution \(N/n\) with polynomial (POLY) and GAN parametrizations.

| | Variance | Rel. error | Fourth moment | Rel. error | Corr. time | Rel. error |
|---|---|---|---|---|---|---|
| DNS | 0.0393 | | 0.0043 | | 114.26 | |
| BTR | 0.0355 | (9.7%) | 0.0037 | (14.1%) | 125.02 | 9.4% |
| LOW-RES | 0.0699 | 77% | 0.025 | 478% | 39.32 | (65.6%) |
| POLY | 0.0376 | (4.3%) | 0.0045 | 4.4% | 114.72 | 1.3% |
| GAN | 0.0393 | 0.1% | 0.0044 | 1.5% | 112.32 | (1.7%) |

3.1 Stationary statistics

Statistical properties of trajectories are often used to assess the performance of reduced models. To this end, for each model, we performed five long simulations with integration time step \(\Delta t = 0.01\) until time 160,000. Each simulation has different realizations of forcing, each also different from forcing realization used in generation of training and validation sets. Samples are taken every \(50\Delta t = 0.5\) after skipping \(t = 10,000\) to guarantee that the system is in stationary regime. All statistics are computed as ensemble and spatial averages (since the system is spatially homogeneous).

We also would like to point out that generated subgrid corrections exhibit the same variability pattern as for the DNS (see Fig. 1). PDFs of the generated \(\tilde{G}_{1/2}^{(1)}\) conditional on the value of \(|U_0 - U_1|\) from the test data are depicted in the right part of Fig. 1. In particular, we observe larger variability of the subgrid corrections for larger difference \(|U_0 - U_1|\). Therefore, magnitude of subgrid fluxes increases with \(|U_0 - U_1|\). This demonstrates that the GAN generator provides higher corrections at regions near shocks. In addition, mean and variance of distributions in Fig. 1 are also presented in Table 2. The GAN parametrization performs quite well in both regions with low and high gradients. The GAN parametrization correctly reproduces the overall trend for both mean and variance. We would like to point out that here we compare estimation of the right hand of the reduced equation with the “true” right-hand side computed by the DNS. Estimation of the right-hand side can be often mode challenging compared to the estimation of the statistical properties of reduced variables.

Energy spectrum and probability density of the resolved variables in the DNS of the full model and different reduced models are presented in Fig. 5. Stationary variance and fourth moment for \(U_1\) are also presented in Table 3. Energy spectra clearly demonstrate that a subgrid parametrization is necessary, since the bare truncation (BTR) underestimates the spectrum at high wavenumbers. The role of the parametrization is then to introduce corrections which mimic the subgrid fluxes and reproduce the statistical properties more accurately. Both polynomial (POLY) and neural network (GAN) reduced models reproduce energy spectrum quite accurately with GAN reduced model providing a slightly better approximation at the highest wavenumbers. Figure 5 shows that the PDF of the reduced variables is approximately normal and the shape is best reproduced by the GAN parametrization. In addition, the GAN parametrization also reproduces one-point statistics (see Table 3) slightly more accurately compared to the polynomial reduced model. Mean values and third moments of reduced variables are omitted as all of them are very close to zero, similar to the DNS results. Because of higher viscosity and absence of any corrections, bare truncation is expected to underestimate the variance and hence results in a narrower PDF. Polynomial model provides some improvement for one-point statistics when compared to the bare truncation, but still the PDF is slightly narrower than the results of the DNS. Typically, it is more challenging to reproduce two-point statistical properties, compared to the one-point stationary statistics. Therefore, we also compute two-time stationary statistics and compare performance of the three reduced models to the results of the DNS.
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Fig. 5 Energy spectrum (left) and PDFs (right) of resolved variables $U_i$ in direct numerical simulations (DNS) and simulations of low-resolution models. BTR denotes the bare truncation model, POLY denotes the polynomial parametrization, and GAN denotes the NN parametrization.

Fig. 6 Two-point stationary statistics of resolved variables in direct numerical simulations (DNS) and simulations of low-resolution models. BTR denotes the bare truncation model, POLY denotes the polynomial parametrization, and GAN denotes the NN parametrization. Left—correlation function. Right—kurtosis $K(s)$ depicted in Fig. 6. Kurtosis is a measure of non-Gaussianity and it is given by

$$K(s) = \frac{\langle U_i(t)^2 U_i(t + s)^2 \rangle}{\left( \langle U_i(t)^2 \rangle + 2 \langle U_i(t) U_i(t + s) \rangle \right)^2}.$$  

The value of $K(s)$ is exactly one for Gaussian models. All three reduced models reproduce stationary autocorrelation very well. The GAN parametrization predicts the non-Gaussian features better compared to POLY and BTR. Relative errors for $K(s)$ for the POLY model are approximately 8–10% compared to approximately 3% relative errors for $K(s)$ in the GAN model. This is particularly evident for short lags. Clearly, GAN reduced models performs very well in terms of capturing long-term statistical properties of local averages. Polynomial model also performs reasonably well. However, recall that polynomial model includes additive Gaussian noise. Stationary statistics indicates that local averages are almost Gaussian—we can see that the PDF is very close to a Gaussian distribution and kurtosis does not deviate significantly from one. We can expect that POLY parametrization should perform worse for stronger non-Gaussian models. On the other hand, due to the general nature of the noise in the GAN reduced model, we expect that this model should perform adequately for non-Gaussian processes as well. This will be investigated in subsequent papers. Also, there are particular realizations of forcing and noise that make the simulation of the reduced model with POLY parametrization unstable. We suspect that POLY parametrization might be overestimating the magnitude of the subgrid fluxes. This is verified when we increase forcing amplitudes which is discussed in later sections. We did not experience any stability problems with the GAN model for any realization during our test.

The GAN parametrization appears to be anti-diffusive. We performed additional simulations where we compared individual trajectories in DNS, bare truncation (no parametrization) and reduced model with GAN parametrization. We used exactly the same forcing realizations and initial conditions in these models and
compared the three resulting trajectories. Bare truncation model appears to be more diffusive compared to the DNS; this is particularly evident in regions near shocks (large curvature of the solution). GAN parametrization reproduces curvature of solutions better compared to bare truncation. Therefore, GAN parametrization is able to correct the diffusive nature of bare truncation.

Comparison between BTR and low-resolution model As pointed out in Sect. 2.2, the BTR model is not equivalent to the low-resolution (LOW-RES) model of the Burgers equation with \( N/n \) points. The flux for the low-resolution model has the form similar to the BTR model, except for a smaller diffusion, i.e., the flux in the low-resolution model is given by

\[
\text{LOW-RES:} F_{I+1/2} = \frac{1}{6} \left( U_{I+1}^2 + U_{I+1}U_I + U_I^2 \right) - \frac{\nu}{\Delta x} (U_{I+1} - U_I)
\]

compared to the BTR flux

\[
\text{BTR:} F_{I+1/2} = \frac{1}{6} \left( U_{I+1}^2 + U_{I+1}U_I + U_I^2 \right) - \frac{\nu}{\Delta x} (U_{I+1} - U_I),
\]

where \( \Delta x = n \Delta x \) and \( \Delta x \) are the coarse and the fine mesh resolutions, respectively. Dynamic equations for both LOW-RES and BTR are given by (6) with \( \tilde{G}_{I+1/2} \equiv 0 \). Performance of the low-resolution model is considerably worse compared to the BTR model. LOW-RES produces large errors for all stationary statistics (see Table 2). From the shape of the LOW-RES spectrum, it is also evident that the viscosity coefficient is too large in this model. Detailed comparison between the LOW-RES and BTR is presented in [1]. Since neither LOW-RES nor BTR is capable of accurately reproducing the results of the DNS, this demonstrates the necessity for the subgrid flux parametrization at the resolution \( N/n \).

Effect of noise and conditioning We also investigated the importance of stochasticity in the reduced model. In addition, we also compared performance of the GAN parametrization with and without conditions. In particular, we performed numerical experiments as above, but omit the noise term in POLY regression (denote POLY-D) and set the input noise vector in GAN model identical to zero for all times (denote GAN-D). We also test a GAN model with noise only (denote GAN-Z) by setting the conditions to zero for all times, since random variables in the input layer then undergo nonlinear transformations and “interact” with conditions. Stochasticity in GAN can be thought of as both additive and multiplicative. Therefore, the worse performance of the GAN-D parametrization compared to the POLY-D points to the potential importance of multiplicative noise term.

Note on integration time step Reduced models can potentially significantly accelerate computations since they involve fewer independent degrees of freedom an often can be simulated with a bigger time step compared to the DNS. In particular, reduced model with GAN parametrization simulated with the same time step as the DNS is three times faster than the DNS. Moreover, we also demonstrated that the reduced model can be simulated with a significantly larger time step compared to the DNS. Simulations of the reduced model in this section are performed with the time step \( 10 \Delta t = 0.1 \), that is, it is equal to ten times the time step of DNS. Thus, simulations of the reduced model are approximately 30 time faster than DNS for averaging window \( n = 16 \). The choice of the integration time step for the reduced model with GAN parametrization is not particularly related to the sampling time step. Due to the independence of the subgrid flux parametrization on past values of local averages or subgrid fluxes, any reasonable integration time step can be used in simulations as long as it is not too large to create stability issues. We also test the performance of the reduced model with GAN parametrization with larger time steps. In particular, we used integration time steps 25\( \Delta t \) and 50\( \Delta t \) for the reduced model. Data sampling time step for the training data is 50\( \Delta t \) in all cases. Summary of the one-point statistics and correlation times is presented in Table 5. Since the stationary statistics for the varied time steps are not significantly different, the results for the remaining subsections are obtained when reduced models are run at 10\( \Delta t \) with sampling done every 50\( \Delta t \).
Table 4 Variance and fourth moments of resolved modes in the DNS, full GAN parametrization, GAN parametrization without noise (GAN-D), GAN parametrization without input conditions (GAN-Z), polynomial parametrization (POLY) and polynomial parametrization without noise (POLY-D)

|                | DNS   | GAN   | GAN-Z  | GAN-D  | POLY  | POLY-D |
|----------------|-------|-------|--------|--------|-------|--------|
| Variance       | 0.0393| 0.0394| 0.0359 | 0.0373 | 0.0381| 0.0379 |
| Fourth moment  | 0.0043| 0.0044| 0.0038 | 0.0039 | 0.0046| 0.0046 |
| Correlation time| 114.26| 112.32| 119.98 | 117.34 | 115.72| 120.44 |

Fig. 7 Energy spectrum of resolved variables in simulations with increased forcing amplitude at 110% (left) and 120% (right)

3.2 Sensitivity to forcing

It is important to develop parametrizations which can be easily adapted to different parameter and forcing regimes without additional retraining. Parametrization’s ability to perform adequately with respect to changes in parameters, forcing or model resolution is an important practical factor. Practical significance of parametrization is significantly enhanced if it can perform well in a relatively wide parameter regime without refitting or retraining. Therefore, we test the performance of the GAN parametrization with respect to increase in the magnitude of the forcing. In particular, we increase the magnitude of the forcing, $A$, by 10% and 20% and compare the performance of the GAN reduced model with the DNS. We would like to emphasize that the GAN reduced model is not retrained, i.e., we use GAN reduced model trained using data generated with the original forcing amplitude. In addition, we also test the performance of the reduced model when the forcing acts on a different set of wavenumbers in Fourier space. In particular, the set of wavenumbers forced is changed to $\{4, 5, 6\}$. The GAN reduced model is not retrained in this case either.

(a) Increase in forcing amplitude Polynomial model is excluded from the comparison here because the polynomial reduced model often produced cases when the system’s energy explodes. With increased forcing amplitude, there are occurrences of local averages higher in magnitude than those in the data generated at the original forcing. This leads to incorrect estimation of subgrid fluxes by the polynomial regression and the polynomial model often diverges. The most likely reason for a poor performance of the polynomial reduced model is inadequate estimation of subgrid fluxes in regions with high gradients. When an under- or overestimation of subgrid flux corrections occurs in polynomial model, near discontinuities in regions with high gradients may not be sufficiently “tamed” by viscosity which leads to more instances of non-physical shocks or oscillations. Although this event can be hard to disprove in the case of GAN, it was observed that GAN did not encounter this problem. Numerical results for comparison of the GAN reduced model with the DNS in the regime with increased forcing are presented in Fig. 7 and Table 6. The GAN reduced model performs very well in both cases. We would like to point out that increase in forcing magnitude by 10% and 20% results in the increase in variance of the resolved variables by approximately 12% and 26%, respectively. One-point statistical quantities are reproduced perfectly by the GAN reduced model. Two-point statistics is also reproduced very well, including the kurtosis $K(s)$ and these results are not presented here only for the brevity of presentation.

(b) Change in wave numbers As in the increase in forcing amplitude, we compare the GAN reduced model with the DNS when the forcing is applied to a different set of wave numbers, particularly on $\{4, 5, 6\}$ instead
Table 5 Variance, fourth moment and correlation time of resolved modes in simulations of the reduced model with GAN parametrization with different integration time steps

| Time step | Variance | Rel. error | Fourth moment | Rel. error | Corr. time | Rel. error |
|-----------|----------|------------|---------------|------------|------------|------------|
| $10\Delta t$ | 0.0393 | 0.1% | 0.0044 | 1.5% | 112.32 | (1.7%) |
| $25\Delta t$ | 0.0390 | (0.9%) | 0.0043 | (0.2%) | 109.59 | (4.1%) |
| $50\Delta t$ | 0.0391 | (0.5%) | 0.0043 | (0.1%) | 112.36 | (1.7%) |

Fig. 8 Comparison of stationary statistical quantities in the DNS and reduced GAN model with forcing applied to wavenumbers $K = \{4, 5, 6\}$. The GAN reduced model is trained on data obtained from DNS with forcing wavenumbers $K = \{1, 2, 3\}$. Upper left: PDF, upper right: energy spectrum, lower left: ACF, lower right: lagged kurtosis of the first three wave numbers. We perform simulations of the DNS and the GAN reduced model having the same realization of forcing. Figure 8 depicts stationary statistics of the DNS and the GAN reduced model in this forcing regime. We can notice that PDE in the simulations of the GAN reduced model is broader than the PDF in the DNS. Thus, the variance of coarse variables is not reproduced as well as in previous experiments. In this regime $\text{Var}_{DNS} = 0.0069$, $\text{Var}_{GAN} = 0.0087$, Rel. error $= 26\%$. The energy spectrum is overestimated compared to the results of the DNS. We would like to point out that worse performance of the GAN reduced model might be related to the absence (or very short) of the inertial range in this regime. This will be investigated further for more realistic models. The GAN reduced model resolved 16 wavenumbers with $N/n = 32$ points in space. One can argue (from the shape of the energy spectrum) that viscosity becomes important at approximately wavenumbers 10–11. In fact, it might be a considerably more challenging regime for any parametrization, compared to forcing $K = \{1, 2, 3\}$. Nevertheless, GAN parametrization performs reasonably well in this regime. In particular, we do not encounter any unstable runs of the GAN reduced model.

Results in this section demonstrate that the GAN reduced model is able to reproduce the behavior of resolved variables in DNS with different forcing amplitudes. We would like to point out that changes in forcing amplitude resulted in substantial increase (more than 20%) in the variability of resolved variables. Therefore, the GAN reduced model proves capable of extrapolating subgrid fluxes outside of the parameter regime where it was trained.
3.3 Scalability

Another important practical property of parametrizations is scalability. Scalability reflects the ability to utilize the same parametrization without retraining in a reduced model with different spatial (and possibly temporal) resolution. Typically, if the spatial resolution is changed (e.g., coarser or finer mesh than originally designed is used), we would like to use the same parametrization scheme (possibly properly scaled) to perform simulations of reduced models on a new mesh without retraining or refitting. Resolution decrease is motivated by necessity to run fast crude simulations in, for example, ensemble predictions, and the increase in resolution is motivated by technological advances and future increase in computational capabilities. Thus, in the future it should be possible to run reduced models with higher spatial resolution, and it is important to verify that stochastic parametrizations utilized in reduced models can adequately respond without retraining.

Here we demonstrate that simple linear scaling in GAN parametrization is sufficient to adapt GAN reduced model with respect to changes in mesh size and perform simulations with a different spatial resolution. Of course, we cannot expect that the same parametrization would perform adequately if the spatial resolution is changed drastically. Therefore, we test several cases—when the mesh becomes twice finer and two and four times coarser. In particular, we consider the following setup. Recall that we denote the averaging window as $n$ (see (2)). If the averaging window is changed to $n'$, then we use a linear scaling and the generated subgrid fluxes (output of GAN) is multiplied by a factor $n/n'$. This linear scaling is motivated by adequate results in the context of stochastic mode reduction strategy applied to finite difference discretization of the Burgers–Hopf equation [15,16] and the shallow water model [52]. However, it is important to note that the scaling might be system-specific or, at least, it might depend on the dimension of the problem. It is rather difficult to obtain the scaling factor using either analysis or direct numerical simulations, since it is not clear how to relate input and output of the generator for different $n$. This is a consequence of the fact that typical magnitude of both the coarse variables and subgrid fluxes changes as $n$ is varied. Still, we tested the extent of applicability of linear scaling because of its ease in implementation and its performance in reduced systems derived using stochastic mode reduction mentioned earlier.

The reference setup in Sect. 3.1 corresponds to $n = 16$ and here we consider cases $n' = 4$, $n' = 8$ and $n' = 32$. Second and fourth moments in simulations with $n = 16$ and $n' = 4, 8, 32$ are presented in Table 7. In addition, in this Table we also present results for simulations with non-scaled (NS) GAN parametrization. The scaling introduced earlier improves the performance of the reduced model for all cases $n' = 4, 8, 32$. Numerical results for $n' = 4$ and $n' = 8$ are very close to the results for $n = 16$ and, thus, scaling of the

| Table 6 | Variance, fourth moment and correlation time of resolved modes in simulations of the reduced model with GAN parametrization with increased forcing by 10% and 20% |
|---------|--------------------------------------------------|
|         | Variance | Fourth moment |
| DNS (10%) | 0.0441 | 0.0055 |
| GAN (10%) | 0.0439 | 0.0055 |
| DNS (20%) | 0.0496 | 0.0069 |
| GAN (20%) | 0.0494 | 0.0071 |

| Table 7 | Variance and fourth moments of resolved modes in direct numerical simulations and simulations of the reduced model with different resolutions and GAN parametrization |
|---------|--------------------------------------------------|
|         | Variance | Rel. error | Fourth moment | Rel. error |
| DNS ($n' = 4$) | 0.03934 | (2.8%) | 0.004451 | (3.9%) |
| GAN-S ($n' = 4$) | 0.03991 | (1.3%) | 0.004490 | (2.9%) |
| DNS ($n' = 8$) | 0.03993 | | 0.004509 | |
| GAN-S ($n' = 8$) | 0.03842 | (3.8%) | 0.004253 | (5.7%) |
| DNS ($n = 16$) | 0.03934 | | 0.004385 | (2.7%) |
| GAN ($n = 16$) | 0.03936 | 0.1% | 0.004347 | 1.5% |
| DNS ($n' = 32$) | 0.03616 | | 0.003689 | |
| GAN-S ($n' = 32$) | 0.05928 | 63.9% | 0.007951 | 115.7% |
| GAN-NS ($n' = 32$) | 0.03718 | 2.8% | 0.004006 | 8.6% |

GAN-S and GAN-NS denote scaled and non-scaled version of the GAN parametrization trained with $n = 16$, respectively.
GAN parametrization does not produce a large effect. On the other hand, numerical results for $n' = 32$ clearly indicate that scaling of the GAN parametrization improves the performance of the reduced model. This is particularly important for simulations with the coarser resolution $n' = 32$. We would like to point out that variance of reduced variables does not increase significantly for cases $n' = 4$ and $n' = 8$ (only 2.7% and 1.5% relative increase, respectively), but for $n' = 32$ variance is reduced by approximately 8% compared with $n = 16$. Also, with wider averaging window in the case of $n' = 32$, the regime becomes quite different. Since the number of resolved wavenumbers is reduced for $n' = 32$, the inertial range becomes considerably shorter (or maybe even disappears). This is likely the reason why the reduced model for $n' = 32$ is more sensitive to the scaling of GAN parametrization compared to simulations with $n' = 4$ and $n' = 8$. Two-point stationary statistics are also reproduced very well by reduced models with scaled GAN parametrization. Overall, there is a good agreement between the direct numerical simulations and simulations of the reduced model with scaled GAN parametrization. In addition to results presented in Table 7, utilizing scaled GAN parametrization also improves the shape of the spectrum for high wavenumbers for $n' = 4$ and $n' = 8$ (see [1]). Simulations with unscaled GAN parametrization with $n' = 32$ completely fail to reproduce stationary spectrum and probability distribution of resolved variables (see [1] for details) and these results are not presented here only for the brevity of presentation.

4 Conclusions

A stochastic subgrid flux parametrization is developed here using conditional GAN. The overall approach is similar to the large Eddy simulations modeling and we use a “box” filter in physical space to define coarse variables. We demonstrated that Generative Adversarial Networks can be successfully trained using the Wasserstein metric to reproduce subgrid corrections for fluxes of resolved variables. The WGAN version of the Adversarial Networks significantly improves conversion during the training process. In addition, to estimate the subgrid flux between two neighboring cells, the GAN is conditioned on the current value of the coarse variables in these two cells. This conditioning is essential for reproducing the subgrid fluxes. Since, resolved variables are defined here as local spatial averages and conditioning for GAN is necessary only on their values in neighboring cells, the reduced model is local in space, i.e., only two neighboring cells are coupled by a GAN parametrization which estimates the subgrid flux between these two cells. Thus, if the model is non-homogeneous in space, the GAN parametrization can potentially be trained separately for different spatial regions.

Our aim here is to reproduce statistical properties of long-term turbulent simulations. In particular, we compare spectra, moments, and two-point temporal statistical quantities. We would like to point out that we simulate the reduced model for a long time and the reduced model does not blow up; all runs of the reduced model produce stable trajectories. The reduced model with GAN parametrization reproduces statistical properties of the full model quite well. In addition, we also performed a limited number of non-equilibrium simulations where we compared statistical properties of ensembles of solutions starting with a particular initial condition. However, performance of the GAN parametrizations degrades as initial conditions are taken further away from equilibrium (i.e., initial conditions are more than one order of magnitude larger than the standard deviation of the stationary data used for training). Overall, the GAN parametrization performs very well in a non-equilibrium setting producing timescales for the changes in the mean and variance of ensembles comparable with direct numerical simulations. This is reported in [1]. The Burgers–Hopf model used here has many common features with more realistic equations in fluid dynamics. In particular, Burgers–Hops equation exhibits solutions with large gradients, which are also present in, for instance, shallow water model. Applications of the proposed approach to more realistic models in fluid dynamics will be considered in subsequent papers. In foresight, extending to more complex systems may require introducing additional conditions and/or enforcing physical constraints. For instance, with the GAN formulation considered here, no physical constraints or qualitative behavior of the system is incorporated in either the network or in the training. It might be necessary for other systems to include various constrains explicitly in the network to improve the performance of the GAN parametrization, produce stable results, or accelerate computations. This can be achieved by including additional penalty terms in the loss functions, introducing additional layers which enforce symmetries or constraints in the system, etc. This question will be the subject of future research.

In addition, we investigate numerically the performance of the GAN parametrization with respect to changes in forcing and different spatial resolutions. To this end, we utilize the original parametrization (without retraining) to simulate reduced models with 10% and 20% increase in forcing. The GAN parametrization
performs remarkably well in these regimes. We also introduce linear scaling for the GAN parametrization to compute reduced models with different spatial resolutions. We demonstrate that this linear scaling is essential for the reduced model to accurately reproduce statistical properties of solutions. We would like to emphasize that the GAN parametrization is not retrained on the new data (e.g., simulations with increased forcing or changed resolution). Therefore, we demonstrate that the reduced models with the GAN parametrization can be used in a wide range of regimes without retraining the neural network. We would like to point out that empirical parametrizations (e.g., polynomial regression used here) often exhibit considerable difficulties when applied outside of the training regime (e.g., higher energy due to increased forcing). However, GAN parametrization performs extremely well in such test cases which makes GAN parametrization superior to many empirical approaches considered in the literature (e.g., polynomial regression, Markov chain parametrization, etc.)

The approach developed here is particularly suitable for finite volume (or finite difference) discretizations of partial differential equations since resolved variables are defined as local spatial averages and subgrid fluxes are represented using corresponding averages of the right-hand side of the equation. Although a particular “box” filter is used here to define resolved variables, we expect that our approach should be applicable to other types of filters as well as long as spatial filters induce a weak scale separation between the resolved and unresolved degrees of freedom. This is a typical situation often exploited to derive effective equations for reduced variables in LES-type models. We believe that this scale separation is not essential for the applicability of the GAN parametrization, but it quite useful for accelerating simulations of the effective model.

In this paper we demonstrate applicability of GANs for parametrizing subgrid scales in a prototype nonlinear model which exhibits complex turbulent behavior. Thus, this approach stands ready to be applied in more complex models of fluid dynamics. This will be investigated in subsequent papers.

Acknowledgements The model code for this project is publicly available online at github in the repository Burgers_GAN and on zinodo [1](https://doi.org/10.5281/zenodo.3952945).
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