Beam energy dependence of net-Λ fluctuations measured by the STAR experiment at RHIC
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The measurements of particle multiplicity distributions have generated considerable interest in understanding the fluctuations of conserved quantum numbers in the Quantum Chromodynamics (QCD) hadronization regime, in particular near a possible critical point and near the chemical freeze-out. Net-protons and net-kaons have been used as proxies for the net-baryon number and net-strangeness, respectively. We report the measurement of efficiency and centrality bin width corrected cumulant ratios ($C_2/C_1$, $C_3/C_2$) of net-Λ distributions, in the context of both strangeness
and baryon number conservation, as a function of collision energy, centrality and rapidity. The results are for Au + Au collisions at five beam energies ($\sqrt{s_{NN}} = 19.6, 27, 39, 62.4$ and 200 GeV) recorded with the Solenoidal Tracker at RHIC (STAR). We compare our results to the Poisson and negative binomial (NBD) expectations, as well as to Ultra-relativistic Quantum Molecular Dynamics (UrQMD) and Hadron Resonance Gas (HRG) model predictions. Both NBD and Poisson baselines agree with data within the statistical and systematic uncertainties. UrQMD describes the measured net-Λ $C_1$ and $C_2$ at 200 GeV reasonably well, but deviates from $C_2$, and the deviation increases as a function of collision energy. The ratios of the measured cumulants show no features of critical fluctuations. The chemical freeze-out temperatures extracted from a recent HRG calculation, which was successfully used to describe the net-proton, net-kaon and net-charge data, indicate Λ freeze-out conditions similar to those of kaons. However, large deviations are found when comparing to temperatures obtained from net-proton fluctuations. The net-Λ cumulants show a weak, but finite, dependence on the rapidity coverage in the acceptance of the detector, which can be attributed to quantum number conservation.

PACS numbers: 25.75.-q

I. INTRODUCTION

Relativistic heavy-ion collisions provide significant information on the nuclear matter phase transition under extreme temperatures and energy densities. The Beam Energy Scan (BES) program at the Relativistic Heavy Ion Collider (RHIC) was established for the purpose of studying the QCD phase diagram as a function of temperature ($T$) and baryon chemical potential ($\mu_B$). Lattice QCD calculations suggest that the phase transition from Quark Gluon Plasma (QGP) to hadron gas at low $\mu_B$ is a smooth cross-over [1], while at relatively high $\mu_B$ effective chiral theories predict a first order transition [2, 3]. Probing the existence of an end point for the first order phase transition, i.e. the QCD critical point, and mapping the chemical freeze-out process of hadrons at different $T$ and $\mu_B$ are two major goals of the fluctuation measurements in the BES program at RHIC.

Fluctuations of conserved quantum numbers, in particular charge ($Q$), baryon number ($B$) and strangeness ($s$), show sensitivity to the QCD phase transition [4–6]. These quantum numbers can be represented by experimentally measured net-particle multiplicities [7]. Potential proxies for the net-charge ($\Delta Q$), net-baryon number ($\Delta B$) and the net-strangeness ($\Delta s$) are the net-charged particle, net-proton and the net-kaon multiplicities, respectively. Each proxy has unique caveats in fully reflecting the behavior of the conserved quantum number during the transition. Thus, in this paper we exclusively use comparisons to phenomenological approaches, such as Ultra-relativistic Quantum Molecular Dynamics (UrQMD) and Hadron Resonance Gas (HRG), which can model these caveats when describing the experimental results, rather than compare directly to lattice QCD calculations. Moments of net-particle multiplicity distributions such as mean ($M$), standard deviation ($\sigma$), skewness ($S$) and kurtosis ($\kappa$) are related to the thermodynamic susceptibilities, $\chi_i^{(n)}$, where $n$ is the order of the susceptibility and $i$ stands for the type of conserved quantum number. These susceptibilities can also be written in terms of cumulants, $C_n$ as: $\chi_i^{(n)} = (1/VT^n)C_n$, where $V$ and $T$ stand for volume and temperature, respectively [8]. Moment products or ratios of net-particle multiplicity distributions are related to the volume independent susceptibility ratios as: $\sigma^2/M = \chi_i^{(2)}/\chi_i^{(1)}$ and $S\sigma = \chi_i^{(3)}/\chi_i^{(2)}$. Thermodynamic susceptibilities have been modeled in lattice QCD at $\mu_B = 0$ [8–15] and in HRG models at finite $\mu_B$ [16–19] as a function of $T$ and $\mu_B$. By comparing the experimentally measured fluctuations of net-particle multiplicity distributions with the theoretically calculated quantum number susceptibilities at different collision energies, the freeze-out temperature of the strongly interacting matter can be determined for different chemical potentials. In this context, the net-kaon fluctuation measurements have been studied as a proxy for net-strangeness and the net-proton results were used to study net-baryon number [20, 21]. The freeze-out temperatures extracted by comparing the latest HRG model calculations with STAR net-kaon fluctuation measurements revealed higher values than the freeze-out temperatures extracted from previous measurements by STAR of the net-charge/proton fluctuations [22].

The Λ carries both baryon and strangeness quantum number. Thus, the study of the event-by-event net-Λ ($\Lambda$ multiplicity $- \bar{\Lambda}$ multiplicity) fluctuations is important for the understanding of the freeze-out temperature in the context of both baryon number and strangeness conservation. Predicted sequential hadronization [23] can be addressed by comparing the net-Λ fluctuations with the latest HRG results [22], which calculate the cumulant ratios using the freeze-out conditions from different fluctuation measurements of net-quantum numbers. Additionally, net-Λ’s paired with net-kaons provide a more complete measurement of the net-strangeness fluctuations, while paired with net-protons the results are closer to a complete measurement of the fluctuations of the net-baryon number. Net-Λ fluctuations are also the main contribution to the measurement of the off-diagonal baryon-strangeness correlator, and thus add to recent STAR and theoretical publications on this issue [24, 25].

In this paper, the first measurements of the net-Λ fluctuations in Au+Au collisions using the STAR (Solenoidal Tracker At RHIC) experiment are presented as a function of collision energy, centrality and rapidity. Results are
compared to the Poisson and Negative Binomial Distribution (NBD) baselines, as well as to the UrQMD predictions \[27\] and the predictions from the latest HRG model \[22\].

II. ANALYSIS DETAILS

For this analysis, we use \( N \) to represent the measured event-by-event observable, which is the event-by-event net-\( \Lambda \) multiplicity \((\Delta N_\Lambda = N_\Lambda - N_\bar{\Lambda})\). The average value of the observable \( N \) is represented by \( \langle N \rangle \). The deviation of \( N \) from the mean is given by \( \delta N = N - \langle N \rangle \). The first three cumulants \((C_1, C_2, C_3)\) of the event-by-event distribution of \( N \) can be written as

\[
C_1 = \langle N \rangle, \\
C_2 = \langle (\delta N)^2 \rangle, \\
C_3 = \langle (\delta N)^3 \rangle.
\]

The mean, variance and skewness of the distribution are related to the cumulants through

\[
M = C_1, \quad \sigma^2 = C_2, \quad S = \frac{C_3}{(C_2)^{\frac{3}{2}}}. \tag{4}
\]

The products/ratios presented in this analysis are

\[
\frac{\sigma^2}{M} = \frac{C_2}{C_1}, \quad S\sigma = \frac{C_3}{C_2}. \tag{5}
\]

The event-by-event \( \Lambda \) and \( \bar{\Lambda} \) multiplicities were measured for Au+Au minimum bias events at \( \sqrt{s_{NN}} = 19.6, 27, 39, 62.4 \) and 200 GeV collision energies. The 39 and 62.4 GeV data were collected in 2010; all other energies were recorded in 2011. The number of events analyzed were: \(16 \times 10^6, 33 \times 10^6, 77 \times 10^6, 27 \times 10^6 \) and \(190 \times 10^6\) for \( \sqrt{s_{NN}} = 19.6, 27, 39, 62.4 \) and 200 GeV, respectively. Although the previously analyzed identical net-particle distributions in STAR for protons and kaons reached down to \( \sqrt{s_{NN}} = 7.7 \) GeV, the available statistics for net-\( \Lambda \)'s, in particular for the higher moment, were too small to extend the analysis below \( \sqrt{s_{NN}} = 19.6 \) GeV. We hope to extend the analysis to the lower energies, even for the net-\( \Lambda \)'s higher moments, with the datasets taken during the second beam Energy Scan campaign at RHIC. For the precise determination of the primary vertex (PV), the STAR Time Projection Chamber (TPC) and the Vertex Position Detectors (VPDs) were used. Only the collisions occurring within a distance of 30 cm from the center of the detector along the beam line were chosen. Effects from possible interactions of the beam with the beam pipe were minimized by rejecting collisions with a radial distance of 2 cm or greater from the center of the detector in the transverse plane. Pile-up events were removed by only selecting collisions with a less than 2 cm difference between the PV measurements along the beam line obtained from the TPC and VPD.

The reconstruction of \( \Lambda \) (\( \bar{\Lambda} \)) baryons was restricted to the decay channel: \( \Lambda \) (\( \bar{\Lambda} \)) \( \rightarrow p(\bar{p}) + \pi^-(\pi^+) \), which has a branching ratio of 63.9\% \pm 0.5\%. The STAR TPC was used as the main tracking and charged daughter particle identification device in this analysis \[23\]. Ionization energy loss per unit length \( (dE/dx) \) of a charged particle \( X \) in the TPC gas was used to calculate the quantity \( n\sigma_X \) which is defined as

\[
n\sigma_X = \frac{\ln((dE/dx)_{\text{measured}})/((dE/dx)_{\text{theory}})}{\sigma_X}, \tag{6}
\]

where \( (dE/dx)_{\text{measured}} \) is the measured ionization energy loss from TPC, \( (dE/dx)_{\text{theory}} \) is the theoretical expectation of the ionization energy loss from the Bichsel formula \[29\] and \( \sigma_X \) is the \( dE/dx \) resolution of the TPC. The identification of species \( X \) \((p(\bar{p}), \pi^-(\pi^+))\) was done by imposing a cut, \( n\sigma_X < 2.0 \) within a rapidity coverage of \( |y| < 1.0 \) and a transverse momentum of \( p_T > 0.05 \) GeV/c. The invariant mass \( (M_{\text{inv}}) \) of \( \Lambda \) (\( \bar{\Lambda} \)) was reconstructed using the energy, momentum and rest-mass of the daughter particles, \( p(\bar{p}) \) and \( \pi^-(\pi^+) \).

The selection of possible \( \Lambda \) and \( \bar{\Lambda} \) (\( V^0 \)) candidates was done by imposing an invariant mass cut, \( 1.11 < M_{\text{inv}} \) (GeV/c\(^2\)) < 1.12 and applying topological cuts as shown in Table I. These tight cuts were applied in order to achieve a signal purity of greater than 90\% for all collision energies. Figure 1 shows typical \( \Lambda \) and \( \bar{\Lambda} \) invariant mass plots. No further background subtraction was applied, since studies, based on an analysis of the cumulants in the invariant mass side-bands, showed that the remaining contamination contributes in a negligible way to the systematic error and to the absolute values of the cumulants themselves. A detailed description of particle reconstruction, track quality, decay vertex topology cuts and calculation of the detection efficiency can be found in Ref. \[30, 51\].

**TABLE I. Topological cuts used for the extraction of \( V^0 \)’s event-by-event (DCA: Distance of Closest Approach, PV: Primary Vertex).**

| Topological Parameter | Cut          |
|-----------------------|--------------|
| DCA of \( p(\bar{p}) \) to PV | > 0.5 cm     |
| DCA of \( \pi^- (\pi^+) \) to PV | > 1.5 cm     |
| DCA of \( p(\bar{p}) \) to \( \pi^- (\pi^+) \) | < 0.6 cm     |
| \( V^0 \) to PV | < 0.5 cm     |
| \( V^0 \) decay length | > 3.0 cm     |

Only \( \Lambda \)'s and \( \bar{\Lambda} \)'s produced in a rapidity window \( |y| < 0.5 \), and with a transverse momentum within \( 0.9 < p_T \) (GeV/c) < 2.0 were used in this analysis. The low cut-off is driven by the falling reconstruction efficiency; the high cut-off is determined by the choice of using the
TABLE II. Reconstruction efficiency of $\Lambda$, calculated in the transverse momentum range $0.9 < p_T^\Lambda$ (GeV/c) $< 2.0$, and in centrality classes, 0-5% to 20-30%, using Eq.7 for five beam energies: 19.6, 27, 39, 62.4 and 200 GeV.

| Energy   | 20-30% | 10-20% | 5-10% | 0-5% |
|----------|--------|--------|-------|------|
| 19.6 GeV | 0.236  | 0.225  | 0.215 | 0.183|
| 27 GeV   | 0.236  | 0.226  | 0.207 | 0.186|
| 39 GeV   | 0.242  | 0.228  | 0.213 | 0.182|
| 62.4 GeV | 0.224  | 0.204  | 0.183 | 0.151|
| 200 GeV  | 0.202  | 0.176  | 0.147 | 0.127|

for particle identification only the TPC. No feed-down correction from multi-strange baryon decays is applied, since we found that although the feed-down impacts the single cumulants shown in Fig.2 its impact on the cumulants ratios in Figs.3-9 is negligible. The calculation of reconstruction efficiency was based on the probability of finding Monte Carlo generated particles after passing them through a TPC detector response simulation and then embedding them into real events prior to reconstruction. As an example, Table II shows the resulting $p_T$-averaged efficiencies for $\Lambda$'s for the bins of highest collision centrality as a function of the beam energy. Within a chosen rapidity window, the particle reconstruction efficiency depends on the transverse momentum. The net-$\Lambda$ cumulants were corrected for the reconstruction efficiency following the method in Ref. [32], which takes the $p_T$ dependence of the reconstruction efficiency into account. The number of $p_T$ bins was varied from 3 to 6 bins in the aforementioned range without any discernible effect on the correction factors. The average reconstruction efficiency ($\langle e \rangle$) in each $p_T$ bin was calculated as

$$\langle e \rangle = \frac{\int_{a}^{b} \left( \frac{dN}{dp_T} \right)_{MC} dp_T}{\int_{a}^{b} \left( \frac{dN}{dp_T} \right)_{MC} dp_T}, \quad (7)$$

where $a$ and $b$ stand for the lower and upper bounds of the corresponding $p_T$ bin. $MC$ and $RC$ represent the tracks generated using Monte Carlo and the tracks reconstructed, respectively. The statistical uncertainty in the $V^0$ reconstruction efficiency was estimated, by following the procedure in Ref. [33], to be 2.25% of the numbers quoted in Table II. Within the uncertainties, $\Lambda$ and $\bar{\Lambda}$ reconstruction efficiencies show negligible differences and are treated equally in the efficiency correction.

The collision centrality determination was done using the efficiency uncorrected number of identified charged particles (also known as reference multiplicity) in the pseudo-rapidity interval $|\eta| < 1.0$ by excluding protons and anti-protons in order to minimize possible self-correlations [34]. The classification of events into different collision centrality classes was achieved by using this reference multiplicity along with the Glauber model [35] simulations, in accordance with the procedure used in the published STAR net-proton analysis [36]. With this definition, the analysis was performed in nine collision centrality classes: 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50%, 50-60%, 60-70%, and 70-80%.

The reconstruction efficiency depends on the collision centrality. Therefore, the efficiency correction was applied in each centrality class separately. As in previous STAR analyses, a binomial distribution of the efficiency loss was assumed [37]. Volume fluctuations due to the selection of finite centrality bins can lead to the so-called finite bin width effect. The results presented here were corrected for this effect by applying the centrality bin width correction (CBWC) [34].

For the net-$\Lambda$ cumulants up to the 3rd order, the statistical uncertainties estimated using the delta theorem method [34, 38, 39] and sub-sampling method gave similar values when the number of sub samples is greater than 10. The statistical uncertainties presented in this paper were estimated using the sub-sampling method with more than 10 sub-samples in all collision energies.

The estimation of systematic uncertainties was done by varying the following topological and track cuts: 1.) simultaneous variation of distance of closest approach ($DCA$) of $p(\bar{p})$ to primary vertex ($PV$) and $DCA$ of $\pi^-$ to $PV$, 2.) $DCA$ of $p(\bar{p})$ to $\pi^-(\pi^+)$, and 3.) simultaneous variation of $n\sigma_{p(\bar{p})}$ and $n\sigma_{\pi^-(\pi^+)}$. In addition, variations of the estimated uncertainty on the reconstruction efficiency ($\pm 2.25\%$) were also included in the systematic uncertainty estimation. All sources were treated as uncorrelated. Table III shows a detailed breakdown of all relevant contributions at the highest beam energy. The variations as a function of the collision energy are small, and the typical systematic uncertainties are on the order of 15% for $C_1$, 18% for $C_2$ and 30% for $C_3$. The biggest contribution comes from the uncertainty in the $dE/dx$ simulation method [34, 38, 39] and sub-sampling method gave similar values when the number of sub samples is greater than 10. The statistical uncertainties presented in this paper are presented by black vertical bars, and systematic uncertainties are presented by black caps in the figures of this paper.

TABLE III. Systematic uncertainty contributions from different sources (cuts and efficiency variations), $n\sigma_p$ and $n\sigma_{\pi}$ (NS), DCA of $V^0$ to $p$ and DCA of $V^0$ to $\pi$ (DCA-1), DCA of $p$ to $\pi$ (DCA-2) and efficiency variation (EV) for $\sqrt{s_{NN}} = 200$GeV collisions in 0-5% centrality.

| Cumulant | Source | NS | DCA-1 | DCA-2 | EV | Total |
|----------|--------|----|-------|-------|----|-------|
| $C_1$    | 10.3%  | 2.3% | 0.6%  | 1.6%  | 15.3% |
| $C_2$    | 11.7%  | 2.7% | 1.6%  | 1.8%  | 17.2% |
| $C_3$    | 23.1%  | 4.4% | 2.6%  | 2.8%  | 32.9% |
| $C_2/C_1$| 1.3%   | 0.6% | 0.4%  | 0.1%  | 2.4%  |
| $C_3/C_2$| 14.4%  | 5.5% | 1.8%  | 1%    | 22.7% |
FIG. 1. Reconstructed invariant mass distribution of a) Λ and b) ¯Λ for 62.4 GeV Au + Au collisions. Topological cuts shown in Table I are applied.

FIG. 2. Centrality dependence of first three single cumulants $C_1$, $C_2$ and $C_3$ of net-Λ multiplicity distributions at Au + Au collision energies $\sqrt{s_{NN}} = 19.6$, 27, 39, 62.4 and 200 GeV. NBD and Poisson baselines are presented by dashed lines. UrQMD predictions are shown in solid lines. Black vertical lines represent the statistical uncertainties and caps represent systematic uncertainties. Results are corrected for the reconstruction efficiency and the CBWC is applied.
FIG. 3. Centrality dependence of net-$\Lambda$ cumulant ratio, $C_2/C_1$ at Au + Au collision energies $\sqrt{s_{NN}} = 19.6, 27, 39, 62.4$ and 200 GeV. NBD and Poisson baselines are presented by dashed lines. UrQMD predictions are shown in solid lines. Black vertical lines represent the statistical uncertainties and caps represent systematic uncertainties. Results are corrected for the reconstruction efficiency, and the CBWC is applied.

FIG. 4. Centrality dependence of net-$\Lambda$ cumulant ratio, $C_3/C_2$ at Au + Au collision energies $\sqrt{s_{NN}} = 19.6, 27, 39, 62.4$ and 200 GeV. NBD and Poisson baselines are presented by dashed lines. UrQMD predictions are shown in solid lines. Black vertical lines represent the statistical uncertainties and caps represent systematic uncertainties. Results are corrected for the reconstruction efficiency, and the CBWC is applied.
III. RESULTS

The centrality dependence of the net-Λ single cumulants ($C_1$, $C_2$ and $C_3$) in Au + Au collisions is presented in Fig. 2 for five beam energies from $\sqrt{s_{NN}} = 19.6$ GeV to 200 GeV. The collision centrality is represented by the average number of participant nucleons ($\langle N_{\text{part}} \rangle$) obtained from the Glauber model simulations. All three single cumulants show a steady increase as a function of increasing collision centrality at all collision energies due to the system volume dependence. For a fixed centrality, odd cumulants decrease as a function of increasing collision energy, which indicates that the $\Lambda/\overline{\Lambda}$ ratio approaches unity at the highest RHIC energies. The Poisson baselines were calculated by considering the means of individual particle distributions ($\Lambda$ and $\overline{\Lambda}$), while the NBD expectations were calculated using both means and variances. The Poisson and NBD expectations both show agreement with the measured single cumulants at all energies, within the statistical and systematic uncertainties. Odd cumulants of net-Λ distributions are somewhat described by UrQMD predictions, in particular at higher energies, while there is a more significant disagreement at all energies with the measured $C_2$.

The volume independent cumulant ratios, $C_2/C_1 (= \sigma^2/\langle M \rangle)$ and $C_3/C_2 (= S\sigma)$, of net-Λ distributions are presented in Figs. 3 and 4, respectively, as a function of collision centrality in Au + Au collisions for five beam energies from $\sqrt{s_{NN}} = 19.6$ GeV to 200 GeV. The net-Λ $C_2/C_1$ is nearly independent of the collision centrality due to the volume independence of the cumulant ratios, while it increases as a function of collision energy for a given centrality class, which is dominated by the energy dependence of $C_1$. Both the Poisson and NBD expectations show agreement with the data. However, the UrQMD predictions show deviations from the data, which increase as a function of increasing collision energy. The major contribution to these deviations comes from the predictions for the net-Λ $C_2$. The net-Λ $C_3/C_2$ measurement also shows only a weak dependence on the collision centrality. It decreases as a function of increasing collision energy mainly due to the energy dependence of the net-Λ $C_2$. The net-Λ $C_3/C_2$ shows a better agreement with the NBD expectations than with the Poisson baseline within the uncertainties, which could be an indication of less intra-event correlations between the produced $\Lambda$'s and $\overline{\Lambda}$'s.

The energy dependence of net-Λ $C_2/C_1$ and $C_3/C_2$ in the most central (0-5%) and peripheral (50-60%) Au + Au collisions for the five beam energies is presented in Fig. 5. The Poisson, NBD and UrQMD expectations are shown for cumulant ratios measured in 0-5% central collisions. Both the Poisson and NBD expectations show agreement with the measured net-Λ $C_2/C_1$ and $C_3/C_2$ within statistical and systematic uncertainties, except at 200 GeV where the data are better described by the NBD expectations than by the Poisson baseline. UrQMD significantly deviates from the measured net-Λ $C_2/C_1$ at all energies above 19.6 GeV. The net-Λ $C_3/C_2$ measured at $\sqrt{s_{NN}} = 19.6$ and 200 GeV agrees with the UrQMD predictions for the most central collisions, while it deviates from UrQMD expectations significantly at $\sqrt{s_{NN}} = 27,39$ and 62.4 GeV energies. There is no discernible presence of non-monotonic behavior, that could indicate critical fluctuations, in the measured net-Λ cumulant ratios as a function of collision energy.

Figure 6 compares the ratio measurements obtained for net-Λ to the ones for net-kaons [20] and net-protons [30]. The net-Λ data follow more closely the net-proton data, which can be understood since the abundance and imbalance between particle and anti-particle for the $\Lambda$ baryon is more closely aligned with the proton numbers than with the mesonic strange state [41, 42].

In order to determine chemical freeze-out parameters, the energy dependence of the lowest net-Λ cumulant ratio ($C_2/C_1$) in most central (0-5%) Au + Au collisions is compared to the cumulant ratios calculated, assuming different freeze-out (FO) conditions using the latest HRG model [22]. As shown in [43], ratios that contain higher order moments are more sensitive to dynamical effects and thus lead to more unreliable results when FO parameters are extracted. We therefore focused on the high resolution $C_2/C_1$ measurement for our conclusions. Previous HRG model parameters that were based on the STAR net-proton/net-charge measurements [14] and net-kaon

FIG. 5. Beam energy dependence of net-Λ cumulant ratios, $C_2/C_1$ and $C_3/C_2$ in most central (0-5%) and peripheral (50-60%) Au + Au collisions. NBD and Poisson baselines are presented by dashed lines. UrQMD predictions are shown in solid lines. Black vertical lines represent the statistical uncertainties and caps represent systematic uncertainties. Results are corrected for the reconstruction efficiency and the CBWC is applied. The red data points are shifted left for clarity.
measurements \cite{22}, were used as benchmarks to compare to the net-Λ measurements. In these earlier calculations a difference in freeze-out temperature of about 20 MeV was obtained between strange and light quark particles.

From the comparison of measured net-Λ $C_2/C_1$ ratios with HRG predictions in Fig. 7(a), it is apparent that the measured net-Λ $C_2/C_1$ ratio is closer to the $C_2/C_1$ ratio calculated assuming the kaon freeze-out conditions than the proton/charge freeze-out conditions. In other words the difference between the HRG calculations to the measured net-Λ $C_2/C_1$ ratio becomes small when the freeze-out conditions extracted from the net-kaon fluctuations were used in the prediction. This observation is not trivial to interpret, but one possible explanation is that the strangeness conservation plays a more prominent role for the Λ baryon at freeze-out than the baryon number. For a complete understanding of this observation, further investigations, both theoretically and experimentally, are necessary. It is important to note that the measured net-Λ $C_2/C_1$ ratio is much closer to the measured net-proton $C_2/C_1$ ratio (see Fig. 6(b)), whereas the deduced freeze-out temperature from the net-Λ $C_2/C_1$ ratio is closer to the deduced temperature from the net-kaon $C_2/C_1$ ratio (see Fig.7(a)). This points at the fact that the measured net-cumulants are dominated by the particle to anti-particle ratios, but the deduced temperatures are driven by the resonance contributions to the final ratios.

In contrast to any critical endpoint searches, the chemical freeze-out is presently best determined in the lower cumulant ratios that have the smallest error bars. The temperature differences found in the HRG calculations are less pronounced in the $C_3/C_2$ ratio shown in Fig.7(b) and the error bars of the measurement are larger, which prohibits a definite statement on the basis of the higher cumulant ratio.

Finally, the rapidity dependence of net-Λ cumulant ratios has been investigated for the most central 200 GeV Au + Au collisions. Figure 8 shows a comparison of the cumulant ratios to NBD expectations as a function of $Δy$, i.e. the rapidity window around mid-rapidity. Both cumulant ratios show a weak dependence on the selected rapidity window and generally good agreement with the NBD baseline. Figure 9 presents the ratio of the net-Λ $C_2$ to a NBD baseline as a function of relative rapidity coverage $Δy$ normalized by $Δy_{beam}$, for $\sqrt{s_{NN}} = 19.6$ and 200 GeV Au + Au collisions at 0-5% centrality.

The potential impact of baryon number conservation as a function of the detector acceptance has been addressed recently in the literature \cite{44,45}. When comparing our results to a calculation based on this approach, but taking into account the fact that the Λ carries both baryon number and strangeness, we find the solid lines shown in Fig.9. Here the acceptance factors ($α_B$ and $α_s$) are defined as the ratio between the average number of Λ’s in the selected acceptance $⟨N_{Λ\text{acc}}⟩$ over the average number of total baryons $⟨N_4^π⟩$ or total strangeness $⟨N_3^4π⟩$ in the full phase space, respectively. $⟨N_4^π⟩$ is defined as the number of strange quarks confined in strange hadrons in $4π$. The quantities $⟨N_4^4π⟩$ and $⟨N_s^4π⟩$ were calculated using the UrQMD model. The $4π$ particle yields are adequately described by this model in the BES energy range. The acceptance factors, $α_B$ and $α_s$, were
calculated separately and added to approximate the anticipated correction due to the combined quantum number conservation effect. The relative contribution of each acceptance factor is slightly energy dependent. At the lower energy, \( \alpha_\text{s} \) dominates, whereas at the highest RHIC energies the \( \alpha_\text{s} \) contribution is stronger. As shown in Fig. 9, the combined factor accounts well for the rapidity dependence at \( \sqrt{s_{NN}} = 19.6 \) GeV. The beam energy dependence is not perfectly captured, but one should note that the overall effect on the final result is small at all energies (<3%), which reflects the number of protons and \( \Lambda \)'s in the detector acceptance. A more detailed study of the conservation effects in the Beam Energy Scan regime, i.e., in the region where the varying baryon stopping plays an important role, might also require a more local baryon number conservation approach, as was suggested recently [46].

### IV. SUMMARY

The fluctuations of conserved quantum numbers such as net-charge, net-baryon number and net-strangeness provide useful information about the nuclear matter phase transition. Fluctuations of measured net-particle multiplicity distributions in the medium produced after the heavy-ion collisions have been successfully used as proxies for conserved quantum number fluctuations. The measured cumulant ratios of net-charge, net-proton and net-kaon multiplicity distributions at STAR have been compared to HRG calculations to extract the freeze-out parameters in the QCD crossover region. The \( \Lambda \) baryon...
carries both baryon and strangeness quantum numbers. In this paper, the first measurements of the centrality, collision energy and rapidity dependence of net-Λ single cumulants \((C_1, C_2, C_3)\) and cumulant ratios \((C_2/C_1, C_3/C_2)\) in Au + Au collisions measured at the STAR detector for five beam energies \((\sqrt{s_{NN}} = 19.6, 27, 39, 62.4\) and 200 GeV) were presented. Results were compared to Poisson, NBD, UrQMD and HRG model expectations. The comparison of these net-Λ fluctuation measurements to the latest HRG model provides important information needed in understanding the dominant quantum number specific contributions to the hadronization process.

Both Poisson and NBD expectations were able to describe the centrality and collision energy dependence of the net-Λ single cumulants \((C_1, C_2, C_3)\) and cumulant ratios \((C_2/C_1, C_3/C_2)\) fairly well. This indicates that any onset of critical or non-monotonic behavior is not apparent for the energies and cumulants studied here, which is consistent with the results of previous STAR/BES-I fluctuation analyses.

In \(\sqrt{s_{NN}} = 200\) GeV Au + Au collisions, the net-Λ cumulant ratios show better agreement with the NBD expectations than with the Poisson baseline. The UrQMD predictions show good agreement with the odd cumulants within the uncertainties at 200 GeV, while there is a considerable deviation from the measured \(C_2\) at all energies. The rapidity dependence of the net-Λ cumulant ratios, based on our results at 200 GeV, is small. Nevertheless, single cumulants deviate at the level of a few percent from the NBD baseline over the measured rapidity interval at all beam energies, which cannot be attributed to baryon number conservation alone. Only when baryon number and strangeness conservation are combined is the difference well explained.

The lowest net-Λ cumulant ratio, \(C_2/C_1\), was compared to recent HRG model calculations in order to obtain the proper chemical freeze-out scenario for the strange baryon. The deviation of the HRG calculations from the measured \(C_2/C_1\) ratio becomes small when the HRG model calculations were performed using the freeze-out conditions extracted considering strange (kaon) net-particle fluctuations, but not when the non-strange (charge/proton) net-particle fluctuations were considered. Further experimental and theoretical progress is needed in order to understand whether this observation is due to a flavor hierarchy in the freeze-out parameters, which could lead to possible sequential hadronization.

V. ACKNOWLEDGEMENT

We thank the RHIC Operations Group and RCF at BNL, the NERSC Center at LBNL, and the Open Science Grid consortium for providing resources and support. This work was supported in part by the Office of Nuclear Physics within the U.S. DOE Office of Science, the U.S. National Science Foundation, the Ministry of Education and Science of the Russian Federation, National Natural Science Foundation of China, Chinese Academy of Science, the Ministry of Science and Technology of China and the Chinese Ministry of Education, the National Research Foundation of Korea, Czech Science Foundation and Ministry of Education, Youth and Sports of the Czech Republic, Hungarian National Research, Development and Innovation Office, New National Excellence Programme of the Hungarian Ministry of Human Capacities, Department of Atomic Energy and Department of Science and Technology of the Government of India, the National Science Centre of Poland, the Ministry of Science, Education and Sports of the Republic of Croatia, RosAtom of Russia and German Bundesministerium für Bildung, Wissenschaft, Forschung and Technologie (BMBF) and the Helmholtz Association.

[1] Y. Aoki, G. Endrodi, Z. Fodor, S. D. Katz, and K. K. Szabo, Nature 443, 675 (2006).
[2] S. Ejiri, Phys. Rev. D78, 074507 (2008).
[3] M. G. Alford, K. Rajagopal, and F. Wilczek, Phys. Lett. B224, 247 (1998).
[4] M. A. Stephanov, Phys. Rev. Lett. 102, 032301 (2009).
[5] M. A. Stephanov, Phys. Rev. Lett. 107, 052301 (2011).
[6] S. Gupta, X. Luo, B. Mohanty, H. G. Ritter, and N. Xu, Science 332, 1525 (2011).
[7] X. Luo and N. Xu, Nucl. Sci. Tech. 28, 112 (2017).
[8] C. Ratti, Rept. Prog. Phys. 81, 084301 (2018).
[9] R. V. Gavai, Cont. Phys. 57, 350 (2016).
[10] R. V. Gavai and S. Gupta, Phys. Rev. D 78, 114503 (2008).
[11] A. Bazavov et al. (HotQCD), Phys. Rev. D 86, 034509 (2012).
[12] A. Bazavov et al., Phys. Rev. Lett. 109, 192302 (2012).
[13] S. Borsúnyi, Z. Fodor, S. D. Katz, S. Krieg, C. Ratti, and K. K. Szabó, Phys. Rev. Lett. 111, 062005 (2013).
[14] P. Alba, W. Alberico, R. Bellwied, M. Bluhm, V. M. Sarti, M. Nahrgang, and C. Ratti, Phys. Lett. B 738, 305 (2014).
[15] F. Karsch et al., Nucl. Phys. A956, 352 (2016).
[16] F. Karsch and K. Redlich, Phys. Lett. B695, 136 (2011).
[17] P. Garg, D. K. Mishra, P. K. Netrakanti, B. Mohanty, A. K. Mohanty, B. K. Singh, and N. Xu, Phys. Lett. B726, 691 (2013).
[18] J. Fu, Phys. Lett. B 722, 144 (2013).
[19] M. Nahrgang, M. Bluhm, P. Alba, R. Bellwied, and C. Ratti, Eur. Phys. J. C75, 573 (2015).
[20] L. Adamczyk et al. (STAR), Phys. Rev. Lett. B 785, 551 (2018).
[21] L. Adamczyk et al. (STAR), Phys. Rev. Lett. 112, 032302 (2014).
[22] R. Bellwied, J. Noronha-Hostler, P. Parotto, I. Portillo Vazquez, C. Ratti, and J. M. Stafford, Phys. Rev. C99, 034912 (2019).
[23] R. Bellwied, Journal of Physics: Conference Series, **736**, 012018 (2016).
[24] J. Adam et al. (STAR), Phys. Rev. **C100**, 014902 (2019).
[25] R. Bellwied, S. Borsanyi, Z. Fodor, J. N. Guenther, J. Noronha-Hostler, P. Parotto, A. Pasztor, C. Ratti, and J. M. Stafford, (2019), arXiv:1910.14592 [hep-lat].
[26] A. Chatterjee, S. Chatterjee, T. K. Nayak, and N. R. Sahoo, J. Phys. **G43**, 125103 (2016).
[27] M. Bleicher, E. Zabrodin, C. Spieles, S. Bass, C. Ernst, S. Soff, L. Bravina, M. Belkacem, H. Weber, H. Stöcker, and W. Greiner, J. Phys. **G25**, 1859 (1999).
[28] M. Anderson et al., Nucl. Instrum. Meth. **A499**, 659 (2003).
[29] H. Bichsel, Nucl. Instrum. Meth. **A562**, 154 (2006).
[30] K. H. Ackermann et al. (STAR), Phys. Rev. Lett. **86**, 402 (2001).
[31] C. Adler et al. (STAR), Phys. Rev. Lett. **89**, 092301 (2002).
[32] T. Nonaka, M. Kitazawa, and S. Esumi, Phys. Rev. **C95**, 064912 (2017).
[33] T. Ullrich and Z. Xu, (2007), arXiv:physics/0701199.
[34] T. Nonaka, M. Kitazawa, and S. Esumi, Phys. Rev. **C95**, 064912 (2017).
[35] X. Luo, J. Xu, B. Mohanty, and N. Xu, J. Phys. **G40**, 105104 (2013).
[36] M. L. Miller, K. Reygers, S. J. Sanders, and P. Steinberg, Ann. Rev. Nucl. Part. Sci. **57**, 205 (2007).
[37] L. Adamczyk et al., Phys. Rev. Lett. **112**, 032302 (2014).
[38] X. Luo and T. Nonaka, Phys. Rev. **C99**, 044917 (2019).
[39] X. Luo, J. Phys. **G39**, 025008 (2012).
[40] T. J. Tarnowsky and G. D. Westfall, Phys. Lett. **B724**, 51 (2013).
[41] C. Adler et al. (STAR), Phys. Rev. **C96**, 044904 (2017).
[42] J. Adam et al. (STAR), (2019), arXiv:1906.03732.
[43] V. Koch, in *Relativistic Heavy Ion Physics*, Landolt-Brnstein - Group I, Vol. 23, edited by R. Stock (Springer, Berlin, Heidelberg, Germany, 2010) pp. 626–652.
[44] P. Braun-Munzinger, A. Rustamov, and J. Stachel, Nucl. Phys. A **960**, 114 (2017).
[45] A. Rustamov (for ALICE), Nucl. Phys. A **967**, 453 (2017).
[46] C. A. Pruneau, Phys. Rev. **C100**, 034905 (2019).