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ABSTRACT
Anomaly detection is a method for discovering unusual and suspicious behavior. In many real-world scenarios, the examined events can be directly linked to the actions of an adversary, such as attacks on computer networks or frauds in financial operations. While the defender wants to discover such malicious behavior, the attacker seeks to accomplish their goal (e.g., exfiltrating data) while avoiding the detection. To this end, anomaly detectors have been used in a game-theoretic framework that captures these goals of a two-player competition. We extend the existing models to more realistic settings by (1) allowing both players to have continuous action spaces and by assuming that (2) the defender cannot perfectly observe the action of the attacker. We propose two algorithms for solving such games—a direct extension of existing algorithms based on discretizing the feature space and linear programming and the second algorithm based on constrained learning. Experiments show that both algorithms are applicable for cases with low feature space dimensions but the learning-based method produces less exploitable strategies and it is scalable to higher dimensions. Moreover, we use real-world data to compare our approaches with existing classifiers in a data-exfiltration scenario via the DNS channel. The results show that our models are significantly less exploitable by an informed attacker.

1 INTRODUCTION
Anomaly detection is a general machine learning technique often used to find anomalous data, defects in products, or breakdowns of machinery. However, anomaly detection is also commonly used to detect malicious behavior, such as intrusions in computer networks [12], fraud in financial transactions [1], or malicious behavior of software [8]. In these domains, the effects of adversarial actions are being examined. The attackers execute their actions to optimize two aspects: (1) to not be detected by the anomaly detector and (2) to achieve their malicious goal (e.g., exfiltrate data from a computer network). From this perspective, using standard anomaly detection methods ignores the second aspect optimized by the attackers.

To explicitly reason about the goals of other agents, the game-theoretic framework is often used. There are several existing works where anomaly detection is integrated into a game-theoretic framework [6, 9, 10]. However, to the best of our knowledge, the existing game-theoretic models have two or more of the following limitations: They (i) assume discrete feature space over which the classification occurs; (ii) have very limited scalability with increasing dimensionality of this feature space; (iii) do not allow direct control of the false positive rate; (iv) and assume perfect observation of actions performed by the attacker. As a result, they are not readily applicable to many real-world problems, such as service misuse detection and data exfiltration. In these practical cases, features used for anomaly detection are often continuous (e.g., amount of data, entropy, etc.) and the actions of the attacker are interleaving with actions of regular benign users (e.g., when the attacker uses regular service for uploading data such as Dropbox or Google Drive that are also being used by the regular user). For this latter reason, it is not possible for the defender to exactly determine the action of the attacker nor the reward of the attacker. The defender only observes a signal that can be a combination of a benign and a malicious action (e.g., the total amount of uploaded data within a time window).

In this paper, we address all mentioned limitations and formulate the problem of adversarial anomaly detection where: (i) we allow features for anomaly detection to be continuous; (ii) there are hard constraints on false-positive rates for the anomaly detector; (iii) the actions of the attacker are not directly observable by the defender. We show that satisfying the first two extensions is possible by extending the existing results [9]. We derive a closed-form solution for the case with a known value of the game and combine this solution with a binary-search algorithm to optimize the value of the game with respect to the desired false-positive rate. For the case with unobservable actions of the attacker, we give two different algorithms.
As a baseline solution based on the existing works in this domain (e.g., [10]), we provide a linear programming (LP) formulation to compute the optimal solution of a discretized version of the problem. However, as we show in the experimental evaluation, the LP is not able to solve problems where the feature space for anomaly detection has many dimensions. To this end, we extend a recent learning-based algorithm **exploitability descent** [17] and we show that such an algorithm can be complemented with false-positive constraints and thus used in the domain of adversarial anomaly detection (or adversarial machine learning). We call this algorithm **Exploitability Descent for Adversarial Anomaly Detection (EDA)**. This approach avoids the discretization step and approximates the optimal strategy of the defender by a neural network (NN). EDA ensures that the neural network is trained to make the attacker indifferent among his best options and that it meets the false-positive rate constraint.

The experimental evaluation on synthetic data shows that LP and NN produce very similar results in one or two-dimensional problems. However, any discretization-based approach cannot scale to larger dimensions. In order to compute some approximation within computation-time and memory limitations, we use increasingly sparse discretization points for increasing dimensions. In this comparison, the NN-based approach quickly outperforms the LP by producing more robust strategies for the defender. Second, we perform the experiment with real-world data of DNS queries that can be used for data exfiltration. We used a simple setting with only 3 features over the queries and show that our proposed method is significantly more robust compared to classical anomaly detectors that do not take the goals of the attackers into consideration. Compared to the detector computed by the proposed method, the attacker could gain 50% higher throughput of exfiltrated data against the best classical anomaly detector.

## 2 RELATED WORK

Widespread use of machine learning in security domains inspires analyzing their robustness against attackers. Empirical studies have shown that standard machine learning algorithms are vulnerable to well-tailored attacks [21, 24–26, 28]. It led a new field study — **adversarial machine learning** (AML). Surveys of the earlier works in AML for security domains are in [3, 14] and the more recent works are summarized in [27].

Research in AML consists of efficient generation of adversarial examples [11, 19] and designing machine learning models robust against manipulation. In this paper, we focus on the latter. One class of approaches for creating robust classifiers **obfuscates model gradients** in order to make searching for adversarial examples difficult. However, these approaches have been shown ineffective and easy to circumvent [2]. Another class, called **adversarial training**, modifies the training process to use the standard training data in combination with repetitively generated adversarial examples [13, 18, 25]. These approaches are similar to the method presented in this paper, but they do not have clear theoretic foundations and do not allow explicit consideration of players’ incentives.

Recent years brought several principled approaches to AML. If the attacker tries to avoid detection without other preferences over the produced data samples, the problem may be formulated using **robust optimization** techniques [29]. In the case of a more complex structure of incentives, the framework of **game theory** is more suitable. Game theory provides a range of tools for computing optimal solutions in discrete game models. Hence, existing methods often rely on discretization [9, 10]. On the other hand, feature space discretization leads to computational complexity exponential in its dimensionality, which severely limits scalability. It can be partially resolved by training the models disregarding the attackers and making them robust by strategic selection of low-dimensional operating points [16]. This is sub-optimal since the models are not trained directly for the solved task.

Game-theoretic methods working directly with continuous feature spaces either introduce very limiting assumptions on the game structure [5, 6], or approximate behavior of discrete algorithms by neural networks and lose theoretic guarantees [22]. We follow the second approach. Based on the structure solutions introduced in [9], we propose an optimal game-theoretic solution for the simplified problem with false positive constraints, but perfect observation of the attacker’s actions. We then extend this solution to the novel setting with uncertain observations using neural networks. To evaluate the performance of this extension, we propose an LP formulation based on [10] extended by kernel-based estimation of the benign data distribution.

## 3 PROBLEM SETTING

The interaction between the defender and the attacker can be modeled as a two-player game. The defender observes events that correspond to points in $n$-dimensional feature space and needs to decide whether to classify them as malicious. This decision can be randomized, and hence we consider that the classifier outputs a probability of a positive classification. The attacker observes the classifier and chooses an action which (1) generates an observation for the defender, and (2) provides the attacker with a reward in case the action goes undetected. For simplicity of the presentation, we assume that every action of the attacker can be associated with a point in the feature space (e.g., observation the defender would have received if he was able to separate effects of attacker’s action from the effects caused by benign users), and that for every point in the feature space, there exists an action that maps to that point. This allows us to assume that the attacker directly chooses a point $f_a$ in the feature space (however, this point is not directly observed by the defender). To emphasize this distinction, we use $f_a$ for the actions of the attacker, and $f$ for the feature vectors observed by the defender.

Formally, we define a **Generalized Classification Game** as a tuple $G = (\mathcal{F}, C, R, P_D, \phi, \mathcal{T})$ where $\mathcal{F}$ corresponds to $n$-dimensional real-valued feature space corresponding to action space of the attacker and $C$ corresponds to a set of all classifiers that can be selected by the defender. Each classifier $c \in C$ corresponds to a classification function $c : \mathcal{F} \rightarrow [0, 1]$, and $c(f)$ is the probability that an event represented by a feature vector $f = (f_1, \ldots, f_n)$ gets inspected by the defender. We assume that each feature $f_i$ is bounded, and we denote these bounds by $[L, U]$. In case the attacker executes action $f_a \in \mathcal{F}$ and does not get detected, he receives a non-negative reward $R(f_a) \geq 0$. The inspection capacity of the defender is limited, and a maximum false-positive rate $\phi \in [0, 1]$ of classifying benign events as malicious is allowed. We assume that the benign events are
samples from a distribution \( P_D \), hence the expected false-positive rate of a classifier \( c \), denoted \( \Phi_D(c) \), satisfies \( \Phi_D(c) = \mathbb{E}_{f \sim P_D} c(f) \).

Finally, \( \mathcal{T} \) corresponds to an observation transformation function. For a given action of the attacker, associated with a feature vector \( f_a \in \mathcal{F} \), the defender may observe feature vectors sampled from a probability distribution \( \mathcal{T}(f_a) \in \Delta(\mathcal{F}) \). In general, we do not pose any restrictions on the transformation function \( \mathcal{T} \), but we focus on two specific cases in the study. First, we describe a simple case that corresponds to existing models where \( \mathcal{T} \) reveals the action of the attacker to the defender, i.e., \( \Pr_{\mathcal{T}}[f = f_a | f_a] = 1 \). Second, we describe a case where the action of the attacker is additively combined with an action \( f_b \sim P_D \) of a legitimate user, \( \mathcal{T}(f_a) = f_a + f_b \), i.e., \( \Pr_{\mathcal{T}}[f = f_a + f_b | f_a] = \Pr_{P_D}[f_b] \).

**Example 3.1.** Consider a case where the attacker wants to upload a 100 MB file from an infiltrated computer. To hide the activity, the attacker is using a Dropbox folder for the upload. The goal of the attacker is to upload the file as quickly as possible, however, the attacker knows that an anomaly detection system is running on a computer. The attacker is using a Dropbox folder for the upload. The goal of the attacker is to upload the file as quickly as possible, however, the attacker knows that an anomaly detection system is running on a computer, and thus also the attacker's reward \( R(f_a) \). In order to obtain a robust anomaly detector, we optimize the classification strategy \( c : \mathcal{F} \to [0, 1] \) against the worst-case attacker. Such an attacker aims to choose the action with the highest expected reward for the attacker \( u_a(c, f_a) = (1 - c(f_a))R(f_a) \). Since the action of the attacker is observable, we define the classifier directly on the attacker's actions, and we write \( c(f_a) \) instead of \( c(f) \).

Following Ditsoula et al. [9], we formulate a simple algorithm that solves this game. First, assume that the value \( V^* \geq 0 \) of the game is known. Then, the utility of any action \( f_a \) of the attacker must be less than or equal to \( V^* \),

\[
(1 - c(f_a))R(f_a) \leq V^*.
\]

This yields a lower bound on the action \( f_a \) of the attacker has to be inspected by an optimal classifier \( c^* \) to achieve (at least) the value \( V^* \),

\[
\rho_c(c) = \max \{1 - V^*/R(f_a), 0\}.
\]

Since the defender is able to observe attacker's action \( f_a \), the probabilities \( \rho_c(c) \) and \( c^*(f_a) \) coincide. Hence, an optimal classifier \( c^* \) can be constructed as \( c^*(f_a) = \max\{1 - V^*/R(f_a), 0\} \).

We have shown that in the case \( V^* \) is known, we can represent the optimal classifier using a closed-form solution. In practice, the value \( V^* \) of the game is, however, unknown. To find it we propose an approach termed Closed-Form based Search (CFS) algorithm shown in Algorithm 1. Denote \( CFS(V) \) a classifier that achieves value \( V \) using Eq. (5), i.e.,

\[
CFS(V)(f) = \max\{1 - V^*/R(f), 0\}.
\]

The Algorithm 1 uses bisection method to locate \( V^* \) within an interval \([\mathcal{V}, \bar{V}]\). Initially, we set \( \mathcal{V} = 0 \) and \( \bar{V} = \max_{f \in \mathcal{F}} R(f) \). Value \( \mathcal{V} = 0 \) is achieved by a classifier \( CFS(0) \) that classifies each \( f_a \) with \( R(f_a) > 0 \) with probability \( CFS(0)(f) = 1 \) and thus possibly has excessive false-positive rate \( \Phi_D(CFS(0)) > \phi \). In contrary, value \( \bar{V} \) is achieved by a classifier \( CFS(\bar{V}) \) which classifies all events as benign. To minimize the attacker’s utility, we search for \( V^* \) such that false-positive rate of classifier \( CFS(V^*) \) is maximized and satisfies \( \Phi_D(CFS(V^*)) \leq \phi \).

In each iteration, the algorithm considers the middle point \( \tilde{V} \) of the currently considered interval \([\mathcal{V}, \bar{V}]\) and inspects the false positive rate of the classifier \( CFS(\tilde{V}) \). If the false-positive rate \( \Phi_D(CFS(\tilde{V})) \) of the classifier is higher than the desired rate \( \phi \), the value \( \tilde{V} \) cannot be achieved within this false positive constraint. Hence the value of the game has to be higher (i.e., better for the attacker) and the algorithm searches interval \([\mathcal{V}, \tilde{V}]\) on line 3. On the contrary, when the false-positive constraint is less than \( \phi \), the algorithm searches the other interval \([\tilde{V}, \bar{V}]\) trying to minimize the value of the game. When
We first present the algorithm that is a natural extension of previous work. We now describe the case with a general observation transformation function where the action of the attacker (and thus neither the defender nor the user) is known. Note that the behavior of the legitimate user is stochastic and unpredictable. The defender observes only a single data point \( T(f_a) = f_a + f_b \) and cannot easily infer the action of the attacker \( f_a \) since the action of the user \( f_b \) is also not known and only the distribution \( P_D \) is known.

In this section, we propose two algorithms to solve classification games with general observation transformation functions \( T \) — one based on the discretization of action and feature spaces and linear programming, and the second one that approximates the optimal strategy using a neural network.

### 5.1 Solving the Generalized Classification Game - Linear Programming Approach (LP)

We present the algorithm that is a natural extension of previous algorithms that solve the discrete cases [10]. The algorithm assumes a discretized feature space such that each dimension (feature) is divided into \( d \) uniform steps (subintervals). We denote \( F_d \) the set of all the subintervals of the feature space (or grid cells). We use bar notation \( \hat{f} \in \bar{F} \) to denote one element of the discretized set such that \( f \in \hat{f} \in F_d \). Discretization of the feature space modifies the game such that both players have a finite number of actions — the action of the attacker corresponds to choosing a grid cell, and the defender chooses a probability of inspection of each grid cell. Let \( \Pr[f|A] \) denote the probability density in a cell \( f \) given the probability distribution \( A \). Now, we can formalize a linear program based on standard LP for solving one-shot (matrix) games with finite sets of actions (e.g., from [23]):

\[
\begin{align*}
\min \quad & \sum_{f_o \in F_d} V(f_o) \\
\text{s.t.:} & \left( \forall f_o \in F_d \right) R(f_o) \sum_{f_e \in F_d} \Pr[\hat{f}_o|\bar{T}(f_e)](1 - c(\hat{f}_o)) \leq V \\
& \sum_{f_e \in F_d} \Pr[\hat{f}_o|\bar{T}(f_e)]c(\hat{f}_o) \leq \phi \\
& (\forall f_o \in F_d) : 0 \leq c(\hat{f}_o) \leq 1,
\end{align*}
\]

There are two types of variables — \( V \), representing the value of the discretized game that as expected utility of the attacker, and \( c(\hat{f}_o) \) for each \( f_o \in F_d \) representing a probability with which an even from the grid cell \( f_o \) will be inspected by the defender. Constraints (9) correspond to best responses of the attacker, thus an expected value for each action of the attacker \( f_o \) is less or equal \( V \). Since the feature space is discretized, we assume the attacker is choosing such an action from a grid cell \( f_o \) that maximizes his reward \( f_o^m = \arg \max_{f_o \in F_d} R(f_o) \), thus \( \bar{T}(f_o) = R(f_o^m) \) and \( \bar{T}(f_o) = T(f_o^m) \). The strategy of the defender is a probability distribution over each grid cell to inspect, hence the values are bounded (11) and constraint (10) restricts the defense strategy to allow the maximal false-negative rate of \( \phi \). While LP can be solved in polynomial time w.r.t. the size of the input, in our case the input matrix size grows exponentially with dimensions \( n \).

In this section, we propose two algorithms to solve classification games with general observation transformation functions \( T \) — one based on the discretization of action and feature spaces and linear programming, and the second one that approximates the optimal strategy using a neural network.

### 5.2 Exploitability Descent for Adversarial Anomaly Detection (EDA)

We now turn to the main algorithm inspired by exploitability descent [17]. We solve the min-max problem in Eq. (2a) iteratively by conducting two phases at each iteration: first, we estimate the best response of the attacker \( f_o \) to the current classifier \( c \) and, second, we update the classifier \( c \) with stochastic gradient descent while taking into account the false-positive rate constraint. We model the classifier with a neural net \( f_\theta \), which is parametrized by the weights \( \theta \). The adversarial nature of the problem makes the classifier tend to output inspection probabilities of the attack close to 1 and the inspection probabilities of the benign samples close to 0. Such values may cause the vanishing gradients problem due to the sigmoid in the last layer of the neural net [15, 20]. To partially overcome this issue,
we conveniently construct an upper bound of the outer minimization problem of (2a) by taking the logarithm of the criterion and minimize the upper bound instead.

**Objective.** Given a sample of data D and a best response \( f_a \in BR_\phi(c_\theta) \), the optimal classifier \( c_\theta^{\phi} \) is obtained by solving the following task:

\[
\min_{\theta \in \Theta} \left\{ \frac{1}{f - T(f_a)} \left[ c_\theta(f) \right] \right\} \cdot R(f_a),
\]

subject to: \( \Phi_D(c_\theta^{\phi}) \leq \phi \) \hspace{1cm} (13)

Once we compute the best response \( f_a \) in the first phase of each iteration of EDA, we consider it fixed. Therefore, in the second phase, the reward \( R(f_a) \) is not a function of the weights \( \theta \) and it can be omitted from the criterion. This gives a simplified objective

\[
- \log \frac{1}{f - T(f_a)} \left[ c_\theta(f) \right] \leq - \log \frac{1}{f - T(f_a)} \left[ \log(c_\theta(f)) \right]
\]

We further use Lagrangian relaxation procedure (described in Chapter 3 [4, 7]) to move the false-positive rate constraint into the objective to obtain an unconstrained problem as follows:

\[
\max_{\lambda \geq 0} \min_{\theta \in \Theta} \left\{ \frac{1}{f - T(f_a)} \left[ \log(c_\theta(f)) \right] + \lambda \cdot (\Phi_D(c_\theta^{\phi}) - \phi) \right\}
\]

**Pseudocode.** The pseudocode of EDA is presented in Algorithm 2. The algorithm takes false-positive rate threshold \( \phi \) and a set of benign data \( D \) as an input. The neural network \( c_\theta^{\phi} \) is parameterized by \( \theta \). The output of the algorithm is an optimal classifier \( c_\theta^{\phi} \). The parameters \( \theta \) and \( \lambda \) are updated in each iteration.

At each iteration, the algorithm estimates the best response of the attacker (line 4) against the current classifier \( c_\theta^{\phi} \) and the current false-positive rate \( \phi' \) given the benign data \( D \) (line 4). Then, as in Eq. (15), the Lagrangian \( L' \) is constructed by combining the upper bound and the constraint (line 6). Finally, we update the weights \( \theta \) with a gradient descent step (line 7) and the multiplier \( \lambda_i \) with a gradient ascent step (line 8).

### 5.3 Selecting the Final Classifier

At each iteration of the algorithm, a new classifier \( c^i \) is constructed. Since the false-positive constraint is not strictly enforced during the learning, the false positive rate \( \phi' \) of some of the classifiers \( c^i \) may exceed the desired false-positive rate \( \phi \), and thus become unacceptable as a solution of the problem. Although such classifiers exceed the threshold on false-positives, they may achieve a good value against the best response of the attacker \( u_a(c^i, BR_a(c^i)) \)—and disregarding them completely would be wasteful. We show, however, that multiple classifiers can be linearly combined to obtain a new classifier that matches the desired false-positive rate, and that provides a superior classification performance.

**Proposition 5.1.** Let \( c^j \) and \( c^i \) be two classifiers such that the best-responding attacker achieves utilities \( u_a(c^j, BR_a(c^j)) \) and \( u_a(c^i, BR_a(c^i)) \), respectively. Let \( \lambda \in [0, 1] \) and consider a classifier \( c^j \) such that \( c^j(\lambda) = \lambda c^j(f) + (1 - \lambda) c^i(f) \), i.e., \( c^j \) is a convex combination of classifiers \( c^j \) and \( c^i \). Then \( c^j \) satisfies

1. \( \Phi_D(c^j) = \lambda \Phi_D(c^i) + (1 - \lambda) \Phi_D(c^j) \), and
2. \( u_a(c^j, BR_a(c^j)) \leq \lambda u_a(c^j, BR_a(c^i)) + (1 - \lambda) u_a(c^i, BR_a(c^i)) \).

**Proof.** The classifier \( c^j \) corresponds to rolling dice before classifying and using the classifier \( c^i \) with probability \( \lambda \) (and \( c^j \) otherwise). Hence the false-positive rate of \( c^j \) satisfies

\[
\Phi_D(c^j) = \lambda \Phi_D(c^j) + (1 - \lambda) \Phi_D(c^j).
\]

Similarly, if the attacker knew which one of the classifiers is used (i.e., the result of the dice roll), he would have been able to play the best responses \( BR_a(c^j) \) and \( BR_a(c^i) \), respectively, to achieve utility \( \lambda u_a(c^j, BR_a(c^i)) + (1 - \lambda) u_a(c^i, BR_a(c^i)) \). Since he does not have access to this information, his utility can only worsen, which proves (2).

Based on Proposition 5.1, we compute the resulting classifier by finding the optimal pair of classifiers \( c^j \) and \( c^i \), and the optimal coefficient \( \lambda \) of convex combination, such that \( \lambda \Phi_D(c^i) + (1 - \lambda) \Phi_D(c^j) \leq \phi \) and the upper bound \( \lambda u_a(c^j, BR_a(c^i)) + (1 - \lambda) u_a(c^i, BR_a(c^j)) \) on the attacker’s utility is minimized.

We represent the performance of the classifiers in the form of a 2-dimensional Pareto frontier, where each classifier \( c^j \) is assigned a point \( (u_a(c^j, BR_a(c^j)), \Phi_D(c^j)) \). We also use this Pareto frontier to establish the termination condition of the Algorithm 2. Specifically, we terminate the algorithm when the Pareto frontier does not change for \( K \) iterations, where we use \( K = 50 \) in the experiments.
Learning Rates. Finally, we discuss the learning-rate steps $\alpha$ and $\beta$ for updating weights of the neural network and lambda, respectively. We chose the values according to condition (12) from [7] such that the step decreases faster for the neural network and for $\lambda$. Since we use the same learning rates for neural networks of various sizes, we use a simple restarting mechanism whenever the false-positive value remains constant and within the distance of 0.01 from either value 0 or 1 for $L = 500$ iterations. In this case, the whole algorithm is restarted and the constants of learning rates are decreased by 10% while still satisfying the condition (12).

6 EXPERIMENTS

We now turn to the experimental evaluation of the algorithms. We first focus on synthetically generated data to examine the quality of computed strategies with varying parameters of the problem. We follow by a real-world scenario where data correspond to DNS requests and the goal is to identify anomalies caused by an attacker exfiltrating data using DNS. All algorithms were run on Intel Xeon Scalable Gold 6150 (2.7GHz) with 20 GB memory limit and 24 hours time-limit per instance. We use PyTorch to train the neural networks and Gurobi to solve LP problems.

In the experiments, we always consider three data sets: training $D_{\text{train}}$ (50% of all data points), validation $D_{\text{val}}$ (25% data points) and testing $D_{\text{test}}$ (25% data points). The training set is used to train the model, the validation set to find the model hyperparameters and thresholds (e.g., KDE bandwidth parameter $h$, thresholds for classical anomaly detectors, etc.). Finally, the testing data set is used for the final performance evaluation (and constitutes the reported results). We consider false-positive rate threshold $\phi = 0.05$.

Parameters for EDA. Based on the experimental evaluation, we use the following architecture of neural networks for the EDA algorithm. The neural networks consist of 3 fully-connected layers with $32 + 2n, 32 + 2n, 16 + 2n,$ and 1 (output) neurons, where $n$ is the dimension of the feature space. We use the ReLU activation function for all neurons except the last one, where the sigmoid function is used.

We estimate the best response $BR_A(c)$ of the attackers (line 4 of the Algorithm 2) by sampling a set $S$ of 256n attacker’s actions from $F$. Each sampled action $f_a \in S$ is then improved using hill-climbing method and the sample $f_a \in S$ with the highest reward of the attacker $u_a(c, f_a)$ is used as an estimate of $BR_A(c)$.

Method for Comparing Different Classifiers. We are interested in the quality of classifiers that is determined by the exploitability – what is a value of the best response of the attacker against the computed model. Due to the size of the problem, the best response cannot be solved optimally and we can only estimate the value of a best response. To do so, we sample the feature space with a given number of samples (2,000 · $n$ samples for the evaluation on synthetic data, 30,000 samples for the real-world data) and select the best value for the attacker (subsequent stochastic gradient descent is not used for this evaluation due to the discretization used for LP-based methods). Such a heuristic estimation of a best response does not have any theoretical guarantees. Therefore we experimentally evaluate the variance of the sampled best response. In Figure 1 we present a histogram of values of 10,000 estimations based on sampled best response with 30,000 samples used for experiments in Section 6.2. The results show that the variance of the sampled best response is rather small as the lowest value within these 10,000 estimations was 58.37 while the highest estimation was 58.75.

6.1 Evaluation on Synthetic Benign Data

We use synthetic benign data to analyze our game-theoretic models and determine and compare the performance of described algorithms for varying parameters, focusing primarily on the dimension of the feature space. We create the datasets of benign data by sampling each coordinate $f_b^i$ of a feature vector $f_b = (f_b^1, \ldots, f_b^n)$ from normal distribution $N(\mu_i, \sigma_i)$. Means $\mu_i$ are sampled from uniform distribution $U(1.6, 8.4)$ and the standard deviation $\sigma_i$ is sampled from a uniform distribution $U(1, 1.25)$. By repeating the process (for fixed $\mu_i$ and $\sigma_i$), we generate a dataset of 1000n samples. We consider that the reward function $R$ of the attacker is a sum of individual features from the feature vector $f_a$, $R(f_a) = \sum_{i=0}^{n} f_a^i$.

6.1.1 Algorithm Scalability. We first examine the scalability of the methods with the increasing dimension of the feature space. Table 1 presents the mean running times (5 runs). The number of discrete steps in each dimension is decreasing for the LP-based method in order to compensate for the exponential number of variables/constraints. The results show that while LP-based method is faster for smaller dimensions, the computation time required to construct the LP is increasing with the dimensions due to the computation of the density w.r.t. to KDE that is necessary for keeping the false-positive rate close to the desired value. Note that we were unable to run the LP-based method for $n = 10$ within 24 hours deadline. On the other hand, EDA was able to converge in all instances within the time limit, including the case with dimension $n = 20$ that took slightly more than 14 hours to converge on average. Note however that the majority of the computation time of EDA was spent in the best-response computation. Already for 3 dimensions,
we compare only two algorithms – EDA and the LP-based method. We are unable to approximate the value of the game closely. Thus, possibly GPU-based, best-response computation, the computation time of EDA can be significantly reduced.

6.1.2 Solution Quality. Next, we compare the quality of computed classifiers. Since each randomly-generated instance may have a different game value, we use the concept of relative regret to compare the performance of the classifiers across different instances. We define the relative regret of two classifiers $c$ and $c_{base}$ as

$$\text{RelReg}(c, c_{base}) = 100 \frac{BR_d(c) - BR_d(c_{base})}{BR_d(c_{base})},$$

(16)

where $BR_d(c) = \max_{f_a \in F} u_a(c, f_a)$. The value $\text{RelReg}(c, c_{base})$ states how much the defender regrets choosing classifier $c$ compared to $c_{base}$. In case the value is negative, the quality of classifier $c$ is better compared to the baseline.

Identity Transformation Function. First, we compare EDA and LP in a simple scenario where the observation transformation function is an identity. In this case, we can closely approximate the optimal value using CFS. Figure 2(left) depicts relative regrets of LP and EDA compared to CFS. With the increasing dimension, the problem gets more complicated, thus the relative regret for each of the algorithm increases. However, while for the EDA the increase is not that dramatic and the mean value even for the feature space of dimension 20 is 6.46%, the relative regret for the LP-based method increases more dramatically, and even for dimension 5 exceeds 15%.

Next, we compare what is the false-positive rate of the algorithms on testing data. Table 2 shows the results, and both algorithms are able to find a classifier that keeps the desired false-positive rate close to 0.05.

General Transformation Function. For the more general case, we are unable to approximate the value of the game closely. Thus, we compare only two algorithms – EDA and the LP-based method. Figure 2(right) depicts the relative regret showing that EDA produces significantly better classifiers compared to the LP-based method (the best response value of the attacker against EDA is significantly lower compared to the value against LP-based strategy). The main reason is that the discretization is much more coarse for higher dimensions. Moreover, since the LP has a hard constraint on the false-positive rate, the probability of detection for large cells created by the discretization has to be low and the attacker can exploit it more and achieve a better value. The second reason is that using KDE smoothing of input data can increase the density of benign data in some cells compared to original data. Comparison of the false-positive rates in Table 2 shows that due to coarse discretization in LP and transformation function, the EDA method is significantly better in maintaining the desired false-positive rate on testing data.

6.1.3 EDA Convergence. Figure 3 presents a typical learning curve of EDA during the training. There are two clear trends – first, the algorithm converges fairly quickly and already in iteration 250 the best response of the attacker decreases very close to the final value. Note that afterward, both the best response value of the attacker and the false-positive rate oscillate in opposite directions. This is expected since with increased false-positive rate the classifier is less exploitable and vice versa. Such an oscillation generates many points for the Pareto frontier from which the final classifier is selected (see Section 5.3).

6.2 Case Study: Comparison with Classical Anomaly Detectors over Data Exfiltration Problem

As the final experiment, we compare the performance of the EDA method in a real-world setting against standard anomaly detectors. We focus on the data exfiltration case via DNS protocol and use anonymized real-world 20,000 DNS queries. When the attacker is exfiltrating data via DNS queries, he splits data into parts and repeatedly encodes part of data as a part of the query (e.g., a third-level in a domain). We aggregate queries in a 20s time interval based on a common second-level domain. For simplicity, we consider only three features for this problem – the sum of lengths of all queries in a group within the time interval, the sum of entropy, and the number of special symbols. Reward function of the attacker should correlate with the amount of exfiltrated data and thus we approximate it as a multiplication of the first two feature values while the third feature does not affect the reward function.

We compare EDA with traditional anomaly detectors. We have chosen four well-known models: Principal Component Analysis (PCA), Isolation Forest (IF), K-nearest neighbors with largest (KNN) distances to the k-th neighbor as the outlier score and cluster-based local outlier factor (CBLOF) algorithm. We have used PyOD toolkit [30] with the implementations of these models.

Table 3 shows the results of all the classifiers sorted based on the performance against the best responding opponent (sample-based best response with 30,000 samples). The results show that even in such a simple scenario, our EDA method outperforms all standard non-adversarial methods. The best non-adversarial anomaly detector, PCA, is much more exploitable compared to EDA and the expected
We present a novel game-theoretic model for detecting anomalous
work demonstrates that using game-theoretic algorithms, such as
value, the better is the action for the attacker and this is the reward
anomaly detectors on real-world DNS data exfiltration problem. Our
pared to existing LP-based methods and also outperforms standard
results show that our algorithm scales to larger dimensions com-
neural network in order to minimize the exploitability. Experimental
a recent algorithm that trains a randomized classifier based on a
the attacker, and the goal is to solve problems with multidimensional
rate of the detector, the defender cannot fully observe the action of
events caused by the attacker. There are four key characteristics of
7 CONCLUSION
best response utility of the attacker is almost 150% of the value
against EDA. Moreover, the second column shows the reward values
\( R(f_0^*) \) for the best-response action of the attacker – the higher the
value, the better is the action for the attacker and this is the reward
if this particular action is not investigated by the anomaly detector.
Since EDA takes goals of the attacker into consideration, the classi-
ifier forces the attacker to choose best response actions with lower
reward.

Figure 2: (left) Relative regret of LP and EDA compared to the optimal game-values computed with CFS identity transformation
function \( T \); (right) Relative regret of EDA compared to LP for general transformation function \( T \).

Figure 3: Visualisation of the convergence of variable \( \lambda \), current
false positive rate \( \hat{p}_f \), and current best response value estimation \( u_0 \) for EDA during learning (the convergence is for the case study scenario).

exploitability descent, can be used for adversarial anomaly detect-
but also adversarial machine learning in general and thus opens
possibilities of adapting this approach to other domains.
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