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Abstract—This paper addresses the problem of improving face recognition accuracy for local phase quantization (LPQ) descriptor, introduced by Ojansivu et al. in 2008, when normalizing face images under varying conditions. To do this, we propose to apply difference of Gaussians (DoG) for normalizing face images before encoding the obtained images by LPQ and classifying by support vector machines. Experimental results on three databases (the FEI, FERET, and ORL database of faces databases) demonstrated the improvement of the proposed approach from 0.89% to 17.50% compared to LPQ and other descriptors (CS-LBP, LBP, LDP, LTP, and RLB) and a combination of them with illumination preprocessing methods (DoG, histogram equalization, Gradient faces, self-quotient image, Tan and Triggs, and Weber-face) using the same classification technique. These results indicated that the introduced approach was robust against variations in illumination, pose, expression, occlusion, scale, and age.

Index Terms—Face recognition, difference of Gaussians, local phase quantization, support vector machines.

I. INTRODUCTION

The problems of face recognition under varying environmental conditions remain great challenges (variation of lighting, blur, age, and pose) for computer vision [1], [2]. To overcome these challenges, face recognition systems need robust feature extraction methods, which can reduce the effect from mentioned variations.

Recently, local phase quantization (LPQ) [3], [4], first introduced by Ojansivu et al. in 2008, has been shown to be robust to blur and to be better than local binary patterns (LBP) [5] in texture classification and face recognition [6]–[8]. However, it still exists limits when recognizing face images under variations in lighting, age, and pose. In [7], authors proposed to use LBP and LPQ for a histogram-based feature extraction and concatenated into a feature vector to be used as a face descriptor. The results conducted on two databases (Yale and AR) indicated that this approach was better than single methods respect to illumination, expression, and occlusions changes. In [9], authors combined Gabor filter, LBP, and LPQ to represent the face images. The results on the CMU-PIE and Yale B databases shown that this approach is robust to illumination and expression changes. In [1], Tran et al. indicated that face images preprocessed by the Tan and Triggs (TT) [10] method and extracted characteristic by LPQ was more robust to varying illumination conditions. As can be seen, most of the previous researches focus on combining LPQ with other methods to improve the performance of face recognition under several varying conditions.

In this study, a difference of Gaussians (DoG) method [11]–[13] is applied to preprocess face images before extracting the obtained images by LPQ and classifying by support vector machines (SVM) [14]–[17]. The efficiency of the proposed approach was demonstrated by comparing to center-symmetric local binary patterns (CS-LBP) [18], LBP, local directional pattern (LDP) [19], local ternary patterns (LTP) [10], and rotated LBP (RLBP) [20] descriptors and a combination of them with DoG, histogram equalization (HE) [21], gradient faces (GF) [22], self-quotient image (SQI) [23], TT, and Weber-face (WF) [24] methods. Experimental results on the FEI [25], [26], FERET [27], and ORL database of faces (ORL) [28] databases indicated that the proposed approach yielded higher results compared to mentioned methods.

The rest of paper is organized as follows: In the next section, a brief review of related works is presented. Materials and methods are described in Sections III. Section IV presents the experimental results and analysis. Finally, the conclusion is drawn in Section V.

II. RELATED WORK

A. Difference of Gaussians

Difference of Gaussians (DoG) [11], [12] is an edge-feature enhancement algorithm from an input image based on the subtraction of one blurred version of an original image from another, less blurred, version of the original. The blurred images are obtained by convolving the original images with Gaussian kernels having two different standard deviations.

Smoothed images \( g_1 \) and \( g_2 \) obtain by convolving the original image \( F \) with Gaussian kernels of two different widths \( \sigma_1 \) and \( \sigma_2 \), respectively:

\[
g_1(x, y) = \frac{1}{\sqrt{2\pi\sigma_1^2}} \exp\left(-\frac{x^2 + y^2}{2\sigma_1^2}\right) F(x, y) \quad (1)
\]

\[
g_2(x, y) = \frac{1}{\sqrt{2\pi\sigma_2^2}} \exp\left(-\frac{x^2 + y^2}{2\sigma_2^2}\right) F(x, y) \quad (2)
\]

The resulting image \( D \) is defined as

\[
D_{\sigma_1, \sigma_2}(x, y) = g_1(x, y) - g_2(x, y)
\]

\[
= \left(\frac{1}{\sqrt{2\pi\sigma_1^2}} \exp\left(-\frac{x^2 + y^2}{2\sigma_1^2}\right) - \frac{1}{\sqrt{2\pi\sigma_2^2}} \exp\left(-\frac{x^2 + y^2}{2\sigma_2^2}\right)\right) F(x, y) = \text{DoG}* F(x, y).
\]
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B. Local Phase Quantization Descriptor

The local phase quantization (LPQ) descriptor was first proposed by Ojansivu and Heikkila for texture description [4]. It is designed based on quantizing the Fourier transform phase in local neighborhoods. Recently, it has widely used in face recognition and proven to be a very efficient descriptor to blurred face image compared to other descriptors such as LBP, LDP [1], [7], [9].

1) Fourier transform phase

In digital image, a discrete model for spastically shift-invariant blurring of an ideal image \( f(z) \) can be expressed as

\[
g(z) = f(z) * h(z) + n(z), \tag{4}
\]

where \( z \) is a vector of coordinates \( [x, y]^T \), \( g(z) \) is an observed image, \( h(z) \) is the point spread function (PSF) of the system, \( n(z) \) is an additive noise function, and \( * \) denotes 2-D convolution.

In the LPQ feature model, the PSF is the centrally symmetric and the additive noise is ignored, so Formula 4 can be written as

\[
g(z) = f(z) * h(z), \tag{5}
\]

In the Fourier domain, Formula 5 corresponds to

\[
G(u) = F(u) * H(u), \tag{6}
\]

where \( G(u) \), \( F(u) \), and \( H(u) \) are the discrete Fourier transforms (DFT) of the observed image \( g(z) \), the ideal image \( f(z) \), and the point spread function \( h(z) \). Formula 6 can be separated into the magnitude and phase parts, which can be expressed as follows:

\[
|G(u)| = |F(u)| * |H(u)|, \tag{7}
\]

\[
\angle G(u) = \angle F(u) + \angle H(u). \tag{8}
\]

In LPQ, the PSF \( h(z) \) is considered as centrally symmetric, namely, \( h(z) = h(-z) \), its Fourier transform is real-valued and its phase is only a two-valued function, given by

\[
\angle H(u) = \begin{cases} 0 & \text{if } H(u) \geq 0 \\ \pi & \text{if } H(u) < 0. \end{cases} \tag{9}
\]

As above mentioned, the LPQ method is designed based on the blur invariance property of the Fourier phase spectrum. It uses a short-term Fourier transform (STFT) to extract the local phase information, which is given by the following equation:

\[
F(u, z) = \sum_{y \in N_c} f(z - y) e^{-j2\pi u y}, \tag{10}
\]

where \( u \) is a vector of frequency coordinates \( [u_x, u_y]^T \) and \( N_c \) is a local neighborhood at each pixel position \( z \).

In the LPQ method, only four complex coefficients are considered, such as \( u_1 = [k, 0]^T \), \( u_2 = [0, k]^T \), \( u_3 = [k, k]^T \), and \( u_4 = [k, -k]^T \), where \( k \) is a scalar frequency that satisfies \( H(u) \geq 0 \). For each pixel position, this results in a vector as follows:

\[
F_z = [F(u_1, z), F(u_2, z), F(u_3, z), F(u_4, z)], \tag{11}
\]

\[
G_z = [Re(F_z), Im(F_z)]^T. \tag{12}
\]

where \( \text{Re}[..] \) and \( \text{Im}[..] \) return real and imaginary parts of a complex number, respectively.

2) Decorrelation process

To remove the correlations but leaves variances intact, authors [3], [4] proposed to decorrelate \( G_z \) by using a whitening transform:

\[
G_z = V^T G_z, \tag{13}
\]

where \( V \) is an orthonormal matrix derived from the singular value decomposition (SVD) of the matrix \( D \) that is formulated as follows:

\[
D = WCW^T \quad \text{with} \quad W = [\text{Re}(u_1); \text{Im}(u_1); \text{Re}(u_2); \text{Im}(u_2); \text{Re}(u_3); \text{Im}(u_3); \text{Re}(u_4); \text{Im}(u_4)]^T, \tag{14}
\]

where \( C \) is the covariance matrix of all \( M \times M \) samples in \( N_c \), which can be expressed as bellows:

\[
C = \begin{bmatrix} 1 & \sigma_{12} & \cdots & \sigma_{1M} \\ \sigma_{21} & 1 & \cdots & \sigma_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{M1} & \sigma_{M2} & \cdots & 1 \end{bmatrix}, \tag{15}
\]

where \( \sigma_{ij} \) is the covariance between positions \( z_i \) and \( z_j \). It is computed by

\[
\sigma_{ij} = \rho |z_i - z_j|, \tag{16}
\]

where \( \rho \) is the correlation coefficient between adjacent pixel values and \( \| : \| \) denotes L2 norm. In this study, \( \rho \) is set to 0.9.

3) Local phase quantization

The local phase quantization is processed with two steps:

Step 1: The phase information in the Fourier coefficients at pixel \( z \) is represented as binary values based on the signs of the real and imaginary parts of each component in \( G_z \) (with or without the decorrelation process).

\[
q_j(z) = \begin{cases} 1, & \text{if } g_j(z) \geq 0 \\ 0, & \text{otherwise} \end{cases}. \tag{17}
\]

where \( g_j(z) \) is the \( j \)-th component of the vector \( G_z \).

Step 2: the LPQ pattern of pixel \( z \) is encoded by converting into a decimal number. It is done as follows:

\[
f_{LPQ}(z) = \sum_{j=1}^{8} q_j(z) 2^{j-1}. \tag{18}
\]

C. Support Vector Machines

![Fig. 1. Maximum-margin hyper-plane and margins for an SVM trained with samples from two classes.](image)
This section will briefly introduce about the key points of support vector machines (SVM) for binary and the extension of it to resolve general multi-class classification problems. For details of the SVM method, the reader can be found e.g. in [14–16], [29], [30]. Fig. 1 is a visual illustration about maximum-margin hyper-plane and margins for an SVM trained with samples from two classes.

1) Binary classification

SVM performs a classification between two classes by finding a hyper-plane that has maximum distance to the closest points in the training set which are termed support vectors. Given a labeled training set of points \( D = \{ (x_i, y_i) | x_i \in \mathbb{R}^n, y_i \in \{\pm 1\} \}_{i=1}^m \), where \( x_i \) is a data point, \( y_i \in \{-1, +1\} \) and \( m \) is the total number of data points for two class case. In the case of classification of linearly separable data, the learning stage will finds the parameters \( w \) and \( b \) (\( w \) is a vector and \( b \) is a bias) of a hyper-plane (a discriminant or decision function), which separating the dataset and satisfying:

\[
 w \cdot x + b = 0, \tag{17}
\]

Subject to \( y_i (w \cdot x_i + b) \geq 1, \forall i = 1, \ldots, m \).

Instead of solving (18) one deals with the Lagrange function:

\[
 L(w, b, \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{m} \alpha_i \left[ y_i (w \cdot x_i + b) - 1 \right], \tag{19}
\]

Subject to \( \alpha_i \geq 0, \forall i = 1, \ldots, m \), where \( \alpha_i \) denotes Lagrange variables.

Formula 19 can be solved by the Wolfe dual problem [31]:

\[
 \max_{\alpha} \quad \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j), \tag{20}
\]

Subject to \( \alpha_i \geq 0, \forall i = 1, \ldots, m \) and \( \sum_{i=1}^{m} \alpha_i y_i = 0 \).

The Karush Kuhn-Tucker theorem guarantees that the solution of (20) is exactly the same as of (19) and has the form as follows:

\[
 w = \sum_{i=1}^{m} \alpha_i y_i x_i, \tag{21}
\]

Which is leading to a decision function of the form

\[
 f(x) = \text{sgn} \left( \sum_{i=1}^{m} \alpha_i y_i (x \cdot x_i) + b \right). \tag{22}
\]

2) The optimal hyper-plane for non-separable data

Real-life data is often noisy, so in order to this issue (non-separable cases), a soft margin is used:

\[
 y_i (w \cdot x_i + b) \geq 1 - \xi_i, 0 \leq \xi_i \leq 1, \forall i = 1, \ldots, m, \tag{23}
\]

where \( \xi_i \) is a slack variable. The objective function is also modified by adding a term that penalizes nonzero \( \xi_i \) and optimization becomes a trade-off between the margin and the penalty

\[
 \min_{w, b, \xi} \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i, \tag{24}
\]

Subject to \( y_i (w \cdot x_i + b) \geq 1 - \xi_i, \xi_i \geq 0, \forall i = 1, \ldots, m \), where \( C \) is a parameter for balancing errors and generalization capability in the SVM.

Similarly as for the separable case, we can solve Formula 24 by maximizing the same Wolfe dual as before, under a different constraint [32]:

\[
 \max_{\alpha} \quad \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j), \tag{25}
\]

Subject to \( 0 \leq \alpha_i \leq C, \forall i = 1, \ldots, m \) and \( \sum_{i=1}^{m} \alpha_i y_i = 0 \).

3) Non-linear SVM

Real-life data can be not separable and we cannot use SVM to classify. Here are non-separable and non-linearly separable cases. This problem can be solved by transforming the data into a higher-dimensional feature space based on a mapping function \( \Phi \) and replacing the dot products in (25) by the kernel function (26). This is hoped to can help the data become more easily separated or better structured.

\[
 K(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle. \tag{26}
\]

\[
 \max_{\alpha} \quad \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j K(x_i, x_j), \tag{27}
\]

Subject to \( 0 \leq \alpha_i \leq C, \forall i = 1, \ldots, m \) and \( \sum_{i=1}^{m} \alpha_i y_i = 0 \).

Here are three widely used kernel functions:

- Polynomial kernel:

\[
 K(x_i, x_j) = (x_i \cdot x_j + 1)^d. \tag{28}
\]

- Radial basis function kernel:

\[
 K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2). \tag{29}
\]

- Sigmoid kernel:

\[
 K(x_i, x_j) = \tanh(k x_i \cdot x_j - \delta). \tag{30}
\]

4) Multi-class classification

There are two popular strategies for solving multi-class (k-class) problems with binary SVM classifiers: one-versus-one and one-versus-all approaches.
(i) In the one-versus-one (pairwise) approach, in order to classify \( k \) classes, we need to implement \( k(k-1)/2 \) different binary classifiers. Each of binary classifier (SVM) will separate a pair of classes. The pairwise classifiers are arranged in trees, where each tree node represents an SVM.

(ii) In the one-versus-all approach, in order to classify \( k \) classes, we need to construct \( k \) different binary classifiers (\( k \) SVM are trained). Each of SVM separates a single class from all remaining classes.

III. MATERIALS AND METHODS

A. Local Descriptor Based Histogram Features

Once local descriptors are applied for every pixel, a histogram-feature vector of the encoded image can be constructed. However, in order to increase the classification accuracy of a face recognition system, the encoded image is first divided into \( M \times N \) regions. A histogram is then constructed for every region. This means that each region is represented by a histogram. The regional histograms are final concatenated into one big histogram representing the whole image. Fig. 2 displays an example of this approach. Fig. 2(a) depicts for a facial image encoded by LPQ and divided into 10 \( \times \) 10 non-overlapping regions. Fig. 2(b) is an example of the regional histograms. Fig. 2(c) illustrates for a single histogram representing the whole image.

![Fig. 2. An example of feature extraction approach.](image)

B. Data Input

For evaluation of performance improvement, the proposed method was tested on three databases: the FEI, FERET, and ORL database of faces (ORL) databases. The brief information of them is presented as follows.

The FEI face database is a Brazilian face database that consists of 14 color images for 200 individuals. Original images are 640 \( \times \) 480 pixels and contain variations in pose, expressions, lighting, and scale. In this study, a cropped frontal image set, which has 400 grayscale images of size 193 \( \times \) 162 pixels for 200 individuals (2 images of each), was used. Sample images from this set are displayed in Fig. 3.

![Fig. 3. The sample images of the cropped frontal image set.](image)

The FERET face database is a complex and large-scale database. It has widely used to examine the facial recognition performance of methods. This database is partitioned into five sub-sets (fa, fb, fc, dup I, dup II) for standard evaluations. The fa set includes 1196 images and was used for training phase. The fb set consists of 1195 expression variation images. The fc set contains 194 illumination variation images. The dup I and dup II sets have 722 and 234 aging variation images, respectively. Sample images from five sub-sets are shown in Fig. 4.

![Fig. 4. The images of the FERET database. First row is the images of fa set. Second row is the images of fb set. Third row is the images of fc set. Fourth row is the images of dup I set. Last row is the images of dup II set.](image)

The ORL database consists of 400 grayscale face images 40 individuals. Images are of size 92 \( \times \) 112 pixels and contain variations in pose, expressions, occlusion, and scale. Fig. 5 displays the sample images of this database.

![Fig. 5. The sample images of the ORL database.](image)

C. Proposed Approach

Difference of Gaussians (DoG) is an effective illumination preprocessing method to extract illumination components from the face images. Most of the previous researches focus on using this method to improve the preformation of face recognition under varying lighting conditions. In this paper, the DoG method is first applied to enhance edge-based features from face images. Next, the LPQ descriptor is applied after to extract the features of DoG-images. Final, the SVM classifier is performed for classification. The implementation of proposed approach is displayed in Fig. 6 as follows:

![Fig. 6. Block diagram of the proposed face recognition system.](image)
IV. RESULTS AND DISCUSSION

A. Experimental Settings

In this study, the available functions of Matlab version R2014b were used. In order to classify the face images, the fitcecoc and predict functions with SVM models using the “one versus all” encoding scheme was used. The experimental results were implemented using the same classification technique. To extract the histogram features, the encoded images of the ORL, FERET and FEI databases were divided into 10 × 10 and 8 × 8 blocks.

For the DoG method, the parameters σ₁, σ₂ were set to 1 and 2, respectively. For the GF method, the number of neighbors was eight, and the parameter σ was set to 0.75. For the HE method, the number of discrete gray levels was set to 64. For the WF method, the number of neighbors was eight, the parameter α was set to 1, and the output result was normalized to the eight-bit interval. For the DoG method, the parameters σ₁, σ₂ were set to 1 and 2, respectively. For the GF method, the number of neighbors was eight, and the parameter σ was set to 0.75. For the HE method, the number of discrete gray levels was set to 64. For the WF method, the number of neighbors was eight, the parameter α was set to 1, and the output result was normalized to the eight-bit interval. For the LDP method, it had the highest recognition rate of 58.80% when combined with GF method. For the LBP method, it reached the highest recognition rate of 72.38% when combined with TT method and the lowest recognition rate of 58.83% when combined with GF method. For the LBP method, it had the highest recognition rate of 69.42% when combined with TT method and the lowest recognition rate of 54.85% when combined with GF method. For the LTP method, it got the highest recognition rate of 73.48% when combined with DoG method and the lowest recognition rate of 58.31% when combined with GF method. For the RLBP method, it got the highest recognition rate of 67.87% when combined with DoG method and the lowest recognition rate of 34.91% when combined with SQI method. Comparing the highest results, it could be seen that the LTP method (TT followed by LTP) achieved the best performance, with recognition rates of 73.48% compared to 69.80%, 72.38%, 69.42%, and 67.87% for CS-LBP (TT followed by CS-LBP), LBP (TT followed by LBP), LDP (TT followed by LDP), and RLBP (DoG followed by RLBP), respectively.

Table III shows the accuracy of the LPQ and LPQ combined with DoG methods. In order to demonstrate the performance of proposed approach compared with LPQ, the recognition rate of sub-sets are presented in this table. The results revealed that the proposed approach got recognition rates significantly better than LPQ.

A comparison of the results from Tables II and III showed that the average accuracy of our approach achieved 76.39% while the highest average accuracy of CS-LBP (TT), LBP (TT), LDP (TT), LTP (DoG), and RLBP (DoG) reached 69.80%, 72.38%, 69.42%, 73.48%, and 67.87%, respectively. These results indicated that our approach had the highest performance.

As shown in the first row of Table I, the CS-LBP combined with DoG and GF methods reached the highest recognition rate of 71.50%, while this method was combined with TT method got the lowest recognition rate of 58.50%. For the LBP method, similarity, it obtained the highest recognition rate of 72.50% when combined with GF method and the lowest recognition rate of 58.00% when was combined with WF method. For the LDP method, it achieved the best performance, 63.00%, when was combined with HE method and the lowest performance, 54.00%, when was combined with TT method. For the LTP method, it delivered the highest recognition rate of 72.50% when was combined with GF method and the lowest recognition rate of 58.00% when was combined with WF method. For the RLB method, it acquired the highest recognition rate of 56.00% when was combined with SQI method and the lowest recognition rate of 43.50% when was combined with TT method. For the LPQ method, a combination of DoG and LPQ provided the highest recognition rate of 73.50%, which was 8.50% higher than that of LPQ without using illumination treatment methods. Of the highest accuracies obtained, our method (DoG + LPQ) achieved a higher recognition accuracy than the related methods of 1.00% to 17.50%.

C. Experimental Results on the FERET Database

Tables II and III show the recognition rates of methods conducted on the FERET database. In this study, the fa set were used for training, while the other sets was chosen for testing. The result was an average value of the results obtained from each testing set. From the presented results in Table II, it could be seen that the CS-LBP method achieved the highest recognition rate of 69.80% when combined with TT method and the lowest recognition rate of 58.00% when combined with GF method. For the LBP method, it reached the highest recognition rate of 72.38% when combined with TT method and the lowest recognition rate of 58.83% when combined with GF method. For the LBP method, it had the highest recognition rate of 69.42% when combined with TT method and the lowest recognition rate of 54.85% when combined with GF method. For the LTP method, it got the highest recognition rate of 73.48% when combined with DoG method and the lowest recognition rate of 58.31% when combined with GF method. For the RLBP method, it got the highest recognition rate of 67.87% when combined with DoG method and the lowest recognition rate of 34.91% when combined with SQI method. Comparing the highest results, it could be seen that the LTP method (TT followed by LTP) achieved the best performance, with recognition rates of 73.48% compared to 69.80%, 72.38%, 69.42%, and 67.87% for CS-LBP (TT followed by CS-LBP), LBP (TT followed by LBP), LDP (TT followed by LDP), and RLBP (DoG followed by RLBP), respectively.

Table III shows the accuracy of the LPQ and LPQ combined with DoG methods. In order to demonstrate the performance of proposed approach compared with LPQ, the recognition rate of sub-sets are presented in this table. The results revealed that the proposed approach got recognition rates significantly better than LPQ.
D. Experimental Results on the ORL Database

Tables IV - IX list the accuracy of the methods conducted on the ORL database. The results listed in Table IV indicated that for a combination of CS-LBP and illumination pretreatment methods, they obtained negative results for all most case. This problem also come to LBP (see Table V) and LTP (see Table VII). For the LDP method, it reached the highest average rate of 94.06% when was combined with HE but got a negative result for the case of 6 training images. Similarly to the LDP method, the RLBP method had the highest average rate of 92.24% when was combined with TT but got a negative result for the case of 6 training images.

Table IX displays the results of the LPQ and DoG + LPQ methods. Comparing the results of the LPQ method without using illumination pretreatment methods with that of other methods (see Tables IV ÷ VII), it could be easily seen that the LPQ provided the highest rates. Comparing the results of the LPQ and DoG + LPQ methods (see Table IX), it could be indicated that the DoG + LPQ method produced recognition rates better than that of the LPQ method. This implied that proposed method (DoG + LPQ) reached the highest recognition rate compared to other methods.

| Method | None | DoG | GF | HE | SQI | TT | WF |
|--------|------|-----|----|----|-----|----|----|
| CS-LBP | 66.42 | 67.87 | (58.00) | (65.97) | (64.76) | 69.80 | (58.36) |
| LBP    | 68.51 | 72.37 | (58.83) | (67.89) | (61.60) | 72.38 | (65.11) |
| LDP    | 64.03 | 68.30 | (54.85) | (61.20) | (60.92) | 69.42 | (61.58) |
| LTP    | 68.26 | 73.48 | (58.31) | (67.74) | (66.14) | 72.83 | (59.31) |
| RLBP   | 43.46 | 67.87 | (37.68) | 45.05  | (34.91) | (39.54) | (34.53) |

**Abbreviations:** DoG + LPQ means LPQ combined with DoG.
Comparing the results listed in Tables I-IX, the following observations can be made from these results:

- The results of the CS-LBP, LBP, LDP, LTP, RLBP methods were often better than those of other methods when combined to the illumination pretreatment methods. This indicated that the mentioned illumination pretreatment methods were not suitable for improving the accuracy of classification of above methods under variations of pose, expression, occlusion, scale, and age.

- Comparing to the highest average accuracies of methods, the results of proposed approach conducted on three databases were higher than that of mentioned descriptors and a combination of them and illumination preprocessing methods from 0.89% to 17.50%.

- Comparing to the average accuracies of the LPQ method and the proposed method demonstrated that the proposed method increased the accuracy of the classification from 0.58% to 16.14% compared to that of the LPQ method.

In summary, it was clear that applying DoG to normalize the face images and SVM to classify enhanced the robustness and accuracy of face recognition based on LPQ. Thus, our method can be comparable in performance to all methods which mentioned in this study.

V. CONCLUSION

In this study, in order to improve performance of a face recognition system using LPQ based features, we proposed a new approach as follows: (i) normalize the face images using the difference of Gaussians (DoG) method; (ii) extract the features of the obtained images using the LPQ descriptor; and (iii) classify by support vector machines classifier. Experiments on the FEI, FERET, and ORL databases indicated that our approach got better results than that of mentioned descriptors (CS-LBP, LBP, LDP, LTP, and RLBP) and a combination of them and illumination preprocessing methods (DoG, GF, HE, SQI, TT, and WF). Thus, it could be postulated that the introduced approach was robust against variations in illumination, pose, expression, occlusion, scale, and age.
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