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Abstract

We prove the Bonnet theorem for statistical manifolds, which states that if a statistical manifold admits tensors satisfying the Gauss–Codazzi–Ricci equations, then it is locally embeddable to a flat statistical manifold (or a Hessian manifold). The proof is based on the notion of statistical embedding to the product of a vector space and its dual space introduced by Lauritzen. As another application of Lauritzen’s embedding, we show that a statistical manifold admitting an affine embedding of codimension 1 or 2 is locally embeddable to a flat statistical manifold of the same codimension.
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1 Introduction

A statistical manifold \((M, g, \nabla)\) is a \(C^\infty\)-manifold endowed with a Riemannian metric \(g\) and a torsion-free affine connection \(\nabla\) such that \(\nabla g\) is totally symmetric. In information geometry, statistical structures naturally appear as the geometric structure on the space of probability distributions and play an important role in the geometric treatment of statistical problems such as statistical inference (see [1–3,9,11]).

From the viewpoint of differential geometry, statistical manifolds can be considered as generalization of Riemannian manifolds since a Riemannian manifold with the Levi-Civita connection \((M, g, \nabla^g)\) is an example of a statistical manifold. However, there arises a crucial difference when we consider the notion of “flatness”. A statistical
manifold \((M, g, \nabla)\) is called flat when \(\nabla\) is a flat connection; we do not assume that \(g\) is a flat metric. Then, the symmetry property of \(\nabla g\) imposes that \(g\) is locally the Hessian of a function: \(g = \nabla^2 \psi\). Thus, a flat statistical manifold is equivalent to a so-called Hessian manifold, and its local structure is not unique unlike the flat models in Riemannian or other Cartan geometries, which are homogeneous spaces; see \([6,17]\) for expositions of Cartan geometry.

In Riemannian geometry, a fundamental problem is the isometric embedding problem of Riemannian manifolds into the Euclidean spaces, and one can pose the corresponding problem for statistical manifolds. Lê \([14]\) solved this problem and proved that any statistical manifold can be locally embedded to a flat statistical manifold of sufficiently large dimension; see also \([3]\). This is a statistical analogue of the Nash embedding theorem in Riemannian geometry.

In this paper, we consider a statistical analogue of the Bonnet theorem, which is a fundamental theorem in the submanifold theory in Riemannian geometry. A submanifold in the Euclidean space inherits the induced metric (the first fundamental form) and an extrinsic curvature called the second fundamental form. These quantities satisfy algebraic and differential equations called the Gauss–Codazzi–Ricci equations. The classical Bonnet theorem asserts that conversely if a Riemannian manifold admits tensors with the Gauss–Codazzi–Ricci equations, then it is locally embedded isometrically to the Euclidean space; see e.g., \([8]\). For a submanifold of a flat statistical manifold, we can also define the induced statistical structure \((g, \nabla)\) and extrinsic curvature quantities \(h^a_{ij}, h^a_{aij}, \tau^a_{bi}\) with the Gauss–Codazzi–Ricci equations; see \((3.6)\). The goal of this paper is to prove the following Bonnet theorem for statistical manifolds:

**Theorem 1.1** Let \((M, g, \nabla)\) be an \(n\)-dimensional statistical manifold and \(r\) a positive integer. If there exist tensors

\[
(h^a_{ij}) \in \Gamma(S^2T^*M \otimes \mathbb{R}^r), \quad (h^a_{aij}) \in \Gamma(S^2T^*M \otimes (\mathbb{R}^r)^*), \quad (\tau^a_{bi}) \in \Gamma(T^*M \otimes \mathbb{R}^r \otimes (\mathbb{R}^r)^*),
\]

which satisfy the Gauss–Codazzi–Ricci equations \((3.6)\), then \(M\) is locally embeddable to a flat statistical manifold of dimension \(n + r\).

Bonnet-type theorems are proved in various geometries such as conformal and CR geometries \([4,5]\). These theorems asserts that if a manifold admits tensors satisfying certain differential equations then it is locally embeddable to the flat model of the geometry. The flat model in these geometries are homogeneous spaces, and the proofs are given by the construction of some fiber bundle with a flat connection whose typical fiber is the homogeneous space. However, as noted above, the local structure of flat statistical manifolds is not unique and it is not given by a homogeneous space. This prevents us from applying the usual technique to prove Bonnet-type theorems used in other geometries.

We overcome this difficulty by invoking the notion of statistical embedding to the product of mutually dual vector space \(V \times V^*\), introduced by Lauritzen \([13]\). A key step in the proof of Theorem 1.1 is to establish that the embeddability to \(V \times V^*\) in the sense of Lauritzen is in fact locally equivalent to the embeddability to a flat statistical manifold (Theorem 2.2). This equivalence has an immediate application to the embeddability of statistical structures \((g, \nabla^{(\alpha)}) (\alpha \in \mathbb{R})\); see Proposition 2.3.

 Springer
We also have an application of Theorem 2.2 to affine embeddings of statistical manifolds. There have been studies of statistical manifolds from the viewpoint of affine differential geometry [7,12,15,16]. There is a notion of embedding of statistical manifolds to affine spaces of codimension 1, 2 and the affine embeddability is closely related to the generalized conformal structures on statistical manifolds (see [7,12,15]). However, in the affine embedding, the metric $g$ is defined by the second fundamental form instead of the induced metric, so its relation to the usual statistical embedding is not clear at once. In this paper, we prove that the affine embeddability implies the embeddability to a flat statistical manifold:

**Theorem 1.2** Let $r = 1, 2$. If an $n$-dimensional statistical manifold $(M, g, \nabla)$ admits a local affine embedding to $\mathbb{R}^{n+r}$, then it is locally embeddable to a flat statistical manifold of dimension $n + r$.

The proof is given by the application of Theorem 2.2 to the pair of the affine embedding and its dual (conormal) embedding; see Sect. 2.5 for detail.

This paper is organized as follows: in Sect. 2, we review some notions on statistical manifolds and prove the equivalence (Theorem 2.2) of the usual embeddability to a flat statistical manifold and that of Lauritzen. Then, we apply this fact to affine embeddings and prove Theorem 1.2. In Sect. 3, we define extrinsic curvature quantities on submanifolds in a flat statistical manifold and derive the Gauss–Codazzi–Ricci equations. Finally, we prove the Bonnet theorem (Theorem 1.1) based on Theorem 2.2.

**Notations:** We adopt Einstein’s summation convention. The indices $i, j, k, l$ are used for tensors on the (sub)manifold $M$ and run from 1 to $n$. The indices $A, B, K, L$ are used for tensors on the ambient space $S$ or $V$ and run from 1 to $N (= n + r)$. The indices $a, b, c$ are used for complementary directions to $M$ and run from 1 to $r (= N - n)$. The skew symmetrization of indices are denoted by $[ , ]$ and performed only over indices such as $i, j, k$. For example,

$$h_{[ij]}h_{[bj]}^l = \frac{1}{2}(h_{[ij]}h_{[bj]}^l - h_{[ij]}h_{[bi]}^l).$$

## 2 Statistical manifolds

### 2.1 Statistical structures

We will briefly review some basic notions on statistical manifolds; we refer the reader to the books [2,3] for details.

Let $M$ be an $n$-dimensional $C^\infty$-manifold. We call $(g, \nabla)$ a statistical structure if $g$ is a Riemannian metric and $\nabla$ is a torsion-free affine connection on $M$ such that $\nabla g$ is a totally symmetric 3-tensor: $\nabla_{[ij]}g_{[kj]} = 0$. We lower and raise the indices by the metric $g_{ij}$ and its inverse $g^{ij}$. The dual connection $\nabla^*$ of $\nabla$ is the affine connection characterized by the equation

$$X \cdot g(Y, Z) = g(\nabla_X Y, Z) + g(Y, \nabla_X^* Z), \quad X, Y, Z \in \Gamma(TM).$$
The condition that $\nabla g$ is totally symmetric is equivalent to saying that $\nabla^*$ is also torsion-free. Thus, $(g, \nabla^*)$ also becomes a statistical structure, which is called the dual statistical structure. Since $\nabla$ and $\nabla^*$ are torsion-free, their curvature tensors are given by the Ricci identities

$$(\nabla_i \nabla_j - \nabla_j \nabla_i)X^k = R_{ij}^k l X^l, \quad (\nabla^*_i \nabla^*_j - \nabla^*_j \nabla^*_i)X^k = R^*_{ij}^k l X^l.$$  

It is easy to show that $R$ and $R^*$ are related by

$$R_{ijkl} = -R^*_{ijlk}; \quad (2.1)$$

see [2, (3.6)].

We also have a 1-parameter family of statistical structure $(g, \nabla^{(\alpha)})$, $\alpha \in \mathbb{R}$, where the $\alpha$-connection $\nabla^{(\alpha)}$ is defined by

$$\nabla^{(\alpha)} := \frac{1}{2} \nabla + \frac{1}{2} \nabla^*.$$  

The dual connection of $\nabla^{(\alpha)}$ is equal to $\nabla^{(-\alpha)}$ and since both connections are torsion-free, $(g, \nabla^{(\alpha)})$ is indeed a statistical structure.

### 2.2 Flat statistical structures

A statistical structure $(g, \nabla)$ is said to be flat when $\nabla$ is a flat connection: $R_{ijkl} = 0$. In this case, the dual connection is also flat by the Eq. (2.1), so we also call $(g, \nabla, \nabla^*)$ a dually flat structure. Although the metric $g$ may not be flat, the condition $\nabla_i g_{jk} = 0$ and the Poincaré lemma imply that locally one can write as

$$g_{ij} = \nabla_i \nabla_j \psi$$

with some function $\psi$. Conversely, if $\nabla$ is flat and $g$ is locally written as the Hessian of a function, then $(g, \nabla)$ becomes a flat statistical structure. Thus, the flat statistical structure is equivalent to the Hessian structure.

Let $(\xi^1, \ldots, \xi^n)$ be local affine coordinates for $\nabla$, and $\psi$ a Hesse potential of $g$:

$$\nabla \frac{\partial}{\partial \xi^i} = 0, \quad g_{ij} = \frac{\partial^2 \psi}{\partial \xi^i \partial \xi^j}.$$  

The Legendre transform of $(\xi^i, \psi)$ is defined by

$$\eta_i := \frac{\partial \psi}{\partial \xi^i}, \quad \psi^* := \xi^i \eta_i - \psi.$$
Then, \( (\eta_1, \ldots, \eta_n) \) become affine coordinates for \( \nabla^* \), called the dual coordinates, and \( \psi \) gives a Hesse potential of \( g \) with respect to \( \nabla^* \). Moreover, we have

\[
\frac{\partial \psi^*}{\partial \eta_i} = \xi^i, \quad \left( \frac{\partial^2 \psi^*}{\partial \eta_i \partial \eta_j} \right) = \left( \frac{\partial \psi}{\partial \xi^i} \frac{\partial \psi}{\partial \xi^j} \right)^{-1}.
\]

In terms of \( \xi^i \) and \( \eta_i \), the metric \( g \) has the expression

\[
g = \frac{\partial^2 \psi}{\partial \xi^i \partial \xi^j} \, d\xi^i \otimes d\xi^j = \frac{\partial^2 \psi^*}{\partial \eta_i \partial \eta_j} \, d\eta_i \otimes d\eta_j = d\xi^i \otimes d\eta_i.
\]

### 2.3 Statistical submanifolds and statistical embeddings

Let \((S, G, D)\) be a statistical manifold and \(M \subset S\) a submanifold. Then, we can define a statistical structure \((g, \nabla)\) on \(M\) by setting

\[
g(X, Y) = G(X, Y), \quad g(\nabla_X Y, Z) = G(D_X Y, Z)
\]

for \(X, Y, Z \in \Gamma(TM)\). In other words, the metric \(g\) is defined by the restriction of \(G\) and the connection \(\nabla\) is the “orthogonal projection” of \(D\) with respect to \(G\). One can see that \(\nabla\) is torsion-free and the dual connection \(\nabla^*\) is given by \(g(\nabla^*_X Y, Z) = G(D^*_X Y, Z)\). Thus, \(\nabla^*\) is also torsion-free, so \((g, \nabla)\) is a statistical structure.

Let \((M, g, \nabla), (S, G, D)\) be two statistical manifolds, and \(f : M \rightarrow S\) an embedding. We say \(f\) is a statistical embedding if \((g, \nabla)\) agrees with the statistical structure induced on \(f(M) \subset S\) when we identify \(M\) with its image \(f(M)\). In this paper, we only consider local embeddings to flat statistical manifolds. When we say \((M, g, \nabla)\) is locally embeddable to a flat statistical manifold, we mean that for any point \(x \in M\), there exist an open neighborhood \(U\) of \(x\), a flat statistical manifold \((S, G, D)\), and a statistical embedding \(f : U \rightarrow S\).

### 2.4 Lauritzen’s statistical embedding

Lauritzen [13] introduced another notion of statistical embedding whose target space is the product of two mutually dual vector spaces instead of a flat statistical manifold (see also [2]):

**Definition 2.1** Let \((M, g, \nabla)\) be a statistical manifold, and \(V\) a real vector space. A pair of embeddings

\[ (f, \varphi) : M \rightarrow V \times V^* \]

is called a statistical embedding in the sense of Lauritzen if

\[
g(X, Y) = \langle f_* X, \varphi_* Y \rangle, \quad g(\nabla_X Y, Z) = \langle X \cdot f_* Y, \varphi_* Z \rangle \quad (2.2)
\]

hold for any \(X, Y, Z \in \Gamma(TM)\), where \(\langle \, , \, \rangle\) denotes the natural paring of \(V\) and \(V^*\).
In the Eq. (2.2), we are identifying each tangent space $T_{\xi}V$ or $T_{\eta}V^*$ with $V$ or $V^*$, so $f_*X$ and $\varphi_*Y$ are regarded as $V$-valued or $V^*$-valued functions on $M$. In the index notation, we can express (2.2) as

$$g_{ij} = (\partial_i f^A)(\partial_j \varphi_A), \quad \Gamma_{ijk} = (g_{kl} \Gamma_{ij}) = (\partial_i \partial_j f^A)(\partial_k \varphi_A).$$

We note that the mapping

$$(\varphi, f) : M \rightarrow V^* \times V$$

gives a statistical embedding of the dual statistical manifold $(M, g, \nabla^*)$.

The following theorem asserts that the two notions of statistical embedding are locally equivalent:

**Theorem 2.2** Let $(M, g, \nabla)$ be an $n$-dimensional statistical manifold. Then the following are equivalent:

(i) $M$ is locally embeddable to an $N$-dimensional flat statistical manifold.

(ii) $M$ is locally embeddable to $V \times V^*$ in the sense of Lauritzen for an $N$-dimensional vector space $V$.

**Proof** First we prove (i)$\Rightarrow$(ii). Let $(S, G, D)$ be an $N$-dimensional flat statistical manifold, and suppose $F : M \rightarrow S$ is a statistical embedding defined on a neighborhood of a point. (For simplicity, we also denote the neighborhood by $M$.) We take local affine coordinates $(\xi^A)$ for $D$ and a Hesse potential $\psi$ for $G$, and denote the dual coordinates by $(\eta^A)$:

$$G = \frac{\partial^2 \psi}{\partial \xi^A \partial \xi^B} d\xi^A \otimes d\xi^B, \quad \eta_A = \frac{\partial \psi}{\partial \xi^A}.$$

Let $V := \mathbb{R}^N$ and define $(f, \varphi) : M \rightarrow V \times V^*$ by $f^A := \xi^A \circ F$ and $\varphi_A := \eta_A \circ F$. Then, since $G = d\xi^A \otimes d\eta_A$ we have $g = F^*G = d\xi^A \otimes d\varphi_A$, i.e., $g_{ij} = (\partial_i f^A)(\partial_j \varphi_A)$. Moreover, we have

$$g(\nabla_{\partial_i} \partial_j, \partial_k) = G(D_{\partial_i} (F^* \partial_j), F^* \partial_k)$$

$$= G \left( (\partial_i \partial_j f^A)(\partial_k \varphi_B), (\partial_k \varphi_B)(\partial_{\eta_B}) \right)$$

$$= (\partial_i \partial_j f^A)(\partial_k \varphi_A).$$

Thus, $(f, \varphi)$ is a statistical embedding in the sense of Lauritzen.

Next we prove (ii)$\Rightarrow$(i). Suppose that $(f, \varphi) : M \rightarrow V \times V^*$ is a local statistical embedding. We will construct a local flat statistical structure $(G, D)$ on $V$ so that $f$ becomes a statistical embedding. Let $(f^A, \varphi_A)$ be the components with respect to linear coordinates $(\xi^A)$ of $V$ and its dual coordinates. We consider the 1-form $\omega := (df, \varphi) = (\partial_i f^A) \varphi_A dx^i$ on $M$. Since $\partial_i f^A \partial_j \varphi_A = g_{ij}$, we have

$$d\omega = ((\partial_j \partial_i f^A) \varphi_A + \partial_i f^A \partial_j \varphi_A) dx^j \wedge dx^i = 0.$$
Thus, there (locally) exists a function $\psi_0 \in C^\infty(M)$ such that $d\psi_0 = \omega$. If we regard $M$ as a submanifold of $V$ and consider $\varphi_A d\xi^A$ as a section of $T^*V|_M$, it holds that $(\varphi_A d\xi^A)|_{TM} = d\psi_0$. Hence we can construct a local function $\psi \in C^\infty(V)$ which satisfies
\[
\psi|_M = \psi_0, \quad \left. \frac{\partial \psi}{\partial \xi^A} \right|_M = \varphi_A
\] (2.3)
by suitably choosing the 1-jet of $\psi$ along $M$ in the transversal directions. Moreover, we can take such a $\psi$ so that the Hessian $(\partial^2 \psi/\partial \xi^A \partial \xi^B)$ is (locally) positive definite as follows: Let $\rho_1, \ldots, \rho_r \in C^\infty(V)$ ($r = N - n$) be local defining functions of $M$, i.e., locally $M = \{\rho_1 = \cdots = \rho_r = 0\}$, $d\rho_1 \wedge \cdots \wedge d\rho_r \neq 0$. We modify $\psi$ as
\[
\psi' = \psi + C(\rho_1^2 + \cdots + \rho_r^2)
\]
with a constant $C > 0$. Then, $\psi'$ still satisfies (2.3), and by differentiating the equation
\[
(\partial_j f^A)\varphi_A = \partial_j \psi_0 = \frac{\partial \psi'}{\partial \xi^A} \partial_j f^A
\]
on $M$, we have
\[
(\partial_i \partial_j f^A)\varphi_A + \partial_j f^A \partial_i \varphi_A = \frac{\partial^2 \psi'}{\partial \xi^A \partial \xi^B} \partial_i f^A \partial_j f^B + \frac{\partial \psi'}{\partial \xi^A} \partial_i \partial_j f^A.
\]
Since $\partial_i f^A \partial_j \varphi_A = g_{ij}$ and $(\partial \psi'/\partial \xi^A)|_M = \varphi_A$, we obtain
\[
\frac{\partial^2 \psi'}{\partial \xi^A \partial \xi^B} \partial_i f^A \partial_j f^B = g_{ij}.
\] (2.4)
This implies that the Hessian of $\psi'$ is positive definite on $TM$, so we can make it positive definite on a neighborhood of $M$ in $V$ by taking a sufficiently large $C$.

Now we define a local flat statistical structure on $V$ by the metric
\[
G := \frac{\partial^2 \psi'}{\partial \xi^A \partial \xi^B} d\xi^A \otimes d\xi^B
\]
and the flat connection $D$ associated with the coordinates $(\xi^A)$. The Eq. (2.4) implies $f^* G = g$. Moreover, we have
\[
G(D_{f_* \partial_i} (f_* \partial_j), f_* \partial_k) = \left[ d\xi^A \otimes d\left( \frac{\partial \psi'}{\partial \xi^A} \right) \right] \left( \partial_i \partial_j f^A \partial \xi^A \partial \xi^B ight) = (\partial_i \partial_j f^A)(\partial_k \varphi_A) = g(\nabla_{\partial_i} \partial_j, \partial_k).
\]
Thus, $f : M \longrightarrow V$ is a statistical embedding. \qed
As an application of Theorem 2.2, we will prove the following

**Proposition 2.3** If a statistical manifold \((M, g, \nabla)\) is locally embeddable to an \(N\)-dimensional flat statistical manifold, then \((M, g, \nabla(\alpha))\), \(\alpha \in \mathbb{R}\), are locally embeddable to a flat statistical manifold of dimension \(2N\).

**Proof** By Theorem 2.2, we have a local statistical embedding \((f, \varphi) : (M, g, \nabla) \rightarrow V \times V^*\) for an \(N\)-dimensional vector space \(V\). For each \(\alpha \in \mathbb{R}\), we define a mapping \((F, \Phi_1) : M \rightarrow (V \oplus V^*) \times (V^* \oplus V)\) by

\[
F := \left( f, \frac{1 - \alpha}{2} \varphi \right), \quad \Phi_1 := \left( \frac{1 + \alpha}{2} \varphi, f \right).
\]

Then, \(F\) and \(\Phi_1\) are local embeddings and we have

\[
\langle F_* X, \Phi_1 Y \rangle = \frac{1 + \alpha}{2} g(X, Y) + \frac{1 - \alpha}{2} g(Y, X) = g(X, Y),
\]

\[
\langle X \cdot F_* Y, \Phi_1 Z \rangle = \frac{1 + \alpha}{2} g(\nabla_X Y, Z) + \frac{1 - \alpha}{2} g(\nabla^*_{\nabla_X} Y, Z) = g(\nabla^\alpha_X Y, Z).
\]

Hence \((F, \Phi)\) is a statistical embedding, and by Theorem 2.2, \((M, g, \nabla(\alpha))\) is locally embeddable to a flat statistical manifold of dimension \(\dim(V \oplus V^*) = 2N\). \(\square\)

### 2.5 Affine embeddings of statistical manifolds: proof of Theorem 1.2

We can also use Theorem 2.2 to prove Theorem 1.2, which gives a relation between statistical embeddings and affine embeddings.

Let \(M\) be an \(n\)-dimensional \(C^\infty\)-manifold. First we consider the affine embedding of codimension 1. Let \(f : M \rightarrow \mathbb{R}^{n+1}\) be an embedding, and \(\xi \in \Gamma(f^*T\mathbb{R}^{n+1})\) a transverse vector field. Then, according to the decomposition \(f^*T\mathbb{R}^{n+1} = f_*TM \oplus \mathbb{R}\xi\), we can write as

\[
D_X f_* Y = f_* (\nabla_X Y) - g(X, Y) \xi,
\]

\[
D_X \xi = f_* (S(X)) + \tau(X) \xi
\]

for \(X, Y \in \Gamma(TM)\), where \(D\) denotes the canonical flat connection on \(f^*T\mathbb{R}^{n+1}\). One can see that \(\nabla\) defines a torsion-free affine connection on \(M\), and \(g\) gives a symmetric 2-tensor, called the **affine second fundamental form**. The endomorphism \(S\) is called the **affine shape operator**. These quantities satisfy the Gauss–Codazzi–Ricci equations derived from the flatness of \(D\), which are different from those for statistical embedding to a flat statistical manifold, and it follows that \((g, \nabla)\) gives a statistical structure on \(M\) if \(g\) is positive definite and \(\tau = 0\) (equiaffine condition). In this case, we say the statistical manifold \((M, g, \nabla)\) admits an affine embedding to
Dillen–Nomizu–Vrankan [7] proved the affine Bonnet theorem, which states that if a statistical manifold has tensors with the Gauss–Codazzi–Ricci equations, then it admits an affine embedding to \( \mathbb{R}^{n+1} \). Moreover, they showed that the embeddability is also characterized by the condition that the statistical structure is 1-\textit{conformally flat}, or equivalently the dual connection \( \nabla^* \) is projectively flat; see also [12].

When a statistical manifold \( M \) admits an affine embedding \( \{ f, \xi \} \) as above, it also has the \textit{dual embedding} or the \textit{conormal mapping} \( \varphi : M \rightarrow (\mathbb{R}^{n+1})^* \) defined by

\[
\varphi(x)|_{f^*T_xM} = 0, \quad \langle \xi_x, \varphi(x) \rangle = 1.
\]

Since \( \tau = 0 \), \( \varphi \) satisfies

\[
\langle \xi, \varphi_* Z \rangle = Z \cdot \langle \xi, \varphi \rangle - \langle DZ \xi, \varphi \rangle = 0 \quad \text{for} \quad Z \in \Gamma(TM). \tag{2.5}
\]

Using this, we have

\[
\langle f_*X, \varphi_* Y \rangle = Y \cdot \langle f_*X, \varphi \rangle - \langle DY (f_*X), \varphi \rangle = g(X, Y),
\]

\[
\langle X \cdot f_*Y, \varphi_* Z \rangle = (f_* (\nabla X Y), \varphi_* Z) = g(\nabla X Y, Z). \tag{2.6}
\]

Note that by the first equation, \( \varphi_* \) is injective so \( \varphi \) is a local embedding. These two equations imply that the pair \( \{ f, \varphi \} \) is a statistical embedding in the sense of Lauritzen. This proves Theorem 1.2 in the case of codimension 1.

Next we consider affine embeddings of codimension 2. Let \( f : M \rightarrow \mathbb{R}^{n+2} \) be an embedding of an \( n \)-dimensional \( C^\infty \)-manifold. We assume that the position vector field \( \eta = x^A (\partial / \partial x^A) \in \Gamma(f^*T \mathbb{R}^{n+2}) \) is transverse to \( f_*TM \). Supplying one more transverse vector field \( \xi \in \Gamma(f^*T \mathbb{R}^{n+2}) \), we consider the decomposition \( f^*T \mathbb{R}^{n+2} = f_*TM \oplus \mathbb{R} \xi \oplus \mathbb{R} \eta \). For \( X, Y \in \Gamma(TM) \), we write as

\[
DX (f_*Y) = f_* (\nabla X Y) - g(X, Y) \xi - k(X, Y) \eta,
\]

\[
DX \xi = f_* (S(X)) + \tau(X) \xi + \mu(X) \eta,
\]

\[
DX \eta = X.
\]

Again, \( (g, \nabla) \) defines a statistical structure on \( M \) if \( g \) is positive definite and \( \tau = 0 \), and we say that the statistical manifold \( (M, g, \nabla) \) admits an affine embedding of codimension 2. Matsuzoe [15] proved that the affine embeddability of codimension 2 is characterized by the condition that \( (g, \nabla) \) is \textit{conformally-projectively flat}, which is a generalization of the 1-conformally flatness.

For an affine embedding \( f \) of codimension 2, we can also define the dual embedding \( \varphi : M \rightarrow (\mathbb{R}^{n+2})^* \) by

\[
\varphi(x)|_{f^*T_xM \oplus \mathbb{R} \eta_x} = 0, \quad \langle \xi_x, \varphi(x) \rangle = 1.
\]

Then, we again have the Eq. (2.5) and

\[
\langle \eta, \varphi_* Z \rangle = Z \cdot \langle \eta, \varphi \rangle - \langle DZ \eta, \varphi \rangle = 0 \quad \text{for} \quad Z \in \Gamma(TM).
\]
Consequently, we obtain (2.6) as well, and \((f, \varphi): M \rightarrow \mathbb{R}^{n+2} \times (\mathbb{R}^{n+2})^*\) gives a statistical embedding in the sense of Lauritzen. Thus we have proved Theorem 1.2 in the case of codimension 2.

3 The Bonnet theorem

3.1 The Gauss–Codazzi–Ricci equations for statistical embeddings

Let \((M, g, \nabla)\) be an \(n\)-dimensional statistical manifold and \((S, G, D)\) an \(N\)-dimensional flat statistical manifold. For a statistical embedding \(f: M \rightarrow S\), we will define extrinsic curvature quantities and differential equations satisfied by them.

We set \(r := N - n\) and let \((\nu_a) = (\nu_1, \ldots, \nu_r)\) be a local orthonormal frame for \(f^*TM \perp \subset f^*TS\) with respect to \(G\). Then, locally we have the orthogonal decomposition

\[ f^*TS = f^*TM \oplus \mathbb{R}^r, \]

where \(\mathbb{R}^r := M \times \mathbb{R}^r\) is the trivial bundle defined by \((\nu_a)\). In calculations with the index notation, it is convenient to identify \(\mathbb{R}^r\) with its dual \((\mathbb{R}^r)^*\) and regard \((\nu_a)\) as a frame of \((\mathbb{R}^r)^*\) as well as \(\mathbb{R}^r\); thus we also write \(\nu^a\) for \(\nu_a\) under this identification.

For vector fields \(X, Y \in \Gamma(TM)\), we can write as

\[
\begin{align*}
D_X Y &= f_*(\nabla_X Y) - h^a(X, Y)\nu_a, \\
D_X \nu_a &= f_*(S_a(X)) + \tau^b_a(X)\nu_b
\end{align*}
\]

and

\[
\begin{align*}
D_X^* Y &= f_*(\nabla_X^* Y) - h^*_a(X, Y)\nu^a, \\
D_X^* \nu^a &= f_*(S^*_a(X)) + \tau^*_a(X)\nu^b.
\end{align*}
\]

The \(\mathbb{R}^r\)-valued or \((\mathbb{R}^r)^*\)-valued symmetric 2-tensors \(h^a_{ij}, h^*_a_{ij}\) are called the second fundamental forms or the embedding curvatures in the literature [1,18]. The shape operator \(S_a\) satisfies

\[ g(S_a(X), Y) = G(D_X \nu_a, Y) = -G(\nu_a, D_X^* Y) = h^*_a(X, Y) \]

and the similar equation holds for \(S^*_a\). Hence we have

\[ S_{ai}^{\ j} = h^*_a^{\ \ j}, \quad S^a_{\ i}^{\ j} = h^a_{\ i}^{\ j}. \]

We also have

\[
\tau^*_a(X) = G(D_X^* \nu^a, \nu_b) = -G(\nu^a, D_X \nu_b) = -\tau^*_b(X).
\]

Thus, the extrinsic tensors for the statistical embedding \(f\) are given by

\[ h^a_{ij}, \quad h^*_a_{ij}, \quad \tau^*_a. \]
We will derive the Gauss–Codazzi–Ricci equations for these tensors from the flatness of $D$. Let $\nabla := f^* D$, $\nabla^* := f^* D^*$ be the flat connections on the vector bundle $E := TM \oplus \mathbb{R}^r \cong f^* TS$ induced by $D$, $D^*$. Then, they can be expressed as

$$\nabla_i \left( X_j^{\lambda^a} \right) = \left( \nabla_i X^j + h^*_b \tau_{bi}^a \lambda^b - h^{a}_{ik} X^k \right),$$

$$\nabla^*_i \left( X_j^{\lambda^a} \right) = \left( \nabla^*_i X^j + h^b_i \tau_{bi}^a \lambda^b - h^*_{ak} X^k \right),$$

(3.4)

where $\nabla_i \lambda^a$, $\nabla^*_i \lambda^a$ denote the canonical flat connections on $\mathbb{R}^r$ or $(\mathbb{R}^r)^*$; recall that we are identifying these two bundles. The vector bundle $E$ possesses the fiber metric

$$G \left( \left( X^i_{\lambda^a} \right), \left( Y^j_{\mu^b} \right) \right) = g_{ij} X^i Y^j + \lambda^a \mu_a,$$

(3.5)

and $\nabla$, $\nabla^*$ are dual to each other with respect to this metric. By this duality, the curvature tensors $R_{ij}^{\phantom{ij}KL}$, $R^*_{ij}^{\phantom{ij}KL}$ of $\nabla$, $\nabla^*$ are related by

$$R_{ij}^{\phantom{ij}KL} = - R^*_{ij}^{\phantom{ij}LK},$$

where the index is lowered by the metric $G_{AB}$. Thus, it suffices to consider only the equation $R_{ij}^{\phantom{ij}KL} = 0$. Since $\nabla$ is torsion-free, this equation is equivalent to

$$\left( \nabla_i \nabla_j - \nabla_j \nabla_i \right) \left( X^k_{\lambda^a} \right) = 0,$$

where the covariant differentiation on $TM \otimes E$ is with respect to the coupled connection $\nabla \otimes \nabla$. By the computation using (3.4), we have

$$\left( \nabla_i \nabla_j - \nabla_j \nabla_i \right) \left( X^k_{\lambda^a} \right) = \left( \text{(i)} \right),$$

where

(i) $=$ $\left( R_{ij}^{\phantom{ij}kl} - (h^*_{aj} h^*_{bl} - h^*_{aj} h^*_{bl}) \right) X^l + (\nabla_i h^*_{aj} - \nabla_j h^*_{ai} + h^*_{bj} \tau_{aj}^b - h^*_{aj} \tau_{bi}^b) \lambda^a$, 

(ii) $=$ $- (\nabla_i h^a_{jl} - \nabla_j h^a_{il} + \tau_{bi}^a h^b_{jl} - \tau_{bj}^a h^b_{il}) X^l$

$$+ (\nabla_i \tau^a_{bj} - \nabla_j \tau^a_{bi} + \tau^a_{ci} \tau^c_{aj} - \tau^a_{cj} \tau^c_{ai} - h^a_{aj} h^*_{bl} + h^a_{bj} h^*_{ai}) \lambda^b.$$

The connection $\nabla$ (and $\nabla^*$) is flat if and only if (i) $= (ii) = 0$ holds for all $X^l$, $\lambda^a$, which is equivalent to the vanishing of each coefficient of these tensors. Thus, the
flatness is equivalent to the following Gauss–Codazzi–Ricci equations:

Gauss: \[ R^{ijkl} = h^a_{aik} h^a_{ajl} - h^a_{ajk} h^a_{ail}, \]

Codazzi: \[ \nabla_i [h^a_{bjl} - h^b_{ksi} \tau^a_{bjk}] = 0, \quad \nabla_i [h^a_{ajl}] + h^b_{b[i} \tau^a_{ajk]} = 0, \quad (3.6) \]

Ricci: \[ \nabla_i [\tau^a_{bjl} + \tau^a_{c[i} \tau^c_{bjk]} - h^a_{b[i} h^a_{bjl}] = 0. \]

Note that the second Codazzi equation can also be written as

\[ \nabla^a [h^a_{b[i} \tau^b_{ajk]} = 0. \]

The Eq. (3.6) are very similar to the Gauss–Codazzi–Ricci equations in Riemannian geometry. In fact, if we define the tensors \( h, h^*, \tau, \tau^* \) by the same equations (3.1), (3.2) for a Riemannian submanifold \( M^n \subset \mathbb{R}^{n+r} \) with \( D, D^* \) the flat connection on \( \mathbb{R}^{n+r} \), then we have \( h = h^*, \tau = \tau^* \) and Eq. (3.6) with \( \nabla (= \nabla^* ) \) the Levi-Civita connection on \( M \). These are the Gauss–Codazzi–Ricci equations in Riemannian geometry. In this case, \( \tau^a_{bi} \) is skew symmetric in \( a, b \) by (3.3), so we have \( \tau = 0 \) when \( r = 1 \). Thus, when the codimension is 1, the Ricci equation becomes vacuous (since \( h^a_{b[i} h^a_{bjl}] = 0 \) always holds when \( r = 1 \)) and we recover the well-known Gauss–Codazzi equations [10, Proposition 4.1, 4.3] for Riemannian hypersurfaces.

### 3.2 The statistical Bonnet theorem: proof of Theorem 1.1

We will prove the Bonnet theorem for statistical manifold (Theorem 1.1). Suppose that an \( n \)-dimensional statistical manifold \((M, g, \nabla)\) admits tensors \( h^a_{ij}, h^*_{aij}, \tau^a_{bi} \) satisfying the Eq. (3.6). By Theorem 2.2, it suffices to construct a local statistical embedding \( f: M \rightarrow \mathbb{R}^{n+r} \times (\mathbb{R}^{n+r})^* \) in the sense of Lauritzen.

We consider the vector bundle \( E := TM \oplus \mathbb{R}^r \) and define linear connections \( \nabla, \nabla^* \) on \( E \) by (3.4). By a direct computation, we see that these are dual to each other with respect to the fiber metric \( G \) defined by (3.5). Moreover, the Gauss–Codazzi–Ricci equations (3.6) imply that both connections are flat. Hence we can take local frames \((e_A), (e^*_A)\) of \( E \) which are parallel with respect to these connections:

\[ \nabla e_A = \nabla^* e_A^* = 0. \]

Let \( G(e_A, e_B^*) = \delta_{AB} \). (3.7)

Let \( F: E \rightarrow M \times \mathbb{R}^{n+r} \) be the local trivialization by the frame \((e_A)\) and define a local \( \mathbb{R}^{n+r} \)-valued 1-form \( \theta \) on \( M \) by

\[ \theta(X) := F \left( \begin{pmatrix} X \\ 0 \end{pmatrix} \right), \quad X \in \Gamma(TM). \]

We will show that \( \theta \) is a closed form. For \( X, Y \in \Gamma(TM) \), we have

\[ F \left( \begin{pmatrix} \nabla_X Y \\ -h(X, Y) \end{pmatrix} \right) = F \left( \nabla_X \begin{pmatrix} Y \\ 0 \end{pmatrix} \right) = X \cdot \theta(Y). \]
Since $h$ is symmetric, we have

$$F\left(\left[\nabla_X Y - \nabla_Y X, 0\right]\right) = X \cdot \theta(Y) - Y \cdot \theta(X).$$

It then follows that

$$d\theta(X, Y) = X \cdot \theta(Y) - Y \cdot \theta(X) - \theta([X, Y])$$

$$= 0$$

as $\nabla$ is torsion-free. Thus, $\theta$ is closed and locally we can write as $\theta = df$ with a mapping $f : M \rightarrow \mathbb{R}^{n+r}$. Similarly, by using the local trivialization by the frame $(e^*_A)$, we define $\theta^* = d\varphi$. $\varphi : M \rightarrow (\mathbb{R}^{n+r})^*$; in this case we regard the fiber as the dual space of $\mathbb{R}^{n+r}$. Then, from (3.7) we have

$$\langle f_\ast X, \varphi_\ast Y \rangle = \langle \theta(X), \theta^*(Y) \rangle = G\left(\begin{pmatrix} X \\ 0 \end{pmatrix}, \begin{pmatrix} Y \\ 0 \end{pmatrix}\right) = g(X, Y).$$

for $X, Y \in \Gamma(TM)$. We also have

$$\langle X \cdot f_\ast Y, \varphi_\ast Z \rangle = \langle X \cdot \theta(Y), \theta^*(Z) \rangle$$

$$= G\left(\begin{pmatrix} \nabla_X Y \\ 0 \end{pmatrix}, \begin{pmatrix} Z \\ 0 \end{pmatrix}\right)$$

$$= G\left(\begin{pmatrix} \nabla_X Y \\ -h(X, Y) \end{pmatrix}, \begin{pmatrix} Z \\ 0 \end{pmatrix}\right)$$

$$= g(\nabla_X Y, Z)$$

for $X, Y, Z \in \Gamma(TM)$. Thus, $(f, \varphi) : M \rightarrow \mathbb{R}^{n+r} \times (\mathbb{R}^{n+r})^*$ is a local statistical embedding in the sense of Lauritzen, and we complete the proof of Theorem 1.1.
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