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Abstract—Loading data in a quantum device is required in several quantum computing applications. Without an efficient loading procedure, the cost to initialize the algorithms can dominate the overall computational cost. A circuit-based quantum random access memory named FF-QRAM can load M n-bit patterns with computational cost O(CMn) to load continuous data where C depends on the data distribution. In this work, we propose a strategy to load continuous data without post-selection with computational cost O(Mn). The proposed method is based on the probabilistic quantum memory, a strategy to load binary data in quantum devices, and the FF-QRAM using standard quantum gates, and is suitable for noisy intermediate-scale quantum computers.
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1 INTRODUCTION

Quantum computation [1, 2] has the potential to speed up the solution of certain computational problems. These speedups are due to the inherent properties of quantum mechanics, such as superposition, entanglement, and interference. The power of quantum computation over its classical counterpart has been theoretically demonstrated in several problems, such as simulating quantum systems [2, 3], unstructured data search [4], prime factorization [5], machine learning [6]. However, the development of full-fledged quantum hardware capable of operating efficiently on these problems remains unsolved.

A desideratum for practical and wide application of quantum algorithms is the efficient means to load and update classical data in a quantum computer [7]. In other words, a programmer needs to be able to encode the input data structured as

\[
\mathcal{D} = \left\{ (x_k, p_k) \left| x_k \in \mathbb{C}, \sum_k |x_k|^2 = 1, p_k \in \{0, 1\}^n \right\} \right.,
\]

(1)

where \( 0 \leq k < M \), into a quantum state efficiently. In addition, \( p_k[j] \) denotes the \( j \)th bit of a pattern \( p_k \), with \( 0 \leq j < n \).

The classical data can be represented as a quantum state

\[
|\psi\rangle = \sum_{k=0}^{M-1} x_k |p_k\rangle
\]

(2)

using \( n \) qubits. When \( n = \log_2(M) \), this is equivalent to amplitude encoding [8], which achieves exponential data compression. Hereinafter, we refer to the data representation in the form of Eq. (2) as generalized amplitude encoding (GAE). The resource overhead, such as the number of qubits and the circuit depth, for preparing the quantum data can dominate the overall computational cost due to the quantum measurement postulate — one often needs to repeat the same algorithm multiple times to gather measurement statistics while each measurement destroys the quantum state. Moreover, the state initialization must be carried out substantially faster than the decoherence time. Therefore, a fast algorithm for initializing the quantum data is of critical importance, and this is the problem that we address in this manuscript. The data loading procedure should be designed with quantum circuit elements since the circuit model provides systematic and efficient instructions to achieve universal quantum computation.

The initialization of quantum data can be achieved by utilizing a quantum random access memory (QRAM). The bucket brigade model for QRAM introduced in Ref [9] uses \( O(M) \) quantum hardware components and \( O(\log_2^2(M)) \) time steps to return binary data stored in \( M \) memory cells in superposition. This procedure can be expressed as

\[
\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} |k\rangle |0\rangle \xrightarrow{\text{QRAM}} \frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} |k\rangle |p_k\rangle.
\]

(3)

Unfortunately, translating this model to the quantum circuit model while retaining its advantage is difficult [10, 11]. Moreover, the full state initialization requires additional steps. First, controlled rotations are applied to prepare

\[
\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} |k\rangle |p_k\rangle \left( \sqrt{1 - |x_k|^2} |0\rangle + x_k |1\rangle \right).
\]

(4)
Then by uncomputing $|p_k\rangle$ and post-selecting the last register onto $|1\rangle$ the amplitude encoding is completed [12]. Similarly, the GAE can be achieved by uncomputing $|k\rangle$ instead.

Ref. [13] introduced a QRAM architecture that is constructed with the standard quantum circuit elements to provide flexibility and compatibility with existing quantum computing techniques. This model registers the classical data structure using computing techniques. This model registers the classical data. However, they show that the number of repetitions for post-selection in the FF-QRAM algorithm can be reduced by using the PQM as post-selection is not necessary. The probabilistic quantum memory (PQM) [14] is a viable method to achieve this. Both FF-QRAM and PQM are not fully satisfactory as the former requires expensive post-selection, and the latter can only encode binary data.

The main contribution of this work is twofold. First, we show that the number of repetitions for post-selection in the FF-QRAM algorithm can be reduced by using the PQM as a preliminary step of the FF-QRAM and preprocessing the classical data. Second, we present a deterministic quantum data preparation algorithm based on FF-QRAM and PQM that achieves the generalized amplitude encoding without post-selection.

The rest of this manuscript is structured as follows. Section 2 gives a brief description of the main quantum gates used in this work. Section 3 provides a brief review on FF-QRAM [13] and PQM [14], the previous works by which the current work is inspired. Section 4 shows that in the worst-case FF-QRAM has an exponential computational cost due to post-selection. Section 5 presents the main results: methods to improve the post-selection probability and to remove the need for post-selection. Section 6 presents proof-of-principle experiments to demonstrate the improvement achieved by our methods, and Section 7 draws the conclusion.

2 QUANTUM OPERATORS

This section is dedicated to define unitary operators that will appear in this manuscript besides the well-known gates, such as $I$, $X$ and $R_y(\theta)$ [15].

For controlled unitary gates, the control and the target will be indicated by a subscript, separated by a comma, in which the control qubit appears first. Given a quantum state $|\psi\rangle$ containing bits $x_0$ and $x_1$, we use

$$CX_{x_0,x_1}|\psi\rangle$$

(5)
to indicate a controlled-$X$ operation, which transforms the target $|x_1\rangle$ to $|x_1 \oplus x_0\rangle$.

Equation (5) can be generalized to express a gate that is controlled by multiple qubits. Given a quantum state $|\psi\rangle$, containing $n + 1$ bits $x_0, x_1, \ldots, x_{n-1}, x_n$, we use

$$C^nX_{(x_0x_1\ldots x_{n-1}),x_n}|\psi\rangle$$

(6)
to denote an $n$-qubit controlled-$X$ operation, which transforms the target $|x_n\rangle$ to $|x_n \oplus x_0 \cdot x_1 \cdot \ldots \cdot x_{n-1}\rangle$.

This work also uses single-qubit rotations controlled by $n$ qubits, denoted by $C^n R_y(\theta)$, where $\theta$ is one of the axes $x$, $y$ or $z$. Note that a multi-qubit controlled unitary gate can be decomposed to $n-1$ Toffoli gates and a single-qubit controlled unitary gate using $n - 1$ ancillae [15].

Similarly, a bit-flip operator controlled by a classical bit can be defined as

$$cX_{x_0,x_1}$$

(7)
which applies $X$ to $|x_1\rangle$ if $x_0 = 1$. The FF-QRAM algorithm uses a bit-flip operator that flips the target qubit if the classical control bit is 0. In this case, we denote the operator with an overline as $\overline{cX}_{x_0,x_1}$.

Another important operator in this work is a gate controlled by classical and quantum states as follows. Given a classical bit $p_i$, this operation works as

- If $p = 0$, do $X|m\rangle$.
- If $p = 1$, do $CX_{u_2,m}|u_2m\rangle$.

and its quantum circuit representation is depicted in Figure 1.

![Fig. 1: A quantum circuit representation of the classical-quantum controlled gate that applies $X$ to $|m\rangle$ if $p = 0$, and applies $CX_{u_2,m}$ if $p = 1$.](image)

The PQM algorithm uses a controlled unitary operator denoted by $CS^{x_0,x_1}$, which applies

$$S^r = \begin{bmatrix} \cos \frac{r}{2} & -e^{i \lambda} \sin \frac{r}{2} \\ e^{i \phi} \sin \frac{r}{2} & e^{i (\lambda + \phi)} \cos \frac{r}{2} \end{bmatrix},$$

(8)
where $r \in \mathbb{N}$, to the target $x_1$ if $x_0 = 1$.

Now, given a single-qubit unitary matrix

$$U_3 = \begin{bmatrix} \cos \frac{\theta}{2} & -e^{i \lambda} \sin \frac{\theta}{2} \\ e^{i \phi} \sin \frac{\theta}{2} & e^{i (\lambda + \phi)} \cos \frac{\theta}{2} \end{bmatrix},$$

(9)
it is possible to obtain $\theta$, $\lambda$ and $\phi$, such that $U_3$ can be rewritten as a matrix with two parameters, $x_k$ and $\gamma_k$, as follows

$$U_3(x_k, \gamma_k) = \begin{bmatrix} \frac{\gamma_k - |x_k|^2}{\gamma_k^2} & \frac{x_k}{\sqrt{\gamma_k^2 - |x_k|^2}} \\ \frac{x_k}{\sqrt{\gamma_k^2 - |x_k|^2}} & \frac{\gamma_k^2 - |x_k|^2}{\gamma_k} \end{bmatrix}.$$  

(10)

To obtain (10), it is necessary that:
\[ \cos \frac{\theta}{2} = \sqrt{\frac{1 + |x_k|^2}{\gamma_k}} \iff \theta = 2 \arccos \sqrt{\frac{1 + |x_k|^2}{\gamma_k}}. \]

(ii) \[-e^{i\lambda} \sin \frac{\theta}{2} = -(\cos \lambda + i \sin \lambda) \sin \frac{\theta}{2} = \frac{x_k}{\sqrt{\gamma_k}}.\]

This admits one of the following solutions:

a) \[\lambda = \arccos \left( -\frac{\sqrt{\gamma}}{\sqrt{\gamma_k} \sin \frac{\theta}{2}} \right).\]

b) \[\lambda = \arcsin \left( -\frac{\sqrt{\gamma}}{\sqrt{\gamma_k} \sin \frac{\theta}{2}} \right).\]

(iii) Therefore \[\phi = -\lambda\] is the solution to \[e^{i(\lambda + \phi)} \cos \frac{\theta}{2} = 1/\sqrt{\gamma_k}.\]

The unitary operator \[U_{i3}^{(x_k, \gamma_k)}\] shown in Eq. (10) is the key ingredient in this work, inspired by \(S^r\), where \(\gamma_k = \gamma_k - 1 - |x_k - 1|^2\) is a complex iteration variable with \(1 \leq k \leq M - 1\), \(\gamma_0 = 1\), and \(M \in \mathbb{N}\). Furthermore, \(x_k = \sqrt{\gamma} + i\sqrt{b}\) is a complex number with its complex conjugate denoted by \(\bar{x}_k\). While \(CS^r\) can load binary data only, the controlled operation of \(U_{i3}^{(x_k, \gamma_k)}\) enables the loading of complex data.

3 RELATED WORKS

In this section, we briefly review two storage algorithms that motivated this work, namely FF-QRAM and PQM. We point readers to Refs. [13] and [14, 16] for more details on FF-QRAM and PQM, respectively.

3.1 Flip-Flop Quantum RAM

The objective of the FF-QRAM algorithm [13] is to load classical data \(D\) with \(M\) patterns shown in Eq. (1) to a quantum state shown in Eq. (2) using a quantum circuit. For this, the quantum circuit must receive as the initial state of the algorithm

\[ |\psi_0\rangle = \sum_{l=0}^{2^n-1} \alpha_l |t\rangle_B |0\rangle_R. \]

where \(B\) and \(R\) indicate \(n\) address qubits and a register with one qubit, respectively, \(|t\rangle\) is a computational basis of \(n\) qubits, \(\alpha_l \in \mathbb{C}\), and \(M \leq 2^n\).

For the input \((x_k, p_k)\), we can associate the following initial state:

\[ |\psi_k\rangle = \alpha_k |p_k\rangle_B |0\rangle_R + \sum_{t \neq k} \alpha_t |t\rangle_B |0\rangle_R. \]

To obtain the state \(|\psi_1\rangle_k\), the controlled bit-flip operator \(e^X\), controlled by a classical input string \(p_k\), is applied to the address qubits (indicates by \(B\)) of \(|\psi_k\rangle\). The \(e^X\) operation flips the target qubit if the control bit is 0. This is the flip operation that results in

\[ |\psi_1\rangle_k = \alpha_k |1\rangle_B \otimes |0\rangle_R + \sum_{t \neq k} \alpha_t |t\rangle_B \otimes |0\rangle_R, \]

with \(|\bar{t}\rangle\) being the \(i\)th negated binary string. The terms with an overline means that each bit is flipped if the control bit is zero. In the next step, a multi-controlled operator that applies \(R_y(\theta_k) = \cos(\theta_k/2)I - i \sin(\theta_k/2)Y\) on the register qubit \(|0\rangle_R\) if the \(n\)-qubit address state is \(|1\rangle \otimes n\) yields the state

\[ |\psi_2\rangle_k = \alpha_k |1\rangle_B \otimes |\theta_k\rangle_R + \sum_{t \neq k} \alpha_t |t\rangle_B \otimes |0\rangle_R, \]

where \(|\theta_k\rangle = \cos(\theta_k/2) |0\rangle + \sin(\theta_k/2) |1\rangle\). The angle \(\theta_k\) is chosen based on \(x_k\). Note that Ref. [13] does not discuss explicitly on how to find the angle. Thus, in this section we show the condition necessary to obtain this angle. Later, in an example, we will show how the angle can be found. Next, \(e^X\) is applied again on the address qubits with the controlling bits being \(p_k\). This is the flip operation that results in

\[ |\psi_3\rangle_k = \alpha_k |p_k\rangle_B |\theta_k\rangle_R + \sum_{t \neq k} \alpha_t |t\rangle_B |0\rangle_R. \]

We are ready to go through the algorithm again and to load the next input \((x_{k+1}, p_{k+1})\). Proceeding in a similar way to the previous step and applying the flip-flop operation with \(p_{k+1}\) and the controlled-rotation with the angle \(\theta_{(k+1)}\), we obtain

\[ |\psi_4\rangle_{k,k+1} = \alpha_k |p_k\rangle_B |\theta_k\rangle_R + \alpha_{k+1} |p_{k+1}\rangle_B |\theta_{(k+1)}\rangle_R + \sum_{t \neq k} \alpha_t |t\rangle_B |0\rangle_R. \]

Performing this procedure \(M\) times, all \(M\) inputs are registered in the quantum state as follows.

\[ \sum_{k=0}^{M-1} \alpha_k |p_k\rangle |\cos(\theta_k/2) |0\rangle + \sin(\theta_k/2) |1\rangle\rangle + \sum_{t \neq k} \alpha_t |t\rangle |0\rangle_R. \]

To complete the generalized amplitude encoding, firstly, we need to get rid of the terms where the register qubit is \(|1\rangle_R\). So we must obtain a convenient \(\theta_k\), such that the probability of amplitude for state \(|1\rangle\) is high. Then, we will evaluate

\[ P(|1\rangle) = \sum_{k=0}^{M-1} |\alpha_k \sin(\theta_k/2)|^2. \]

At this point, it is clear that the angle \(\theta_k\) must satisfy the condition

\[ \frac{\alpha_k \sin(\theta_k/2)}{\sqrt{P(|1\rangle)}} = x_k. \]

The FF-QRAM algorithm takes at least \(O(nM)\) steps for each run of the quantum circuit, and there is an additional cost for post-selection [13]. If \(P(|1\rangle) \approx 1\), then the desired state shown in Eq. (2) is obtained with a high probability. Otherwise, the additional cost for post-selection can be non-negligible. We will show in Section 4 that this additional cost can compromise the efficiency of the algorithm.

The FF-QRAM algorithm is summarized in Algorithm 1, and a quantum circuit for storing a particular data \((x_k, p_k)\) is depicted in Figure 2.

3.2 Loading binary patterns

The PQM [14, 16] initialization algorithm is based on [17, 18], and is capable of storing a classical binary dataset \(data = \cup_{k=0}^{M-1} \{p_k\}\), where \(p_k\) is an \(n\)-bit pattern (i.e. \(p_k \in \{0, 1\}^n\)), in a quantum state as

\[ |M\rangle = \frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} |p_k\rangle, \]

with computational cost \(O(nM)\).
The storage algorithm uses three quantum registers. The first register is $|p\rangle$, with $n$ qubits to which the target pattern $p_k$ is loaded in each iteration of the algorithm. The second is an auxiliary register $|u\rangle = |u_1 u_2\rangle$ with two qubits initialized in state $|01\rangle$. The final register of $n$ qubits holds the memory, denoted by $|m\rangle$, and $|m[j]\rangle$ denotes $j$th qubit of $|m\rangle$. The initial state of the total system is

$$|\psi_0\rangle = |0 \ldots 0; 01; 0 \ldots 0\rangle.$$  \hfill (21)

The underlying idea of the algorithm is to split this state into two parts in each iteration. One corresponds to the subspaces of the total quantum state with patterns stored in the memory register, and another to process a new pattern. These two parts are distinguished by the second qubit of the auxiliary register, $u_2$, which is 0 for the subspaces that already store patterns and 1 for the subspace to which a new pattern is being loaded (are processing terms). After storing a pattern, the first qubit of the auxiliary register, $|u_1\rangle$, is used to apply a controlled operator on $|u_2\rangle$ to split the state for storing the next pattern.

Algorithm 2 presents the PQM storage algorithm named load_binary. In the PQM storage algorithm, we use $|\psi_{k}\rangle$ to denote the quantum state in step $i$ of storing the pattern $p_k$. In the step 5 the transformation

$$|\psi_{k_1}\rangle = \prod_{j=0}^{n-1} C^2 X_{p_k[j],|u_2\rangle,m_j}|\psi_{k_0}\rangle,$$  \hfill (22)

copies the binary pattern $p_k$ from $|p\rangle$ register to the memory register $|m\rangle$. Note that these operations are applied to the $j$th memory qubit state $m[j]$ only if $p_k[j]$ and $u_2$ are in $|1\rangle$. In the step 5 the transformation

$$|\psi_{k_2}\rangle = \prod_{j=0}^{n-1} X_{m_j} C X_{p_k[j],m_j}|\psi_{k_1}\rangle,$$  \hfill (23)

yields $m[j] = 1$, if $p_k[j] = m[j]$, otherwise $m[j] = 0$. In the step 7 the transformation

$$|\psi_{k_3}\rangle = C^m X_{m,u_1}|\psi_{k_2}\rangle.$$  \hfill (24)

Here, we have an operation controlled by $n$ bits of the memory, that is, if $m[j] = 1$ for all values of $j$, then the bit-flip gate $X$ is applied to the bit $u_1$. This makes the qubit $u_1$ to assume the value $1$ for the term in processing. Step 10 is the central operation of the storing algorithm, which separates the new pattern to be stored, with the correct normalization factor. The steps 8 and 10 are the inverse operators of steps 7 and 6, respectively. These will reset the
values of \( u_2 \) and \( m \) to the initial values. This results in the following state:

\[
|\psi_{k_0}\rangle = \frac{1}{\sqrt{M}} \sum_{s=1}^{k} |p_k; 00; p_s\rangle + \frac{\sqrt{M-k}}{\sqrt{M}} |p_k; 01; p_k\rangle
\]  

(26)

The step 11 resets the memory record of the term being processed \((u_2 = 1)\) to \(|m\rangle = |0\rangle\).

At this point, we are ready to store the next pattern \( p_{k+1} \). To do this, define \(|\psi_{k+1}\rangle\) from \(|\psi_{kT}\rangle\) with the pattern \( p_{k+1} \) loaded in the register \(|p\rangle\), and perform a new iteration of the algorithm. The process is iterated until \(|u_2\rangle = |0\rangle\) in all terms of the quantum state, indicating that all patterns \( p_k \) are stored in the memory. Note that although the loading procedure is deterministic, memory read-out procedures are probabilistic due to the quantum measurement postulates. Thus this is the initialization algorithm of a probabilistic quantum memory.

Given that the patterns to be stored are of \( n \) bits, steps 4 and 12 require the same number of steps, \( O(n) \). Then for \( M \) patterns to be stored, the entire algorithm requires \( O(nM) \) steps to store all patterns. The circuit corresponding to one iteration of the PQM algorithm is shown in Figure 3.

In what follows, we demonstrate how to use the algorithm above to store an example set of patterns

\[
data = \{p_0 = 00, p_1 = 01\}.
\]

First iteration stores the pattern \( p_0 = 00 \). Loading the pattern in the initial state by step 4 results in

\[
|\psi_{00}\rangle = |00; 01; 00\rangle.
\]

The step 5 gives \(|\psi_{00}\rangle = |\psi_{00}\rangle\), and by step 6

\[
|\psi_{01}\rangle = |00; 01; 11\rangle.
\]

By step 7

\[
|\psi_{02}\rangle = |00; 11; 11\rangle.
\]

Now, for \( k = 0, r = 2 \). Hence in step 8

\[
S^2 = \left[ \frac{1}{\sqrt{2}} \right] = \left[ \frac{1}{\sqrt{2}} \right].
\]

Following step 8 which calculates \( CS^2|11\rangle\), the state becomes

\[
|\psi_{03}\rangle = \frac{1}{\sqrt{2}} |00; 10; 11\rangle + \frac{1}{\sqrt{2}} |00; 01; 11\rangle.
\]  

(28)

Applying steps 9 and 10 resets \( u_1 \) and the memory register, obtaining:

\[
|\psi_{04}\rangle = \frac{1}{\sqrt{2}} |00; 00; 11\rangle + \frac{1}{\sqrt{2}} |00; 11; 11\rangle,
\]

(29)

and

\[
|\psi_{05}\rangle = \frac{1}{\sqrt{2}} |00; 00; 00\rangle + \frac{1}{\sqrt{2}} |00; 01; 00\rangle.
\]

(30)

By step 11 we have \(|\psi_{06}\rangle = |\psi_{07}\rangle\).

At this point, the quantum state has two terms. The first term has the auxiliary qubit \( u_2 = 0 \), which indicates that the pattern \( p_0 = 00 \) is stored in memory \( m \). On the other hand, in the second term, \( u_2 = 1 \). This means that the term is in processing and can receive the next pattern to be stored at the memory. Now, we will do a new iteration in the algorithm to store the pattern \( p_1 = 01 \).

By step 4 as \(|\psi_{10}\rangle\) is equal to \(|\psi_{07}\rangle\) with the pattern \( p_1 \) loaded in the register, the quantum state becomes

\[
|\psi_{10}\rangle = \frac{1}{\sqrt{2}} |01; 01; 00\rangle + \frac{1}{\sqrt{2}} |01; 01; 00\rangle.
\]

Then, by steps 5, 6, 7 we have respectively:

\[
|\psi_{11}\rangle = \frac{1}{\sqrt{2}} |01; 00; 00\rangle + \frac{1}{\sqrt{2}} |01; 01; 01\rangle,
\]

\[
|\psi_{12}\rangle = \frac{1}{\sqrt{2}} |01; 00; 10\rangle + \frac{1}{\sqrt{2}} |01; 01; 11\rangle,
\]

and

\[
|\psi_{13}\rangle = \frac{1}{\sqrt{2}} |01; 00; 10\rangle + \frac{1}{\sqrt{2}} |01; 01; 11\rangle.
\]

Now, for \( k = 1, r = 1 \). Hence in step 8

\[
S^1 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.
\]

Following step 8 which results in \( CS^1|00\rangle = |00\rangle \) and \( CS^1|11\rangle = |10\rangle \), the state becomes

\[
|\psi_{14}\rangle = \frac{1}{\sqrt{2}} |01; 01; 10\rangle + \frac{1}{\sqrt{2}} |01; 01; 11\rangle.
\]

Applying steps 9 and 10 resets \( u_1 \) and the memory register, respectively:

\[
|\psi_{15}\rangle = \frac{1}{\sqrt{2}} |01; 01; 10\rangle + \frac{1}{\sqrt{2}} |01; 00; 11\rangle,
\]

and

\[
|\psi_{16}\rangle = \frac{1}{\sqrt{2}} |01; 00; 00\rangle + \frac{1}{\sqrt{2}} |01; 00; 01\rangle.
\]

Finally, as \(|\psi_{16}\rangle = |\psi_{17}\rangle\) and \( u_2 = 0 \) in all terms of \(|\psi_{17}\rangle\), there are no more processing terms and we conclude that the binary patterns are stored in the memory \( m \), producing the state

\[
|M\rangle = \frac{1}{\sqrt{2}} |01; 00; 00\rangle + \frac{1}{\sqrt{2}} |01; 00; 01\rangle.
\]  

(31)

This is the quantum state desired in Eq. 20 for the example data set.

4 Limitation in the FF-QRAM Algorithm

In this section, we show that the FF-QRAM algorithm becomes inefficient if the initial state in Eq. (11) is used to load \( v \ll M \) patterns as in the original design. More specifically, the post-selection can make the algorithm a non-viable choice for efficiently storing real amplitudes in a quantum state. For this, consider the following list of continuous data:

\[
\{(\sqrt{0.3}, |000\rangle), (\sqrt{0.7}, |001\rangle)\},
\]
meaning that $x_0 = \sqrt{0.3}$, $x_1 = \sqrt{0.7}$, $n = 3$, and $M = 2$.

The initial state is simply $|\psi_0\rangle = 1\langle 0 | 0\rangle_R$. After step 3 of the first iteration in Algorithm 1, $ψ_1$ becomes

$$|ψ_1\rangle =\frac{1}{2\sqrt{2}}[(|111\rangle + |110\rangle + |101\rangle + |100\rangle$$
$$+ |011\rangle + |010\rangle + |001\rangle + |000\rangle)|0\rangle_R.$$ (32)

In the next step, a controlled-rotation, $C^3R_y(θ_0)$, is applied to rotate the register qubit that is entangled with $|111\rangle_R$:

$$|ψ_2\rangle_x_0 = \frac{1}{2\sqrt{2}}|111\rangle\left[\cos\left(\frac{θ_0}{2}\right)|0\rangle + \sin\left(\frac{θ_0}{2}\right)|1\rangle\right]$$
$$+ \frac{1}{2\sqrt{2}}\sum_{|t⟩≠|111⟩}|t⟩|0⟩_R.$$ (33)

With $θ_0 = 2\arcsin\sqrt{0.3} = 1.159$, Eq. (33) becomes

$$|ψ_2\rangle_x_0 = \frac{1}{2\sqrt{2}}|111\rangle\left[\sqrt{0.7}|0\rangle + \sqrt{0.3}|1\rangle\right]$$
$$+ \frac{1}{2\sqrt{2}}\left(|110⟩ + |101⟩ + |100⟩ + |011⟩ + |010⟩ + |001⟩ + |000⟩\right)|0⟩_R.$$ (34)

Step 5 in Algorithm 1 completes the first iteration to produce

$$|ψ_3\rangle_x_0 = \frac{1}{2\sqrt{2}}|000⟩\left(\sqrt{0.7}|0⟩ + \sqrt{0.3}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}\left(|001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩\right)|0⟩_R.$$ (35)

Similar procedure is followed to load $(\sqrt{0.7}, |000\rangle)$. After repeating up to step 5 in Algorithm 1, the state becomes

$$|ψ_4\rangle_x_0,x_1 = \frac{1}{2\sqrt{2}}|110⟩\left(\sqrt{0.7}|0⟩ + \sqrt{0.3}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}\left(|111⟩ + |100⟩ + |101⟩ + |010⟩ + |001⟩ + |000⟩\right)|0⟩_R.$$ (36)

To load the amplitude $x_1 = \sqrt{0.7}$, the controlled rotation is used to produce

$$|ψ_5⟩_{x_0,x_1} = \frac{1}{2\sqrt{2}}|110⟩\left(\sqrt{0.7}|0⟩ + \sqrt{0.3}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}|111⟩\left[\cos\left(\frac{θ_1}{2}\right)|0⟩ + \sin\left(\frac{θ_1}{2}\right)|1⟩\right]$$
$$+ \frac{1}{2\sqrt{2}}\sum_{|t⟩≠|111⟩,|110⟩}|t⟩|0⟩_R.$$ (37)

With $θ_1 = 2\arcsin\sqrt{0.7} = 1.1982$, Eq. (37) becomes

$$|ψ_5⟩_{x_0,x_1} = \frac{1}{2\sqrt{2}}|110⟩\left(\sqrt{0.7}|0⟩ + \sqrt{0.3}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}|111⟩\left(\sqrt{0.3}|0⟩ + \sqrt{0.7}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}\left(|100⟩ + |101⟩ + |010⟩ + |011⟩ + |001⟩ + |000⟩\right)|0⟩_R.$$ (38)

The second iteration is completed with step 5 of Algorithm 1, yielding a quantum state

$$|ψ_6⟩_{x_0,x_1} = \frac{1}{2\sqrt{2}}|000⟩\left(\sqrt{0.7}|0⟩ + \sqrt{0.3}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}|001⟩\left(\sqrt{0.3}|0⟩ + \sqrt{0.7}|1⟩\right)$$
$$+ \frac{1}{2\sqrt{2}}\left(|100⟩ + |101⟩ + |100⟩ + |110⟩ + |111⟩\right)|0⟩_R.$$ (39)

The efficiency of our storage will be given by the probability $P(|1⟩)$. We obtain that $P(|1⟩) = 0.125$, while $P(|0⟩) = 0.875$. This implies that after the measurement of the state in Eq. (39), the chance of loading $x_0$ and $x_1$ in a quantum format as desired is 12.5% until this step of the algorithm.

Due to the probabilistic nature of the FF-QRAM, the post-selection procedure is necessary, which repeats the same algorithm until the register qubit is measured onto $|1⟩$. Theorem 1 shows that the FF-QRAM can have an exponential computational cost in the worst case.
Theorem 1. If \( |\psi_0\rangle = |\rangle^{\otimes n} \otimes |0\rangle \), data = \( \{x_k, p_k\}_{k=0}^{M-1} \), then to create a quantum state \( \sum_{k=0}^{M-1} x_k |p_k\rangle \), the FF-QRAM post-selection success probability is \( P(1) = \frac{1}{2^n} \).

Proof. According to the FF-QRAM algorithm, the initial state can be written as
\[
|\psi_0\rangle = \sum_{p_k \in \mathcal{P}} \frac{1}{\sqrt{2^n}} |p_k\rangle |0\rangle_R + \frac{1}{\sqrt{2^n}} \sum_{t \notin \mathcal{P}} |t\rangle |0\rangle_R,
\]
where \( \mathcal{P} = \{p_0, \ldots, p_{M-1}\} \). In each iteration of the algorithm, the controlled rotation gate takes \( \theta_k = 2 \arcsin x_k \) to satisfy Eq. (19). Thus, after performing \( M \) iterations to load the desired amplitudes, we have the following state:
\[
|\psi_f\rangle = \sum_{k=0}^{M-1} \frac{1}{\sqrt{2^n}} |p_k\rangle |y_k|0\rangle + x_k|1\rangle + \frac{1}{\sqrt{2^n}} \sum_{t \notin \mathcal{P}} |t\rangle |0\rangle_R.
\]
Since we want to obtain \( QRAM(|\psi_0\rangle) = \sum_{k=0}^{M-1} x_k |p_k\rangle \), we need to study the probability of obtaining \( |1\rangle \) when measuring the register qubit. The success probability is calculated as
\[
P(1) = \sum_{k=0}^{M-1} \frac{1}{2^n} |x_k|^2 = \frac{1}{2^n} \sum_{k=0}^{M-1} |x_k|^2 = \frac{1}{2^n},
\]
and since \( \sum_{k=0}^{M-1} |x_k|^2 = 1 \) due to the normalization condition.

The previous theorem leads to following corollaries.

Corollary 1. If \( n \), the number of bits, in the quantum state increases, the probability \( P(1) = \frac{1}{2^n} \to 0 \), that is, the chance of success in the process decreases.

Corollary 2. If our initial state has exactly the superposition of \( M \) computational basis of \( n \) qubits, which corresponds to \( \mathcal{P} \), that is,
\[
|\psi_0\rangle = \sum_{k=0}^{M-1} \frac{1}{\sqrt{M}} |p_k\rangle |0\rangle,
\]
then the probability \( P(1) = \frac{1}{M} \to 0 \) as \( M \) increases.

5 Improving FF-QRAM and PQM Storing Algorithms

In this section, we present methods for reducing the computational cost of the circuit-based quantum random access memory. First, we show that the post-selection probability can be improved by using the PQM algorithm to prepare the input state for the FF-QRAM. For the remainder of this work, the combination of the aforementioned algorithms shall be referred to as FFP-QRAM. Then, we show that the post-selection probability can be further improved by preprocessing the classical data to be loaded. These methods change the computational cost from \( O(CMn) \) to \( O(C'Mn) \), where \( C' < C \). Finally, we present a new loading algorithm inspired by the PQM and FF-QRAM that completes the generalized amplitude encoding without post-selection, reducing the computational cost from \( O(CMn) \) to \( O(Mn) \).

5.1 FFP-QRAM - Combining PQM and FF-QRAM

The PQM algorithm has computational cost \( O(Mn) \) for loading \( M \) \( n \)-bit binary patterns in superposition with the same amplitude. This is the same computational cost of the FF-QRAM if there is no need to carry out a post-selection.

If we have a quantity \( M \) of binary patterns to store in a state with \( n \) qubits and \( M \ll 2^n \), the PQM algorithm keeps efficient with costs associated with the number of patterns. On the other hand, as shown in the previous section, when trying to store \( M \ll 2^n \) patterns, the post-selection process of the FF-QRAM algorithm initialized with \( |\rangle^{\otimes n} \) will have exponential computational cost.

From these two observations, we propose to combine PQM and FF-QRAM algorithms, to store the desired quantity of patterns as a quantum state in superposition.

Consider an input database given by Eq. (1). Suppose we want to obtain a quantum state Eq. (2), with \( M \ll 2^n \) terms. We use Algorithm 2 to store the binary patterns \( p_k \). After \( M \) iterations of the PQM algorithm, we will have the following final state
\[
|\psi_f\rangle_{\text{PQM}} = \frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} |p_k\rangle.
\]
This final state Eq. (40) in PQM will be the initial state of the FF-QRAM that will have an increased probability of post-selection \( P(1) \). However, as described in Corollary 2, \( P(1) \) approaches 0 when we increase the number of patterns \( M \). To obtain a higher post-selection probability we define a preprocessing procedure in the next section.

5.2 Improvement via Data Preprocessing

The post-selection probability can also be improved with a preprocessing strategy. The preprocessing consists of dividing every entry in the input state by
\[
c = \max_{0 \leq k < M} \langle x_k \rangle.
\]
After the preprocessing, Eq. (4) becomes
\[
\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} |k\rangle |p_k\rangle \left( \sqrt{1 - \frac{x_k^2}{c^2}} |0\rangle + \frac{x_k}{c} |1\rangle \right).
\]
After the post-selection measurement we obtain the state
\[
\frac{1}{\sqrt{M}} \sum_{k=0}^{M-1} \frac{x_k^2}{c^2} |k\rangle |p_k\rangle |1\rangle = \sum_{k=0}^{M-1} x_k |k\rangle |p_k\rangle |1\rangle,
\]
and we conclude the state preparation by uncomputing \( |k\rangle \).

The post-selection probability becomes \( \frac{1}{\sqrt{M}} \). We increased the post-selection success probability by a factor \( \frac{1}{\sqrt{C}} \) with \( 0 < C' \). We will demonstrate the impact of the preprocessing strategy in the FF-QRAM and FFP-QRAM with two sets of experiments. Both experiments create a sparse state because this is the worst case for the FF-QRAM.

In the first set of experiments, the input consists of two \( n \)-bit patterns with amplitudes \( \sqrt{0.3} \) and \( \sqrt{0.7} \) and FF-QRAM initial state \( |\rangle^{\otimes n} \). Figure 4 shows the estimated post-selection probability \( P(1) \) in FF-QRAM for this example with \( n = 1, \ldots, 8 \), and with and without the preprocessing.
strategy. There is an improvement in the post-selection probability, but in the worst case the post-selection probability approaches zero and the FF-QRAM will have an exponential computational cost.

In the second set of experiments, the input consists of two $n$-bit patterns with amplitudes $\sqrt{0.5}$ and $\sqrt{0.5}$ and we used the FFP-QRAM. Figure 5 shows the estimated post-selection probability $P(\ket{1})$ in FFP-QRAM for this example with $n = 1, \ldots, 8$, and with and without the preprocessing strategy. The FFP-QRAM has an improved post-selection probability when used to prepare certain sparse vectors and has the same success probability as FF-QRAM when used to prepare a dense state. Given the improvement in the post-selection success probability, in the next sections, we only use the FF-QRAM and FFP-QRAM with the preprocessing strategy.

All quantum circuits were implemented using python programming language, with the quantum computing framework Qiskit [19]. To perform the numerical simulations, we used QASM simulator within Qiskit. The QASM simulator is a backend that emulates the implemented quantum circuit as if it was being executed in a real quantum device. To obtain answers in this kind of simulator, it is necessary to perform measurements on the qubits. Since a quantum circuit’s output is probabilistic, the simulation must be executed several times. The number of repetitions in all simulations was 1024.

Next, we will present a new algorithm for loading complex data without post-selection.

5.3 A-PQM - Adapted PQM loading procedure for storing continuous data

Based on [13, 14, 20], we propose a modified version of the PQM storage algorithm to load patterns with continuous amplitudes. We modify the $S^T$ operator and adopt the flip flop operators of the FF-QRAM algorithm. The proposed algorithm is capable of storing the desired amount of complex data, such as amplitudes of a state in superposition, with computational cost $O(Mn)$ and without a post-selection procedure. We refer to this algorithm as adapted PQM (A-PQM).

Consider the input database given by Eq. (1). We will use Algorithm 3 to obtain the desired state in Eq. (2), whose initial state, according to our change, will only have $n + 2$ qubits, as a consequence of the elimination of the first register $|p\rangle$ of the Algorithm 2. Thus, the A-PQM storage algorithm has quantum states with structure

$$|u_1u_2; m\rangle,$$

where the initial state has $u_1 = 0, u_2 = 1$ and the memory register $|m\rangle = |m[0]m[1]...m[n-1]\rangle$ initialized in $|0\rangle$.

Under these conditions, using the PQM storage algorithm [14] and the controlled rotations adopted in [13] as bases, our main proposal is a deterministic algorithm, capable of loading complex data without the cost of post-selection. The A-PQM algorithm is described in Algorithm 3 and $|\psi_k\rangle$ denotes the quantum state in step $i$ of storing the pattern $p_k$ with the amplitude $x_k$.

The quantum circuit for loading $x_k$ as a complex amplitude of $|p_k\rangle$, is depicted in Figure 6.

Algorithm 3 works in a similar way to the Algorithm 2. That is, steps 4-8 correspond to the loading steps, and steps 12-16 correspond to the unloading steps in Algorithm 2. And given that there are $M$ complex data, each associated with a binary pattern of length $n$, $O(Mn)$ steps are required to store complex data in Algorithm 3. Thus, we are able to encode complex data in a quantum state in a deterministic way, thereby eliminating the post-selection cost of Algorithm 1. In the next subsection, we will make an example of the quantum data encoding procedure using Algorithm 3.
5.3.1 Example

Let

\[ \text{data} = \{(\sqrt{0,1} - i\sqrt{0,2}, 00); (\sqrt{0,1} - i\sqrt{0,1}, 01); (\sqrt{0,1}, 10); (\sqrt{0,4}, 11)\}, \]

be an input database, determined by a list of four complex numbers that we want to store. The Algorithm 3 will create a state \(|\psi\rangle\), as described below.

\[ |\psi\rangle = \sum_{k=0}^{3} x_k |p_k\rangle \]

The initial state is given by

\[ |\psi_{0_0}\rangle = |01; 00\rangle. \]
changed by the operator $CX_{u_{2m}[1]}$, since only in the second term $u_2 = 1$. Then, by proceeding from step 4,

$$|\psi_{11}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 10\rangle + \sqrt{0.7}|01; 11\rangle. \quad (48)$$

Following the subsequent steps of the algorithm, we obtain the following state:

$$|\psi_{12}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 10\rangle + \sqrt{0.7}|11; 11\rangle.$$

In this iteration, we have $\gamma_1 = 01 - 0.3 = 0.7$. Applying $x_1$ and $\gamma_1$ in Eq. (10), we get:

$$U_3^{(x_1, \gamma_1)} = \begin{bmatrix} \sqrt{0.5} & \sqrt{0.7} \\ -\sqrt{0.1} - i \sqrt{0.2} & \sqrt{0.7} \end{bmatrix},$$

and

$$|\psi_{13}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 10\rangle + (\sqrt{0.1} - i \sqrt{0.1})|10; 11\rangle + \sqrt{0.5}|11; 11\rangle,$$

$$|\psi_{14}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 10\rangle + (\sqrt{0.1} - i \sqrt{0.1})|00; 11\rangle + \sqrt{0.5}|01; 11\rangle,$$

and

$$|\psi_{15}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 00\rangle + (\sqrt{0.1} - i \sqrt{0.1})|00; 01\rangle + \sqrt{0.5}|01; 00\rangle.$$

At this moment, in the first two terms of the state $|\psi_{15}\rangle$, we have $u_2 = 0$, indicating that the amplitudes $x_0$ and $x_1$ are loaded with the states $p_0$ and $p_1$, respectively, and the third term with $u_2 = 1$ will be used to load the next input pattern. Therefore, we are ready to proceed to the next entry pattern.

Following the same procedure for the inputs $(\sqrt{0.1}, 10)$ and $(\sqrt{0.1}, 11)$ in the Algorithm 3, we obtain the final states:

$$|\psi_{25}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 00\rangle + (\sqrt{0.1} - i \sqrt{0.1})|00; 01\rangle + \sqrt{0.1}|00; 10\rangle + \sqrt{0.4}|01; 00\rangle,$$

and

$$|\psi_{35}\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00; 00\rangle + (\sqrt{0.1} - i \sqrt{0.1})|00; 01\rangle + \sqrt{0.1}|00; 10\rangle + \sqrt{0.4}|00; 11\rangle.$$

Note that in $|\psi_{35}\rangle$, $u_2 = 0$ in all terms, meaning that there is no more term in the process. Therefore, we successfully prepared the desired state shown in Eq. (41) as

$$|\psi\rangle = (\sqrt{0.1} - i \sqrt{0.2})|00\rangle + (\sqrt{0.1} - i \sqrt{0.1})|01\rangle + \sqrt{0.1}|10\rangle + \sqrt{0.4}|11\rangle. \quad (49)$$

6 Experiments

We performed experiments with the FF-QRAM, FFP-QRAM using the preprocessing strategy presented in Section 5.2 and the adapted version of PQM (A-PQM) for continuous amplitudes. FF-QRAM and FFP-QRAM have the computational cost of $O(CMn)$, and A-PQM has the computational cost of $O(Mn)$. Through experimentation from the initialization of sparse to dense quantum states, we investigate the impact of sparsity in the computational cost of FF-QRAM and FFP-QRAM.

In Figure 7, we verify the probability of post-selection of FF-QRAM, FFP-QRAM, and A-PQM using $M$ 11-bit patterns, with $M = 4, 8, \ldots, 2^{11}$, and amplitudes initialized randomly following a uniform distribution. In this case, the FFP-QRAM has an improved post-selection probability, requiring only a constant number of repetitions to achieve the desired state with high probability, and has computational cost $O(Mn)$.

The post-selection probability of FFP-QRAM depends on the data distribution. In Figure 8, we verify the probability of post-selection of FF-QRAM, FFP-QRAM, and A-PQM using $M$ 11-bit patterns, with $M = 2, 4, 8, \ldots, 2^{11}$, with an artificial data set in which the largest amplitude is approximately 0.99 and the rest of the data initialized randomly. In this case, the preprocessing will not improve the post-selection probability of FF-QRAM and FFP-QRAM, and they will require an exponential number of repetitions to generate the desired state.

In the worst case, the post-selection success probability of FF-QRAM and FFP-QRAM approaches 0, and it is necessary to perform an exponential number of FF-QRAM or FFP-QRAM calls to prepare a quantum state. The A-PQM requires a polynomial number of operations to initialize a quantum state with $M$ patterns. In the worst case, the A-PQM state preparation is exponentially faster than the FF-QRAM and FFP-QRAM.
Fig. 8: Success probability to load $M$ patterns into a FF-QRAM, FFP-QRAM or A-PQM with 11 qubits, where the maximum amplitude of the data is about 0.99 and the rest are chosen randomly.

7 CONCLUSION

The ability to load data in a quantum state efficiently is of critical importance in quantum computing. Ref. [13] proposed a method to load a database structured as $M$ pairs of a complex number and an $n$-bit pattern in a quantum computer with a computational cost of $O(CMn)$, where $C$ is the number of repetitions for post-selection that depends on the distribution of the data. In this work we showed that $C$ can dominate the computational cost and nullify the efficiency of the algorithm proposed in Ref. [13]. Then we presented several strategies to circumvent this critical issue. We showed that the success probability for post-selection can be improved by combining two known algorithms together and preprocessing the data. Then we presented a new algorithm for loading the quantum database without post-selection, thereby reducing the computational cost to $O(Mn)$. The proposed method is based on the algorithms proposed in Refs. [13] and [14]. We also reduced the number of qubits used in the PQM algorithm from $2n + 2$ to $n + 2$, which is favorable for using the proposed algorithm in noisy intermediate-scale quantum devices.
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