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Abstract—We propose a technique to authenticate received packets in underwater acoustic networks based on the physical-layer features of the underwater acoustic channel (UWAC). Several sensors a) locally estimate features (e.g., the number of taps or the delay spread) of the UWAC over which the packet is received, b) obtain a compressed feature representation through a neural network (NN), and c) transmit their representations to a central sink node that, using a NN, decides whether the packet has been transmitted by the legitimate node or by an impersonating attacker. Although the purpose of the system is to make a binary decision as to whether a packet is authentic or not, we show the importance of having a rich set of compressed features, while still taking into account transmission rate limits among the nodes. We consider both global training, where all NNs are trained together, and local training, where each NN is trained individually. For the latter scenario, several alternatives for the NN structure and loss function were used for training.

I. INTRODUCTION

Physical-layer security (PLS) is an emerging approach that can potentially withstand quantum computing attacks (as it is not founded on computationally hard problems) and is particularly suitable in networks with communication or computing constraints. We focus on PLS for the authentication of underwater acoustic network (UWAN) packets, wherein a receiving device must decide whether a received packet has been transmitted by the claimed transmitter, or by an impersonating transmitter aiming at sending fake and potentially dangerous packets to the receiving device.

Authentication has been studied in the literature from its theoretical foundation as a hypothesis testing problem [1], to its practical implementation [2] and performance limits [3], [4]. In [5], the underwater acoustic channel (UWAC) is used to generate secret keys, then for authentication (for a comparison with key-less authentication, see also [6]). In [7], an authentication scheme using the maximum time-reversal resonating strength of UWAC is proposed. In [8] several trusted nodes independently help a sink node in the authentication process, by computing one belief value each (based on estimated channel parameters). Beliefs are then fused by a sink node to make a decision. Both the statistical parameters and the fusion are obtained by assuming a particular statistical model. However, such a model may not always be accurate, considering also the large variety of scenarios for UWAN with diverse channel features [9]. In this respect, machine learning (ML) approaches that learn the channel statistics constitute a promising solution. The authentication scheme of [10] provides a single receiver that exploits reinforcement learning to choose the authentication parameter without being aware of the network and spoofing model. Still, a single receiver may not provide an accurate authentication process. Therefore, solutions based on multiple devices have been explored. In [11] a general framework for a synergic trust model based on a support vector machine (SVM) is proposed. However, this scheme is complex and is not tailored to detect spoofing attacks.

In this paper, we build upon [12], and consider a set of trusted nodes that report information to a central node making the final authentication decision. In [12], the trusted node only reported a single value for each packet, which represents a local (soft) decision: however, this choice limits the ability of the central node to effectively fuse the information, e.g., taking into account the correlation of the features computed by different trusted nodes. Indeed, we advocate that passing more values (still compressed with respect to all the observed features) yields a more accurate decision. We resort to ML, where both trusted nodes use neural networks (NNs) to compress the data (locally) and the central node uses a NN to centrally fuse the information. Although the purpose of the system is to take a binary decision (whether a packet is authentic or not) we show the importance of having a rich set of compressed features, still taking into account the transmission rate limits among the sensors and the central nodes. We consider both a global training where all NNs are trained together, and localized training, where the NN at each sensor is first trained and then the central NN is trained with fixed local NNs.

II. SYSTEM MODEL

We consider the scenario of Fig. 1, where N sensors cooperate with a node (Bob) who decides if the received packet originate from a specific sender (Alice) or not. In turn, the attacker (Eve) transmits packets to the sensors in an attempt to impersonate Alice, i.e., aiming at having Bob accepting her packets as coming from Alice. Communications occur over UWACs: the transmissions from the sensors to Bob and then the central node to effectively fuse the information, e.g., taking into account the correlation of the features computed by different trusted nodes. Indeed, we advocate that passing more values (still compressed with respect to all the observed features) yields a more accurate decision. We resort to ML, where both trusted nodes use neural networks (NNs) to compress the data (locally) and the central node uses a NN to centrally fuse the information. Although the purpose of the system is to take a binary decision (whether a packet is authentic or not) we show the importance of having a rich set of compressed features, still taking into account the transmission rate limits among the sensors and the central nodes. We consider both a global training where all NNs are trained together, and localized training, where the NN at each sensor is first trained and then the central NN is trained with fixed local NNs.
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repeat request (ARQ)), such that no communication error occurs in the data reception. Moreover, Eve does not modify the transmit signal to specifically break authentication (more sophisticated attacks are left for future study).

III. AUTHENTICATION PROTOCOL

We propose the following authentication protocol upon the reception of a packet by the network:

1) each sensor \( n = 1, \ldots, N \), estimates the power delay profile \( \{ P_n(\tau) \} \), i.e., the power of tap with delay \( \tau \), of the channel over which the packet was received,
2) each sensor \( n = 1, \ldots, N \), extracts the feature vector \( x_n \in \mathbb{R}^K \) from \( \{ P_n(\tau) \} \),
3) each sensor \( n = 1, \ldots, N \), processes \( x_n \) to obtain the (compressed) vector \( y_n = f_n(x_n) \in \mathbb{R}^M \) and \( M < K \),
4) Bob collects the \( N \) local outputs \( y_n, n = 1, \ldots, N \), computes \( z = g([y_1, \ldots, y_N]) \), and
5) Bob verifies the authenticity of the packet through the following test \( \mathcal{H} = 1 \) if \( z > \lambda \), and \( \mathcal{H} = 0 \) if \( z < \lambda \).

The value of the threshold \( \lambda \) is chosen to match the target false alarm probability, \( p_{FA} \), hence, indicating with \( \mathcal{H} = 1 \) (\( \mathcal{H} = 0 \)) the case wherein Alice (Eve) is transmitting, the FA probability is \( p_{FA} = P[\mathcal{H} = 1 | \mathcal{H} = 0] \).

Now, functions \( f_n(\cdot), n = 1, \ldots, N \), and \( g(\cdot) \) must be designed to obtain a robust authentication process. Since the distribution of the input feature vector is unknown, we resort to ML techniques to design them. In particular, they are implemented as NNs with multiple layers [13].

About the features, in [8], [12] and [14] their computation is studied in detail, taking into account the stability of their statistics over time and their strong dependency on the transmitter’s location [8] to effectively distinguish packets transmitted from different positions. The considered features are the number of channel taps, the average tap power, the relative root mean square (RMS) delay, and the smoothed received power, as defined in [8], [12].

Remark: In [12] we considered a similar authentication mechanism, where however each sensor reports a single value to Bob, i.e., \( M = 1 \). Here instead we consider larger values of \( M \). Indeed, if the features of the sensors are correlated, it is advantageous to provide a more detailed description to Bob, with a larger number \( M \) of reported values.

We consider now a supervised training with a two-sided dataset, i.e., the training is based on packets coming from both Alice and Eve, and the true label (packet source) is available during training. Note that our approach requires having prior data from Alice and Eve: such data may be available, e.g., in semi-static contexts, where Alice is at a fixed position and its dataset can be well characterized. For Eve, worst-case scenarios (e.g., when Eve is located very close to Alice) can be considered to collect data. For training, we consider two possible scenarios: a) local training and b) global training. With local training, each NN implementing function \( f_n(\cdot) \) is trained separately. Afterwards, function \( g(\cdot) \) is also trained; this does not require communication between sensors and Bob during training. In the global training scenario, instead, all NNs are trained together as a single large NN including functions \( f_n(\cdot), n = 1, \ldots, N \), and \( g(\cdot) \); thus, the sensors must communicate with Bob during training.

A. Local Training

In local training, each function \( f_n(\cdot), n = 1, \ldots, N \), is trained locally at its sensor. We propose three options for the output that these NNs report to Bob.

Autoencoder NN (AE) solution: The first solution is to perform a lossy source coding on the features using as loss function the mean square error (MSE) on the reconstructed vector \( \hat{x}_n \), i.e., \( E[||\hat{x}_n - x_n||^2] \). Such compression is obtained by training the local NN (operating as the encoder) in cascade with a second NN (operating as the decoder) that provides \( \hat{x}_n \) from \( y_n \), in what is known as an AE (see [13] for more details). Note that this solution is not tailored to the hypothesis testing problem, but it aims at providing the best representation of the observed features to Bob (in terms of MSE): in fact, the training of the AE is unsupervised, i.e., we do not exploit the true label of the feature.

Local decision (LD) solution: The second solution is provided by [12], where \( M = 1 \) and the local NN is trained to provide the best authentication test at the local level. In this case, the loss function is the MSE with respect to the true label, i.e., \( E[||y_n - \mathcal{H}||^2] \). Although in this case the compression is targeted to the hypothesis testing problem, the information...
passed to Bob may not allow for an effective exploitation of the correlation among the features observed at the various sensors.

**Combined LD and AE (CLDAE) solution:** To reap the benefits of both local approaches (LD and AE) we propose here a modified version of the AE, shown in Fig. 2 (for the case $K = 4$ and $M = 3$). In particular, we split the encoder NN $f_n(x_n)$ into two NNs implementing functions $f_{1,n}(x_n)$ and $f_{2,n}(x_n)$, both having the feature vector $x_n$ as input. The first function $f_{1,n}(x_n)$ has a single output and implements the local decision as in [12]. The second function $f_{2,n}(x_n)$ has $M - 1$ outputs and the $M$ outputs of both $f_{1,n}(x_n)$ and $f_{2,n}(x_n)$ are seen as the output of the encoder part of an AE providing the reconstructed vector $\hat{x}_n$. Thus, for training we add in cascade a third NN $f_{3,n}(y_n)$ operating as decoder and train both $f_n(x_n)$ and $f_{3,n}(y_n)$ to minimize the MSE with respect to the input feature vector, i.e., $E[||\hat{x}_n - x_n||^2]$.

For all three solutions, function $g(y_n)$ is implemented as a NN, whose loss function for training is the MSE with respect to the true label, i.e., $E[||z - \mathcal{H}||^2]$. 

**B. Global Training**

With global training, $f_n(x_n)$, $n = 1, \ldots, N$, and $g(\cdot)$ are jointly trained by using as loss function the MSE with respect to the true label, i.e., $E[||z - \mathcal{H}||^2]$.

**IV. DATASET GENERATION**

To test the performance of the proposed authentication technique, we performed a sea experiment in January 2022 in Eilat, Israel. This area is characterized by a complex bathymetry and is thus a good environment to test our method, that relies on source separation based on channel features. For network communications, we used 7 Nanomodem-v3 from Newcastle University, UK, commercialized by Succorfish. These low-cost cylindrical modems measure 4 cm $\times$ 6 cm, operate in the 24–32 kHz band, and have a source power level of 168 dB. They can be used to transmit packets of up to 64 bytes, either broadcast or unicast, using 640-bps 16-ary orthogonal modulation signals. To obtain the channels’ impulse responses, we used Raspberry Pi boards to start polling sequences, either broadcast or unicast, using 640-bps 16-ary orthogonal modulation signals. To test the importance of a richer ($M > 1$) information transfer from the sensors to Bob.

To generate correlated features, we adopt the following procedure based on the inverse transform sampling method [15]:

1) we generate a $N \times K$ matrix of zero-mean correlated Gaussian variables $\hat{v}$, with unitary covariances $COV(\hat{v}_n,k, \hat{v}_{n',k'}) = 1$, if $n = n', k = k'$, $COV(\hat{v}_n,k, \hat{v}_{n',k'}) = \alpha$, if $n \neq n', k = k'$, and zero otherwise, where $\alpha \in [0, 1]$ is a parameter to control the covariance among sensors;

2) we compute $v_{n,k} = \mathcal{F}^{-1}(\hat{v}_{n,k})$, where $\mathcal{F}(\hat{v}_{n,k})$ is the cumulative distribution function (CDF) of a normal distribution, and derive $x_{n,k} = \mathcal{F}_x^{-1}(\hat{v}_{n,k})$ via numerical methods.

We consider only the measurements from transmitters 1 and 3: the first is considered to be Alice and the second Eve. Each generated dataset contains $10^5$ measurements per feature. We generated a dataset for each considered value of $\alpha$ and we used 60% of data set for training, 15% for validation, and 25% for testing.

**V. PERFORMANCE RESULTS**

We considered a scenario with $N = 3$ sensors, each computing the $K = 4$ features described in Section II. The channel models and the generation of the dataset used for training and performance evaluation have been described in
Section IV. The neurons of the NNs use the rectified linear unit (ReLU) as activation function, unless otherwise specified.

AE Solution: For the encoder AE solution, we considered an input layer with 4 neurons followed by 2 layers with 3 neurons each. The hidden layer has \( M = 1, 2, \) or 3 neurons. The structure of the decoder mirrors the encoder. The output layer has a linear activation function.

LD Solution: The LD solution is used both standalone for the case \( M = 1 \) and as \( f_{1,n} \) for the CLDAE solution. We used 4 layers, with 4, 3, 2, and 1 neurons, respectively. The output neuron uses the sigmoid activation function.

CLDAE Solution: For the CLDAE solution, function \( f_{2,n} \) is implemented as a NN with 3 layers, having 4 neurons in the first layer, 3 in the second, and \( M - 1 \) in the third. The decoder is implemented as in the AE solution.

In all three solutions, the NN implementing \( g(\cdot) \) was designed with \( M N \) neurons in the first layer, \( N \) in the second, and a single neuron in the output layer. The output neuron uses the sigmoid activation function.

We characterize the performance of our solutions in terms of the error rate, \( \epsilon = P[\mathcal{H} \neq \mathcal{H} | \mathcal{H}], \) obtained for an attack probability of 0.5, i.e., \( \epsilon = 0.5p_{PA} + 0.5p_{MD}, \) where \( p_{MD} = P[\bar{\mathcal{H}} | \mathcal{H} = 0] \) is the missed detection (MD) probability and the testing threshold \( \lambda \) has been optimized to minimize \( \epsilon. \)

Fig. 4 shows the error probability of the local solutions in the considered scenario. As \( M \) increases, more information on the observations is provided to Bob, who can also exploit the correlation among them, thus reducing \( \epsilon. \) When comparing the various solutions, we note both LD and CLDAE outperform the AE solution, since they are targeted towards the hypothesis testing problem. Moreover, we clearly see that providing more information than only soft local decisions (as would be the case for \( M = 1 \)) decreases the error probability, since Bob can exploit the correlation of the observations at the sensors. Lastly, we observe that the error probability decreases as the correlation increases for all solutions. This is due to the fact that statistics at different sensors are different, thus having multiple highly correlated measurements makes it possible to reduce the decision uncertainty.

Global training: For global training, we describe the NNs with notation \( a_1 - a_2 - \ldots - a_{Q_L} | b_1 - \ldots - b_{Q_G}, \) where \( a_p \) indicates the number of neurons of layer \( p \) in each local NN, while \( b_q \) indicates the number of neurons in layer \( q \) of Bob’s NN. The considered configurations for \( M = 1, 2, \) and 3, are reported in the legend of Fig. 5. Note that in all configurations the total number of neurons is 34, and the output neurons use the sigmoid activation function.

Fig. 5 shows the error rate \( \epsilon \) as a function of the correlation coefficient \( \alpha \) for different NN configurations. Comparing Fig. 4 and Fig. 5, we notice that, even if the latter achieves the best performance, CLDAE with local training achieves almost the same results, even though it operates under more restrictive assumptions: considering, for instance, \( \alpha = 0.7 \) and \( M = 2, \) by using the AE we would always get \( \epsilon > 10^{-1}, \) while with the CLDAE we achieve \( \epsilon \approx 1.52 \cdot 10^{-2}, \) close to the value \( \epsilon \approx 1.16 \cdot 10^{-2} \) of the global scenario. Lastly, for \( \alpha = 1, \) we achieve a very low error rate \( \epsilon < 10^{-4}, \) not shown in the figure.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we investigated different solutions to exploit the correlation among UWAC features to authenticate underwater network nodes. Our results suggest that it is advantageous to share some additional information on local channel features with the sink node for a more accurate final decision rather than simply merging local decisions. Future work includes, among others: a) the development of ML models able to authenticate the users in time-varying channels that can be trained using channel features from legitimate transmitters, and b) more sophisticated attacks and defense strategies, also based on generative adversarial networks.
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