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Abstract—In a mmWave multiple-input multiple-output (MIMO) communication system employing a large-scale antenna array (LSAA), the hybrid transceivers are used to reduce the power consumption and the hardware cost. In a hybrid analog-digital (A/D) transceiver, the pre/post-processing operation splits into a lower-dimensional baseband (BB) pre/postcoder, followed by a network of analog phase shifters. Primarily two kinds of hybrid architectures are proposed in the literature to implement hybrid transceivers namely, the fully-connected and the partially-connected. Implementation of fully-connected architecture has higher hardware complexity, cost and power consumption in comparison with partially-connected. In this paper, we focus on partially-connected hybrid architecture and develop a low-complexity algorithm for transceiver design for a single user point-to-point mmWave MIMO system. The proposed algorithm utilizes the variable elimination (projection) and the minorization-maximization (MM) frameworks and has convergence guarantees to a stationary point. Simulation results demonstrate that the proposed algorithm is easily scalable for LSAA systems and achieves significantly improved performance in terms of the spectral efficiency (SE) of the system compared to the state-of-the-art solution.

Index Terms—Hybrid precoding, minorization-maximization, MM, mmWave MIMO communications, large-scale antenna arrays.

I. INTRODUCTION

Emerging wireless networks demand several orders of increase in capacity to deliver higher data-rates. To achieve this a large-scale antenna array (LSAA) multiple-input multiple-output (MIMO) communication system is generally employed, which uses a large number of transmitting and receiving antennas. The use of LSAA is an essential requirement in mmWave bands, has gained attention recently because of the availability of unused spectrum. The communication at mmWave frequencies generally suffers from several losses including those due to propagation, penetration loss, etc., [1]–[5]. Thus, LSAA are generally employed at the transceivers to achieve high beamforming gains and to mitigate the losses associated with the system. However, from an implementation point of view, each transmitting and receiving antenna has to be driven by a radio frequency (RF) chain. Thus, the number of RF chains increase linearly with the number of antennas. This requirement becomes the bottleneck in the implementation of the system because it substantially increases the power consumption and hardware cost.

Several precoding/postcoding solutions have been proposed in the literature to alleviate the aforementioned issues. In [6]–[8], the analog beamforming solution was considered, where a network of analog phase-shifters is driven using only one RF chain. But this architecture is not suitable for transmission of multiple streams. Another alternative uses analog switches [9]–[11], which unfortunately degrades the array gain. In order to achieve high beamforming gain without compromising the ability to transmit multiple streams hybrid analog-digital (A/D) transceivers were (first) proposed in [1]. In this architecture, the pre/postcoding operation splits into a smaller dimensional digital baseband (BB) pre/postcoder followed by a network of analog phase-shifters.

For a mmWave communication system, hybrid transceivers were (first) proposed in [2]. It is shown that the near-optimal hybrid transceiver is obtained by maximizing the SE of the system. As the SE maximization jointly over the hybrid precoder and postcoder is difficult, the problem is further decoupled into precoder and postcoder optimization. It is also shown that the hybrid precoder design problem is approximated by minimizing the Frobenius norm of the difference between the fully digital and the product of analog-digital precoders [3]. It is important to note that the problem of designing the hybrid precoder and postcoder has a similar mathematical structure. This enables the reuse of algorithms developed for the transmitter to implement the postcoder as well. This motivates the focus on a hybrid precoder design problem, and apply the same algorithms at the receiver for performance evaluation.

Apart from the aforementioned works, a number of works exist which deal with the hybrid design problem [5], [12]–[21]. These works are categorized as codebook based and codebook free. In codebook based methods, the analog and digital precoders are pre-computed and stored in a codebook structure; this facilitates the limited channel feedback from the user to the base station. In [3], the analog precoder is pre-determined using a codebook and the resulting optimization problem is solved using sparse reconstruction techniques [22]. Instead of using predetermined codebooks, in codebook free approaches, the Frobenius norm approximation problem is directly solved using alternating minimization algorithms [12].

Among the different architectures for hybrid transceiver design, the two most common ones are the fully-connected and the partially-connected [23]. In the fully-connected case, each RF chain is connected to all the transmitting antennas, whereas
in the partially-connected case only a subset of antennas is connected to an RF chain. Although the partially-connected architecture has slightly reduced performance compared to the fully-connected [5], [23], it exhibits lesser hardware complexity, cost, and power consumption [5], which makes it a more attractive candidate for a practical implementation of the system. In [12], SDR-ALTMIN algorithm is presented for the partially-connected case, which uses alternating minimization and requires external toolboxes to solve the problem. Additionally, there are no convergence guarantees and it has high computational complexity.

The aim of this paper is to provide a low-complexity solution with convergence guarantees. We follow the codebook free approach and directly address the Frobenius norm approximation criterion to design the hybrid transceiver. The approximated problem can also be viewed as a constant approximation criterion to design the hybrid transceiver. We follow the codebook free approach and directly address the Frobenius norm solution with convergence guarantees. We follow the codebook free approach and directly address the Frobenius norm solution with convergence guarantees. We follow the codebook free approach and directly address the Frobenius norm solution with convergence guarantees.

We briefly mention the following contributions:

- A novel algorithm for the partially-connected hybrid transceiver architecture using the combination of variable elimination and the minorization-maximization (MM) framework.
- The proposed algorithm has convergence guarantees, lower complexity, and improved performance compared to the state-of-the-art solution as illustrated in Section IV. This augurs well with the low-complexity, power-efficient, partially-connected architecture.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We first describe a point-to-point single user mmWave MIMO system employing hybrid pre/post-coding and provide necessary input-output models. Subsequently, we formulate the precoder optimization problem.

A. System Model

We consider a system equipped with \( T_x \) transmitting and \( R_x \) receiving antennas. The transmitter has \( N_t << T_x \) RF chains whereas receiver has \( N_r << R_x \) RF chains. The system is designed to communicate \( N_s \) data streams, where \( N_s \leq \min\{N_t,N_r\} \). A hybrid precoder \( P_t = A_tD_t \) with dimensions \( T_x \times N_s \) is applied at the transmitting side. The transmitted signal can be written as \( x = A_tD_t s \), where \( x \in \mathbb{C}^{T_x \times 1} \), \( s \) is the symbol vector, \( A_t \) is the analog precoding matrix with dimensions \( T_x \times N_t \), and \( D_t \in \mathbb{C}^{N_t \times N_s} \) is the BB digital precoding matrix. Similarly, at the receiver, a hybrid postcoding operation is performed \( P_r = A_rD_r \), with matrix \( A_r \) having dimensions \( R_x \times N_r \) and \( D_r \in \mathbb{C}^{N_r \times N_s} \). Without loss of generality, we assume the entries of the data vector \( s \) are zero mean independent variables with power \( \sigma_s^2 \). We now explore the system and design constraints on the precoding matrices. Firstly, exploiting the unit power on each user streams, the constraint of \( \| A_tD_t \|^2_F = N_s \) is imposed on the precoder design to account for the limited transmission power budget. The function of analog precoding and postcoding matrices \( A_t \) and \( A_R \) is to map the signals from the RF chains to the transmitting/receiving antennas.

These matrices implement the analog phase-shifting networks for the ease of design and implementation in the RF domain. Since \( A_t \) contain phase-shifters, it is clear that they satisfy the unit-modulus constraint. Further, the focus of this work is on the low-complexity partially-connected architecture, this further imposes structural constraints on the analog precoding/postcoding matrix as,

\[
A_t = \begin{bmatrix}
a_1 & 0 & \ldots & 0 \\
0 & a_2 & \ldots & 0 \\
& \ddots & \ddots & \vdots \\
0 & 0 & \ldots & a_{N_t}
\end{bmatrix},
\]

where each \( a_i \) is \( \frac{T_x}{N_t} \times 1 \) dimensional vector consisting of unit-modulus entries\(^1\). This structure indicates that each RF chain is connected to only a subset of transmitting antennas having \( \frac{T_x}{N_t} \) antennas in each subset. A similar structure for the receiver’s analog precoding matrix can also be written with each sub-vector having dimensions \( \frac{R_x}{N_r} \times 1 \).

We consider a narrow-band block-fading propagation channel, thus the received signal before and after the postcoding operation is,

\[
y = HP_t s + n,
\]

\[
y_r = P_r^H y,
\]

respectively, where \( H \in \mathbb{C}^{R_x \times T_x} \) is the channel matrix, and \( n \in \mathbb{C}^{R_x \times 1} \) is independent identically distributed (i.i.d) circular-symmetric complex Gaussian noise, \( \mathcal{CN}(0,\sigma_n^2 I) \), \( \sigma_n^2 \) represents the noise variance. Considering the symbol vector to be zero-mean, complex circular-symmetric complex Gaussian with i.i.d entries, then its second order statistical characterization is, \( \mathbb{E}\{ss^H\} = \sigma_s^2 I \), where \( \mathbb{E}\{\cdot\} \) is the expectation operator and \( \sigma_s^2 \) is the variance of \( s_i \), \( \forall i \). The spectral efficiency (SE) of such a system as given in [3], [5] is,

\[
\text{SE} = \log_2 \det \left( I + R_n^{-1}P_r^H HP_t P_r^H H^H P_r \right),
\]

where \( R_n = \sigma_n^2 P_r^H P_r \) and \( \sigma_s^2 = 1 \).

B. Channel Model

We consider a narrow-band Saleh-Valenzuela model to accurately capture the characteristics of a typical mmWave channel including severe path loss, limited scattering, the high correlation among antennas due to closely packed antenna arrays, etc., [24], [25]. Assuming \( N_p \) propagation paths between the transmitter and the receiver, we have,

\[
H = \sqrt{\frac{T_x R_x}{N_p}} \sum_{k=1}^{N_p} \alpha_k b_r(\phi^t_k) b_l(\phi^r_k)^H,
\]

where \( b_r(\phi^t_k) \) and \( b_l(\phi^r_k) \) represents the normalized array response or steering vectors associated with receive and transmit antenna arrays respectively, \( \alpha_k \in \mathbb{C} \), is the gain along the \( k \)-th path, \( \phi^t_k \) and \( \phi^r_k \) are the azimuth angle of arrival and departure, respectively for the \( k \)-th path. A uniform linear array (ULA) of\(^1\)

\(^1\)Without loss of generality we assume \( T_x \) to be a multiple of \( N_t \).
isotropic antenna elements is considered at the transmitter and at the receiver. The associated steering vector in a direction \( \phi \) is written as,
\[
b(\phi) = \sqrt{\frac{1}{M}} \left[ e^{jkd\sin(\phi)}, \ldots, e^{j(M-1)kd\sin(\phi)} \right]
\]
where \( k = \frac{2\pi}{\lambda} \) is the wavenumber, \( \lambda \) is the carrier wavelength, \( M \) is the number of antenna elements in the array and \( d \) is the inter-element spacing between two antenna elements.

### C. Problem Formulation

The objective is to maximize the SE of the system subject to discussed constraints to find the optimal hybrid precoders and postcoders. This can be formulated as,

\[
\mathcal{P}_1 : \max_{\mathbf{A}_t, \mathbf{D}_t, \mathbf{A}_r, \mathbf{D}_r} \text{SE}(\mathbf{A}_t, \mathbf{D}_t, \mathbf{A}_r, \mathbf{D}_r)
\]

subject to \( \mathbf{A}_t \in \chi_t, \mathbf{A}_r \in \chi_r \)

\[
\|\mathbf{A}_t \mathbf{D}_t\|^2_F = N_s,
\]

where \( \chi_t \) and \( \chi_r \) are the sets imposing structural constraints on the design of analog precoder and postcoder, respectively. Problem \( \mathcal{P}_1 \) is nonconvex and the joint design of precoders and postcoders becomes intractable. In fact, the SE maximization problem is intractable even for the fully-digital case. Therefore, instead of solving the SE maximization problem, it is proposed in the literature to decouple the transmitter-receiver problem. Then, hybrid precoder may be designed by maximizing the mutual information (MI) [3]. The MI maximization problem is given by,

\[
\mathcal{P}_2 : \max_{\mathbf{A}_t, \mathbf{D}_t} \log_2 \det \left( \mathbf{I} + \sigma_n^{-2} \mathbf{H} \mathbf{A}_t \mathbf{D}_t \mathbf{D}_t^H \mathbf{A}_t^H \mathbf{H}^H \right)
\]

subject to \( \mathbf{A}_t \in \chi_t \)

\[
\|\mathbf{A}_t \mathbf{D}_t\|^2_F = N_s.
\]

Still, problem \( \mathcal{P}_2 \) is nonconvex and difficult to optimize. As mentioned earlier, the MI maximization problem can be equivalently formulated as the Frobenius norm approximation between the fully-digital and the product of A/D precoders as,

\[
\mathcal{P}_3 : \min_{\mathbf{A}_t, \mathbf{D}_t} \|\mathbf{P}_t - \mathbf{A}_t \mathbf{D}_t\|^2_F
\]

subject to \( \mathbf{A}_t \in \chi_t \)

\[
\|\mathbf{A}_t \mathbf{D}_t\|^2_F = N_s.
\]

The unconstrained fully-digital precoder \( \mathbf{P}_t \) for a single user MIMO system is obtained from the singular value decomposition (SVD) of the channel matrix and the water-filling algorithm [26]. On the other hand, a minimum mean square error (MMSE) criterion based receiver is employed for the design of postcoders [3] as,

\[
\mathcal{P}_4 : \min_{\mathbf{A}_r, \mathbf{D}_r} \mathbb{E} \|\mathbf{s} - \mathbf{D}_r \mathbf{A}_r^H \mathbf{y}\|^2_2
\]

subject to \( \mathbf{A}_r \in \chi_r \).

Problem \( \mathcal{P}_4 \) is also nonconvex due to the product of A/D postcoders and the unit-modulus constraint on the analog postcoding matrix. An equivalent reformulation of the above problem is found in [3] as,

\[
\mathcal{P}_5 : \min_{\mathbf{A}_r, \mathbf{D}_r} \mathbb{E} \{\mathbf{y}^H \mathbf{y}\}^{\frac{1}{2}} \left( \mathbf{P}_r - \mathbf{A}_r \mathbf{D}_r \right)\|^2_F
\]

subject to \( \mathbf{A}_r \in \chi_r \),

\[
\mathcal{P}_6 : \min_{\mathbf{A}, \mathbf{D}} \|\mathbf{P} - \mathbf{A} \mathbf{D}\|^2_F
\]

subject to \( \mathbf{A} \in \mathcal{A} \)

\[
\|\mathbf{AD}\|^2_F = N_s,
\]

where \( \mathbf{P} \) and \( \mathbf{A} \) and \( \mathbf{D} \) denotes the fully digital, analog, and BB digital precoding matrices. The set \( \mathcal{A} \) introduces unit-modulus as well as structural constraints on the design of analog precoding matrix as shown in (1).

### III. Hybrid Pre/Postcoding for the Partially Connected Architecture

In the partially-connected architecture each RF chain is connected to \( \frac{L}{N} \) number of antennas at the transmitter side. The constraint set \( \mathcal{A} \) of problem \( \mathcal{P}_6 \) follows the structure of the matrix shown in (1), such that \( \{a_i(j)\}^2 = 1, 1 \leq i \leq N_t, 1 \leq j \leq T_x/N_t \}, \) where \( a_i(j) \) denotes the \( j \)-th entry of the \( i \)-th sub-vector \( a_i \). As will be discussed later, to alleviate the differentiability issues with the modulus function, here we have constructed the set using squared unit-modulus constraint. This change does not affect the optimality of solution to the problem.

The structural constraint on the analog precoding matrix significantly simplifies the power constraint of problem \( \mathcal{P}_6 \) as, \( \|\mathbf{AD}\|^2_F = \|\mathbf{D}\|^2_F = \frac{N_s N_t}{T_x} \), the last equality follows from the orthogonality among the columns of matrix \( \mathbf{A} \), that is \( \mathbf{A}^H \mathbf{A} = \frac{T_x}{N_t} \mathbf{I} \). Therefore, problem \( \mathcal{P}_6 \) is reformulated as,

\[
\mathcal{P}_7 : \min_{\mathbf{A}, \mathbf{D}} \|\mathbf{P} - \mathbf{A} \mathbf{D}\|^2_F
\]

subject to \( \mathbf{A} \in \mathcal{A} \)

\[
\|\mathbf{D}\|^2_F = \frac{N_s N_t}{T_x} = \beta.
\]

The above problem is nonconvex since neither the objective nor the constraints are convex.

#### A. Proposed Solution

The objective function of problem \( \mathcal{P}_7 \) is partially convex in one variable given the other variable. We exploit this partial convexity and first adopt the variable elimination approach.
Considering the matrix $A$ to be given, concentrating the problem with respect to the matrix $D$, we have,

$$
\mathcal{P}_8 : \min_D \|P - AD\|_F^2
$$
subject to $\|D\|_F^2 = \beta$. \hfill (14)

Expanding the objective function, we get,

$$
\mathcal{P}_9 : \min_D \text{Tr} \left( P^H P - 2 \text{Re} \left( P^H AD \right) + D^H A^H AD \right)
$$
subject to $\|D\|_F^2 = \beta$.

Once again using the orthogonality of matrix $A$, we get the following problem,

$$
\mathcal{P}_{10} : \min_D \text{Tr} \left( P^H P - 2 \text{Re} \left( P^H AD \right) + \frac{T_z}{N_t} D^H D \right)
$$
subject to $\|D\|_F^2 = \beta$. \hfill (16)

After ignoring the constant terms and using the constraint in the objective function, we end up with the following formulation,

$$
\mathcal{P}_{11} : \min_D - \text{Tr} \left( \text{Re} \left( P^H AD \right) \right)
$$
subject to $\|D\|_F^2 = \beta$. \hfill (17)

Problem $\mathcal{P}_{11}$ is reformulated as,

$$
\mathcal{P}_{12} : \min_D \|A^H P - D\|_F^2
$$
subject to $\|D\|_F^2 = \beta$.

It is readily seen that the above problem admits the following closed-form solution,

$$
D = \beta \frac{A^H P}{\|A^H P\|_F}.
$$

On substituting this solution back into the objective function of problem $\mathcal{P}_7$, we get,

$$
\mathcal{P}_{13} : \min_A \|P - \beta A \frac{A^H P}{\|A^H P\|_F}\|_F^2
$$
subject to $A \in \mathcal{A}$.

Expanding the objective function in problem $\mathcal{P}_{13}$,

$$
\text{Tr} \left\{ P^H P - 2\beta \text{Re} \left( P^H A \frac{A^H P}{\|A^H P\|_F} \right) \right\} + \beta^2 \text{Tr} \left( \frac{P^H A}{\|A^H P\|_F} \frac{A^H P}{\|A^H P\|_F} \right) .
$$

The above function is further simplified and we obtain the following minimization problem,

$$
\mathcal{P}_{14} : \min_A - \|A^H P\|_F
$$
subject to $A \in \mathcal{A}$.

Equivalently, the above problem can be reformulated as the following maximization problem,

$$
\mathcal{P}_{15} : \max_A \|A^H P\|_F^2
$$
subject to $A \in \mathcal{A}$.

Problem $\mathcal{P}_{15}$ is nonconvex because of the constraint set. In order to solve this problem, we now adopt the MM framework. The first step of this approach is to construct a tight minorizer of the objective function around a feasible initial point, followed by its iterative maximization. Let us denote the objective function of problem $\mathcal{P}_{15}$ as,

$$
g(A) = \sum_{i=1}^{N_t} \tilde{a}_i^H P P^H \tilde{a}_i
$$

where $\tilde{a}_i$ is the $i$-th column of the matrix $A$. Clearly, $g(A)$ is the summation of $N_t$ convex functions and it is a well known fact that a convex function is lower bounded by its first-order Taylor’s expansion [27]. Using this the minorizing function of the $i$-th component of the objective function is given by,

$$
\tilde{a}_i^H P P^H \tilde{a}_i \geq \tilde{a}_i^H P P^H \tilde{a}_i + 2 \text{Re} \left( (\tilde{a}_i^T - \tilde{a}_i) P P^H \tilde{a}_i \right) .
$$

In (22), $\tilde{a}_{i,k}$ represents the solution to $\tilde{a}_i$ available at $k$-th iteration. The overall objective function can be minorized as,

$$
g(A) \geq \tilde{g}(A; A_k) = \sum_{i=1}^{N_t} \tilde{a}_i^H P P^H \tilde{a}_i + 2 \text{Re} \left( (\tilde{a}_i^T - \tilde{a}_i) P P^H \tilde{a}_i \right) .
$$

where $A_k$ is matrix with $\tilde{a}_{i,k}$ being the columns. Therefore, after neglecting the constant terms of the above surrogate function, the minorized version of the problem $\mathcal{P}_{15}$ can be written as,

$$
\mathcal{P}_{16} : \max_A \sum_{i=1}^{N_t} \text{Re} \left( \tilde{a}_i^H P P^H \tilde{a}_i \right)
$$
subject to $A \in \mathcal{A}$. \hfill (24)

Problem $\mathcal{P}_{16}$ can be further reformulated to,

$$
\mathcal{P}_{17} : \min_A \sum_{i=1}^{N_t} \|\tilde{a}_i - P \tilde{P}_i \tilde{a}_{i,k}\|_2^2
$$
subject to $A \in \mathcal{A}$.

At this point it is important to note that each column of the matrix $A$ has only $T_z/N_t$ unit-modulus entries and rest of them are zeros. Using this fact we can rewrite the problem as,

$$
\mathcal{P}_{18} : \min_A \sum_{i=1}^{N_t} \|\tilde{a}_i - \tilde{P}_i \tilde{P}_i^H \tilde{a}_{i,k}\|_2^2
$$
subject to $A \in \mathcal{C}$,

where $\tilde{a}_i$ is the $i$-th non-zero block of matrix $A$ as shown in (1) and $\tilde{a}_{i,k}$ is its corresponding $k$-th iterate. The matrix $\tilde{P}_i = P_{(i-1)\frac{T_z}{N_t} + 1 : i\frac{T_z}{N_t}}$, $\forall \in [1, N_t]$, is the $i$-th sub-matrix formed by extracting the $[(i-1)\frac{T_z}{N_t} + 1]$-th to $i\frac{T_z}{N_t}$-th rows of matrix $P$. It is easy to see that problem $\mathcal{P}_{18}$ admits the following closed-form solution,

$$
a_i = e^{j \arg \{\tilde{P}_i \tilde{P}_i^H \tilde{a}_{i,k}\}}, \forall i = 1, 2, \ldots, N_t.
$$
Algorithm 1 VMAP: Variable Projection + MM Based Hybrid Analog-Digital Precoding/Postcoding

**Input:** The matrix $P$

**Output:** $A$, $D$

**Initialize:** $A_0$,

1: repeat $\triangleright$ index over $k = 0 : N - 1$
2: $a_{i,k+1} = e^{j \arg(P_i \tilde{P}_i^H a_{i,k})}$, $\forall i = 1, 2, \ldots, N_t$;
3: until convergence
4: Digital precoder, $D = \beta \frac{\tilde{A}^H P}{\|A^H P\|_F}$.

It is important to note that, as the objective function and the constraint set is separable in $a_{i}$'s, the problem can also be solved in a parallel manner, which is readily seen from the above solution. Once, the solution sequence of the analog precoding matrix $\{A_{k}\}$ converges, the digital precoder is obtained using the closed-form solution from (18). The steps of the algorithm is summarized in Algorithm 1, namely VMAP (Variable Projection + MM Based Hybrid Analog-Digital Precoding/Postcoding). The convergence to a stationary point is stated in Theorem III.1.

**Theorem III.1.** Let $\{A_{k}\}$ be the sequence of iterates generated by Algorithm VMAP. Then, every limit point of the sequence $\{A_{k}\}$ is a stationary point of the problem $P_{15}$.

**Proof.** For brevity the proof of convergence to a stationary point is omitted and will be available in a future journal submission.

Note that in order to compute SE of the system, we use the same algorithm for hybrid postcoder design by appropriately changing the dimensions of matrices $A$ and $D$.

**B. Complexity Analysis of VMAP**

Algorithm VMAP requires a matrix-matrix, matrix-vector multiplications and a phase computation operation at each iteration. As compared to SDR-ALTMIN proposed in [12], it does not require to solve the problem using alternating minimization. Matrix multiplication of the term $P_i \tilde{P}_i^H$ requires $O((T_x/N_t)^2 N_s)$ operations. The exponential operation can be carried in $O((T_x/N_t)N_s)$ operations. Thus, our algorithm is computationally efficient and easily scalable to large dimensions.

**IV. SIMULATION RESULTS**

In this section, we numerically evaluate the performance of the VMAP algorithm and compare the SE achieved with that of the SDR-ALTMIN algorithm [12]. We consider a scenario with $T_x = 144$ and $R_x = 36$. The channel parameters are $N_c = 5$ clusters and $N_p = 10$ propagation paths. The element spacing of the ULA is set to $d = \frac{\lambda}{2}$.

The evolution of the objective function of problem $P_{15}$ with number of iterations is shown in Figure 1. As expected, the objective function value increases monotonically with the number of iterations. Figure 2 shows the SE achieved by the algorithm at different signal-to-noise ratio (SNR) values.

Clearly visible, our algorithm achieves significant gains in SE compared to SDR-ALTMIN algorithm.

Figure 3 shows the variation of SE with the increasing number of RF chains and keeping the number of streams, transmitting, and receiving antennas fixed. The system dimensions used in this case are $T_x = 144$ and $R_x = 72$. For this plot, we have used different system dimensions to avoid divisibility issues with the factor $T_x/N_t$.

**V. CONCLUSIONS**

We have presented a low-complexity algorithm to design a hybrid transceiver based on partially-connected architecture for the single user point-to-point mmWave MIMO system. The proposed algorithm results in a closed-form expression for the digital precoder while using a simple iteration for the analog precoder. Further, the iterations converge to a stationary point. In comparison to the existing solutions, the proposed algorithm
does not require alternate minimization and toolboxes to solve the problem, making it more computationally efficient. Simulation results demonstrated notable improvement in SE achieved by the proposed method.
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