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Abstract

Extended field theories (ExFTs) are a relatively young class of theories that lie at the intersection of Kaluza-Klein theory and the remarkable dualities of string- and M-theory. Whereas the original Kaluza-Klein construction unified the local symmetries of an Einstein-Maxwell-dilaton theory into diffeomorphisms in one dimension higher, ExFTs aim for a much more ambitious goal: to unify the local symmetries of supergravity fields into a single symmetry manifest on a higher-dimensional space. Depending on whether we start with Type II or 11-dimensional supergravity, we obtain double and exceptional field theory respectively which we collectively refer to as ExFTs. At the cost of being forced into a generalised notion of diffeomorphisms that fail to close onto an algebra, ExFTs embody a powerful paradigm built on the idea of unification—of symmetries, of fields and of solutions.

However, ExFTs are much more than just a rewriting of supergravities. They have been found to contain much more than was originally put into their construction and, in this thesis, we discuss some of the more exotic aspects of these theories. We describe a novel solution in exceptional field theory that unifies a whole family of so-called ‘exotic branes’ into a single solution on the extended space. We follow this with the construction of a maximally non-Riemannian solution whose reduction to the usual spacetime is free of the scalar moduli that typically plague dimensional reductions. In the final part, we consider reductions between exceptional field theories and illustrate, amongst other things, that we can have ExFTs defined on local patches that nevertheless cannot be related by even the duality transformations of the lower-dimensional theory.
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Introduction

1.1 Introduction

Symmetries of theories have become a staple of modern physics; they form the basis of Yang-Mills gauge theories underlying the Standard Model or the spacetime symmetries underlying special and general relativity. String theory is no different but, in addition to symmetries, it also admits dualities—equivalent descriptions of the same physics but in different theories. T-duality is one such example. It is an inherently stringy phenomenon which hinges on the fact that strings, unlike point particles, are extended objects which allows them to wind around non-contractible cycles. More concretely, the spectrum of a closed string propagating in a background geometry with a compact direction of radius $R$ is given by

$$M^2 = \frac{n^2}{R^2} + \frac{w^2 R^2}{\alpha'^2} + \frac{2}{\alpha'} (N + \tilde{N} - 2).$$  \hfill (1.1)

Here, $n$ and $w$ are the quantum numbers of momentum and winding modes respectively and $(N, \tilde{N})$ are left- and right-moving oscillators of the string. Thus, a string receives a contribution of $n/R$ for each of its $n$ units of momenta that it possesses and a contribution of $wR/\alpha' = 2w\pi RT$ for each of its $w$ units of winding it possesses (here, $T = 1/2\pi\alpha'$ is the tension of the string). This is supplemented by the level-matching condition

$$N - \tilde{N} = nw. \hfill (1.2)$$

Both of these equations possess a curious invariance under the inversion of the radius $R \leftrightarrow \alpha'/R$ and the exchange of momentum and winding modes $n \leftrightarrow w$—a fact that has come to be known as T-duality. In order to understand why the string spectrum contains such an invariance, it is is constructive to consider the two limits $R \to \infty$ and $R \to 0$. The usual intuition of particle physics is recovered in the decompactification limit $R \to \infty$ in which the circular dimension is expanded to a macroscopic direction. It thus becomes too expensive for the string to wind it and, consequently, the winding
modes (whose mass scale as $R/\alpha'$) become too heavy to excite and so decouple from the low-energy dynamics. The only states that are left are the momentum modes (whose mass scale as $1/R$) which reform the continuum of energy states in the strict limit. Conversely, in the limit $R \to 0$, the momentum modes become heavy and decouple whilst the winding modes become light. This time it is the momentum modes that start to form a continuum. Whilst this transformation is a symmetry of the bosonic string, it is not a symmetry of the Type II superstring. Instead, it maps the Type IIA and Type IIB string theories into each other—a duality between the two.

This is quite a remarkable statement. Another way to state it is that one can exchange winding and momentum modes in the string provided that we also adjust the background geometry in a manner that renders the physics invariant. The transformations of the background fields are dictated by the Buscher rules \([6,7]\) in which one can explicitly see how the components of the metric and 2-form mix. As remarkable as it, one downside of the Buscher rules is the lack of deeper insight that it offers; it gives us a prescription of how to obtain the dual geometry but offers no reasons as to why the transformations should be of that form. The last of these observations leads us to the question of whether there is a neater description of T-duality. In particular, one might wonder if it is possible to reformulate the theory in a manner such that this equivalence is promoted to a manifest symmetry in which dual theories are unified into a single formulation.

Double Field Theory (DFT) claims to be the answer. Based on the insight gained from earlier works \([8–11]\), DFT was developed by contributions from various authors \([12–17]\). In this thesis, we shall employ the ‘generalised metric formulation’ developed in those papers but it is worth mentioning that there were parallel developments in the same area by a different group that constructed the ‘doubled-yet-gauged’ formulation of DFT \([18–20]\). In both descriptions, the action of T-duality is realised on a doubled spacetime in which the $D$ usual coordinates have been supplemented by an equal number of winding coordinates. This allows for the momentum and winding modes of the string to be treated on an equal footing and T-duality transformations act linearly on this doubled spacetime.\(^1\)

In order to construct an action that is manifestly symmetric under this duality, we first need to define fields that transform covariantly under this symmetry. In particular, the metric and Kalb-Ramond 2-form are combined into a generalised metric on this doubled space whilst the dilaton is shifted to transform as a scalar under these transformations. The local symmetries of supergravity are then reinterpreted to act on these covariant fields. In particular, just as the Lie derivative of general relativity (GR) generates the infinitesimal diffeomorphisms of the metric, we construct a generalised Lie derivative

\(^1\)The situation is actually more subtle than we have suggested; we actually realise a closely related continuous hidden symmetry that arises from toroidally compactified string theories rather than the discrete T-duality group. The latter is interpreted on the doubled space as an ambiguity in how the physical spacetime is identified in the presence of isometries. We shall expand on this in more detail in Chapter 2 and continue with this slight abuse of terminology that has become standard in the field.
that generates the infinitesimal diffeomorphisms of the metric and 2-form upon acting on the generalised metric. The other local symmetry of DFT is an analogue of the local Lorentz symmetry of GR.

With these symmetries in hand, it is then a matter of constructing a lift of the supergravity action to the doubled space that respects all of these symmetries. Of course, having started by doubling the spacetime, we then require some prescription to drop half of the coordinates in a manner that allows us to recover the theory that we started with. This is done through the \textit{section condition}, which are a set of constraints on the coordinate dependences of the fields that specify which of the 2D coordinates are to be regarded as the physical spacetime in a particular duality frame. So long as our solutions and equations of motion respect these constraints, the above construction yields a rewriting of supergravity that is duality-symmetric.

Of course, we have only given a very schematic presentation of the construction. We have suppressed many of the finer details and will leave those for the more technical introduction to DFT (or rather, ExFTs in general) in Chapter 2. For now, we note excellent review on DFT can be found in \cite{21–23}. Various extensions of the DFT formalism beyond the universal sector have been constructed; the R-R fields of Type II theories were treated in \cite{16,19,24,25}, heterotic extensions were considered in \cite{26,27} (see also \cite{28}) and the supersymmetric completions were considered in \cite{29,31}. Of particular note are the series of works by various groups that extend DFT to higher orders in $\alpha'$, based on the highly restrictive constraints that duality-covariance places on higher-derivative corrections \cite{32–40}.

As versatile as DFT is, T-duality is not the only duality of string theory; we also have the \textit{S-duality} of the Type IIB string which inverts the string coupling, rescales the string length and mixes the NS-NS and R-R sectors. Finally, the combination of S- and T-duality gives rise to \textit{U-duality} in 11 dimensions and the symmetry groups governing U-duality transformations are the \textit{Julia-Cremmer duality groups} (see, for example, \cite{41–44} for developments that occurred in this area in the late ’90s). Analogous discussions to the one we had above still holds in 11 dimensions but, this time, U-duality exchanges momentum modes with wrapping modes of branes. It is then possible to construct theories that make this U-duality manifest (with the same caveat on terminology that we made for DFT above). Owing to the fact that the Julia-Cremmer groups turn out to be the exceptional Lie groups, the theories thus constructed have been dubbed \textit{exceptional field theory} (EFT). As we wish to emphasise the similarities between DFT and EFT, we shall refer to them collectively as \textit{Extended Field Theories} (ExFTs).

Just as in DFT, one defines a generalised metric that places the metric and $p$-forms (this time of 11-dimensional supergravity, compactified on an $n$-torus) on an equal footing. One crucial difference between DFT and EFT is that the latter adopts a Kaluza-Klein type ansatz to couple a $d$-dimensional \textit{external} spacetime to the now extended (rather than doubled) \textit{internal space}. The ‘glue’ between the two spaces comes
in the form of generalised vectors and we now require our action to be invariant under
diffeomorphisms on the external space, as well as all the symmetries that we have
mentioned previously. The technical details are quite involved and it was not until very
recently that these theories were constructed in full. As with DFT, we shall reserve a
fuller description of their construction to Chapter 2.

Due to it still being relatively young, EFTs currently lack review articles and so
we direct the reader to the original EFT papers for the finite cases \(2 \leq n \leq 8\) (see also \([53,59]\) for precursors to EFT and \([60,61]\) for progress on the \(n = 9\) EFT) and
their supersymmetric extensions \([62-64]\).

Having spent considerable effort in constructing these theories, one is interested in
what they have to offer. Curiously, they have demonstrated themselves to be much
more than the rewritings of supergravities that they may appear to be. One of the early
successes of DFT was the realisation of that one could relax the section condition to
carry out a generalised Scherk-Schwarz reductions to gauged supergravities \([65-70]\). In
particular it was found that they could give higher-dimensional geometric origins to
whole orbits of non-geometric fluxes that previously were thought not to follow from
the standard supergravity compactifications. One such example is the Romans’ massive
supergravity \([71]\) whose DFT and EFT lifts were constructed in \([24,72]\) respectively.

ExFTs have also been shown to accommodate highly non-perturbative states called
exotic branes that are predicted by duality transformations \([44,73-75]\). One of the most
striking features of solutions of ExFTs are their ability to unify multiple solutions of
string- and M-theory into single solutions on the extended space. Just as the membrane
of M-theory gave a higher-dimensional origin to the string and D2-brane, ExFTs give
higher-dimensional origins to multiple objects in string- and M-theory, including exotic
branes \([5,76-84]\). Such solutions shall be the basis of Chapters 3 and 4.

Another interesting development in this area followed from the realisation in \([20]\)
that certain backgrounds that lack a conventional spacetime interpretation could still
be studied in the doubled sigma model \([8]\). This was exploited in \([85]\) to describe the
Gomis-Ooguri scaling limit of closed strings \([86]\) (which results in a string that respects
a non-relativistic Galilean symmetry rather than a Lorentz symmetry) within DFT.
This was followed by \([87-89]\) that expanded upon this idea to include non-relativistic
geometries, ultra-relativistic geometries and even theories with no geometric structure
at all. Of particular interest to us is the last of these, which was dubbed the ‘maximally
non-Riemannian’ solution of DFT, and it was demonstrated in \([88]\) that a Kaluza-Klein
reduction on such a space is entirely free of the scalar moduli that typically plague such
reductions. We shall discuss their work and provide an EFT analogue of the maximally
non-Riemannian solution in Chapters 5 and 6.

We finally end with some remarks on closely related formalisms. Firstly, we have

\(^2\)After this thesis was written, the review \([45]\) appeared.
generalised geometries and exceptional generalised geometries \cite{29,90,94}, whose developments were sparked by the works of Hitchin and Gualtieri \cite{95,96}. There, the spacetime itself is not extended but the tangent space is extended. The ExFT formalism also shares many aspects with the $E_{11}$ program pioneered by West et al. \cite{97,105}. We shall occasionally make reference to these in the main text.

1.2 Structure of this Thesis

This thesis is structured as follows. In Chapter 2, we begin with a more technical introduction to the basic ideas behind ExFTs that will be assumed for the rest of this thesis. The bulk of the text will then present three studies on exotic aspects of ExFTs. We shall occasionally make reference to these in the main text.

We begin in Chapter 3 with an introduction to exotic branes and construct a novel solution in $E_{7(7)}$ EFT that unifies a number of exotic branes in both Type II string- and M-theory into a single solution on the extended space. Each of the individual solutions can be obtained by an appropriate rotation on the internal space and then reduced to supergravity via the section condition. With an appropriate choice of isometries, these rotations implement the U-duality transformations between those objects. In Chapter 4 we continue our discussion of exotic branes and describe a procedure that generates all duality-related objects, as characterised by their mass formulae. We also consider an enumeration of such objects at each power of $g_s$ and compare our results with the literature before making some remarks that conclude our study of exotic branes.

We then turn our focus towards non-Riemannian backgrounds in ExFTs. Chapter 5 introduces previous work in the field that recently gave rise to a full classification of admissible backgrounds in DFT, beyond the usual Riemannian parametrisation. Chapter 6 follows this with a construction of an analogue of the ‘maximally non-Riemannian’ solution of that classification within $E_{8(8)}$ EFT. The result is a particular 3-dimensional topological theory that had previously been obtained only as a truncation of the full EFT and so we demonstrate that it can instead be understood as a full solution of EFT, albeit a non-Riemannian solution.

Chapter 7 makes some steps towards filling a gap in the literature, regarding reductions of ExFTs. Whilst DFT-to-DFT and EFT-to-DFT have been studied by various authors, little work has been done on EFT-to-EFT reductions. We focus on the cases $E_{8(8)} \rightarrow E_{7(7)}$ and $\text{SL}(5) \rightarrow \text{SL}(3) \times \text{SL}(2)$ and give some examples of the reductions of the generalised coordinates, generalised metric, section conditions and actions. Whilst most of the results are in line with expectation, we raise some possibilities that we believe may be of interest for future works.

This concludes the meat of our expositions and we make some closing remarks in Chapter 8. Finally, Appendices B, C and D collect some supplementary material regarding exotic branes whilst Appendices A and E collect some calculations that would be unconstructive in the main text.
1.3 Notation

We have attempted to standardise the notation as much as possible. Where possible, we have opted to respect the following conventions in general:

- The solution-generating group of an ExFT is denoted $G$ and its maximal compact subgroup is denoted $H$. Any other subgroup, particularly in the context of Chapters 5 and 6, are denoted $\tilde{H}$.
- Representations of $G$ that are relevant to ExFTs are denoted $R_1, R_2, \ldots$, except for the adjoint representation which we denote $\text{adj}$.
- The generalised Lie derivative and projectors onto representations of $G$ are denoted by blackboard bold font: $L, P_{R_1}$ respectively.
- Objects that are fundamental to ExFTs are denoted by calligraphic capital letters: $\mathcal{M}_{MN}, A_{\mu}^M, F_{\mu\nu}^M, P_{MN}^{KL}$ etc.
- The dimension of the supergravity is denoted $D$. For EFT, we have $D = 11$ which is split into $d$ external coordinates $x^\mu$ and $n$ internal coordinates $y^m$. The latter are extended to a set of $\text{dim} R_1$ generalised coordinates $Y^M$. We use:
  - Greek characters $\mu, \nu, \ldots = 1, 2, \ldots, d$ to index the external space.
  - Lower case Roman letters $m, n, \ldots = 1, 2, \ldots, n$ to index the M-theory section.
  - Fraktur font $m, n = 1, 2, \ldots, n - 1$ to index the Type IIA coordinates.
  - Roman font $m, n, \ldots = 1, 2, \ldots, n - 1$ to index the Type IIB section.
  - Capital Roman letters $M, N, \ldots = 1, 2, \ldots, \text{dim} R_1$ to index the extended internal space.
  - ‘Early’ Greek characters $\alpha, \beta, \ldots = 1, 2, \ldots, \text{dim} \text{adj}$ to index adjoint representations of various groups or $\alpha, \beta = 1, 2$ to index SL(2) representations in various contexts.

Any deviations from the above have been noted in the main text in such a way as to hopefully avoid any confusion. In any case, particular care has been taken to spell out the meaning of indices or coordinates when they first appear in that context.

Finally, the permutation symbol $\varepsilon$ and Levi-Civita tensor $\epsilon$ are defined as follows:

$$\varepsilon_{\mu_1 \ldots \mu_n} := \begin{cases} +1, & \text{Even permutation of indices} \\ -1, & \text{Odd permutation of indices} \\ 0, & \text{Otherwise} \end{cases}$$

$$\varepsilon^{\mu_1 \ldots \mu_n} := (-1)^t \varepsilon_{\mu_1 \ldots \mu_n},$$

$$\epsilon_{\mu_1 \ldots \mu_n} := \sqrt{|g|} \varepsilon_{\mu_1 \ldots \mu_n},$$

$$\epsilon^{\mu_1 \ldots \mu_n} := \frac{1}{\sqrt{|g|}} \varepsilon^{\mu_1 \ldots \mu_n},$$

where $t$ is the number of time-like directions in the indices $\mu_i$. 
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In this chapter, we give a more technical introduction to the relevant aspects of extended field theories. Whereas much of the literature on ExFTs is split cleanly into dealing with either DFT or EFT, we have instead attempted to give a description that emphasises the similarities of the structures common to both in an attempt to highlight the key concepts that go into constructing these theories. We shall cover the extended spacetime of ExFTs, and the local and global symmetries that act on these spaces. This will lead us to the generalised Lie derivative whose closure imposes a crucial consistency condition, called the section condition, on ExFTs. We introduce the field content of the theories, including a tensor hierarchy-like structure in EFT, before discussing the action and equations of motion of ExFTs.

Whilst there are excellent reviews on DFT available in [21–23], a general introduction to EFTs is still lacking. Although this is partly due to how young the field is, much of it is also probably due to the idiosyncrasies of each EFT which make treating them all at the same time rather difficult. Where possible, we shall try to speak in general terms that apply to all ExFTs but we shall inevitably have to restrict to individual theories when discussing some of the detail. We have summarised some useful facts about the various ExFTs in Table 2.1 and the next few sections shall be devoted to understanding what each of the symbols mean.
Table 2.1: A summary of some of the important facts that are used in ExFTs. Note that we have included GR, with $G = \text{GL}(D)$, for comparison.

The solution-generating group $G$ is the hidden symmetry that appears when supergravity is compactified on $T^n$. Next to it is its maximal compact subgroup $H$. The generalised metric is understood as a representative of the coset $G/H$ and the number of degrees of freedom that it encodes is counted by $\dim G/H$. The numbers $\alpha$ and $\omega$ are $G$-dependent constants that appear in the generalised Lie derivative. In particular, $\alpha$ is the coefficient in front of the adjoint projector and $\omega$ is a universal weight that modifies the weight of an object under the generalised Lie derivative. For $n = 3$, the two values $\alpha = (2, 3)$ denotes the coefficients of the two projectors $P(8, 1)$ and $P(1, 3)$. The last three columns denote particular representations of $G$ that are relevant to ExFTs: $R_1$ is the coordinate representation, $R_2$ is the section representation and $\text{adj.}$ is the adjoint representation of $G$. The remaining columns $\gamma := Y_{MN}^{\mu} \dim R_1$ and $r := 1/(2\alpha)\mathcal{M}_{MN}Y^{KL}^{\mu} M_{KL}^{\mu}$ denote constants that involve the $Y$-tensor of each theory but are not required until Chapter 6. Note the modified representations $R_2$ for $n = 7, 8$, relative to the paper [57] that introduced them, which did not allow for tensor densities as later papers have.

| $n$ | $G$ | $H$ | $\dim G/H$ | $\alpha$ | $\omega$ | $\gamma$ | $r$ | $R_1$ | $R_2$ | $\text{adj.}$ |
|-----|-----|-----|------------|---------|-------|---------|---|------|------|-------|
| −   | $\text{GL}(D)$ | $\text{SO}(D)$ | $D(D + 1)/2$ | 1 | 0 | 0 | 0 | $\text{D}$ | − | $\text{D}^2$ |
| −   | $\text{O}(D, D)$ | $\text{O}(D) \times \text{O}(D)$ | $D^2$ | 2 | 0 | 1 | 0 | 2$\text{D}$ | 1 | $D(2D - 1)$ |
| 2   | $\text{SL}(2) \times \mathbb{R}^+$ | $\text{SO}(2)$ | 3 | − | $-1/7$ | 4/3 | 0 | $2_1 \oplus 1_{-1}$ | $2_0$ | 3 |
| 3   | $\text{SL}(3) \times \text{SL}(2)$ | $\text{SO}(3) \times \text{SO}(2)$ | 7 | (2, 3) | $-1/6$ | 2 | 0 | (3, 2) | (3, 1) | (8, 1) $\oplus$ (1, 3) |
| 4   | $\text{SL}(5)$ | $\text{SO}(5)$ | 14 | 3 | $-1/5$ | 3 | 0 | 10 | 5 | 24 |
| 5   | $\text{SO}(5, 5)$ | $\text{SO}(5) \times \text{SO}(5)$ | 25 | 4 | $-1/4$ | 5 | 0 | 16 | 10 | 45 |
| 6   | $E_6(6)$ | $\text{USp}(8)$ | 42 | 6 | $-1/3$ | 10 | 0 | 27 | $\mathbf{27}$ | 78 |
| 7   | $E_7(7)$ | $\text{SU}(8)$ | 70 | 12 | $-1/2$ | 28 | 0 | 56 | 1 $\oplus$ 133 | 133 |
| 8   | $E_8(8)$ | $\text{SO}(16)$ | 128 | 60 | −1 | 189 | 2/15 | 248 | 1 $\oplus$ 248 $\oplus$ 3875 | 248 |
2.1 The Coordinate Representation

The first step is to choose whether we seek to study T-duality or U-duality, for which we choose either $G = O(D, D; \mathbb{R})$ or $G = E_{n(n)}(\mathbb{R})$ respectively. Note that these are not the duality groups themselves, being over $\mathbb{R}$ rather than $\mathbb{Z}$; they are the hidden symmetry groups that emerge from Type II and 11-dimensional supergravity reduced on an $n$-torus. Nevertheless, the duality groups do arise as discrete subgroups of the continuous groups that we consider and we shall highlight the relation between $G$ and the duality groups later on. We shall be careful in our terminology and distinguish between the continuous groups (which we shall henceforth refer to as the solution-generating groups) and the true duality groups. We shall also drop the $\mathbb{R}$ qualifier in $G$ and it shall be assumed that we are talking about the solution-generating groups, rather than the duality groups, unless explicitly stated.

For DFT, we start off by doubling the $D$-dimensional space to obtain an $2D$-dimensional extended spacetime. This is in the spirit of the generalised geometry discussed, for example, in [29,94–96] in which the transformations of the diffeomorphisms and gauge transformations of the NS-NS sector are combined into generalised diffeomorphisms on an extended tangent bundle $E = TM \oplus T^*M$. However, DFT goes one step further and doubles not only the tangent bundle but the entire spacetime. We then define coordinates $Y^M$ (with $M = 1, 2, \ldots, 2D$) on this doubled spacetime which are composed from the usual coordinates $X^m$, conjugate to momenta, and winding coordinates $\tilde{X}^m$, conjugate to the winding modes of the string:

$$Y^M = (X^m, \tilde{X}^m), \quad (2.1)$$

Together, these transform in the coordinate representation $R_1 = 2D$ of $O(D, D)$. Transformations in $G$ then act linearly on the coordinates in the expected fashion.

For EFT, we instead start off with a nominal splitting of an 11-dimensional space into a $d$-dimensional external space $\mathcal{M}^d$ and the remainder $\mathcal{M}^n$ (such that $d + n = 11$). The latter is augmented to an (extended) internal space of dimension $\dim R_1$, where $R_1$ is a particular representation of $E_{n(n)}$ called the coordinate representation as in DFT. Denoting the coordinates on this internal space as $Y^M$ (again with $M = 1, \ldots, \dim R_1$) these representations are chosen such that, when decomposed under $\text{GL}(n)$, they produce the usual coordinates plus extra coordinates conjugate to the wrapping modes of the branes of M-theory on $T^n$. For example, when $n = 4$, the solution-generating group is $G = \text{SL}(5)$ and the coordinate representation is $R_1 = 10$ of $G$. We thus have $d = 11 - 4 = 7$ external coordinates and 10 extended internal coordinates. Decomposing under $\text{GL}(4) \subset \text{SL}(5)$, the latter split into

$$Y^M = (y^m, y_{mn}), \quad (2.2)$$
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where \( m = 1, \ldots, 4 \) and \( y_{mn} \) is an antisymmetric set of \( 4C_2 = 6 \) coordinates that are identified as the duals of the wrapping modes the M2 brane. Note that the 4-dimensional internal space before the enhancement is too small to allow wrappings of the M5 brane and so we do not obtain any coordinates corresponding to M5 wrapping modes in the extended space. These then complement the external coordinates \( x^\mu \), with \( \mu = 1, \ldots, 7 \) to define a \((7 + 10)\)-dimensional extended spacetime.

In this language, GR can be considered as an ExFT with group \( G = \text{GL}(D) \), \( d = 0 \) and \( n = D \). It is the ‘trivial’ ExFT in the sense that, in addition to possessing no external space (like DFT), the internal space is also not enlarged by brane wrapping modes at all. The coordinate representation in this case is simply the representation \( D \).

### 2.2 The Field Content

The field content of DFT (considering only the NS-NS sector) is given simply by

\[
\text{DFT}: \{d, M_{MN}\}
\]  

(2.3)

where \( d \) is a shifted dilaton that transforms as an \( O(D,D) \) scalar, related to the supergravity dilaton by

\[
d = \phi - \frac{1}{4} \ln g,
\]

(2.4)

and \( M_{MN} \) is the generalised metric that is parametrised by the metric \( g \) and Kalb-Ramond 2-form \( B_{(2)} \). On the other hand, the EFT field content is given by

\[
\text{EFT}: \{g_{\mu\nu}, M_{MN}, A_{\mu}^M, \ldots\},
\]

(2.5)

where \( g_{\mu\nu} \) is a metric on the external space and \( M_{MN} \) is a generalised metric on the internal space. The remaining fields \( A_{\mu}^M, \ldots \) straddle both the external and internal spaces and define a tensor hierarchy of generalised gauge fields whose structure we shall defer to a later section. As mentioned previously, the lack of an external space in DFT removes the need of such gauge fields, resulting in the simpler field content.

We see that the generalised metric \( M_{MN} \) is common to both DFT and EFT. In general, for an ExFT with group \( G \), the generalised metric is a representative of the coset \( G/H \) where \( H \) is the maximal compact subgroup of \( G \) (these have been collected for the various ExFTs in Table 2.1). In the case of DFT, we have \( H = O(D) \times O(D) \) and the dimension of the coset \( \dim G/H = D^2 \) enumerates the degrees of freedom of the metric and Kalb-Ramond 2-form:

\[
D^2 = \underbrace{\frac{D(D + 1)}{2}}_{g} + \underbrace{\frac{D(D - 1)}{2}}_{B_{(2)}}.
\]

(2.6)
Concretely, the DFT generalised metric can be parametrised by the block matrix

$$\mathcal{M}_{MN} = \begin{pmatrix} g_{mn} - B_{mp}g_{pq}B_{qn} & B_{mp}g_{pn} \\ -g_{mp}B_{pn} & g_{mn} \end{pmatrix} \cdot (2.7)$$

This matrix also appears in the Hamiltonian formulation of the string worldsheet action when one combines the momenta $P_m$ and velocities $\dot{X}^m$ into a 2D-dimensional vector.

Similarly for EFT, the dimension of the coset is equal to the total number of degrees of freedom of 11-dimensional supergravity compactified on $T^n$. Returning to the SL(5) EFT example, we have $H = SO(5)$ and so the dimension of the coset is equal to $24 - 10 = 14$ which are split into the degrees of freedom of an $n$-dimensional metric $g_{mn}$ on the internal space and the M-theory 3-form potential coupling to the M2-brane:

$$14 = \frac{4(4 + 1)}{2} + 4C_3 \cdot (2.9) A^{(3)}$$

As mentioned before, the internal space is too small to contain the wrapping modes of the M5 and its electric potential $A_6$ accordingly does not enter into $\mathcal{M}_{MN}$. The generalised metric can then be parametrised by

$$\mathcal{M}_{MN} = \begin{pmatrix} g_{mn} + \frac{1}{2} A_{mpq}g_{pq, st}A_{stn} & \frac{1}{\sqrt{2}} A_{mpq}g_{pq, kl} \\ \frac{1}{\sqrt{2}} g^{mn, pq}C_{pqk} & g^{mn, kl} \end{pmatrix} \cdot (2.10)$$

where $g^{mn, kl} := g^{|m| p|n| l}$ is to be thought of as a metric on the antisymmetric representation. If we move to larger $E_n(n)$, then the $A^{(6)}$ potential (and, indeed, more exotic objects such as the dual graviton) start entering into the generalised metric and the parametrisation becomes rather involved. By $G = E_8(8)$, the generalised metric is a $248 \times 248$ matrix, split into $7 \times 7$ block matrices. Nonetheless, there is a concrete description for obtaining the parametrisation of all generalised metrics, provided one restricts to a particular choice of Borel gauge. This has been described in various places, including [54,106] for $n = 4, \ldots, 7$ EFT and [52,56,107] for the remaining $n$.

GR again fits into the ExFT description nicely; interpreting it as the dynamics of the coset $GL(D)/SO(D)$, the ‘generalised metric’ of GR consists of only the metric whose $D(D + 1)/2$ components equal the dimension of the coset.

### 2.3 The Generalised Lie Derivative

Thus far, we have only specified only a global symmetry $G$ acting on the internal coordinates. We shall demand two additional local symmetries of our theory. The first is
the residual external diffeomorphisms that act on the external space, spanned by $x^\mu$, and the latter are \textit{generalised internal diffeomorphisms} that augment the diffeomorphisms on the internal space by $p$-form gauge transformations. Thus, they encode the local symmetries of the supergravity fields contained in $\mathcal{M}_{MN}$. Of course, the external space is entirely absent from DFT and GR and so they require only the generalised diffeomorphisms on the internal space.

In GR, the only local symmetries are the diffeomorphisms of the metric $g$ (the only field in GR) which is generated infinitesimally by the Lie derivative. However its action does not generalise readily to our extended spacetimes which contain multiple representations of $\text{GL}(n)$ (such as the antisymmetric representation we saw above for $\text{SL}(5)$ EFT) and so we seek some prescription that allows an appropriate generalisation. The resolution turns out to be a reinterpretation of the action of the usual Lie derivative on a vector as the sum of a transport term plus an adjoint-valued matrix:

$$\mathcal{L}_V W^M = V^N \partial_N W^M - \left( \partial \times_{\text{ad.}} V \right)^M_N W^N.$$  \hfill (2.11)

Here, $\times_{\text{ad.}}$ is a projection onto the adjoint representation of $\text{GL}(D)$ such that the second term is to be understood as an arbitrary adjoint-valued matrix. By analogy, we shall define a \textit{generalised Lie derivative} $\mathcal{L}_U$ of this form that likewise encodes all of the local symmetries of the supergravity fields on the internal space:

$$\mathcal{L}_U V^M := U^N \partial_N V^M - \alpha (\mathbb{P}_{\text{adj.}})^M_{NPQ} \partial_P U^Q V^N + \lambda(V) \partial_N U^N V^M.$$  \hfill (2.12)

We have additionally allowed for a weight term $\lambda(V)$ for the (generalised) vector $V^M$. Here, $\mathbb{P}_{\text{adj.}}$ is a projector onto the adjoint representation\footnote{In the case of $G = \text{SL}(3) \times \text{SL}(2)$ EFT, the projector onto the adjoint is instead replaced with a sum of the projectors onto the adjoint of $\text{SL}(3)$ and the adjoint of $\text{SL}(2)$.} of the solution-generating group $G$ and $\alpha$ is some constant appropriate to the group $G$ being considered. The extension of the action of the generalised Lie derivative to arbitrary $G$-tensors is obtained in the usual fashion by requiring that a $G$-scalar transforms only with the transport term.

Since the supergravity fields are encoded in the generalised metric, we demand that $\mathcal{L}$ generates the local supergravity symmetries in the following sense:

$$\delta_V \mathcal{M}_{MN} := \mathcal{L}_V \mathcal{M}_{MN} \iff \text{Local symmetries of the supergravity}.$$  \hfill (2.13)

The simplest $\text{GL}(D)$ case has generators and projector onto the adjoint representation given by

$$(t_{Q}^{P})_{M}^{N} = \delta_{Q}^{M} \delta_{N}^{P}, \quad (\mathbb{P}_{\text{adj.}})^{M}_{NPQ} = \delta_{Q}^{M} \delta_{N}^{P}.$$  \hfill (2.14)
We thus recover the usual Lie derivative (on a vector with weight \( \lambda = 0 \)) if we take \( \alpha = 1 \):

\[
\mathcal{L}_U V^M = U^N \partial_N V^M - V^N \partial_N U^M = \mathcal{L}_U V^M. \tag{2.15}
\]

Thus, the generalised Lie derivative for GR is really just the conventional Lie derivative and its action on the ‘generalised’ metric—which is really just the spacetime metric \( g \) itself for \( G = \text{GL}(D) \)—recovers the local symmetries of \( g \) by definition.

The simplest non-trivial example is DFT with \( G = \text{O}(D,D) \). The local symmetries of the supergravity fields are given by diffeomorphisms and the gauge transformations of the Kalb-Ramond field which combine into a local \( G_{\text{SUGRA}} = \text{Diff}(M) \ltimes \Omega^2_{\text{cl}}(M) \) symmetry. Explicitly, we have the infinitesimal transformations

\[
\delta g_{mn} = \mathcal{L}_u g, \quad \delta B^{(2)} = \mathcal{L}_u B^{(2)} - d\Lambda^{(1)}, \quad \delta \phi = \mathcal{L}_u \phi. \tag{2.16}
\]

The group \( G = \text{O}(D,D) \) possesses an invariant

\[
\eta_{MN} = \begin{pmatrix} 0 & \delta^n_m \\ \delta^m_n & 0 \end{pmatrix}, \tag{2.17}
\]

satisfying

\[
h^T \eta h = \eta \quad \forall \ h \in \text{O}(D,D), \tag{2.18}
\]

that is used to raise and lower \( \text{O}(D,D) \) indices. We may write the adjoint projector in terms of \( \eta \) as

\[
(P_{\text{adj}})^M_{\quad NPQ} = \frac{1}{2} \left( \delta^M_P \delta^N_Q - \eta^M_P \eta^Q_N \right), \tag{2.19}
\]

from which it follows that the generalised Lie derivative acts on a generalised vector in DFT as

\[
\mathcal{L}_U V^M = U^N \partial_N V^M - (V^N \partial_N U^M - V_N \partial^M U^N) + \lambda(V) \partial_N V^N V^M. \tag{2.20}
\]

It is then a matter of algebra to show that the choice \( \alpha = 2 \) results in the components of \( \mathcal{L}_V \mathcal{M}_{MN} \) reproducing the local supergravity transformations \( \tag{2.16} \) via \( \tag{2.13} \), once we have combined the diffeomorphism parameter and 1-form parameter into a single \( \text{O}(D,D) \)-valued vector on the extended space:

\[
U^M = \begin{pmatrix} u^m \\ \Lambda_m \end{pmatrix}. \tag{2.21}
\]

The transformation of the supergravity dilaton is also recovered from the transformation
of the doubled dilaton in an analogous fashion.

The story is general and holds for the exceptional groups as well, with the only difference being that the local symmetries of the fields now include the relevant gauge transformations of the M-theory potentials rather than of the Kalb-Ramond 2-form. For \( n = 4 \), we have \( G_{\text{SUGRA}} = \text{Diff}(M) \ltimes \Omega_3^\text{cl.}(M) \) and the generalised vector in this case consists of a vector parameter for the conventional Lie derivative and a 2-form parameter for the gauge symmetry of \( A_{(3)} \). For \( n = 6 \), we have \( G_{\text{SUGRA}} = \text{Diff}(M) \ltimes (\Omega_3^\text{cl.}(M) \times \Omega_6^\text{cl.}(M)) \) such that \( V^M \) additionally includes a gauge parameter for the 6-form potential \( A_{(6)} \) that couples electrically to the M5-brane.

In all cases, it may be verified that any group invariants are preserved by the generalised Lie derivative. For example, we have \( \mathbb{L}_V \eta_{MN} = 0 \) in DFT. Thus, \( \mathbb{L}_V \) generate a local \( G \)-action (as might be guessed from the appearance of the projector in its definition). In this sense, it is clear that the gauge transformations of the potentials are instrumental in enhancing the naïve residual \( \text{GL}(n) \) symmetry of the unextended internal space into a full \( O(D,D) \)- or \( E_n(n) \)-symmetry (of course this enhancement does not occur in GR where there are no \( p \)-form potentials to enhance the local symmetries).

### 2.4 The Section Condition

An equivalent description of the generalised Lie derivative is the one described in [57] in which the generalised Lie derivative is, instead, considered as a conventional Lie derivative on the extended space but with corrections governed by the so-called \( Y \)-tensor which is formed from \( G \)-invariants. Concretely, we take the ansatz

\[
\mathbb{L}_U V^M := [U, V]^M + Y^{MN} K L \partial_N U^K V^L + (\lambda(V) - \omega) \partial_N U^N V^M,
\]

where \([U, V]^M = U^N \partial_N V^M - V^N \partial_N U^M = \mathbb{L}_U V^M\) and \( \omega \) is a universal weight, unique to each ExFT, that modifies the weight \( \lambda(V) \) to an effective weight \( \lambda(V) - \omega \). We now move onto the issues of closure. In the forms given here, it is not obvious that the generalised Lie derivative should close onto an appropriate mathematical structure. However, from the work of [95,96], it is known that the ‘geometrisation’ of the bosonic symmetries of Type II supergravity leads to a Courant algebroid. In more detail, the Dorfman derivative (the equivalent of the generalised Lie derivative in generalised geometry) does not define an antisymmetric bracket like the Lie derivative does in conventional Riemannian geometry. This in itself is not a problem; we may simply define the Courant bracket as the antisymmetric portion of the Dorfman derivative. However, neither the Dorfman derivative (reinterpreted as a bilinear bracket) nor the Courant bracket satisfy the Jacobi identity. In particular, the Courant bracket fails the

---

\(^4\)Indeed, there exists a generalisation of the Lie algebra, called Leibniz algebra, for which the bracket is not antisymmetric.
Jacobi identity by an exact term and so cannot define a Lie algebroid. It instead defines an exact Courant algebroid.

This failure translates over to ExFTs as well, though the underlying algebroid structure is no longer a Courant algebroid. Following generalised geometry, we define the \( C \)-\textit{bracket} (or \( E \)-\textit{bracket}, depending on whether we are considering DFT or EFT) to be the antisymmetric portion of the generalised Lie derivative:

\[
\mathbb{I}[U, V] := \frac{1}{2} \left( \mathcal{L}_U V - \mathcal{L}_V U \right).
\]  

(2.23)

The generalised Lie derivative thus differs from this bracket by a term symmetric in its arguments that we denote by \( ((\cdot, \cdot)) \):

\[
\mathcal{L}_U V^M = \mathbb{I}[U, V]^M + ((U, V))^M.
\]  

(2.24)

The failure of the Jacobi identity is then quantified by the trilinear \textit{Jacobiator}

\[
\text{Jac}(U, V, W)^M := \mathbb{I}[U, V, W] + \text{cycles}.
\]  

(2.25)

With this in mind, we may compute the commutator of two generalised Lie derivatives. Assuming no symmetry properties of the \( Y \)-tensor, one finds

\[
\begin{align*}
&\left(\mathcal{L}_U \mathcal{L}_V - \mathcal{L}_V \mathcal{L}_U\right) W^M = \mathbb{I}[U, V]^M \\
&- Y^{KL} P Q \left[ \partial_K U^M \partial_L V^P - \partial_K V^M \partial_L U^P \right] W^Q + \frac{1}{2} \left( \partial_L U^P V^Q - U^Q \partial_L V^P \right) \partial_K W^M \\
&+ \frac{1}{2} \left[ Y^{ML} P Q \delta_R^K - Y^{MK} T R Y^{TL} P Q \right] \left( \partial_K \partial_L U^P V^Q W^R - U^Q \partial_K \partial_L V^P \right) \\
&\quad + \partial_K U^P \partial_L V^Q W^R \left[ Y^{MK} P T Y^{TL} Q R - Y^{ML} Q T Y^{TK} P R \right] \\
&\quad \quad + \frac{1}{2} \left( Y^{MK} T R Y^{TL} Q P - Y^{ML} T R Y^{TK} P Q \right) \\
&\quad \quad - \left( \frac{1}{2} Y^{MK} P Q \delta_R^L - Y^{ML} Q P \delta_K^R \right) - Y^{MK} Q R \delta_P^L + Y^{ML} P R \delta_Q^K \right].
\end{align*}
\]  

(2.26)

The first line is a closure onto an algebroid whilst the remaining lines are obstructions to this closure. We thus demand certain constraints on the \( Y \)-tensor that will allow us to remove these terms and determine its form explicitly. In particular, the terms in the third line and below can be made to vanish by constraints on the form of the \( Y \)-tensor since they include terms that are quadratic in \( Y \) (and \( \delta \)). However, the second line cannot since it is linear in the \( Y \)-tensor; it must instead be imposed by hand on the theory. We shall comment on this in a moment.

Noting that the final three lines can be split into two groups which can be respectively

\footnote{See, for example, \cite{108,109}, building on the earlier work of \cite{110}, for a discussion of the underlying algebroid structure in DFT. The appropriate description for EFT has yet to be explored.}
rewritten in terms of (anti-)symmetrisation of indices as

\[
Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QR} \frac{1}{2} Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{TR} - Y^{ML}_{\mu\nu} Y^{TK}_{QR} \frac{1}{2} Y^{ML}_{\mu\nu} Y^{TK}_{PR} = 2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{TR} Y^{\lambda\sigma}_{QP} + 2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{TR} Y^{\lambda\sigma}_{QP} - Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{TR} Y^{\lambda\sigma}_{QP} ,
\]

(2.27)

and

\[
-\frac{1}{2} Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} + \frac{1}{2} Y^{ML}_{\mu\nu} Y^{TK}_{QP} \delta_{R}^{K} - Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} + Y^{ML}_{\mu\nu} Y^{TK}_{QP} \delta_{R}^{K} =
\]

\[
-2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} - Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} - 2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} - Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} ,
\]

(2.28)

we thus demand that the \(Y\)-tensor is subject to the following set of constraints to remove the obstructions to closure:

\[
Y^{KL}_{\mu\nu} \partial_{K} \otimes \partial_{L} = 0 ,
\]

(2.29)

\[
\left[ Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} - Y^{ML}_{\mu\nu} Y^{TK}_{QP} \delta_{R}^{K} \right] \partial_{L} = 0 ,
\]

(2.30)

\[
\left[ 2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} + Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} \right] \partial_{L} = 0 ,
\]

(2.31)

\[
\left[ 2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} + Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} \right] \partial_{L} = 0 .
\]

(2.32)

The notation that we use is standard in the literature. The symbol \(\otimes\) is understood as meaning that the derivative acts either on two distinct objects or the same object. For example, (2.29) is understood to mean

\[
Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} = 0 ,
\]

(2.33)

\[
Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} = 0 ,
\]

(2.34)

\[
2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} = 0 ,
\]

(2.35)

\[
2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} = 0 ,
\]

(2.36)

\[
2Y^{MK}_{\mu\nu} Y^{\lambda\sigma}_{QP} \delta_{R}^{L} = 0 .
\]

(2.37)

The first is referred to as the strong constraint whilst the latter is referred to as the weak constraint. It is clear that closure of the gauge algebra requires both to be applied but, in the case of DFT, only the weak constraint has an interpretation in string theory [22].

It can be understood as a rewriting of the level-matching condition (though not the modified form (1.2)) in doubled space, given by \(P^{M} P_{M} = \alpha' (N - \tilde{N})\). For the massless sector \(N = \tilde{N} = 1\), this reduces to doubled light-cone condition \(P^{2} = 0\) which is equivalent to the weak constraint. In particular, due to its importance, (2.29) is called the section condition. Solutions to this constraint deserve more discussion and we shall expand on it in more detail in Section 2.6. We can equivalently interpret the section
condition as a particular subrepresentation $R_2$, which we call the section representation, being projected out from the product of two coordinate representations:

$$\left(\partial \otimes \partial\right)|_{R_2} = 0.$$  

(2.34)

For $2 \leq n \leq 6$, it is sufficient to take the $Y$-tensor to be proportional to the projector onto the representation $R_2$ (which we have listed for each ExFT in Table 2.1) to satisfy the remaining constraints. At $n = 7$, this ansatz fails but may be rectified by the additional of an additional piece formed from the its symplectic invariant. At $n = 8$, the construction breaks down and the $Y$-tensor alone is not sufficient for closure of the generalised Lie derivative. We shall defer a discussion of the closure of the $E_{8(8)}$ generalised Lie derivative for Chapter 6. Nevertheless, the above construction is sufficient to determine the form the $Y$-tensor for all ExFTs [52,57,111], apart from $E_{8(8)}$ EFT, and these are listed in Table 2.2. Note that the $Y$-tensor is symmetric in the upper and lower indices for all ExFTs except $E_7(7)$ and $E_{8(8)}$. However, the $Y$-tensor for these two remain symmetric under the simultaneous exchange of upper and lower indices.

With these $Y$-tensors in hand, all of the constraints apart from (2.29) are satisfied and we are left with the only obstruction to closure given by the term proportional to the $Y$-tensor, which we rewrite as $\Delta_{sec.}$:

$$[L_U, L_V] = L_{[U,V]} + \Delta_{sec.}. \quad (2.35)$$

We have thus landed on a derivation for which, upon imposing

$$Y^{KL}PQ\partial_K \otimes \partial_L = 0 \quad (2.36)$$

as a separate constraint on our theory, the remaining obstructions $\Delta_{sec.}$ vanish and the generalised diffeomorphisms are guaranteed to close by construction. Due to this constraint, there exists a class of parameters for which the generalised Lie derivative produces terms that vanish under the section condition and thus generate a trivial action. These are called trivial transformations and are generated by vectors of the form $Y^{MN}_{KL}\partial_N\chi^{KL}$, for arbitrary $\chi^{KL}$. In fact, one may verify that the transformation induced by such trivial parameters is given by

$$L_Y\partial_X V^M = Y^{PN}_{KL}(\partial_N\chi^{KL}\partial_P V^M + (\lambda - \omega)\partial_N\partial_P\chi^{KL}V^M)$$

$$+(Y^{MR}_{SQ}Y^{SN}_{KL} - Y^{MN}_{KL}\partial_Q)\partial_V \partial_N \chi^{KL}, \quad (2.37)$$

where the first line vanishes under the section condition and the second by the constraint (2.30) on the $Y$-tensor. The Jacobiator (2.25) of the E-bracket is an example of such a trivial parameter.
Thus far, we have ignored the
we recover the other form of the generalised Lie derivative (2.12) and so we see that the
best understood as a generalised Kaluza-Klein vector.

Before we write down the actions for ExFTs, we return briefly to the field content of EFTs.

2.5 The Gauge structure of EFTs

It may be verified that the $Y^{MN}_{PQ}$ can be decomposed into a basis where the indices
$N$ and $P$ represent $R_1 \otimes \bar{R}_1$ in which the $Y$-tensor takes on the form

$$Y^{MN}_{PQ} = \delta^M_P \delta^N_Q - \alpha (\mathcal{P}_{\text{adj.}})^M_N P - \omega \delta^M_P \delta^N_Q$$  \hspace{1cm} (2.38)

for the theory-dependent constants ($\alpha, \omega$) listed in Table 2.1. Inserting this into (2.22),
we recover the other form of the generalised Lie derivative (2.12) and so we see that the
two descriptions are equivalent.

Table 2.2: Y-tensors for the various theories. Each symbol is a $G$-invariant and the
indices take on the values 1, 2, \ldots, $\dim R_1$. We have already covered the $O(D, D)$
structure for DFT and the $n = 2$ and $n = 3$ cases are self-explanatory apart from the
indices. For $n = 3$, we have $G = \text{SL}(3) \times \text{SL}(2)$ and the coordinate representation
is $R_1 = (3, 2)$. We thus have $m, n = 1, 2, 3$ and $\alpha, \beta$ indexing the fundamental
representation of the two factors. The symbol $\delta^m_n$ denotes a generalised
Kronecker delta (similarly for $\delta^\alpha_\beta$). The coordinate representation for $n = 4$
is the antisymmetric representation of $\text{SL}(5)$ and so each pair $m_1 m_2$ is implicitly
antisymmetrised (note the different contraction conventions to [50] for $n = 4$, leading
to a different scaling of the Y-tensor). The remaining cases have obvious
ranges for the generalised indices $M, N = 1, \ldots, \dim R_1$. At $n = 5$, the Y-tensor
is given in terms of gamma matrices whilst $n = 6$ is given in terms of the totally
symmetric $d$-symbol. The $n = 7$ case is given in terms of the generators $t_\alpha$, valued
in the $R_1 = 56$ representation, and the symplectic form $\Omega_{MN}$. Finally, the $n = 8$
case is given in terms of its structure constants (note that $R_1 = 248$ is the adjoint
representation of $E_8(8)$). The case $n = 8$ is anomalous and comes with a caveat
that shall be discussed separately in Chapter 6.

\begin{table}
\begin{center}
\begin{tabular}{|c|c|}
\hline
Theory & Y-tensor \\
\hline
GR & $Y^{MN}_{PQ} = 0$ \\
DFT & $Y^{MN}_{PQ} = \eta^{MN} \eta_{PQ}$ \\
n = 2 & $Y^{\alpha z}_{\gamma z} = Y^{\alpha z}_{\gamma z} = Y^{\alpha z}_{\gamma z} = \delta^\alpha_\gamma$ (all others 0) \\
n = 3 & $Y^{\alpha \alpha \alpha}_{\beta \gamma \delta} = 4 \delta^{\alpha \alpha}_{\beta \gamma} \delta^\alpha_\delta$ \\
n = 4 & $Y^{m_1, m_2, n_1, n_2}_{p_1, p_2, q_1, q_2} = 3 \delta^{m_1, m_2}_{p_1, p_2} \delta^{n_1, n_2}_{q_1, q_2}$ \\
n = 5 & $Y^{MN}_{PQ} = \frac{1}{2} (\Gamma_\alpha)^{MN}_{PQ} (\Gamma_\alpha)$ \\
n = 6 & $Y^{MN}_{PQ} = 10 d^{MNK} d_{PQK}$ \\
n = 7 & $Y^{MN}_{PQ} = -12 (t^a)^{MN} (t_a)_{PQ} - \frac{1}{2} \Omega_{MN \Omega_{PQ}}$ \\
n = 8 & $Y^{MN}_{PQ} = -f^{MQR} f^{RNP} + 2 \delta^M_P \delta^N_Q$ \\
\hline
\end{tabular}
\end{center}
\caption{Y-tensors for the various theories. Each symbol is a $G$-invariant and the
indices take on the values 1, 2, \ldots, $\dim R_1$. We have already covered the $O(D, D)$
structure for DFT and the $n = 2$ and $n = 3$ cases are self-explanatory apart from the
indices. For $n = 3$, we have $G = \text{SL}(3) \times \text{SL}(2)$ and the coordinate representation
is $R_1 = (3, 2)$. We thus have $m, n = 1, 2, 3$ and $\alpha, \beta$ indexing the fundamental
representation of the two factors. The symbol $\delta^m_n$ denotes a generalised
Kronecker delta (similarly for $\delta^\alpha_\beta$). The coordinate representation for $n = 4$
is the antisymmetric representation of $\text{SL}(5)$ and so each pair $m_1 m_2$ is implicitly
antisymmetrised (note the different contraction conventions to [50] for $n = 4$, leading
to a different scaling of the Y-tensor). The remaining cases have obvious
ranges for the generalised indices $M, N = 1, \ldots, \dim R_1$. At $n = 5$, the Y-tensor
is given in terms of gamma matrices whilst $n = 6$ is given in terms of the totally
symmetric $d$-symbol. The $n = 7$ case is given in terms of the generators $t_\alpha$, valued
in the $R_1 = 56$ representation, and the symplectic form $\Omega_{MN}$. Finally, the $n = 8$
case is given in terms of its structure constants (note that $R_1 = 248$ is the adjoint
representation of $E_8(8)$). The case $n = 8$ is anomalous and comes with a caveat
that shall be discussed separately in Chapter 6.}
\end{table}

2.5 The Gauge structure of EFTs

Before we write down the actions for ExFTs, we return briefly to the field content of EFTs.
Thus far, we have ignored the $d$ dimensional external space that EFTs possess that needs
to be consistently adjoined to the extended internal structure. If we view the splitting
$\mathcal{M}^{11} \rightarrow \mathcal{M}^d \times \mathcal{M}^n$ that we started off with as a Kaluza-Klein type decomposition, it
should hopefully be clear that the first of the generalised gauge fields $A^M_{\mu}$ of EFT is
best understood as a generalised Kaluza-Klein vector.

What is less obvious is that this necessitates the introduction of higher-form po-
tentials, in the spirit of the tensor hierarchy of gauged supergravities. The details are dependent on the particular EFT that we choose and so we elect to focus on the gauge structure of \( E_{7(7)} \) EFT as an example. The explicit computations are outlined in [47] and we shall only summarise the main features of the gauge structure of EFTs. Our starting point is to define a generalised Lie-covariant derivative

\[
D_\mu := \partial_\mu - L_\mu A_\mu .
\]  

(2.39)

The transformation of the gauge field \( A_\mu^M \) can be determined by demanding that this covariant derivative transforms covariantly such that \( \delta_\Lambda (D_\mu V) = L_\Lambda (D_\mu V) \). It is simple to show that this is indeed the case if \( A \) transforms according to

\[
\delta A_\mu^M = D_\mu \lambda^M ,
\]  

(2.40)

which resembles the gauge transformation of a Yang-Mills gauge field. The obvious candidate for a field strength of \( A_\mu^M \) is then the non-Abelian Yang-Mills field strength (where the commutator of fields has been replaced by the E-bracket):

\[
F_{\mu\nu}^M := 2\partial_{[\mu} A_{\nu]}^M - \{[A_\mu, A_\nu]^M .
\]  

(2.41)

This is also the same fieldstrength that appears in the commutator of two derivatives:

\[
[D_\mu, D_\nu] = L F_{\mu\nu} .
\]  

(2.42)

However, computing the general variation of this object, it can be shown that this object is not covariant under the gauge transformations of \( A \). Following the ideas from gauged supergravities, one may wish to try to amend this by the addition of a 2-form potential \( B_{\mu\nu\alpha} \) via a Stükelberg-type coupling to obtain

\[
F'_{\mu\nu}^M := F_{\mu\nu}^M - 12(t^\alpha)^M N \partial_N B_{\mu\nu\alpha} .
\]  

(2.43)

where \( t^\alpha \) are the generators of \( E_{7(7)} \), valued in the coordinate representation \( R_1 = 56 \) of \( E_{7(7)} \). As pointed out in [49], we can view this as the freedom to add any trivial parameters to \( F_{\mu\nu}^M \) without affecting the gauge structure, in light of its appearance in [2.42]. Whilst an analogous modification is sufficient for \( n \leq 6 \), it fails for \( n = 7, 8 \) because of the Hodge duality of forms in low dimensions. Since an external 1-form is dual to a \( d - 3 \) form, in \( n = 6 \) (equivalently, \( d = 5 \)) this gives corrections to the 3-form field strength but this does not enter into the action. However at \( d = 4 \), vectors are dual to vectors and so this introduces corrections to the 2-form fieldstrength that appears in the action. The situation is exacerbated at \( d = 3 \) where vector-scalar duality introduces corrections to the 1-form scalar current and thus appears amongst the fields (as well as
the action) as an extra vector field. We emphasise that the hierarchical structure here can be truncated at an appropriate order since the effect of the compensating fields on the fieldstrength of one degree higher will eventually become undetectable at the level of the action. The covariantisation of subsequent fieldstrength can then be neglected, having added only a finite number of compensating fields. The recent paper [112] gives a discussion of the parametrisation of these \( p \)-form gauge fields in more detail.

In the case of interest, we are thus required to consider an additional 2-form correction to give the fully covariantised fieldstrength

\[
\mathcal{F}_{\mu
u}^M := F_{\mu\nu}^M - 12(t^\alpha)^{MN} \partial_N B_{\mu\nu\alpha} - \frac{1}{2} \Omega_{MN} B_{\mu\nu N},
\]

(2.44)

where \( B_{\mu\nu N} \) is covariantly constrained on the first index. By this we mean that it is treated like a partial derivative with respect to the section condition such that

\[
Y_{MN} \partial Q C_M \otimes C_N = 0, \quad C_M \in \{ \partial_M, B_{\mu\nu M}, \ldots \}.
\]

(2.45)

The fieldstrength (2.44) can then be shown to transform covariantly as outlined in [47]. The fieldstrengths of the compensating fields then appear in the Bianchi identity for \( \mathcal{F} \), given by

\[
3D_{[\mu} \mathcal{F}_{\nu\rho]}^M = -12(t^\alpha)^{MN} \partial_N H_{\mu\nu\rho\alpha} - \frac{1}{2} \Omega_{MN} H_{\mu\nu\rho N}.
\]

(2.46)

Since the 3-form fieldstrengths \( H_{\mu\nu\rho\alpha} \) and \( H_{\mu\nu\rho N} \) do not enter into the action, they do not need not be covariantised by the addition of further compensating 3-form gauge fields.

We close this section by mentioning the work [17] which blurs the line between DFT and EFT by constructing an enhanced DFT for \( d = 3 \) in which vector-scalar duality enhances the symmetry group to \( O(d+1, d+1) \). The construction there more closely aligns with that of EFT, including the gauge structure that we have just described.

### 2.6 Actions for ExFTs

We are now in a position to write down the actions for ExFTs. In the case of DFT, we write down all two-derivative gauge invariant terms and fix coefficients such that it reduces correctly to the Type II supergravity action upon applying the section condition. We give only the result of [15] which found that the DFT action was given by

\[
S_{\text{DFT}} = \int d^D X d^D \tilde{X} e^{-2dT} R,
\]

(2.47)
with

\[
R = \frac{1}{8} \mathcal{M}^{MN} \partial_M \mathcal{M}^{KL} \partial_N \mathcal{M}_{KL} - \frac{1}{2} \mathcal{M}^{MN} \partial_M \mathcal{M}^{KL} \partial_K \mathcal{M}_{NL} \\
\quad + 4 \mathcal{M}^{MN} \partial_M \partial_N d - \partial_M \partial_N \mathcal{M}^{MN} - 4 \mathcal{M}^{MN} \partial_M \partial_N d + 4 \partial_M \mathcal{M}^{MN} \partial_N d. \tag{2.48}
\]

In the case of DFT, there is only one inequivalent solution to the section condition. Expanding out the $Y$-tensor in terms of the $O(D, D)$ structure \((2.17)\) gives the form of the DFT section condition more commonly encountered:

\[
\partial^m \otimes \partial_m = 0. \tag{2.49}
\]

The canonical solution to this constraint is to drop all dependencies on the winding coordinates, $\partial^m = 0$, for which the DFT action reduces (after integrating by parts) to the action of the NS-NS sector of Type II supergravity:

\[
S = \int d^D x \sqrt{-g} e^{-2\phi} \left[ R + 4 \partial_\mu \phi \partial^\mu \phi - \frac{1}{12} H^2 \right]. \tag{2.50}
\]

Indeed, as mentioned above, the coefficients in the DFT action are chosen such that we obtain this reduction.

In the case of ExFTs, the structure is more complicated due to the presence of the external space and generalised gauge fields. In particular, all terms must now be covariant with respect to both internal generalised diffeomorphisms and external (conventional) diffeomorphisms and must reduce to the 11-dimensional supergravity action upon solving the section condition. The details again differ by theory, but every EFT shares a common sector consisting of a covariantised Einstein-Hilbert action, a kinetic term for the scalar sector and a potential term\[^6\]:

\[
S_{\text{EFT}} = \int d^d x d^{\text{dim}} \rho_1 Y \left( \mathcal{L}_{\text{EH}} + \mathcal{L}_{\text{sc.}} + eV + \ldots \right) \tag{2.52}
\]

\[
\mathcal{L}_{\text{EH}} = eR \tag{2.53}
\]

\[
\mathcal{L}_{\text{sc.}} = \frac{e}{4\alpha} \theta^{\mu \nu} D_\mu \mathcal{M}^{MN} D_\nu \mathcal{M}^{MN} \tag{2.54}
\]

\[
V = \frac{1}{4\alpha} \mathcal{M}^{MN} \partial_M \mathcal{M}^{KL} \partial_N \mathcal{M}_{KL} - \frac{1}{2} \mathcal{M}^{MN} \partial_N \mathcal{M}^{KL} \partial_L \mathcal{M}_{MK} \tag{2.55}
\]

\[
+ \partial_M \ln e \partial_N \mathcal{M}^{MN} + \mathcal{M}^{MN} \partial_M \ln e \partial_N \ln e + \frac{1}{4} \mathcal{M}^{MN} \partial_M g^{\mu \nu} \partial_N g_{\mu \nu},
\]

where $e = \sqrt{-\det g}$ is the vielbein of the external space. The ellipsis hides terms that are unique to each ExFT. For example, the $E_7(7)$ EFT action contains an additional\[^6\] term.

\[^6\]The $E_{8(8)}$ potential has an additional term

\[
- \frac{1}{7200} f_{NQ} f_{MS} f_{PK} \mathcal{M}_{MK} \partial_M \mathcal{M}_{RK} \mathcal{M}_{SL} \partial_N \mathcal{M}_{SL} \tag{2.51}
\]

that is required for gauge invariance of the potential.
Yang-Mills piece plus a topological term whilst $E_{8(8)}$ contains a Chern-Simons piece. We shall be concerned with these two theories in particular in Chapter 7 and so shall defer their discussion until then. We note that, in even $d$, the action above is incomplete; it is really a pseudo-action which needs an additional duality constraint on the generalised fieldstrength $F$. In $E_{7(7)}$ EFT one must manually impose the twisted self-duality constraint

$$F_{\mu\nu}^M = -\frac{e}{2} \varepsilon_{\mu\nu\rho\sigma} \Omega^{MN} A_{NK} F^{\rho\sigma K} \quad (2.56)$$

on the equations of motion to choose a symplectic frame that selects out 28 physical electric vectors from the 56 encoded in $A_{\mu}^M$.

Note that the form of the potential here is a reworking of the form discussed in [54].

Upon splitting off the trace component of the generalised metric, one may re-substitute its equation of motion back into the action to obtain the form (2.55). The advantage of that form is that it more closely resembles the Einstein-Hilbert action, expanded in terms of derivatives of the metric, which allows for an easier comparison with GR.

In the case of EFTs, there are only two inequivalent solutions to the section constraint and these generically pick out a $GL(n)$ or $GL(n-1) \times SL(2)$ subgroup of $G$ (necessarily breaking $G$-covariance), corresponding to the $M$-theory section and Type IIB section respectively. Upon dropping coordinate dependencies on all but the usual coordinates in the extended space, one recovers the full dynamics of 11-dimensional (resp. Type II) supergravity, rearranged into an $n + d$ (resp. $n + d - 1$) Kaluza-Klein split of the fields. Note that we land on a rewriting of the supergravities under a KK split, rather than some truncation, since all of the fields still depend on 11 (resp. 10) spacetime coordinates. The Type IIA theory can further be obtained from a circle reduction of the M-theory section and so is not an independent solution of the section condition.

We are now ready to discuss the appearance of duality transformations in ExFTs. They arise naturally from the continuous solution-generating group $G$ in the presence of isometries as an ambiguity in the way we may pick out the section from the extended spacetime. More concretely, the fields depend on fewer coordinates than is specified by the section condition and so the physical spacetime may be completed with different choices of coordinates without violating the section condition. It is these choices that are related by duality transformations.

For example, the DFT wave described in [77] only depends on $D - 2$ transverse coordinates which is two less than the number of coordinate dependencies allowed by the DFT section condition (2.49). It is natural to include the time direction in the section as well but then there are two choices for the final coordinates, which they call $z \in Y^m$ (which lies in the usual coordinates) and $\tilde{z} \in \tilde{Y}_m$ (which lies in the dual coordinates). Picking $z$ as the completion of the section yields the fundamental string whereas picking $\tilde{z}$ yields the wave solution. Both solutions are equally valid solutions to the section
constraint and are related by a T-duality transformation $z \overset{T}{\leftrightarrow} \tilde{z}$.

The power of ExFTs is that this gives a prescription for generating duality-related solutions. Provided that the internal space has a sufficient number of isometries, we can generate whole classes of solutions that descend from a single solution in ExFT and that differ only by the way the section is identified within the extended space. Conversely, it is possible to write down solutions in ExFT that can unify many supergravity solutions into a single solution on the extended space. Just as, for example, the M5-brane in M-theory gives a higher-dimensional origin to both the NS5-brane and D4-branes, solutions in ExFTs give higher-dimensional origins to multiple branes of string- and M-theory, each of which are related by duality transformation. This has been leveraged, for example in [5, 76–79, 83, 113–115].

2.7 The Projector on the Equations and Motion

With the action for ExFTs in hand, the next natural step is to obtain their equations of motion. For the external metric and generalised gauge fields, one may proceed as normal and vary the action in the usual fashion. However, there is one subtlety regarding the equations of motion for the generalised metric. Since it is constrained to parametrise the coset $G/H$ in terms of the supergravity fields, the naïve equations obtained from varying the action alone are not sufficient. One must impose a projector onto the equations of motion by hand in order to enforce this condition. In particular, if we vary the action with respect to the (inverse) generalised metric, we may denote this as

$$\delta S = \int d^d x d^{\text{dim} \rho_1} Y K_{MN} \delta M^{MN}, \quad K_{MN} := \frac{\delta L}{\delta M^{MN}}.$$  (2.57)

Here, the variation $K_{MN}$ is with respect to an arbitrary matrix $M^{MN}$. In order to ensure that the variation is consistent with the coset structure that $M_{MN}$ is required to parametrise, we instead require the projected set of equations

$$\mathcal{P}^{KL}_{MN} K_{KL} = 0$$  (2.58)

for a coset projector $\mathcal{P}^{KL}_{MN}$. This was explicitly demonstrated for the DFT and SL(5) EFT case in [76, 81] where the parametrisation of the generalised metric in terms of the supergravity fields was explicitly inserted in and then re-covariantised with respect to $G$. This was found to be given by

$$\mathcal{P}^{KL}_{MN} = \frac{1}{\alpha} \left( \delta^{(K}_{M} \delta^{L)}_{N} - \omega \mathcal{M}_{MN} \mathcal{M}^{KL} - \mathcal{M}_{MP} Y^{P(K} \mathcal{M}_{L)Q} \mathcal{M}^{Q} \right).$$  (2.59)

In fact, we shall show in Chapter 6 that this projector also appears in the transformation of the generalised metric and holds more generally for at least $3 \leq n \leq 8$ (it is also expected to hold for $n = 2$ as well, though we shall not pursue this).
Part I

Exotic Branes in ExFTs
One of the remarkable aspects of string theory is the presence of non-perturbative branes whose tensions scale as $g_s^{-1}$ (the D-branes) or as $g_s^{-2}$ (the Neveu-Schwarz five branes). The study of these branes in string theory over the last 20 years has revealed much about the connection between quantum field theories and gravity and have been a huge part of the construction of M-theory where there are no perturbative brane states.

Following the work of [44,73,74], and others, it was realised that string theory also contains so-called ‘exotic brane’ states whose tensions scale as $g_s^\alpha$ with $\alpha < -2$. These objects typically have low codimension and so potentially suffer from various pathologies that come with low-codimension objects. Nevertheless there is now a substantial corpus of work in the area including [116–118] where such branes have been shown to play an important role in duality symmetries. Of course it is also interesting to speculate what such branes would correspond to in a dual holographic theory with masses scaling as $\frac{N^\alpha}{\lambda^\alpha}$ after taking a ‘t Hooft limit. These states in the dual field theory with higher $N$ dependences should then be related to multiple traces as in the giant graviton story [119].

Apart from being exotic due to their novel scaling, these branes were also curious objects that appeared to lack a well-defined global description as supergravity solution; a key part of their construction is to use elements of the duality group to patch together local solutions such that (globally) these branes end up with monodromies valued in the duality groups. For the case of U-duality, these produce examples of Hull’s U-folds [9] which obviously contain S-folds and T-folds amongst their reductions. The obvious question to ask is then ‘if they are not solutions of supergravity, then what are they solutions of?’

For a while Exceptional Field Theory (EFT) appeared to look like a rather nice answer looking for a question. Here, we argue that EFT is the natural setting for studying exotic branes. Below we shall review the relevant aspects of EFT in more detail.

---

7By low codimension, we mean branes of codimension-2 (‘defect branes’), codimension-1 (‘domain wall’) and codimension-0 (‘space-filling branes’)

8We thank Sanjaye Ramgoolam for discussions on this.
to set the scene and establish conventions but first let us state some of the ideas behind EFT relevant to us now. One of the key ideas from M-theory is that branes in Type IIA and Type IIB are descendants of a smaller set of branes in the higher-dimensional theory of eleven dimensional supergravity. In addition to branes descending to branes, there are particular instances of branes originating from purely geometric solutions in eleven dimensional supergravity—the D0-brane is a null wave solution in eleven dimensions and the D6-brane is an eleven-dimensional Kaluza-Klein monopole of the sort described by Gross, Sorkin and Perry \cite{120,121}. Ideally we would like a theory with no central charges and no additional external sources. EFT has a chance of being this theory. As was shown in \cite{114} and based on work in DFT \cite{76,77} the membrane, five-brane and their bound states all come from a single EFT solution, namely the EFT version of the superposition of a wave and monopole. Thus the EFT superalgebra does not contain central charges for these states. Just as the D0 is part of the wave solution in M-theory, and thus its IIA central charge has its origin as an eleven dimensional momentum, so are all the usual M-theory branes in EFT. The next question then is to investigate the role of exotic branes in EFT. This has begun with the works \cite{5,78,122–125} and others. Ultimately one might wish that all the branes in string and M-theory, including the exotic ones, descend from a single object in EFT. The hope for this is that any object in the same duality orbit must come from a single solution in EFT. So why hasn’t this been already achieved?

A key problem for EFT is that one picks a particular exceptional group $E_{n(n)}$ and splits spacetime between internal and external spaces. This split respects the $E_{n(n)}$ symmetry (by construction) but does not respect the higher $E_{d+n(d+n)}$ symmetry. Thus, there are objects that are connected through higher $E_{d+n(d+n)}$ symmetries that cannot be related to each other by $E_{n(n)}$ transformations, leading to them being viewed as separate objects in the $E_{n(n)}$-symmetric theory. It is then clear that the above idea of a single unifying object may only be realised within the full $E_{11}$ theory \cite{99,102–105,126,127}.

In this part, we concentrate on the brane solutions of the $E_7(7)$ EFT and construct a single solution that gives rise to the codimension-2 exotic branes in Type IIA, IIB and M-theory. We then look further at what sort of exotic branes may exist beyond those contained in this solution.

We begin, in Section 3.1, with a description of these exotic branes in slightly more detail along with an explanation of the notation used to denote these branes. In Section 3.2, we demonstrate why ExFTs provide an ideal playground in which to probe these exotic branes by explicitly constructing a single solution in $E_7(7)$ EFT which unifies many of the exotic branes described to date. This section is perhaps best thought of as complementary to the work described in \cite{114}, in a manner that we shall describe later (Figure 3.1).
3.1 Overview of Exotic Branes

It has long been known that low codimension objects possess non-standard features, regardless of the $g_s$ scaling of their tension[3]. The D7-brane in Type IIB (codimension-2 in $D = 10$) already modifies the spacetime asymptotics, the D8-brane in Type IIA (codimension-1 in $D = 10$) terminates spacetime at a finite distance due to a fast running of the dilaton and the D9-brane is space-filling. However, it so happens that the vast majority of exotic branes are also low-codimension objects. For example, the NS7-brane (the S-dual of the D7-brane and later reclassified as a $7_3$) is a codimension-2 object that is also an exotic brane since its tension scales as $g_s^{-3}$, making it more non-perturbative than the other conventional branes. It has since become customary to organise these exotic states in terms of the $g_s$-scaling of their tensions which we now discuss.

The embedding of the T-duality groups within the U-duality groups,

$$E_n(n) \supset O(n-1, n-1) \times \mathbb{R}^+,$$

induces a grading of the tension of the branes which may be characterised by a single number $\alpha \leq 0$. The highest values of $\alpha$ correspond to the well-known branes, which are interesting in their own right, but it is the lower powers of $g_s$ that are of interest to us:

- $\alpha = 0$: Fundamental $F1 \equiv 1_0, P$
- $\alpha = -1$: Dirichlet $Dp \equiv p_1$
- $\alpha = -2$: Solitonic $NS5 \equiv 5_2 \overset{T}{\rightarrow} KK5 \equiv 5_1 \overset{T}{\rightarrow} 5_2$
- $\alpha \leq -3$: Exotic e.g. $p_3^{7-p}, 0^{(1,6)}$

As mentioned previously, these exotic branes are generically low-codimension objects that are additionally non-geometric in a manner that we characterise as follows. Although all exotic branes require duality transformations in order to patch correctly (in addition to the conventional diffeomorphisms and gauge transformations), they may or may not admit local descriptions in terms of the supergravity fields. Those that do, we call globally non-geometric objects since it is only at the global level that the usual description breaks down. These include the T-folds and U-folds of Hull [9]. If they do not admit a local supergravity description, for example by possessing an explicit dependence on winding or wrapping coordinates (whose interpretation in string theory we shall discuss later), they are called locally non-geometric objects. Since their existence and behaviour is so closely tied to the duality transformations of string- and M-theory, ExFTs are an obvious candidate in which to study these objects as they geometrise these pathologies in a manner that we demonstrate later.

[3] Unless explicitly stated, we shall work in the string frame throughout in which D-branes possess a tension scaling with $g_s^{-1}$. 
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Whilst these exotic branes are admittedly rather non-standard (although their first appearance in the literature goes back, at least, \cite{44}), some of the better-behaved of these exotic branes were explicitly argued to exist in string theory in \cite{73,74} via the supertube effect acting on conventional branes. Separate to this, there has been a series of papers \cite{79,128,129} on the description of exotic 5-branes within in the GLSM formalism and on the effective world-volume actions of exotic five-branes \cite{130–132}. It thus follows that a better understanding of these exotic branes is warranted. See also \cite{133} for a recent review of the description of exotic branes within string theory and \cite{134} for a discussion of their supersymmetry projection rules.

Before we proceed, we emphasise that we still lack a concrete criterion for a brane to be exotic. As the D7, D8 and D9 show, possessing low codimension is not necessarily indicative of the sort of non-geometry that we seek to study which is characterised by low $g_s$ scaling of the tension. On the other hand, there exists an exotic $5_2^2$-brane (we shall cover the notation denoting these branes shortly) which, whilst being codimension-2, possesses the same $g_s$ scaling as the NS5 and KK5 but manifests the sort of non-geometry that we are interested in by virtue of the fact that the metric is not single-valued at $\theta = 0, 2\pi$ as one traverses around the brane. In fact the $5_2^2$ has become the standard example of Hull’s T-fold in that traversing around the brane only returns the original configuration up to a T-duality transformation. We thus see that low codimension alone is generally insufficient for non-geometry; one appears to require low $g_s$ scaling as well. Yet, as the $5_2^2$ demonstrates, there exists states which are non-geometric but still scale as $g_s^{-2}$.

The utility of ExFTs is that many of the exotic states that one can construct can be better understood, or at least more elegantly unified, when the duality transformations are realised linearly. Indeed we shall demonstrate in Chapter \ref{chap:4} that, not only are codimension< 2 objects common, they form the majority of the exotic states and may even require an ExFT description to make sense. In particular, ExFTs allow for the construction of non-trivial space-filling branes by allowing for a dependence of the fields on the extended coordinates. This is only possible because of the distinguishing feature of ExFT in that they capture winding mode dependences. We shall give a more detailed argument for this in Chapter \ref{chap:4}.

For the $E_{7(7)}$ solution presented here, we shall focus on codimension-2 exotic states but then later move on to discussing all of the possible exotic states that one should be able to construct. We first briefly discuss the notation used in \cite{74} for branes, in which they are characterised by the mass-dependence when wrapping an internal torus (equivalent to a characterisation by their tensions). For Type II states, the mass of a $b_n^{(\ldots,d,c)}$-brane depends linearly on $b$ radii, quadratically on $c$ radii, cubically on $d$ radii, and so on. Additionally, the subscript denotes the power dependence on the string
Finally, the power of $l_s$ on the denominator is such that the total mass has units of $(\text{Length})^{-1}$ as required. For M-theory states, the notation is very similar except for the absence of the string coupling number $n$ and the role of $l_s$ being taken over by the Planck length $l_P$ in eleven dimensions:

$$M(b_{n}^{(d,c)}) = \frac{\cdots (R_{k_1} \cdots R_{k_j})^3 (R_{j_1} \cdots R_{j_k})^2 (R_{i_1} \cdots R_{i_b})}{g_s l_{1+b+2c+3d+\cdots}}, \quad \text{(3.2)}$$

$$M(b^{(d,c)}) = \frac{\cdots (R_{k_1} \cdots R_{k_j})^3 (R_{j_1} \cdots R_{j_k})^2 (R_{i_1} \cdots R_{i_b})}{l_P^{1+b+2c+3d+\cdots}}, \quad \text{(3.3)}$$

For states that appear in both Type IIA and IIB, we may additionally append an A/B suffix to the brane if the theory being discussed is relevant e.g. $0^{(1,6)}_4$B for the version of the object appearing in the Type IIB theory. These exotic branes couple electrically to the mixed symmetry potentials:

$$E^{(n)}_{1+b+c_2+\ldots+c_s,c_2+\ldots+c_s-1+c_s,c_s} \leftrightarrow b_n^{(c_s\ldots,c_2)}, \quad \text{(3.4)}$$

where the subscripts on the potentials denote the number of indices in that set. The notation is such that the each set is implicitly antisymmetrised over and contains all the sets of indices to the right of it. For example, the $n = 4$ exotic $0^{(1,6)}_4$ brane couples to

$$F_{8,7,1} \sim F_{x y_1\ldots y_6 z,y_1\ldots y_6 z,z}. \quad \text{(3.5)}$$

See also [125,135–137] for a group-theoretic discussion on classifying these mixed-symmetry potentials. Note that we do not consider the Hopf fibre (and more generally, distinguished isometric directions) as a worldvolume direction and so the KK-monopole in eleven dimensions shall be denoted KK6 (or KK6M) and the monopole in ten dimensions as KK5 (or KK5A/B).

### 3.2 The Non-Geometric Solution in $E_{7(7)}$ EFT

#### 3.2.1 Overview of $E_{7(7)} \times \mathbb{R}^+$ Exceptional Field Theory

In this section we work with the $E_{7(7)}$ theory. Although we gave an introduction to ExFTs in Chapter 2, we collect the relevant aspects of $E_{7(7)}$ EFT in particular for convenience. The coordinate representation $R_1$ of $E_{7(7)}$ EFT is the 56-dimensional fundamental representation which we index with $M = 1, \ldots, 56$. For every EFT, there

---

\text{Note that $n = -\alpha$ such that $n \geq 0$. This is not to be confused with the $n$ of the exceptional groups $E_{n(\alpha)}$ and context should make the meaning obvious.}

---

\text{Note that we shall label the type of potential by the power of $g_s$, schematically labelled $E^{(\alpha)}$. Thus, for $n = 0, 1, 2, 3, 4, \ldots$ we shall denote the potentials $B, C, D, E, F, \ldots$ The offset is chosen such that the fundamental string ($n = 0$) couples to the NS-NS 2-form $B_2$, the Dp-branes ($n = 1$) couple to $C_{p+1}$ etc. We shall reserve $A_{(p)}$ to denote the $p$-form potentials that appear in M-theory.}
are exactly two inequivalent (i.e. not related by $E_{n(n)}$ transformations) solutions to the section constraint; the M-theory section and the Type IIB section. For the M-theory section, we decompose the coordinates under $GL(7)$ as

$$56 \rightarrow 7_{+3} + 2\mathbf{1}_{+1} + 21_{-1} + 7_{-3},$$

(3.6)

where the subscript denotes the weight under the $GL(1)$ subgroup. Letting $m,n = 1,\ldots,7$ denote the vector representation of $GL(7)$, we may decompose the 56 coordinates of the internal space $Y^M$ to

$$Y^M = (y^m, y^m_{mn}, y^m_{mn}, y^m_m),$$

(3.7)

where $y^m_{mn}$ and $y^m_{mn}$ are labelled by a pair of antisymmetric indices. The coordinates $y^m_{mn}$ are dual to the wrapping modes the M2-brane, $y^m_{mn} \sim \epsilon^{mnk_1\ldots k_5} y_{k_1\ldots k_5}$ are dual to the wrapping modes of the M5-brane and $y^m_m \sim y_{n_1\ldots n_7 m}$ are dual to the wrapping modes of the KK6M.

The other section is the Type IIB which corresponds to decomposition under the subgroup $GL(6) \times SL(2)$:

$$56 \rightarrow (6,1)_{+2} + (\mathbf{6},2)_{+1} + (20,1)_0 + (6,2)_{-1} + (\mathbf{6},1)_{-2}.$$  

(3.8)

Denoting $m,n,k = 1,\ldots,6$ and $\alpha = 1,2$ for the $SL(2)$ index, this corresponds to

$$Y^M = (y^m, y^m_{m\alpha}, y^m_{mnk}, y^m_{m\alpha}, y^m_m).$$

(3.9)

The field content of $E_7(7)$ EFT is given as follows:

$$\{g_{\mu\nu}, M_{MN}, A_{\mu}^M, B_{\mu\nu,\alpha}, B_{\mu\nu}^M\},$$

(3.10)

where $\alpha = 1,\ldots,133$ is an $E_7(7)$ adjoint index and $\mu, \nu = 1,\ldots,4$ ranges over the external space. The first of these fields should hopefully be self-explanatory—it is the metric on the external space—and so we focus on the remainder. The scalar degrees of freedom (from the perspective of the 4-dimensional external space) are held in the generalised metric $M_{MN}$ which parametrises the coset $(E_7(7) \times \mathbb{R}^+) / SU(8)$. A simple counting reveals that the 70 independent components of the metric, three-form and six-form potentials combine with the extra $\mathbb{R}^+$ scaling generator to match the dimension of the coset, as required. The generalised metric of $E_7(7)$ EFT (without the $\mathbb{R}^+$ scaling), which we denote $\tilde{M}_{MN}$, is given in \[58,106\] (though note that the latter adopts a slightly modified choice of dualised coordinates to those used here, which follow the conventions

\footnote{Note that we refer to both the unscaled metric $\tilde{M}_{MN}$ and scaled metric $M_{MN} = e^{-\Delta} \tilde{M}_{MN}$ (with any choice of $e^{-\Delta}$) as ‘the generalised metric’ although, strictly speaking, only the former is a generalised metric of an $E_{n(n)}$ EFT whilst the latter is of an $E_{n(n)} \times \mathbb{R}^+$ EFT.}
of \([54],[58]\) and is also the one used in \([114]\). In the absence of internal potentials, it is given by\(^{13}\)

\[
\mathcal{M}_{MN} = \text{diag}[\frac{1}{2}g_{(7)}g_{mn}; \frac{1}{2}g_{(7)}^{-1}g^{mn,pq}; \frac{1}{2}g_{(7)}^{-1}g_{mn}; \frac{1}{2}g_{(7)}^{-1}g_{mn,pq}],
\tag{3.11}
\]

where \(g_{mn}\) is the internal metric, \(g_{(7)}\) is its determinant and \(g_{mn,pq} := \frac{1}{2}(g_{mp}g_{qn} - g_{mq}g_{pn})\) (similarly for \(g^{mn,pq}\)). With this choice, the generalised metric is a true \(E_{7(7)}\) element (with determinant 1). However since we are considering the full EFT, and thus distinguish internal and external spaces, we allow for a relative scaling factor between the two. We thus consider a generalised metric of the form \(\mathcal{M}_{MN} = e^{-\Delta}\mathcal{\tilde{M}}_{MN}\). Such a generalised metric was constructed in \([54]\) (see also \([5,56]\)) from a non-linear realisation of \(E_{11}\) which yielded \(e^{-\Delta} = g_{(7)}^{-1}\), although we note that the external space there has been truncated. Here, we shall adopt a different choice of scaling,

\[
e^{-\Delta} = g_{(4)}^{-\frac{1}{4}}. \tag{3.12}
\]

This overall scaling is identified as an extra scalar determining the relative scaling of the internal and external spaces and is the analogue of the \(e^{\phi} = \det g_{\text{ext}}^{\frac{2}{3}}\) introduced in \([113],[141],[142]\) and later used in \([5]\) for the \(\text{SL}(5) \times \mathbb{R}^{+}\) EFT. With this setup, we are able to induce transformations on (the determinant of) the external metric via transformations of the generalised metric \(\mathcal{M}_{MN}\).

One way to understand this is as follows. From the perspective of gauged supergravities we consider two distinct symmetries. The first is, of course, the Julia-Cremmer \(E_{n(n)}\) duality symmetry which itself contains a natural scaling of the internal torus under the embedding \(\text{GL}(1) \subset \text{GL}(n) \subset E_{n(n)}\)—essentially a rescaling of the coordinates of the internal torus \(y^m\) by \(y^m \mapsto \lambda y^m\). The second is the so-called trombone symmetry which is a well-known global scaling symmetry acting on the supergravity fields as

\[
g \mapsto \lambda^2 g, \quad A^{(3)} \mapsto \lambda^3 A^{(3)}. \tag{3.13}
\]

This is an on-shell symmetry for \(n \leq 9\), being realised only at the level of the equations of motion (the Lagrangian of 11-dimensional supergravity transforms as \(L \mapsto \lambda^{\alpha-2}L\) for \(\lambda \in \mathbb{R}^{+}\), but is promoted to an off-shell symmetry for \(n = 9\) (i.e. a symmetry of

\(^{13}\)We note in passing that there is an alternative parametrisation of the generalised metric that is sometimes used called the ‘non-geometric parametrisation’ (see, for example, \([106,122,138],[140]\) amongst others) which is closely linked to the \(\beta\)-supergravity formulation and that may offer an alternative perspective to exotic branes. We shall not pursue this line here.
both the action and equations of motion. The extra $\mathbb{R}^+$ factor that we consider here may thus be considered as a combination of these two symmetries and was first considered in the present context in the closely related exceptional generalised geometry in \cite{Gibbons:2012gp, Ferrara:2012an, Hohm:2012ni}. Just as the conventional embedding tensors of higher duality groups seed both the conventional gaugings and trombone gaugings of lower-dimensional gauged supergravities, the extra $\mathbb{R}^+$ factor may be understood as arising from the truncation of a higher duality group and is thus indispensable in generating other U-duality orbits.

The remaining fields $(A_\mu^M, B_{\mu\nu,\alpha}, B_{\mu\nu,M})$ are a set of generalised gauge fields. The fully gauge-covariant field strength of $A_\mu^M$ is given by

$$F_{\mu\nu}^M = F_{\mu\nu}^M - 12(t^\alpha)^{MN} \partial_N B_{\mu\nu,\alpha} - \frac{1}{2} \Omega^{MN} B_{\mu\nu,N},$$

(3.14)

where $F_{\mu\nu}^M := 2\partial_{[\mu} A_{\nu]} - \|A_{\mu} A_{\nu}\|^M$ is the naïve non-Abelian field strength that is given in terms of the E-bracket (covered below) and $(t^\alpha)^{MN}$ are the generators of $E_7(7)$, valued in the fundamental representation. This satisfies the Bianchi identity

$$3D_{[\mu} F_{\nu\rho]}^M = -12(t^\alpha)^{MN} \partial_N H_{\mu\nu\rho,\alpha} - \frac{1}{2} \Omega^{MN} H_{\mu\nu\rho,N},$$

(3.15)

where $D_\mu := \partial_\mu - \mathbb{L}_{A_\mu}$ denotes the Lie-covariantised derivative and $H_{\mu\nu\rho,\bullet}$ are the (appropriately covariantised) fieldstrengths of the compensating gauge fields $B_{\mu\nu,\bullet}$. Not all components of this fieldstrength are independent; half of them are related to the remaining components via the twisted self-duality relation,

$$F_{\mu\nu}^M = -\frac{1}{2} |g(4)|^\frac{1}{2} \varepsilon_{\mu\nu\rho\sigma} g^{0\lambda} g^{\sigma\kappa} \Omega^{MN} M_{NK} F_{\lambda\kappa K},$$

(3.16)

to leave only 28 propagating degrees of freedom.

Additionally, the theory possesses two group invariants: a symplectic form $\Omega_{MN}$ and a totally symmetric four-index object $c_{MNPQ}$, though we shall not be needing the latter. Due to the $\mathbb{R}^+$ factor, the former is a weighted symplectic matrix \cite{Gibbons:2012gp}, of weight $\lambda(\Omega) = \frac{1}{2}$, and it is related to $\tilde{\Omega}_{MN} \in \text{Sp}(56) \supset E_7(7)$ by

$$\Omega_{MN} = e^{-\Delta \tilde{\Omega}}_{MN}.$$  

(3.17)

\footnote{The special case of $n = 9$ is perhaps best understood in terms of the allowed gaugings of the dimensionally reduced theory. In $n \leq 9$, the standard $E_{n(n)} \subset G$ gaugings (excluding the trombone symmetry) organise themselves into the embedding tensor $\theta^M$, transforming under a particular subrepresentation of $R_{\text{adj}} \otimes R_{\text{adj}}$ that is dictated by group theoretic arguments—the so-called `linear’ and ‘quadratic’ algebraic constraints that are related to preserving supersymmetry and requiring $E_{n(n)}$ invariance of $\theta^M$ respectively. In addition, the gaugings of the trombone symmetry organise themselves into a second object $\theta_M$ that transforms under $R_{\text{adj}}$. For $n = 9$, one finds that these two objects unify into a single object transforming under a single representation of the affine Kac-Moody algebra $E_9(9)$ \cite{Hohm:2012ga}. Thus, unlike in higher dimensions, generic gaugings in $d = 2$ naturally contain trombone gaugings and so the trombone symmetry is promoted to an off-shell symmetry.}
We adopt the convention that indices are raised and lowered according to
\[ V^M = \Omega^{MN} V_N, \quad V_M = V^N \Omega_{NM}. \quad (3.18) \]
The only non-vanishing components of \( \Omega_{MN} \) are
\[ \Omega^m_n = e^{-\Delta} \delta^m_n = -\Omega^n_m, \quad \Omega_{mn}^{pq} = e^{-\Delta} \delta_{mn}^{pq} = -\Omega^{pq}_{mn}, \quad (3.19) \]
and similarly for the inverse, defined through \( \Omega^M_K \Omega^K_N = \delta^M_N \).

In addition to the global \( E_{m(n)} \times \mathbb{R}^+ \) symmetry, the theory possesses a number of local symmetries—the general coordinate transformations of the metric and the \( p \)-form gauge transformations. Analogous to how the Lie derivative generates the algebra of infinitesimal diffeomorphisms in GR, we define a generalised Lie derivative \( \mathbb{L}_U \) which generates these local symmetries. In component form, the generalised Lie derivative of a generalised vector \( V \), of weight \( \lambda(V) \), along \( U \) in \( E_7(7) \times \mathbb{R}^+ \) EFT is given by
\[ \mathbb{L}_U V^M = [U, V]^M + Y^{MN} P Q \partial_N U^P V^Q + \left( \lambda(V) - \frac{1}{2} \right) \partial_N U^N V^M, \quad (3.20) \]
where \( Y^{MN} P Q \) is the \( Y \)-tensor, given in terms of group invariants as
\[ Y^{MN} P Q = -\frac{1}{12} (\theta^{\alpha})^{MN} (\theta^{\alpha})_{PQ} + \frac{1}{2} \delta^M_N \delta^P_Q + \frac{1}{12} \delta^P_N \delta^Q_M - \frac{1}{24} \Omega^{MN} \Omega_{PQ}, \quad (3.21) \]
subject to the normalisation \( \mathbb{P}_{(\text{adj})}^{MN} N M = 133 \). One sees that, in the form \( \mathbb{L}_U V^M \), there is a naturally defined effective weight in the theory given by the bracketed term which naturally singles out \( \lambda = \frac{1}{2} \) (indeed, for consistency, one requires that the gauge

\[ \mathbb{P}_{(\text{adj})}^{MN} N M = 133. \]

Indeed, this last relation is used to show equivalence between (3.25) and (3.26) by permuting the indices on the two generators using the symmetry of \( c_{MNKL} \).
transformations of the generalised gauge fields have weight $\lambda = \frac{1}{2}$. One may verify that
the generalised Lie derivative can equivalently be cast into the form given in [47]:

$$\mathbb{L}_{U} V^M = U^N \partial_N V^M - 12(P_{adj})^M_Q \partial_N U^Q V^N + \lambda(V) \partial_N U^N V^M.$$ (3.27)

We also list some of the properties of the generators of $E_{7(7)} \times \mathbb{R}^+$ that hold for this chapter. With the conventions that we adopt, raising and lowering with the symplectic form, it is easy to check that $(t_\alpha)_{MN} = (t_\alpha)_{(MN)}$. These generators further satisfy

$$(t_\alpha)_K^{(PQRS)K} = 0,$$ (3.28)

$$(t_\beta)_{MN}^K (t_\alpha)_K^N = \frac{19}{8} \delta_M^N,$$ (3.29)

$$(t_\alpha)^{MK} (t_\beta)_{KL} (t_\alpha)^{LN} = -\frac{7}{8} (t_\beta)^{MN}.$$ (3.30)

Finally, the $\mathbb{R}^+$ generator is $(t_0)^{MN} = -\delta_M^N$. We may read off the following section conditions for this theory from the $Y$-tensor:

$$(t_\alpha)^{MN} \partial_{MN} \, \bullet = 0,$$

$$(t_\alpha)^{MN} \partial_M \, \bullet \partial_N \, \bullet = 0,$$

$$\Omega^{MN} \partial_M \, \bullet \partial_N \, \bullet = 0.$$ (3.31)

Finally, we mention that the pseudo-action for this theory is given by

$$S_{E_{7(7)}} = \int d^4 x d^5 y \left( \mathcal{L}_{E-H} + \mathcal{L}_{sc.} + \mathcal{L}_{Y-M} - e^{(4)} V \right) + S_{\text{top.}}, \quad e^{(4)} = \sqrt{-g^{(4)}},$$ (3.32)

$$\mathcal{L}_{E-H} = e^{(4)} \hat{R},$$ (3.33)

$$\mathcal{L}_{sc.} = \frac{1}{48} e^{(4)} g^{\mu \nu} \partial_\mu M_{MN} \partial_\nu M_{MN},$$ (3.34)

$$\mathcal{L}_{Y-M} = - \frac{1}{8} e^{(4)} M_{MN} F_{\mu \nu} M_{MN},$$ (3.35)

$$V = -\frac{1}{35} M_{MN} \partial_M M^{KL} \partial_N M_{KL} + \frac{1}{2} M_{MN} \partial_M M^{KL} \partial_K M_{NL}$$

$$-\frac{1}{4} \partial_M \ln |g^{(4)}| \partial_N M_{MN} - \frac{1}{4} M_{MN} \partial_M \ln |g^{(4)}| \partial_N \ln |g^{(4)}|$$

$$-\frac{1}{2} M_{MN} \partial_M g^{\mu \nu} \partial_N g_{\mu \nu},$$

$$S_{\text{top.}} = -\frac{1}{24} \int d^5 x \int d^5 y e^{\mu \nu \rho \sigma \tau} F_{\mu \nu} M D_\rho F_{\sigma \tau} M,$$ (3.37)

which is supplemented by the twisted self-duality constraint (3.16). The only new notation here is the covariantised Einstein-Hilbert action in which the partial derivatives have been promoted to the Lie-covariantised derivatives $\partial_\mu \to D_\mu$.

For this section, we shall denote a particular choice of frame by a superscript such that e.g. $g^{3}_{5\mu}$ denotes the external metric in the 5$^3$ frame (or, more generally, $g^M_{\mu \nu}$ for a generic M-theory solution). Here we add to a growing list of solutions in DFT [76–79, 83] and

\footnote{Unfortunately, we shall need to adopt a different set of conventions in Chapter 6 which is dictated by a reduction of the $E_{8(8)}$ algebra. This will be described in more detail there.}
EFT in which a single solution in the extended space reduces to a number of distinct known solutions in 10 and 11 dimensions upon applying the appropriate section constraint. Although apparently unrelated in the reduced section, they are nonetheless related by a duality transformation (or at least a solution-generating transformation) acting linearly on the extended space. The solution presented here is a very close analogue of the solution presented in which described all of the conventional branes. We shall henceforth refer to that solution the ‘geometric solution’. The solution that is presented here covers all the non-geometric branes of de Boer and Shigemori and will thus be referred to as the ‘non-geometric solution’. The branes that are contained within these two solutions are indicated in Figure 3.1.

The set-up that we choose is as follows: we define the external space by the coordinates

$$x^\mu = (t, r, \theta, z)$$

and take the external metric to be the same in both the M-theory and Type IIB sections:

$$g_{\mu\nu} = \text{diag}\left[-(HK^{-1})^{-\frac{1}{2}}, (HK)^{\frac{1}{2}}, r^2(HK)^{\frac{1}{2}}, (HK^{-1})^{-\frac{1}{2}}\right], \quad g_{(4)} := \det g_{\mu\nu}. \quad (3.39)$$

The external metrics of all the branes shall be proportional to this e.g. for the $5^3$-brane, we have $g_{\mu\nu}^{5^3} = (HK^{-1})^{\frac{r}{2}} g_{\mu\nu} = \left|g_{(7)}^{5^3}\right|^{-\frac{1}{2}} g_{\mu\nu}$. Here, $H$—a harmonic function in the $r$-$\theta$ plane—and $K$ are given by

$$H(r) = h_0 + \sigma \ln \frac{\mu}{r}, \quad K = H^2 + \sigma^2 \theta^2. \quad (3.40)$$

The generalised metric is chosen to be diagonal and, in any given frame, the 56 components of the generalised metric split into 27 components of $(HK^{-1})^{\frac{r}{2}}$, 27 components of $(HK^{-1})^{-\frac{r}{2}}$ and one component each of $(HK^{-1})^{\frac{1}{2}}$ and $(HK^{-1})^{-\frac{1}{2}}$. The non-zero components of the EFT vector $A_{\mu}^M$ shall always point in the distinguished directions.

For the purposes of this solution, we shall set the compensating gauge fields $B_{\mu\nu}$, (which are only required to close the gauge structure of the theory which itself is broken upon applying the section condition) to zero, such that their corresponding field strengths $H_{\mu\nu\rho}$, also vanish. We choose the only non-vanishing components of $A_{\mu}^M$ to be

$$A_t^M = -H^{-1} Ka^M, \quad A_z^M = -K^{-1} \theta \sigma \tilde{a}^M, \quad (3.41)$$

where $a^M$ and $\tilde{a}^M$ determine the direction the vector points in the generalised space. Note that these two vectors are related through the definition of the generalised field strength (3.14) in the twisted self-duality condition (3.16) and are thus not independent. We leave a proof that this ansatz does indeed satisfy the twisted self-duality constraint and Bianchi identity to Appendix A.
Figure 3.1: The branes that we consider. Red lines denote T-duality, blue lines denote lifts/reductions and black lines denote S-dualities. The hashed green area contains all the branes contained within the non-geometric solution whilst the hashed orange area contains all the branes contained in the geometric solution.
3.2.2 M-Theory Section

For this non-geometric solution, we take a subtly different approach to the solution constructed in [14]. There, they chose the generalised metric to be a genuine $E_{7(7)}$ element $\mathcal{M}_{MN}$, of the form (3.11), and implemented a relative scaling between the internal and external sectors $g_{\mu\nu} \rightarrow |g_{(7)}|^{\frac{1}{2}} g_{\mu\nu}$ (reducing to the Einstein frame for the Type II solutions) as a conventional Kaluza-Klein decomposition of the 11-dimensional metric $ds^2 = g_{\mu\nu} dx^\mu dx^\nu + e^{2\alpha} g_{mn}(dy^m + A^m_\mu dx^\mu)(dy^n + A_\nu^m dx^\nu)$. In particular, fixing a frame $M$ in (3.11), there is no preferred scaling of the external metric encoded within $\mathcal{M}_{MN}$. Whilst notionally intuitive, the scaling in [14] requires the section condition to have been imposed and has an ad hoc feel in the sense that there appears to be nothing in the EFT framework that compels one to take their particular scaling $g_{\mu\nu} \rightarrow |g_{(7)}|^{\frac{1}{2}} g_{\mu\nu}$; it is only imposed to match the known brane metrics. Here we make a small modification. We may use the scaling (3.12) to encode this information directly into the generalised metric such that it forces the required relative scaling of the internal and external sector without imposing the section condition—a perhaps more natural description in terms of EFT. In particular let a superscript/subscript $M$ denote a given duality frame. Since we wish to impose the scaling of the external metric

$$g_{\mu\nu} = |g_{(7)}|^{\frac{1}{2}} g_{\mu\nu}^M,$$

we choose to define the $E_{7(7)} \times \mathbb{R}^+$ element $\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \tilde{\mathcal{M}}_{MN}$ such that

$$\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \text{diag}[g_{mn}^M ; (g_{(7)})^{-1} g_{mn}^M ; (g_{(4)})^{-1} g_{mn,pq}^M].$$

(3.43)

In particular all terms, including the scaling of the external metric, are all in the same duality frame. To be explicit, we are constructing a generalised metric $\mathcal{M}_{MN}$ which reproduces the backgrounds of the exotic branes in the following fashion:

$$\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \text{diag}[g_{mn}^5 g_{53}^3 ; (g_{(7)})^{-1} g_{mn}^5 ; (g_{(4)})^{-1} g_{mn}^{53}].$$

(3.44)

$$\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \text{diag}[g_{mn}^6 g_{66}^6 ; (g_{(7)})^{-1} g_{mn}^6 ; (g_{(4)})^{-1} g_{mn}^{66}].$$

$$\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \text{diag}[g_{mn}^{(1,7)} g_{(1,7)}^{mn} ; (g_{(7)})^{-1} g_{mn}^{(1,7)} ; (g_{(4)})^{-1} g_{mn}^{(1,7)}].$$

$$\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \text{diag}[g_{mn}^{KK6} g_{KK6}^{mn} ; (g_{(7)})^{-1} g_{mn}^{KK6} ; (g_{(4)})^{-1} g_{mn}^{KK6}].$$

In particular all terms, including the scaling of the external metric, are all in the same duality frame. To be explicit, we are constructing a generalised metric $\mathcal{M}_{MN}$ which reproduces the backgrounds of the exotic branes in the following fashion:

$$\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{4}} \text{diag}[g_{mn}^5 g_{53}^3 ; (g_{(7)})^{-1} g_{mn}^5 ; (g_{(4)})^{-1} g_{mn}^{53}].$$

(3.44)

where the vertical dots represent all of the Type IIA and Type IIB branes listed in Tables 3.2 and 3.3.
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Table 3.1: The configurations of the M-theory branes that we consider. Asterisks * denote worldvolume coordinates, empty circles ○ denote smeared transverse coordinates and filled circles ● denote coordinates that the harmonic function depends on. Finally, ⊙ denotes an otherwise distinguished direction; the Hopf fibre for the monopole and the cubic direction for the 0(1,7).

We split the seven internal coordinates into

\[ y^m = (\xi, \chi, w^a) \equiv (Y^\xi, Y^\chi, Y^a), \]  

where \( a = 1, \ldots, 5 \). These are promoted to the 56 coordinates of the extended internal space of EFT, indexed by \( M = 1, \ldots, 56 \), according to (3.7), which we order by

\[ Y^M = (Y^\xi, Y^\chi, Y^a; Y_{\xi\chi}, Y_{\xi a}, Y_{\chi a}, Y_{a b}; Y_2 Y_\chi, Y_a; Y_2^\xi, Y_2^\chi, Y_2^a, Y_{2 a b}). \]  

The coordinates with two labels are thus antisymmetric and we have delimited the generalised coordinates by semi-colons for easier identification of the coordinates later. Since the generalised metric that we consider here is diagonal, this unambiguously defines the ordering of the components of the generalised matrix. Under this coordinate splitting, the configurations of the branes that we obtain is summarised in Table 3.1.

Upon taking the M-theory section, the components of the EFT vector take on different roles, depending on the direction in which it points in the generalised space:

\[ A_{\mu}^M \rightarrow (A_{\mu}^m, A_{\mu,mn}, A_{\mu m}, A_{\mu}^{mn}). \]  

The first of these sources the conventional Kaluza-Klein vector, sourcing a cross-sector coupling of the type seen in the 0(1,7), and the third is related to the dual graviton. The remaining two components then source the cross-sector components of the M-theory potentials: \( A_{\mu,mn} \sim A_{\mu m n} \) and \( A_{\mu}^{mn} \sim \epsilon_{mnp_1 \ldots p_5} A_{\mu p_1 \ldots p_5} \).

The components of the generalised metric are interchanged by a rotation on the internal space and are thus dependent on the frame chosen but, for the 5\(^3\) frame, we choose (setting \( Q = HK^{-1} \) for convenience)

\[ \mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{2}} \text{diag}[Q_1^1, Q_1^2, Q_1^{-\frac{1}{2}}\delta(5); Q_2^{-\frac{1}{2}}, Q_2^{-\frac{1}{2}}\delta(5), Q_2^{\frac{1}{2}}\delta(10); Q_3^{\frac{1}{2}}, Q_3^{\frac{1}{2}}\delta(5), Q_3^{\frac{1}{2}}\delta(5), Q_3^{-\frac{1}{2}}\delta(10)]. \]  
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\[
\begin{align*}
|g(4)|^{-\frac{1}{4}} \left[ Q^{-\frac{1}{5}} |g(4)|^{-\frac{1}{4}} \right] \text{diag}[ Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10); \\
Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10)] ,
\end{align*}
\]

where we stress that the factor in the square brackets is to be identified with the scaling (3.42). The notation \( \delta(p) \) is used as a shorthand for the identity matrix in \( p \) dimensions, with the appropriate index structure. One may verify that this does indeed give the background of the \( 5^3 \) upon applying the section condition if one identifies

\[
g_{53}^{\text{background}} = \text{diag}[ Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10); \\
Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10)].
\]

For this frame, we choose the EFT vectors to point out of section such that they do not contribute to the metric but rather source the M-theory potentials of the \( 5^3 \):

\[
\mathcal{A}_t \xi \chi = -H^{-1} K, \quad \mathcal{A}_z \xi \chi = -K^{-1} \theta \sigma.
\]

We thus obtain the background of the \( 5^3 \):

\[
ds_{5^3}^2 = \left( HK^{-1} \right)^{-\frac{1}{2}} (-dt^2 + dw^2(5)) + \left( HK^{-1} \right)^{\frac{1}{2}} (dz^2 + d\xi^2 + d\chi^2) + \frac{1}{2} K^{-\frac{1}{2}} \theta \sigma (dt \wedge dz \wedge d\xi \wedge d\chi), \quad A_{(3)} = -K^{-1} \theta \sigma dz \wedge d\xi \wedge d\chi, \quad A_{(6)} = -H^{-1} K dt \wedge dw^1 \ldots \wedge dw^5.
\]

After applying the coordinate swap

\[
Y^M \leftrightarrow Y_M
\]

and factoring out a new scaling factor, one obtains

\[
\mathcal{M}_{MN} = Q^\frac{1}{5} |g(4)|^{-\frac{1}{4}} \text{diag}[ Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10); \\
Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10)].
\]

Identifying

\[
g_{26}^{\text{background}} = \text{diag}[ Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5)], \quad 
|g(4)|^{-\frac{1}{4}} \left[ Q^{-\frac{1}{5}} |g(4)|^{-\frac{1}{4}} \right] \text{diag}[ Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5); Q^{-\frac{1}{3}}, Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(5), Q^{-\frac{1}{3}} \delta(10)];
\]

and noting that the EFT vectors get exchanged by the rotation,

\[
\mathcal{A}_t \xi \chi \mapsto \mathcal{A}_{t, \xi \chi}, \quad \mathcal{A}_{z, \xi \chi} \mapsto \mathcal{A}_z \xi \chi,
\]
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one obtains the background of the $2^6$: 

$$
\begin{align*}
    d\sigma^2 & = (HK^{-1})^{-\frac{1}{2}} (-dt^2 + d\xi^2 + d\chi^2) + (HK^{-1})^\frac{1}{2} (dz^2 + dw_{(5)}^2) \\
    & \quad + H^{\frac{1}{2}}K^{\frac{1}{2}} (dr^2 + r^2d\theta^2),
\end{align*}
$$

(3.57)

$$
A_{(3)} = -H^{-1}K dt \wedge d\xi \wedge d\chi, \quad A_{(6)} = -K^{-1}\sigma dz \wedge dw^1 \wedge \ldots \wedge dw^5.
$$

(3.58)

Further applying the rotations

$$
Y^{ab} \leftrightarrow Y_{ab}, \quad Y^\xi \leftrightarrow Y_{\xi\chi}, \quad Y_\xi \leftrightarrow Y_{\xi\chi}, \quad Y^\chi \leftrightarrow Y_{\chi}, \quad Y^{\chi a} \leftrightarrow Y_{\chi a},
$$

(3.59)

one obtains the generalised metric

$$
\mathcal{M}_{MN} = Q^{-\frac{1}{2}} |g_{(4)}|^{-\frac{1}{4}} \text{diag}[Q, 1, \delta_{(5)}; Q^{-1}, Q^{-1}\delta_{(5)}, \delta_{(5)}, \delta_{(10)}; Q^{-2}, Q^{-1}, Q^{-1}\delta_{(5)}, 1, \delta_{(5)}, Q^{-1}\delta_{(5)}, Q^{-1}\delta_{(10)}],
$$

(3.60)

which is consistent with the metric of the $0^{(1,7)}$ if one identifies

$$
\begin{align*}
    g^{0(1,7)}_{mn} &= \text{diag}[Q, 1, \delta_{(5)}], \\
    \left| g^{0(1,7)}_{(4)} \right|^{-\frac{1}{4}} &= \left[ Q^{-\frac{1}{2}} |g_{(4)}|^{-\frac{1}{4}} \right], \quad \Rightarrow \quad g^{0(1,7)}_{\mu\nu} = Q^{-\frac{1}{2}} g_{\mu\nu}.
\end{align*}
$$

(3.61)

Combining with the generalised vectors that now source the KK-vector and the dual graviton (which does not enter into the background),

$$
A_t, {\xi\chi} \leftrightarrow A_t^\xi, \quad A_z, {\xi\chi} \leftrightarrow A_z^\xi,
$$

(3.62)

one obtains the background of the $0^{(1,7)}$: 

$$
\begin{align*}
    d\sigma^2_{0(1,7)} & = -H^{-1}K dt^2 + w_{(5)}^2 + dz^2 + d\chi^2 + HK^{-1}(d\xi - H^{-1}K dt)^2 \\
    & \quad + K (dr^2 + r^2d\theta^2).
\end{align*}
$$

(3.63)

Finally, applying the swap

$$
Y^M \leftrightarrow Y_M,
$$

(3.64)

one obtains

$$
\begin{align*}
    \mathcal{M}_{MN} = Q^{-\frac{1}{2}} |g_{(4)}|^{-\frac{1}{4}} \text{diag}[Q^{-1}, 1, \delta_{(5)}; Q, Q\delta_{(5)}, \delta_{(5)}, \delta_{(10)}; Q^2, Q, Q\delta_{(5)}; 1, \delta_{(5)}, Q\delta_{(5)}, Q\delta_{(10)}].
\end{align*}
$$

(3.65)
One may verify that this is sourced by the background
\[ g^\text{KK6}_{mn} = \text{diag}[H^{-1}K, 1, \delta(5)], \]
\[ |g^{(4)}|^{-\frac{1}{2}} = Q^{-\frac{1}{2}} |g^{(4)}|^{-\frac{1}{2}} \Rightarrow g^\text{KK6}_{\mu\nu} = Q^{\frac{1}{2}} g_{\mu\nu}. \]  

The EFT vectors are rotated to
\[ A_{t,\xi} \rightarrow A_{t,\xi}, \quad A_{z,\xi} \rightarrow A_{z,\xi}, \]  
and so, this time, the latter sources a cross-sector coupling. We thus obtain the following background:
\[ ds^2 = -dt^2 + H (dr^2 + r^2 d\theta^2) + HK^{-1} dz^2 + H^{-1} K (d\xi - K^{-1} \theta \sigma dz)^2 \]
\[ + d\chi^2 + dw^2_{(5)}. \]  

However, focusing on the \( dz \) and \( d\xi \) terms, one finds that this is a disguised KK6 since
\[ (HK^{-1} + H^{-1} \theta \sigma d\xi) dz^2 + H^{-1} K d\xi^2 - 2H^{-1} \theta \sigma dz d\xi = H d\xi^2 + H^{-1} (dz + \theta \sigma d\xi)^2. \]

We thus obtain the metric of the KK6:
\[ ds^2_{\text{KK6}} = -dt^2 + d\chi^2 + dw^2_{(5)} + H (dr^2 + r^2 d\theta^2 + d\xi^2) + H^{-1} (dz + \theta \sigma d\xi)^2. \]

Note that the harmonic function is smeared in \( \xi \) and so this is, more accurately, a defect KK monopole.

### 3.2.2.1 Type IIA Reduction

The reduction to the Type IIA theory is not an independent solution to the section condition but rather a simple re-identification of degrees of freedom in terms of the Type IIA fields. We exploit the fact that the M-theory background, reduced on an isometry \( \eta \), is equivalent to a Type IIA background (in the Einstein frame) under the identification
\[ ds^2_M = e^{-\frac{\phi}{4}} ds^2_{\text{IIA,E}} + e^{\frac{4\phi}{3}} (d\eta + A_{(1)})^2, \]
\[ A_{(3)} = B_{(2)} \wedge d\eta + C_{(3)}, \]
where \( A_{(p)} \) are the M-theory potentials and \( B_{(q)}, C_{(r)} \) are the Type IIA NS-NS and R-R potentials. Splitting the M-theory section into \( y^m = (y^m, \eta) \), with the Type IIA coordinates \( y^m \equiv Y^m \) indexed by \( m = 1, \ldots, 6 \), the reduction induces a decomposition
of the generalised coordinates according to

\[ Y^M = (Y^m, Y^m; Y_{mn}, Y_{m}; Y_{m}; Y_{m}; Y_{m}; Y_{m}) \]  

(3.73)

As usual, the \( g_{\eta\eta} \) component gives the ten-dimensional dilaton. We also see that the external metric is rescaled by \( e^{-\frac{\phi}{3}} \), resulting in

\[ g_{\mu\nu}^M = e^{-\frac{\phi}{3}} g_{\mu\nu} \Rightarrow \left| g_{(4)}^M \right|^{-\frac{1}{4}} = e^{\frac{\phi}{3}} \left| g_{(4)} \right|^{-\frac{1}{4}}. \]  

(3.74)

Note that \( x^\mu = (t, r, \theta z) \) still indexes the same coordinates on the external space as the M-theory section and the base external metric takes on the same numerical values as in the M-theory frame:

\[ g_{\mu\nu} = \text{diag}[-(HK^{-1})^{\frac{1}{2}}, (HK)^{\frac{1}{2}}, r^2(HK)^{\frac{1}{2}}, (HK^{-1})^{\frac{1}{2}}] = g_{\mu\nu}. \]  

(3.75)

We further read off that the determinant of the internal metric decompose according to

\[ g_{(7)}^M = e^{\frac{\phi}{3}} g_{(6)}, \]  

(3.76)

and so the generalised metric decomposes to:

\[ \mathcal{M}_{MN} = e^{\frac{\phi}{3}} \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[e^{-\frac{\phi}{3}} g_{\mu\nu}, e^{-\frac{\phi}{3}} g_{\eta\eta}, e^{-\frac{\phi}{3}} g_{\mu\nu}, e^{-\frac{\phi}{3}} g_{\eta\eta}, e^{-\frac{\phi}{3}} g_{\mu\nu}, e^{-\frac{\phi}{3}} g_{\eta\eta}, e^{-\frac{\phi}{3}} g_{\mu\nu}, e^{-\frac{\phi}{3}} g_{\eta\eta}] \]  

(3.79)

where the ordering of components follows that of the coordinates (3.73). The EFT vector likewise decomposes to

\[ A_{\mu}^M \rightarrow (A_{\mu}^m; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}; A_{\mu}) \]  

(3.80)

As before, the \( A_{\mu}^m \) components sources the KK-vector of the (now) 4+6 split and the \( A_{\mu,m} \) is related to the dual graviton. Of the remaining components, the R-R potentials \( C_{(1)}, C_{(3)}, C_{(5)} \) and \( C_{(7)} \) are encoded in the components \( A_{\mu,\eta}, A_{\mu,\nu}; A_{\mu,\mu}; A_{\mu,\nu}; A_{\mu,\mu,\nu}; A_{\mu,\nu}; A_{\mu,\nu}; A_{\mu,\mu}; A_{\mu,\nu} \) respectively (where the latter two are to be dualised on the internal space) and the

\[ \mathcal{M}_{MN} = \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[e^{\frac{\phi}{3}} g_{mn}, e^{\frac{\phi}{3}} g_{\mu\nu}, e^{\frac{\phi}{3}} g_{\nu\nu}, e^{\frac{\phi}{3}} g_{\mu\nu}, e^{\frac{\phi}{3}} g_{\nu\nu}, e^{\frac{\phi}{3}} g_{\mu\nu}, e^{\frac{\phi}{3}} g_{\nu\nu}, e^{\frac{\phi}{3}} g_{\mu\nu}, e^{\frac{\phi}{3}} g_{\nu\nu}] \]  

(3.77)

which follows from taking the decomposition

\[ ds_5^2 = e^{-\frac{2\phi}{3}} (ds_{11}^2 + e^{\frac{2\phi}{3}} (d\eta + A_{(1)})^2) \]  

(3.78)

instead.
Table 3.2: The configurations of the Type IIA branes that we consider. Note that the coordinates heading the columns are those of the M-theory section. A cross $\times$ denotes the direction that is being reduced on i.e. the choice of isometry $\eta$ that leads to the indicated brane.

| Parent | $t$ | $r$ | $\theta$ | $z$ | $\xi$ | $\chi$ | $u^a$ | $v$ |
|--------|----|----|---------|----|------|-------|-------|----|
| $5^3$  |   |   | * • • • |   | *   | o     | *    | *   |
| $4^3$  |   |   | * • • • |   | o   | o     | *    | x   |
| $2^6$  |   |   | * • • • |   | *   | o     | *    | o   |
| $1^6$  |   |   | * • • • |   | o   | o     | o    | o   |
| $0^{(1,7)}$ |   |   | * • • • |   | *   | o     | o    | o   |
| $6^1_4$ |   |   | * • • • |   | o   | o     | o    | o   |
| $6^1_5$ |   |   | * • • • |   | *   | o     | *    | *   |
| $6^1_6$ |   |   | * • • • |   | *   | o     | *    | x   |

NS-NS potentials $B_{(2)}$ and $B_{(6)}$ are held in $A_{\mu,\eta\eta}$ and $A_{\mu}^{m\eta}$ respectively.

In order to tabulate the brane configurations that we obtain, it will be convenient to split the five $w^a$ coordinates into $w^a = (u^a, v)$ with $a = 1, \ldots, 4$. The results are summarised in Table 3.2.

Note that since some of the M-theory solutions are symmetric under certain coordinate transformations, these are not the only reductions that we could have done to obtain the Type IIA branes. For example, the generalised metrics of the $5^3$ and $2^6$ are invariant under the exchange $\xi \leftrightarrow \chi$ and so we could have obtained the $5^3A$ and $1^6A$ by reducing along $\chi$ instead of $\xi$ (although this further requires a re-identification of $A^{\mu\eta} \sim -B_{(6)}$ and $A_{\mu}^{m\eta} \sim -B_{(2)}$). Likewise, the role of $\chi$ is indistinguishable from any of the $w^a$ in the generalised metrics of the $0^{(1,7)}$ and KK6 and so we may have equally swapped $\chi$ with any one of the $w^a$ coordinates (which we nominally called $v$ in Table 3.2) and obtained a valid reduction to the KK6A and $0^{(1,6)}A$ by reducing on $\chi$ instead of $v$ (again with a suitable re-identification of the potentials to $A^{\mu\eta} \sim -C_{(1)}$ and $A_{\mu,\eta} \sim -C_{(7)}$). Nonetheless, the choice given in Table 3.2 is the most symmetric choice of reductions.

Since all the reductions given above are along $\xi$ or $v$, we work through two examples in detail to illustrate these two reductions. The first is the reduction of the $5^3$ generalised metric along $\eta = \xi$. We begin by noting that the external metric scales as

$$|g^{5^3}_4|^{-\frac{1}{4}} = (HK^{-1})^{-\frac{1}{8}} |g_4|^{-\frac{1}{4}} = (HK^{-1})^{-\frac{1}{8}} |g_4|^{-\frac{1}{4}} := e^{\frac{\phi}{2}} |g^{5^3}_4|^{-\frac{1}{4}},$$

where we have used (3.74) and (3.75). The dilaton is obtained from the $M_{\eta\eta} = M_{\xi\xi}$ component of the generalised metric in the $5^3$ frame (3.49):

$$e^{\frac{4\phi}{7}} = (HK^{-1})^{\frac{2}{7}}.$$
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We thus obtain the scaling of the external metric

\[ \left| g_{(4)}^{\text{5}2A} \right|^{-\frac{1}{4}} = (HK^{-1})^{-\frac{1}{4}} |g_{(4)}|^{-\frac{1}{4}} \Rightarrow g_{\mu\nu} = (HK^{-1})^{\frac{1}{4}} g_{\mu\nu}. \]  

(3.83)

One may verify that the rest of the 5^3 generalised metric [3.49] is sourced by

\[ g_{\text{min}}^{52A} = \text{diag} \left[ (HK^{-1})^{\frac{3}{4}}, (HK^{-1})^{-\frac{1}{4}} \delta_{(5)} \right], \]

(3.84)

when fitted to the form [3.79]. Here, the reduced internal space is spanned by \( y^m = (\chi, w^a) \). Since the non-vanishing components of the EFT vector in this frame \( \mathcal{A}_\xi \chi \) and \( \mathcal{A}_z \xi \chi \) lie along the reduction direction \( \eta = \xi \), they must source the NS-NS potentials, giving the background of the 5^2A in the Einstein frame:

\[
d^2s_{52A,E}^2 = (HK^{-1})^{-\frac{1}{4}} \left(-dt^2 + dv^2_{(5)} \right) + (HK^{-1})^{\frac{3}{4}} \left( dz^2 + d\chi^2 \right) + HK^{-\frac{1}{2}} \left( dv^2 + r^2 d\theta^2 \right), \quad e^{2(\phi - \phi_0)} = HK^{-1}, \]

(3.85)

\[ B_{(2)} = -K^{-1} \theta \sigma dz \wedge d\chi, \quad B_{(6)} = -H^{-1} K dt^2 \wedge dw^1 \wedge \ldots \wedge dw^5. \]

The second reduction of the 5^3 is along \( \eta = v \equiv w^5 \) and so the coordinates of the Type IIA internal space are \( y^m = (\xi, \chi, u^a) \). We begin by rewriting the generalised metric of the 5^3, given in (3.49), adapted to this coordinate splitting:

\[ \mathcal{M}_{MN} = \left| g_{(4)}^{\text{5}3} \right|^{-\frac{1}{4}} \text{diag}[Q^\frac{3}{4}, Q^\frac{3}{4}, Q^{-\frac{1}{4}} \delta_{(4)}, Q^{-\frac{1}{4}};
\]

\[ Q^{-\frac{1}{4}}, Q^{-\frac{1}{4}} \delta_{(4)}, Q^{-\frac{1}{4}}, Q^{-\frac{1}{4}} \delta_{(4)}, Q^{-\frac{1}{4}}, Q^\frac{3}{4} \delta_{(6)}, Q^\frac{3}{4} \delta_{(4)}; \]

\[ Q^\frac{3}{4}, Q^\frac{3}{4} \delta_{(4)}, Q^\frac{3}{4}, Q^\frac{3}{4} \delta_{(4)}, Q^\frac{3}{4}, Q^{-\frac{1}{4}} \delta_{(6)}, Q^{-\frac{1}{4}} \delta_{(4)}]. \]

(3.86)

We now proceed as before and examine the prefactor and \( \mathcal{M}_{\nu\nu} \) component to obtain the dilaton and relative scaling:

\[ \left| g_{(4)}^{\text{5}3} \right|^{-\frac{1}{4}} = (HK^{-1})^{-\frac{1}{4}} |g_{(4)}|^{-\frac{1}{4}} := e^{\frac{\phi}{4}} \left| g_{(4)}^{\text{4}3} \right|^{-\frac{1}{4}}, \]

\[ (HK^{-1})^{-\frac{1}{4}} = e^{\frac{4\phi}{4}}. \]

(3.87)

These can be solved to give

\[ e^{2(\phi - \phi_0)} = (HK^{-1})^{-\frac{1}{4}}, \]

\[ \left| g_{(4)}^{\text{4}3} \right|^{-\frac{1}{4}} = (HK^{-1})^{-\frac{1}{4}} |g_{(4)}|^{-\frac{1}{4}} \Rightarrow g_{\mu\nu}^{\text{4}3} = (HK^{-1})^{\frac{1}{4}} g_{\mu\nu}. \]

(3.88)

One may verify that the rest of the generalised background is sourced, conforming to
the Type IIA decomposition \((3.79)\), by

\[
\mathbf{g}^{4_3}_{mn} = \text{diag}\left[ (HK^{-1})^{-\frac{5}{2}}, (HK^{-1})^{\frac{5}{2}}, (HK^{-1})^{-\frac{3}{2}} \delta_{(4)} \right]. \tag{3.89}
\]

Since the direction being reduced on is not contained in the EFT vector, it reduces trivially to source the 5-form and 3-form R-R potentials. We thus obtain the background of the \(4_3\) in the Einstein frame:

\[
ds^2_{4_3, E} = (HK^{-1})^{-\frac{5}{2}} \left( -dt^2 + dw^2_{(4)} \right) + (HK^{-1})^{\frac{5}{2}} \left( dz^2 + d\xi^2 + d\chi^2 \right) + H^{\frac{5}{2}} K^{\frac{3}{2}} \left( dr^2 + r^2 d\theta^2 \right), \quad \varepsilon^{2(\phi - \phi_0)} = (HK^{-1})^{-\frac{1}{2}}, \tag{3.90}
\]

\[
C_{(3)} = -K^{-1} \theta \sigma dz \wedge d\xi \wedge d\chi, \quad C_{(5)} = -H^{-1} K dt^2 \wedge dw^1 \wedge \ldots \wedge dw^4.
\]

The remaining reductions of the M-theory solutions are done in exactly the same fashion as described above. The only complication is that the reduction of the KK6 reduces to the KK5A, along \(\eta = v\), to give the non-canonical form

\[
ds^2_{KK5A} = -dt^2 + d\chi^2 + du^2_{(4)} + H(dr^2 + r^2 d\theta^2) + HK^{-1} dz^2 + H^{-1} K(d\xi - K^{-1} \theta \sigma) dz^2, \tag{3.91}
\]

and one needs to apply the same trick \((3.69)\) as before to obtain the canonical form of the (defect) KK-monopole.

### 3.2.3 Type IIB Section

The generalised metric in the Type IIB section, in the absence of internal potentials, is given by

\[
\mathcal{M}_{MN} = |g_{(4)}|^{-\frac{1}{2}} \text{diag}[g_{mn}, g_{\mu\nu}, g^{-1}_{\alpha\beta}; g_{(6)}^{-1} g_{mkp,nq}; g_{(6)}^{-1} g_{mn} g_{\alpha\beta}; g_{(6)}^{-1} g_{mn}], \tag{3.92}
\]

where \(m, n = 1, \ldots, 6\) index the Type IIB section and \(\alpha, \beta = 1, 2\) are SL(2) indices. Accordingly, \(g_{mn}, g_{\mu\nu}\) and \(g_{\alpha\beta}\) are the metric on the internal space, external space and torus respectively. The external metric is again taken to be of the same form as the M-theory section (though we have modified the notation to conform to the other fields in this section,

\[
g_{\mu\nu} = \text{diag}\left[ -(HK^{-1})^{-\frac{1}{2}}, (HK)^{\frac{1}{2}}, r^2 (HK)^{\frac{1}{2}}, (HK^{-1})^{\frac{3}{2}} \right] \equiv g_{\mu\nu}, \tag{3.93}
\]

and \(g_{\alpha\beta}\) is parametrised by the axio-dilaton \(\tau = A_{(0)} + i e^{-\phi}\) in the usual fashion

\[
\gamma_{\alpha\beta} = \frac{1}{\text{Im} \tau} \begin{pmatrix} |\tau|^2 & \text{Re} \tau \\ \text{Re} \tau & 1 \end{pmatrix}. \tag{3.94}
\]
Additionally, we have defined $g_{m[kp, lq]} := g_{m[kl]}g_{p[q]}$. The EFT vector splits according to this coordinate decomposition as

$$A^M \rightarrow (A^m_\mu, A_{\mu, m\alpha}, A_{\mu}^{\text{mkp}}, A_{\mu}^{\text{m}, \alpha}, A_{\mu, m}).$$ (3.95)

As always, the $A^m_\mu$ component is identified as the KK-vector and $A_{\mu m}$ is the dual graviton. The SL(2) index $\alpha$ distinguishes between $C_{(2)}/B_{(2)}$ in $A_{\mu m\alpha}$ and $C_{(6)}/B_{(6)}$ in $A_{\mu}^{\text{m}, \alpha}$. In particular, when $\alpha = 1$, the potential is of R-R type and when $\alpha = 2$, the potential is of NS-NS type. Finally, the $A_{\mu}^{\text{mkp}}$ component, once dualised on the internal space, sources the self-dual 4-form potential $C_4$.

In order to tabulate the brane configurations that we obtain, it will be necessary to split the five $w^a$ coordinates into $w^a = (\omega, \bar{w}^\bar{a}, w^a)$ with $\bar{a} = 1, 2$ and $a = 1, 2$. The results are summarised in Table 3.3. In order to identify the relation between the M-theory section and Type IIB section, we examine the $5^3$ generalised metric. Recall the internal coordinates of the M-theory section were $(\xi, \chi, w^a)$. Of these, the five $w^a$ coordinates enter directly into the Type IIB section but the remaining two coordinates $(\xi, \chi)$ become, loosely speaking, the SL(2) indices that pick out an M2 wrapping direction. In particular, denoting the six coordinates of the Type IIB section as $Y^m \equiv y^m = (Y_2^\xi, Y^a)$ and generating the remaining generalised coordinates $Y^M$, the correspondence between the M-theory and Type IIB coordinates are given by

\begin{align*}
Y^\xi &\equiv Y_{C1}, \quad Y_\xi \equiv Y_{\zeta1}, \quad Y^x \equiv Y_\zeta, \quad Y^x \equiv Y_\zeta, \quad Y^{x\xi} \equiv Y^{\zeta2}, \quad Y_{x\xi} \equiv Y_{\zeta2}, \quad (3.96) \\
Y^{x\alpha} &\equiv Y_{a1}, \quad Y_{x\alpha} \equiv Y_{a1}, \quad Y^{x\alpha} \equiv Y_{a2}, \quad Y_{x\alpha} \equiv Y_{a2}, \quad (3.97) \\
Y^x &\equiv Y^a, \quad Y^{ab} \equiv Y^{abc}, \quad Y_{ab} \equiv Y_{c\alpha}. \quad (3.98)
\end{align*}
This gives the generalised metric

\[
\mathcal{M}_{MN} = \left|g_{(4)}\right|^{-\frac{1}{4}} \text{diag}[Q_\frac{1}{2}, Q^{-\frac{1}{2}}\delta(5); Q^{-\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5), Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}}\delta(5)];
\]

\[
\begin{align*}
Q^{\frac{1}{2}}\delta(10), Q^{-\frac{1}{2}}\delta(10); \\
Q^{\frac{1}{2}}, Q^{-\frac{1}{2}}\delta(5), Q^{\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5); Q^{-\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5)]
\end{align*}
\]

\[
= Q^{-\frac{1}{2}}\left|g_{(4)}\right|^{-\frac{1}{4}} \text{diag}[Q^{\frac{1}{2}}, Q^{-\frac{1}{2}}\delta(5); Q^{-\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5), Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}}\delta(5)]
\]

\[
\begin{align*}
&= Q^{\frac{3}{2}}\delta(10), Q^{-\frac{3}{2}}\delta(10); \\
&= Q^{\frac{3}{2}}, Q^{-\frac{3}{2}}\delta(5), Q^{\frac{3}{2}}, Q^{\frac{3}{2}}\delta(5); Q^{-\frac{3}{2}}, Q^{\frac{3}{2}}\delta(5)]
\end{align*}
\]

which is consistent with the background of the 5^2_B if one identifies

\[
g_{mn}^B = \text{diag}[(HK^{-1})^{\frac{3}{4}}, (HK^{-1})^{-\frac{3}{4}}\delta(5)],
\]

\[
\begin{align*}
\left|g_{(4)}\right|^{-\frac{1}{4}} := (HK^{-1})^{-\frac{1}{4}}\left|g_{(4)}\right|^{-\frac{1}{4}} \\ \Rightarrow \quad g_{\mu\nu}^B = (HK^{-1})^{\frac{1}{4}}g_{\mu\nu},
\end{align*}
\]

\[
\gamma_{\alpha\beta} = \text{diag}[(HK^{-1})^{-\frac{1}{2}}, (HK^{-1})^{\frac{1}{2}}] \\ \Rightarrow \quad \tau = i(HK^{-1})^{-\frac{1}{2}}.
\]

Applying (3.96) on the potentials (3.50) to identify the direction that the EFT vector points in the Type IIB frame, we have

\[
A_\xi \rightarrow A^\xi = -H^{-1}K, \quad A_\zeta \rightarrow A_\zeta = -K^{-1}\theta\sigma,
\]

of which the first sources \(B_{(6)}\) (upon being dualised on the internal space) and the latter sources \(B_{(2)}\). We thus obtain the background of the 5^2_B in the Einstein frame:

\[
dz^2_{5^2_B,E} = (HK^{-1})^{-\frac{1}{4}} \left(-dt^2 + dw_5^2\right) + (HK^{-1})^{\frac{3}{4}} \left(dz^2 + d\zeta^2\right) \\
+ HK^{-1} \left(dr^2 + r^2d\theta^2\right), \quad e^{2(\phi_0 - \phi)} = HK^{-1},
\]

\[
B_{(2)} = -K^{-1}\theta\sigma dz \wedge d\zeta, \quad B_{(6)} = -H^{-1}Kdt^2 \wedge dw^1 \wedge \ldots \wedge dw^5.
\]

Alternatively, we could have reduced the 5^3 to the 5^3—the S-dual of the 5^2_B. The coordinate identifications that we make between the M-theory and Type IIB coordinates are essentially the same as for the 5^2_B except for with the SL(2) index exchanged: \(y^m = (Y_{\xi_1}, Y^\alpha)\). The generalised metric that one obtains is then

\[
\mathcal{M}_{MN} = \left|g_{(4)}\right|^{-\frac{1}{4}} \text{diag}[Q_\frac{1}{2}, Q^{-\frac{1}{2}}\delta(5); Q^{-\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5), Q^{-\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5)]
\]

\[
\begin{align*}
&= Q^{\frac{1}{2}}\delta(10), Q^{-\frac{1}{2}}\delta(10); \\
&= Q^{\frac{1}{2}}, Q^{-\frac{1}{2}}\delta(5), Q^{\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5); Q^{-\frac{1}{2}}, Q^{\frac{1}{2}}\delta(5)]
\end{align*}
\]
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\[ Q^{-\frac{1}{4}} |g_{(4)}|^{-\frac{1}{4}} \text{diag}[Q^\frac{3}{4}, Q^{-\frac{1}{4}}, Q^{-\frac{1}{4}}, Q^{-\frac{1}{4}}, Q^{-\frac{1}{4}}, Q^{-\frac{1}{4}}; 0, 0, 0, 0] \]

which is consistent with the background of the 5\( \frac{2}{3} \) if one identifies

\[ g_{5\frac{2}{3}m} = \text{diag}[(HK^{-1})^\frac{3}{4}, (HK^{-1})^{-\frac{1}{4}} \delta(5)], \]

\[ g_{5\frac{2}{3}(4)}^{-\frac{1}{4}} := (HK^{-1})^{-\frac{1}{4}} |g_{(4)}|^{-\frac{1}{4}} \quad \Rightarrow \quad g_{5\frac{2}{3}m n} = (HK^{-1})^\frac{1}{4} g_{\mu \nu}, \]

\[ \gamma_{\alpha \beta} = \text{diag}[(HK^{-1})^\frac{1}{4}, (HK^{-1})^{-\frac{1}{2}}] \quad \Rightarrow \quad \tau = i(HK^{-1})^\frac{1}{2}. \]

Additionally, in the identification of coordinates used here, we have

\[ A_t^\xi \chi \rightarrow A_t^{\xi 1} = -H^{-1} K, \quad A_t^\xi \chi \rightarrow A_t^1 \chi = -K^{-1} \theta \sigma, \]

and so these source R-R potentials. We thus obtain the background of the 5\( \frac{2}{3} \):

\[ ds_{5\frac{2}{3}E}^2 = (HK^{-1})^{-\frac{1}{4}} \left( -dt^2 + dw^2(5) \right) + (HK^{-1})^\frac{3}{4} (dz^2 + d\zeta^2) \]

\[ + H^\frac{3}{2} K^\frac{1}{2} (dr^2 + r^2 d\theta^2), \quad e^{2(\phi - \phi_0)} = H^{-1} K, \]

\[ C_2 = -K^{-1} \theta \sigma dz \wedge d\zeta, \quad C_6 = -H^{-1} K dt \wedge dw^1 \wedge \ldots \wedge dw^5. \]

Note in particular that, being the S-dual of the 5\( \frac{2}{3} \)B, the dilaton has been inverted as expected. One may verify that this background could have equivalently been obtained from the 5\( \frac{2}{3} \)B generalised metric by the rotations

\[ Y_{m,1} \leftrightarrow Y_{m,2}, \quad Y_{m,1} \leftrightarrow Y_{m,2}. \]

Once we are in a Type IIB frame, we are now free to apply rotations to the generalised metric as before. In order to rotate to the 3\( \frac{2}{3} \), we first split the five \( u^a \) coordinates to a further 1+2+2 splitting \( u^a = (\omega, \bar{u}^\bar{a}, u^2) \), where \( \bar{a} \) and \( \bar{a} \) can each take on values 1 or 2.
The generalised metric of the $5_3^2 B$ in this coordinate splitting becomes

\[
\mathcal{M}_{MN} = \left| g_{(4)} \right|^{-\frac{1}{2}} \text{diag}\left[ Q_4^2, Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(2), Q^{-\frac{1}{2}} \delta(2) \right],
\]

\[
Q^{-\frac{1}{2}}, Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

\[
Q^{-\frac{1}{2}}, Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

\[
Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

\[
Q^{-\frac{1}{2}}, Q^2, Q^2 \delta(2), Q^2 \delta(2).
\]

Note, as always, the positions of the semicolons delimit each part of the generalised metric. Then, applying the rotations

\[
Y^{\zeta \zeta b} \leftrightarrow Y^{\zeta 2}, \quad Y^{\omega \omega b} \leftrightarrow Y^{\zeta \zeta b}, \quad Y^{\omega \omega b} \leftrightarrow Y^{\zeta 2}, \quad Y^{a b c} \leftrightarrow Y^{a \zeta b}, \quad Y^{a 2, b} \leftrightarrow Y^{a b}, \quad Y^{a 2} \leftrightarrow Y_{a}, \quad Y^{a 2} \leftrightarrow Y^{a 2},
\]

the generalised metric that one obtains is

\[
\mathcal{M}_{MN} = \left| g_{(4)} \right|^{-\frac{1}{2}} \text{diag}\left[ Q_4^2, Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(2), Q^{-\frac{1}{2}} \delta(2) \right],
\]

\[
Q^{-\frac{1}{2}}, Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

\[
Q^{-\frac{1}{2}}, Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

\[
Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

\[
Q^{-\frac{1}{2}}, Q^2, Q^2 \delta(2), Q^2 \delta(2),
\]

which one may verify is sourced by the background

\[
\mathcal{g}_{\mu \nu} = \text{diag}\left[ (HK^{-1})^\frac{1}{2}, (HK^{-1})^\frac{1}{2}, (HK^{-1})^\frac{1}{2} \delta(2), (HK^{-1})^\frac{1}{2} \delta(2) \right],
\]

\[
\left| g_{(4)} \right|^{-\frac{1}{2}} \Rightarrow \mathcal{g}_{\mu \nu} = g_{\mu \nu},
\]

\[
\gamma_{\alpha \beta} = \text{diag}[1,1] \Rightarrow \tau = i.
\]

The EFT vector is rotated to

\[
A^{\zeta 2} \rightarrow A^{\zeta \zeta b}, \quad A_{\zeta 2} \rightarrow A^{\omega \omega b},
\]

(3.115)
and these both source the self-dual 4-form potential $C_{(4)}$. Thus, the background that one obtains is that of the $3_3^1$:

$$
\begin{align*}
\mathcal{M}_{MN} &= \begin{vmatrix} g_{(4)} \end{vmatrix}^{-\frac{1}{4}} \text{diag}[Q^\frac{1}{2}, Q^{-\frac{1}{2}}, Q^\frac{1}{2} \delta_{(2)}, Q^\frac{1}{2} \delta_{(2)}; \\
Q^{-\frac{1}{2}}, Q^\frac{1}{2}, Q^{-\frac{1}{2}} \delta_{(2)}, Q^{-\frac{1}{2}} \delta_{(2)}; \\
Q^\frac{1}{2}, Q^\frac{1}{2}, Q^{-\frac{1}{2}} \delta_{(2)}, Q^{-\frac{1}{2}} \delta_{(2)}; \\
Q^{-\frac{1}{2}} \delta_{(2)}, Q^{-\frac{1}{2}} \delta_{(2)}, Q^\frac{1}{2}, Q^{-\frac{3}{4}} \delta_{(4)}, Q^\frac{1}{2}, \\
Q^{-\frac{1}{2}}, Q^{-\frac{3}{4}} \delta_{(4)}, Q^{-\frac{1}{2}}, Q^\frac{1}{2} \delta_{(2)}, Q^\frac{1}{2} \delta_{(2)}; \\
Q^\frac{1}{2}, Q^{-\frac{1}{2}}, Q^\frac{1}{2} \delta_{(2)}, Q^\frac{1}{2} \delta_{(2)}; \\
Q^{-\frac{1}{2}}, Q^{-\frac{3}{4}}, Q^{-\frac{1}{2}} \delta_{(2)}, Q^{-\frac{1}{2}} \delta_{(2)}; \\
Q^{-\frac{1}{2}}, Q^\frac{1}{2}, Q^{-\frac{1}{2}} \delta_{(2)}, Q^{-\frac{1}{2}} \delta_{(2)}]
\end{align*}
$$

Since the dilaton is trivial, there is no distinction between string and Einstein frames and, indeed, the $3_3^1$ is self-dual under S-duality much like the D3-brane. Note that the apparent distinction of the $\alpha = 2$ index in, for example, (3.112) is a consequence of rotating from the $5_2^1 B$; had we rotated from the $5_2^2$ instead, they would instead have been replaced with $\alpha = 1$.

Using the same coordinate splitting as for the $3_3^1$, we rotate the generalised internal coordinates according to

$$
\begin{align*}
Y^a &\leftrightarrow Y_{a}, \\
Y_{a1} &\leftrightarrow Y^{a1}, \\
Y_{a2} &\leftrightarrow Y^{a2}, \\
Y_{C2} &\leftrightarrow Y^{C2}, \\
Y^{C\bar{a}} &\leftrightarrow Y_{\omega 2}, \\
Y^{\omega \bar{a}} &\leftrightarrow Y^{\omega -2}, \\
Y^{C\bar{a}b} &\leftrightarrow Y^{\omega a\bar{b}}, \\
Y^{\omega a\bar{b}} &\leftrightarrow Y^{C\omega a\bar{b}},
\end{align*}
$$

(3.116) (3.117)

to obtain the generalised metric of the $1_1^1 B$:
Then, the six coordinates of the Type IIB section are

\[ \gamma_{\alpha \beta} = \text{diag}[(HK^{-1})^{\frac{1}{2}}, (HK^{-1})^{-\frac{3}{2}}, (HK^{-1})^{\frac{1}{2}} \delta(2), (HK^{-1})^{-\frac{1}{2}} \delta(2)] \]

\[
\begin{align*}
\left| g^{(A)}_{\mu \nu} \right|^{-\frac{1}{4}} &= (HK^{-1})^{\frac{1}{4}} \left| g_{(A)}^{(4)} \right|^{-\frac{1}{4}} & \Rightarrow & & g_{\mu \nu}^{1B} = (HK^{-1})^{-\frac{1}{4}} g_{\mu \nu}, \\
\tau &= i(HK^{-1})^{\frac{1}{2}}.
\end{align*}
\]

The EFT vector is rotated to

\[ A_{\mu}^{\alpha \beta} \mapsto A_{\mu} \omega^2, \quad A_{\omega}^{\alpha \beta} \mapsto A_{\omega} \omega^2, \]

and so must source the 2-form and 6-form NS-NS potentials. We thus obtain the background of the \(1^B_4\):}

\[
ds^2_{1^B_4} = (HK^{-1})^{-\frac{3}{4}} (-dt^2 + dw^2) + (HK^{-1})^{\frac{1}{4}} \left( dz^2 + d\zeta^2 + dw_2^2 + d\bar{w}_2^2 \right) + H^2 K^4 \left( dr^2 + r^2 d\theta^2 \right),
\]

\[
B(2) = -K^{-1} \sigma \theta dz \wedge d\zeta \wedge dw^2 \wedge d\bar{w}_2^2 \wedge dw_2^2.
\]

The rotation of the \(3_3^1\) to its S-dual \(1_4^B\) is very similar, except with the SL(2) indices exchanged in the rotations above.

For the rotation to the \(0_4^{(1,6)}B\), we begin by noting that the horrible form of the generalised metric of the \(1_4^B\) is a consequence of passing through coordinates adapted to the \(3_3^1\). We may clean up the generalised metric of the \(1_4^B\) by choosing more appropriate coordinates. In particular, we define the set of coordinates \(v^a = (\zeta, \bar{w}^\alpha, w_2^\alpha)\), which are essentially the same grouping as the \(u^a\) before, but with \(\omega\) exchanged for \(\zeta\). Then, the six coordinates of the Type IIB section are \(y^m = (\omega, \nu^a)\) and the generalised metric becomes

\[
\mathcal{M}_{MN} = \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}(Q^{-\frac{1}{2}}, Q^{\frac{1}{2}} \delta(5); Q^{\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5), Q^{\frac{3}{2}} Q^{\frac{1}{2}} \delta(5); \]
\[
Q^{-\frac{1}{2}} \delta(10), Q^{\frac{1}{2}} \delta(10); \]
\[
Q^{-\frac{1}{2}}, Q^{\frac{1}{2}} \delta(5), Q^{-\frac{1}{2}} \delta(5), Q^{\frac{3}{2}}, Q^{-\frac{1}{2}} \delta(5)].
\]

If we apply the rotations

\[
Y^\omega \leftrightarrow Y_\omega^2, \quad Y_\bar{w} \leftrightarrow Y^{\omega 2}, \quad Y_\omega \leftrightarrow Y^{\omega 1}, \quad Y_{\bar{w}} \leftrightarrow Y^{\omega 1}, \quad Y_{n1} \leftrightarrow Y^{n1}, \quad Y^{\omega ab} \leftrightarrow Y^{cde}.
\]

\[
\begin{align*}
\text{Y} & & \text{Y} & & \text{Y} & & \text{Y} & & \text{Y} & & \text{Y} & & \text{Y} & & \text{Y} \\
\omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega \\
\bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} \\
\omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega \\
n) & & n) & & n) & & n) & & n) & & n) & & n) & & n) \\
\omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega \\
\bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} & & \bar{w} \\
\omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega & & \omega \\
\end{align*}
\]
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we obtain the generalised metric of the $0_4^{(1,6)}B$:

\[
\mathcal{M}_{MN} = \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[Q^\frac{1}{2}, Q^\frac{1}{2} \delta(5); Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5); Q^\frac{1}{2}, Q^\frac{1}{2} \delta(5); Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5)]
\]

\[
= Q^\frac{1}{2} \cdot \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[HK^{-1}, \delta(5); Q^{-1}, \delta(5); Q^{-1}, \delta(5); \delta(10), Q^{-1} \delta(10); 1, Q^{-1} \delta(5); Q^{-2}, Q^{-1} \delta(5)] .
\]

One may verify that this is sourced by the background

\[
\mathcal{M}^0_{MN} = \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5); Q^\frac{1}{2}, Q^\frac{1}{2} \delta(5); Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5)]
\]

\[
= Q^\frac{1}{2} \cdot \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[HK^{-1}, \delta(5); Q^{-1}, \delta(5); Q^{-1}, \delta(5); \delta(10), Q^{-1} \delta(10); 1, Q^{-1} \delta(5); Q^{-2}, Q^{-1} \delta(5)] .
\]

The EFT vector is rotated to source the Kaluza-Klein vector:

\[
A_t,\omega^2 \mapsto A_t^\omega, \quad A_\omega^2 \mapsto A_\omega ,
\]

and so one obtains the background of the $0_4^{(1,6)}B$:

\[
ds^2_{0_4^{(1,6)}B} = -(HK^{-1})^{-1} dt^2 + HK^{-1} (d\omega - H^{-1} K dt)^2 + dz^2 + d\vec{r}_5^2
\]

\[
+ K (dr^2 + r^2 d\theta^2) , \quad e^{2(\phi - \phi_0)} = 1 .
\]

Finally, applying the rotation

\[
Y^m \leftrightarrow Y_m , \quad Y^\alpha \leftrightarrow Y_\alpha , \quad Y^{\zeta ab} \leftrightarrow Y^{cde} ,
\]

one obtains

\[
\mathcal{M}_{MN} = \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5); Q^\frac{1}{2}, Q^\frac{1}{2} \delta(5); Q^{-\frac{1}{2}}, Q^{-\frac{1}{2}} \delta(5)]
\]

\[
= Q^{-\frac{1}{2}} \cdot \left| g_{(4)} \right|^{-\frac{1}{4}} \text{diag}[Q^{-1}, \delta(5); Q, \delta(5); Q, \delta(5); \delta(10), Q \delta(10); 1, Q \delta(5); Q^2, Q \delta(5)] .
\]
This is sourced by the background
\[
\begin{align*}
&g_{\text{KK}5\text{B}}^{\text{mm}} = \text{diag}[H^{-1}K, \delta_{[5]}], \\
&\left|g_{(4)}^{\text{KK}5\text{B}}\right|^{-\frac{1}{2}} = (HK^{-1})^{-\frac{1}{2}} \left|g_{(4)} \right|^{-\frac{1}{2}} \Rightarrow g_{\mu\nu}^{\text{KK}5\text{B}} = (HK^{-1})^{\frac{1}{2}} g_{\mu\nu}, \quad (3.134)
\end{align*}
\]

The EFT vector is rotated to
\[
\begin{align*}
\mathcal{A}_t^\omega &\rightarrow \mathcal{A}_t^\omega, \\
\mathcal{A}_z^\omega &\rightarrow \mathcal{A}_z^\omega,
\end{align*}
\]
and so we obtain the background
\[
\begin{align*}
\gamma_{\alpha\beta} &= \text{diag}[1, 1] \Rightarrow \tau = i.
\end{align*}
\]

Recall that we switched coordinates in the \(0^{(1,6)}\) B frame such that it has coordinates \((\omega, v^a)\) with \(\zeta\) in \(v^a\). Thus, one sees that the transverse 3-space of the KK5B is spanned by \((r, \theta, \omega)\) whereas the 3-transverse space in the KK6A was spanned by \((r, \theta, \zeta)\).

### 3.2.4 Discussion

The solution presented here shares obvious similarities with the solution in [114]. More concretely, recall that the geometric solution was constructed with a three-dimensional transverse space. Denoting the coordinates of this transverse space as \((r, \theta, z)\) and the harmonic function as \(\hat{H}\), the potential \(\hat{A}\) sourcing this is obtained by solving \(d\hat{A} = \star_3 d\hat{H}\). The non-geometric solution, as presented above, is obtained by smearing this solution over \(z\) to give the \((H, A)\) used in the solution. However, noting that \(HK^{-1}\) is itself harmonic in two dimensions, we may construct the following table

| Geometric                | Non-Geometric                |
|--------------------------|-----------------------------|
| 3-dimensional on \(\mathbb{R}^3\) | Effective 2-dimensional on \(\mathbb{R}^2 \times S^1\) | 2-dimensional on \(\mathbb{R}^2\) |
| \(\hat{A}_i^M = (1 - \hat{H}^{-1})a^M\) | \(\hat{A}_i^M = -H^{-1}Ka^M\) | \(\hat{A}_z^M = -\hat{H}^{-1}a^M\) |
| \(\hat{A}_i^M = \hat{A}_i\hat{a}^M\) | \(\hat{A}_z^M = -K\theta\hat{a}^M\) | \(\hat{A}_z^M = \hat{A}\hat{a}^M\) |
| \(\mathcal{M}_{MN} = \{\hat{H}^{\frac{1}{2}}, \hat{H}^{\frac{1}{2}}\delta_{(2T)}\}\) | \(\mathcal{M}_{MN} = \{(HK^{-1})^{\frac{1}{2}}, (HK^{-1})^{\frac{1}{2}}\delta_{(2T)}\}\) | \(\mathcal{M}_{MN} = \{\hat{H}^{\frac{1}{2}}, \hat{H}^{\frac{1}{2}}\delta_{(2T)}\}\) |

where
\[
\begin{align*}
&d\hat{A} = \star_3 d\hat{H}, \\
&dA = \star_3 dH, \\
&d\hat{A} = \star_2 d\hat{H}, \quad (3.137)
\end{align*}
\]
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\( \tilde{H} = 1 + \frac{h_0}{\sqrt{r^2 + z^2}}, \quad H = h_0 + \sigma \ln \frac{\mu}{r}, \quad \hat{H} = HK^{-1}, \)  
(3.138)

\( \tilde{A} = \frac{h_0 z}{2r^2 \sqrt{r^2 + z^2}} d\theta, \quad A = -\sigma \theta dz, \quad \hat{A} = -\sigma \theta K^{-1}. \)  
(3.139)

The first column shows the variables used in the geometric solution whilst the second column shows the variables used in the non-geometric solution presented here. Finally, the third column shows the variables that would have been used (given in terms of the variables that we did use) had we constructed a genuine 2-dimensional solution from the beginning rather than smearing a 3-dimensional space. We thus see a clear parallel between the geometric solution with transverse space \((r, \theta, z)\) and the non-geometric solution with transverse space \((r, \theta)\), reinterpreted to treat the combination \(\tilde{H} = HK^{-1}\) as the fundamental object. This shows that we could have constructed the entire non-geometric solution using arbitrary functions \(\tilde{H}(r, \theta)\), harmonic in 2 dimensions, rather than the smeared codimension-3 harmonic function that we used. Note that the fact that \(\mathcal{A}_t^M \sim -\tilde{H} a^M\) rather than \(\mathcal{A}_t^M \sim (1 - \tilde{H}) a^M\) in this interpretation is mostly irrelevant considering the fact that the asymptotics of the harmonic function require some method of regularising the divergence anyway (e.g. some anti-brane configuration around the exotic branes to absorb any flux, along the lines of the D8 story).

We end by noting that the non-geometric solution exchanges branes as follows:

\[
Y^M \leftrightarrow Y_M : \begin{cases}
2^6 \leftrightarrow 5^3, \\
0^{(1,7)} \leftrightarrow \text{KK6},
\end{cases}
\]

(3.140)

where \(Y^M \leftrightarrow Y_M\) corresponds to \(Y^m \leftrightarrow Y_m\) and \(Y^{mn} \leftrightarrow Y_{mn}\) in the M-theory section. For the Type IIB solutions, we have

\[
Y^M \leftrightarrow Y_M : \begin{cases}
5^2 B \leftrightarrow 1^6_4 B, \\
5^3 \leftrightarrow 1^6_5, \\
3^4_3 \leftrightarrow 3^4_3, \\
0^{(1,6)} \leftrightarrow \text{KK5B},
\end{cases}
\]

(3.141)

where \(Y^M \leftrightarrow Y_M\) for the IIB coordinates corresponds to \(Y^m \leftrightarrow Y_m, Y^{ma} \leftrightarrow Y_{ma}, Y^{\zeta ab} \leftrightarrow Y^{\varepsilon de}\). Under this transformation, the 3\(^4\) is self-dual, but with the roles of \((\omega, \tilde{w}(2))\) exchanged in the resulting metric.
Whilst we gave an EFT parent to a modest number of exotic branes in the previous chapter, it has become increasingly clear that exotic branes are far more common than were previously thought. Indeed, the branes discussed in the solution above are only a tiny fraction of exotic branes that one may find in ExFT-like theories (specifically, $E_{9(9)}$ and larger). Here, we discuss a very simple algorithm for mapping out all of the branes based on the transformations of the masses under the various dualities. We then compare our results with what has previously appeared in the literature where work has primarily focused on the mixed-symmetry potentials that these branes couple to. Due to the number of branes that we have tabulated, we have only kept the notation, duality transformations and a worked example in the main text, as described in Section 4.1. The resulting inter-connected web of branes that we obtain, ordered by their $g_s$-dependence, have been relegated to Appendix C. For now, we shall note that, as $\alpha$ decreases, the size of the orbits generally grows leaving us with a vast taxonomy of branes. The hope is that this taxonomy will allow us to find patterns in the exotic brane structure and point to the existence of unifying solutions in EFT.

4.1 Duality Transformations

In the following sections, we map out all the allowed exotic branes down to $\alpha = -7$—the lowest power of $g_s^\alpha$ admissible in $E_{7(7)}$ EFT\footnote{Here, we shall work in the string frame throughout.}. The general scheme is to map out all of the allowed S- and T-duality transformations and lifts/reductions of all the branes and to determine the result of a given transformation by the mass of the resulting object. Since T-duality does not change the $g_s$-scaling of the branes’ tension/mass, we organise these objects into T-duality orbits ordered by their scaling $\alpha$. Each figure in Appendix C corresponds to a single T-duality orbit i.e. every brane in each figure may be reached from any other brane in the same figure by judicious T-dualities alone. A T-duality
transformation along the direction $y$ is given by

$$T_y : R_y \mapsto \frac{l_s^2}{R_y}, \quad g_s \mapsto \frac{l_s}{R_y} g_s.$$  \hfill (4.1)

We stress that this process has a natural description in ExFT wherein the duality transformations correspond to different choices of section that generically allow winding mode dependences. It is a well-known fact that the T-duality rules encoded in the Buscher rules or the reduction from M-theory to Type IIA both require an isometry but the ExFT description of this is simply the rotation of coordinates, in and out of section, which does not require an isometry. These extended theories thus afford us a much richer spectrum of branes since one can take duality transformation in directions which classically would not be allowed.

For example, in supergravity, whilst a codimension-1 brane may be T-dualised along the transverse direction after smearing the harmonic function in that direction, this removes any dependence of the harmonic function on any of the coordinates and thus become a simple constant which renders it equivalent to the trivial D9-brane. The DFT description of this, however, still allows for a meaningful duality transformation since the dependence of the harmonic function is simply shifted to a dependence on a winding coordinate, rather than being lost entirely. Thus, one may still construct space-filling branes in DFT that remain non-trivial by virtue of this winding mode dependence. A similar story holds for reductions of M-theory branes; a codimension-1 brane in M-theory may be ‘reduced’ along the transverse direction to yield a non-trivial codimension-0 solution in ten dimensions simply because the coordinate dependence is only shifted out of section.

The dependence on winding modes pre-dates DFT and has been well-studied in the context of Gauged Linear Sigma Models (GLSM). By comparing their interpretations on either sides of the T-dual pair $\text{NS5} \xleftrightarrow{T} \text{KK5}$, it was shown that such a winding mode dependence may be understood as worldsheet instanton corrections \[145,146\]. More specifically, the worldsheet instanton corrections of an H-monopole break the isometry in the $S^1$, localising it to an NS5 and this transfers over to the T-dual picture as the breaking of the isometry in the dual circle. Thus, one concludes that the information encoded in a dependence on dual coordinates is equivalent to that of worldsheet instanton corrections. More recently, the GLSM analysis was extended to include the $S^2 \xrightarrow{128} [147,148]$ and further studied in \[79\] in the context of DFT with similar conclusions that winding mode dependences may be interpreted as worldsheet instanton corrections to the geometry.

It is easy to see that the T-duality rules given in (4.1) are, taken together, equivalent to the general rule proposed in \[125\]

$$\alpha = -n : \quad a, a, \ldots, a \xleftrightarrow{T_n} a, a, \ldots, a.$$  \hfill (4.2)
Moving onto S-duality, we first remark that that its action on Type IIB branes alters the $g_s$-scaling of the mass but does not affect the wrapping structure of the brane i.e. a $b_{n(\ldots,d,c)}$-brane in Type IIB is mapped to some other $b_{n'\ldots,d,c}$-brane. S-duality thus maps between the orbits/figures in Appendix C. The effect of an S-duality transformation on a brane is encoded in the following:

$$S : g_s \mapsto \frac{1}{g_s}, \quad l_s \mapsto g_s^{\frac{1}{2}} l_s. \quad (4.3)$$

Finally, the lift of each Type IIA brane is determined by using the relations between the ten- and eleven-dimensional constants:

$$\begin{align*}
l_s &= \frac{\frac{3}{2}}{R_s^2} \\
g_s &= \left( \frac{R_s}{l_p} \right)^{\frac{3}{2}} \end{align*} \quad \leftrightarrow \quad \begin{cases} R_{g_s} = l_s g_s \\ l_p = g_{s}^{\frac{1}{2}} l_s. \end{cases} \quad (4.4)$$

That this is possible is documented in detail in, for example, [44,74,149].

Each brane in M-theory can then be reduced in multiple directions, indicating the existence of other Type IIA branes. The above procedure is repeated iteratively until all possible duality transformations and lifts/reductions have been accounted for.

All the figures presented in Appendix C were generated by saturating all possible S- and T-duality transformations as well as lifts/reductions. We have chosen to display any even-α branes that appear in both Type II theories as separate nodes such that the number of lines coming out of each brane is always equal to the number of T-dual partners that the brane possesses—this provides a simple verification that all possible T-duality transformations have been accounted for. Note that we shall not include time-like reductions in our analysis. This means that, representing each $b_{n(\ldots,d,c)}$-brane as a single node, one must always have $l$ lines emanating from each brane where

$$l = \begin{cases} (b + c + d + \ldots) + 1 & \text{if codimension } \neq 0, \\ (b + c + d + \ldots) & \text{if codimension } = 0. \end{cases} \quad (4.5)$$

Since T-dualising along a transverse direction produces a brane of 1 codimension lower, the special case of codimension-0 branes in eleven dimensions is precisely why our T-duality orbits close. For example, the $0_{4(2,1,6)}$ (obtained from a double T-duality along the two transverse coordinates of the $0_{4(1,6)}$) has only three T-dual partners rather than four.

The branes presented in Appendix C are ‘complete’ to $g_s^{-7}$ in so far as all branes down to that power, whose existence is implied by the above rules, are included. The missing figure references are all for branes of $\alpha \leq -8$ but these are also expected to fall into their own T-duality orbits. For example, at $g_s^{-8}$, the process described above
implies the existence of 64 branes in Type IIA and 26 branes in Type IIB. Another 190 further branes are required to organise these into eight complete T-duality orbits. The proliferation of branes is evident and it is not clear whether the process will terminate at finite $g_s$ or not (indeed, there is a strong expectation that it should not, leading to an infinite number of branes—we shall comment on this later). Already at $g_s^{-7}$, one finds the implied existence of branes down to $g_s^{-15}$ and at $g_s^{-8}$ there is an implied existence of branes down to $g_s^{-17}$ (the lift of an $0_8^{(6,1,2,0,0)}$ will give rise to a $0_{17}^{(1,0,0,0,0,0,0,6,1,1,0,0)}$ as one of its possible reductions).

4.2 A Partial Example

To illustrate the procedure of generating the diagrams in Appendix C, we give a partial example below. Consider the $0_4^{(1,6)}$-brane in Type IIA. Its mass is given by

$$M(0_4^{(1,6)}) = \frac{R^2 R_6 \cdots R_1}{g_s^{16}}.$$  \hfill (4.6)

We have three possible distinct T-duality transformations that we may apply (up to renaming of coordinates); a duality transformation along the cubic direction, the quadratic direction or a direction entirely transverse to the brane:

$$\uparrow \quad T_3 \quad \rightarrow \quad \left(\frac{l_s}{g_s}ight) R_6 \cdots R_1 = \frac{R_6 \cdots R_1}{g_s^{16}} = M(0_4^{(1,6)}),$$

$$M(0_4^{(1,6)} A) \quad \rightarrow \quad T_2 \quad \rightarrow \quad \left(\frac{l_s}{g_s}ight)^2 (R_6 \cdots R_1)^2 = \frac{R_7 (R_6 \cdots R_1)^2}{g_s^{16}} = M(1_4^B),$$

$$\downarrow \quad T_6 \quad \rightarrow \quad \left(\frac{l_s}{g_s}ight) R_6 \cdots R_1 = \frac{R_6 \cdots R_1}{g_s^{16}} = M(0_6^{(1,6)} B).$$

Of these, the first is a novel codimension-1 object that appears only because we are allowing transformations along non-isometric directions (if one is more careful, one should be able to obtain these in the standard supergravity picture by appropriate arraying and smearing of the $0_4^{(1,6)}$). Additionally, note that the appearance of the $0_4^{(1,6)}$ in the Type IIB theory also means that one must have $0_4^{(1,1,6)}$- and $1_6^A$-branes as well.

We now proceed with the example. The respective S-duals of these branes are given
The existence of the parent brane in M-theory then requires the introduction of other branes, which must be fleshed out. One must then map out all allowed S- and T-duals of those objects. Finally, we may lift the \(0^1_{4}\)A to M-theory by rewriting its mass in terms of M-theory constants:

\[
M(0^1_{4}) = \frac{R^3_7(R_6 \ldots R_1)^2}{g^4 s^{16}} = \frac{R^3_7(R_6 \ldots R_1)^2 R^2}{l^{18}} = M(0^{1,7}),
\]

where \(R_7\) is the M-theory circle. Thus, we may deduce that the \(0^1_{4}\)A is obtained from the \(0^{1,7}\) by choosing the M-theory circle to correspond to one of the quadratic directions. The existence of the parent brane in M-theory then requires the introduction of other branes in Type IIA. In particular, we have three distinct choices for the reduction of the \(0^{1,7}\): the M-theory circle may lie along a direction entirely transverse to the brane, along the cubic direction or along one of the quadratic directions. Relabelling coordinates, we have

\[
M(0^{1,7}) = \frac{R^3_7(R_7 \ldots R_1)^2}{l^{18}}
\]

\[
\begin{align*}
R_7 &= R_6 : \frac{R^3_7(R^2 \ldots R_1)^2}{l^{18}} = \frac{R^3_7(R_6 \ldots R_1)^2}{g^4 s^{16}} = M(0^{1,7}) A, \\
R_6 &= R_3 : \frac{R^3_7(R_7 \ldots R_1)^2}{l^{18}} = \frac{(R_7^2 \ldots R_1)^2}{g^4 s^{16}} = M(0^{3}) A, \\
R_5 &= R_7 : \frac{R^3_7(R_6 \ldots R_1)^2}{l^{18}} = \frac{R^3_7(R_6 \ldots R_1)^2}{g^4 s^{16}} = M(0^{1,6}) A.
\end{align*}
\]

The last two are in agreement with the de Boer-Shigemori classification. Just as the \(0^3\) obtained in this way happens to be in the same \(p^7_{7-p}\) T-duality orbit (the only \(g_{s}^{-3}\) orbit) as the \(1^6_7\)B found above, the \(0^{1,7}\)A obtained here happens to be in the same \(g_{s}^{-6}\) orbit (of which there are multiple) as the \(0^{1,1,6}_0\)B found above. We thus see the beginnings of a heavily intertwined, complex structure in these dualities and lifts/reductions. The novel branes only appeared here because we are allowing for dependences on winding and wrapping modes. The number of such branes is seen to quickly proliferate once one

\[86\]
starts to apply this procedure iteratively.

4.3 Enumerating the Branes

It quickly becomes clear that generating all the T-duality orbits at each power of \( g_s \) quickly becomes unfeasible due to the rapid growth in the numbers of these branes. As a complementary endeavour to the one above, one may instead be more interested in the number of branes that appear at each power of \( g_s \). We tabulate our results of an exhaustive search of the number of distinct \(^{19}\) branes \( N(\alpha) \) that one finds at all powers down to \( \alpha = -25 \), as well as all the branes in M-theory that are required to describe them, in Table 4.1.

For the fourth column we have split \( N(\alpha) \) into the number of branes that appear only in Type IIA (denoted \( A \)), the number of branes that appear only in Type IIB (denoted \( B \)) and the number of branes that appear in both theories (denoted \( C \)). If \( N(\alpha) \) splits cleanly into \( A = B = N(\alpha)/2 \) (such that \( C = 0 \)), this means that every brane appears only in either one of the theories. The D-branes at \( \alpha = -1 \) follow this pattern since Type IIA/B respectively contain only even/odd D-branes. We consequently designate that power of \( g_s \) to be of ‘R-R’ type. Conversely, if \( A = B = 0 \), then all the branes are common to both IIA and IIB and we give that power of \( g_s \) the designation ‘NS-NS’. This is seen, for example, at \( \alpha = -2 \) with two copies of the 5-brane chain \( 5_2 A/B \rightarrow 5_1 B/A \rightarrow 5_2 A/B \rightarrow 5_1 B/A \rightarrow 5_2 A/B \). In the language of DFT, the first four are the branes that couple to the components of the generalised flux \( F_{AB}^C = \{ H_{abc}, f_{abc}, Q_{abc}, R_{abc} \} \) but the final object is a less familiar codimension-0 brane called the \( 5_4 \) (whose flux necessarily vanishes). This has already been proposed to exist in \(^{79}\) where it was presented as one of the possible solution embedded in the DFT monopole.

Looking at Table 4.1, we see a clear pattern; when \( n = -\alpha \) is odd, the set of branes is of R-R type. Additionally, when \( n = 2 \) mod 4, the branes are of NS-NS type. However, the situation is more complicated when \( n = 0 \) mod 4. These powers of \( g_s \) are predominantly of NS-NS type but there is a comparatively small set of branes at those powers that break this pattern, and we have denoted this the ‘NS-NS violation’ in the final column. It is expected that these powers of \( g_s \) will house predominantly NS-NS orbits, with only a small number of R-R orbits breaking the pattern. The first instance occurring at \( \alpha = -4 \) contains only 3 orbits, 2 of which are NS-NS and the final one being R-R as seen in the orbits presented in Appendix. In fact the 10 branes that violate full NS-NS correspond to a T-duality chain that mirrors the D-brane chain but headed by the \( 9_t \)-brane (the S-dual of the \( D9 = 9_1 \)) rather than the \( 9_t \)-brane. Particularly striking is how the number of branes grows steadily as the power of \( g_s \) decreases to ever more non-perturbative branes powers of \( g_s \). Indeed, there is no indication that this will

\(^{19}\)We count the same brane appearing in both theories, such as the NS5A/B as different objects.
ever terminate and so we expect an infinite number of such exotic states which form obvious candidates for supplying the wrapping coordinates of the infinite-dimensional ExFTs.

We end this section by reiterating that our results were obtained by ignoring any possible reductions or T-dualisations along time-like directions due to the difficulties in interpretations that they give rise to rather than any technical difficulties. However, a recent paper \cite{112} has suggested that the pattern that we see above no longer holds if one includes such transformations. Although their analysis is in terms of the mixed symmetry potentials, it is simple to translate their work in terms of the branes that they couple to. They found that the S-dual of the $F_{10,10,7,1}$ potential is an $\alpha = -10$ potential $L_{10,10,7,1}$ which should couple to a $(-1)^{(1,6,3)}$-brane which we understand as some instantonic object with a zero-dimensional worldvolume, analogous to the D(−1) instanton. In fact, based on the observation that the D-instanton arises as a solution of a Wick-rotated Euclideanised Type IIB theory \cite{150} that admits a geometric parent via a $(1,1)$-signature reduction of a wave in a $(1,11)$-signature F-theory \cite{151}, and that $\text{SL}(2) \times \mathbb{R}^+$ EFT realises M-/F-theory duality, we anticipate that it should be relatively straightforward to combine these ideas to describe such objects in EFTs. Since we have argued that EFT allows us to promote the exotic branes to an equal footing to the conventional branes, it should not be too much of a stretch to suggest that EFT should also be able to describe the non-standard objects of the sort described in \cite{112}.

4.4 M-Theory Origins of Type IIA branes

In Appendix \cite{D} we have collated all of the M-theory lifts of every Type IIA brane that we have introduced up to this point, as well as all of their reductions. Since every parent in M-theory may be reduced in multiple ways, the existence of any one brane in Type IIA indicates the existence of multiple ‘siblings’ obtained in this manner. Every single brane down to $g_{-7}^\alpha$ have been housed in one of the duality orbits and so any gaps in the figure references correspond to lower powers of $\alpha$.

The format should be self-explanatory: the left-most brane in each column is an M-theory brane whilst the branes to the right of each brace are all the possible reductions that one can obtain from that brane. We stress that it is only within EFT that one may ‘reduce’ along a non-isometric direction since this corresponds only to a re-identification of section. In particular, one may still ‘reduce’ transverse to a codimension-1 brane in M-theory to give a codimension-0 brane in ten dimensions without worrying about isometries and without obtaining a trivial result; the non-trivial structure is encoded in the dependence on wrapping directions, which distinguishes between the space-filling branes in 10-dimensions.
| $\alpha$ | Number of Branes $N(\alpha)$ | Type   | Breakdown $N(\alpha) = A + B + 2C$ | NS-NS Violation $A + B$ |
|---------|-------------------------------|--------|------------------------------------|-------------------------|
|         |                               |        |                                    |                         |
| 0       | 4                             | (NS-NS)| $4 = 0 + 0 + 2 \times 2$           | 0                      |
| -1      | 10                            | R-R    | $10 = 5 + 5$                       |                         |
| -2      | 10                            | NS-NS  | $10 = 0 + 0 + 2 \times 5$          |                         |
| -3      | 24                            | R-R    | $24 = 12 + 12$                     |                         |
| -4      | 46                            | R-R    | $46 = 5 + 5 + 2 \times 18$         | 10                     |
| -5      | 72                            | R-R    | $72 = 36 + 36$                     |                         |
| -6      | 104                           | NS-NS  | $104 = 0 + 0 + 2 \times 52$        |                         |
| -7      | 210                           | R-R    | $210 = 105 + 105$                  |                         |
| -8      | 280                           | R-R    | $280 = 12 + 12 + 2 \times 128$    | 24                     |
| -9      | 448                           | R-R    | $448 = 224 + 224$                  |                         |
| -10     | 632                           | NS-NS  | $632 = 0 + 0 + 2 \times 316$       |                         |
| -11     | 942                           | R-R    | $942 = 471 + 471$                  |                         |
| -12     | 1244                          | R-R    | $1244 = 36 + 36 + 2 \times 586$   | 72                     |
| -13     | 1926                          | R-R    | $1926 = 963 + 963$                 |                         |
| -14     | 2340                          | NS-NS  | $2340 = 0 + 0 + 2 \times 1170$    |                         |
| -15     | 3398                          | R-R    | $3398 = 1699 + 1699$               |                         |
| -16     | 4378                          | R-R    | $4378 = 105 + 105 + 2 \times 2084$| 210                    |
| -17     | 5942                          | R-R    | $5942 = 2971 + 2971$               |                         |
| -18     | 7316                          | NS-NS  | $7316 = 0 + 0 + 2 \times 3658$    |                         |
| -19     | 10050                         | R-R    | $10050 = 5025 + 5025$              |                         |
| -20     | 12252                         | R-R    | $12252 = 224 + 224 + 2 \times 5902$| 448                   |
| -21     | 16134                         | R-R    | $16134 = 8067 + 8067$              |                         |
| -22     | 19388                         | NS-NS  | $19388 = 0 + 0 + 2 \times 9694$   |                         |
| -23     | 25320                         | R-R    | $25320 = 12660 + 12660$            |                         |
| -24     | 30374                         | R-R    | $30374 = 471 + 471 + 2 \times 14716$| 942            |
| -25     | 38310                         | R-R    | $38310 = 19155 + 19155$            |                         |

Table 4.1: Number of branes in each theory down to $g_s^{-25}$, as well as the total number of branes required in M-theory to accommodate all of them.

$M = 458124$
4.5 Comparison with the Literature

4.5.1 Known Exotic Branes in the Literature

A small subset of the exotic branes presented here have appeared in the literature before. The starting point are, of course, the ‘standard’ branes appearing at $g_0$ (P and F1), $g_{-1}$ (Dp-branes) and $g_{-2}$ (NS5 and KK5). Additionally, the existence of the $7_3$-brane as the S-dual of the D7 has been known for a long time with much work being conducted in the context of the $(p, q)$ 7-branes of F-theory. This was included amongst the codimension-2 exotic branes of [74,152] (note that the former uses an alternative notation to what we use, e.g. the $5_2^2$ here is called an NS5$_2^2$ there). The latter also gives a detailed exposition of the T-duality chain $\text{NS5} = 5_2^2 \xrightarrow{T} \text{KK5} = 5_2^1 \xrightarrow{T} 5_2^0$. This prototypical chain was extended to include the $5_3^2$ in [78] and then, more recently, a novel $5_4^2$-brane from DFT considerations in [79] (it is worth mentioning that some of their exotic brane junctions in F-theory have been studied in [153]). This whole five-brane chain matches the work presented here, specifically Figure C.3.

Lower codimension objects are even less well-studied and understood and there is limited literature on the subject. However, it has been known since, at least, [44,154] (and references therein) that a massive deformation of 11-dimensional supergravity admits a domain wall solution in M-theory which has since appeared under various names such as the M9 in [155] or KK9M in [149]. However, as remarked in [44], it should more properly be called a KK8 following its mass formula designation $8^{(1,0)}$. It is, perhaps, to be understood as an object that exists only as a lift of the D8-brane of Type IIA. The remaining reductions of the $8^{(1,0)}$ are the $7_3^{(1,0)}$ and $8_4^{(1,0)}$ which were also recorded in [149] (though named as the KK8A and KK9A respectively there, with the same caveat as above).

Finally, much like the D7-brane, the D9-brane also has an exotic S-dual (previously called an S9 or an NS9) but which we designate as a $9_4^B$, as was done in [44].

4.5.2 Mixed-Symmetry Potentials in the Literature

Recently, much work has been done on the mixed-symmetry potentials that these exotic branes couple to [125,136]. These have focused on trying to classify the T-duality orbits starting from the highest weight representations of the Lie algebra but miss out on the T-duality orbits that require S-dualities and/or lifts to M-theory to obtain. Nonetheless, there is significant overlap between their work and the work presented here and we summarise this in Table 4.2.

Another piece of work we can compare to is [137] in which a similar set of potentials were derived from $E_{11}$ and the tensor hierarchy associated to it. One may verify that the majority of the potentials that they obtain for Type II coincide with ours. Those that they are missing are, again expected to be those that appear in the $d = 2, 1, 0$
| α | IIA Potential | IIB Potential | Figure | Conditions | Notes |
|---|---|---|---|---|---|
| 0 | $C_{2n+1}$ | $B_2$ | C.1 | $n \in \{0, 1, 2, 3, 4\}$ | NS-NS |
| -1 | $C_{2n}$ | $D_{6+n,n}$ | C.2 | $n \in \{0, 1, 2, 3, 4\}$ | R-R |
| -2 | $E_{8+n,2m+1,n}$ | $E_{8+n,2m,n}$ | C.3 | $n \in \{0, 1, 2\}, m \in \{1, 2, 3, 4\}$ | 5-brane chain |
| -3 | $F_{8+n,6+m,m,n}$ | $F_{8+n,3+m,m,n}$ | C.4 | $n \in \{0, 1\}, m \in \{n, n + 1\}$ | |
| -4 | $F_{10,2n+1,2n+1}$ | $F_{10,2n,2n}$ | C.5 | $n \in \{0, 1, 2\}$ | |
| -5 | $G_{9+p,6+n,2m,n,p}$ | $G_{9+p,6+n,2m+1,n,p}$ | C.6 | $n \in \{0, 1\}, n \in \{p, p + 1\}$ | |
| -6 | $G_{10,4+n,2m+1,n}$ | $G_{10,4+n,2m,n}$ | C.7 | $n \in \{0, 1, 2\}, m \in \{n, n + 1, \ldots, n + 4\}$ | |
| -7 | $I_{10,8+p,n+2,2m+1,n,p}$ | $I_{10,8+p,2+2m,n,p}$ | C.8 | $n \leq 2m, 2m + 1 \leq n + 6$ | |
|  | $I_{9+p,8+p,5+n+p,2m+1,n,p,p}$ | $I_{9+p,8+p,5+n+p,2m,n,p,p}$ | C.9 | $n \in \{0, 1, 2, 3\}; m \in \{n, n + 1, \ldots, n + 4\}$ | |
|  | $I_{9+p,p+n+7,p+n+7,2m+1,n,p,n,n+p}$ | $I_{9+p,p+n+7,p+n+7,2m+1,n,p,n,n+p}$ | C.10 | $m \in \{1, 2, \ldots, 8\}, n \in \{0, 1\}$ | |
|  | $I_{10,7+p,4+n+p,2m+1,n,p}$ | $I_{10,7+p,4+n+p,2m+1,n,p}$ | C.11 | $n \leq 2m, 2m + 1 \leq n + 6$ | |
|  | $I_{10,6+n,6+n,2m+1,n,n}$ | $I_{10,6+n,6+n,2m,n,n}$ | C.12 | $n \in \{0, 1\}, n \in \{p, p + 1\}$ | |

Table 4.2: The mixed symmetry potentials that the exotic branes couple to. Each of the branes in the referenced T-duality orbit couple to one type of potential, listed in the second and third columns. Those potentials that straddle the two columns are common to both. Most of the lower $g^+$ potentials have not been found yet. Note that we use † and ‡ to indicate that the potential was not included in the analysis of $\text{[136]}$ and $\text{[75, 136]}$ respectively. However, a more recent paper $\text{[156]}$ contains significant overlap with the groups of potentials we have listed here.
duality groups whilst those that we are missing are expected to turn up at lower $g_s$ scaling (note that they have not organised their results in powers of $g_s$, complicating the comparison of results). Note that \cite{75} obtains many of the branes that we have, through studying U-duality multiplets\footnote{We would like to thank the authors of \cite{75} for pointing out an issue with the NS9-brane in an earlier version of this paper which we have now rectified. We have removed three small spurious orbits (one each at $g_s^{-2}$, $g_s^{-4}$ and $g_s^{-6}$ respectively) following their comments.} and we find good agreement for the portions that overlap, specifically to $g_s^{-7}$. Here, we spell out the correspondence between their potentials (right-hand side) and ours (left-hand side) for the $g_s^{-6}$ and $g_s^{-7}$ potentials only since the other potentials should hopefully be self-evident.

\begin{align}
\begin{cases}
H_{10,6+n,2+m,m,n} \\ H_{9+p,7+n,4+m,m,n,p} \\
I_{9+p,7+n,4+m,m,n,p+p} \\
I_{10,7+p,4+n+p,2m,n+p} \\
I_{10,6+n,6+n,2m,n,n}
\end{cases}&\ |\begin{cases}
m\to m+n \\
p=n=0 \\
p=n=0 \\
p=0 \\
p=0
\end{cases} \\
\leftrightarrow & \begin{cases}
E_{10,6+n,2+m+n,m+n,n}^{(6)} \\
E_{0,7,4+n,n}^{(6)} \\
E_{0,7,7,q}^{(7)} \\
E_{10,7,4+n,q,n}^{(7)} \\
E_{10,6+n,6+n,q,n,n}^{(7)}
\end{cases}
\end{align}

\[ (4.12) \]

4.6 Discussion

Throughout the main text, we have focused on two notions of non-geometry. The first signs of non-geometry are the globally non-geometric objects, of the type that we started our discussion with, such as the Q-monopole (smeared $5_2^2$). Whilst a globally geometric description of such objects is not possible, since their patching require duality transformations in addition to the conventional diffeomorphisms and gauge transformations, one can still construct local descriptions of these objects through the supergravity fields. These are thus realisations of the T-folds and U-folds proposed by Hull.

The second class of non-geometric objects are those that are locally non-geometric. These are backgrounds that require a dependence on coordinates outside of the usual spacetime to describe and thus lack even a local description in terms of conventional supergravity. It is hopefully obvious that all the codimension-0 branes that we have argued to exist must necessarily be of this type to admit a non-trivial structure. What is less obvious is that higher codimension objects can also be non-geometric in this sense—the prime example being the $5_2^3$ brane (indeed, this is the context in which this type of non-geometry was first discussed). Explicit construction of the background shows that the structure of the fields necessitates a dependence on at least one winding mode.
if the solution is to remain non-trivial. We expect this winding mode dependence to then be interpreted as worldsheet instanton corrections in the conventional supergravity lore, as suggested by the GLSM. The vast majority of the branes that we have recorded are expected to be of this type.

To these, we add a final speculative type of non-geometry that we shall refer to as, ‘truly non-geometric backgrounds’—backgrounds that are not related to any geometric background by duality transformations, thus forming entirely disconnected orbits from the ones that we have constructed. The very nature of how we generated our non-geometric backgrounds prevents us from probing such backgrounds and it is not obvious how one might go about constructing such backgrounds. Indeed, it is not clear if such objects even exist and it remains an open question if there are more general objects than the ones we have found.

4.6.1 Unification at Larger Duality Groups

We have touched on it a number of times already but the proliferation of exotic branes is self-evident from the figures in Appendix C and Table 4.1. Our procedure does not tell us whether the process will even terminate at all. However, the growing number of DFT and EFT solutions found to date, including the DFT monopole [78,79,114], the $E_7(7)$ geometric solution [114] and the non-geometric solution presented here, all point to the over-arching theme of unification of branes in higher dimensions. Just as the possible wrappings of the M2 were found to give a unifying description of the F1 and D2 in one dimension higher, multiple branes have lifted to single solutions in DFT and EFT. That they only unify a small fraction of the branes that we have described is not a problem and, indeed, is probably to be expected given the awkward split between internal and external spaces that is inherent in EFT which puts a restriction on which branes can be lifted to the same solution within that EFT. More exciting is the possibility that every single brane that we have presented here should all lift to one unified solution in ExFT at higher duality groups.

The rationale behind this claim is as follows. We have already mentioned that many of the novel branes that we have found at codimension-1 and 0 have not been found in the literature simply because previous efforts such as [75] have always classified them under U-duality representations of the reduced exceptional groups, typically down to $d = 3$. It is thus natural to expect that the novel branes presented here will only appear when one considers reductions down to $d = 2, 1$ or even $d = 0$. Put differently, if one were to consider the largest duality groups, one should be able to accommodate more and more of them until every single brane presented here is accounted for. This is also consistent with the observation that the procedure does not appear to have any clear termination point—it is still very much possible that there are an infinite number of exotic branes whose wrapping modes are then used to construct the infinite-dimensional
extended spaces of the highest ExFTs.

We further note that since every one of the figures are inter-related by S- and T-dualities, the lift to M-theory means that every one of those figures are part of a single U-duality orbit. From the discussion before, it is tempting to call it a single U-duality orbit of $E_{11}$ that fragments to smaller U-duality orbits only when one descends down the $E_n$-series. See [97–99,102–105,126,127,157] for a discussion on both standard and exotic branes in the context of the $E_{11}$ program. According to this conjecture one may thus only construct ‘truly’ non-geometric objects (in the sense that we described above such that there are no U-duality transformations that can transform them to geometric solutions) within the smaller duality groups; what appear to be distinct orbits in those groups should successively merge into fewer and fewer orbits of the higher duality groups until one is left with only a single U-duality orbit at $E_{11}$. Thus, whilst we now have two distinct solutions in $E_{7(7)}$ EFT covering different sets of branes and with no apparent way to transition between the two (see Figure 3.1), one might expect that these two EFT solutions can be unified into a single solution of a larger EFT (perhaps along with a whole range of other exotic branes).
Part II

Non-Riemannian Geometries in ExFTs
In the previous chapter, we considered exotic branes as a particular class of non-geometric solutions that can be described within ExFTs. Here we consider a rather different class of backgrounds, namely non-Riemannian backgrounds. Whereas the solutions in the previous section were characterised by either a lack of a global geometric description, owing to requiring duality transformations to patch correctly, or a lack of a local geometric description, due to a dependence of coordinates outside of the physical spacetime, the solutions we consider here are exotic in that they do not admit even local descriptions in terms of an invertible Riemannian metric. The definition is rather broad and includes various singular limits of the metric that obstruct its inversion.

The key to describing such backgrounds is realising that fact that the generalised metric can remain regular in such backgrounds, even if the spacetime metric becomes singular, due to the presence of the off-diagonal terms in the generalised metric that can compensate for it. This fact was already appreciated in \cite{20} where it appeared in the context of the doubled sigma model. Their work was then extended in \cite{87,89} to a full characterisation of the possible backgrounds that one can obtain in DFT by solving the \(O(D,D)\) constraints on the generalised metric in generality. The resulting classification is given in terms of two non-negative integers \((n, \bar{n})\) with \(0 \leq n + \bar{n} \leq D\) that determine which coset the generalised metric is chosen to parametrise. This allows one to describe various non-Riemannian limits including non-relativistic geometries, such as Newton-Cartan geometries or Gomis-Ooguri-type limits, or ultra-relativistic limits, such as Carrollian geometries, all within a framework that was originally developed to describe regular supergravities.

Of particular interest to us is the \((n, \bar{n}) = (D, 0)\) case which gives rise to a ‘maximally non-Riemannian’ solution. Quite remarkably, and in contrast to conventional reductions which lead to scalar moduli in the resulting spectrum, it was shown in \cite{88} that employing such a background as the internal space of a Kaluza-Klein reduction of DFT led to a background that is moduli-free.

The purpose of this chapter and the next is to extend these ideas to EFT, with a particular focus on \(E_{8(8)}\) EFT. In particular, Whilst we shall not be able to give
a full classification of the possible parametrisations of the generalised metric as was done in the DFT case, we show that one can construct an analogue of the maximally non-Riemannian solution of DFT that naturally reduces to the ‘topological phase’ of $E_8(8)$ EFT that was described in [158].

5.1 The $O(D, D)$ Constraints Revisited

The material covered in this section was first described in [87] and we cover it briefly to illustrate the role played by the choice of coset that the generalised metric is chosen to parametrise. The constraints on the generalised metric $\mathcal{M}_{MN}$ in DFT read

$$\mathcal{M}_{MN} = \mathcal{M}_{NM}, \quad \mathcal{M}_{MP} \eta^{PQ} \mathcal{M}_{QN} = \eta_{MN}. \quad (5.1)$$

The general solution to these is worked out in detail in [87] where it was found that generic solutions to these constraints could be parametrised by two non-negative integers $(n, \bar{n})$ according to

$$\mathcal{M}_{MN} = \begin{pmatrix} K_{mn} - B_{mp} \eta^{pq} B_{qn} + 2X^a_{(m} B_{n)q} Y^a_q - 2X^a_{(m} \eta_{n)q} \Sigma^q_a & B_{pq} \eta^{mn} + X^a_m Y^n_a - X^a_m \Sigma^n_a \\
-H^{mq} B_{qn} + Y^a_m X^n_a - \Sigma^m_q X^n_a & H^{mn} \end{pmatrix}, \quad (5.2)$$

where $H^{mn}$ and $K_{mn}$ are symmetric tensors and $B_{mn}$ is skew-symmetric. The remaining objects $\{X^a_m, \Sigma^a_m\}$ and $\{Y^a_m, \Sigma^m_q\}$ span the kernels of $H^{mn}$ and $K_{mn}$ respectively (with indices running over $a = 1, \ldots, n$ and $\bar{a} = 1, \ldots, \bar{n}$) according to

$$H^{mn} X^a_n = 0, \quad H^{mn} \Sigma^a_n = 0, \quad K_{mn} Y^a_n = 0, \quad K_{mn} \Sigma^m_{\bar{a}} = 0. \quad (5.3)$$

In particular, the kernels of both $H^{mn}$ and $K_{mn}$ are both of dimension $n + \bar{n}$ and so we restrict our considerations to

$$0 \leq n + \bar{n} \leq D, \quad n, \bar{n} \in \mathbb{Z}^+. \quad (5.4)$$

We stress that we do not assume any other properties of the fields, including any invertibility of the fields. Indeed, whilst the form above may suggest that $K_{mn}$ and $H^{mn}$ could be interpreted as a spacetime metric and its inverse respectively, if $K_{mn}$ and $H^{mn}$ are not full rank they will be neither invertible nor inverses of each other. There is a further completeness relation that the fields satisfy, given by

$$H^{mq} K_{qn} + Y^m_q X^a_n + \Sigma^m_{\bar{a}} \Sigma^a_n = \delta^m_n, \quad (5.5)$$
that can be used to show the following compatibility conditions:

\[
Y^m_a X^b_m = \delta^b_a, \quad \nabla^m_a X^b_m = \delta^b_a, \quad Y^m_a \nabla^b_m = \Gamma^m_a X^b_m = 0, \tag{5.6}
\]

Using these relations, one may verify that the trace of the generalised metric is given by

\[
\mathcal{M}_M^M = 2(n - n)\).
\]

As in the usual DFT parametrisation, the action of the \(B\)-field can be factored out into a conjugation,

\[
\mathcal{M}_{MN} = \begin{pmatrix} \delta^m_n & B_{mn} \\ 0 & \delta^m_n \end{pmatrix} \left( \begin{array}{c} K^{pq} X^a_p - \nabla^p \nabla^q \delta^a_n \\ H^{pq} \end{array} \right) \begin{pmatrix} \delta^q_n \\ 0 \end{pmatrix}, \tag{5.7}
\]

which demonstrates that its existence is independent of the values of \((n, \bar{n})\).

The action of the generalised Lie derivative on the generalised metric, with parameter \(X^M = (x^m, \xi_m)\), dictates transformations of the fields:

\[
\delta H^{mn} = \mathcal{L}_\xi H^{mn}, \quad \delta K_{mn} = \mathcal{L}_\xi K_{mn}, \quad \delta B_{mn} = \mathcal{L}_x B_{mn} + 2\partial_{[m} \xi_{n]}, \tag{5.8}
\]

The generalised metric, as parametrised in \((5.2)\), possesses the following symmetries. The first is a \(\text{GL}(n) \times \text{GL}(\bar{n})\) symmetry that acts on the indices \(a, b, \ldots \) and \(\bar{a}, \bar{b}, \ldots \) under which the fields transform in the obvious way:

\[
X^a_m \mapsto X^a_m R^B, \quad Y^m_a \mapsto (R^{-1})^b_a Y^m_b, \tag{5.9}
\]

\[
\nabla^a_m \mapsto \nabla^b_m \tilde{R}^B, \quad \nabla^m_{\bar{a}} \mapsto \left( \tilde{R}^{-1} \right)^{\bar{b}}_{\bar{a}} \nabla^m_{\bar{b}},
\]

whilst leaving the remaining fields inert. The second is the less obvious transformations

\[
Y^m_a \mapsto Y^m_a + H^{mn} V^a_m, \tag{5.10}
\]

\[
\nabla^m_a \mapsto \nabla^m_a + H^{mn} \nabla^m_n, \tag{5.11}
\]

\[
K_{mn} \mapsto K_{mn} - 2X^a_{(m} K^{n)p} H^{pq} V^a_q - 2\nabla^a_{(m} K^{n)p} H^{pq} \nabla^q_{\bar{a}} + (X^a_{m} V^p_{\bar{a}} + \nabla^a_{m} \nabla^p_{\bar{a}}) H^{pq} (X^b_{n} V^q_{\bar{b}} + \nabla^b_{n} \nabla^q_{\bar{b}}) \tag{5.12}
\]

\[
B_{mn} \mapsto B_{mn} - 2X^a_{[m} V^a_{n]} + 2\nabla^a_{[m} \nabla^a_{n]} \tag{5.13}
\]

\[
+ 2X^a_{[m} \nabla^a_{n]} (Y^q_{\bar{a}} \nabla^q_{\bar{a}} + \nabla^q_{\bar{a}} V^q_{\bar{a}} + V^a_{[m} H^{pq} \nabla^q_{\bar{p} n]})
\]

in terms of arbitrary local parameters \(V^a_m\) and \(\nabla^a_m\). It can be understood as a generalisation of the Galilean boosts in the Newtonian gravity literature, called Milne
Following the formulation of [18–20], we define the symmetric projection matrices
\[ P_{MN} = \frac{1}{2} (\delta^N_M + \mathcal{M}_M \eta^{PN} \delta^P_N), \quad P_{MN} = \frac{1}{2} (\delta^N_M - \mathcal{M}_M \eta^{PN} \delta^P_N). \] (5.14)

It is easy to verify that these these are complete
\[ P_{MN} + P_{MN} = \delta^N_M \] and thus orthogonal
\[ P_{MN} P_{NQ} = 0. \] Additionally, their traces in the general parametrisation (5.2) are given by
\[ P_{MM} = D + n - \pi, \quad P_{MM} = D - n + \pi \] (5.15)

which follow from the orthogonality of the pairs \((X,Y)\) and \((\bar{X}, \bar{Y})\) (it is convenient to note that we may disregard the \(B\)-field to simplify this calculation by the cyclicity of the trace). For convenience, we also note that the inverse relations are given by
\[
\begin{align*}
P_{MN} & = \frac{1}{2} (\eta_{MN} + \mathcal{M}_{MN}) \\
\bar{P}_{MN} & = \frac{1}{2} (\eta_{MN} - \mathcal{M}_{MN})
\end{align*}
\]
\[
\eta_{MN} = P_{MN} + \bar{P}_{MN}, \\
\mathcal{M}_{MN} = P_{MN} - \bar{P}_{MN}.
\] (5.16)

The projector on the ExFT equations of motion, introduced in Section 2.7, can then be written in terms of these projectors as
\[ P_{MN}^{KL} = 2 P_M^{(K} \bar{P}_N^{L)}. \] (5.18)

We note in passing that the universal weight \(\omega\) of ExFTs generically introduces a term that acts as an obstruction to expressing the projector \(P_{MN}^{KL}\) in terms of a pair of projectors \((P_{MN}^{\alpha}, \bar{P}_M^{\alpha})\) in this form. More concretely, since all EFTs possess a non-trivial universal weight, the fact that DFT admits such a factorisation is to be seen more as a quirk of the theory rather than a statement that holds more generally.

For later, we also rewrite the \(O(D,D)\) constraint (5.1) in terms of these projectors. We begin with
\[ \delta \mathcal{M}_{MN} = \eta_{MP} \delta \mathcal{M}^{PQ} \eta_{QN} = (P_M^{P} + \bar{P}_M^{P}) \delta \mathcal{M}_{PQ} (P_N^{Q} + \bar{P}_N^{Q}). \] (5.19)

Of the four terms that arise, only the cross-terms remain since two of them vanish by
\[ P_M^{P} \delta \mathcal{M}_{PQ} \bar{P}_N^{Q} = 2 P_M^{P} \delta \mathcal{M}_{PQ} \mathcal{M}_{QN} \] (5.20)

Indeed, defining an analogue of the Christoffel connection in doubled geometry gives rise to the particular form of the equations of motion (see, for example [23,159])
\[ P_M^{(K} \bar{P}_N^{L)} R_{KL} = 0, \] (5.17)
where \(R_{KL}\) is an appropriately defined generalised Ricci scalar. Such a form does not seem to be possible in EFT since only the two-index projector \(P_{MN}^{KL}\) has an appropriate generalisation in EFT.

81
\[ = 2 \left( \delta P_{MQ} - \delta P_{PQ} \right) P_{QN}^Q \] (5.21)
\[ = 2 \left( \delta P_{MQ} P_{QN}^Q - \delta P_{PQ} P_{QN}^Q \right) = 0. \] (5.22)

We are thus left with
\[
\delta M_{MN} = P_{PQ} \delta M_{PQ} P_{QN}^Q + P_{PQ} \delta M_{PQ} P_{QN}^Q. \] (5.23)

### 5.2 The Park-Morand Classification

In this section, we study some examples of the backgrounds that are contained within the Park-Morand classification. The list is far from exhaustive and, in addition to the ones covered below, DFT is known to accommodate at least Newton-Cartan geometries \((n, \bar{n}) = (0, 1)\) and Carroll geometries \((n, \bar{n}) = (D - 1, 0)\). However, they are not particularly relevant for our discussions and so the reader is directed to the original papers for details of those embeddings.

#### 5.2.1 The Usual Parametrisation

The usual parametrisation of the generalised metric corresponds to \((n, \bar{n}) = (0, 0)\). In this case, both \(H^{mn}\) and \(K_{mn}\) have full rank (all the null vectors \(\{X, Y, \bar{X}, \bar{Y}\}\) vanish) and the completeness relation reduces to the condition that the two are inverses of each other. Upon the obvious identification \(g_{mn} = K_{mn}\), we are left with the usual parametrisation of the generalised metric:

\[
M_{MN} = \begin{pmatrix}
g_{mn} - B_{mp} g^{pq} B_{qn} & B_{mq} g^{mn} \\
-g^{mq} B_{qn} & g^{mn}
\end{pmatrix}.
\] (5.24)

Given the explicit parametrisation (or using (5.15)), it is easy to check that \(\mathcal{P}_M = \overline{\mathcal{P}}_M = D\) and that, consequently, the dimension of the coset is given by

\[
\mathcal{P}_{MN} = D^2 = \frac{D(D + 1)}{2} + \frac{D(D - 2)}{2}. \] (5.25)

We have mentioned previously that this form of the DFT generalised metric can be constructed from a non-linear realisation of the coset \(G/H\), where \(H = O(D) \times O(D)\) is the maximal compact subgroup of \(G = O(D, D)\). It should come as no surprise that the permissible parametrisations of the generalised metric change the denominator of the coset that \(M_{MN}\) parametrises, since the image of the projectors changes with the parametrisation, and we shall return to this point later.
5.2.2 The Maximally Non-Riemannian Background

If we instead choose \((n, \bar{n}) = (D, 0)\), then the barred null vectors \(\{\overline{X}_n^a, \overline{Y}_a^m\}\) vanish. In this case, the solution is maximally non-Riemannian in the sense that the bound (5.4) is saturated in such a way that the fields \(H^{mn}\) and \(K_{mn}\) (which were previously identified with the inverse metric and metric respectively) both vanish to leave not even a residual notion of a Riemannian metric. The orthogonality relation between \(X\) and \(Y\) gives

\[
Y_a^m X_m^b = \delta_a^b \quad \Rightarrow \quad (X_n^a Y_a^m) X_m^b = X_n^b
\]

and so we conclude that \(X_n^a Y_a^m = \delta_n^m\), in addition to \(X_m^a Y_m^b = \delta^a_b\). Comparing to the completeness relation, which is reduced to

\[
H^{mq} K_{qn} + Y_m^a X_n^a = \delta_m^n, \tag{5.27}
\]

we see that at least either one of \(H^{mn}\) or \(K_{mn}\) vanishes. However, the compatibility condition between the two necessitates that the other also vanishes. Thus, the maximally non-Riemannian solution does not admit even a vestigial metric, let alone a non-singular one. We are thus left with only the \(B\)-field to consider. It is easy to check that the only non-trivial contribution containing it is \(2X_a^m B_n^q Y^q_a\) and that it vanishes by the antisymmetry of the \(B\)-field. We thus end up with

\[
\mathcal{M}_{MN} = \begin{pmatrix} 0 & \delta^m_n \\ \delta_m^n & 0 \end{pmatrix} = \eta_{MN}. \tag{5.28}
\]

Consequently, the various projectors that we have introduced thus far reduce to

\[
\mathcal{P}_M^N = \delta_M^N, \quad \mathcal{P}_M^N = 0, \quad \mathcal{P}_{MN}^{KL} = 0. \tag{5.29}
\]

In particular, the last of these is manifestly a solution of the equations of motion of DFT \([2.58]\), albeit not an ‘obvious’ one. Returning to the \(O(D, D)\) constraint \((5.23)\), we see that \(\mathcal{M}_{MN} = \eta_{MN}\) gives \(\delta \mathcal{M}_{MN} = 0\); the background admits no fluctuations. This was put to use in \([88]\) where they considered a Kaluza-Klein reduction of DFT for which the internal space was taken to be this maximally non-Riemannian background. The result was a rigid internal space with no scalar moduli. Put another way, the maximally non-Riemannian solution allows for reductions that are moduli-free. It was thus conjectured that the coset structure associated to this parametrisation was \(O(D, D)/O(D, D) = G/G\), owing to the fact that it does not admit any propagating degrees of freedom. In the context of the doubled sigma model, one finds that this yields Siegel’s chiral string \([160][164]\).
5.2.3 The Gomis–Ooguri string

In addition to the two extremal cases outlined above, there are further non-Riemannian solutions that satisfy the $O(D, D)$ constraints on the generalised metric. For example, $(n, n) = (1, 1)$ gives the Gomis–Ooguri string [86]. We begin by considering a closed string in flat space $g_{\mu\nu} = \eta_{\mu\nu}$ winding around a circle of radius $R$ in the $x^1 \equiv z$ direction. Splitting the coordinates according to $x_\mu = (x_m, x^a)$, with $x_m = (t, z)$, we rescale the metric of the $x^m$ sector and consider the background

$$ds^2 = c^2(-dt^2 + dz^2) + dx_m^2, \quad B_{(2)} = (c^2 - \mu)dt \wedge dz,$$

where $c$ is the speed of light and $\mu$ is a constant. Denoting $B_{tz} = B$, the dispersion relation of a string in this background is a modification of (1.1) (decorated with factors of $c^2$) given by

$$\frac{1}{c^2} \left( E + \frac{wRB}{\alpha'} \right)^2 = k^2 + c^2 \left( \frac{wR}{\alpha'} \right)^2 + 1 \cdot \left( \frac{n}{R} \right)^2 + \frac{2}{\alpha} (N + \tilde{N} - 2),$$

where we have split the momentum into energy $E$ and momenta $k^a$ in the $x^a$ directions. The remaining symbols should be self-explanatory; $n$ is the quantum number of momentum in the $z$ direction, $w$ is the winding number around $z$ and $(N, \tilde{N})$ are the excitation numbers of the left- and right-moving oscillators. This is, as always, supplemented by the level-matching condition $N - \tilde{N} = nw$.

Taking the non-relativistic limit $c \to \infty$ and employing a Taylor expansion of the left-hand side, we obtain

$$E = \frac{\mu wR}{\alpha'} + \frac{\alpha' k^2}{2wR} + \frac{N + \tilde{N} - 2}{wR}.$$  (5.32)

In particular, one finds both the momentum mode mass and winding mode mass (terms proportional to $n^2$ and $w^2$ respectively) have dropped out since the former vanishes in this limit,

$$\lim_{c \to \infty} \frac{\alpha' n^2}{2wRc^2} \to 0,$$

whilst the latter is cancelled exactly by the divergence in the winding mode charge (the choice of $B_{(2)}$ here is thus crucial in order for this limit to be well-defined). The dispersion relation above is of a Galilean particle with mass and charge $wR/\alpha'$ and chemical potential $\mu$, modified by the intrinsically stringy oscillator contributions [85]. Remarkably, this limit is singular when inserted into the Polyakov action but remains non-singular if we double the directions $(t, z)$ and lift the fields (5.30) to a generalised
metric on the doubled space spanned by \(X^M = (t, z, \tilde{t}, \tilde{z})\):

\[
\mathcal{M}_{MN} = \begin{pmatrix}
-2\mu + \mu^2 G^{-1} & 0 & 0 & 1 - \mu G^{-1} \\
0 & 2\mu - \mu^2 G^{-1} & 1 - \mu G^{-1} & 0 \\
0 & 1 - \mu G^{-1} & -G^{-1} & 0 \\
1 - \mu G^{-1} & 0 & 0 & G^{-1}
\end{pmatrix}, \tag{5.34}
\]

where we have defined \(G := e^2\) to return to the notation of [2]. This is part of a more general feature of DFT; whilst the backgrounds contained within (5.2) are generically singular (with the notable exception of the Riemannian parametrisation) they are nevertheless guaranteed to lift to non-singular, well-defined generalised metrics on the doubled space through its compatibility with the \(O(D,D)\) structure.

One may verify that, in the terms of the variables defined in (5.2), the background above corresponds to

\[
H^{mn} = 0, \quad K_{mn} = 0, \quad B_{ij} = -\mu \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \tag{5.35}
\]

\[
X_m = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad Y^m = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \tilde{X}_\bar{m} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad \tilde{F}^\bar{m} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix},
\]

in the limit \(G \to \infty\) and so corresponds to a non-Riemannian background with \((n, \bar{n}) = (1,1)\). The background above can also be understood as a timelike dual to the F1 solution (we work in the string frame)

\[
ds^2 = H^{-1} \left( -dt^2 + dz^2 \right) + d\vec{x}_8^2, \quad B_{(2)} = -(H^{-1} - 1) dt \wedge dz, \quad e^{-2\phi} = H, \tag{5.36}
\]

where \(H\) is a harmonic function of the transverse coordinates:

\[
H = 1 + \frac{h}{r^6}, \quad r \equiv |\vec{x}_8|.
\tag{5.37}
\]

Doubling the coordinates \((t, z)\) as before, we obtain

\[
\mathcal{M}_{MN} = \begin{pmatrix}
H - 2 & 0 & 0 & H - 1 \\
0 & -(H - 2) & H - 1 & 0 \\
0 & H - 1 & -H & 0 \\
H - 1 & 0 & 0 & H
\end{pmatrix}, \tag{5.38}
\]

together with the doubled dilaton \(e^{-2d} = 1\). Dualising in both \(t\) and \(z\), we obtain the
dual background

\[
\tilde{\mathcal{M}}_{MN} = \begin{pmatrix}
\hat{H} - 2 & 0 & 0 & 1 - \hat{H} \\
0 & -(\hat{H} - 2) & 1 - \hat{H} & 0 \\
0 & 1 - \hat{H} & -\hat{H} & 0 \\
1 - \hat{H} & 0 & 0 & \hat{H}
\end{pmatrix},
\]  

(5.39)

where we have defined

\[
\hat{H} = 2 - H = 1 - \frac{h}{r^6},
\]

(5.40)

which is equivalent to the background

\[
ds^2 = \tilde{H}^{-1}(-dt^2 + d\tilde{z}^2) + dx_8^2, \quad B_{(2)} = (\tilde{H}^{-1} - 1)d\tilde{t} \wedge d\tilde{z}, \quad e^{-2\phi} = |\tilde{H}|.
\]

(5.41)

Owing to the difference in sign in the harmonic function, this object has an ADM mass equal to minus that of the F1 and has been dubbed the negative F1 in the literature (see [83] for a discussion of the negative F1 in the context of DFT). It is part of a wider class of objects, called negative branes, that arise when one considers duality transformations along closed time-like curves [165]. Generically quite pathological, they also include Euclidean branes that appear elsewhere in the literature[22] that possess kinetic terms with the ‘wrong’ sign. Moreover, unlike the standard branes, they possess a singularity when \(\tilde{H} = 0\) which has been previously suggested to bound a ‘bubble’ near the brane worldvolume in which the spacetime signature flips for \(\tilde{H} < 0\) to one of variants of string- or M-theory with unusual signatures, of the sort studied by Hull in [166,167]. Then, the negative tension branes in a (1,9)-signature theory (whose pair creation would release energy) can be understood as positive tension branes in those exotic-signature theories.

The relevance to us is that the DFT generalised metric (5.39) remains non-singular, even at the transition \(\tilde{H} = 0\) for which we have

\[
\tilde{\mathcal{M}}_{MN} \big|_{\tilde{H}=0} = \begin{pmatrix}
-2 & 0 & 0 & 1 \\
0 & 2 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

(5.42)

This is precisely of the form of the Gomis-Ooguri limit studied above, with \(\mu = 1\). It is then interesting to speculate that perhaps the spacetime turns non-Riemannian at the transition point.

\[\text{22Such objects can appear, for example, after a Wick rotation of a standard (1,9) Lorentzian signature string theory.}\]
5.3 Identifying the Cosets

As hinted above, the various parametrisations of the generalised metric are equivalently classified by the coset that it parametrises; fixing a choice of \((n, \bar{n})\) is equivalent to changing the denominator, which we generically denote as \(\tilde{H}\), of the coset \(G/\tilde{H}\). For example, the usual parametrisation corresponds to \(\tilde{H} = H\) and the maximally non-Riemannian solution corresponds to \(\tilde{H} = G\). We shall now discuss the cosets of generic \((n, \bar{n})\) backgrounds.

Given the traces of the projectors (5.15) (which determine the dimension of the vector spaces upon which they act), we may introduce a pair of DFT vielbeins \((E_{\mathcal{M}m}, E_{\mathcal{M}m})\) for the projectors according to

\[
P_{MN} = E_{\mathcal{M}m} E_{\mathcal{N}n} \eta_{mn}, \quad \mathcal{P}_{MN} = \mathcal{E}_{\mathcal{M}m} \mathcal{E}_{\mathcal{N}n} \tilde{\eta}_{mn},
\]

(5.43)

where \(\eta_{mn}\) and \(\tilde{\eta}_{mn}\) are \((D+n-\bar{n}) \times (D+n-\bar{n})\) and \((D-n+\bar{n}) \times (D-n+\bar{n})\) matrices whose signatures we denote \((p, q)\) and \((\bar{p}, \bar{q})\) respectively. These also act as simultaneous vielbeins for \(\mathcal{M}_{MN}\) and \(\eta_{MN}\) through (5.16):

\[
\mathcal{M}_{MN} = \mathcal{E}_{\mathcal{M}m} \mathcal{E}_{\mathcal{N}n} \eta_{mn} - \mathcal{E}_{\mathcal{M}m} \mathcal{E}_{\mathcal{M}n} \tilde{\eta}_{mn}, \quad \eta_{MN} = \mathcal{E}_{\mathcal{M}m} \mathcal{E}_{\mathcal{N}n} \eta_{mn} + \mathcal{E}_{\mathcal{M}m} \mathcal{E}_{\mathcal{M}n} \tilde{\eta}_{mn}.
\]

(5.44)

From \(D\), we subtract the \(n + \bar{n}\) non-Riemannian coordinates that span the kernels of \(H^{mn}\) and \(K_{mn}\) and categorise the remaining coordinates into signature \((t, s)\) such that \(D = n + \bar{n} + t + s\). It then follows that

\[
p + q = D + n - \bar{n} = s + t + 2n, \quad \bar{p} + \bar{q} = D - n + \bar{n} = s + t - 2\bar{n},
\]

(5.45, 5.46)

and so we have that the flat metrics are given by

\[
\eta_{mn} = \begin{pmatrix} \eta_{ab} & 0 & 0 \\ 0 & -\delta_{(n)} & 0 \\ 0 & 0 & +\delta_{(n)} \end{pmatrix}, \quad \eta_{\bar{a}\bar{b}} = \text{diag}(\underbrace{-1,\ldots,-1}_{t},\underbrace{+1,\ldots,+1}_{s}),
\]

(5.47)

\[
\eta_{\bar{m}\bar{n}} = \begin{pmatrix} \eta_{\bar{a}\bar{b}} & 0 & 0 \\ 0 & +\delta_{(\bar{n})} & 0 \\ 0 & 0 & -\delta_{(\bar{n})} \end{pmatrix}, \quad \eta_{\bar{a}\bar{b}} = \text{diag}(\underbrace{+1,\ldots,+1}_{t},\underbrace{-1,\ldots,-1}_{s}).
\]

(5.48)

If we define the composite index \(\mathcal{M} = (\mathcal{m}, \mathcal{m})\) and combine the pair of vielbein into a generalised vielbein \(\mathcal{E}_{\mathcal{M}m} = (\mathcal{E}_{\mathcal{M}m}, \mathcal{E}_{\mathcal{M}m})\), we may define flat metrics through \(\mathcal{M}_{MN} =\)
\[ E_M \bar{M} E_N \bar{N} \] and \( \eta_{MN} = E_M \bar{M} E_N \bar{N} \eta_{MN} \) to obtain

\[
\mathcal{M}_{\bar{M}N} = \begin{pmatrix} \eta_{mn} & 0 \\ 0 & -\eta_{mn} \end{pmatrix}, \quad \eta_{\bar{M}N} = \begin{pmatrix} \eta_{mn} & 0 \\ 0 & +\eta_{mn} \end{pmatrix}.
\] (5.49)

In this form, it is easy to see that \( \mathcal{M}_{MN} \eta^{MN} = \mathcal{M}_{\bar{M}N} \eta^{\bar{M}N} = 2(n - \bar{n}) \) as was previously found. We see that \( \eta_{\bar{M}N} \) is preserved by local \( O(t + n, s + n) \times O(s + \bar{n}, t + \bar{n}) \) transformations and so we find that the appropriate coset structure is

\[
\frac{O(D, D)}{O(t + n, s + n) \times O(t + \bar{n}, s + \bar{n})}.
\] (5.50)

Note in particular that the dimension of the coset is \( D^2 - (n - \bar{n})^2 \) and so, generically, any choice of coset \( \tilde{H} \) with \( (n, \bar{n}) \neq (0, 0) \) will have fewer components than the usual parametrisation (see [89] for an alternative derivation of this fact).
The Maximally Non-Riemannian Solution in $E_{8(8)}$ EFT

The maximally non-Riemannian parametrisation of the generalised metric in DFT is quite remarkable; it allows for a dimensional reduction of a theory that is free from the unstabilised scalar moduli that have conventionally plagued phenomenological models. Since it was found to be equivalent to setting the generalised metric equal to the $O(D, D)$ structure $\eta_{MN}$, it is intrinsically tied to the group structure of DFT. A natural question to ask is whether EFT also admits such a solution.

The most natural starting point is $E_{8(8)}$ EFT since it is the only finite exceptional group that admits an analogous invariant tensor in the symmetric representation $\text{Sym}(R_1 \otimes R_1)$ that can be set equal to the generalised metric. In $E_{8(8)}$ EFT, the coordinate representation is $R_1 = 248$, which is both the fundamental representation and the adjoint representation of $E_{8(8)}$ and is thus equipped with an invariant Cartan-Killing form $\kappa_{MN}$. We thus consider the choice $M_{MN} \propto \kappa_{MN}$ and consider its implications for the rest of the theory.

We begin with an introduction to the relevant aspects of $E_{8(8)}$ EFT. Note that, for this chapter, we have adopted the conventions of [46] but we shall consider a different set of conventions in Chapter 7 that will be outlined there.

### 6.1 Introduction to $E_{8(8)}$ EFT

The coordinate representation of $E_{8(8)}$ EFT is the fundamental/adjoint representation $248$, which we index by $M, N, \ldots = 1, \ldots, 248$. Denoting its generators $\{T^M\}$, we define the structure constants through the commutator $[T^M, T^N] = -f^{MNK}T^K$. We choose the normalisation of the structure constants

$$f^{MPQ}f_{NPQ} = -60\delta^M_N \quad (6.1)$$

and adopt a non-canonical normalisation for the Killing form,

$$\kappa^{MN} := \frac{1}{60} \text{Tr} \left( T^M, T^N \right) = \frac{1}{60} f^{MPQ} f^{NQP} \quad (6.2)$$
with which we raise and lower $E_{8(8)}$ indices. Unlike other ExFTs the generalised Lie derivative acting on a vector $V^M$, of weight $\lambda(V)$, has two parts:

$$\mathbb{L}_{(\Lambda, \Sigma)} = \mathbb{L}_\Lambda + \delta_\Sigma. \quad (6.3)$$

The first is the usual generalised Lie derivative with parameter $\Lambda^M$, given in terms of the projector onto the adjoint representation, as

$$\mathbb{L}_\Lambda V^M = \Lambda^N \partial_N V^M - 60(P_{248})^M_{NL} \partial_K \Lambda^L V^N + \lambda(V) \partial_N \Lambda^N V^M. \quad (6.4)$$

The projector onto the adjoint representation is, in turn, given in terms of the structure constants as

$$(P_{248})^M_{NL} = \frac{1}{60} f^M_{NLQ} f^Q_{KL}. \quad (6.5)$$

One could also rewrite this in terms of the projector onto the $3875$ representation of $E_{8(8)}$, given by

$$(P_{3875})^M_{KL} = \frac{1}{248} \kappa^{MN} \kappa^M_{KL}. \quad (6.6)$$

For completeness, we also give the projector onto the singlet representation:

$$(P_1)^M_{KL} = \frac{1}{248} \kappa^M_{KL}. \quad (6.7)$$

The second term in (6.3) is a novel feature appearing at $n \geq 8$. It is an extra gauge transformation that is parametrised by a generalised parameter,

$$\delta_\Sigma V^M = -\Sigma_K f^{KM} L V^L, \quad (6.8)$$

where $\Sigma^M$ is covariantly constrained in the sense that it is treated equivalently to a derivative under the section condition. Unlike the cases $n \leq 7$, (6.4) on its own does not close properly under the section condition and the extra gauge transformation is required to ensure proper closure. It further appears as a generic feature of 3-dimensional ExFTs [17,59] and its appearance is related to the dual graviton [168]. Taking the combination (6.3), the generalised Lie derivative closes if one imposes that the tensor product of two derivatives (or, more generally, any covariantly constrained objects) vanishes if one projects onto the subrepresentation $1 \oplus 248 \oplus 3875 \subset 248 \otimes 248$. Using the explicit forms of the generators given above in (6.5), (6.6) and (6.7), this is cast into the more practical form

$$\kappa^{MN} C_M \otimes C_N = 0, \quad (6.9)$$

$$f^{KMN} C_M \otimes C_N = 0, \quad (6.10)$$
\[
\left( \delta_K^{(M} \delta_L^{N)} - \frac{1}{2} f^{P(M}_K f^{P^N)_L} \right) C_M \otimes C_N = 0.
\]

(6.11)

where \( C_M \in \{ \partial_M, \Sigma_M, \ldots \} \) are covariantly constrained objects in the sense described above. Whilst one might expect this extra gauge transformation in the generalised Lie derivative to spoil the structure discussed in Section 2.3, we may still assign a \( Y \)-tensor to \( E_8(8) \) EFT if we instead consider the composite gauge parameter,

\[
R^M(\Lambda, \Sigma) = f^{MKL} \partial_K \Lambda_L + \Sigma^M = f^{MKL} \left( \partial_K \Lambda_L + \frac{1}{60} \Sigma_Q f^{QL}_K \right),
\]

(6.12)

introduced in [17]. Then, we may write the total generalised Lie derivative (6.3) in the form

\[
L_{(\Lambda, \Sigma)} V^M = \Lambda^N \partial_N V^M + Y^{MN}_{KL} \partial_N R^K V^L + \lambda(V) \partial_N \Lambda^N V^M,
\]

(6.13)

with the \( Y \)-tensor given by

\[
Y^{MN}_{KL} = 2\delta^{(M}_K \delta^{N)}_L - f^{MLP} f^{PN}_K.
\]

(6.14)

Indeed, this is the form that we gave in Table (2.2) and agrees with the construction given in [111,169] where the authors gave an unusual interpretation that the extra gauge parameter \( \Sigma^M \), or at least a particular subset of the possible gauge parameters, can be interpreted as a term proportional to a generalised Weitzenböck connection that could give a geometric understanding for this extra gauge transformation.

One may verify that this \( Y \)-tensor encodes the same section conditions by expanding it out in terms of projectors onto irreducible representations of \( E_8(8) \), for which one finds

\[
(62P_1 + 30P_{248} + 14P_{3875})_{LK}^{MN} C_M \otimes C_N = 0.
\]

(6.15)

The trivial parameters (which we recall are parameters whose action on fields under the generalised Lie derivative vanish under the section conditions), in this case, can be split into two types. Firstly, we have parameters \( \Lambda \) (in combination with \( \Sigma = 0 \)) of the form

\[
\Lambda^M = \kappa^{MN} \Omega_N \quad (\Omega_N \text{ covariantly constrained}),
\]

(6.16)

\[
\Lambda^M = (P_{2875})^{MN}_{KL} \partial_K \chi^{KL},
\]

(6.17)

which produce a trivial action under \( \mathbb{L}_\Lambda \) where \( \chi^{KL} \) is unconstrained. These are the analogues of the trivial parameters found in \( n \leq 7 \) EFT and DFT. However, due to the extra gauge transformation present in the \( E_8(8) \) generalised Lie derivative, there are further non-trivial combinations of parameters \( (\Lambda, \Sigma) \) that generate a trivial action.
under the full generalised Lie derivative $L_{(\Lambda, \Sigma)}$. These are of the form

$$\begin{align*}
\Lambda^M &= f^{MN} K \Omega^N K, \
\Sigma_M &= \partial_M \Omega^N + \partial_N \Omega_M^N,
\end{align*}$$

(6.18)

with $\Omega^N K$ covariantly constrained on the first index. The fields of $E_{8(8)}$ EFT were discussed in Section 2.2 and Section 2.5 but we summarise them here for convenience:

$$\{g_{\mu\nu}, \mathcal{M}_{MN}, A_\mu^M, B_\mu^M\}.$$  

(6.19)

These are the external metric, internal generalised metric and two generalised gauge fields. Defining the Lie-covariantised derivative $D_\mu := \partial_\mu - L_{(A_\mu, B_\mu)}$, the field strengths of $A_\mu^M$ and $B_\mu^M$ are defined up to trivial gauge parameters by

$$[D_\mu, D_\nu] V^M := -L_{(F_{\mu\nu}, G_{\mu\nu})} V^M,$$

(6.20)

where the uncovariantised field strengths are given by

$$\begin{align*}
F_{\mu\nu}^M &= 2\partial_{[\mu} A_{\nu]}^M - 2A_{[\mu}^N \partial_N A_{\nu]}^M + 14(\mathbb{P}_{3875})^{MN} K_L A_{[\mu}^L \partial_N A_{\nu]}^L, \\
G_{\mu\nu}^M &= 2D_{[\mu} B_{\nu]}^M - f^N K_L A_{[\mu}^L \partial_M \partial_N A_{\nu]}^L.
\end{align*}$$

(6.21)

(6.22)

In the forms above, the failure of the field strengths to transform covariantly are all of the form of trivial parameters and so we may add two-form couplings to recovariantise them:

$$\begin{align*}
F_{\mu\nu}^M &= F_{\mu\nu}^M 14(\mathbb{P}_{3875})^{mn} k_l \partial_N C_{\mu\nu}^{KL} + \frac{1}{4} \partial_M C_{\mu\nu} + 2f^{MN} K C_{\mu\nu}^N, \\
G_{\mu\nu}^M &= G_{\mu\nu}^M + 2\partial_N C_{\mu\nu}^M + 2\partial_M C_{\mu\nu}^N.
\end{align*}$$

(6.23)

(6.24)

Whilst we have added compensating two-form fields $C_{\mu\nu}^{KL}$, $C_{\mu\nu}$ and $C_{\mu\nu}^N$ (the last of which is required to be covariantly constrained on the first internal index), all of them eventually drop out of the action and transformation rules and so we do not need to worry about recovariantising their field strengths; the tensor hierarchy structure can be terminated here.

The full action for the $E_{8(8)}$ ExFT was constructed in [46] and is given by

$$S = \int d^3 x d^{248} Y e \left( \hat{R}[g] + \frac{1}{240} g^{\mu\nu} D_\mu \mathcal{M}_{MN} D_\nu \mathcal{M}^{MN} - V(\mathcal{M}, g) + \frac{1}{e} \mathcal{L}_{CS} \right),$$

(6.25)

where $e := \sqrt{-g}$ is the determinant of the external vielbein. The first term $\hat{R}[g]$ is a covariantisation of the usual Ricci scalar for the external metric, in which the partial
derivative has been replaced by the Lie-covariantised derivative $\partial_\mu \rightarrow D_\mu$. The second term is a kinetic piece for the scalar sector encoded in the generalised metric. The third piece is a potential $V$ is given by

$$V = -\frac{1}{240} \mathcal{M}^{MN} \partial_M \mathcal{M}^{KL} \partial_N \mathcal{M}_{KL} + \frac{1}{2} \mathcal{M}^{MN} \partial_M \mathcal{M}^{KL} \partial_L \mathcal{M}_{NK}$$

$$+ \frac{1}{1200} f^{NQ} P, f^{MS} R \mathcal{M}^{PK} \partial_M \mathcal{M}_{QR} \mathcal{M}^{RL} \partial_N \mathcal{M}_{SL}$$

$$- \frac{1}{2} g^{-1} \partial_M g \partial_N \mathcal{M}^{MN} - \frac{1}{4} \mathcal{M}^{MN} g^{-1} \partial_M g g^{-1} \partial_N g - \frac{1}{4} \mathcal{M}^{MN} \partial_M g^{\mu\nu} \partial_N g_{\mu\nu},$$  \hspace{1cm} (6.26)

whilst the last term is a Chern-Simons term, most conveniently described as a boundary term on an auxiliary space $\Sigma^4$ whose boundary $\partial \Sigma^4$ is the three-dimensional external space that we consider:

$$S_{CS} \sim \int_{\Sigma^4} d^4x \int d^{248}Y \left( \mathcal{F}^M \wedge \mathcal{G}_M - \frac{1}{2} f_{MN}^K \mathcal{F}^M \wedge \partial_K \mathcal{G}^N \right).$$ \hspace{1cm} (6.27)

### 6.2 Generalised Metric and Projector

In Section 2.7, we discussed how the equations of motions for ExFTs are obtained by a projection of the equations obtained from varying the action with respect to the generalised metric in order to take into account the coset structure that $\mathcal{M}_{MN}$ must parametrise. In this section, we discuss this in more detail, first commenting in generality before restricting to the $E_8(8)$ case later. Our starting point is the action of the generalised Lie derivative on the generalised metric. In all cases for $4 \leq n \leq 7$, one may verify that this may be written as

$$\delta \Lambda \mathcal{M}_{MN} = \Lambda^P \partial_P \mathcal{M}_{MN} + 2 \alpha \mathcal{P}_{MN}^{KL} \partial_K \Lambda^P \mathcal{M}_{LP},$$ \hspace{1cm} (6.28)

where $\mathcal{P}$ (note the suggestive notation) is given in terms of the numbers listed in Table 2.1 as

$$\mathcal{P}_{MN}^{KL} = \frac{1}{\alpha} \left( \delta_M^\delta \delta_N^K - \omega \mathcal{M}_{MN} \mathcal{M}^{KL} - \mathcal{M}_{MQ} Y^{Q(K R_{N} \mathcal{M}^{L})R} \right).$$ \hspace{1cm} (6.29)

We may equivalently write this in terms of the projector onto the adjoint representation, using (2.38), as

$$\mathcal{P}_{MN}^{KL} = \mathcal{M}_{MQ} (\mathcal{P}_{adj.})^Q_N (K R_{N} \mathcal{M}^{L})^R.$$ \hspace{1cm} (6.30)

For $E_8(8)$, this must be modified to take the extra gauge transformation into account:

$$\delta_{(\Lambda, \Sigma)} \mathcal{M}_{MN} = \Lambda^P \partial_P \mathcal{M}_{MN} + 2 \cdot 60 \mathcal{P}_{MN}^{KL} \left( \partial_K \Lambda^P + \frac{1}{60} f^{QP K} \Sigma_Q \right) \mathcal{M}_{PL}$$ \hspace{1cm} (6.31)
but the associated $\mathcal{P}$ is still of the same form as (6.30), with the projector onto the adjoint representation of $E_{8(8)}$ given in (6.5). The final case that we consider is the $n = 3$ case which is modified to account for the two groups in $G = SL(3) \times SL(2)$:

$$
\delta_\lambda \mathcal{M}_{MN} = \Lambda^P \partial_P \mathcal{M}_{MN} + 2 \mathcal{M}_{MQ} \left( 2 \mathbb{P}(8,1)^Q_N (K_R^P + 3 \mathbb{P}(1,3)^Q_N (K_R^P) \mathcal{M}^L_R \partial_K \Lambda^P \mathcal{M}_{LP} \right),
$$

(6.32)

where $\mathbb{P}(8,1)$ and $\mathbb{P}(1,3)$ are projectors onto the adjoint representations of the two groups. In all cases $3 \leq n \leq 8$ one can see that it is manifestly symmetric in its upper indices but one may use the fact that it is a group invariant (such that the simultaneous action of $\mathcal{M}^{-1}$ and $\mathcal{M}$ on indices leaves it invariant) to show that it is further symmetric in its lower indices. It is then simple to show that it squares to itself according to $\mathcal{P}_{MN}^{KL} \mathcal{P}_{KL}^{PQ} = \mathcal{P}_{MN}^{PQ}$, thus defining a projector. The dimension of its image is given by the trace

$$
\mathcal{P}_{MN}^{MN} = \mathcal{M}_{MQ} (\mathbb{P}_{\text{adj}})^Q_N (M_R \mathcal{M}^N R)
$$

(6.33)

$$
= \frac{1}{2} \left( (\mathbb{P}_{\text{adj}})^{M_N^M} - \frac{1}{\alpha} \mathcal{M}_{MQ} \left[ Y^{QM} R_N - \delta_Q^Q \delta_M^M + \omega \delta_N^Q \delta_R^M \right] \mathcal{M}^{NR} \right),
$$

(6.34)

$$
= \frac{1}{2\alpha} \left( \dim R_1 (1 - \omega) + \alpha \dim \text{adj.} - \mathcal{M}_{MN} Y^{MN} Q_P \mathcal{M}^{PQ} \right).
$$

(6.35)

In each case, one may verify numerically that this gives

$$
\mathcal{P}_{MN}^{MN} = \dim G/H - r,
$$

(6.36)

except for $E_{8(8)}$ where it instead gives

$$
\mathcal{P}_{MN}^{MN} = \dim G/H + \frac{2}{15} - r.
$$

(6.37)

Then, it is a matter of treating each ExFT individually to find (in the usual supergravity parametrisation) that

$$
r = \begin{cases} 
0, & 3 \leq n \leq 7 \\
\frac{2}{15}, & n = 8 
\end{cases}
$$

(6.38)

such that $\mathcal{P}_{MN}^{MN}$ does indeed give the dimension of the coset $G/H$ for $3 \leq n \leq 8$. Putting it all together, we can thus interpret $\mathcal{P}_{MN}^{KL}$ as a projector from $\text{Sym}(R_1 \otimes R_1)$ into the space that $\mathcal{M}_{MN}$ lives. We have thus shown that this is the same object that projects out the equations of motion in (2.58) and that also appeared in the previous chapter. The cases for DFT and $n = 4, 5$ EFT were already considered in the earlier work \cite{76,81}, in which it was already conjectured that the form (6.29) holds to at least $n \leq 7$, and so we are left with verifying the cases for EFT with $n = 3, 6, 7, 8$. We have
collected explicit computations for these cases in Appendix E.

6.3 Maximally Non-Riemannian Solution in $E_{8(8)}$ EFT

In the conventional parametrisation, the generalised metric is a representative of the coset $E_{8(8)}/SO(16)$ and is typically parametrised in terms of the internal metric and $p$-form fields in a choice of Borel gauge. The $E_{8(8)}$ EFT analogues of the compatibility conditions (5.1) on the generalised metric that are required to ensure invariance of the action (6.25) are

$$\mathcal{M}_{MN}\mathcal{M}_{KL}\mathcal{M}_{PQ}f^{NLQ} = -f_{MKP}, \quad \mathcal{M}_{MPQ}\mathcal{M}_{QN} = \kappa_{MN}, \quad (6.39)$$

in addition to the obvious symmetry $\mathcal{M}_{MN} = \mathcal{M}_{NM}$. Since these are evidently much more involved than the DFT case, we shall not give a full classification (although such a classification of permissible EFT generalised metrics would obviously be ideal) and rather focus on constructing an analogue of the maximally non-Riemannian solution. Recalling that the maximally non-Riemannian solution in DFT is equivalently characterised as the choice of generalised metric for which the coset projector vanishes (5.29), we choose $\mathcal{M}_{MN}$ in $E_{8(8)}$ EFT to satisfy the same condition. In $E_{8(8)}$ EFT, the coset projector is more involved due to the presence of a universal weight $\omega$ and the complicated $Y$-tensor (which we recall has no definite symmetries any more). It is given by

$$P_{MNKL} = \frac{1}{60} \left( \delta^{(K}_{M} \delta^{L)}_{N} + \mathcal{M}_{MN}\mathcal{M}^{KL} - \mathcal{M}_{MQR}\mathcal{M}^{QR}\mathcal{M}^{KL} \right) \quad (6.40)$$

$$= \frac{1}{60} \mathcal{M}_{MN} f^{QR} f^{P(K} \mathcal{M}^{L)}R. \quad (6.41)$$

However, one may verify quite readily that choosing $\mathcal{M}_{MN} = -\kappa_{MN}$ satisfies all the constraints on the generalised metric (6.39) and, further, causes the projector to vanish $P_{MNKL} |_{M=-\kappa} = 0$ since $f^{P(KL)} = 0$. Thus, the equations of motion of the generalised metric $P_{MNKL}\kappa_{KL} = 0$ are satisfied by construction.

In addition to projecting out the equations of motion, $P_{MNKL}$ must also project out the fluctuations of the generalised metric and so we have $\delta \mathcal{M}_{MN} = P_{MNKL} \delta \mathcal{M}_{KL}$—this is equivalent to the DFT statement (5.23). We thus see that, under our choice of generalised metric, $\delta \mathcal{M}_{MN} = 0$ and so fluctuations about this background vanish just as they did in DFT. In particular, all the scalar moduli that would arise under a dimensional reduction of this ExFT end up fixed and the resulting three-dimensional theory is moduli-free.

In the Park-Morand classification of the DFT generalised metric, the different non-
Riemannian backgrounds arose as parametrisations of different choices of the coset $G/\tilde{H}$. Since all fluctuation must be projected out for the maximally non-Riemannian choices in both DFT and $E_{8(8)}$ EFT, we interpret them to parametrise the coset $G/G$, in line with the fact that they encode no degrees of freedom. The rest of the story is expected to follow that of DFT; from the form of the trace [6.35], we see that the only information about the choice of coset enters through the trace of the $Y$-tensor $r$ via the generalised metric. In particular, the choice of $\tilde{H}$ is encoded into the generalised metric by introducing a generalised vielbein $E_M^\overline{M}$ such that

$$M_{MN} = E_M^\overline{M} \overline{M}_N E_N^{\overline{N}},$$

where $\overline{M}_N$ is the flat metric that is left invariant under local $\tilde{H}$-transformations for a particular choice of $\tilde{H} \subseteq G$. We thus see that, generically, any non-Riemannian parametrisations (where possible) will end up with $r$ degrees of freedom fewer than the usual parametrisation (or, rather, $r + 2/15 \in \mathbb{Z}^+$ for $E_{8(8)}$ EFT to cancel the extra contribution).

### 6.4 Reduction to the Leibniz-Chern-Simons Theory

The obvious next step is then to consider the theory resulting from setting $M_{MN} = -\kappa_{MN}$. Inserting this into the action [6.25], one finds

$$S_{E_{8(8)}} \rightarrow \int d^3 x \int d^{248} Y e \left[ \hat{R}[g] + \frac{1}{4} \kappa^{MN} \left( g^{-1} \partial_M g g^{-1} \partial_N g + \partial_M g^{\mu\nu} \partial_N g_{\mu\nu} \right) \right]$$

$$+ \int_{\Sigma} d^4 x \int d^{248} Y \left( F^M \wedge G_M - \frac{1}{2} f_{MNK} F^M \wedge \partial_K G^N \right),$$

where all other terms vanish since $\partial_M \kappa_{KL} = D_\mu \kappa_{KL} = 0$ (since the Killing form is an invariant tensor and so vanishes under the action of the generalised Lie derivative). Additionally, the two terms on the first line of the action that are proportional to $\kappa^{MN}$ further vanish under the section condition. The presence of such terms serves as a reminder that we are still in the full $E_{8(8)}$ EFT; the remaining fields can still depend on the extended coordinates $Y^M$, subject to the section condition.

Before we identify the resulting theory, we first make some remarks on the consequences of this choice of generalised metric. In particular, one might be worried if such a reduction introduces any pathologies in the equations on motion and so we start by making a few remarks. As mentioned previously, the equations of motion for the generalised metric are automatically satisfied by construction and so we focus on the remaining fields. In particular the equations of motion for the external metric is rather
involved, mixing all of the fields together. It is given by

\[
0 = \hat{\mathcal{R}}_{\mu\nu} - \frac{1}{2} g_{\mu\nu} \left( \hat{\mathcal{R}}[g] + \frac{1}{2\alpha^2} g^{\rho\sigma} D_\rho M_{\rho M} D_\sigma M_{\sigma N} - V(M, g) \right) \\
+ \frac{1}{2\alpha^2} D_\mu M_{\rho M} D_\nu M_{\sigma N} + \frac{1}{2\beta^2} \frac{1}{\sqrt{|g|}} g_{\mu\nu} \partial_M (\sqrt{|g|} (\partial_N M_{MN} + M_{MN} \partial_N \ln |g|)) \\
- \frac{1}{2\alpha^2} \partial_M (\sqrt{|g|} M_{MN}) \partial_N g_{\mu\nu} - \frac{1}{2} M_{MN} g_{\mu\rho} \partial_M g^{\rho\sigma} \partial_N g_{\sigma\nu} - \frac{1}{2} M_{MN} \partial_M \partial_N g_{\mu\nu},
\]

where \( \hat{\mathcal{R}}_{\mu\nu} \) is defined as the variation of \( \hat{\mathcal{R}}[g] \) with respect to \( g^{\mu\nu} \) and is, in particular, independent of the generalised metric. Since the appearance of the generalised metric is always under derivatives (either \( \partial_M \) or \( D_\mu \)) or contracted with two internal derivatives, they all drop out under the ansatz \( M_{MN} = -\kappa_{MN} \) and we are left with just the Lie-covariantised vacuum Einstein field equations on section. Similarly, the generalised metric only appears in the equations of motion for the generalised gauge fields under the combinations outlined above. For example, the \( B \)-field has an equation of motion

\[
e^{\rho\nu} F_{\rho\nu}^M = 2g^{\mu\nu} j_\mu^M,
\]

where \( j_\mu^M j_{ML}^K := M^{KQ} D_\mu M_{QL} \) is the scalar current, which obviously vanishes in the maximally non-Riemannian solution. In all cases, setting \( M_{MN} = -\kappa_{MN} \) produces no pathologies and so the equations of motion for the fields \( (g_{\mu\nu}, A^M_\mu, B_{\mu M}) \) are given by varying the action (6.43).

This theory has appeared previously in the literature, though not under this interpretation, as the Leibniz-Chern-Simons theory of [158]. The construction of a Chern-Simons action requires an inner product that satisfies certain invariance conditions and, in [158], it was argued that the generalised diffeomorphisms of \( E_{8(8)} \) EFT can be reinterpreted as a Leibniz algebra equipped with an invariant quadratic form—the necessary ingredients required to construct a gauge-invariant Chern-Simons action. In their construction, they identified the resulting theory as a ‘topological phase’ of the full \( E_{8(8)} \) EFT, obtained from the truncation \( M_{MN} = 0 \). Here, we have shown that the same theory can be obtained without a truncation and instead arises as a non-singular, maximally non-Riemannian solution \( M_{MN} = -\kappa_{MN} \) of the full EFT. In particular, this solution retains a full unbroken \( E_{8(8)} \) symmetry. In this respect, it is fundamentally different from the more natural vacuum \( M_{MN} = \delta_{MN} \) which would break \( E_{8(8)} \) to \( SO(16) \). As such, this theory is not just a topological theory with a Chern-Simons term since all of the remaining fields can have non-trivial dependences on the internal space.

It is tempting to speculate that such a mechanism may realise the old idea that one can generate a geometry from the spontaneous breaking of an underlying topological phase of gravity, along the lines of what was considered in [170–172]. However, one major difference between those ideas and the proposals made in ExFTs is that the topological phase may be realised with a maximally non-Riemannian metric rather than a vanishing metric, as originally envisaged.
Part III

Reductions of ExFTs
Thus far, the literature on the relationship between ExFTs has remained rather sparse. Previous work in this area has generally focused on DFT-to-DFT reductions such as in gauged DFT (GDF)\cite{65,70}, which realised that one could produce DFTs with gauge deformations by a Scherk-Schwarz reduction of an ungauged DFT, or the Kaluza-Klein reduction of the DFT generalised metric. A key exception is \cite{173} which considered the reduction from the SL(5) extended field theory of \cite{53} to O(3, 3) DFT\cite{24}. This was not for the full exceptional field theory but just for the extended space and did not consider alternative reductions. In this paper, we extend these works by examining a host of EFT-to-EFT reductions. We mention that similar ideas have been leveraged in the infinite-dimensional EFTs. In particular, the embedding of $E_{8(8)}$ within $E_{9(9)}$ was used in \cite{60,61} and reductions within the context of the $E_{11}$ programme has been considered in \cite{54,100,101,174,175}. The work presented here is complimentary to, but differs slightly from, previous work on the tensor hierarchy in that we work at the level of the action rather than the representations. In addition to this there was early seminal work in \cite{176} predating ExFT where the so-called particle and string multiplets related to various U-duality groups were studied in detail. The coordinates and section constraints for the different EFTs then become related to these particle and string multiplets. Finally, the reduction considered here is similar to the decompactification limit of curvature corrections that were first studied in \cite{177} and later in the context of EFT in \cite{178}.

In this chapter, we aim to extend these works by introducing some aspects of EFT-to-EFT reductions. Along the way, we shall highlight some unexpected features of these reductions that we believe could embody some aspects of ExFTs that have not been considered before.

Whilst each EFT is constructed in the same way each theory nevertheless ends up with rather distinct features, necessitating that EFT-to-EFT reductions be treated on a case-by-case basis. This is in contrast to DFT where one simply needs to know

\[^{24}\text{See also }\cite{138}\text{ which studied the relation between the M-theory and Type IIB solutions of the same EFT.}\]
the dimension, $D$ for the relevant $O(D,D)$ group and everything else (the action, section condition, generalised Lie derivative etc.) is identical. For example, $E_7(7)$ EFT comes with a generalised Yang-Mills term in the action, a self-duality constraint on the generalised field strength and a symplectic structure $\Omega_{MN}$, none of which have an obvious origin in $E_{8(8)}$ EFT. Additionally, the $Y$-tensor in $E_{8(8)}$ EFT is not sufficient to close the generalised diffeomorphisms, requiring an extra gauge transformation to ensure closure and it is not obvious what happens to this extra gauge transformation if we reduce to $E_7(7)$ EFT. Other examples of quirks of EFTs include the reducible coordinate representation of $SL(2) \times \mathbb{R}^+$ EFT or the product group of $n = 3$ EFT.

Throughout this chapter, an EFT-to-EFT reduction should be understood as a spontaneous symmetry breaking from an $E_{n(n)}$ EFT to an $E_{n-1(n-1)}$ EFT when there is a generalised isometry present. Note that the further we compactify down from eleven dimensions, the larger the exceptional group becomes and so the usual Kaluza-Klein reduction in supergravity yields an increase in the dimension of the exceptional group which is made manifest in the reduced theory. Here, we are going in the opposite direction and spontaneously breaking the exceptional group to a subgroup. In the supergravity literature, this would be considered as an oxidation of the supergravity theory to one dimension higher (note the conflicting terminology; a reduction of the exceptional group corresponds to an oxidation of the spacetime dimension). A useful paper covering aspects of oxidation in supergravity before the ExFT programme is [179].

In this paper, wherever we need to differentiate between two ExFTs, we shall refer to the larger ExFT (the theory with the larger group $\hat{G}$, though smaller external space) as the ‘parent’ theory and adorn all objects/indices in that ExFT with hats (^) to distinguish them from the analogous structure in the ‘child’ theory (whose associated group we denote as $G \subset \hat{G}$). However, when we speak in generality (as we shall for the next section) we shall drop any hats to prevent cluttering the formulae. Hopefully, there should be no ambiguity in doing so.

### 7.1 Reduction of the Generalised Metric

The generalised metric of any ExFT is a representative of the coset $G/H$ and encodes the scalar degrees of freedom of the theory. The form of the generalised metric depends on the theory but the generalised metric for each EFT (in a Borel gauge) has been known for a while and can be found in [54,106]. Note that one could also work with the generalised vielbein instead (from which one could, of course, work out the generalised metric reduction). This approach has been considered for $E_7(7)$ and $E_6(6)$ EFT in [180].

Here, we shall consider two cases; a reduction of the DFT generalised metric and the reduction of the $SL(5)$ generalised metric. The first will be useful as an illustrative example of what a reduction may look like in ExFT and agrees with previous results in the area. We will then explicitly reduce the $SL(5)$ generalised metric and show how
both the $O(3,3)$ generalised metric and the $SL(3) \times SL(2)$ generalised metric can both be obtained from the same circle reduction, just with different reduction ansatze. The reduction to the $O(3,3)$ DFT matches that described in [2][173][181].

7.1.1 $O(D,D)$ DFT to $O(d,d) \times O(n,n)$ DFT

Our starting point is the $\hat{G} = O(D,D)$ DFT generalised metric

\[
\hat{M}_{\hat{M}\hat{N}} = \begin{pmatrix}
\hat{g}_{\hat{m}\hat{n}} & \hat{B}_{\hat{m}\hat{p}\hat{q}} & \hat{B}_{\hat{n}\hat{p}\hat{q}} \\
-\hat{g}^{-1}_{\hat{m}\hat{n}} \hat{B}_{\hat{p}\hat{q}} & \hat{g}_{\hat{n}\hat{n}} & \hat{g}_{\hat{m}\hat{n}}
\end{pmatrix},
\]

where $\hat{M}, \hat{N} = (\hat{m}, \hat{n}) = 1, \ldots, 2D$ and $\hat{m}, \hat{n} = 1, \ldots, D$. We now consider a Kaluza-Klein (KK) decomposition of the underlying fields according to

\[
\hat{g}_{\hat{m}\hat{n}} = \begin{pmatrix}
e^{2\alpha \phi} g_{\mu\nu} + e^{2\beta \phi} A_{\mu}^m g_{mn} A_{\nu}^n \\
e^{2\beta \phi} g_{mn} A_{\nu}^n
\end{pmatrix},
\]

\[
\hat{g}_{\hat{n}\hat{n}} = \begin{pmatrix}
e^{-2\alpha \phi} g^{\mu\nu} - e^{-2\alpha \phi} g^{\mu\nu} A_{\nu}^n \\
e^{-2\alpha \phi} A_{\mu}^m g^{\mu\nu} A_{\nu}^n + e^{-2\beta \phi} g^{mn}
\end{pmatrix},
\]

\[
\hat{B}_{\hat{m}\hat{n}} = \begin{pmatrix}
B_{\mu\nu} + B_{\mu m} A_{\nu}^m + A_{\mu}^m B_{mn} A_{\nu}^n + B_{mn} A_{\nu}^n B_{mn} + A_{\mu}^m B_{mn} \\
B_{mn} + B_{mn} A_{\nu}^n
\end{pmatrix},
\]

where we have now decomposed the index $\hat{m}$ to $\hat{m} = (\mu, m)$ with ranges $\mu = 1, \ldots, d$ and $m = 1, \ldots, n$ such that $d + n = D$. One finds that this can be reorganised into a generalised Kaluza-Klein ansatz for $\hat{M}_{\hat{M}\hat{N}}$ according to

\[
\hat{M}_{\hat{M}\hat{N}} = \begin{pmatrix}
M_{MN} + A_M^A G_{AB} A_B^N & A_M^A G_{AB} + M_{MN} B_N^B \\
G_{AB} A_B^N + B_M^A M_{MN} & G_{AB} + B_M^A M_{MN} B_N^B
\end{pmatrix},
\]

where

\[
M_{MN} = \begin{pmatrix}
e^{2\alpha \phi} g_{\mu\nu} & e^{-2\alpha \phi} (B_{\mu\sigma} + A_{\mu}^m B_{mn} A_{\nu}^n) \\
e^{-2\alpha \phi} (B_{\mu\sigma} + A_{\mu}^m B_{mn} A_{\nu}^n) & e^{-2\alpha \phi} g^{\mu\nu}
\end{pmatrix},
\]

\[
G_{AB} = \begin{pmatrix}
e^{2\beta \phi} g_{mn} - e^{-2\beta \phi} B_{mp} g^{pq} B_{qn} & e^{-2\beta \phi} B_{mp} g^{pn} \\
e^{-2\beta \phi} g^{mp} B_{pn} & e^{-2\beta \phi} g^{mn}
\end{pmatrix},
\]

\[
A_M^A = \begin{pmatrix}
A_{\mu}^m \\
B_{\mu m}
\end{pmatrix}, \\
A_A^M = \begin{pmatrix}
A_{\mu}^m & 0 \\
0 & -B_{\mu m}
\end{pmatrix} = (A_M^A)^T
\]
The new indices are DFT-type doubled indices given by $M = (\mu, a)$, $A = (m, a)$. In effect, we have split the parent DFT coordinates into two sets of doubled coordinates $\hat{Y}^M = (Y^M, Y^A)$ for which we recognise $M_{MN}$ as a generalised metric on the $Y^M$ space (constructed from a metric $e^{2\alpha \phi} g_{\mu \nu}$ and 2-form $B_{\mu \nu} + A_{\mu} B_{\nu \mu}$) and $G_{AB}$ as a generalised metric on the $Y^A$ space (itself constructed from a metric $e^{2\beta \phi} g_{mn}$ and 2-form $B_{mn}$). Finally, $A$ and $B$ take on the roles of generalised Kaluza-Klein vectors, though not in the standard form (7.2) but rather in a manner that treats the internal DFT and external DFT on an equal footing (7.5) by introducing extra $B$-twisted terms. As such, we shall refer to this type of ansatz as a generalised Kaluza-Klein ansatz. We shall comment on this again when we consider the reduction of the SL(5) generalised metric.

Note that if we split the indices of the $O(D, D)$ structure in the same way, we obtain

$$\hat{\eta}_{\hat{M} \hat{N}} = \begin{pmatrix} \eta_{MN} & 0 \\ 0 & \eta_{AB} \end{pmatrix}$$

with

$$\eta_{MN} = \begin{pmatrix} 0 & \delta^\nu_\mu \\ \delta^\mu_\nu & 0 \end{pmatrix}, \quad \eta_{AB} = \begin{pmatrix} 0 & \delta^n_m \\ \delta^m_n & 0 \end{pmatrix}. \tag{7.11}$$

Then the generalised Kaluza-Klein vectors can be related to each other as

$$\eta_{AB} A^B_N \eta^{NM} = - B^M_A,$$ \hspace{1cm} (7.12)

and it is then tempting to write this in term of the $Y$-tensor as follows:

$$\hat{Y}^M_{BA} A^B_N = - B^M_A.$$ \hspace{1cm} (7.13)

Then this gives us a generalised KK ansatz for ExFTs and the usual KK ansatz can then be understood as a particular case since the $Y$-tensor vanishes for $\hat{G} = GL(d)$ in GR (when viewed as an ExFT with no external space at all), causing all of the extra $B$-twisted terms to drop out. The fact that $A$ and $B$ are related is also consistent with the counting of degrees of freedom: $\hat{M}_{\hat{M} \hat{N}}$ parametrises the coset $O(D, D)/(O(D) \times O(D))$ and thus has $D^2 = (n + d)^2 = n^2 + d^2 + 2nd$ components. The $d^2$ and $n^2$ components enter into $M_{MN} \in O(d, d)/(O(d) \times O(d))$ and $G_{AB} \in O(n, n)/(O(n) \times O(n))$ respectively and the $2nd$ components entered into $A^M_A \sim B^M_A \sim (A_{\mu} B_{\mu})$. In order to invert this generalised KK ansatz, we note that we may diagonalise the
matrix $\hat{\mathcal{M}}_{\hat{M}\hat{N}}$ as follows:

$$\hat{\mathcal{M}}_{\hat{P}\hat{Q}} = \hat{\mathcal{E}}_{\hat{P}}^{\hat{M}} \hat{\mathcal{M}}_{\hat{M}\hat{N}} \hat{\mathcal{E}}_{\hat{Q}}^{\hat{N}}$$

(7.14)

where

$$\hat{\mathcal{M}}_{\hat{M}\hat{N}} = \begin{pmatrix} \mathcal{M}_{MN} & 0 \\ 0 & \mathcal{G}_{AB} \end{pmatrix}, \quad \hat{\mathcal{E}}_{\hat{P}}^{\hat{M}} = \begin{pmatrix} \delta_{\hat{P}}^{\hat{M}} \\ B_{\hat{C}M} \delta_{\hat{C}}^{\hat{A}} \end{pmatrix}, \quad \hat{\mathcal{E}}_{\hat{Q}}^{\hat{N}} = \begin{pmatrix} \delta_{\hat{Q}}^{\hat{N}} \\ A_{\hat{B}Q} \delta_{\hat{B}}^{\hat{D}} \end{pmatrix}.$$  

We then proceed by noting that the combinations $A^{\hat{A}}_{\hat{M}} B^{\hat{M} \hat{B}}$ and $B^{\hat{A}}_{\hat{M} \hat{A}} M^{\hat{M}}$ both vanish such that the inverses of $\hat{\mathcal{A}}_{\hat{M}}^{\hat{P}}$ and $\hat{\mathcal{A}}_{\hat{N}}^{\hat{Q}}$ are given by

$$\left(\hat{\mathcal{E}}^{-1}\right)^{\hat{M}}_{\hat{P}} = \begin{pmatrix} \delta_{\hat{P}}^{\hat{M}} + A_{\hat{P}}^{\hat{B}} B_{\hat{B}}^{\hat{N}} & -A_{\hat{P}}^{\hat{B}} \\ -B_{\hat{C}}^{\hat{N}} & \delta_{\hat{B}}^{\hat{C}} \end{pmatrix}, \quad \left(\hat{\mathcal{E}}^{-1}\right)^{\hat{Q}}_{\hat{R}} = \begin{pmatrix} \delta_{\hat{Q}}^{\hat{R}} + B_{\hat{Q}}^{\hat{C}} A_{\hat{C}}^{\hat{R}} & -B_{\hat{Q}}^{\hat{E}} \\ -A_{\hat{D}}^{\hat{R}} & \delta_{\hat{D}}^{\hat{E}} \end{pmatrix}.$$  

The inverse of the generalised KK ansatz is then given by

$$\hat{\mathcal{M}}^{\hat{M}\hat{N}} = \left(\hat{\mathcal{E}}^{-1}\right)^{\hat{M}}_{\hat{P}} \hat{\mathcal{M}}_{\hat{P}\hat{Q}} \left(\hat{\mathcal{E}}^{-1}\right)^{\hat{N}}_{\hat{Q}}$$

(7.15)

$$= \begin{pmatrix} \mathcal{M}^{\hat{M}\hat{N}} + B^{\hat{M}E} A^{\hat{E}P} \mathcal{M}^{\hat{P}\hat{Q}} A^{\hat{Q}F} B^{\hat{F}N} & -\left(\delta_{\hat{P}}^{\hat{M}} + B^{\hat{M}E} A^{\hat{E}P}\right) \mathcal{M}^{\hat{P}\hat{Q}} A^{\hat{Q}B} \\ B^{\hat{M}E} A^{\hat{E}P} \mathcal{M}^{\hat{P}\hat{N}} + \mathcal{M}^{\hat{M}\hat{Q}} A^{\hat{Q}F} B^{\hat{F}N} + B^{\hat{M}C} G^{\hat{C}D} B^{\hat{D}N} & -B^{\hat{M}C} G^{\hat{C}B} \\ -A^{\hat{A}}_{\hat{P}} \mathcal{M}^{\hat{P}\hat{Q}} \left(\delta_{\hat{Q}}^{\hat{N}} + A^{\hat{Q}F} B^{\hat{F}N}\right) & A^{\hat{A}}_{\hat{P}} \mathcal{M}^{\hat{P}\hat{Q}} A^{\hat{Q}B} + G^{\hat{A}B} \end{pmatrix}.$$  

(7.16)

The parametrisation that we obtain here matches the one obtained in [28], in which they constructed a tensor hierarchy for DFT (essentially enhancing it to a full EFT with group $O(D, D)$) which, in turn, was found to be consistent with results from the heterotic theory. We have also constructed the second generalised metric explicitly. So as to compare our results with those in the literature we write their generalised vector as, $A^{\hat{A}}_{\hat{\mu}}[\text{HS}]$ in terms of the fields here as

$$A^{\hat{A}}_{\hat{\mu}}[\text{HS}] = \begin{pmatrix} A^{\hat{m}}_{\hat{\mu}}[\text{here}] \\ -B_{\hat{\mu}\hat{m}}[\text{here}] \end{pmatrix}$$

(7.17)

and their generalised metric $\mathcal{M}^{\hat{M}\hat{N}}[\text{HS}]$ is should be thought of as our $\mathcal{G}_{\hat{A}\hat{B}}$, parametrised in terms of the internal components $g^{\hat{m}\hat{n}}[\text{here}]$ and $B^{\hat{m}\hat{n}}[\text{here}]$. However, the 2-form that they introduce as part of the tensor hierarchy is related to ours by field redefinitions:

$$C^{\hat{\mu}\hat{\nu}}[\text{HS}] = B^{\hat{\mu}\hat{\nu}}[\text{HS}] + \frac{1}{2} A^{\hat{A}}_{\hat{\mu}}[\text{HS}] A^{\hat{A}}_{\hat{\nu}}[\text{HS}] = B^{\hat{\mu}\hat{\nu}}[\text{here}] + A^{\hat{m}}_{\hat{\mu}}[\text{here}] B^{\hat{m}\hat{\nu}}[\text{here}]$$

(7.18)
and so $B_{\mu\nu}[\text{HS}] = B_{\mu\nu}[\text{here}] + A_{[\mu}^m [\text{here}] B_{m\nu]} [\text{here}].$ The crucial difference between these two constructions is the location of the isometries. In the canonical Kaluza-Klein set-up, one must take the internal space (with coordinates $Y^m$) to be an isometry such that all the fields transform covariantly under the symmetries of the reduced theory. When lifting this ansatz to the doubled spacetime, one must presumably require the doubled space $Y^A = (Y^m, Y_m)$ to be an isometry such that any DFT frame will have the same number of isometries. However, this differs from the coordinate dependence of [28] where the fields are allowed to depend on (in our notation) $Y^m$ and $Y_m$.

7.1.2 Reduction of the SL(5) Generalised Metric

We now turn to the reduction of the $\hat{G} = \text{SL}(5)$ generalised metric which is given by

$$\hat{\mathcal{M}}_{\hat{M}\hat{N}} = \left( \hat{g}_{\hat{m}\hat{n}} + \frac{1}{2} \hat{C}_{\hat{m}\hat{n}\hat{k}\hat{l}\hat{p}\hat{q}} \hat{g}^{\hat{k}\hat{l}} \hat{g}^{\hat{p}\hat{q}} \hat{C}_{\hat{r}\hat{s}\hat{t}\hat{n}\hat{2}} \frac{1}{\sqrt{2}} \hat{g}_{\hat{r}\hat{m}\hat{s}\hat{l}\hat{n}\hat{2}} \right),$$

(7.19)

where $\hat{g}^{\hat{m}\hat{n},\hat{p}\hat{q}} = \frac{1}{2}(\hat{g}^{\hat{m}\hat{n}} \hat{g}^{\hat{p}\hat{q}} - \hat{g}^{\hat{m}\hat{p}} \hat{g}^{\hat{n}\hat{q}})$ and $\hat{m}, \hat{n}, \hat{1}, \ldots, 4$ such that $\hat{M} = 1, \ldots, 10$. We consider the reduction of this metric to the generalised metric of both $O(3,3)$ DFT and $\text{SL}(3) \times \text{SL}(2)$ EFT. The first of these was explored in [173]. Here we give an equivalent description that facilitates the comparison with the reduction to the $\text{SL}(3) \times \text{SL}(2)$ generalised metric.

We split the index $\hat{m} = (m, z)$ with $m = 1, 2, 3$ for the KK ansatz

$$\hat{g}_{\hat{m}\hat{n}} = \begin{pmatrix} e^{2\alpha\phi} g_{mn} + e^{2\beta\phi} A_mA_n & e^{2\beta\phi} A_m \\ e^{2\beta\phi} A_n & e^{2\beta\phi} \end{pmatrix},$$

(7.20)

$$\hat{g}_{\hat{m}\hat{n}} = \begin{pmatrix} e^{-2\alpha\phi} g_{mn} & -e^{-2\alpha\phi} A_m \\ -e^{-2\alpha\phi} A_n & e^{-2\alpha\phi} A_m + e^{-2\beta\phi} \end{pmatrix},$$

(7.21)

$$\hat{C}_{\hat{m}\hat{n}\hat{p}} = \begin{pmatrix} C_{mn} + 3B_{[mn}A_p] \\ 3B_{mn} \end{pmatrix},$$

(7.22)

which induces the reduction of the SL(5) generalised metric

$$\hat{\mathcal{M}}_{\hat{M}\hat{N}} = \begin{pmatrix} \hat{\mathcal{M}}_{mn} & \hat{\mathcal{M}}_{mn^{1}n^{2}} & \hat{\mathcal{M}}_{m^{1}n^{2}} \\ \hat{\mathcal{M}}_{zn} & \hat{\mathcal{M}}_{zn^{1}n^{2}} & \hat{\mathcal{M}}_{z^{1}n^{2}} \\ \hat{\mathcal{M}}_{m^{1}z^{2}} & \hat{\mathcal{M}}_{m^{1}z^{2}n^{1}n^{2}} & \hat{\mathcal{M}}_{m^{1}z^{2}n^{1}n^{2}} \\ \hat{\mathcal{M}}_{m^{1}z^{2}n^{1}n^{2}} & \hat{\mathcal{M}}_{m^{1}z^{2}n^{1}n^{2}} & \hat{\mathcal{M}}_{m^{1}z^{2}n^{1}n^{2}} \end{pmatrix},$$

(7.23)

where

$$\hat{\mathcal{M}}_{mn} = e^{2\alpha\phi} g_{mn} + e^{2\beta\phi} A_mA_n - 9e^{-2(\alpha + \beta)\phi} B_{mp}g^{pq}B_{qn}$$

$$+ \frac{1}{2} e^{-4\alpha\phi} \left( C_{mkl} - 3B_{[mk}A_{l]} \right) g^{kl} \left( C_{pq}n - 3A_{[p}B_{qn]} \right),$$

(7.24)
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\[\mathcal{M}_{mz} = \frac{3}{2} e^{-4\alpha \phi} (C_{mkl} - 3B_{mkA_l})g^{kl,pq}B_{pq} + e^{2\beta \phi} A_m\]  
\[\mathcal{M}_{m1n2} = \frac{1}{\sqrt{2}} e^{-4\alpha \phi} (C_{mkl} - 3B_{mkA_l})g^{kl,n1n2}\]  
\[\mathcal{M}_{m1n2} = \frac{1}{\sqrt{2}} e^{-4\alpha \phi} (C_{mkl} - 3B_{mkA_l})g^{kl,p1}A_p + \frac{3}{\sqrt{2}} e^{-2(\alpha + \beta)\phi} B_{mp}g^{mn}\]  
\[\mathcal{M}_{zn} = \frac{3}{2} e^{-4\alpha \phi} B_{kl}g^{kl,pq}(C_{pqn} - 3B_{pqA_n}) + e^{2\beta \phi} A_n\]  
\[\mathcal{M}_{zz} = e^{2\beta \phi} + \frac{9}{2} e^{-4\alpha \phi} B_{kl}g^{kl,pq}B_{pq}\]  
\[\mathcal{M}_{z1n2} = \frac{3}{\sqrt{2}} e^{-4\alpha \phi} B_{pq}g^{pq,n1n2}\]  
\[\mathcal{M}_{z1n2} = \frac{3}{\sqrt{2}} e^{-4\alpha \phi} B_{kl}A_p g^{kl,pn} + 3A_{[p}B_{qn]}\]  
\[\mathcal{M}_{m1m2} = \frac{1}{\sqrt{2}} e^{-4\alpha \phi} g^{m1m2,pq}(C_{pqn} - 3A_{[p}B_{qn]})\]  
\[\mathcal{M}_{m1m2} = \frac{3}{\sqrt{2}} e^{-4\alpha \phi} g^{m1m2,kl}B_{kl}\]  
\[\mathcal{M}_{m1m2,n1n2} = e^{-4\alpha \phi} g^{m1m2,n1n2}\]  
\[\mathcal{M}_{m1m2,n1n2} = e^{-4\alpha \phi} g^{m1m2,pn1}A_p\]  
\[\mathcal{M}_{m1z} = -\frac{1}{\sqrt{2}} e^{-4\alpha \phi} g^{m1k,pq}A_k(C_{pqn} - 3B_{pqA_n}) - \frac{3}{\sqrt{2}} e^{-2(\alpha + \beta)\phi} g^{m1p}B_{pn}\]  
\[\mathcal{M}_{m1z} = -\frac{3}{\sqrt{2}} e^{-4\alpha \phi} g^{m1k,pq}A_kB_{pq}\]  
\[\mathcal{M}_{m1z,n1n2} = -e^{-4\alpha \phi} A_kg^{m1k,n1n2}\]  
\[\mathcal{M}_{m1z,n1n2} = \frac{1}{2} e^{-2(\alpha + \beta)\phi} g^{m1n1} - \frac{1}{2} e^{-4\alpha \phi} A_kg^{m1k,pn1}A_p\]  

We now have two possible reductions, depending on which components we choose to form the reduced generalised metric from \[\mathcal{M}_{MN}\]. In the following, the components that enter into \[\mathcal{M}_{MN}\] and \[\mathcal{M}_{AB}\] in the reduced theory are boxed in red and green respectively. For \(\text{SL}(5) \rightarrow \text{SL}(3) \times \text{SL}(2)\) we choose

\[
\mathcal{\hat{M}}_{MN} = \begin{pmatrix}
\hat{\mathcal{M}}_{mn} & \hat{\mathcal{M}}_{mz} & \hat{\mathcal{M}}_{m1n2} & \hat{\mathcal{M}}_{m1z} \\
\hat{\mathcal{M}}_{zn} & \hat{\mathcal{M}}_{zz} & \hat{\mathcal{M}}_{z1n2} & \hat{\mathcal{M}}_{z1z} \\
\hat{\mathcal{M}}_{m1m2} & \hat{\mathcal{M}}_{m1m2} & \hat{\mathcal{M}}_{m1m2,n1n2} & \hat{\mathcal{M}}_{m1m2,n1z} \\
\hat{\mathcal{M}}_{m1z} & \hat{\mathcal{M}}_{m1z} & \hat{\mathcal{M}}_{m1z,n1n2} & \hat{\mathcal{M}}_{m1z,n1z}
\end{pmatrix},
\]

\footnote{In principle, one should also be able to do the same for the DFT case considered above.}
whilst for SL(5) → O(3, 3), we choose

\[
\hat{\mathcal{M}}_{\hat{M}\hat{N}} = \begin{pmatrix}
\hat{M}_{mn} & \hat{M}_{mz} & \hat{M}_{m1n2} & \hat{M}_{m1z}
\hat{M}_{zn} & \hat{M}_{zz} & \hat{M}_{z1n2} & \hat{M}_{z1z}
\hat{M}_{m1m2} & \hat{M}_{m1z} & \hat{M}_{m1z,n1n2} & \hat{M}_{m1z,n1z}
\hat{M}_{m1z,n} & \hat{M}_{m1z} & \hat{M}_{m1z,n1n2} & \hat{M}_{m1z,n1z}
\end{pmatrix}.
\] (7.41)

In both cases we have suppressed the components that enter into the off-diagonal pieces but they should hopefully be clear from the above: each piece takes one component from each quadrant of \(\hat{\mathcal{M}}_{\hat{M}\hat{N}}\). We shall use the indices \(M, N\) to index the coordinate representation of the reduced theory and \(A, B\) to index the remaining coordinates. For the SL(3) × SL(2) reduction, we have \(Y^M = (Y^m, Y_{m1m2})\) whilst for the O(3, 3) reduction we have \(Y^M = (Y^m, Y_{m1z})\).

Note that we have introduced a slight abuse of terminology; the direction \(z\) plays different roles in the two reductions since it corresponds to the M-theory circle in the O(3, 3) reduction but to the decompactification of one of the directions of the M-theory 4-torus in oxidising \(d = 7\) to \(d = 8\). It is thus perhaps better to think of \(z\) as just some ‘distinguished’ direction rather than a compactification circle. The shift in perspective is indicated by the change in identification of the dilaton below since the fixing of the dilaton determines the particular embedding of the SL(3) ⊂ SL(5).

### 7.1.2.1 SL(5) EFT to SL(3) × SL(2) EFT Reduction

We begin by rescaling the whole SL(5) generalised metric \(\hat{\mathcal{M}}_{\hat{M}\hat{N}}\) by \(\hat{g}^\frac{1}{2} = g^\frac{1}{2} e^{\frac{6\alpha + 2\beta}{5}\phi}\) to obtain a determinant 1 generalised metric. From (7.40), we rearrange the components of the SL(5) generalised metric into blocks that expose the underlying structure that will become apparent in a moment:

\[
\hat{\mathcal{M}}_{\hat{M}\hat{N}} = g^\frac{1}{2} e^{-\frac{14\alpha + 2\beta}{5}\phi} \begin{pmatrix}
\hat{e}^{6\alpha\phi} g_{mn} + \frac{1}{2} \hat{C}_{mkl} g_{pq} \hat{C}_{pq} & \frac{1}{\sqrt{2}} \hat{C}_{mkl} g_{kl,n1n2} \\
\frac{1}{\sqrt{2}} g_{m1m2,pq} \hat{C}_{pq} & g_{m1m2,n1n2}^0
\end{pmatrix} + g^\frac{1}{2} e^{-\frac{4\alpha - 8\beta}{5}\phi} \begin{pmatrix}
(e^{(2\alpha + 4\beta)\phi} A_m A_n - \frac{1}{2} \hat{B}_{mp} g^{pq} \hat{B}_{qn}) & 0 \\
\frac{1}{2} \hat{B}_{mp} g^{pq} \hat{B}_{qn} & 0
\end{pmatrix},
\] (7.42)

\[
\hat{\mathcal{M}}_{\hat{M}\hat{B}} = g^\frac{1}{2} e^{-\frac{14\alpha + 2\beta}{5}\phi} \begin{pmatrix}
\frac{1}{2} \hat{C}_{mkl} g_{kl,pq} \hat{B}_{pq} & \frac{1}{\sqrt{2}} \hat{C}_{mkl} g_{kl,m11} A_p \\
\frac{1}{2} g_{m1m2,pq} \hat{B}_{pq} & g_{m1m2,m11} A_p
\end{pmatrix} + g^\frac{1}{2} e^{-\frac{4\alpha - 8\beta}{5}\phi} \begin{pmatrix}
(e^{(2\alpha + 4\beta)\phi} A_m & \frac{1}{2} \hat{B}_{mp} g^{m11})
\end{pmatrix},
\] (7.43)
We can make the group structure more explicit by defining dual coordinates

\[ \mathcal{M}_{AN} = g^\frac{1}{2}e^{-14\alpha+2\beta_0} \left( \begin{array}{c} \frac{1}{2\sqrt{2}} \hat{B}_{kl} g^{kl,pq} \hat{C}_{pqmn} \quad \frac{1}{2} \hat{B}_{kl} g^{kl,m_1n_2} \\ -\frac{1}{2\sqrt{2}} g^{m_1l,pq} A_l \hat{C}_{pqmn} \quad -A_l g^{m_1l,m_1n_2} \end{array} \right) \]  

(7.44)

\[ \mathcal{M}_{AB} = g^\frac{1}{2}e^{-14\alpha+2\beta_0} \left( \begin{array}{c} e^{(2\alpha+4\beta_0)} A_n \\ 0 \end{array} \right) \left( \begin{array}{c} \frac{1}{2} \hat{B}_{kl} g^{kl,pq} \hat{B}_{pq} \quad \frac{1}{2} \hat{B}_{kl} A_p g^{kl,m_1n_1} \\ -\frac{1}{2} g^{m_1l,pq} A_l \hat{B}_{pq} \quad -A_k g^{m_1k,m_1n_1} A_p \end{array} \right), \]  

(7.45)

where we have defined

\[ \hat{C}_{mnp} := C_{mnp} - 3B_{m[nn} A_{p]}, \quad \hat{B}_{mn} := 3\sqrt{2}B_{mn}. \]  

(7.46)

We can make the group structure more explicit by defining dual coordinates

\[ Y^\overline{m} := \varepsilon^{m_1n_2} Y_{m_1n_2}, \]  

(7.47)

where \( m = 1, 2, 3 \) indexes a distinct 3 of SL(3) to the first one that we indexed by \( m = 1, 2, 3 \) (and we have thus adorned with an overbar to distinguish the two) but that is raised and lowered with the same 3-dimensional metric such that \( g_{m\overline{n}} = g_{mn} = g_{\overline{m}n} = g_{\overline{m}\overline{n}} \), in the same way that \( g^{m_1m_2,n_1n_2} \) contains the same metric degrees of freedom as \( g_{mn} \). In terms of these coordinates, we have

\[ \mathcal{M}_{MN} = g^\frac{1}{2}e^{-14\alpha+2\beta_0} \left( \begin{array}{c} e^{6\alpha_0} g_{mn} + \hat{C}^2 \hat{g}_{mn} \quad \sqrt{2} \hat{C} \hat{g}_{mn} \quad \frac{1}{2} \hat{C} \hat{g}_{mn} \\ \sqrt{2} \hat{C} \hat{g}_{mn} \\ \frac{1}{2} \hat{C} \hat{g}_{mn} \end{array} \right) \]  

(7.48)

\[ \mathcal{M}_{MB} = g^\frac{1}{2}e^{-14\alpha+2\beta_0} \left( \begin{array}{c} \frac{1}{2\sqrt{2}} \hat{C}_{mkl} g^{kl,pq} \hat{B}_{pq} \quad \frac{1}{2\sqrt{2}} \hat{C}_{mkl} g^{kl,q_1n_1} A_q \\ \frac{1}{2\sqrt{2}} g^{mkl} \epsilon^{kplq} \hat{B}_{pq} \quad \frac{1}{2\sqrt{2}} g^{mkl} \epsilon^{kplq} A_q \end{array} \right) \]  

(7.49)

\[ \mathcal{M}_{AN} = g^\frac{1}{2}e^{-14\alpha+2\beta_0} \left( \begin{array}{c} \frac{1}{2\sqrt{2}} \hat{B}_{kl} g^{kl,pq} \hat{C}_{pqmn} \quad \frac{1}{2} g^{-\frac{1}{2}} \hat{B}_{kl} \epsilon^{klq_1} q_1n \quad -A_k \epsilon^{m_1kl} g_{ln} \\ -\frac{1}{2} g^{m_1l,pq} A_l \hat{C}_{pqmn} \quad -A_k \epsilon^{m_1kl} g_{ln} \end{array} \right) \]  

(7.50)
\[ \mathcal{M}_{AB} = g^2 e^{-4\alpha + 8\phi} \begin{pmatrix} e^{2(2\alpha + 4\beta)\phi} & 0 \\ 0 & \frac{1}{2} g^{m_1 n_1} \end{pmatrix} \]

(7.51)

Note that we have used the fact that \( \tilde{C}_{mnp} := C_{mnp} - 3B_{[m}A_{p]} \) is a top form such that \( \tilde{C}_{mnp} \propto \epsilon_{mnp} \).

In particular, we find

\[ e^{mkl}\tilde{C}_{kln} = 2\tilde{C}\delta_{m}^{n}, \quad \tilde{C} := \frac{1}{3!} e^{mnp}C_{mnp} \]

(7.52)

by taking the trace, giving \( \tilde{C}_{mnp} = \tilde{C}\epsilon_{mnp} \).

Under the above splitting, we can rewrite the SL(5) generalised metric in the same generalised KK ansatz as the DFT case (7.5)

\[ \tilde{\mathcal{M}}_{MN} = \begin{pmatrix} e^{2A\phi} \mathcal{M}_{MN} + e^{2B\phi} \mathcal{A}_{M}^{A} \mathcal{G}_{AB} \mathcal{B}_{N}^{B} & e^{2B\phi} \mathcal{A}_{M}^{A} \mathcal{G}_{AB} + e^{2A\phi} \mathcal{M}_{MN} \mathcal{B}_{N}^{B} \\ e^{2B\phi} \mathcal{G}_{AB} \mathcal{B}_{N}^{B} + e^{2A\phi} \mathcal{A}_{M}^{A} \mathcal{M}_{MN} \mathcal{B}_{N}^{B} & e^{2B\phi} \mathcal{G}_{AB} + e^{2A\phi} \mathcal{A}_{M}^{A} \mathcal{M}_{MN} \mathcal{B}_{N}^{B} \end{pmatrix}, \]

(7.53)

where

\[ \mathcal{M}_{MN} = \begin{pmatrix} e^{6\alpha\phi} g_{mn} + \tilde{\mathcal{G}}_{mn} & \sqrt{2} \tilde{g}_{mn} \\ \sqrt{2} \tilde{g}_{mn} & 2 \tilde{g}_{m\bar{n}} \end{pmatrix} \]

(7.54)

\[ \mathcal{A}_{M}^{A} = \begin{pmatrix} A_{m} & \tilde{B}_{mpn} \\ 0 & 0 \end{pmatrix}, \quad \mathcal{A}_{N}^{B} = \begin{pmatrix} A_{n} & 0 \\ -\tilde{B}_{qmn} & 0 \end{pmatrix} = (\mathcal{A}^{T})_{N}^{B} \]

(7.55)

\[ \mathcal{B}_{N}^{B} = \begin{pmatrix} 0 & \frac{1}{2} \epsilon_{mkl} \tilde{B}_{kl} \\ \frac{1}{2} \epsilon_{mkl} A_{l} & 0 \end{pmatrix}, \quad \mathcal{B}_{M}^{N} = \begin{pmatrix} 0 & \frac{1}{4} \epsilon_{mpq} \tilde{B}_{pq} \\ -\frac{1}{2} A_{q} \epsilon_{m1q1} & 0 \end{pmatrix} = (\mathcal{B}^{T})_{M}^{N} \]

(7.56)

\[ \mathcal{G}_{AB} = \begin{pmatrix} e^{2(2\alpha + 4\beta)\phi} & 0 \\ 0 & \frac{1}{2} g^{m_1 n_1} \end{pmatrix} \]

(7.57)

\[ e^{2A\phi} = g^{2} e^{-4\alpha + 8\phi}, \quad e^{2B\phi} = g^{2} e^{-4\alpha + 8\phi}. \]

(7.58)

Note that both \( \mathcal{A} \) and \( \mathcal{B} \) do not contain metric degrees of freedom as required. In particular \( \mathcal{B} \) is defined with the alternating symbol \( \epsilon \) without reference to the metric determinant. As in the DFT case, we have that \( \mathcal{A}^{A}_{M} \mathcal{B}^{M}_{B} = \mathcal{A}^{A}_{M} \mathcal{A}^{B}_{M} = 0 \) and so the inverse reduction ansatz is given by (7.10) except with \( \mathcal{M}_{MN} \rightarrow e^{2A\phi} \mathcal{M}_{MN} \) and \( \mathcal{G}_{AB} \rightarrow e^{2B\phi} \mathcal{G}_{AB} \).

To demonstrate that \( \mathcal{M}_{MN} \) is indeed the SL(3) \( \times \) SL(2) generalised metric, we define objects upon which the SL(2) action is manifest:

\[ C_{(0)} = \sqrt{\frac{g}{2}} \tilde{C}, \quad e^{\Phi} = e^{-3\alpha\phi} \sqrt{\frac{2}{g}} \]

(7.59)
Note that, like $\mathcal{B}$ (though unlike $\tilde{\mathcal{C}}$), the scalar $C_{(0)} = \frac{1}{\sqrt{3!}} \varepsilon^{mnp} C_{mnp}$ is also defined with the alternating symbol and so does not include the metric degree of freedom that $\tilde{\mathcal{C}}$ included; it is an independent degree of freedom from the metric determinant, as required. Then,

$$\mathcal{M}_{MN} = \sqrt{\frac{2}{g}} e^{3 \alpha \phi} g_{mn} \otimes \frac{1}{e^{-\Phi}} \left( e^{-2 \phi} + \frac{C_{(0)}^2}{C_{(0)}} \right).$$

(7.60)

In this form, it is clear that the generalised metric can be factorised into an $\text{SL}(3)$ component and an $\text{SL}(2)$ component as $\mathcal{M}_{MN} = M_{mn} \otimes M_{\alpha \beta}$. As in the usual KK ansatz, we have the freedom to fix $\alpha$ to a convenient value. One way to fix it would be to require that we reduce to a generalised metric that also has determinant 1. For the $\text{SL}(3)$ ‘generalised metric’ on the coordinate representation $R_1 = 3$ (which is really just the usual 3-dimensional metric), this occurs for $M_{mn} = g^{-\frac{1}{4}} g_{mn}$ from which

$$\sqrt{\frac{2}{g}} e^{3 \alpha \phi} = g^{-\frac{1}{4}}, \quad \Rightarrow \quad e^{2 \alpha \phi} = \left( \frac{g}{2^3} \right)^{\frac{1}{2}}. \quad (7.61)$$

The other constant $\beta$ can be fixed in the same way as the conventional Kaluza-Klein theory, namely by a choice of frame (by which we mean choice of Weyl scaling to give the string or Einstein frame). Although we shall not conduct the full reduction of the potential, we illustrate what we mean by singling out one of the terms that appears in the reduction. To simplify the analysis, we take $C_{mnp} = B_{mn} = 0$ which implies

$$A^M_A = \begin{pmatrix} A_m^0 \\ 0 \\ 0 \end{pmatrix}, \quad B^M_A = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \quad e^{2 \alpha \phi} A^M_A = 0. \quad (7.62)$$

In particular, that $B^M_A A^A_N = 0$. One of the terms in the $\text{SL}(5)$ potential is

$$\frac{1}{2} \hat{\mathcal{M}}_{MN} \hat{\mathcal{M}}_{MN} = -\frac{1}{4} g e^{-2B \phi} \partial m A_q \partial m A^q + \ldots \quad (7.63)$$

In particular, the first term contributes to an additional Maxwell term that appears in addition to the $\text{SL}(3) \times \text{SL}(2)$ potential. Taking into account the fact that the $\text{SL}(3) \times \text{SL}(2)$ potential comes with the scaling

$$-\frac{1}{12} \mathcal{M}_{MN} \partial_N \mathcal{M}^{KL} \partial_K \mathcal{M}^{KL} = -\frac{1}{12} \mathcal{M}_{MN} \mathcal{M}^{KL} \partial_K \mathcal{M}^{KL} \partial_N \mathcal{M}^{KL} + \ldots, \quad (7.64)$$

one sees that the potential and new Maxwell terms have a relative scaling (up to constant factors) of $g e^{2(A-B) \phi} = g e^{-2(\alpha-\beta) \phi}$ which can be fixed to land on any frame that one may wish by an appropriate choice of $\beta$. 
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7.1.2.2 SL(5) EFT to O(3, 3) DFT Reduction

The reduction of the O(3, 3) generalised metric, in the form (7.41) agrees with [173]:

\[
\hat{M}_{MN} = e^{16\alpha+12\beta\phi} g^{\frac{1}{2}} \left( g_{mn} - \tilde{B}_{mp} g^{pq} \tilde{B}_{qn} \right. \\
\left. - g_{mp} \tilde{B}_{qn1} g^{m1}_{n1} \right),
\]

\[
+ g^{\frac{1}{2}} e^{6\alpha+12\beta\phi} \left( \tilde{C}_{mkl} g^{kl} \tilde{C}_{pqn} + A_m A_n \sqrt{2} \tilde{C}_{mkl} g^{kl} A_p \right) \),
\]

\[
\hat{M}_{MB} = e^{6\alpha+12\beta\phi} g^{\frac{1}{2}} \left( A_m + \frac{1}{\sqrt{2}} \tilde{C}_{mkl} g^{kl} \tilde{B}_{pq} \sqrt{2} \tilde{C}_{mkl} g^{kl,n1} A_p \right) \),
\]

\[
\hat{M}_{AN} = e^{6\alpha+12\beta\phi} g^{\frac{1}{2}} \left( A_m + \frac{1}{\sqrt{2}} \tilde{B}_{kl} g^{kl} \tilde{C}_{pqn} \tilde{B}_{kl} A_p g^{kl,n1} \right) \),
\]

\[
\hat{M}_{AB} = e^{6\alpha+12\beta\phi} g^{\frac{1}{2}} \left( 1 + \frac{1}{2} \tilde{B}_{kl} g^{kl} \tilde{B}_{pq} \tilde{B}_{kl} g^{kl,n1} \right) \),
\]

where we have chosen different values of \( \alpha \) and \( \beta \) from the SL(3) \( \times \) SL(2) reduction, instead taking

\[
e^{-(4\alpha+2\beta\phi)} = 2,
\]

that will enable us to land on the canonical form of the DFT metric. Then, subject to the following identifications

\[
M_{MN} = \left( g_{mn} - \tilde{B}_{mp} g^{pq} \tilde{B}_{qn} \tilde{B}_{mp} g^{pq} \right),
\]

\[
\mathcal{A}_M^A = \left( A_m - \frac{1}{\sqrt{2}} \tilde{C}_{mkl} p_{2z} - \frac{1}{2} A_{[m} \tilde{p}_{1p2z]} \right) \),
\]

\[
\mathcal{A}_N^A = \left( A_n - \frac{1}{\sqrt{2}} \tilde{C}_{q12z} - \frac{1}{2} \tilde{B}_{[q12z} A_{n]} \right) \),
\]

\[
G_{AB} = \left( 1 + \frac{1}{2} \tilde{B}_{kl} g^{kl} \tilde{B}_{pq} \tilde{B}_{kl} g^{kl,n1} \right) \),
\]

\[
e^{2A\phi} = g^{\frac{1}{2}} e^{16\alpha+12\beta\phi} \),
\]

we can rewrite the SL(5) generalised metric as

\[
\hat{M}_{MN} = \left( e^{2A\phi} M_{MN} + e^{2B\phi} A_M^A G_{AB} A_N^B \right) e^{2B\phi} G_{AB}
\]

\[
e^{2B\phi} G_{AB}
\]
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which is the \textit{doubled KK ansatz} \cite{173}. Like the conventional KK ansatz, this can be understood as a particular case of the generalised KK ansatz given by \cite{753}. One may verify that the pieces of the SL(5) \(Y\)-tensor that would have entered into the \(B\)-twisted terms under this reduction happen to vanish and so the reduction of the generalised KK ansatz to this doubled KK ansatz in this case is non-trivial.

We note that the appearance of the \(Y\)-tensor in the generalised KK ansatz may be justified as follows: in the Kaluza-Klein reduction ansatz, the reduced fields are required to transform under the symmetries of the lower dimensional theory. In ExFTs, these must include the lower-dimensional (generalised) diffeomorphisms and so any appearance of the \(Y\)-tensor in the reduction ansatz could come about as a compensatory term to ensure the fields transform correctly.

\subsection{Some notes on the Reduction of Larger Generalised Metrics}

Larger generalised metrics are much more difficult to reduce in full; at \(E_{6(6)}\) and upwards it also contains the 6-form that couples electrically to the M5 whilst for \(E_{8(8)}\), it further contains the dual graviton as propagating degrees of freedom. It is evident that reductions from \(E_{6(6)}\) to SO(5, 5) and \(E_{8(8)}\) to \(E_{7(7)}\) must somehow exclude the 6-form and dual graviton respectively from the reduced generalised metric.

Additionally, the generalised metric grows with the coordinate representation. In particular this means that the number of blocks appearing in the generalised metric also grows; for \(E_{7(7)}\), the \(R_1 = 56\) decomposed under GL(7) to \(7 \oplus 21 \oplus 2\bar{1} \oplus 7\) produces \(4 \times 4\) block matrices and so it is not clear whether even the generalised KK ansatz \cite{75} is sufficient. The case for \(E_{8(8)}\) is even worse with \(R_1 = 248\). Setting all internal potentials to zero for simplicity, the generalised metric for \(E_{8(8)}\) (which we have rescaled to give determinant 1) when decomposed under GL(8) takes the form

\[
\hat{\mathcal{M}}_{\hat{M}\hat{N}} = \text{diag}\left[ \hat{g}_{\hat{m}_1\hat{n}_1}, \hat{g}_{\hat{m}_1\hat{m}_2\hat{n}_1\hat{n}_2}, \hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3\hat{n}_1\hat{n}_2\hat{n}_3}, \hat{g}_{\hat{m}_1\hat{n}_1\hat{n}_2\hat{n}_3}, \frac{1}{8} \hat{g}_{\hat{m}_1\hat{n}_1\hat{n}_2\hat{n}_3}, 1, \right]
\]

where \(\hat{m}_i, \hat{n}_i = 1, \ldots, 8\) and we have chosen the conventions

\begin{align}
\hat{g}_{\hat{m}_1\hat{m}_2\hat{n}_1\hat{n}_2} &:= \hat{g}_{\hat{m}_1[\hat{n}_1] \hat{g}_{\hat{m}_2[\hat{n}_2]}}, \\
\hat{g}_{\hat{m}_1\hat{m}_2\hat{n}_1\hat{n}_2} &:= \hat{g}_{\hat{m}_1[\hat{n}_1] \hat{g}_{\hat{m}_2[\hat{n}_2]}}, \\
\hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3\hat{n}_1\hat{n}_2\hat{n}_3} &:= \hat{g}_{\hat{m}_1[\hat{n}_1] \hat{g}_{\hat{m}_2[\hat{n}_2]} \hat{g}_{\hat{m}_3[\hat{n}_3]}}, \\
\hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3\hat{n}_1\hat{n}_2\hat{n}_3} &:= \hat{g}_{\hat{m}_1[\hat{n}_1] \hat{g}_{\hat{m}_2[\hat{n}_2]} \hat{g}_{\hat{m}_3[\hat{n}_3]}},
\end{align}

for the metrics on the antisymmetric representations. In principle, one could try the brute-force approach from the previous section and reduce the 8-dimensional internal
metric under the standard circle reduction ansatz (7.20). The antisymmetrised metrics
in this case are given by

\[
\hat{g}_{\hat{m}_1\hat{m}_2,\hat{n}_1\hat{n}_2} = \begin{pmatrix}
    e^{4\alpha \phi} g_{m_1 m_2, n_1 n_2} & -e^{2(\alpha + \beta) \phi} A_{[m_1 g_{m_2}, n_1 A_{n_2}]} \\
    -2e^{2(\alpha + \beta) \phi} A_{[m_1 g_{m_2}, n_1 A_{n_2}]} & \frac{1}{2} e^{2(\alpha + \beta) \phi} g_{m_1 n_1}
\end{pmatrix},
\]

(7.81)

\[
\hat{g}^{\hat{m}_1\hat{m}_2,\hat{n}_1\hat{n}_2} = \begin{pmatrix}
    e^{-4\alpha \phi} g_{m_1 m_2, n_1 n_2} & -e^{-4\alpha \phi} A_{[m_1 g_{m_2}, n_1 A_{n_2}]} \\
    -e^{-4\alpha \phi} g_{m_1 n_1} & \frac{1}{2} e^{-2(\alpha + \beta) \phi} g_{m_1 n_1}
\end{pmatrix} + \frac{1}{2} e^{-4\alpha \phi} (g^{m_1 n_1} A \cdot A - A^{m_1 A n_1})
\]

(7.82)

\[
\hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3,n_1\hat{n}_2\hat{n}_3} = \begin{pmatrix}
    e^{6\alpha \phi} g_{m_1 m_2 m_3, n_1 n_2 n_3} & -e^{2(\alpha + \beta) \phi} A_{[m_1 g_{m_2 m_3}, n_1 n_2 A_{n_3}]} \\
    +3e^{2(\alpha + \beta) \phi} A_{[m_1 g_{m_2 m_3}, n_1 n_2 A_{n_3}]} & \frac{1}{3} e^{2(\alpha + \beta) \phi} g_{m_1 m_2, n_1 n_2 A_{n_3}}
\end{pmatrix} + \frac{1}{3} e^{2(\alpha + \beta) \phi} (g_{m_1 m_2, n_1 n_2 A_{n_3}})
\]

(7.83)

\[
\hat{g}^{\hat{m}_1\hat{m}_2\hat{m}_3,n_1\hat{n}_2\hat{n}_3} = \begin{pmatrix}
    e^{-6\alpha \phi} g_{m_1 m_2 m_3, n_1 n_2 n_3} & e^{-2(\alpha + \beta) \phi} A_{[m_1 g_{m_2 m_3}, n_1 n_2 A_{n_3}]} \\
    -3e^{-2(\alpha + \beta) \phi} A_{[m_1 g_{m_2 m_3}, n_1 n_2 A_{n_3}]} & \frac{1}{3} e^{-2(\alpha + \beta) \phi} g_{m_1 m_2, n_1 n_2 A_{n_3}}
\end{pmatrix} + \frac{1}{3} e^{-2(\alpha + \beta) \phi} (g_{m_1 m_2, n_1 n_2 A_{n_3}})
\]

(7.84)

It is simple to check that \(\hat{g}_{\hat{m}_1\hat{m}_2,\hat{n}_1\hat{n}_2}\) and \(\hat{g}^{\hat{m}_1\hat{m}_2\hat{m}_3,\hat{n}_1\hat{n}_2\hat{n}_3}\) given above are indeed the
inverses of \(\hat{g}_{\hat{m}_1\hat{m}_2,\hat{n}_1\hat{n}_2}\) and \(\hat{g}^{\hat{m}_1\hat{m}_2\hat{m}_3,\hat{n}_1\hat{n}_2\hat{n}_3}\) respectively if we account for the fact that
the contraction of the decomposed indices requires the contraction conventions

\[
\hat{g}_{\hat{m}_1\hat{m}_2,p_1 p_2} \hat{g}^{\hat{p}_1 \hat{p}_2,\hat{n}_1\hat{n}_2} = \hat{g}_{\hat{m}_1\hat{m}_2,p_1 p_2} \hat{g}^{\hat{p}_1 \hat{p}_2,\hat{n}_1\hat{n}_2} + \hat{g}_{\hat{m}_1\hat{m}_2,p_1 p_2} \hat{g}^{\hat{p}_1 \hat{p}_2,\hat{n}_1\hat{n}_2} + \hat{g}_{\hat{m}_1\hat{m}_2,p_1 p_2} \hat{g}^{\hat{p}_1 \hat{p}_2,\hat{n}_1\hat{n}_2}
\]

(7.85)

\[
\hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3,p_1 p_2 p_3} \hat{g}^{\hat{p}_1 \hat{p}_2 \hat{p}_3,\hat{n}_1\hat{n}_2\hat{n}_3} = \hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3,p_1 p_2 p_3} \hat{g}^{\hat{p}_1 \hat{p}_2 \hat{p}_3,\hat{n}_1\hat{n}_2\hat{n}_3} + \hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3,p_1 p_2 p_3} \hat{g}^{\hat{p}_1 \hat{p}_2 \hat{p}_3,\hat{n}_1\hat{n}_2\hat{n}_3} + \hat{g}_{\hat{m}_1\hat{m}_2\hat{m}_3,p_1 p_2 p_3} \hat{g}^{\hat{p}_1 \hat{p}_2 \hat{p}_3,\hat{n}_1\hat{n}_2\hat{n}_3}
\]

(7.86)
Then, under these conventions, one may verify that

\[
\hat{g}_{\hat{m}_1\hat{n}_2, \hat{p}_1\hat{p}_2} \delta_{\hat{m}_1\hat{n}_2} = \delta_{\hat{m}_1\hat{n}_2} = \begin{pmatrix} 0 & 0 \\ 1 & \frac{1}{3} g_{\hat{m}_1\hat{n}_2} \end{pmatrix},
\]  

(7.87)

\[
\hat{g}_{\hat{m}_1, \hat{n}_2, \hat{p}_1\hat{p}_2} \delta_{\hat{m}_1, \hat{n}_2} = \delta_{\hat{m}_1, \hat{n}_2} = \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{3} g_{\hat{m}_1\hat{n}_2} \end{pmatrix}.
\]

(7.88)

However, the adjoint block \( \text{diag} \{ g_{\hat{m}_1\hat{n}_2}, \hat{g}_{\hat{m}_2\hat{n}_2} = \frac{1}{3} g_{\hat{m}_1\hat{n}_2}, 1 \} \) becomes troublesome as it contributes more off-diagonal terms than the \( \text{SL}(5) \) case and it is not clear what the appropriate ansatz should be in this case. As the generalised metric becomes more cumbersome it may be more efficient to consider the reduction of the generators or generalised coordinates for a qualitative picture of the reduction instead. Returning to the \( E_{6(8)} \) coordinate representation \( R_1 = 248 \), we decompose it under \( \text{SL}(9) \) to give

\[
248 \rightarrow 80 \oplus 84 \oplus 54.
\]

(7.89)

In terms of generators, we have

\[
\{ T^\hat{M} \}_{\text{SL}(9)} \rightarrow \{ E^\hat{m}, Z^\hat{m}_1\hat{m}_2, Z^\hat{m}_1\hat{m}_2\hat{m}_3 \},
\]

(7.90)

where \( \hat{m}, \hat{n} = 1, \ldots, 9 \). These satisfy the algebra [169]

\[
[E^\hat{m}_1, E^\hat{n}_2] = \delta_{\hat{m}_2}\hat{n}_1 E^\hat{m}_1 - \delta_{\hat{n}_2}\hat{m}_1 E^\hat{n}_1 ,
\]

(7.91a)

\[
[E^\hat{m}_1, Z^\hat{n}_1\hat{n}_2\hat{n}_3] = \left( 3 \delta_{\hat{m}_2}\hat{n}_1 Z^\hat{n}_2\hat{n}_3 - \frac{1}{3} \delta_{\hat{m}_1}\hat{n}_1 Z^\hat{n}_2\hat{n}_3 \right),
\]

(7.91b)

\[
[E^\hat{m}_1, Z^\hat{n}_1\hat{n}_2\hat{n}_3] = \left( 3 \delta_{\hat{m}_2}\hat{n}_1 Z^\hat{n}_2\hat{n}_3 - \frac{1}{3} \delta_{\hat{m}_1}\hat{n}_1 Z^\hat{n}_2\hat{n}_3 \right),
\]

(7.91c)

\[
[Z^\hat{m}_1\hat{n}_2\hat{n}_3, Z^\hat{n}_1\hat{n}_2\hat{n}_3] = -\frac{1}{3!} \epsilon_{\hat{m}_1\hat{n}_2\hat{n}_3\hat{a}_1\hat{a}_2\hat{a}_3\hat{p}_1\hat{p}_2\hat{p}_3} Z^\hat{p}_1\hat{p}_2\hat{p}_3 ,
\]

(7.91d)

\[
[Z^\hat{m}_1\hat{n}_2\hat{n}_3, Z^\hat{n}_1\hat{n}_2\hat{n}_3] = 16 \delta_{\hat{m}_1\hat{n}_2} E^\hat{m}_3 \hat{n}_3 ,
\]

(7.91e)

\[
[Z^\hat{m}_1\hat{n}_2\hat{n}_3, Z^\hat{n}_1\hat{n}_2\hat{n}_3] = +\frac{1}{3!} \epsilon_{\hat{m}_1\hat{n}_2\hat{n}_3\hat{a}_1\hat{a}_2\hat{a}_3\hat{p}_1\hat{p}_2\hat{p}_3} Z^\hat{p}_1\hat{p}_2\hat{p}_3 .
\]

(7.91f)

Under \( \text{GL}(8) \), each of the representations in (7.89) decompose as

\[
80 \xrightarrow{\text{GL}(8)} 63_9 \oplus 8_{-9} \oplus 8_{-9} \oplus 1_0 ,
\]

(7.92a)

\[
84 \xrightarrow{\text{GL}(8)} 56_{+3} \oplus 28_{-6} ,
\]

(7.92b)

\[
84 \xrightarrow{\text{GL}(8)} 56_{-3} \oplus 28_{+6} ,
\]

(7.92c)

whilst the generators break down according to

\[
\{ E^{\hat{m}} \}_{\text{GL}(8)} \rightarrow \{ E^m_n, E^m_n, E^9_m, E^9_n \} ,
\]

(7.93a)
Associating the index structures above to each representation, we see that the \( E_{8(8)} \) coordinates in this notation are

\[
\hat{Y}^J = (Y^m_9, Y^{m_1 m_2 g_2}, Y^{m_1 m_2 m_3}, Y^m_n, Y^g_9, Y^{m_1 m_2 m_3}, Y^{m_1 m_2 g_9}, Y^g_m),
\]

which is the familiar decomposition of \( E_{8(8)} \) where each set of coordinates correspond to the usual coordinates and the wrapping modes\(^{26}\) of the M2, M5, KK6, 5^3, 2^6 and 0(1,7) branes. We shall determine which components of the \( E_{8(8)} \) generalised metric enter into the \( E_{7(7)} \) generalised metric by determining how these coordinates fall into \( E_{7(7)} \) representations. In order to do so, we consider the decomposition of the \( \text{SL}(9) \) generators under another maximal subgroup \( \text{GL}(7) \times \text{SL}(2) \) as a stepping stone to reconstructing full \( E_{7(7)} \) representations. The relevant decompositions are

\[
\begin{align*}
\text{GL}(7) \times \text{SL}(2) & \rightarrow (7, 2)_{-9} \oplus (1, 3)_{0} \oplus (48, 1)_{0} \oplus (1, 1)_{0} \oplus (7, 2)_{+9}, \\
\text{GL}(7) \times \text{SL}(2) & \rightarrow (7, 1)_{-12} \oplus (21, 2)_{-3} \oplus (35, 1)_{+6}, \\
\text{GL}(7) \times \text{SL}(2) & \rightarrow (35, 1)_{-6} \oplus (21, 2)_{+3} \oplus (7, 1)_{+12},
\end{align*}
\]

whilst the generators break according to \((\bar{m}, \bar{n} = 1, \ldots, 7)\)

\[
\begin{align*}
\text{GL}(7) \times \text{SL}(2) & \rightarrow \{E^{\bar{m}}_{\bar{n}}\} \rightarrow \{E^{\bar{m}}_{\bar{n}}, E^{\bar{n}}_{\bar{m}}, E^8_{\bar{h}}, E^{8}_{\bar{h}}, E^{\bar{n}}_{\bar{h}}, E^{g}_{\bar{h}}, E^g_{\bar{h}}, E^g_{\bar{h}}\} \\
\text{GL}(7) \times \text{SL}(2) & \rightarrow \{Z^{\bar{m}_1 \bar{m}_2 \bar{m}_3}\} \rightarrow \{Z^{\bar{m}_1 \bar{m}_2 \bar{m}_3}_{\bar{m}_1 \bar{m}_2 \bar{m}_3}, Z^{\bar{m}_1 \bar{m}_2 \bar{m}_3}_{\bar{m}_1 \bar{m}_2 \bar{m}_3}, Z^{\bar{m}_1 \bar{m}_2 \bar{m}_3}_{\bar{m}_1 \bar{m}_2 \bar{m}_3}\} \\
\text{GL}(7) \times \text{SL}(2) & \rightarrow \{Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}\} \rightarrow \{Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}, Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}, Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}\}
\end{align*}
\]

Being explicit, the exact identification of the \( \text{GL}(7) \times \text{SL}(2) \) generators with the representations in (7.95) are

\[
\begin{align*}
(7, 2)_{-9} & : \{E^8_{\bar{n}}, E^g_{\bar{n}}\} \\
(48, 1)_{0} \oplus (1, 1)_{0} \oplus (1, 3)_{0} & : \{E^{\bar{n}}_{\bar{h}}, E^{\bar{h}}_{\bar{n}}, E^8_{\bar{h}}, E^{g}_{\bar{h}}, E^g_{\bar{h}}, E^g_{\bar{h}}, E^g_{\bar{h}}\} \\
(7, 2)_{+9} & : \{E^8_{\bar{n}}, E^{\bar{n}}_{\bar{h}}\} \\
(7, 1)_{-12} & : \{Z^{\bar{m}_1 \bar{m}_2 \bar{m}_3}\} \\
(21, 2)_{-3} & : \{Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}, Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}, Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}\} \\
(35, 1)_{+6} & : \{Z_{\bar{m}_1 \bar{m}_2 \bar{m}_3}\}
\end{align*}
\]

\(^{26}\)Actually, there is an additional subtlety; the \( 63 \oplus 1 \) contains an additional 8 coordinates over the KK6 wrapping modes which are thought to correspond to the wrapping modes of non-supersymmetric branes. The string theory interpretation of this is given in [74] whilst the \( E_{11} \) picture was given in [137].
Note that the SL(2) factor acts on the $T^2$, spanned by the directions $y^8$ and $y^9$, by exchanging $8 \leftrightarrow 9$ as expected. Comparing to the decomposition of 248 under $E_{7(7)} \times SL(2)$

$$248 = (133, 1) \oplus (56, 2) \oplus (1, 3),$$

we may reconstruct full $E_{7(7)}$ representations from those appearing in (7.95) by the SL(2) representations that appear here:

$$(133, 1)_{GL(7) \times SL(2)} \to (7, 1)_{-12} \oplus (35, 1)_{-6} \oplus (48, 1)_0 \oplus (1, 1)_0 \oplus (35, 1)_{+6} \oplus (7, 1)_{+12},$$

$$(1, 3)_{GL(7) \times SL(2)} \to (1, 3)_0,$$

$$(56, 2)_{GL(7) \times SL(2)} \to (7, 2)_{-9} \oplus (21, 2)_{-3} \oplus (21, 2)_{+3} \oplus (7, 2)_{+9}.$$  

Note, in particular, the doublet of 56 representations; $E_{8(8)}$ is large enough to contain two copies of the fundamental representation of $E_{7(7)}$. If we denote the generators of $E_{7(7)}$, decomposed under GL(7) $\times$ SL(2), as

$$\{\hat{T}^\lambda\} \xrightarrow{E_{7(7)} \times SL(2)} \{t^\alpha, t^i, t^9, t^\beta, t^M, t^\overline{M}\},$$

we are now ready to identify how the generators of $E_{8(8)}$ descend to $E_{7(7)} \times SL(2)$. The only non-trivial identification is for $(1, 1) \oplus (1, 3)$. Noting that the Cartan generators of $E_{8(8)}$ are $\{E^1_2, \ldots, E^7_8, R^{678}\}$, we decompose this under $E_{7(7)} \times SL(2)$ by deleting the node corresponding to $E^1_2$ in the extended Dynkin diagram leaving the Cartan generators of $E_{7(7)}$ and SL(2) to be $\{E^2_3, \ldots, E^7_8, R^{678}\}$ and $\{E^8_9\}$ respectively. Here, the generator $E^8_9$ corresponds to the extra node in the extended Dynkin diagram or, equivalently, the final node of the gravity line under $E_{8(8)} \to SL(9)$. Thus, the SL(2) triplet must then be formed from the generators $\{E^8_8, E^8_9, E^9_9\} \equiv \{t^\alpha, t^i, t^\beta\}$ and the $(1, 1)$ factor must be given by the remaining $\{E^9_8\}$ generator. Thus, we end up with the identification of the generators

$$t^\alpha : \{Z^{\tilde{n}}_8, Z^{\tilde{m}}_3 Z^{\tilde{m}}_3, E^{\tilde{n}}_8, E^9_8, Z^{\tilde{m}}_3 Z^{\tilde{m}}_3, Z^{\tilde{m}}_8\},$$

$$(t^i, t^9, t^\beta) : \{E^8_8, E^8_9, E^9_9\},$$

$$(t^M, t^\overline{M}) : \{E^8_8, E^8_9, Z^{\tilde{m}}_3 Z^{\tilde{m}}_3, Z^{\tilde{m}}_3 Z^{\tilde{m}}_9, Z^{\tilde{m}}_3 Z^{\tilde{m}}_9, Z^{\tilde{m}}_3 Z^{\tilde{m}}_9, E^{\tilde{m}}_8, E^{\tilde{m}}_9\}.$$
adjoint representation of $E_{7(7)}$, $M$ and $\overline{M}$ index distinct 56-dimensional representations and $(\xi, \eta, \phi)$ denote an SL(2) triplet of $E_{7(7)}$ singlets. To each of these generators, we assign coordinates with the same index structure in the usual fashion e.g. $Y^{m_1}$ is associated to $Z^{m_1 89}$ etc.

The above data is now sufficient to reconstruct all of the $E_{7(7)}$ coordinates from the $E_{8(8)}$ coordinates. Since we can trace the origin of the $E_{7(7)}$ generators back to those of $E_{8(8)}$ e.g. $E^{\tilde{m}_9}$ (associated to $Y^{\tilde{m}_9}$) descends from $E^{m_9}$ (associated to $Y^{m_9}$, or the usual coordinates), we may disentangle the two sets of $E_{7(7)}$ generalised coordinates $Y^M$ and $Y^{\overline{M}}$ by demanding that the geometric wrapping modes of $E_{7(7)}$ descend from the geometric wrapping modes of $E_{8(8)}$. This gives (note the mixing of 8 and 9 indices)

$$Y^M : \begin{cases} 
Y^{\tilde{m}_9} & \text{from usual coordinates} \\
Y_{\hat{m}_1 \hat{m}_2 9} & \text{from M2} \\
Y^{m_9} & \text{from M5} \\
Y^8_{\hat{m}} & \text{from KK6} \\
Y^{\tilde{m}_8} & \text{from KK6} \\
Y_{\hat{m}_1 \hat{m}_2 8} & \text{from 5}^3 \\
Y^{m_9 \hat{m}_1 \hat{m}_2 9} & \text{from 2}^6 \\
Y^9_{\hat{m}} & \text{from 0(1,7)} 
\end{cases} \quad (7.103)$$

$$Y^{\overline{M}} : \begin{cases} 
Y^{\tilde{m}_9} & \text{from usual coordinates} \\
Y_{\hat{m}_1 \hat{m}_2 \hat{m}_3} & \text{from 5}^3 \\
Y^{m_9} & \text{from KK6} \\
Y_{\hat{m}_1 \hat{m}_2 \hat{m}_3} & \text{from 5}^3 \\
Y^{m_9 \hat{m}_1 \hat{m}_2 \hat{m}_3} & \text{from M5} \\
Y^{m_9 \hat{m}_1 \hat{m}_2} & \text{from 2}^6 \\
Y^9_{\hat{m}} & \text{from 0(1,7)} 
\end{cases} \quad (7.104)$$

The remaining $E_{7(7)}$ coordinates are identified with the following on the $E_{8(8)}$ side:

$$Y^\alpha : \begin{cases} 
Y^{m_1 89} & \text{from 2}^6 \\
Y_{\hat{m}_1 \hat{m}_2 \hat{m}_3} & \text{from 5}^3 \\
Y^{m_9} & \text{from 0(1,7)} \\
Y_{\hat{m}_1 \hat{m}_2 \hat{m}_3} & \text{from M5} \\
Y^{m_9} & \text{from M2} 
\end{cases} \quad (7.105)$$

For the exotic branes, we may identify the branes by dualising in 8 dimensions and/or adding full sets of antisymmetric indices $[\hat{m}_1 \ldots \hat{m}_7 8]$ (note that the index 9 may be dropped as it is just a relic of the decomposition we took):

$$Y^{\tilde{m}_1 8} \equiv Y_{\hat{m}_2 \ldots \hat{m}_7 8, 8} \rightarrow 6^1 = \text{KK6} \quad (7.102a)$$
$$Y_{\hat{m}_1 \hat{m}_2 8} \equiv Y_{\hat{m}_1 \ldots \hat{m}_7 8, \hat{m}_1 \hat{m}_2 8} \rightarrow 5^3 \quad (7.102b)$$
$$Y^{m_1 \hat{m}_2 9} \equiv Y_{\hat{m}_1 \ldots \hat{m}_7 8, 3 \hat{m}_7 8} \rightarrow 2^6 \quad (7.102c)$$
$$Y^9_{\hat{m}_1} \equiv Y_{\hat{m}_1 \ldots \hat{m}_7 8, \hat{m}_1 \ldots \hat{m}_7 8, \hat{m}_1} \rightarrow 0^{(1,7)} \quad (7.102d)$$

The identifications of the geometric coordinates should hopefully be self-explanatory.
Actually, from an earlier footnote on the $E_{8(8)}$ coordinates, $Y^m_8$ and $Y^8_8$ may need to be identified with the duals of the wrapping modes of non-supersymmetric branes. With this, we see that one of the copies of the 56 coordinates descends from the geometric sector of $E_{8(8)}$ whilst the other descends from the non-geometric sector of $E_{8(8)}$. From here, it is simple to reconstruct the decomposition of the simplified generalised metric (7.106), if one so wished. However, this alone will not allow us to reduce the full generalised metric (with non-vanishing internal potentials); the brute force method remains the most direct, though troublesome, method to reduce it.

We end with a remark on how such a full reduction may still house new ideas. In the SL(5) case we saw that different ways of identifying the components that enter into the generalised metric of the reduced theory gave rise to reductions to distinct theories. For each $E_{n(n)}$ EFT, one should be able to reduce to at least the $E_{n-1(n-1)}$ EFT as well as the $O(n-1, n-1)$ DFT. However, as the size of the generalised metric (as well as the complexity of the reduction ansatz) increases, there is more freedom in how we may pick out the components that enter into the reduced generalised metric. It may then be possible that there exists more choices than the two we have highlighted that lead to reductions to theories that have not yet been studied in the literature, particularly if we do not restrict ourselves to circle reductions as we have done here.

### 7.2 Reduction of the section condition

We now consider how the section condition for a given ExFT reduces. We shall consider the reduction of the $E_{8(8)}$ EFT section condition to the $E_{7(7)}$ section condition in detail by an explicit reduction of the $Y$-tensor. We shall be more schematic in the reduction of the SL(5) section condition but shall reduce it to both the SL(3) $\times$ SL(2) and O(3, 3) section conditions.

#### 7.2.1 $E_{8(8)}$ EFT to $E_{7(7)}$ EFT

In reducing between EFTs, it quickly becomes clear that we need a consistent set of conventions for both theories that will allow us to reduce one to the other. However, the conventions presented in [46] (whilst, of course, internally consistent) are found to be incompatible with those of [47] and so we shall have to modify the conventions of both to conform to a consistent set of rules. In particular, we shall adopt the conventions of [182, 183] which give compatible reductions of the exceptional structure. We first set up some notation speaking first in generality and then restricting to the cases of interest.
later. Let the structure constants of an algebra \( \mathfrak{g} \) be defined through the commutation relations of the generators in the representation \( R \):

\[
[t^\alpha, t^\beta]_M^N = f^\alpha\beta\gamma (t^\gamma)_M^N \tag{7.107}
\]

where \( \alpha, \beta, \gamma = 1, \ldots, \dim \mathfrak{g} \) are adjoint indices and \( M, N = 1, \ldots, \dim R \) denote the indices of some representation \( R \) of \( \mathfrak{g} \), which may or may not also be the adjoint representation. The Killing form, with the canonical scaling, is defined as

\[
\tilde{\kappa}^{\alpha\beta} := \frac{1}{C_{\text{adj}}} f^{\alpha\gamma\delta} f^{\beta\delta\gamma}, \tag{7.108}
\]

where \( C_{\text{adj}} \) is the quadratic Casimir in the adjoint representation. The quadratic Casimir of a representation \( R \) is defined through the inverse Killing form and generators \( t^\alpha \) in \( R \) as

\[
C_R \delta^N_M := \tilde{\kappa}^{\alpha\beta} (t^\alpha)_M^P (t^\beta)_P^N. \tag{7.109}
\]

However, rather than work with the Killing form itself, we shall define the rescaled bilinear invariant

\[
\kappa^{\alpha\beta} := \text{Tr} (t^\alpha t^\beta) = (t^\alpha)_M^N (t^\beta)_N^M. \tag{7.110}
\]

Taking the trace of (7.109), we obtain

\[
C_R \cdot \dim R = \tilde{\kappa}^{\alpha\beta} (t^\alpha)_M^N (t^\beta)_N^M = \tilde{\kappa}^{\alpha\beta} \kappa^{\alpha\beta} \tag{7.111}
\]

and so we see that the rescaled and canonical Killing forms are related by

\[
\kappa^{\alpha\beta} = \frac{C_R \cdot \dim R}{\dim \mathfrak{g}} \tilde{\kappa}^{\alpha\beta}. \tag{7.112}
\]

It is then easy to check that the inverse rescaled Killing form satisfies

\[
\kappa^{\alpha\beta} (t^\alpha)_M^P (t^\beta)_P^N = \frac{\dim \mathfrak{g}}{\dim R} \delta^N_M. \tag{7.113}
\]

We thus end up with

\[
f^{\alpha\gamma\delta} f^{\beta\delta\gamma} = -\frac{\dim \mathfrak{g}}{\dim R} \frac{C_{\text{adj}}}{C_R} \kappa^{\alpha\beta} \tag{7.114}
\]

and we shall use this rescaled Killing-form (henceforth referred to as just ‘the Killing form’) to raise and lower adjoint indices. Finally, we introduce the Dynkin index of a
representation $R$ as

$$I_R := \frac{\dim R}{\dim g} C_R. \quad (7.115)$$

In the case that $R$ is the adjoint representation, the Dynkin index of the adjoint representation $I_{\text{adj}}$ coincides with the dual Coxeter number $g^\vee$ and so we obtain

$$\kappa_{\alpha \beta} = -\frac{I_R}{g^\vee} f_{\alpha \gamma \delta} f_{\beta \gamma \delta}. \quad (7.116)$$

As a consequence of this normalisation, we end up with the orthogonality of the structure constants

$$f^{\alpha \gamma \delta} f_{\beta \gamma \delta} = -\frac{g^\vee}{I_R} \delta_{\alpha \beta}. \quad (7.117)$$

For our purposes, we are interested in $\text{adj.} = R = 248$ for $E_8(8)$ and $\text{adj.} = 133, R = 56$ for $E_7(7)$ which have

$$g^\vee(E_8(8)) = 30, \quad I_{248} = 30$$

$$g^\vee(E_7(7)) = 18, \quad I_{56} = 6. \quad (7.118)$$

For this section, we shall use $\hat{M}, \hat{N} = 1, \ldots, 248$ and $\alpha, \beta = 1, \ldots, 133$ to index the adjoint representations of $E_8(8)$ and $E_7(7)$ respectively and $M, N = 1, \ldots, 56$ to index the coordinate representation of $E_7(7)$. We define the following Killing forms for $E_8(8)$ and $E_7(7)$ respectively (adorning hats on $E_8(8)$ objects).

$$\hat{\kappa}_{\hat{M} \hat{N}} = \hat{f}_{\hat{M} \hat{P}} \hat{Q} \hat{f}_{\hat{N} \hat{P}} \hat{Q}, \quad \kappa_{\alpha \beta} = \frac{1}{3} f_{\alpha \gamma \delta} f_{\beta \delta \gamma}. \quad (7.119)$$

Before we continue, we make a note on differing conventions in the literature. In the original $E_8(8)$ EFT paper [46], the authors define

$$\left(\mathcal{P}_{248}\right)^{\hat{M} \hat{K}}_{\hat{N} \hat{L}} = +\frac{1}{60} f^{\hat{M} \hat{P}}_{\hat{N} \hat{P}} f^{\hat{K} \hat{L}}_{\hat{L}} \quad (7.120)$$

with normalisation $\hat{f}^{\hat{M} \hat{K} \hat{L}} \hat{f}_{\hat{N} \hat{K} \hat{L}} = -60 \delta_{\hat{M} \hat{N}}$. By contrast, our normalisation is dictated by (7.117) as

$$\hat{f}^{\hat{M} \hat{P} \hat{Q}} \hat{f}_{\hat{N} \hat{P} \hat{Q}} = -\delta_{\hat{M} \hat{N}}. \quad (7.121)$$

which is the same convention as that used in [182]. Since both $E_8(8)$ and $E_7(7)$ possess invariants with which to identify $R_1$ and $\mathbf{R}_1$, we shall define our projectors to act on
$R_1 \otimes R_1$ with the following conventions:

$$\mathbb{P}_{MN}^{KL} \mathbb{P}_{KL}^{PQ} = \mathbb{P}_{MN}^{PQ}, \quad \mathbb{P}_{MN}^{MN} = \text{rnk} \mathbb{P}. \quad (7.122)$$

Then, we require

$$\left(\hat{\mathbb{P}}_{248}^{248}\right)_{KL}^{MN} = -\hat{f}_{KLP} \hat{f}_{PMN}. \quad (7.123)$$

Since the normalisation of the generators have the same sign but the projector differs from $[46]$ by a sign (when we identify their $\hat{f}_{K}^{MN}$ with our $\hat{K}^{MN}_{KL}$) we must compensate by introducing a minus sign for every instance of $\hat{P}_{248}$ such as in the generalised Lie derivative $\hat{f}_{KLP}^{MN}$. Note, however, that we do not need to introduce a minus sign for $\hat{P}_{3875}$. We also note the conventions of $[11]$, which is closer to ours and differs only by the scaling of the generators.

In our conventions, the projectors onto various irreducible representations of $E_{8(8)}$ within $248 \otimes 248$ are given by

$$\left(\hat{\mathbb{P}}_{1}^{248}\right)_{KL}^{MN} = \frac{1}{248} \hat{K}^{MN}_{KL},$$

$$\left(\hat{\mathbb{P}}_{248}^{248}\right)_{KL}^{MN} = -\hat{f}_{KLP} \hat{f}_{PMN}.$$  

$$\left(\hat{\mathbb{P}}_{3875}^{248}\right)_{KL}^{MN} = \frac{1}{7} \delta_{M}^{(N} \delta_{L}^{N)} - \frac{1}{56} \hat{K}^{MN}_{KL} \hat{M}^{NL} - \frac{30}{7} \hat{f}_{PMN} \hat{f}_{KL} \hat{f}_{P} \hat{f}_{N} L.$$  

$$\left(\hat{\mathbb{P}}_{27000}^{248}\right)_{KL}^{MN} = \frac{6}{7} \delta_{M}^{(N} \delta_{L}^{N)} + \frac{3}{217} \hat{K}^{MN}_{KL} \hat{M}^{NL} + \frac{30}{7} \hat{f}_{PMN} \hat{f}_{KL} \hat{f}_{P} \hat{f}_{N} L.$$  

$$\left(\hat{\mathbb{P}}_{30380}^{248}\right)_{KL}^{MN} = \frac{1}{2} \delta_{M}^{(N} \delta_{L}^{N)} + \hat{f}_{KLP} \hat{f}_{PMN}.$$  

Simple computations will verify that each of these square to themselves and project onto spaces of the correct dimensions. However, showing that $\hat{P}_{3875}$ and $\hat{P}_{27000}$ square to themselves will require the use of the identity

$$\hat{f}_{KRLM} \hat{f}_{L}^{N} \hat{f}_{P}^{MN} \hat{f}_{Q}^{NS} = \frac{1}{300} (\hat{K}^{Q} \hat{L}^{KP} + 2 \hat{K}^{L} \hat{K}^{L} \hat{P}^{Q})$$

$$- \frac{1}{6} (2 \hat{K}^{M} \hat{L}^{Q} \hat{M} \hat{L}^{Q} - \hat{K}^{Q} \hat{M} \hat{L}^{P}). \quad (7.129)$$

Noting that

$$\text{Sym}(248 \otimes 248) = 1 \oplus 3875 \oplus 27000,$$  

$$\text{Asym}(248 \otimes 248) = 248 \oplus 30380,$$  

we see that the projectors further obey the completeness relations

$$\left(\hat{\mathbb{P}}_{1}^{248}\right)_{KL}^{MN} + \left(\hat{\mathbb{P}}_{3875}^{248}\right)_{KL}^{MN} + \left(\hat{\mathbb{P}}_{27000}^{248}\right)_{KL}^{MN} = \delta_{M}^{(N} \delta_{L}^{N)}.$$  

$$\quad (7.132)$$
\[
\left(\hat{P}_{248}\right)_{KL}^{MN} + \left(\hat{P}_{30380}\right)_{KL}^{MN} = \delta_K^M \delta_L^N, \quad (7.133)
\]
and that the sum of all these projectors gives the identity on \(248 \otimes 248\), namely \(\delta_K^M \delta_L^N\). Finally, the relation between \(\hat{P}_{248}\) and \(\hat{P}_{3875}\) is modified to
\[
\left(\hat{P}_{3875}\right)_{KL}^{MN} = \frac{1}{7} \delta_K^M \delta_L^N - \frac{1}{56} \delta_K^M \delta_L^N - \frac{30}{7} \hat{J}^P_{KL} \hat{J}^N_{PL} - \frac{15}{7} \left(\hat{P}_{248}\right)_{KL}^{MN}, \quad (7.134)
\]
as may be verified by using the Jacobi identity
\[
\hat{J}^P_{MN} \hat{J}^N_{PL} = 2 \hat{J}^P_{MN} \hat{J}^N_{PL}. \quad (7.135)
\]
For \(E_7(7)\), our normalisation agrees with [47] but our choice of adjoint projector again differs by a sign:
\[
\left(\hat{P}_{133}\right)_{KL}^{MN} = -(t_\alpha)_{KL} (t_\alpha)^{MN}, \quad (7.136)
\]
where \((t_\alpha)_{MN} = (t_\alpha)_M P_{PN} = (t_\alpha)_{(MN)}\) are the generators of \(E_7(7)\) and \(\Omega_{MN}\) is the invariant symplectic form.\(^{28}\) Thus, as in the \(E_8(8)\) case, we need to introduce a sign into every instance of \(P_{133}\). Note, however, that the normalisation of the generators is still the same and follows from (7.113):
\[
(t_\alpha)_{MP} (t_\alpha)^{PN} = -(t_\alpha)_M P (t_\alpha)_P^N = -\frac{19}{8} \delta_N^M. \quad (7.138)
\]
In our conventions, the projectors of \(E_7(7)\) onto irreps in \(56 \otimes 56\) are
\[
\left(\hat{P}_{1}\right)_{KL}^{MN} = \frac{1}{56} \delta_K^M \delta_L^N \quad (7.139)
\]
\[
\left(\hat{P}_{133}\right)_{KL}^{MN} = -(t_\alpha)_{KL} (t_\alpha)^{MN} \quad (7.140)
\]
\[
\left(\hat{P}_{1463}\right)_{KL}^{MN} = \delta_K^M \delta_L^N + (t_\alpha)_{KL} (t_\alpha)^{MN} \quad (7.141)
\]
\[
\left(\hat{P}_{1539}\right)_{KL}^{MN} = \delta_K^M \delta_L^N - \frac{1}{56} \delta_K^M \delta_L^N. \quad (7.142)
\]
As before, these may be verified to square to themselves and project onto spaces of the correct dimension. Analogous to the \(E_8(8)\) relations, we have
\[
\text{Sym} (56 \otimes 56) = 133 \oplus 1463, \quad (7.143)
\]
\[
\text{Asym} (56 \otimes 56) = 1 \oplus 1539, \quad (7.144)
\]
\(^{28}\)Our conventions for contractions with the symplectic form are the standard in the literature:
\[
V^M = \Omega^{MN} V_N, \quad V_M = V^N \Omega_{NM}. \quad (7.137)
\]
with normalisation \(\Omega_{MK} \Omega_{NK} = \delta_K^M\)
which requires that the projectors satisfy the completeness relations

\[(\mathbb{P}_{133})_{KL} \hat{M} \hat{N} + (\mathbb{P}_{1463})_{KL} \hat{M} \hat{N} = \delta^K_L \delta^M_N), \quad (7.145)\]

\[(\mathbb{P}_1)_{KL} \hat{M} \hat{N} + (\mathbb{P}_{1539})_{KL} \hat{M} \hat{N} = \delta^K_L \delta^M_N), \quad (7.146)\]

with their sum giving the identity \(\delta^M_K \delta^N_L\) on \(56 \otimes 56\). Finally, since our normalisation of the generators is the same as \([47]\), we still have the relation

\[(t_\alpha)_M^K (t^\alpha)_N^L = \frac{1}{24} \delta^K_M \delta^L_N + \frac{1}{12} \delta^K_M \delta^N_L + (t_\alpha)_M^N (t^\alpha)_K^L - \frac{1}{24} \Omega_{MN} \Omega^{KL}. \quad (7.147)\]

In the conventions that we employ, the generalised Lie derivative of the \(E_8(8)\) EFT are

\[\hat{L}_{(\hat{\lambda}, \hat{\Sigma})} \hat{V}^M = \hat{\Lambda}^N \hat{\partial}_N \hat{V}^M + 60(\mathbb{P}_{248})^M_K \hat{\nabla}^L + \frac{1}{12} \hat{\partial}_N \hat{\hat{\Lambda}}^R \hat{\hat{\nabla}}_R \hat{\hat{\nabla}}_L \hat{\hat{V}}^K \quad (7.148)\]

\[\hat{L}_\Lambda \hat{V}^M = \Lambda^N \partial_N \hat{V}^M + 12(\mathbb{P}_{133})^M_K \hat{\partial}_N \Lambda^K \hat{V}^L + \lambda \partial_N \Lambda^N \hat{V}^M, \quad (7.149)\]

where we have further modified the definition of \(\hat{\Sigma}\) to take into account the difference in normalisation of the structure constants in \(E_8(8)\). Here, \(\hat{\Sigma}_M\) is a parameter for an extra gauge transformation, not present in other ExFTs, that is required for the generalised Lie derivative to close appropriately. It is a constrained parameter (in the sense that it is treated in the same way as a derivative with respect to the section condition) and appears to be a common feature of 3-dimensional ExFTs, appearing in \([17,46,59]\). In this form, we may read off the \(Y\)-tensor in these conventions as

\[\hat{Y}^{MN}_{KL} = 60(\mathbb{P}_{248})^M_L \hat{\nabla}^K + 2 \delta^K_M \delta^L_N), \quad (7.150)\]

\[Y^{MN}_{KL} = 12(\mathbb{P}_{133})^M_L \hat{\partial}_N \Lambda^K \hat{V}^L + \frac{1}{2} \delta^K_M \delta^L_N + \delta^K_M \delta^L_N \quad (7.151)\]

\[= -12(t_\alpha)_K \delta^K_M \delta^L_N - \frac{1}{2} \Omega_{KL} \Omega^{MN}. \quad (7.152)\]

We choose to break the \(E_8(8)\) generalised coordinates under \(E_{7(7)} \times \text{SL}(2)\) according to \(29\)

\[\hat{Y}^\alpha = (Y^\alpha, Y^Ma, Y^i). \quad (7.153)\]

Then, with the normalisation that we employ, the \(E_8(8)\) Killing form breaks under \(E_{7(7)}\) according to

\[\hat{k}_{MN} = \text{diag}(\kappa_{\alpha \beta}, \Omega_{MN} \varepsilon_{ab}, g_{ij}) \quad (7.154)\]

\(29\)We have condensed the notation from Section \(7.1.3\) for convenience. Here, \(Y^{Ma} = (Y^{M1}, Y^{M2}) \equiv (Y^M, Y^\alpha)\) and \(Y^i \equiv (Y^x, Y^y, Y^z)\) of that section.
\[ \hat{\kappa}^{\hat{M}\hat{N}} = \text{diag} \left( \kappa^{\alpha\beta}, \Omega^{MN} \varepsilon^{ab}, g^{ij} \right) \] (7.155)

where \( g_{ij} = -\delta_{ij} \) is the SL(2) Killing form (taken to be negative-definite\(^30\)) that raises and lowers SL(2) adjoint indices and \( \varepsilon_{ab} \) is the SL(2) invariant (i.e. \( i, j = 1, 2, 3 \) and \( a, b = 1, 2 \)). Here, \( \kappa^{\alpha\beta} \) is the Killing form on \( E_7(7) \) with the scaling defined above. The \( E_{8(8)} \) structure constants consistent with this Killing form are

\[
\hat{f}^{\hat{M}\hat{N}\hat{K}} = \begin{cases} 
\hat{f}^{\alpha\beta\gamma} = \frac{1}{\sqrt{5}} f^{\alpha\beta\gamma}, \\
\hat{f}^{MaNb\alpha} = -\frac{1}{\sqrt{30}} (t_a)_{MN} \varepsilon_{ab}, \\
\hat{f}^{ijk} = \frac{1}{\sqrt{30}} \varepsilon^{ijk}.
\end{cases}
\] (7.157)

Here, the \( D_i \) are the representation matrices of the 3 of SL(2) which we take to be anti-Hermitian Pauli matrices

\[
(D_i)^a_b = \frac{i}{2} (\sigma_i)^a_b.
\] (7.158)

We may also identify the adjoint representation as the symmetric representation via

\[
(D_i)^{ab} (D^i)^{cd} = -\frac{1}{4} (\varepsilon^{ac} \varepsilon^{bd} + \varepsilon^{ad} \varepsilon^{bc}).
\] (7.159)

We are now ready to reduce the generalised Lie derivative (7.148). Our ansatz for the reduction is to break the SL(2) covariance by selecting \( \hat{Y}^{\hat{M}T} \equiv Y^M \) to be our \( E_{7(7)} \) extended coordinates, and applying the following:

\[
\hat{\delta}_{M1} = \partial_M, \quad \hat{\delta}_{M2} = \hat{\delta}_{\alpha} = \hat{\delta}_i = 0,
\]

\[
\hat{V}^M = (\hat{V}^{M1} = V^M, 0, 0, 0),
\]

\[
\hat{\Lambda}^M = (\hat{\Lambda}^{M1} = \Lambda^M, 0, 0, 0),
\]

\[
\hat{\Sigma}^M = (\hat{\Sigma}^{M1} = \Sigma^M, 0, 0, 0)
\] (7.160-7.163)

i.e. drop all coordinate dependence on the extra extended coordinate \( \{ \hat{Y}^{M2}, \hat{Y}^\alpha, \hat{Y}^i \} \) and set all components of the fields to zero, apart from those in the \( E_{7(7)} \) section. As such, we are only interested in the \( M1 \) components of all our objects. Consider the restriction of the \( E_{8(8)} \) adjoint projector onto \((56, 2)\) indices \( Ma \):

\[
(\hat{\Phi}_{248})^{Ma}_{Kc}^{Nb}_{Ld} = -\frac{1}{5} (t_a)_{K}^{M} (t_a)_{L}^{N} \delta^{a}_{c} \delta^{b}_{d} - \frac{1}{120} \delta^{M}_{K} \delta^{N}_{L} (\delta^{a}_{d} \delta^{b}_{c} - \varepsilon^{ab} \varepsilon^{cd})
\] (7.164)

\(^30\)Note that the Levi-Civita symbol consequently picks up an extra sign in its contractions:

\[
\varepsilon_{ikl} \varepsilon_{ij}^{kl} = -2g_{ij}
\] (7.156)
\[
\begin{align*}
\frac{1}{60} \left( 12(\mathbb{F}_{133})^M K^N L &\delta^a_d \delta^b_c - \frac{1}{2} \delta^M_K \delta^N_L \delta^a_d \delta^b_c \right) + \frac{1}{120} \delta^M_K \delta^N_L \varepsilon^{ab} \varepsilon_{cd}.
\end{align*}
\] (7.165)

Upon setting \(a = b = c = d = 1\) (i.e. restricting entirely to the \(E_{7(7)}\) section), the last term drops out and we see that the reduction of the adjoint projector of \(E_{8(8)}\) yields the adjoint projector in \(E_{7(7)}\) as well as an extra \(\delta \delta\) term:

\[
\left( \hat{P}_{248} \right)^{M_1}_{K_1} N_1 L_1 = \frac{1}{60} \left( 12(\mathbb{F}_{133})^M K^N L - \frac{1}{2} \delta^M_K \delta^N_L \right).
\] (7.166)

The generalised Lie derivative then reduces as

\[
\hat{L}_{(\hat{\Sigma}, \hat{\Lambda})} \hat{V}^M \rightarrow \Lambda^N \partial_N V^M + \hat{\lambda} \partial_N \Lambda^N V^M + 12(\mathbb{F}_{133})^M K^N L \partial_N \Lambda^L + \left( \hat{\lambda} - \frac{1}{2} \right) \partial_N \Lambda^N V^M.
\] (7.167)

In particular, all terms involving the extra gauge parameter \(\hat{\Sigma}\) automatically drop out under our ansatz. We thus recover the \(E_{7(7)}\) generalised Lie derivative, where the weight under the \(E_{7(7)}\) generalised Lie derivative is identified with a shift of the weight under the \(E_{8(8)}\) generalised diffeomorphisms:

\[
\hat{\lambda} \rightarrow \hat{\lambda} - \frac{1}{2} := \lambda.
\] (7.169)

There is a more natural interpretation of this if we employ the \(Y\)-tensor. The reduction of the \(Y\)-tensor induced by (7.166) is

\[
\hat{Y}^{M_1 N_1}_{K_1 L_1} = Y^{MN}_{KL}.
\] (7.170)

The effective weight (\(\lambda_{\text{eff.}} = \lambda_V + \omega\) term reduces exactly and we are left with

\[
\hat{L}_{(\hat{\Sigma}, \hat{\Lambda})} \hat{V}^M = \hat{\Lambda}^N \partial_N \hat{V}^M + \hat{Y}^{MN}_{KL} \partial_N \hat{\Lambda}^L + \lambda_{\text{eff.}} \partial_N \hat{\Lambda}^N \hat{V}^M - \hat{\Sigma}^K_{\hat{f}_{\hat{K} \hat{M}}} \hat{V}^N \hat{V}^M \rightarrow \Lambda^N \partial_N V^M - \hat{Y}^{MN}_{KL} \partial_N \Lambda^L + \lambda_{\text{eff.}} \partial_N \Lambda^N V^M,
\] (7.171)

\[
:= \Lambda^N \partial_N V^M - V^N \partial_N \Lambda^M + Y^{MN}_{KL} \partial_N \Lambda^K V^L + \lambda_{\text{eff.}} \partial_N \Lambda^N V^M.
\] (7.172)

In this picture, we thus obtain a transfer of weight from the universal weight to the weight of \(V\) such that the effective weight in the two theories remains the same:

\[
\hat{\lambda} - 1 = \lambda - \frac{1}{2} = \lambda_{\text{eff.}}.
\] (7.174)
Recall that the generalised gauge field that forms the starting point of the rather intricate tensor hierarchy has an effective weight of 0 in both theories. The fact that this is not disturbed in this reduction is perhaps to be expected.

For completeness, we note the following restrictions to the \((56, 2)\) piece of the \(E_{8(8)}\) projectors:

\[
\begin{align*}
\left( \hat{\mathcal{P}}_1 \right)_{KcLd}^{MaNb} & = \frac{1}{248} \Omega_{KL} \Omega_{MN} \varepsilon^{ab} \varepsilon_{cd} \\
\left( \hat{\mathcal{P}}_{248} \right)_{KcLd}^{MaNb} & = -\frac{1}{5} \left( t_\alpha \right)_{K} \left( t_\alpha \right)_{L} \delta^{MN} \varepsilon^{ab} \varepsilon_{cd} + \frac{1}{60} \Omega_{KL} \Omega_{MN} \delta_{d}^{(a} \delta_{c}^{b)} \\
\left( \hat{\mathcal{P}}_{3875} \right)_{KcLd}^{MaNb} & = \left( \frac{1}{14} \delta_{K}^{M} \delta_{L}^{N} - \frac{3}{7} \left( t_\alpha \right)_{K} \left( t_\alpha \right)_{L} \delta^{N} \left( t_\alpha \right)_{M} + \frac{1}{56} \delta_{K}^{M} \delta_{L}^{N} \right) \delta_{d}^{a} \delta_{d}^{b} \\
& \quad + \frac{1}{14} \left( \delta_{K}^{M} \delta_{L}^{N} \right) - \frac{2}{31} \Omega_{KL} \Omega_{NM} \varepsilon^{ab} \varepsilon_{cd} \\
\left( \hat{\mathcal{P}}_{27000} \right)_{KcLd}^{MaNb} & = \frac{6}{14} \delta_{K}^{M} \delta_{L}^{N} + \frac{3}{7} \left( t_\alpha \right)_{K} \left( t_\alpha \right)_{L} \delta^{N} \left( t_\alpha \right)_{M} + \frac{1}{56} \delta_{K}^{M} \delta_{L}^{N} \delta_{d}^{a} \delta_{d}^{b} \\
& \quad + \frac{6}{14} \delta_{K}^{M} \delta_{L}^{N} + \frac{3}{7} \left( t_\alpha \right)_{K} \left( t_\alpha \right)_{L} \delta^{N} \left( t_\alpha \right)_{M} + \frac{1}{56} \delta_{K}^{M} \delta_{L}^{N} \delta_{d}^{a} \delta_{d}^{b} \\
& \quad - \frac{1}{16} \left( \delta_{K}^{M} \delta_{L}^{N} \right) - \frac{24}{31} \Omega_{KL} \Omega_{NM} \varepsilon^{ab} \varepsilon_{cd} \\
\left( \hat{\mathcal{P}}_{30380} \right)_{KcLd}^{MaNb} & = \frac{1}{5} \left( t_\alpha \right)_{K} \left( t_\alpha \right)_{L} \delta^{MN} \varepsilon^{ab} \varepsilon_{cd} - \frac{1}{60} \Omega_{KL} \Omega_{MN} \delta_{d}^{(a} \delta_{c}^{b)} + \delta_{d}^{[Ma} \delta_{Ld}^{Nb]}.
\end{align*}
\]

Note that the (anti-)symmetrisation of the composite indices \(Ma\) is given by

\[
\delta_{Kc}^{(Ma} \delta_{Ld}^{Nb)} = \frac{1}{2} \left( \delta_{K}^{M} \delta_{L}^{N} \delta_{d}^{a} \delta_{d}^{b} + \delta_{K}^{N} \delta_{L}^{M} \delta_{d}^{a} \delta_{d}^{b} \right),
\]

(7.180)

\[
\delta_{Kc}^{[Ma} \delta_{Ld}^{Nb]} = \frac{1}{2} \left( \delta_{K}^{M} \delta_{L}^{N} \delta_{d}^{a} \delta_{d}^{b} - \delta_{K}^{N} \delta_{L}^{M} \delta_{d}^{a} \delta_{d}^{b} \right).
\]

(7.181)

The sum of the relevant projectors then still satisfy

\[
\begin{align*}
\left( \hat{\mathcal{P}}_1 \right)_{KcLd}^{MaNb} + \left( \hat{\mathcal{P}}_{3875} \right)_{KcLd}^{MaNb} + \left( \hat{\mathcal{P}}_{27000} \right)_{KcLd}^{MaNb} + \left( \hat{\mathcal{P}}_{30380} \right)_{KcLd}^{MaNb} & = \delta_{Kc}^{(Ma} \delta_{Ld}^{Nb)},
\end{align*}
\]

(7.182)

\[
\begin{align*}
\left( \hat{\mathcal{P}}_{248} \right)_{KcLd}^{MaNb} + \left( \hat{\mathcal{P}}_{3875} \right)_{KcLd}^{MaNb} & = \delta_{Kc}^{[Ma} \delta_{Ld}^{Nb]}.
\end{align*}
\]

(7.183)

We now look in more detail at the \(E_{8(8)}\) section constraints (which is typically viewed as the vanishing of some other representation \(R_2 \subset R_1 \otimes R_1\))

\[
\left( \hat{\mathcal{P}}_{1,248,3875} \right)_{KcLd}^{MN} \hat{C}_M^I \otimes \hat{C}_N^J = 0,
\]

(7.184)

where \(\hat{C}_M, \hat{C}_M' \in \{ \hat{\delta}_M, \hat{\mu}_M, \hat{\Sigma}_M, \hat{\nu}_M, \hat{\Omega}_M, \ldots \} \) are covariantly constrained objects. However, since the projectors do not reduce exactly (e.g., in (7.166)), it is much more convenient to consider the section constraint in terms of the \(Y\)-tensor which does reduce
exactly (7.170). We thus consider the combination
\[ \hat{Y}^{MN} K \hat{N} \hat{M} \otimes \hat{C}_{\hat{N}}' = (62 \hat{P}_1 + 30 \hat{P}_{248} + 14 \hat{P}_{3875}) L K \hat{M} \hat{N} \hat{C}_{\hat{N}}' = 0. \] (7.185)
Substituting in the explicit forms of the projectors, the section constraints read
\[ \hat{K}^{KL} \hat{C}_{\hat{K}} \otimes \hat{C}'_{\hat{L}} = 0, \] (7.186)
\[ \hat{f}^{KL} \hat{C}_{\hat{K}} \otimes \hat{C}'_{\hat{L}} = 0, \] (7.187)
\[ \left( \delta^{(K}_{\hat{M}} \delta^{L)}_{\hat{N}} - 30 \hat{f}^{P(K}_{\hat{M}} \hat{f}^{L)}_{\hat{P}} \hat{N} \right) \hat{C}_{\hat{K}} \otimes \hat{C}'_{\hat{L}} = 0. \] (7.188)
The \( E_{7(7)} \) analogue of (7.184) is
\[ (P_1^{\pm 133})_{MN}^{KL} \partial_K \otimes \partial_L = 0 \] (7.189)
which can equivalently be obtained from the \( Y \)-tensor:
\[ Y^{KL} \partial_K \otimes \partial_L = (12 P_{133} + 28 P_1)_{NM}^{KL} \partial_K \otimes \partial_L = 0. \] (7.190)
Expanding the projectors in terms of invariants, this becomes
\[ \Omega^{KL} \partial_K \otimes \partial_L = 0, \quad (t^\alpha)^{KL} \partial_K \otimes \partial_L = 0. \] (7.191)
We now expand each of the \( E_{8(8)} \) constraints to explicitly verify that they reduce to the \( E_{7(7)} \) section constraints. The only non-trivial constraint obtainable from the first of the \( E_{8(8)} \) constraints, under the ansatz that only \( \hat{\partial}_M \neq 0 \), is
\[ \Omega^{KL} \varepsilon^{ab} \partial_{Ka} \otimes \partial_{Lb} \bigg|_{a=b=1} = 0 \] (7.192)
which always vanishes and is thus vacuous on the \( E_{7(7)} \) section. Looking at (7.157), the only two non-vanishing structure constants give
\[ \hat{f}^{\alpha KaLb} \partial_{Ka} \otimes \partial_{Lb} \bigg|_{a=b=1} = 0 \quad \rightarrow \quad (t^\alpha)^{KL} \varepsilon^{ab} \partial_{Ka} \otimes \partial_{Lb} \bigg|_{a=b=1} = 0, \] (7.193)
\[ \hat{f}^{i KaLb} \partial_{Ka} \otimes \partial_{Lb} \bigg|_{a=b=1} = 0 \quad \rightarrow \quad \Omega^{KL} (D^i)^{ab} \partial_{Ka} \otimes \partial_{Lb} \bigg|_{a=b=1} = 0. \] (7.194)
The first is, again, vacuous but the second gives one of the \( E_{7(7)} \) section constraints
\[ \Omega^{KL} \partial_K \otimes \partial_L = 0. \] (7.195)
The final constraint is symmetric under \( \hat{M} \leftrightarrow \hat{N} \) and so there are 6 possible independent constraints. If \( \hat{M} = \alpha \) and \( \hat{N} = \beta \) or \( \hat{M} = i \) and \( \hat{N} = j \), then it is vacuous since the
result is proportional to $\varepsilon^{ab} \hat{\partial}_{Ka} \otimes \hat{\partial}_{Lb}$. If $[\hat{M} = M$ and $\hat{N} = N], then we obtain
\[
\left( \frac{3}{4} \delta_{M}^{(K)} \delta_{N}^{L} - 6(t_{a})_{M}^{(K)} (t^{a})_{N}^{L} \right) \hat{\partial}_{K} \otimes \hat{\partial}_{L} = 0, \tag{7.196}
\]
which can be brought to the form
\[
-6(t_{a})_{MN} (t^{a})^{KL} \hat{\partial}_{K} \otimes \hat{\partial}_{L} = 0 \tag{7.197}
\]
on upon substituting in the relation (7.147), thereby recovering the second $E_{7(7)}$ section constraint. In fact, choosing $[\hat{M} = \alpha$ and $\hat{N} = j]$ gives
\[
-\sqrt{6} \frac{1}{2} (t^{a})^{KL} (D_{j})^{(cd)} \hat{\partial}_{Kc} \otimes \hat{\partial}_{Ld} = 0 \tag{7.198}
\]
and so also recovers the second $E_{7(7)}$ section condition. The remaining two choices, $[\hat{M} = \alpha$ and $\hat{N} = Nc]$ or $[\hat{M} = j$ and $\hat{N} = Nc], both vanish trivially as there are no structure constants of the required index structures. Thus the set of all $E_{8(8)}$ constraints, subject to (7.160), recovers both of the $E_{7(7)}$ constraints and nothing else.

Of particular interest here is that the maximal subgroup of $E_{8(8)}$ has an additional SL(2) symmetry over the $E_{7(7)}$ symmetry that is made manifest in the usual EFT. In particular, we have an SL(2) doublet worth of $E_{7(7)}$ coordinate representations inside the 248 of $E_{8(8)}$. In reducing the section constraints above, we explicitly broke the SL(2) covariance and chose $\hat{Y}^{M1} = Y^{M}$ to be the $E_{7(7)}$ extended coordinates. However, this choice was entirely arbitrary; we could equally have chosen $\hat{Y}^{M2} = Y^{M}$ (in the notation of Section 7.1.3) to be the $E_{7(7)}$ extended coordinates instead. More generally, we could have chosen $a = 1$ to be the extended coordinates on one local patch and $a = 2$ to be the extended coordinates on another local patch such that we require an SL(2) transformation to patch the two together in a manner reminiscent of the T- and U-folds of Hull. However, the interpretation of such configurations from the $E_{7(7)}$ perspective is not clear. It is not a non-geometric configuration of the sort that has been previously studied in the literature since the patching SL(2) transformation is not even a G-transformation and is thus not generated by the local symmetries of the supergravity fields. These may be considered as examples of ‘truly’ non-geometric backgrounds, of the sort hypothesised in \cite{13} and in much earlier works such as \cite{184}, in the sense that they cannot be related to any geometric configurations by duality transformations.

7.2.2 SL(5) EFT to SL(3) $\times$ SL(2) EFT and O(3,3) DFT

We begin with the SL(5) section constraint
\[
\hat{Y}^{MN} K L \hat{\partial}_{K} \otimes \hat{\partial}_{L} = 3! \delta_{M}^{(K)} \delta_{N}^{L} \hat{\partial}_{M} \otimes \hat{\partial}_{N} = 0, \tag{7.199}
\]
where we have used the fact that the \( R_1 = 10 \) indices can be written in terms of the 5-dimensional indices \( \hat{m}_1 = 1, \ldots, 5 \) as an antisymmetric pair \( \hat{M} = [\hat{m}_1 \hat{m}_2] \). It is well-known that the section condition has only two inequivalent solutions; the so-called M-theory section and the Type IIB section. These are solutions in the sense that they give rise to theories with no further constraints. Here, we consider the \( \text{SL}(3) \times \text{SL}(2) \) and \( \text{O}(3, 3) \) \( \text{ExFTs} \) as arising from partial solutions to the section conditions; choices of dropped coordinate dependences that give rise to theories with residual constraints.

These come in two classes. The first are obtained from imposing only a subset of the constraints that solve the section condition in the usual manner and these are expected to give the section conditions of the lower-dimensional \( \text{EFTs} \). The \( \text{SL}(5) \to \text{SL}(3) \times \text{SL}(2) \) reduction falls under this category. Further imposing the M-theory or Type IIB sections of the child \( \text{ExFT} \) should yield the M-theory or the Type IIB solutions of the child theory; this partial solution should be extensible to a full solution of the parent \( \text{ExFT} \)’s section constraint. The second is a partial solution that cannot be extended to a full M-theory or Type IIB solution in the manner described above. Whilst it may sound like this in conflict with the usual narrative that there are only two inequivalent solutions, we emphasise that this is not the case since it is not a full solution of the section condition. The \( \text{SL}(5) \to \text{O}(3, 3) \) reduction is an example of such a reduction.

We begin with a brief description of the usual story. For the M-theory section, we decompose \( \text{SL}(5) \) under \( \text{GL}(4) \) according to

\[
10 \to 4_{-3} \oplus 6_2
\]

which corresponds to the decomposition of the generalised coordinates

\[
\hat{Y}^{[\hat{m}_1 \hat{m}_2]} = \left( \hat{Y}^{\hat{m}_1 5}, \hat{Y}^{\hat{m}_1 \hat{m}_2} \right) = \left( Y^{\hat{m}_1 \hat{m}_2}, \frac{1}{2} \epsilon^{\hat{m}_1 \hat{m}_2 \hat{n}_1 \hat{n}_2} Y^{\hat{n}_1 \hat{n}_2} \right).
\]

(7.201)

The section condition decomposes under this branching as (here, we have rewritten the generalised Kronecker delta in terms of \( \epsilon \)-symbols)

\[
\epsilon^{\hat{k} \hat{m}_1 \hat{m}_2 \hat{n}_1 \hat{n}_5} \left( \partial_{\hat{m}_1 \hat{m}_2} \otimes \partial_{\hat{n}_5} + \partial_{\hat{n}_5} \otimes \partial_{\hat{m}_1 \hat{m}_2} \right) = 0,
\]

\[
\epsilon^{\hat{5} \hat{m}_1 \hat{m}_2 \hat{n}_1 \hat{n}_2} \partial_{\hat{m}_1 \hat{m}_2} \otimes \partial_{\hat{n}_1 \hat{n}_2} = 0.
\]

(7.202)

It is then easy to see that these are solved by dropping all coordinate dependences on the membrane wrapping coordinates

\[
\partial_{\hat{m}_1 \hat{m}_2} \sim \hat{\partial}_{\hat{m}_1 \hat{m}_2} = 0 \to \text{M-theory}.
\]

(7.203)

For the Type IIB section, we instead decompose \( \text{SL}(5) \) under \( \text{SL}(3) \times \text{SL}(2) \) as

\[
10 \to (\bar{3}, 1)_4 \oplus (3, 2)_{-1} \oplus (1, 1)_{-6}.
\]

(7.204)
The index splitting $\hat{m} = (m, \alpha)$ induces the decomposition of the generalised coordinates

$$\hat{Y}^{[\hat{m} \hat{n} \hat{\alpha}]} \rightarrow \left(Y^{[m_1 m_2]}, Y^{m_1 \alpha}, Y^{[\alpha \beta]}\right),$$

(7.205)

where $m = 1, 2, 3$ and $\alpha = 4, 5$, and the decomposition of the section condition

$$\delta_{k_1 l_1}^{m_1} \delta_{k_2 l_2}^{m_2} \delta_\gamma^\alpha (\partial_{m_1 m_2} \otimes \partial_{n_1 \alpha} + \partial_{n_1 \alpha} \otimes \partial_{m_1 m_2}) = 0,$$

$$\delta_{k_1 l_1}^{m_1} \delta_\gamma^\alpha (\partial_{m_1 \alpha} \otimes \partial_{n_1 \beta} - \partial_{m_1 n_1} \otimes \partial_{\alpha \beta} - \partial_{\alpha \beta} \otimes \partial_{m_1 n_1}) = 0.$$

(7.206)

The IIB section is then given by the choice

$$\partial_{m\alpha} = \partial_{\alpha \beta} = 0 \rightarrow \text{IIB}.$$

(7.207)

We now turn to how we can recover the $\text{SL}(3) \times \text{SL}(2)$ EFT and $\text{O}(3, 3)$ DFT section conditions from the above. Rather than follow the M-theory reduction, we consider what happens if we choose to set $\partial_{\hat{m}_1 \hat{n} 5} = 0$ instead of the M-theory solution (7.203). This does not fully solve the section condition and (7.202) instead reduces to

$$\varepsilon^{\hat{m}_1 \hat{m}_2 \hat{n}_1 \hat{n}_2} \partial_{\hat{m}_1 \hat{m}_2} \otimes \partial_{\hat{n}_1 \hat{n}_2} = 0.$$

(7.208)

To find solutions for this we further split $\hat{m} = (m, 4)$, similar to the Type IIB solution, for which

$$\varepsilon^{m_1 m_2 n_1 4} (\partial_{m_1 m_2} \otimes \partial_{n_1 4} + \partial_{n_1 4} \otimes \partial_{m_1 m_2}) = 0.$$

(7.209)

Owing to the notation $\otimes$, this can be compressed down to a single term

$$\varepsilon^{m_1 m_2 n_1} \partial_{m_1 m_2} \otimes \partial_{n_1 4} = 0.$$

(7.210)

If we identify $\varepsilon^{m_1 m_2 n_1} \partial_{m_1 m_2} \sim \partial^{\hat{m} 1}$ and $\partial_{n_1 4} \sim \partial_{\hat{n} 1}$ we obtain the $\text{O}(3, 3)$ DFT section condition

$$\partial^{\hat{m}} \otimes \partial_{\hat{m}} = 0.$$

(7.211)

We stress that, despite yielding a 3-dimensional section, this is not obtainable from the Type IIB solution since the usual coordinates of the DFT descend wholly from the usual coordinates of the M-theory section (recall that a Type IIB section shares two coordinates with the M-theory section but takes a third coordinate from the membrane wrapping directions). However, nor should it be thought of as a Type IIA ‘section’, since it was constructed as an independent (partial) solution to the M-theory section. It is perhaps better thought of an independent path through which one can obtain the Type IIA theory from the $\text{SL}(5)$ theory.
Table 7.1: The possible solutions and partial solutions that can be obtained from the SL(5) section constraint.

| Constraint | Residual Section Constraint | Resulting Theory |
|------------|-------------------------------|------------------|
| $\partial_{\bar{m}\bar{n}} = 0$ | $-$ | M-theory |
| $\partial_{\alpha\beta} = 0$ | $-$ | IIB |
| $\partial_{\bar{n}\bar{5}} = 0$ | $\partial^m \otimes \partial_m = 0$ | O(3,3) DFT |
| $\partial_{m\alpha} = 0$ | $\delta^m_{\gamma\delta} \delta_{\alpha\alpha} \otimes \partial_{\gamma\delta} = 0$ | SL(3) × SL(2) EFT |

The SL(3) × SL(2) section condition can be recovered from a similar analysis applied to the alternate splitting (7.206). Rather than taking the solution that gives the Type IIB section (7.207), if we instead choose to set

$$\partial_{m_1m_2} = 0$$  \hspace{1cm} (7.212)

then the only non-trivial remaining constraint is

$$\delta_{k_1l_1}\delta^m_{\gamma\delta} \partial_{m_{1\alpha}} \otimes \partial_{n_{1\beta}} = 0$$  \hspace{1cm} (7.213)

which is the SL(3) × SL(2) section condition. We have summarised the ways that one obtains the various theories that we discussed above in Table 7.1. We mention a couple of things to note. Firstly, since we obtained the SL(3) × SL(2) generalised metric from a KK reduction, we should further impose the KK isometry $\partial_{\alpha\beta} = 0$. However, since this is independent of the section constraint, we have not listed this in the table. Additionally, the table is not exhaustive; a circle reduction of the generalised metric in the Type IIB parametrisation is also likely to give further partial solutions that we have not discussed here but we expect that their respective section conditions can be recovered in an analogous fashion.

However, in the absence of such explicit calculations, it is not clear which choices of partial solutions admit such interpretations. For example, rather than taking the full IIB section, one might be tempted to consider setting only $\partial_{m\alpha} = 0$ to give rise to a constrained theory with some residual section condition. However, there is no reason to expect that such arbitrary choices will lead to recognisable ExFTs. A full classification would likely be based on considering subgroups of $\hat{G}$ which have representations that are consistent with the branching of the parent ExFT’s representations under that reduction (whether it be a circle/torus reduction or more general ansatzes). However, it is hopefully clear that the much more involved section conditions of larger EFTs may house more derivative EFTs than one might initially expect.
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7.3 Rewriting the $\mathcal{B}$-$\mathcal{F}$ Term in $E_{8(8)}$ EFT

Despite the similarity in the way that the EFTs are constructed, even a cursory look reveals that the details of the theories differ wildly by dimension. Focusing on the $d = 3$ and $d = 4$ EFTs, we have already outlined the novel features of the $E_{8(8)}$ coordinates, generalised Lie derivative and generalised metric but its differences from $E_{7(7)}$ EFT extends to the action as well. The former possesses the signature vector-scalar duality of $d = 3$ theories and a full Lagrangian description whilst the vector-vector duality of the latter is demoted to an extra condition on a pseudo-action as a twisted self-duality constraint on the generalised fieldstrength $\mathcal{F}_{\mu \nu}^M$. Additionally, the Chern-Simons term of $E_{8(8)}$ EFT must somehow source part of the topological and Yang-Mills terms of $E_{7(7)}$ EFT (since these are where the gauge sectors are encoded in the respective theories), but the identification is far from obvious.

In this section, we study how a subset of the terms in the $E_{8(8)}$ EFT Lagrangian density rearrange themselves into the terms found in the $E_{7(7)}$ EFT Lagrangian density. The full identification of the reduction will also involve a careful study of the topological terms in the two theories but this is complicated by the fact that one can add and remove terms that vanish under section condition (including terms that involve covariantly constrained objects) to both theories. Such topological terms may also involve boundary terms of the type described in [185] and are well beyond the scope of the present work.

Before we proceed, we first make a list of the pieces of the $E_{7(7)}$ fields that need to be identified from amongst the $E_{8(8)}$ fields. The external coordinates of $E_{7(7)}$ EFT are given by $\mu = (\hat{\mu}, 4)$ where $\hat{\mu} = 1, 2, 3$ are the external coordinates of the $E_{8(8)}$ EFT and the direction 4 is to be identified from the internal coordinates in $E_{8(8)}$. The $E_{7(7)}$ EFT gauge fields are $\{A_{\mu M}, B_{\mu \nu M}, B_{\mu \nu \alpha}\}$ where $M$ and $\alpha$ index the 56 coordinate- and 133 adjoint-representations of $E_{7(7)}$ EFT respectively. They decompose under this $3 + 1$ splitting to components of the form

$$A_\mu = \begin{pmatrix} A_{\hat{\mu}M} \\ A_4^M \end{pmatrix}, \quad B_{\mu \nu M} = \begin{pmatrix} B_{\hat{\mu} \hat{\nu} M} \\ B_{\hat{\mu} 4 M} \end{pmatrix}, \quad B_{\mu \nu \alpha} = \begin{pmatrix} B_{\hat{\mu} \hat{\nu} \alpha} \\ B_{\hat{\mu} 4 \alpha} \end{pmatrix}. \quad (7.214)$$

Some of these have an obvious $E_{8(8)}$ origin as follows:

$$A_{\hat{\mu} M} = \hat{A}_{\hat{\mu}}^M, \quad B_{\hat{\mu} 4 M} \sim \hat{B}_{\hat{\mu} M} + \ldots, \quad B_{\hat{\mu} 4 \alpha} \sim \hat{B}_{\hat{\mu} \alpha} + \ldots, \quad (7.215)$$

which are sourced from the $E_{8(8)}$ generalised gauge fields, decomposed under $E_{7(7)}$, as $\hat{A}_{\hat{\mu}} = (\hat{A}_{\hat{\mu}}^M, \ldots)$ and $\hat{B}_{\hat{\mu} M} = (\hat{B}_{\hat{\mu} M}, \hat{B}_{\hat{\mu} 4 M}, \ldots)$. We are thus left with three components which we have yet to determine the $E_{8(8)}$ origins of and we denote them as $\Phi$ to
differentiate them from the other fields:

\[ A_\mu^M = \left( \dot{A}_\mu^M \right), \quad B_{\mu \nu M} = \left( \dot{B}_{\mu \nu M} \right), \quad B_{\mu \nu \alpha} = \left( \dot{B}_{\mu \nu \alpha} \right). \] (7.216)

We have used ellipses to denote corrections to the naïve identification. Similarly, the \( E_{7(7)} \) generalised field strength of \( A \) decomposes under the KK splitting into the components

\[ \mathcal{F}_{\mu \nu}^M = \begin{pmatrix} \mathcal{F}_{\mu \nu}^M \\ \mathcal{F}_{\mu 4}^M \end{pmatrix}. \] (7.217)

The upper components have an obvious origin in the \( E_{8(8)} \) analogue \( \mathcal{F}_{\mu \nu}^M = (\mathcal{F}_{\mu \nu}^M, \ldots) \) such that (we have already shown the generalised Lie derivative already reduces correctly)

\[ \mathcal{F}_{\mu 4}^M = \mathcal{F}_{\mu 4}^M. \] (7.218)

The unidentified piece \( \mathcal{F}_{\mu 4}^M \) is given in terms of \( E_{7(7)} \) variables as

\[ F_{\mu 4}^M = \partial_\mu A_4^M - \partial_4 A_\mu^M - \frac{1}{2} \left( \ll_\mu A_\nu A_4^M - \ll_4 A_\mu A_\nu^M \right) \] (7.219)
\[ = D_\mu A_4^M + (\ll A_\mu A_4)^M, \] (7.220)
\[ \mathcal{F}_{\mu 4}^M = F_{\mu 4}^M - 12(t^\alpha)^{MN} \partial_N B_{\mu 4 \alpha} - \frac{1}{2} \Omega^{MN} B_{\mu 4 N}, \] (7.221)

where \( (\ll, \ll) \) is the symmetric part of the generalised Lie derivative and \( D_\mu := \partial_\mu - \ll_\mu A_\mu \) is the Lie-covariantised derivative. We rewrite this in terms of the \( E_{8(8)} \) variables that we identified above, giving

\[ F_{\mu 4}^M = D_\mu \dot{\Phi}^M + (\ll \dot{\Phi}, \dot{\Phi})^M \] (7.222)
\[ = \dot{D}_\mu \dot{\Phi}^M - 12(t^\alpha)^{MN} \partial_N \left( (t_\alpha)_P Q \dot{A}_\mu^P \dot{\Phi}^Q \right) \] (7.223)
\[ + \frac{1}{2} \Omega^{MN} (\partial \dot{N} \dot{A}_\mu^P \dot{\Phi}^P + \partial_N \dot{\Phi}^P \dot{A}_\mu^P) \]
\[ \mathcal{F}_{\mu 4}^M = \dot{D}_\mu \dot{\Phi}^M - 12(t^\alpha)^{MN} \partial_N \left( B_{\mu 4 \alpha} + (t_\alpha)_P Q \dot{A}_\mu^P \dot{\Phi}^Q \right) \] (7.224)
\[ - \frac{1}{2} \Omega^{MN} (B_{\mu 4 N} - \partial \dot{N} \dot{A}_\mu^P \dot{\Phi}^P - \partial_N \dot{\Phi}^P \dot{A}_\mu^P) \]

and so the components of the \( E_{7(7)} \) field strength are given in terms of \( E_{8(8)} \) fields as

\[ \mathcal{F}_{\mu \nu}^M = \begin{pmatrix} \dot{F}_{\mu \nu}^M \\ \dot{F}_{\mu \nu}^M \end{pmatrix}, \] (7.225)
\[ \dot{b}_{\mu \alpha} = B_{\mu 4 \alpha} + (t_\alpha)_P Q \dot{A}_\mu^P \dot{\Phi}^Q, \] (7.226)
\[ \dot{b}_{\mu M} = B_{\mu 4 N} - \partial \dot{N} \dot{A}_\mu^P \dot{\Phi}^P - \partial_N \dot{\Phi}^P \dot{A}_\mu^P. \] (7.227)
Note, in particular, that $\hat{b}_{\mu \bullet}$ is still given in terms of a mixture of $E_8(8)$ objects ($\hat{A}_{\mu}^M$, $\hat{F}_M$) and $E_7(7)$ objects ($B_{\mu \bullet}$). This is due to the fact that are not identifying the $E_8(8)$ $\hat{B}_\mu$ field as the $\hat{\mu}$-4 component of the $E_7(7)$ $B_{\mu \nu}$ directly, as we indicated by ellipses previously. We shall clear up the relation between all these fields below.

Our starting point is the sum of the kinetic term for the scalar sector and the $\hat{B}$-$\hat{F}$ contribution to the Chern-Simons term of $E_8(8)$ EFT (as before, we adorn all objects and indices in $d = 3$ with hats). The kinetic term can be written in terms of the scalar current,

$$\hat{\mathcal{J}}_{\mu}^M := \frac{1}{60} \hat{f}_K^M \hat{M}^{K Q} \hat{D}_\mu \hat{M}^{Q L},$$

(7.228)

and the uncovariantised field strength $\hat{F}$ may be improved to the fully covariantised field strength $\hat{\mathcal{J}}$ since the two differ only by terms that vanish under the section condition. Our starting point is the Lagrangian

$$\hat{\mathcal{L}} := \hat{\mathcal{L}}_{\text{kin.}} + \hat{\mathcal{L}}_{\text{CS}} = \frac{1}{240} \hat{D}_\mu \hat{M}^{M N} \hat{D}_\nu \hat{M}^{N \hat{M}} + \frac{1}{2} \varepsilon^{\mu \nu \rho} \hat{\mathcal{J}}_{\mu}^M \hat{B}_{\rho \hat{M}} + \ldots$$

(7.229)

where the ellipses represent terms that are independent of $\hat{B}$-field and so it is sufficient to vary (7.230) to obtain the $\hat{B}$-field equations of motion. In doing so, we use the fact that the scalar current is given explicitly by

$$\hat{\mathcal{J}}_{\mu}^M = \frac{1}{60} \hat{f}_K^M \hat{M}^{K Q} (\partial_\mu - \hat{A}_\mu \hat{D}_Q) \hat{M}^{Q L} + (\hat{M}^{M N} + \hat{k}^{M N})(\hat{f}_N^S \hat{\mathcal{J}}_{Q}^T \hat{\mathcal{D}}_\mu \hat{A}^T + \hat{B}_{\rho \hat{M}}).$$

(7.231)

The resulting equation of motion for $\hat{B}$ is then

$$\varepsilon^{\mu \rho \sigma} \hat{F}_{\rho \sigma}^{\hat{M}} \hat{J}_{\mu}^{\hat{M}} = 2 \varepsilon^{\mu \rho \sigma} \hat{J}_{\rho}^{\hat{M}} \hat{J}_{\sigma}^{\hat{M}},$$

(7.232)

which relates the fields in the scalar coset to the vector fields just as in a vector-scalar duality relation. Multiplying both sides of (7.231) by $\hat{J}_{\rho}^{\hat{M}}$ gives an expression of the form $\hat{B}_{\rho \hat{M}} \hat{J}_{\rho}^{\hat{M}} = \hat{J}_{\rho \hat{M}} \hat{J}_{\rho}^{\hat{M}} + \ldots$, from which we may rewrite both terms in (7.229) in terms of $\hat{J}^2$ terms as

$$\hat{\mathcal{L}} = \frac{3}{4} \varepsilon^{\mu \rho \sigma} \hat{J}_{\mu}^{\hat{M}} \hat{J}_{\rho}^{\hat{M}} \hat{J}_{\sigma}^{\hat{M}} + \ldots$$

(7.233)

The final ingredient that we need to proceed is to note that, in analogy with the
left-invariant currents in $\sigma$-models, we may write\textsuperscript{31}
\begin{equation}
\hat{j}_{\mu M} = \hat{D}_\mu \hat{\chi}_M , \tag{7.235}
\end{equation}
for some covariantly constrained $\hat{\chi}_M$ (a scalar on the external space).

We now return to (7.233) and split it into 3 terms so that we can proceed to identify the necessary pieces needed for the $E_{7(7)}$ theory:
\begin{equation}
\hat{\mathcal{L}} = a\hat{\epsilon}\hat{\theta}^{\hat{\mu}} \hat{j}_{\hat{\mu}} \hat{j}^\hat{M}_{\hat{\nu} \hat{M}} + b\hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{j}_{\hat{\mu}} \hat{j}^\hat{M}_{\hat{\nu} \hat{M}} + c\hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{j}_{\hat{\mu}} \hat{j}_{\hat{\nu} \hat{M}} + \ldots , \tag{7.236}
\end{equation}
subject to $a + b + c = \frac{3}{4}$. The first term, we rewrite back in terms of the scalars $D\hat{M}D\hat{M}^{-1}$ as
\begin{equation}
a\hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{j}_{\hat{\mu}} \hat{j}^\hat{M}_{\hat{\nu} \hat{M}} = -\frac{a}{60} \hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{D}_\mu \hat{\mathcal{M}}_{MN} \hat{D}_\nu \hat{\mathcal{M}}^\hat{M}_N = -\frac{a}{60} \hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{D}_\mu \hat{M}_{MN} \hat{D}_\nu \hat{M}^{MN} + \ldots ,
\end{equation}
where we have expanded the $E_{8(8)}$ coordinates under the $E_{7(7)}$ decomposition and restricted to the $E_{7(7)}$ coordinates (the $\text{SL}(2)$ index fixed to $a = 1$). We have also used the fact that the principal contribution to the $M1-N1$ component of the generalised metric should be the $E_{7(7)}$ generalised metric $\hat{\mathcal{M}}_{M1N1} = \mathcal{M}_{MN} + \ldots$. If we assume that the fourth direction is a (generalised) isometry of the fields, which we can describe by
\begin{equation}
\mathbb{L}_{\mathcal{A}_4} \bullet = 0 \quad \Rightarrow \quad \partial_{\bullet} = 0 , \tag{7.237}
\end{equation}
we can simply replace the covariant derivatives with the 4-dimensional completions as $\hat{D}_\mu \rightarrow D_\mu$. Finally, using the KK ansatz of the inverse external metric (7.3), we have $\hat{\epsilon} \hat{\theta}^{\hat{\mu}} = e^{-2\alpha \phi} \hat{\theta}^{\hat{\mu}}$ for which $e = e^{3\alpha \phi} \hat{\epsilon}$. Thus, we end up with
\begin{equation}
a\hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{j}_{\hat{\mu}} \hat{j}^\hat{M}_{\hat{\nu} \hat{M}} = -\frac{a}{60} e^{3\alpha \phi} \hat{\epsilon} \hat{\theta}^{\hat{\mu}} D_\mu \hat{M}_{MN} \hat{D}_\nu \hat{M}^{MN} + \ldots .
\end{equation}

For the second term, we write one of the $\hat{j}$ in terms of $\hat{\mathcal{F}}$ using vector-scalar relation (7.232) and the other using (7.235) to give
\begin{equation}
b\hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{j}_{\hat{\mu}} \hat{j}^\hat{M}_{\hat{\nu} \hat{M}} = \frac{be^{-3\alpha \phi} \hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{\mathcal{F}}_{\hat{\rho} \hat{\sigma}} \hat{j}^\hat{\rho} \hat{\mathcal{F}}_{\hat{\sigma} \hat{\nu} \hat{M}} \hat{D}_\nu \hat{\chi}_\hat{M} = \frac{be^{-3\alpha \phi} \hat{\epsilon} \hat{\theta}^{\hat{\mu}} \hat{\mathcal{F}}_{\hat{\rho} \hat{\sigma}} \hat{j}^\hat{\rho} \hat{\mathcal{F}}_{\hat{\sigma} \hat{\nu} \hat{M}} \hat{D}_\nu \hat{\chi}_\hat{M} \Omega_{NM} + \ldots .
\end{equation}\textsuperscript{31}

\textsuperscript{31}One way to see this is to start with the Bianchi identity for $\mathcal{F}$:
\begin{equation}
0 = \hat{D}_\mu \left( \hat{\epsilon} \hat{\theta}^{\hat{\rho}} \hat{\mathcal{F}}_{\hat{\rho} \hat{\sigma}} \hat{j}^\hat{\sigma} \hat{\chi}_\hat{M} \right) \otimes \hat{C}_N \quad \Rightarrow \quad 0 = \hat{D}_\mu \left( 2\hat{\epsilon} \hat{\theta}^{\hat{\rho}} \hat{\chi}_\hat{M} \right) \otimes \hat{C}_N , \tag{7.234}
\end{equation}
where $\hat{C}_M$ is a covariantly constrained object. We implement this by a Lagrange multiplier $+2\hat{D}_\mu \left( \hat{\epsilon} \hat{\theta}^{\hat{\rho}} \hat{\chi}_\hat{M} \right) \hat{\chi}_\hat{N}$, where $\hat{\chi}_\hat{N}$ is covariantly constrained. Varying (7.233) with respect to $\hat{\epsilon} \hat{\theta}^{\hat{\rho}} \hat{\chi}_\hat{M}$ yields that it can be written as the total derivative of $\hat{\chi}_\hat{N}$ (actually this requires more care since the variation of $\hat{j}$ is not unconstrained but rather given in terms of the variations of $\hat{\mathcal{A}}$ and $\hat{\mathcal{B}}$ and so, strictly speaking, we may need some projectors to act on an unconstrained $\hat{\chi}$).
Finally, for the third term, we use the relations \((7.231)\) and \((7.232)\), to rewrite it as

\[
\frac{ce\hat{\delta}^{\mu\rho}}{2}e^{\hat{\rho}\hat{\sigma}}\hat{F}_{\hat{\rho}\hat{\sigma}}^{\hat{M}}(\hat{B}_{\hat{M}} + \hat{f}_{\hat{M}} \hat{K} \hat{L} \partial_{\hat{K}} \hat{A}_{\hat{\mu}} + \ldots)
\]

where we have expanded the contracted \(E_{8(8)}\) indices in terms of \(E_{7(7)} \times \text{SL}(2)\) indices and focused on the \(\hat{M} = Ma\) pieces (the \((56, 2)\) representations) of the contracted indices (the decomposition of the Killing form and structure constants are given in \((7.153)\) and \((7.157)\) respectively\(^{32}\)). Since we only want non-trivial derivatives in the \(a = 1\) direction—the directions that form the \(E_{7(7)}\) generalised coordinates—we pick out only the \(M1 \equiv M\) indices:

\[
\frac{ce\hat{\delta}^{\mu\dot{\nu}} \hat{M}}{2} = \frac{ce^{-3\alpha\phi}}{2}e^{\dot{\rho}\dot{\sigma}}\hat{F}_{\dot{\rho}\dot{\sigma}}^{\dot{M}} \Omega_{MN} \left( -\Omega^{NK} \hat{B}_{\dot{M}K} + \sqrt{12} (t_\alpha)^{NK} \partial_{\dot{K}} \hat{A}_{\dot{\mu}} + \ldots \right).
\]

Then, the sum of the three terms can be written as

\[
\hat{\mathcal{L}} = -\frac{a}{60}e^{\alpha\phi}g^{\mu\nu}\mathcal{D}_\mu \mathcal{M}_{MN}\mathcal{D}_\nu \mathcal{M}^{MN}
\]

\[
+ e^{-3\alpha\phi}e^{\dot{\rho}\dot{\sigma}}\hat{F}_{\dot{\rho}\dot{\sigma}}^{\dot{M}} \Omega_{MN} \left( -\frac{b}{2} \hat{\nabla}^\chi - \frac{c}{2} \Omega^{NK} \hat{B}_{\dot{M}K} + c\sqrt{3} (t_\alpha)^{NK} \partial_{\dot{K}} \hat{A}_{\dot{\mu}} + \ldots \right),
\]

Then, for judicious choices of \(b\) and \(c\), the term in parentheses is of the form of \(\mathcal{F}_{\dot{\mu}}^\dot{A}N\) once we identify

\[
\frac{b}{2} \hat{\nabla}^\chi = \hat{\Phi}^N,
\]

\[
c\hat{B}_{\dot{M}K} = \hat{b}_{\dot{M}K} = B_{\dot{M}\dot{K}} - \partial_{\dot{K}} \hat{A}_{\dot{\mu}}^P \hat{\Phi}_P - \partial_{\dot{K}} \hat{\Phi}^P \hat{A}_{\dot{\mu}}^P,
\]

\[
c\sqrt{3} \hat{A}_{\dot{\mu}\alpha} = -12\hat{b}_{\dot{\mu}\alpha} = -12 (B_{\dot{\mu}\dot{\alpha}} + (t_\alpha)_{\dot{P}Q} \hat{A}_{\dot{\mu}}^P \hat{\Phi}^Q).
\]

The last two equations then give the precise form of the \(E_{7(7)}\) components in terms of \(E_{8(8)}\) fields that we previously denoted by ellipses in \((7.215)\). After the above manipulations, we are then left with

\[
\hat{\mathcal{L}} = -\frac{a}{60}e^{\alpha\phi}g^{\mu\nu}\mathcal{D}_\mu \mathcal{M}_{MN}\mathcal{D}_\nu \mathcal{M}^{MN} + e^{-3\alpha\phi}e^{\dot{\rho}\dot{\sigma}}\hat{F}_{\dot{\rho}\dot{\sigma}}^{\dot{M}} \Omega_{MN} \mathcal{F}_{\dot{\mu}}^\dot{A}N + \ldots
\]

\[
= -\frac{a}{60}e^{\alpha\phi}g^{\mu\nu}\mathcal{D}_\mu \mathcal{M}_{MN}\mathcal{D}_\nu \mathcal{M}^{MN} + \frac{1}{4} e^{-3\alpha\phi}e^{\mu\nu\rho\sigma}\mathcal{F}_{\mu\nu}^{M} \Omega_{MN} \mathcal{F}_{\rho\sigma}^N + \ldots.
\]

We are now very close to the desired result. The final piece of the puzzle is to use the

\(^{32}\)Strictly speaking, we should rescale the structure constants by \(\sqrt{60}\), relative to \((7.157)\), since we have reverted to the conventions of \([46]\) for this section. However, we shall demonstrate later that we do not need to worry about the precise scaling (at least at the classical level).
$E_{7(7)}$ twisted self-duality constraint for $F_{\mu \nu}^M$:

$$F_{\mu \nu}^M = \frac{1}{2} \mathcal{M}^M_{\;N} \sqrt{-g} \epsilon_{\mu \nu}^{\rho \sigma} F_{\rho \sigma}^N ,$$  

(7.243)

where $\mathcal{M}^M_{\;N} = \mathcal{M}^{MP} \Omega_{PN}$. With this final ingredient we may rewrite the second term as the Yang-Mills term in the $E_{7(7)}$ pseudo-action:

$$\mathcal{L}_{YM} = \frac{1}{4} \mathcal{M}^M_{\;N} F_{\mu \nu}^M F^{\mu \nu N} .$$  

(7.244)

Equivalently, the equations of motion of $E_{8(8)}$ EFT reduces (for appropriate choices of the coefficients $a, b$ and $c$) to the on-shell equations of motion of $E_{7(7)}$ EFT. Note that, since we started with (part of) the topological term in $E_{8(8)}$, the ellipsis will include terms that enter into the topological term in $E_{7(7)}$.

We make one final remark regarding the relative scaling coefficients $a, b$ and $c$ which were constrained to satisfy $a + b + c = \frac{3}{4}$. We actually have an additional freedom in rescaling $\hat{\chi}_{\hat{M}}$, which affects $b$ in (7.238), and so we can always find $a, b$ and $c$ such that the reduction of the terms to those in the $E_{7(7)}$ Lagrangian is exact.

We stress that the recombination of terms to produce the required scalar kinetic terms and Yang-Mills term for the $E_{7(7)}$ theory is highly non-trivial. It rests on:

- the equations of motion of the $\hat{B}$ field in the $E_{8(8)}$ EFT giving the $d = 3$ vector-scalar relation (7.232);
- the twisted self-duality relation of the $E_{7(7)}$ vector fields (7.243);
- and the isometry condition (7.237).

Finally let us comment that getting from the $\hat{B}\cdot\hat{F}$ term to a Yang-Mills term by spontaneously breaking the symmetry and integrating out a field is very similar to the Papageorgakis-Mukhi mechanism in Bagger-Lambert theory [188]. There the Chern-Simons scalar theory was turned into a Yang-Mills theory using the equations of motion from integrating out one of the vector fields after one of the scalars is given a constant vacuum expectation value. The situation is similar here where the $\hat{B}$-field is integrated out after the $E_{8(8)}$ symmetry is broken to $E_{7(7)}$.

### 7.4 Discussion

In this chapter, we have considered some of the aspects of reductions between ExFTs, with a particular focus on EFT-to-EFT reductions. We began with explicit examples of

---

\[ \text{[186]} \text{[187]} \]
the dimensional reduction of the generalised metric in ExFTs. For the SL(5) generalised metric, we described how both the SL(3) × SL(2) and O(3, 3) generalised metrics could be obtained by a Kaluza-Klein reduction by different identifications of the section. In doing so, we suggested a generalised Kaluza-Klein ansatz that both the DFT and SL(5) EFT generalised metrics respected and argued that both the conventional Kaluza-Klein ansatz and the ansatz of [173] could be understood as a special case of this generalised Kaluza-Klein reduction for which certain components of the Y-tensor vanish.

We outlined some of the difficulties faced when trying to reduce the generalised metrics of larger EFTs. These include the appearance of more on-shell degrees of freedom (the $C_{(6)}$ entering in $E_{6(6)}$ EFT and above and the dual graviton appearing in $E_{8(8)}$ EFT) as well as the increase in the number of blocks that appear in the generalised metric. These suggest that the generalised KK ansatz may not be the whole story.

We then considered the reduction of the section condition for $E_{8(8)}$ and SL(5) EFTs. The former emphasised the fact that we require a consistent set of conventions between the parent and child theories. We showed explicitly that, amongst other things, the projector onto the adjoint does not reduce exactly (rather acquiring a $\delta\delta$ term) but that the Y-tensor does and gave the interpretation that the effective weight remains unchanged between theories, even if though universal weight of the two theories differ. The reduction of the SL(5) section condition showed how the section conditions of smaller ExFTs can be obtained from the parent EFT as partial solutions to the section condition. In both instances, we raised the prospect of some rather intriguing phenomena.

For the $E_{8(8)} \rightarrow E_{7(7)}$ reduction, we suggested that the $(56, 2)$ within the 248 could allow for the section conditions to be solved independently on different local patches in such a way that they require the residual SL(2) symmetry to patch together correctly. For the SL(5) case, we instead suggested that taking partial solutions into consideration may allow for more ExFT reductions than one may have initially expected.

In the final section, we described how one of the topological terms of $E_{8(8)}$ EFT is better understood as a $B$-$F$ term that, taken together with the kinetic term for the scalar sector, reproduces the kinetic and Yang-Mills term of $E_{7(7)}$ EFT (more precisely, the equations of motion that we obtain agree with the on-shell equations of motion of $E_{7(7)}$ EFT) upon employing vector-scalar duality and the twisted self-duality condition.

There is still plenty left to explore in terms of reductions between ExFTs. The most conspicuous omission in this work is the reduction of the full tensor hierarchy; it is a non-trivial problem to determine how the on-shell degrees of freedom need to be reshuffled into the tensor hierarchy of the lower-dimensional EFT. On a related note, the reduction of the topological terms in each theory remains to be studied. Obvious extensions to the ideas presented here would be to consider reductions of EFTs on more general spaces [27] or even the Scherk-Schwarz reductions of EFTs [68]. It would also be interesting to construct explicit solutions using the KK type gauge fields in the reduction along the lines of [114].
Part IV

Conclusion
T-duality arose out of string theory from the possibility that closed strings could wind around compact directions. Its emergence was quite unexpected; with no analogous phenomenon for particles, there was no reason to expect the compactified string spectrum to possess such an invariance and even less reason for it to be as counter-intuitive as one that requires a compact direction in spacetime. One might be forgiven for dismissing it as nothing more than a quirk of strings and yet its existence has turned out to be of profound importance within string theory. Its action on the open string finally gave credence to the view that D-branes—previously only viewed as boundary conditions to the string—should be considered as dynamical objects in their own right and the realisation that both S- and T-duality descended from a more fundamental duality of branes, going by the name U-duality, in one dimension higher acted as the main driver of the developments in the mid- to late-’90s that saw the unification of the five distinct superstring theories into a single framework called M-theory.

Extended field theories (ExFTs) were constructed as a formalism in which such remarkable dualities (or rather the continuous solution-generating groups) are promoted to a manifest symmetry of a theory in higher dimensions. Dual solutions are encoded as ambiguities in how one identifies the physical section in the presence of isometries. The idea itself is not new; the unification of the local symmetries of the supergravity fields into the solution-generating group acting on a higher-dimensional space followed in the footsteps of the old ideas of Theodor Kaluza and Oskar Klein. However, the construction itself is tricky since Kaluza-Klein theory alone turned out to be insufficient since the unified transformations do not close on an algebra. We thus began this thesis with an introduction of how this is resolved, giving a description of the construction of ExFTs that tried to emphasise the underlying themes common to both DFT (for T-duality) and EFT for (U-duality).

Despite a construction that might suggest that ExFTs are a mere rewriting of supergravities, they have proven to be far more powerful than one might initially expect. We thus dedicated the bulk of this thesis to studying some of the aspects that reach beyond conventional supergravities by presenting three studies of various exotica arising
We began with exotic branes, of which there is now a significant body of work studying them even within ExFTs. These include the globally non-geometric T-folds and U-folds of Hull that require patching of local descriptions by duality transformations and thus do not admit a global geometric description. These led to a natural extension to objects called ‘locally non-geometric objects’ which do not even admit local descriptions in terms of supergravity fields since they generically depend on winding or wrapping coordinates in ExFTs. A more careful analysis of such objects using the GLSM model suggests that these coordinate dependences are to be interpreted in terms of worldsheet instanton corrections \[79,128,145-147\].

In Chapter 3, we constructed an explicit solution in \(E_7(7)\) EFT that unified many of the codimension-2 exotic branes that were argued to exist within string theory in \[44,73,74,133\]. We showed explicitly how the M-theory and Type IIB sections of EFT reproduced those duality-related codimension-2 objects, placing a particular emphasis on how they are related by simple rotations in the extended space. The fact that any consistent rotation of that solution led to some known background in string theory is suggestive of the fact that every rotation from a valid solution produces another solution that, in the string theory picture, can be obtained by a judicious choice of duality transformations.

We thus began an algorithmic enumeration of such backgrounds, producing the complex webs outlined in Appendices C and D. We found agreement with the literature on mixed-symmetry potentials (to which these exotic branes couple to) that were obtained from separate representation-theoretic arguments \[75,124,125,136,137,156\]. We ended our discussion of exotic branes, emboldened by multiple examples of ExFTs allowing the unification of multiple solutions \[5,76-79,114\], with the intriguing possibility that all branes (including exotic branes) could be unified into a single solution under an \(E_{11}\) symmetry.

In the second of our studies, we considered a completely different exotic aspect of ExFTs. The study of non-Riemannian geometries—backgrounds that do not admit even a local description in terms of a Riemannian metric—was started for DFT in \[20,87-89\] and culminated in a full classification of admissible backgrounds that satisfied the \(O(D,D)\) constraints. These included various atypical geometries, such as the non-relativistic Gomis-Ooguri limit of string theory or the contrasting ultra-relativistic Carroll geometry. In particular, we demonstrated in Chapter 5 that the former could be obtained from a T-duality transformation of the fundamental string along a time-like direction to yield the poorly understood negative-tension string. The power of ExFTs is that they can still be used to describe such singular geometries since, even if the spacetime metric is singular, the full generalised metric remains non-singular and well-behaved everywhere.

The focus of Chapter 6 was an EFT analogue of the maximally non-Riemannian solution of DFT which admits a moduli-free reduction of supergravities. In both DFT and \(E_{8(8)}\) EFT, the generalised metric becomes non-dynamical and all fluctuations are...
projected out. We argued in detail that these particular solutions should be interpreted as a $G/G$ coset structure. Perhaps unexpectedly, the $E_{8(8)}$ maximally non-Riemannian solution landed us on a particular 3-dimensional topological theory [158] which had only previously been obtained by a truncation of the full EFT. Along with the previously mentioned backgrounds, this is exemplary of the fact that non-Riemannian backgrounds seem to have an affinity for appearing in rather unexpected places.

The final aspect of ExFTs that we considered was working towards filling in a hole in the literature, namely the reduction of EFTs to EFTs. In particular, we focused on the reduction of the generalised metric, coordinates, section condition and pieces of the $E_{8(8)}$ EFT action to $E_{7(7)}$ EFT. In doing so, we mostly confirmed what one might expect from such reductions. However, we still found some indications that even the simplest reductions to one EFT smaller could harbour some rather unexpected possibilities. For example, the section in $E_{8(8)}$ EFT is actually large enough to contain two copies of $E_{7(7)}$ EFT section and the SL(2) symmetry relating them must be broken by hand to land on $E_{7(7)}$ EFT. This raises the intriguing possibility of partially solving the $E_{8(8)}$ section conditions differently on two different patches in such a way that the two are not even related by a solution-generating $E_{7(7)}$ transformation in the reduced theory. However, whilst the solution-generating transformations (and hence duality transformations) have an origin in the local symmetries of supergravities, the supergravity interpretation of the requisite SL(2) transformation relating these two sections is far from clear and remains to be understood.

As we have hopefully demonstrated, our understanding of ExFTs is far from complete. Despite their constructions being intimately linked with the conventional supergravity lore they have demonstrated rather unexpected ties with much more recent developments in string and M-theory. With the underlying theme of ExFTs being unification, it remains to be seen what other strands they can pull together. We hope that studying such exotica (both inside and outside of ExFTs) will stimulate more developments in these areas. Indeed, having demonstrated the considerable power of ExFTs, perhaps it is time to turn the tables and start searching for predictions of ExFTs within string- and M-theory.
Here we show, by explicit computation, that the field strength of the generalised gauge field, defined by the ansatz (3.41) together with $B_{\mu\nu} \cdot = 0$, in the non-geometric solution of $E_7(7) \times \mathbb{R}^+$ EFT satisfies the twisted self-duality constraint (3.16) and the generalised Bianchi identity (3.15).

### A.1 Twisted Self-Duality

Applying the simplifications $B_{\mu\nu} \cdot = 0$ and demanding that the generalised vectors do not depend on the internal coordinates ($\partial_N A_\mu^M = 0$) the covariantised generalised field strength reduces to the Abelian field strength

$$ F_{\mu\nu}^M \rightarrow F_{\mu\nu}^M = 2\partial_{[\mu} A_{\nu]}^M. $$  \hspace{1cm} (A.1)

Recall that the external coordinates are taken to be $x^\mu = (t, r, \theta, z)$. For the ansatz given above, the only non-vanishing components of the field strength in the 5$^3$ frame are

$$ F_{\mu\nu}^M = (F_{tr}^{\xi\chi}, F_{t\theta}^{\xi\chi}, F_{r\theta}^{\xi\chi}, F_{r\chi}^{\xi\chi}, F_{z\theta}^{\xi\chi}) $$  \hspace{1cm} (A.2)

$$ = \left( \frac{\sigma(\sigma^2 \theta^2 - H^2)}{rH^2}, \frac{2\sigma^2 \theta^2}{H}, -\frac{2\sigma^2 \theta H}{rK^2}, \frac{\sigma(\sigma^2 \theta^2 - H^2)}{K^2} \right). $$  \hspace{1cm} (A.3)

We begin by considering $F_{tr}^{\xi\chi}$ component:

$$ F_{tr}^{\xi\chi} = -\left|g_{(4)}\right|^\frac{1}{2} \varepsilon_{tr\theta z} g^{\theta \xi \chi} g^{zz} \Omega^{\xi\chi} \xi \chi A^{\xi\chi} \xi \chi F_{\theta z}^{\xi\chi}. $$  \hspace{1cm} (A.4)

Substituting $\Omega^{\xi\chi} \xi \chi = -e^{\Delta} \delta^{\xi\chi} = -\left|g_{(4)}\right|^\frac{1}{2} \delta^{\xi\chi}$ and $g^{\theta \xi \chi}, g^{zz}$ (read off from (3.39)), we obtain

$$ F_{tr}^{\xi\chi} = \left|g_{(4)}\right|^\frac{3}{2} \varepsilon_{tr\theta z} \frac{\sigma(\sigma^2 \theta^2 - H^2)}{r^2 H K^2} \mathcal{M}^{\xi\chi} \xi \chi. $$  \hspace{1cm} (A.5)
Finally, using $\mathcal{M}_{\xi\chi,\xi\chi} = |g_{(4)}|^{-\frac{1}{4}}(HK)^{-\frac{3}{2}}$ (read off from (3.49)) and $|g_{(4)}| = r^2HK$, we obtain

$$F_{tr,\xi\chi} = (r^2HK)^{\frac{1}{2}} \frac{\sigma(\sigma^2\theta^2 - H^2)}{r^2HK^2}(HK)^{-\frac{3}{2}}$$

(A.6)

which thus satisfies the self-duality relation. Likewise, the remaining relations all follow upon using the fact that the scaling factors $e^{-\Delta} = |g_{(4)}|^{-\frac{1}{4}}$ cancel such that $\Omega^{MN}M_{NK} = \tilde{\Omega}^{MN}\tilde{M}_{NK}$. Explicitly, we have

$$F_{\theta z,\xi\chi} = -\frac{|g_{(4)}|^{\frac{1}{2}}}{2} \times 2\epsilon_{\theta z r}g^{rt}g^{\tau\tau}\tilde{\Omega}_{\xi\chi,\xi\chi}F_{tr,\xi\chi}$$

(A.8)

$$= \frac{\sigma(\sigma^2\theta^2 - H^2)}{K^2},$$

(A.9)

$$F_{\theta \theta,\xi\chi} = -\frac{|g_{(4)}|^{\frac{1}{2}}}{2} \times 2\epsilon_{\theta \theta r}g^{rr}g^{zz}\tilde{\Omega}_{\xi\chi,\xi\chi}F_{tr,\xi\chi}$$

(A.10)

$$= 2\sigma^2\theta H,$$

(A.11)

$$F_{r z,\xi\chi} = -\frac{|g_{(4)}|^{\frac{1}{2}}}{2} \times 2\epsilon_{r z t}g^{tt}g^{\theta \theta}\tilde{\Omega}_{\xi\chi,\xi\chi}F_{tr,\xi\chi}$$

(A.12)

$$= -2\frac{\sigma^2\theta H}{K^2r}.$$

(A.13)

### A.2 Bianchi Identity

For the solution discussed here, the Bianchi identity (3.15) reduces to

$$\mathcal{L}_{A_{\mu}}F_{\nu\rho}^{\mu} = 0$$

(A.14)

but each term vanishes independently since $\partial_M A^{N}_{\nu} = 0$ and so the Bianchi identity is satisfied trivially.
In this appendix, we have compiled a list of the backgrounds of the exotic branes that appeared in the non-geometric solution of Section 3.2. The familiar solutions (fundamental, Dirichlet and solitonic branes) can be found in most standard textbooks (see, for example [149]) and also, closer to the context described in this thesis, in [81]. For the Type II branes we have adopted the Einstein frame, which is related to the string frame via $\text{d}s^2 = e^{2\phi} \text{d}s^2_E$ where $\phi$ is the dilaton, and indicated this with a subscript $E$.

These were obtained through a sequence of T- and S-duality transformations, starting from a smeared NS5-brane. As such, all harmonic functions here $H$ are harmonic in $(r, \theta)$ only, with

$$H(r) = h_0 + \sigma \ln \frac{\mu}{r}.$$  \hfill (B.1)

Here $h_0$ is a diverging bare quantity, $\mu$ a renormalisation scale and $\sigma$ a dimensionless constant which is irrelevant for the discussion here. We also define $K := H^2 + \sigma^2 \theta^2$.

### B.1 Codimension-2 Exotic M-Theory Branes

#### B.1.1 $5^3$-brane

$$\begin{align*}
\text{d}s^2 &= (HK^{-1})^\frac{2}{3} (-\text{d}t^2 + \text{d}x_{(5)}^2) + (HK^{-1})^\frac{2}{3} \text{d}y_{(3)}^2 + H^2 K^{\frac{1}{3}} (\text{d}r^2 + r^2 \text{d}\theta^2) \\
A_{(3)} &= -K^{-1} \sigma \text{d}y^1 \wedge \text{d}y^2 \wedge \text{d}y^3, \quad A_{(6)} = -H^{-1} K \text{d}t \wedge \text{d}x^1 \wedge \ldots \wedge \text{d}x^5
\end{align*}$$  \hfill (B.2)

#### B.1.2 $2^6$-brane

$$\begin{align*}
\text{d}s^2 &= (HK^{-1})^\frac{2}{3} (-\text{d}t^2 + \text{d}x_{(2)}^2) + (HK^{-1})^\frac{2}{3} \text{d}y_{(6)}^2 + H^2 K^{\frac{1}{3}} (\text{d}r^2 + r^2 \text{d}\theta^2) \\
A_{(3)} &= -H^{-1} K \text{d}t \wedge \text{d}x^1 \wedge \text{d}x^2, \quad A_{(6)} = -K^{-1} \sigma \text{d}y^1 \wedge \ldots \wedge \text{d}y^6
\end{align*}$$  \hfill (B.3)
B.1.3 $0^{(1,7)}$-brane

\[ ds^2 = -H^{-1}Kdt^2 + dx^2_{(7)} + HK^{-1}(dz - H^{-1}Kdt)^2 + K(dr^2 + r^2d\theta^2) \]  \hspace{1cm} (B.4)

B.2 Codimension-2 Exotic Type II Branes

Both Type IIA and IIB possess $5^2_2$-, $1^6_4$-, and $0^{(1,6)}_4$-branes. The Type IIA theory further admits $p^7_p$-branes for $p = 1, 3, 5, 7$ whilst Type IIB instead admits $p^7_p$-branes for $p = 0, 2, 4, 6$. Note that the $7_3$-brane in Type IIB is better described, together with the D7-brane, as part of the $(p, q)$ 7-brane of F-theory.

B.2.1 $5^2_2$-brane

\[ ds^2_E = (HK^{-1})^{\frac{5-2}{4}} \left( -dt^2 + dx^2_{(5)} \right) + (HK^{-1})^{\frac{5+1}{4}} dy^2_{(5)} + H^{\frac{5+1}{4}} K^{\frac{5-2}{4}} \left( dr^2 + r^2d\theta^2 \right) \]

\[ B_{(2)} = -K^{-1} \sigma \theta dy^1 \wedge dy^2, \quad B_{(6)} = -H^{-1}Kdt \wedge dx^1 \wedge \ldots \wedge dx^5 \]

\[ e^{2(\phi - \phi_0)} = HK^{-1} \]  \hspace{1cm} (B.5)

B.2.2 $p^7_p$-brane

\[ ds^2_E = (HK^{-1})^{\frac{p-3}{4}} \left( -dt^2 + dx^2(p) \right) + (HK^{-1})^{\frac{p+1}{4}} dy^2_{(7-p)} + H^{\frac{p+1}{4}} K^{\frac{p-3}{4}} \left( dr^2 + r^2d\theta^2 \right) \]

\[ C_{(7-p)} = -K^{-1} \sigma \theta dy^1 \wedge \ldots \wedge dy^{7-p}, \quad C_{(p+1)} = -H^{-1}Kdt \wedge dx^1 \wedge \ldots \wedge dx^p \]

\[ e^{2(\phi - \phi_0)} = (HK^{-1})^{-\frac{p-3}{4}} \]  \hspace{1cm} (B.6)

B.2.3 $1^6_4$-brane

\[ ds^2_E = (HK^{-1})^{\frac{6-2}{4}} \left( -dt^2 + dx^2 \right) + (HK^{-1})^{\frac{6+1}{4}} dy^2_{(6)} + H^{\frac{6+1}{4}} K^{\frac{6-2}{4}} \left( dr^2 + r^2d\theta^2 \right) \]

\[ B_{(6)} = -K^{-1} \sigma \theta dy^1 \wedge \ldots \wedge dy^6, \quad B_{(2)} = -H^{-1}Kdt \wedge dx^1 \wedge dx^2 \]  \hspace{1cm} (B.7)

\[ e^{2(\phi - \phi_0)} = H^{-1}K \]

B.2.4 $0^{(1,6)}_4$-brane

\[ ds^2_E = -(HK^{-1})^{-1} dt^2 + HK^{-1}(dz - H^{-1}Kdt)^2 + dx^2_{(6)} + K(dr^2 + r^2d\theta^2) \]

\[ e^{2(\phi - \phi_0)} = 1 \]  \hspace{1cm} (B.8)

Note that the $(1^6_4, 1^6_4)$ and $(5^2_2, 5^2_2)$ each form S-duality doublets and thus share the same metric in the Einstein frame, exchanging only $B_{(p)} \leftrightarrow C_{(p)}$ and inverting the dilaton.
In this Appendix, we list the duality web of branes whose tension scale down to $g_s^{-7}$. The first three diagrams consist mostly of the standard branes but the codimension-1 and -0 extensions of the 5-brane chain at $g_s^{-2}$ may be less familiar to the reader. These diagrams are believed to be complete down to $g_s^{-7}$ in the sense that they were generated by an exhaustive search, subject to the constraints outlined in the main text.

### C.1 $g_s^0$ Duality Orbits

$$\begin{array}{ccc}
A & P_0^- & F_1^+ \\
\downarrow & \downarrow & \downarrow \\
B & P_0^- & F_1^+ \\
\end{array}$$

Figure C.1: The T-duality orbit of the $F_1 = 1_0$.

**S-dualities:**

- $P_0^- \leftrightarrow P_0^- \\
- F_1 = 1_0 \leftrightarrow D_1 = 1_1$ See Fig. [C.2]

**M-theory origins:**

- $P_0^- \rightarrow W_1 = 0 \\
- F_1 = 1_0 \rightarrow M_2 = 2$

Note that the massless $W_1$ must be treated separately from the remaining branes; one instead uses $p^2 = 0$ such that the masses of the $P_1$ and $D_0$ are obtained from the radius of the 11th direction.
C.2 \( g_s^{-1} \) Duality Orbits

\[ \begin{array}{cccccccc}
A & D0/0_1 & \rightarrow & D2/2_1 & \rightarrow & D4/4_1 & \rightarrow & D6/6_1 & \rightarrow & D8/8_1 \\
B & D1/1_1 & \rightarrow & D3/3_1 & \rightarrow & D5/5_1 & \rightarrow & D7/7_1 & \rightarrow & D9/9_1
\end{array} \]

Figure C.2: The T-duality orbit of the D1 = 1.

S-dualities:
- D1 = 1_1 \leftrightarrow F1 = 1_0 \text{ See Fig. C.1} 
- D3 = 3_1 \leftrightarrow D3 = 3_1 \text{ Self-dual} 
- D5 = 5_1 \leftrightarrow NS5 = 5_2 \text{ See Fig. C.3} 
- D7 = 7_1 \leftrightarrow NS7 = 7_3 \text{ See Fig. C.4} 
- D9 = 9_1 \leftrightarrow 9_4 \text{ See Fig. C.7} 

M-theory origins:
- D0 = 0_1 \rightarrow WM = 0 
- D2 = 2_1 \rightarrow M2 = 2 
- D4 = 4_1 \rightarrow M5 = 5 
- D6 = 6_1 \rightarrow KK6M = 6^1 
- D8 = 8_1 \rightarrow KK8M = 8^{(1,0)}
C.3 $g_s^{-2}$ Duality Orbits

![Diagram of T-duality orbits](image)

Figure C.3: The T-duality orbit of the $5^2_2$.

S-dualities:

- $\text{NS5}/5_2 \leftrightarrow \text{D5}/5_1$ See Fig. C.2
- $\text{KK5A}/5_2^1 \leftrightarrow \text{KK5A}/5_2^1$ Self-dual
- $5_2^2 \leftrightarrow 5_3^2$ See Fig. C.4
- $5_2^3 \leftrightarrow 5_4^3$ See Fig. C.6
- $5_2^4 \leftrightarrow 5_5^4$ See Fig. C.9

M-theory origins:

- $\text{NS5}/5_2 \rightarrow \text{M5}/5$
- $\text{KK5A}/5_2^1 \rightarrow \text{KK6M}/6^1$
- $5_2^2 \rightarrow 5^3$
- $5_2^3 \rightarrow 5^{(1,3)}$
- $5_2^4 \rightarrow 5^{(1,0,4)}$
## C.4 $g_s^{-3}$ Duality Orbits

| codim-2 | A | 0 \(_7^7\) | 2 \(_5^5\) | 4 \(_3^3\) | 6 \(_1^1\) |
|---------|---|-------------|-------------|-------------|-------------|
| codim-2 | B | 1 \(_3^3\) | 3 \(_3^3\) | 5 \(_3^3\) | 7 \(_3^3\) |
| codim-1 | A | 1 \(_3^{(1,6)}\) | 3 \(_3^{(1,4)}\) | 5 \(_3^{(1,2)}\) | 7 \(_3^{(1,0)}\) |
| codim-1 | B | 0 \(_3^{(1,7)}\) | 2 \(_3^{(1,5)}\) | 4 \(_3^{(1,3)}\) | 6 \(_3^{(1,1)}\) |
| codim-0 | A | 0 \(_3^{(2,7)}\) | 2 \(_3^{(2,5)}\) | 4 \(_3^{(2,3)}\) | 6 \(_3^{(2,1)}\) |
| codim-0 | B | 1 \(_3^{(2,6)}\) | 3 \(_3^{(2,4)}\) | 5 \(_3^{(2,2)}\) | 7 \(_3^{(2,0)}\) |

**S-dualities:**
- $1 \(_3^6\) \leftrightarrow 1 \(_3^6\)$ See Fig. C.5
- $3 \(_3^4\) \leftrightarrow 3 \(_3^4\)$ Self-dual
- $5 \(_3^2\) \leftrightarrow 5 \(_3^2\)$ See Fig. C.3
- $7 \(_3^3\) \leftrightarrow 7 \(_3^3\)$ See Fig. C.2
- $0 \(_3^{(1,7)}\) \leftrightarrow 0 \(_6^{(1,7)}\)$ See Fig. C.11
- $2 \(_3^{(1,5)}\) \leftrightarrow 2 \(_5^{(1,5)}\)$ See Fig. C.8
- $4 \(_3^{(1,3)}\) \leftrightarrow 4 \(_4^{(1,3)}\)$ See Fig. C.6
- $6 \(_3^{(1,1)}\) \leftrightarrow 6 \(_3^{(1,1)}\)$ Self-dual
- $1 \(_3^{(2,6)}\) \leftrightarrow 1 \(_7^{(2,6)}\)$ See Fig. C.13
- $3 \(_3^{(2,4)}\) \leftrightarrow 3 \(_6^{(2,4)}\)$ See Fig. C.10
- $5 \(_3^{(2,2)}\) \leftrightarrow 5 \(_5^{(2,2)}\)$ See Fig. C.9
- $7 \(_3^{(2,0)}\) \leftrightarrow 7 \(_4^{(2,0)}\)$ See Fig. C.7

**M-theory origins:**
- $0 \(_5^7\) \rightarrow 0 \(_1^{(1,7)}\)$
- $2 \(_5^5\) \rightarrow 2 \(_6^6\)$
- $4 \(_3^3\) \rightarrow 5 \(_3^3\)$
- $6 \(_3^1\) \rightarrow 6 \(_1^1\) = KK6M$
- $1 \(_3^{(1,6)}\) \rightarrow 1 \(_1^{(1,1,6)}\)$
- $3 \(_3^{(1,4)}\) \rightarrow 3 \(_1^{(2,4)}\)$
- $5 \(_3^{(1,2)}\) \rightarrow 5 \(_1^{(1,3)}\)$
- $7 \(_3^{(1,0)}\) = KK7A \rightarrow 8 \(_1^{(1,0)}\) = KK8M$
- $0 \(_3^{(2,7)}\) \rightarrow 0 \(_1^{(0,0,2,7)}\)$
- $2 \(_3^{(2,5)}\) \rightarrow 2 \(_1^{(0,2,5)}\)$
- $4 \(_3^{(2,3)}\) \rightarrow 4 \(_1^{(1,2,3)}\)$
- $6 \(_3^{(2,1)}\) \rightarrow 6 \(_1^{(3,1)}\)$

Figure C.4: The T-duality orbit of the $5\(_3^5\)$.  
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### C.5 $g_s^{-4}$ Duality Orbits

Figure C.5: The T-duality orbit of the $I^4_4$.

**S-dualties:**
- $0_{4}^{(1,6)} \leftrightarrow 0_{4}^{(1,6)}$ Self-dual
- $0_{4}^{(1,1,6)} \leftrightarrow 0_{6}^{(1,1,6)}$ See Fig. C.11
- $0_{4}^{(2,1,6)} \leftrightarrow 0_{8}^{(2,1,6)}$
- $1_{4}^{6} \leftrightarrow 1_{3}^{6}$ See Fig. C.4
- $1_{4}^{(1,0,6)} \leftrightarrow 1_{5}^{(1,0,6)}$ See Fig. C.8
- $1_{4}^{(2,0,6)} \leftrightarrow 1_{7}^{(2,0,6)}$ See Fig. C.13

**M-theory origins:**
- $0_{4}^{(1,6)} \rightarrow 0^{(1,7)}$
- $0_{4}^{(1,1,6)} \rightarrow 0^{(2,1,6)}$
- $0_{4}^{(2,1,6)} \rightarrow 0^{(1,0,2,1,6)}$
- $1_{4}^{6} \rightarrow 2^{6}$
- $1_{4}^{(1,0,6)} \rightarrow 1^{(1,1,6)}$
- $1_{4}^{(2,0,6)} \rightarrow 1^{(1,2,0,6)}$
S-dualities:

- \(0_4^{(5,3)} \leftrightarrow 0_7^{(5,3)}\) See Fig. C.14
- \(1_4^{(4,3)} \leftrightarrow 1_6^{(4,3)}\) See Fig. C.12
- \(2_4^{(3,3)} \leftrightarrow 2_5^{(3,3)}\) See Fig. C.8
- \(3_4^{(2,3)} \leftrightarrow 3_5^{(2,3)}\) Self-dual
- \(4_4^{(1,3)} \leftrightarrow 4_3^{(1,3)}\) See Fig. C.4
- \(5_4^{3} \leftrightarrow 5_4^{3}\) See Fig. C.3

M-theory origins:

- \(0_4^{(5,3)} \rightarrow 0_4^{(1,0,5,3)}\)
- \(1_4^{(4,3)} \rightarrow 1_4^{(1,4,3)}\)
- \(2_4^{(3,3)} \rightarrow 2_4^{(2,4)}\)
- \(3_4^{(2,3)} \rightarrow 3_4^{(2,4)}\)
- \(4_4^{(1,3)} \rightarrow 5_4^{(1,3)}\)
- \(5_4^{3} \rightarrow 5_4^{3}\)

Figure C.6: The T-duality orbit of the \(4_4^{(1,3)}\).
Figure C.7: The T-duality orbit of the $\mathcal{T}^{(2,0)}_4$.
C.6 $g_s^{-5}$ Duality Orbits

Figure C.8: The T-duality orbit of the $2_s^{(1.5)}$.  
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S-dualities:

- $0_{5}^{(2,5,1)} \leftrightarrow 0_{8}^{(2,5,1)}$
- $0_{5}^{(2,3,3)} \leftrightarrow 0_{7}^{(2,3,3)}$ See Fig. C.14
- $0_{5}^{(2,1,5)} \leftrightarrow 0_{6}^{(2,1,5)}$ See Fig. C.11
- $1_{5}^{(1,6,0)} \leftrightarrow 1_{7}^{(1,6,0)}$ See Fig. C.15
- $1_{5}^{(1,4,2)} \leftrightarrow 1_{6}^{(1,4,2)}$ See Fig. C.12
- $1_{5}^{(1,2,4)} \leftrightarrow 1_{3}^{(1,2,4)}$ Self-dual
- $1_{5}^{(1,0,6)} \leftrightarrow 1_{4}^{(1,0,6)}$ See Fig. C.5
- $2_{5}^{(5,1)} \leftrightarrow 2_{5}^{(5,1)}$ Self-dual
- $2_{5}^{(3,3)} \leftrightarrow 2_{4}^{(3,3)}$ See Fig. C.6
- $2_{5}^{(1,5)} \leftrightarrow 2_{3}^{(1,5)}$ See Fig. C.4
- $0_{5}^{(2,6,0)} \leftrightarrow 0_{11}^{(2,6,0)}$
- $0_{5}^{(1,2,4,2)} \leftrightarrow 0_{10}^{(1,2,4,2)}$
- $0_{5}^{(1,2,2,4)} \leftrightarrow 0_{9}^{(1,2,2,4)}$
- $0_{5}^{(1,2,0,6)} \leftrightarrow 0_{8}^{(1,2,0,6)}$
- $1_{5}^{(1,1,5,1)} \leftrightarrow 1_{9}^{(1,1,5,1)}$
- $1_{5}^{(1,1,3,3)} \leftrightarrow 1_{8}^{(1,1,3,3)}$
- $1_{5}^{(1,1,1,5)} \leftrightarrow 1_{7}^{(1,1,1,5)}$ See Fig. C.13
- $2_{5}^{(1,0,6,0)} \leftrightarrow 2_{8}^{(1,0,6,0)}$
- $2_{5}^{(1,0,4,2)} \leftrightarrow 2_{7}^{(1,0,4,2)}$ See Fig. C.16
- $2_{5}^{(1,0,2,4)} \leftrightarrow 2_{6}^{(1,0,2,4)}$ See Fig. C.10
- $2_{5}^{(1,0,0,6)} \leftrightarrow 2_{5}^{(1,0,0,6)}$ Self-dual

M-theory origins:

- $0_{5}^{(2,6,0)} \rightarrow 0_{1}^{(1,0,2,6,0)}$
- $0_{5}^{(2,4,2)} \rightarrow 0_{1}^{(1,2,4,2)}$
- $0_{5}^{(2,2,4)} \rightarrow 0_{1}^{(3,2,4)}$
- $0_{5}^{(2,0,6)} \rightarrow 0_{1}^{(2,1,6)}$
- $1_{5}^{(1,5,1)} \rightarrow 1_{2}^{(2,5,1)}$
- $1_{5}^{(1,3,3)} \rightarrow 1_{1}^{(1,4,3)}$
- $1_{5}^{(1,1,5)} \rightarrow 1_{1}^{(1,1,6)}$
- $2_{5}^{(6,0)} \rightarrow 2_{1}^{(1,0,0,6,0)}$
- $2_{5}^{(4,2)} \rightarrow 2_{1}^{(4,3)}$
- $2_{5}^{(2,4)} \rightarrow 3_{1}^{(2,4)}$
- $2_{6}^{5} \rightarrow 2_{6}^{6}$
- $0_{5}^{(1,2,5,1)} \rightarrow 0_{1}^{(1,0,1,2,5,1)}$
- $0_{5}^{(1,2,3,3)} \rightarrow 0_{1}^{(1,0,1,2,3,3)}$
- $0_{5}^{(1,2,1,5)} \rightarrow 0_{1}^{(1,1,2,1,5)}$
- $1_{5}^{(1,1,6,0)} \rightarrow 1_{1}^{(1,0,1,1,6,0)}$
- $1_{5}^{(1,1,4,2)} \rightarrow 1_{1}^{(1,1,1,4,2)}$
- $1_{5}^{(1,1,2,4)} \rightarrow 1_{2}^{(2,1,2,4)}$
- $1_{5}^{(1,1,0,6)} \rightarrow 1_{1}^{(1,2,0,6)}$
- $2_{5}^{(1,0,5,1)} \rightarrow 2_{1}^{(2,0,5,1)}$
- $2_{5}^{(1,0,3,3)} \rightarrow 2_{1}^{(1,1,3,3)}$
- $2_{5}^{(1,0,1,5)} \rightarrow 2_{1}^{(1,0,2,5)}$
Figure C.9: The T-duality orbit of the $5_5^{(2,2)}$. 
S-dualities:

- \(0_5^{(5,1,3)} \leftrightarrow 0_{10}^{(5,1,3)}\)
- \(0_5^{(5,3,1)} \leftrightarrow 0_{11}^{(5,3,1)}\)
- \(1_5^{(4,0,4)} \leftrightarrow 1_8^{(4,0,4)}\)
- \(1_5^{(4,2,2)} \leftrightarrow 1_9^{(4,2,2)}\)
- \(1_5^{(4,4,0)} \leftrightarrow 1_{10}^{(4,4,0)}\)
- \(2_5^{(3,1,3)} \leftrightarrow 2_7^{(3,1,3)}\) See Fig. C.16
- \(2_5^{(3,3,1)} \leftrightarrow 2_8^{(3,3,1)}\)
- \(3_5^{(2,0,4)} \leftrightarrow 3_5^{(2,0,4)}\) Self-dual
- \(3_5^{(2,2,2)} \leftrightarrow 3_6^{(2,2,2)}\) See Fig. C.10
- \(3_5^{(2,4,0)} \leftrightarrow 3_7^{(2,4,0)}\) See Fig. C.17
- \(4_5^{(1,1,3)} \leftrightarrow 4_4^{(1,1,3)}\) See Fig. C.6
- \(4_5^{(1,3,1)} \leftrightarrow 4_5^{(1,3,1)}\) Self-dual
- \(5_5^{4} \leftrightarrow 5_2^{4}\) See Fig. C.3
- \(5_5^{(2,2)} \leftrightarrow 5_3^{(2,2)}\) See Fig. C.4
- \(5_5^{(4,0)} \leftrightarrow 5_4^{(4,0)}\) See Fig. C.7

M-theory origins:

- \(0_5^{(5,0,4)} \rightarrow 0_{1}^{(1,0,5,0,4)}\)
- \(0_5^{(5,2,2)} \rightarrow 0_{1}^{(1,0,0,5,2,2)}\)
- \(0_5^{(5,4,0)} \rightarrow 0_{1}^{(1,0,0,0,5,4,0)}\)
- \(1_5^{(4,1,3)} \rightarrow 1_{1}^{(1,0,4,1,3)}\)
- \(1_5^{(4,3,1)} \rightarrow 1_{1}^{(1,0,0,4,3,1)}\)
- \(2_3^{(3,0,4)} \rightarrow 2_{1}^{(4,0,4)}\)
- \(2_5^{(3,2,2)} \rightarrow 2_{1}^{(1,3,2,2)}\)
- \(2_5^{(3,4,0)} \rightarrow 2_{1}^{(1,0,3,4,0)}\)
- \(3_5^{(2,1,3)} \rightarrow 3_{1}^{(2,2,3)}\)
- \(3_5^{(2,3,1)} \rightarrow 3_{1}^{(3,3,1)}\)
- \(4_5^{(1,0,4)} \rightarrow 5_{1}^{(1,0,4)}\)
- \(4_5^{(1,2,2)} \rightarrow 4_{1}^{(1,2,3)}\)
- \(4_5^{(1,4,0)} \rightarrow 4_{1}^{(1,5,0)}\)
- \(5_5^{(1,3)} \rightarrow 5_{1}^{(1,3)}\)
- \(5_5^{(3,1)} \rightarrow 6_{1}^{(3,1)}\)
C.7 $g_s^{-6}$ Duality Orbits

Figure C.10: The T-duality orbit of the $3_6^{(2,4)}$. 
S-dualities:

- $0^{(3,4,2,0)}_6 \leftrightarrow 0^{(3,4,2,0)}_{13}$
- $0^{(3,3,2,1)}_6 \leftrightarrow 0^{(3,3,2,1)}_{12}$
- $0^{(3,2,2,2)}_6 \leftrightarrow 0^{(3,2,2,2)}_{11}$
- $0^{(3,1,2,3)}_6 \leftrightarrow 0^{(3,1,2,3)}_{10}$
- $0^{(3,0,2,4)}_6 \leftrightarrow 0^{(3,0,2,4)}_{0}$
- $1^{(2,4,2,0)}_6 \leftrightarrow 1^{(2,4,2,0)}_{13}$
- $1^{(2,3,2,1)}_6 \leftrightarrow 1^{(2,3,2,1)}_{10}$
- $1^{(2,2,2,2)}_6 \leftrightarrow 1^{(2,2,2,2)}_{0}$
- $1^{(2,1,2,3)}_6 \leftrightarrow 1^{(2,1,2,3)}_{8}$
- $1^{(2,0,2,4)}_6 \leftrightarrow 1^{(2,0,2,4)}_{7}$ See Fig. C.13
- $2^{(1,4,2,0)}_6 \leftrightarrow 2^{(1,4,2,0)}_{9}$
- $2^{(1,3,2,1)}_6 \leftrightarrow 2^{(1,3,2,1)}_{8}$
- $2^{(1,2,2,2)}_6 \leftrightarrow 2^{(1,2,2,2)}_{7}$ See Fig. C.16
- $2^{(1,1,2,3)}_6 \leftrightarrow 2^{(1,1,2,3)}_{6}$ Self-dual
- $2^{(1,0,2,4)}_6 \leftrightarrow 2^{(1,0,2,4)}_{5}$ See Fig. C.8
- $3^{(4,2,0)}_6 \leftrightarrow 3^{(4,2,0)}_7$ See Fig. C.17
- $3^{(3,2,1)}_6 \leftrightarrow 3^{(3,2,1)}_6$ Self-dual
- $3^{(2,2,2)}_6 \leftrightarrow 3^{(2,2,2)}_5$ See Fig. C.9
- $3^{(1,2,3)}_6 \leftrightarrow 3^{(1,2,3)}_4$ See Fig. C.6
- $3^{(2,4)}_6 \leftrightarrow 3^{(2,4)}_3$ See Fig. C.4

M-theory origins:

- $0^{(3,4,2,0)}_6 \rightarrow 0^{(1,0,0,0,0,3,4,2,0)}$
- $0^{(3,3,2,1)}_6 \rightarrow 0^{(1,0,0,0,3,3,2,1)}$
- $0^{(3,2,2,2)}_6 \rightarrow 0^{(1,0,0,3,2,2,2)}$
- $0^{(3,1,2,3)}_6 \rightarrow 0^{(1,0,3,1,2,3)}$
- $0^{(3,0,2,4)}_6 \rightarrow 0^{(1,3,0,2,4)}$
- $1^{(2,4,2,0)}_6 \rightarrow 1^{(1,0,0,2,4,2,0)}$
- $1^{(2,3,2,1)}_6 \rightarrow 1^{(1,0,2,3,2,1)}$
- $1^{(2,2,2,2)}_6 \rightarrow 1^{(1,2,2,2,2)}$
- $1^{(2,1,2,3)}_6 \rightarrow 1^{(3,1,2,3)}$
- $1^{(2,0,2,4)}_6 \rightarrow 1^{(2,1,2,4)}$
- $2^{(1,4,2,0)}_6 \rightarrow 2^{(1,1,4,2,0)}$
- $2^{(1,3,2,1)}_6 \rightarrow 2^{(2,3,2,1)}$
- $2^{(1,2,2,2)}_6 \rightarrow 2^{(1,3,2,2)}$
- $2^{(1,1,2,3)}_6 \rightarrow 2^{(1,1,3,3)}$
- $2^{(1,0,2,4)}_6 \rightarrow 2^{(1,0,2,5)}$
- $3^{(4,2,0)}_6 \rightarrow 3^{(5,2,0)}$
- $3^{(3,2,1)}_6 \rightarrow 3^{(3,3,1)}$
- $3^{(2,2,2)}_6 \rightarrow 3^{(2,2,3)}$
- $3^{(1,2,3)}_6 \rightarrow 4^{(1,2,3)}$
- $3^{(2,4)}_6 \rightarrow 3^{(2,4)}$
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Figure C.11: The T-duality orbit of the $0_6^{(1,7)}$. 
S-dualities:

- $0_6^{(1,7)} \leftrightarrow 0_3^{(1,7)}$ See Fig. C.4
- $0_6^{(1,1,6)} \leftrightarrow 0_4^{(1,1,6)}$ See Fig. C.5
- $0_6^{(2,1,5)} \leftrightarrow 0_5^{(2,1,5)}$ See Fig. C.8
- $0_6^{(3,1,4)} \leftrightarrow 0_6^{(3,1,4)}$ Self-dual
- $0_6^{(4,1,3)} \leftrightarrow 0_7^{(4,1,3)}$ See Fig. C.14
- $0_6^{(5,1,2)} \leftrightarrow 0_8^{(5,1,2)}$
- $0_6^{(6,1,1)} \leftrightarrow 0_9^{(6,1,1)}$
- $0_6^{(7,1,0)} \leftrightarrow 0_{10}^{(7,1,0)}$
- $0_6^{(1,0,0,1,7)} \leftrightarrow 0_6^{(1,0,0,1,7)}$ Self-dual
- $0_6^{(1,0,1,1,6)} \leftrightarrow 0_7^{(1,0,1,1,6)}$ See Fig. C.13
- $0_6^{(1,0,2,1,5)} \leftrightarrow 0_8^{(1,0,2,1,5)}$
- $0_6^{(1,0,3,1,4)} \leftrightarrow 0_9^{(1,0,3,1,4)}$
- $0_6^{(1,0,4,1,3)} \leftrightarrow 0_{10}^{(1,0,4,1,3)}$
- $0_6^{(1,0,5,1,2)} \leftrightarrow 0_{11}^{(1,0,5,1,2)}$
- $0_6^{(1,0,6,1,1)} \leftrightarrow 0_{12}^{(1,0,6,1,1)}$
- $0_6^{(1,0,7,1,0)} \leftrightarrow 0_{13}^{(1,0,7,1,0)}$

M-theory origins:

- $0_6^{(1,7)} \rightarrow 0^{(1,7)}$
- $0_6^{(1,1,6)} \rightarrow 1^{(1,1,6)}$
- $0_6^{(2,1,5)} \rightarrow 0^{(2,1,6)}$
- $0_6^{(3,1,4)} \rightarrow 0^{(3,2,4)}$
- $0_6^{(4,1,3)} \rightarrow 0^{(5,1,3)}$
- $0_6^{(5,1,2)} \rightarrow 0^{(1,5,1,2)}$
- $0_6^{(6,1,1)} \rightarrow 0^{(1,0,6,1,1)}$
- $0_6^{(7,1,0)} \rightarrow 0^{(1,0,0,7,1,0)}$
- $0_6^{(1,0,0,1,7)} \rightarrow 0^{(1,0,0,2,7)}$
- $0_6^{(1,0,1,1,6)} \rightarrow 0^{(1,0,2,1,6)}$
- $0_6^{(1,0,2,1,5)} \rightarrow 0^{(1,1,2,1,5)}$
- $0_6^{(1,0,3,1,4)} \rightarrow 0^{(2,0,3,1,4)}$
- $0_6^{(1,0,4,1,3)} \rightarrow 0^{(1,1,0,4,1,3)}$
- $0_6^{(1,0,5,1,2)} \rightarrow 0^{(1,0,1,0,5,1,2)}$
- $0_6^{(1,0,6,1,1)} \rightarrow 0^{(1,0,0,0,6,1,1)}$
- $0_6^{(1,0,7,1,0)} \rightarrow 0^{(1,0,0,0,1,0,7,1,0)}$
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Figure C.12: The T-duality orbit of the $I_6^{(4,3)}$. 
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S-dualities:

- $0_6^{(1,0,4,3)} \leftrightarrow 0_6^{(1,0,4,3)}$ Self-dual
- $0_6^{(1,1,4,2)} \leftrightarrow 0_7^{(1,1,4,2)}$ See Fig. C.14
- $0_6^{(1,2,4,1)} \leftrightarrow 0_8^{(1,2,4,1)}$
- $0_6^{(1,3,4,0)} \leftrightarrow 0_9^{(1,3,4,0)}$
- $0_6^{(1,1,0,4,3)} \leftrightarrow 0_9^{(1,1,0,4,3)}$
- $0_6^{(1,1,4,2)} \leftrightarrow 0_{10}^{(1,1,4,2)}$
- $0_6^{(1,1,2,4,1)} \leftrightarrow 0_{11}^{(1,1,2,4,1)}$
- $0_6^{(1,1,3,4,0)} \leftrightarrow 0_{12}^{(1,1,3,4,0)}$
- $1_6^{(4,3)} \leftrightarrow 1_4^{(4,3)}$ See Fig. C.6
- $1_6^{(1,4,2)} \leftrightarrow 1_5^{(1,4,2)}$ See Fig. C.8
- $1_6^{(2,4,1)} \leftrightarrow 1_7^{(2,4,1)}$ Self-dual
- $1_6^{(3,4,0)} \leftrightarrow 1_7^{(3,4,0)}$ See Fig. C.15
- $1_6^{(1,0,0,4,3)} \leftrightarrow 1_7^{(1,0,0,4,3)}$ See Fig. C.16
- $1_6^{(1,0,1,4,2)} \leftrightarrow 1_8^{(1,0,1,4,2)}$
- $1_6^{(1,0,2,4,1)} \leftrightarrow 1_9^{(1,0,2,4,1)}$
- $1_6^{(1,0,3,4,0)} \leftrightarrow 1_{10}^{(1,0,3,4,0)}$

M-theory origins:

- $0_6^{(1,0,4,3)} \rightarrow 0^{(1,0,5,3)}$
- $0_6^{(1,1,4,2)} \rightarrow 0^{(1,2,4,2)}$
- $0_6^{(1,2,4,1)} \rightarrow 0^{(2,2,4,1)}$
- $0_6^{(1,3,4,0)} \rightarrow 0^{(1,1,3,4,0)}$
- $0_6^{(1,1,0,4,3)} \rightarrow 0^{(2,1,0,4,3)}$
- $0_6^{(1,1,1,4,2)} \rightarrow 0^{(1,1,1,1,4,2)}$
- $0_6^{(1,1,2,4,1)} \rightarrow 0^{(1,0,1,1,2,4,1)}$
- $0_6^{(1,1,3,4,0)} \rightarrow 0^{(1,0,0,1,1,3,4,0)}$
- $1_6^{(4,3)} \rightarrow 2^{(4,3)}$
- $1_6^{(1,4,2)} \rightarrow 1^{(1,4,3)}$
- $1_6^{(2,4,1)} \rightarrow 1^{(2,5,1)}$
- $1_6^{(3,4,0)} \rightarrow 1^{(4,4,0)}$
- $1_6^{(1,0,0,4,3)} \rightarrow 1^{(1,0,1,4,3)}$
- $1_6^{(1,0,1,4,2)} \rightarrow 1^{(1,1,1,4,2)}$
- $1_6^{(1,0,2,4,1)} \rightarrow 1^{(2,0,2,4,1)}$
- $1_6^{(1,0,3,4,0)} \rightarrow 1^{(1,1,0,3,4,0)}$
C.8 $g_7$ Duality Orbits

Figure C.13: The T-duality orbit of the $1_7^{(2,6)}$. 

164
S-dualities:

- $0_7^{(1,0,1,1,6)} \leftrightarrow 0_6^{(1,0,1,1,6)}$ See Fig. C.11
- $0_7^{(1,1,0,2,5)} \leftrightarrow 0_7^{(1,1,0,2,5)}$ Self-dual
- $0_7^{(1,1,2,0,5)} \leftrightarrow 0_8^{(1,1,2,0,5)}$
- $0_7^{(1,2,1,1,4)} \leftrightarrow 0_9^{(1,2,1,1,4)}$
- $0_7^{(1,3,0,2,3)} \leftrightarrow 0_1^{(1,3,0,2,3)}$
- $0_7^{(1,3,2,0,3)} \leftrightarrow 0_1^{(1,3,2,0,3)}$
- $0_7^{(1,4,1,1,2)} \leftrightarrow 0_1^{(1,4,1,1,2)}$
- $0_7^{(1,5,0,2,1)} \leftrightarrow 0_{13}^{(1,5,0,2,1)}$
- $0_7^{(1,5,2,0,1)} \leftrightarrow 0_{14}^{(1,5,2,0,1)}$
- $0_7^{(1,6,1,1,0)} \leftrightarrow 0_{15}^{(1,6,1,1,0)}$
- $1_7^{(2,6)} \leftrightarrow 1_3^{(2,6)}$ See Fig. C.4
- $1_7^{(2,0,6)} \leftrightarrow 1_4^{(2,0,6)}$ See Fig. C.5
- $1_7^{(1,1,1,5)} \leftrightarrow 1_5^{(1,1,1,5)}$ See Fig. C.8
- $1_7^{(2,0,2,4)} \leftrightarrow 1_6^{(2,0,2,4)}$ See Fig. C.10
- $1_7^{(2,2,0,4)} \leftrightarrow 1_7^{(2,2,0,4)}$ Self-dual
- $1_7^{(3,1,1,3)} \leftrightarrow 1_8^{(3,1,1,3)}$
- $1_7^{(4,0,2,2)} \leftrightarrow 1_9^{(4,0,2,2)}$
- $1_7^{(4,2,0,2)} \leftrightarrow 1_{10}^{(4,2,0,2)}$
- $1_7^{(5,1,1,1)} \leftrightarrow 1_{11}^{(5,1,1,1)}$
- $1_7^{(6,0,2,0)} \leftrightarrow 1_{12}^{(6,0,2,0)}$
- $1_7^{(6,2,0,0)} \leftrightarrow 1_{13}^{(6,2,0,0)}$

M-theory origins:

- $0_7^{(1,0,0,2,6)} \rightarrow 0_{(1,0,0,2,7)}$
- $0_7^{(1,0,2,0,6)} \rightarrow 0_{(1,0,2,1,6)}$
- $0_7^{(1,1,1,1,5)} \rightarrow 0_{(1,1,2,1,5)}$
- $0_7^{(1,2,0,2,4)} \rightarrow 0_{(1,3,0,2,4)}$
- $0_7^{(1,2,2,0,4)} \rightarrow 0_{(2,2,2,0,4)}$
- $0_7^{(1,3,1,1,3)} \rightarrow 0_{(1,1,3,1,1,3)}$
- $0_7^{(1,4,0,2,2)} \rightarrow 0_{(1,0,1,4,0,2,2)}$
- $0_7^{(1,4,2,0,2)} \rightarrow 0_{(1,0,0,1,4,2,0,2)}$
- $0_7^{(1,5,1,1,1)} \rightarrow 0_{(1,0,0,0,1,5,1,1,1)}$
- $0_7^{(1,6,0,2,0)} \rightarrow 0_{(1,0,0,0,0,1,6,2,0,0)}$
- $0_7^{(1,6,2,0,0)} \rightarrow 0_{(1,0,0,0,0,0,1,6,2,0,0)}$
- $1_7^{(1,1,6)} \rightarrow 1_{(1,1,6)}$
- $1_7^{(1,0,2,5)} \rightarrow 2_{(1,0,2,5)}$
- $1_7^{(1,2,0,5)} \rightarrow 1_{(1,2,0,6)}$
- $1_7^{(2,1,1,4)} \rightarrow 1_{(2,1,2,4)}$
- $1_7^{(3,0,2,3)} \rightarrow 1_{(3,1,2,3)}$
- $1_7^{(3,2,0,3)} \rightarrow 1_{(4,2,0,3)}$
- $1_7^{(4,1,1,2)} \rightarrow 1_{(1,4,1,1,2)}$
- $1_7^{(5,0,2,1)} \rightarrow 1_{(1,0,5,0,2,1)}$
- $1_7^{(5,2,0,1)} \rightarrow 1_{(1,0,0,5,2,0,1)}$
- $1_7^{(6,1,1,0)} \rightarrow 1_{(1,0,0,0,6,1,1,0)}$
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Figure C.14: The T-duality orbit of the $\mathbb{Z}_7^{(5,3)}$. 
S-dualities:
- $0_7^{(5,3)} \leftrightarrow 0_4^{(5,3)}$ See Fig. C.6
- $0_7^{(2,3,3)} \leftrightarrow 0_5^{(2,3,3)}$ See Fig. C.8
- $0_7^{(4,1,3)} \leftrightarrow 0_6^{(4,1,3)}$ See Fig. C.11
- $0_7^{(1,1,4,2)} \leftrightarrow 0_6^{(1,1,4,2)}$ See Fig. C.12
- $0_7^{(1,3,2,2)} \leftrightarrow 0_7^{(1,3,2,2)}$ Self-dual
- $0_7^{(1,5,0,2)} \leftrightarrow 0_8^{(1,5,0,2)}$
- $0_7^{(2,0,5,1)} \leftrightarrow 0_7^{(2,0,5,1)}$ Self-dual
- $0_7^{(2,2,3,1)} \leftrightarrow 0_8^{(2,2,3,1)}$
- $0_7^{(2,4,1,1)} \leftrightarrow 0_9^{(2,4,1,1)}$
- $0_7^{(3,1,4,0)} \leftrightarrow 0_9^{(3,1,4,0)}$
- $0_7^{(3,3,2,0)} \leftrightarrow 0_{10}^{(3,3,2,0)}$
- $0_7^{(3,5,0,0)} \leftrightarrow 0_{11}^{(3,5,0,0)}$
- $0_7^{(1,0,0,1,4,3)} \leftrightarrow 0_8^{(1,0,0,1,4,3)}$
- $0_7^{(1,0,0,3,2,3)} \leftrightarrow 0_9^{(1,0,0,3,2,3)}$
- $0_7^{(1,0,0,5,0,3)} \leftrightarrow 0_{10}^{(1,0,0,5,0,3)}$
- $0_7^{(1,0,1,0,5,2)} \leftrightarrow 0_9^{(1,0,1,0,5,2)}$
- $0_7^{(1,0,1,2,3,2)} \leftrightarrow 0_{10}^{(1,0,1,2,3,2)}$
- $0_7^{(1,0,1,4,1,2)} \leftrightarrow 0_{11}^{(1,0,1,4,1,2)}$
- $0_7^{(1,0,2,1,4,1)} \leftrightarrow 0_{11}^{(1,0,2,1,4,1)}$
- $0_7^{(1,0,2,3,2,1)} \leftrightarrow 0_{12}^{(1,0,2,3,2,1)}$
- $0_7^{(1,0,2,5,0,1)} \leftrightarrow 0_{13}^{(1,0,2,5,0,1)}$
- $0_7^{(1,0,3,0,5,0)} \leftrightarrow 0_{12}^{(1,0,3,0,5,0)}$
- $0_7^{(1,0,3,2,3,0)} \leftrightarrow 0_{13}^{(1,0,3,2,3,0)}$
- $0_7^{(1,0,3,4,1,0)} \leftrightarrow 0_{14}^{(1,0,3,4,1,0)}$

M-theory origins:
- $0_7^{(1,4,3)} \rightarrow 1^{(1,4,3)}$
- $0_7^{(3,2,3)} \rightarrow 0^{(3,2,4)}$
- $0_7^{(5,0,3)} \rightarrow 0^{(5,1,3)}$
- $0_7^{(1,0,5,2)} \rightarrow 0^{(1,0,5,3)}$
- $0_7^{(1,2,3,2)} \rightarrow 0^{(1,2,4,2)}$
- $0_7^{(1,4,1,2)} \rightarrow 0^{(1,5,1,2)}$
- $0_7^{(2,1,4,1)} \rightarrow 0^{(2,2,4,1)}$
- $0_7^{(2,3,2,1)} \rightarrow 0^{(3,3,2,1)}$
- $0_7^{(2,5,0,1)} \rightarrow 0^{(1,2,5,0,1)}$
- $0_7^{(3,0,5,0)} \rightarrow 0^{(4,0,5,0)}$
- $0_7^{(3,2,3,0)} \rightarrow 0^{(1,3,2,3,0)}$
- $0_7^{(3,4,1,0)} \rightarrow 0^{(1,0,3,4,1,0)}$
- $0_7^{(1,0,0,0,5,3)} \rightarrow 0^{(1,0,0,1,5,3)}$
- $0_7^{(1,0,0,2,3,3)} \rightarrow 0^{(1,0,1,2,3,3)}$
- $0_7^{(1,0,0,4,1,3)} \rightarrow 0^{(1,1,0,4,1,3)}$
- $0_7^{(1,0,1,4,2)} \rightarrow 0^{(1,1,1,4,2)}$
- $0_7^{(1,0,2,3,2,2)} \rightarrow 0^{(2,0,1,3,2,2)}$
- $0_7^{(1,0,2,1,5,0,2)} \rightarrow 0^{(1,1,0,5,0,2)}$
- $0_7^{(1,0,2,0,5,1)} \rightarrow 0^{(2,0,2,0,5,1)}$
- $0_7^{(1,0,2,2,3,1)} \rightarrow 0^{(1,1,0,2,2,3,1)}$
- $0_7^{(1,0,2,4,1,1)} \rightarrow 0^{(1,0,1,0,2,4,1,1)}$
- $0_7^{(1,0,3,1,4,0)} \rightarrow 0^{(1,0,1,0,3,1,4,0)}$
- $0_7^{(1,0,3,3,2,0)} \rightarrow 0^{(1,0,0,1,0,3,3,2,0)}$
- $0_7^{(1,0,3,5,0,0)} \rightarrow 0^{(1,0,0,0,1,0,3,5,0,0)}$
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Figure C.15: The T-duality orbit of the $1_7^{(1,6,0)}$. 
S-dualities:

- $1_7^{(1,6,0)} \leftrightarrow 1_5^{(1,6,0)}$ See Fig. C.8
- $1_7^{(3,4,0)} \leftrightarrow 1_6^{(3,4,0)}$ See Fig. C.12
- $1_7^{(5,2,0)} \leftrightarrow 1_7^{(5,2,0)}$ Self-dual
- $1_7^{(7,0,0)} \leftrightarrow 1_8^{(7,0,0)}$
  - $1_7^{(1,0,0,7,0)} \leftrightarrow 1_8^{(1,0,0,7,0)}$
  - $1_7^{(1,0,0,2,5,0)} \leftrightarrow 1_9^{(1,0,0,2,5,0)}$
  - $1_7^{(1,0,0,4,3,0)} \leftrightarrow 1_{10}^{(1,0,0,4,3,0)}$
  - $1_7^{(1,0,0,6,1,0)} \leftrightarrow 1_{11}^{(1,0,0,6,1,0)}$
- $0_7^{(1,0,0,7,0)} \leftrightarrow 0_7^{(1,0,0,7,0)}$ Self-dual
  - $0_7^{(1,0,2,5,0)} \leftrightarrow 0_8^{(1,0,2,5,0)}$
  - $0_7^{(1,0,4,3,0)} \leftrightarrow 0_9^{(1,0,4,3,0)}$
  - $0_7^{(1,0,6,1,0)} \leftrightarrow 0_{10}^{(1,0,6,1,0)}$
  - $0_7^{(1,1,0,1,6,0)} \leftrightarrow 0_{11}^{(1,1,0,1,6,0)}$
  - $0_7^{(1,1,0,3,4,0)} \leftrightarrow 0_{12}^{(1,1,0,3,4,0)}$
  - $0_7^{(1,1,0,5,2,0)} \leftrightarrow 0_{13}^{(1,1,0,5,2,0)}$
  - $0_7^{(1,1,0,7,0,0)} \leftrightarrow 0_{14}^{(1,1,0,7,0,0)}$

M-theory origins:

- $1_7^{(7,0)} \rightarrow 2^{(7,0)}$
- $1_7^{(2,5,0)} \rightarrow 1^{(2,5,1)}$
- $1_7^{(4,3,0)} \rightarrow 1^{(4,4,0)}$
- $1_7^{(6,1,0)} \rightarrow 1^{(7,1,0)}$
- $1_7^{(1,0,0,1,6,0)} \rightarrow 1^{(1,0,1,1,6,0)}$
- $1_7^{(1,0,0,3,4,0)} \rightarrow 1^{(1,1,0,3,4,0)}$
- $1_7^{(1,0,0,5,2,0)} \rightarrow 1^{(2,0,0,5,2,0)}$
- $1_7^{(1,0,0,7,0,0)} \rightarrow 1^{(1,1,0,0,7,0,0)}$
- $0_7^{(1,0,1,6,0)} \rightarrow 0^{(1,0,2,6,0)}$
- $0_7^{(1,0,3,4,0)} \rightarrow 0^{(1,1,3,4,0)}$
- $0_7^{(1,0,5,2,0)} \rightarrow 0^{(2,0,5,2,0)}$
- $0_7^{(1,0,7,0,0)} \rightarrow 0^{(1,1,0,7,0,0)}$
- $0_7^{(1,1,0,0,7,0)} \rightarrow 0^{(2,1,0,0,7,0)}$
- $0_7^{(1,1,0,2,5,0)} \rightarrow 0^{(1,1,1,0,2,5,0)}$
- $0_7^{(1,1,0,4,3,0)} \rightarrow 0^{(1,0,1,1,0,4,3,0)}$
- $0_7^{(1,1,0,6,1,0)} \rightarrow 0^{(1,0,1,1,0,6,1,0)}$
Figure C.16: The T-duality orbit of the $\mathbb{Z}_2^{(1,3,3)}$. 
S-dualities:

- $2_{7}^{(1,3,3)} \leftrightarrow 2_{4}^{(1,3,3)}$ See Fig. C.6
- $2_{7}^{(3,1,3)} \leftrightarrow 2_{5}^{(3,1,3)}$ See Fig. C.9
- $2_{7}^{(1,0,4,2)} \leftrightarrow 2_{5}^{(1,0,4,2)}$ See Fig. C.8
- $2_{7}^{(1,2,2,2)} \leftrightarrow 2_{6}^{(1,2,2,2)}$ See Fig. C.10
- $2_{7}^{(1,4,0,2)} \leftrightarrow 2_{7}^{(1,4,0,2)}$ Self-dual
- $2_{7}^{(2,1,3,1)} \leftrightarrow 2_{7}^{(2,1,3,1)}$ Self-dual
- $2_{7}^{(2,3,1,1)} \leftrightarrow 2_{8}^{(2,3,1,1)}$
- $2_{7}^{(3,0,4,0)} \leftrightarrow 2_{8}^{(3,0,4,0)}$
- $2_{7}^{(3,2,2,0)} \leftrightarrow 2_{9}^{(3,2,2,0)}$
- $2_{7}^{(3,4,0,0)} \leftrightarrow 2_{10}^{(3,4,0,0)}$
- $1_{7}^{(1,0,2,2,3)} \leftrightarrow 1_{7}^{(1,0,2,2,3)}$ Self-dual
- $1_{7}^{(1,0,4,0,3)} \leftrightarrow 1_{8}^{(1,0,4,0,3)}$
- $1_{7}^{(1,1,1,3,2)} \leftrightarrow 1_{9}^{(1,1,1,3,2)}$
- $1_{7}^{(1,1,3,1,2)} \leftrightarrow 1_{10}^{(1,1,3,1,2)}$
- $1_{7}^{(2,0,4,1,1)} \leftrightarrow 1_{9}^{(1,2,0,4,1)}$
- $1_{7}^{(1,2,2,2,1)} \leftrightarrow 1_{10}^{(1,2,2,2,1)}$
- $1_{7}^{(1,2,4,0,1)} \leftrightarrow 1_{11}^{(1,2,4,0,1)}$
- $1_{7}^{(1,3,1,3,0)} \leftrightarrow 1_{11}^{(1,3,1,3,0)}$
- $1_{7}^{(1,3,3,1,0)} \leftrightarrow 1_{12}^{(1,3,3,1,0)}$
- $0_{7}^{(2,0,1,3,3)} \leftrightarrow 0_{9}^{(2,0,1,3,3)}$
- $0_{7}^{(2,0,3,1,3)} \leftrightarrow 0_{10}^{(2,0,3,1,3)}$
- $0_{7}^{(2,1,0,4,2)} \leftrightarrow 0_{10}^{(2,1,0,4,2)}$
- $0_{7}^{(2,1,2,2,2)} \leftrightarrow 0_{11}^{(2,1,2,2,2)}$
- $0_{7}^{(2,1,4,0,2)} \leftrightarrow 0_{12}^{(2,1,4,0,2)}$
- $0_{7}^{(2,2,1,3,1)} \leftrightarrow 0_{12}^{(2,2,1,3,1)}$
- $0_{7}^{(2,2,3,1,1)} \leftrightarrow 0_{13}^{(2,2,3,1,1)}$
- $0_{7}^{(2,3,0,4,0)} \leftrightarrow 0_{13}^{(2,3,0,4,0)}$
- $0_{7}^{(2,3,2,2,0)} \leftrightarrow 0_{14}^{(2,3,2,2,0)}$
- $0_{7}^{(2,3,4,0,0)} \leftrightarrow 0_{15}^{(2,3,4,0,0)}$
M-theory origins:

- $2_7^{(4,3)} \rightarrow 2^{(4,3)}$
- $2_7^{(2,2,3)} \rightarrow 3^{(2,2,3)}$
- $2_7^{(4,0,3)} \rightarrow 2^{(4,0,4)}$
- $2_7^{(1,1,3,2)} \rightarrow 2^{(1,1,3,3)}$
- $2_7^{(1,3,1,2)} \rightarrow 2^{(1,3,2,2)}$
- $2_7^{(2,0,4,1)} \rightarrow 2^{(2,0,5,1)}$
- $2_7^{(2,2,2,1)} \rightarrow 2^{(2,3,2,1)}$
- $2_7^{(2,4,0,1)} \rightarrow 2^{(3,4,0,1)}$
- $2_7^{(3,1,3,0)} \rightarrow 2^{(4,1,3,0)}$
- $2_7^{(3,3,1,0)} \rightarrow 2^{(4,3,3,1,0)}$
- $1_7^{(4,0,1,3,3)} \rightarrow 1^{(1,0,1,4,3)}$
- $1_7^{(1,0,3,1,3)} \rightarrow 1^{(1,0,4,1,3)}$
- $1_7^{(1,1,0,4,2)} \rightarrow 1^{(1,1,1,4,2)}$
- $1_7^{(1,1,2,2,2)} \rightarrow 1^{(1,2,2,2,2)}$
- $1_7^{(1,1,4,0,2)} \rightarrow 1^{(1,1,1,4,0,2)}$

- $1_7^{(1,2,1,3,1)} \rightarrow 1^{(2,2,1,3,1)}$
- $1_7^{(1,2,3,1,1)} \rightarrow 1^{(1,1,2,3,1,1)}$
- $1_7^{(1,3,0,4,0)} \rightarrow 1^{(1,1,3,0,4,0)}$
- $1_7^{(1,3,2,2,0)} \rightarrow 1^{(1,0,1,3,2,2,0)}$
- $1_7^{(1,3,4,0,0)} \rightarrow 1^{(1,0,0,1,3,4,0,0)}$
- $0_7^{(2,0,0,4,3)} \rightarrow 0^{(2,1,0,4,3)}$
- $0_7^{(2,0,2,2,3)} \rightarrow 0^{(3,0,2,2,3)}$
- $0_7^{(2,0,4,0,3)} \rightarrow 0^{(1,2,0,4,0,3)}$
- $0_7^{(2,1,1,3,2)} \rightarrow 0^{(1,2,1,1,3,2)}$
- $0_7^{(2,1,3,1,2)} \rightarrow 0^{(1,0,2,1,3,1,2)}$
- $0_7^{(2,2,0,4,1)} \rightarrow 0^{(1,0,2,2,0,4,1)}$
- $0_7^{(2,2,2,2,1)} \rightarrow 0^{(1,0,0,2,2,2,2,1)}$
- $0_7^{(2,2,4,0,1)} \rightarrow 0^{(1,0,0,0,2,2,4,0,1)}$
- $0_7^{(2,3,1,3,0)} \rightarrow 0^{(1,0,0,0,2,3,1,3,0)}$
- $0_7^{(2,3,3,1,0)} \rightarrow 0^{(1,0,0,0,0,2,3,3,1,0)}$
Figure C.17: The T-duality orbit of the $3_{\sigma}^{(6,0)}$. 
S-dualities:
- \(3_7^{(6,0)} \leftrightarrow 3_4^{(6,0)} \) See Fig. C.7
- \(3_7^{(2,4,0)} \leftrightarrow 3_6^{(2,4,0)} \) See Fig. C.9
- \(3_7^{(4,2,0)} \leftrightarrow 3_6^{(4,2,0)} \) See Fig. C.10
- \(3_7^{(6,0,0)} \leftrightarrow 3_7^{(6,0,0)} \) Self-dual
- \(2_7^{(1,0,1,5,0)} \leftrightarrow 2_7^{(1,0,1,5,0)} \) Self-dual
- \(2_7^{(1,0,3,3,0)} \leftrightarrow 2_8^{(1,0,3,3,0)} \)
- \(2_7^{(1,0,5,1,0)} \leftrightarrow 2_9^{(1,0,5,1,0)} \)
- \(1_7^{(2,0,0,6,0)} \leftrightarrow 1_9^{(2,0,0,6,0)} \)
- \(1_7^{(2,0,2,4,0)} \leftrightarrow 1_{10}^{(2,0,2,4,0)} \)
- \(1_7^{(2,0,4,2,0)} \leftrightarrow 1_{11}^{(2,0,4,2,0)} \)
- \(1_7^{(2,0,6,0,0)} \leftrightarrow 1_{12}^{(2,0,6,0,0)} \)
- \(0_7^{(3,0,1,5,0)} \leftrightarrow 0_{12}^{(3,0,1,5,0)} \)
- \(0_7^{(3,0,3,3,0)} \leftrightarrow 0_{13}^{(3,0,3,3,0)} \)
- \(0_7^{(3,0,5,1,0)} \leftrightarrow 0_{14}^{(3,0,5,1,0)} \)

M-theory origins:
- \(3_7^{(1,5,0)} \rightarrow 4^{(1,5,0)} \)
- \(3_7^{(3,3,0)} \rightarrow 3^{(3,3,1)} \)
- \(3_7^{(5,1,0)} \rightarrow 3^{(5,2,0)} \)
- \(2_7^{(1,0,0,6,0)} \rightarrow 2^{(1,0,0,7,0)} \)
- \(2_7^{(1,0,2,4,0)} \rightarrow 2^{(1,0,3,4,0)} \)
- \(2_7^{(1,0,4,2,0)} \rightarrow 2^{(1,1,4,2,0)} \)
- \(2_7^{(1,0,6,0,0)} \rightarrow 2^{(2,0,6,0,0)} \)
- \(1_7^{(2,0,1,5,0)} \rightarrow 1^{(3,0,1,5,0)} \)
- \(1_7^{(2,0,3,3,0)} \rightarrow 1^{(1,2,0,3,3,0)} \)
- \(1_7^{(2,0,5,1,0)} \rightarrow 1^{(1,0,2,0,5,1,0)} \)
- \(0_7^{(3,0,0,6,0)} \rightarrow 0^{(1,0,3,0,0,6,0)} \)
- \(0_7^{(3,0,2,4,0)} \rightarrow 0^{(1,0,0,3,0,2,4,0)} \)
- \(0_7^{(3,0,4,2,0)} \rightarrow 0^{(1,0,0,0,3,0,4,2,0)} \)
- \(0_7^{(3,0,6,0,0)} \rightarrow 0^{(1,0,0,0,0,3,0,6,0,0)} \)
The M-Theory Origin of Exotic Branes

Here, we group the branes by their M-theory origins. Unlike the M2 or M5 brane, exotic branes can have more than two branes that they can descend to in Type IIA owing to their more intricate structure. Just as the circle fibration of the KK6M allows for an additional possible reduction for a total of three possibilities (KK5A, D6 613), these exotic branes can be reduced transverse or longitudinal to their distinguished directions, leading to more possible branes. We have compiled this list by taking all of the M-theory branes that were computed in Appendix C and then computing all their possible reductions without truncating the list to 0 ≤ n ≤ 7.

- 0 = WM
  \( \begin{align*}
  0^1_0 &= P; \text{ See Fig. C.1} \\
  0^1_1 &= D_0; \text{ See Fig. C.2}
  \end{align*} \)

- 0(1,7)
  \( \begin{align*}
  0^7_1 &; \text{ See Fig. C.4} \\
  0^4_{1,6} &; \text{ See Fig. C.5} \\
  0^6_{1,7} &; \text{ See Fig. C.11}
  \end{align*} \)

- 0(2,1,6)
  \( \begin{align*}
  0^4_{1,1,6} &; \text{ See Fig. C.5} \\
  0^5_{2,0,6} &; \text{ See Fig. C.8} \\
  0^6_{2,1,5} &; \text{ See Fig. C.11} \\
  0^6_{2,1,6}
  \end{align*} \)

- 0(3,2,4)
  \( \begin{align*}
  0^5_{2,2,4} &; \text{ See Fig. C.8} \\
  0^6_{3,1,4} &; \text{ See Fig. C.11} \\
  0^7_{3,2,3} &; \text{ See Fig. C.14} \\
  0^9_{3,2,4}
  \end{align*} \)

- 0(5,1,3)
  \( \begin{align*}
  0^6_{4,1,3} &; \text{ See Fig. C.11} \\
  0^7_{5,0,3} &; \text{ See Fig. C.14} \\
  0^8_{5,1,2} \\
  0^9_{5,1,3} \\
  0^{10}_{5,1,3}
  \end{align*} \)

- 0(1,0,5,3)
  \( \begin{align*}
  0^{(5,3)} &; \text{ See Fig. C.6} \\
  0^{(1,0,4,3)} &; \text{ See Fig. C.12} \\
  0^{(1,0,5,2)} &; \text{ See Fig. C.14} \\
  0^{(1,0,5,3)}
  \end{align*} \)

- 0(1,0,5,3)
  \( \begin{align*}
  0^6_{1,0,4,3} &; \text{ See Fig. C.6} \\
  0^7_{1,0,5,2} &; \text{ See Fig. C.14} \\
  0^8_{1,0,5,3}
  \end{align*} \)

- 0(1,2,4,2)
  \( \begin{align*}
  0^6_{2,1,4,2} &; \text{ See Fig. C.8} \\
  0^7_{2,2,3,2} &; \text{ See Fig. C.14} \\
  0^8_{2,4,1} \\
  0^{10}_{2,4,2}
  \end{align*} \)

- 0(1,5,1,2)
  \( \begin{align*}
  0^6_{5,1,2} &; \text{ See Fig. C.11} \\
  0^7_{5,1,2} &; \text{ See Fig. C.14} \\
  0^8_{5,1,2} \\
  0^9_{5,1,2} \\
  0^{11}_{5,1,2}
  \end{align*} \)

- 0(2,2,4,1)
  \( \begin{align*}
  0^6_{1,2,4,1} &; \text{ See Fig. C.12} \\
  0^7_{1,2,4,1} &; \text{ See Fig. C.14} \\
  0^8_{2,2,4,1} \\
  0^9_{2,2,4,1} \\
  0^{11}_{2,2,4,1}
  \end{align*} \)
| Set | Description | Figure |
|-----|-------------|--------|
| $0^{(2,3,2,1)}$ | See Fig. C.14 | |
| $0^{(3,3,2,1)}$ | | |
| $0^{(3,3,1,1)}$ | | |
| $0^{(3,3,2,0)}$ | | |
| $0^{(3,3,2,1)}$ | | |
| $0^{(3,4,5,0)}$ | See Fig. C.14 | |
| $0^{(4,0,4,0)}$ | | |
| $0^{(4,0,5,0)}$ | | |
| $0^{(2,7)}$ | See Fig. C.4 | |
| $0^{(1,0,0,1,7)}$ | See Fig. C.11 | |
| $0^{(1,0,0,2,6)}$ | See Fig. C.13 | |
| $0^{(2,1,6)}$ | See Fig. C.5 | |
| $0^{(1,0,1,1,6)}$ | See Fig. C.11 | |
| $0^{(1,0,2,0,6)}$ | See Fig. C.13 | |
| $0^{(1,0,2,1,5)}$ | | |
| $0^{(2,6,0)}$ | See Fig. C.8 | |
| $0^{(1,0,1,6,0)}$ | See Fig. C.15 | |
| $0^{(1,0,2,5,0)}$ | | |
| $0^{(1,0,2,6,0)}$ | | |
| $0^{(6,1,1)}$ | See Fig. C.11 | |
| $0^{(1,0,5,1,1)}$ | | |
| $0^{(1,0,5,0,1)}$ | | |
| $0^{(1,0,5,1,0)}$ | | |
| $0^{(1,0,6,1,1)}$ | | |
| $0^{(1,2,1,5)}$ | See Fig. C.8 | |
| $0^{(1,0,2,1,5)}$ | See Fig. C.11 | |
| $0^{(1,1,1,1,5)}$ | See Fig. C.13 | |
| $0^{(1,1,2,0,5)}$ | | |
| $0^{(1,1,2,1,4)}$ | | |
| $0^{(1,1,3,4,0)}$ | See Fig. C.12 | |
| $0^{(1,0,3,4,0)}$ | See Fig. C.15 | |
| $0^{(1,1,2,4,0)}$ | | |
| $0^{(1,1,3,3,0)}$ | | |
| $0^{(1,1,3,4,0)}$ | | |
| $0^{(2,5,0,1)}$ | See Fig. C.14 | |
| $0^{(1,1,5,0,1)}$ | | |
| $0^{(1,2,4,0,1)}$ | | |
| $0^{(1,2,5,0,0)}$ | | |
| $0^{(1,2,5,0,1)}$ | | |
| $0^{(3,0,2,4)}$ | See Fig. C.10 | |
| $0^{(1,2,0,2,4)}$ | See Fig. C.13 | |
| $0^{(1,3,0,1,4)}$ | | |
| $0^{(1,3,0,2,3)}$ | | |
| $0^{(3,2,3,0)}$ | See Fig. C.14 | |
| $0^{(1,2,2,3,0)}$ | | |
| $0^{(1,3,1,3,0)}$ | | |
| $0^{(1,3,2,2,0)}$ | | |
| $0^{(1,3,2,3,0)}$ | | |
| $0^{(1,3,2,3,0)}$ | | |
| $0^{(1,0,3,1,4)}$ | See Fig. C.11 | |
| $0^{(2,0,2,1,4)}$ | | |
| $0^{(2,0,3,0,4)}$ | | |
| $0^{(2,0,3,1,1)}$ | | |
| $0^{(1,0,5,2,0)}$ | See Fig. C.15 | |
| $0^{(2,0,4,2,0)}$ | | |
| $0^{(2,0,5,1,0)}$ | | |
| $0^{(2,0,5,2,0)}$ | | |
| $0^{(2,0,5,2,0)}$ | | |
| $0^{(1,1,0,4,3)}$ | See Fig. C.12 | |
| $0^{(2,0,0,4,3)}$ | See Fig. C.16 | |
| $0^{(2,1,0,3,3)}$ | | |
| $0^{(2,1,0,4,2)}$ | | |
\[
\begin{align*}
\bullet \quad 0^{(1,2,2,0,4)} & ; \text{See Fig. C.13} \\
0_7^{(1,2,2,0,4)} & \\
0_8^{(2,1,2,0,4)} & \\
0_9^{(2,2,1,0,4)} & \\
0_{11}^{(2,2,2,0,3)} & \\

\bullet \quad 0^{(2,2,0,2,3)} & ; \text{See Fig. C.16} \\
0_7^{(2,0,2,2,3)} & \\
0_9^{(3,0,1,2,3)} & \\
0_{10}^{(3,0,2,1,3)} & \\
0_{11}^{(3,0,2,2,2)} & \\

\bullet \quad 0^{(1,0,0,1,5,3)} & ; \text{See Fig. C.14} \\
0_4^{(1,5,3)} & ; \text{See Fig. C.6} \\
0_7^{(1,0,0,0,5,3)} & \\
0_8^{(1,0,0,1,4,3)} & \\
0_9^{(1,0,0,1,5,2)} & \\

\bullet \quad 0^{(1,0,0,5,0,4)} & ; \text{See Fig. C.9} \\
0_5^{(5,0,4)} & ; \text{See Fig. C.9} \\
0_8^{(1,0,0,4,0,4)} & \\
0_{10}^{(1,0,0,5,0,3)} & \\

\bullet \quad 0^{(1,0,0,7,1,0)} & ; \text{See Fig. C.11} \\
0_6^{(7,1,0)} & ; \text{See Fig. C.11} \\
0_7^{(1,0,0,6,1,0)} & \\
0_9^{(1,0,0,7,0,0)} & \\
0_{10}^{(1,0,0,7,1,0)} & \\
0_{13}^{(1,0,0,7,1,0)} & \\

\bullet \quad 0^{(1,0,1,2,3,3)} & ; \text{See Fig. C.14} \\
0_5^{(1,2,3,3)} & ; \text{See Fig. C.8} \\
0_7^{(1,0,0,2,3,3)} & ; \text{See Fig. C.14} \\
0_8^{(1,0,1,1,3,3)} & \\
0_9^{(1,0,1,2,2,3)} & \\
0_{10}^{(1,0,1,2,3,2)} & \\

\bullet \quad 0^{(1,0,3,1,2,3)} & ; \text{See Fig. C.10} \\
0_6^{(3,1,2,3)} & ; \text{See Fig. C.10} \\
0_8^{(1,0,2,1,2,3)} & \\
0_9^{(1,0,3,0,2,3)} & \\
0_{10}^{(1,0,3,1,1,3)} & \\
0_{11}^{(1,0,3,1,2,2)} & \\

\bullet \quad 0^{(1,0,3,4,1,0)} & ; \text{See Fig. C.14} \\
0_7^{(3,4,1,0)} & ; \text{See Fig. C.14} \\
0_8^{(1,0,2,4,1,0)} & \\
0_{10}^{(1,0,3,3,1,0)} & \\
0_{11}^{(1,0,3,4,0,0)} & \\
0_{14}^{(1,0,3,4,1,0)} & \\

\bullet \quad 0^{(1,0,3,4,1,3)} & ; \text{See Fig. C.11} \\
0_6^{(1,0,4,1,3)} & ; \text{See Fig. C.11} \\
0_7^{(1,0,0,4,1,3)} & ; \text{See Fig. C.14} \\
0_9^{(1,1,0,3,1,3)} & \\
0_{10}^{(1,1,0,4,0,3)} & \\
0_{11}^{(1,1,0,4,1,2)} & \\

\bullet \quad 0^{(1,1,0,7,0,0)} & ; \text{See Fig. C.15} \\
0_7^{(1,0,7,0,0)} & ; \text{See Fig. C.15} \\
0_8^{(1,0,0,7,0,0)} & \\
0_{10}^{(1,1,0,6,0,0)} & \\
0_{14}^{(1,1,0,7,0,0)} & \\

\bullet \quad 0^{(1,1,1,1,4,2)} & ; \text{See Fig. C.12} \\
0_5^{(1,1,1,4,2)} & ; \text{See Fig. C.12} \\
0_7^{(1,0,1,1,4,2)} & ; \text{See Fig. C.14} \\
0_8^{(1,1,0,1,4,2)} & \\
0_9^{(1,1,1,0,4,2)} & \\
0_{10}^{(1,1,1,1,3,2)} & \\
0_{11}^{(1,1,1,1,4,1)} & \\

\bullet \quad 0^{(1,1,3,1,1,3)} & ; \text{See Fig. C.13} \\
0_7^{(1,5,1,1,3)} & ; \text{See Fig. C.13} \\
0_8^{(1,0,3,1,1,3)} & \\
0_9^{(1,1,2,1,1,3)} & \\
0_{10}^{(1,1,3,0,1,3)} & \\
0_{11}^{(1,1,3,1,0,3)} & \\
0_{12}^{(1,1,3,1,1,2)} & \\

\bullet \quad 0^{(1,2,0,4,0,3)} & ; \text{See Fig. C.16} \\
0_6^{(2,0,4,0,3)} & ; \text{See Fig. C.16} \\
0_8^{(1,1,0,4,0,3)} & \\
0_{10}^{(1,2,0,3,0,3)} & \\
0_{12}^{(1,2,0,4,0,2)} & \\
\end{align*}
\]
\[0_{12}^{(2,1,1,3,2)}; \text{See Fig. C.16}\]
\[0_{11}^{(1,2,0,1,3,2)}\]
\[0_{10}^{(1,2,1,0,3,2)}\]
\[0_{9}^{(1,1,1,1,3,2)}\]
\[0_{8}^{(2,1,1,3,2)}; \text{See Fig. C.16}\]
\[0_{7}^{(1,0,1,3,2,2)}; \text{See Fig. C.14}\]
\[0_{6}^{(1,0,0,3,2,2)}\]
\[0_{5}^{(1,0,2,0,3,2,2)}\]
\[0_{4}^{(1,0,2,0,5,1,1)}; \text{See Fig. C.14}\]
\[0_{3}^{(2,0,2,0,5,1)}\]
\[0_{2}^{(2,0,2,0,5,5,0)}\]
\[0_{1}^{(1,0,2,0,0,7,0)}; \text{See Fig. C.15}\]
\[0_{0}^{(2,0,0,0,7,0)}\]
\[0_{-1}^{(2,1,0,0,6,0)}\]
\[0_{-2}^{(1,1,0,0,6,0)}\]
\[0_{-3}^{(1,0,0,0,6,0)}\]
\[0_{-4}^{(9,0)}; \text{See Fig. C.7}\]
\[0_{-5}^{(1,0,0,0,8,0)}\]
\[0_{-6}^{(5,2,2)}; \text{See Fig. C.9}\]
\[0_{-7}^{(1,0,0,0,4,2,2)}\]
\[0_{-8}^{(1,0,0,0,5,1,2)}\]
\[0_{-9}^{(1,0,0,0,5,2,1)}\]
\[0_{-10}^{(1,2,5,1)}; \text{See Fig. C.8}\]
\[0_{-11}^{(1,0,0,0,2,5,1)}\]
\[0_{-12}^{(1,0,0,1,1,5,1)}\]
\[0_{-13}^{(1,0,0,1,2,4,1)}\]
\[0_{-14}^{(1,0,0,1,2,5,0)}\]
\[0_{-15}^{(1,0,0,2,2,0,4,1)}; \text{See Fig. C.16}\]
\[0_{-16}^{(1,0,0,2,2,0,4,1)}\]
\[0_{-17}^{(1,0,0,2,2,0,3,1)}\]
\[0_{-18}^{(1,0,0,2,2,0,4,0)}\]
\[0_{-19}^{(1,0,1,2,0,4,1)}\]
\[0_{-20}^{(1,0,1,2,1,0,4,1)}\]
\[0_{-21}^{(1,0,1,2,1,1,1)}\]
\[
\begin{align*}
\bullet 0^{(1,0,3,0,0,6,0)}; \text{See Fig. } C.17 \\
&0_1^{(3,0,0,6,0)} \\
&0_9^{(1,0,2,0,0,6,0)} \\
&0_{12}^{(1,0,3,0,0,5,0)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,1,0,1,5,0,2)}; \text{See Fig. } C.14 \\
&0_4^{(1,0,1,5,0,2)} \\
&0_8^{(0,1,0,1,5,0,2)} \\
&0_{10}^{(1,1,0,0,5,0,2)} \\
&0_{11}^{(1,1,0,1,4,0,2)} \\
&0_{13}^{(1,1,0,1,5,0,1)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,0,2,2,3,1)}; \text{See Fig. } C.14 \\
&0_7^{(1,0,2,2,3,1)} \\
&0_8^{(1,1,0,1,2,3,1)} \\
&0_{10}^{(1,1,0,2,1,3,1)} \\
&0_{11}^{(1,1,0,2,2,2,1)} \\
&0_{12}^{(1,1,0,2,2,3,0)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,1,1,0,2,5,0)}; \text{See Fig. } C.15 \\
&0_6^{(1,1,0,0,2,5,0)} \\
&0_9^{(1,1,1,0,1,5,0)} \\
&0_{12}^{(1,1,1,0,2,4,0)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,0,0,0,0,5,4,0)}; \text{See Fig. } C.9 \\
&0_5^{(5,4,0)} \\
&0_{10}^{(1,0,0,0,0,4,4,0)} \\
&0_{11}^{(1,0,0,0,0,5,3,0)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,0,0,0,0,3,2,1)}; \text{See Fig. } C.10 \\
&0_6^{(3,3,2,1)} \\
&0_{10}^{(1,0,0,0,2,3,2,1)} \\
&0_{11}^{(1,0,0,0,3,2,2,1)} \\
&0_{12}^{(1,0,0,0,3,3,1,1)} \\
&0_{13}^{(1,0,0,0,3,3,2,0)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,0,6,1,1)}; \text{See Fig. } C.11 \\
&0_6^{(1,0,0,0,6,1,1)} \\
&0_9^{(1,0,0,1,0,5,1,1)} \\
&0_{11}^{(1,0,0,1,0,6,0,1)} \\
&0_{12}^{(1,0,0,1,0,6,1,0)} \\
\end{align*}
\]

\[
\begin{align*}
\bullet 0^{(1,0,1,0,6,1,1)}; \text{See Fig. } C.14 \\
&0_7^{(1,0,1,0,2,1,4,0)} \\
&0_{11}^{(1,0,1,0,3,0,4,0)} \\
&0_{12}^{(1,0,1,0,3,1,3,0)} \\
\end{align*}
\]
\[ \begin{align*}
&0^{(1,0,1,1,1,0,4,3,0)}; \text{ See Fig. C.15} \\
&0^{(1,1,0,3,2,0)}; \text{ See Fig. C.14} \\
&0^{(1,0,0,0,2,3,1,3,0)}; \text{ See Fig. C.16} \\
&0^{(1,0,0,0,2,2,4,0,1)}; \text{ See Fig. C.16} \\
&0^{(1,0,0,0,0,3,0,4,2,0)}; \text{ See Fig. C.17} \\
&0^{(1,0,0,0,0,1,6,0,2,0)}; \text{ See Fig. C.13} \\
&0^{(1,0,0,0,1,1,0,6,1,0)}; \text{ See Fig. C.15} \\
&0^{(1,0,0,0,1,0,6,1,0)}; \text{ See Fig. C.15} \\
&0^{(1,0,0,0,1,0,2,2,1,3,0)}; \text{ See Fig. C.16} \\
&0^{(1,0,0,0,0,2,2,4,0,0)}; \text{ See Fig. C.16} \\
\end{align*} \]
\[
\begin{align*}
\bullet & \ 1^{(1,2,0,3,3,0)} \\
& \begin{cases}
1^{(2,0,3,3,0)}; \text{See Fig. C.17} \\
1^{(1,1,0,3,3,0)} \\
1^{(1,2,0,2,3,0)} \\
1^{(1,2,0,3,2,0)} \\
1^{(1,2,0,3,3,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(1,0,0,6,1,1,0)} \\
& \begin{cases}
1^{(6,1,1,0)}; \text{See Fig. C.13} \\
1^{(1,0,0,0,5,1,1,0)} \\
1^{(1,0,0,0,6,1,0,0)} \\
1^{(1,0,0,0,6,1,1,0)} \\
0^{(1,0,0,0,6,1,1,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(2,0,5,2,0)}; \text{See Fig. C.15} \\
& \begin{cases}
1^{(1,0,0,5,2,0)}; \text{See Fig. C.15} \\
1^{(2,0,0,4,2,0)} \\
1^{(2,0,0,5,1,0)} \\
1^{(2,0,5,2,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(1,1,0,0,7,0,0)} \\
& \begin{cases}
1^{(1,0,0,7,0,0)}; \text{See Fig. C.15} \\
1^{(1,0,0,0,7,0,0)} \\
1^{(1,0,0,0,6,0,0)} \\
0^{(1,0,0,0,7,0,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(2,0,0,4,2,0)}; \text{See Fig. C.10} \\
& \begin{cases}
1^{(2,4,2,0)}; \text{See Fig. C.10} \\
1^{(1,0,0,1,4,2,0)} \\
1^{(1,0,0,2,3,2,0)} \\
1^{(1,0,0,2,4,1,0)} \\
0^{(1,0,0,2,4,2,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(1,0,0,2,4,2,0)} \\
& \begin{cases}
1^{(5,2,0,1)}; \text{See Fig. C.13} \\
1^{(1,0,0,4,2,0,1)} \\
1^{(1,0,0,5,1,0,1)} \\
1^{(1,0,0,5,2,0,0)} \\
0^{(1,0,0,5,2,0,1)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(1,0,0,5,2,0,1)} \\
& \begin{cases}
1^{(1,3,2,2,0)}; \text{See Fig. C.16} \\
1^{(1,0,0,3,2,2,0)} \\
1^{(1,0,1,2,2,2,0)} \\
1^{(1,0,1,3,1,2,0)} \\
1^{(1,0,1,3,2,1,0)} \\
0^{(1,0,1,3,2,2,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(1,0,1,3,2,2,0)} \\
& \begin{cases}
2^{(4,3)}; \text{See Fig. C.6} \\
2^{(4,2)}; \text{See Fig. C.8} \\
1^{(4,3)}; \text{See Fig. C.12} \\
2^{(4,3)}; \text{See Fig. C.16} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(2,0,5,1,0)}; \text{See Fig. C.17} \\
& \begin{cases}
1^{(2,0,5,1,0)}; \text{See Fig. C.17} \\
1^{(1,0,1,0,5,1,0)} \\
1^{(1,0,2,0,4,1,0)} \\
1^{(1,0,2,0,5,0,0)} \\
0^{(1,0,2,0,5,1,0)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 1^{(1,0,2,0,5,1,0)} \\
& \begin{cases}
2^{(4,0,4)}; \text{See Fig. C.16} \\
2^{(4,0,4)}; \text{See Fig. C.16} \\
2^{(4,0,4)}; \text{See Fig. C.16} \\
0^{(4,0,4)} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 2 = M2 \\
& \begin{cases}
1_0 = F1; \text{See Fig. C.1} \\
2_1 = D2; \text{See Fig. C.2} \\
\end{cases} \\
\end{align*}
\]

\[
\begin{align*}
\bullet & \ 26 \ \\
& \begin{cases}
25; \text{See Fig. C.4} \\
15; \text{See Fig. C.5} \\
26; \text{See Fig. C.8} \\
\end{cases} \\
\end{align*}
\]
• \[2^{(1,0,2,5)}\] { See Fig. C.4}

\[2^{(1,0,1,5)}\] { See Fig. C.8}
\[2^{(1,0,2,4)}\] { See Fig. C.10}
\[1^{(1,0,2,5)}\] { See Fig. C.13}

\[2^{(1,3,3)}\] { See Fig. C.6}
\[2^{(1,0,3,3)}\] { See Fig. C.8}
\[2^{(1,1,2,3)}\] { See Fig. C.10}
\[2^{(1,1,3,2)}\] { See Fig. C.16}
\[1^{(1,1,3,3)}\]

\[2^{(3,2,2)}\] { See Fig. C.9}
\[2^{(1,2,2,2)}\] { See Fig. C.10}
\[2^{(1,3,1,2)}\] { See Fig. C.16}
\[2^{(1,3,2,1)}\]
\[1^{(1,3,2,2)}\]

\[2^{(1,0,5,1)}\] { See Fig. C.8}
\[2^{(2,0,4,1)}\] { See Fig. C.16}
\[2^{(2,0,5,0)}\]
\[1^{(2,0,5,1)}\]

\[2^{(1,3,2,1)}\] { See Fig. C.10}
\[2^{(2,2,2,1)}\] { See Fig. C.16}
\[2^{(2,3,1,1)}\]
\[2^{(2,3,2,0)}\]
\[2^{(2,3,2,1)}\]
\[1^{(2,3,2,1)}\]

\[2^{(2,4,0,1)}\] { See Fig. C.16}
\[2^{(3,3,0,1)}\]
\[2^{(2,4,0,0)}\]
\[2^{(3,4,0,0)}\]
\[2^{(1,3,4,0,1)}\]
\[1^{(1,3,4,0,1)}\]

\[2^{(3,4,0,1)}\]

\[2^{(2,3,0,1)}\]
\[2^{(4,0,3,0)}\]
\[2^{(4,1,2,0)}\]
\[2^{(4,1,3,0)}\]
\[1^{(4,1,3,0)}\]

\[2^{(3,1,3,0)}\] { See Fig. C.16}
\[2^{(4,1,3,0)}\]

\[2^{(3,3,1)}\] { See Fig. C.9}
\[3^{(3,3,0)}\] { See Fig. C.10}
\[3^{(3,3,1)}\] { See Fig. C.17}

\[2^{(3,1,3,0)}\]

\[2^{(4,1,3,0)}\]
\begin{itemize}
\item \(3^{(5,2,0)}\): See Fig. C.10
\item \(3^5_{(5,1,0)}\); See Fig. C.17
\item \(3^5_{(5,2,0)}\)
\item \(4^{(1,2,3)}\)
\begin{itemize}
\item \(4^2_{(2,3)}\); See Fig. C.4
\item \(4^1_{(1,1,3)}\); See Fig. C.6
\item \(4^6_{(1,2,2)}\); See Fig. C.9
\item \(3^6_{(1,2,3)}\); See Fig. C.10
\end{itemize}
\item \(4^{(1,5,0)}\)
\begin{itemize}
\item \(4^5_{(5,0)}\); See Fig. C.7
\item \(4^5_{(1,4,0)}\); See Fig. C.9
\item \(3^7_{(1,5,0)}\); See Fig. C.17
\end{itemize}
\item \(5 = M5\)
\begin{itemize}
\item \(4_1 = D4\); See Fig. C.2
\item \(5_2 = NS5\); See Fig. C.3
\end{itemize}
\item \(5^3\)
\begin{itemize}
\item \(5^2_3\); See Fig. C.3
\item \(4^2_3\); See Fig. C.4
\item \(5^3_4\); See Fig. C.6
\end{itemize}
\item \(5^2 = R\text{-monopole};\) See Fig. C.3
\item \(5^{(1,3)}\)
\begin{itemize}
\item \(5^3_{(1,2)}\); See Fig. C.4
\item \(4^4_{(1,3)}\); See Fig. C.6
\item \(5^5_{(1,3)}\); See Fig. C.9
\end{itemize}
\item \(5^{(1,0,4)}\)
\begin{itemize}
\item \(5^4_{(1,0,3)}\); See Fig. C.6
\item \(4^5_{(1,0,4)}\); See Fig. C.9
\end{itemize}
\item \(6^1 = KK6M\)
\begin{itemize}
\item \(6^1_1 = D6\); See Fig. C.2
\item \(5^2_1 = KK5A\); See Fig. C.3
\item \(6^1_3\); See Fig. C.4
\end{itemize}
\item \(6^{(3,1)}\)
\begin{itemize}
\item \(6^3_{(3,1)}\); See Fig. C.4
\item \(6^1_{(3,0)}\); See Fig. C.7
\item \(5^3_{(3,1)}\); See Fig. C.9
\end{itemize}
\item \(8^{(1,0)} = KK8M\)
\begin{itemize}
\item \(8^7_{(1,0)} = KK7A\); See Fig. C.4
\item \(8^8_{(1,0)} = KK8A\); See Fig. C.7
\end{itemize}
\end{itemize}
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In Section 6.2, we claimed that the coset projector

\[ P_{MNKL} = \frac{1}{\alpha} \left( \delta_M^K \delta_N^L - \omega M_{MN} \mathcal{M}^{KL} - M_{MQ} Y_{QR}^{(K} \mathcal{M}_{RL)} \right). \]  

(E.1)

projected onto a space of dimension $G/H$. Here, we demonstrate that this is indeed the case. The DFT, and $n = 4, 5$ EFT projectors were already treated in [76, 81] and so we shall consider only $n = 3, 6, 7, 8$ EFT as well as GR, for completeness. The trace of $P$ is given by

\[ P_{MNMN} = \frac{1}{2\alpha} \left( \dim R_1 (1 - \omega) + \alpha \dim \text{adj.} - M_{MN} Y_{MNQP} M_{PQ} \right). \]  

(E.2)

For convenience, we shall also denote the trace of the $Y$-tensor as

\[ r = \frac{1}{2\alpha} M_{MN} Y_{MNQP} M_{PQ}. \]  

(E.3)

**E.1 General Relativity**

We begin with the simplest case of GR, reinterpreted as an ExFT, for which we have $\alpha = 1$, $\omega = 0$ and $Y_{MNKL} = 0$ (see Table 2.1). The coordinate representation is $R_1 = \mathcal{D}$ whilst the adjoint representation is $\mathcal{D}^2$. Substituting in these numbers we obtain

\[ P_{MN}^{MN} = \frac{D(D + 1)}{2}, \]  

(E.4)

which is just the dimension of the coset $\text{GL}(D)/\text{SO}(D)$ that is parametrised by the metric.
For \( n = 3 \), we recall that the coset projector is given by the sum of projectors onto the adjoint representations of the two factors in \( G \):

\[
\delta AM_{MN} = \Lambda P \partial P M_{MN} + 2 \times 2 M_{MQ} (P_{(8,1)}^Q N^R R M_{LP}^R) + 2 \times 3 M_{MQ} (P_{(1,3)}^Q N^R R M_{LP}^R). 
\]  

(E.5)

The traces of the two coset projectors are given by

\[
P_{(8,1)}^{MN} = \frac{1}{2} M_{MQ} (P_{(8,1)}^Q N^R R M_{LP}^R + P_{(8,1)}^Q N^R R M_{LP}^R) + 4,
\]

(E.6)

\[
P_{(1,3)}^{MN} = \frac{1}{2} M_{MQ} (P_{(1,3)}^Q N^R R M_{LP}^R + P_{(1,3)}^Q N^R R M_{LP}^R) + \frac{3}{2},
\]

(E.7)

We may use the explicit form of the adjoint projectors given in [51],

\[
(P_{(8,1)})^M_{N^K L} = \frac{1}{2} M_{MQ} (P_{(8,1)}^Q N^R R M_{LP}^R + P_{(8,1)}^Q N^R R M_{LP}^R),
\]

(E.10)

\[
(P_{(1,3)})^M_{N^K L} = \frac{1}{3} M_{MQ} (P_{(1,3)}^Q N^R R M_{LP}^R + P_{(1,3)}^Q N^R R M_{LP}^R),
\]

(E.11)

to compute the trace of the total coset projector:

\[
P_{MN}^{MN} = P_{(8,1)}^{MN} + P_{(1,3)}^{MN} = \frac{1}{2} M_{MQ} (P_{(8,1)}^Q N^R R M_{LP}^R + P_{(1,3)}^Q N^R R M_{LP}^R) + \frac{11}{2}.
\]

(E.12)

(E.13)

Using the fact that \( M_{\alpha \beta} = g_{ij} \otimes g_{\alpha \beta} \) in the usual parametrisation, we obtain

\[
P_{MN}^{MN} = \frac{3}{2} + \frac{11}{2} = 7
\]

(E.14)

which is the dimension of the coset \((\text{SL}(3) \times \text{SL}(2))/\text{(SO}(3) \times \text{SO}(2))\) as required.

### E.3 \( E_6(6) \) EFT

We focus on the value of \( r \) defined in [E.3]. For \( G = E_6(6) \) EFT, the coordinate representation is the fundamental representation \( R_1 = 27 \) and so we take the generalised indices to run from \( M, N = 1, \ldots, 27 \). The Y-tensor is given by

\[
Y^{MN}_{PQ} = 10 d^{MNKL} d_{PQK},
\]

(E.15)
with $d^{MNK}$ and $d_{MNK}$ the symmetric cubic invariants of $E_{6(6)}$. We use the USp(8) construction of [189] in which the generalised metric is defined in terms of the generalised vielbein $E_{M}^{ij}$, carrying an antisymmetric pair of indices $i,j = 1, \ldots , 8$ that transforms in the fundamental representation of $H = \text{USp}(8)$. We shall follow their conventions and raise and lower indices with the symplectic form $\Omega_{ij}$ with the conventions

$$E_{M}^{ij} = E_{M}^{kl} \Omega_{ki} \Omega_{lj}, \quad E_{M}^{ij} \Omega_{ij} = 0, \quad \Omega_{ik} \Omega_{jk}^i = \delta_{ij}. \quad (E.16)$$

In terms of this generalised vielbein, we have $\mathcal{M}_{MN} = E_{M}^{ij} E_{N}^{ij}$. The orthogonality relations with the inverse vielbein are given by

$$E_{M}^{ij} E_{N}^{ij} = \delta_{MN}^{i}, \quad E_{M}^{kl} E_{ij}^{kl} = \delta_{ij}^{i} \delta_{ij} - \frac{1}{8} \Omega_{ij} \Omega_{kl}^{kl}. \quad (E.17)$$

Finally, the totally symmetric invariant $d^{MNK}$ is given in terms of the symplectic form as

$$d^{MNK} = \frac{2}{\sqrt{5}} E_{ij}^{M} E_{N}^{ij} P^{mn} \Omega_{jk} \Omega_{lm} \Omega_{ni}. \quad (E.18)$$

$$d_{MNK} = \frac{2}{\sqrt{5}} E_{M}^{ij} E_{N}^{kl} P^{mn} \Omega_{jk} \Omega_{lm} \Omega_{ni}. \quad (E.19)$$

We can then compute

$$\mathcal{M}_{MN} d^{MNK} = \frac{2}{\sqrt{5}} E_{ij}^{pq} E_{N}^{rs} \Omega_{pq} \Omega_{rs} E_{ij}^{M} E_{N}^{kl} P^{mn} K^{ijkl} \Omega_{mn} \Omega_{ni} \quad (E.20)$$

$$= \frac{2}{\sqrt{5}} \left( \delta_{ij}^{pq} - \frac{1}{8} \Omega_{ij} \Omega_{pq} \delta_{kl}^{rs} - \frac{1}{8} \Omega_{kl} \Omega_{rs} \right) E_{mn}^{P} \Omega_{pq} \Omega_{rs} \Omega_{ijkl} \Omega_{mn} \Omega_{ni} \quad (E.21)$$

$$= \frac{2}{\sqrt{5}} E_{mn}^{K} \left( \frac{1}{2} (\Omega_{kl} \Omega_{ij} - \Omega_{kj} \Omega_{li}) - \frac{1}{8} \Omega_{ij} \Omega_{kl} \right) \Omega_{ijkl} \Omega_{mn} \Omega_{ni} \quad (E.22)$$

$$\propto E_{mn}^{K} \Omega_{mn}^{mn} \quad (E.23)$$

which vanishes by (E.16). With $r = 0$, it is then simple to use the relevant values from Table 2.1 to compute

$$P_{MN}^{MN} = \frac{1}{2} \times 6 \times 27 \left( 1 + \frac{1}{3} \right) + 6 \times 27 - 0 = 42 \quad (E.24)$$

which is the appropriate dimension of the coset $E_{6(6)}/\text{USp}(8)$.

### E.4 $E_{7(7)}$ EFT

For $E_{7(7)}$, we use the conventions outlined in Section 3.2.1 but recount some basic facts for convenience. We index the coordinate representation $R_1 = 56$ by $M,N = 1, \ldots , 56$ (which are raised and lowered by the symplectic form $\Omega$) and the adjoint representation
as \( \alpha = 1, \ldots, 133 \). The generators, valued in the fundamental representation are denoted \((t_\alpha)_M^N\), in terms of which the \(Y\)-tensor is given by

\[
Y_{MN}^{KL} = -12(t_\alpha)^{MN}(t_\alpha)^{KL} - \frac{1}{2}\Omega^{MN}\Omega_{KL},
\]

(E.25)

where \((t_\alpha)_M^N = (t_\alpha)_M^K\Omega_{KN}\), \((t_\alpha)^{MN} = \Omega^{MK}(t_\alpha)_K^N\) are both symmetric in \(MN\). We now introduce a generalised vielbein carrying antisymmetrised SU(8) indices, \(E_M^A = (E_M^{ij}, E_M^{ijkl})\), such that

\[
\mathcal{M}_{MN} = E_M^A E_N^B \overline{\mathcal{M}}_{AB} = E_M^{ij} E_N^{ij} + E_M^{ijkl} E_N^{ijkl}.
\]

(E.26)

Since \(\Omega^{MN}\mathcal{M}_{MN} = 0\), we can show that \(\mathcal{M}_{MN}Y^{MN} \mathcal{M}^{KL}\) vanishes provided that \((t_\alpha)^{MN}\mathcal{M}_{MN} = 0\). We begin with

\[
(t_\alpha)^{MN}\mathcal{M}_{MN} = (t_\alpha)^{MN} E_M^A E_N^B \overline{\mathcal{M}}_{AB} = E_\alpha^A (t_\pi)^{AB} \overline{\mathcal{M}}_{AB},
\]

(E.27)

where \(E_\alpha^A\) is the adjoint representation of the vielbein (which we do not need) and \((t_\pi)^{AB}\) corresponds to the \(E_{T(7)}\) generator in the SU(8) basis. In this basis \(E_A = (E^{ij}, E^{ijkl})\) and \(E_\alpha = (E^{ij}_\alpha, E^{ijkl}_\alpha)\), \(\Omega^{ij}_{\alpha} = \delta^{ij}_{\alpha}\) and (see e.g. appendix of [144]) the components of \((t_\alpha)^{AB}\) are given by

\[
\begin{align*}
(t^{ij})^{mn}_{kl} &= -\delta^{i}_j\delta^{m}_n - \frac{1}{8}\delta^{i}_j\delta^{mn}_{kl} = +(t^{ij})^{mn}_{kl}, \\
(t^{ijkl})_{mnpq} &= \frac{1}{4!}\eta^{ijklmnpq}, \quad (t^{ijkl})^{mnpq} = -\delta^{mnpq}_{ijkl}.
\end{align*}
\]

(E.28)

We then want to compute

\[
(t_\pi)^{AB} \overline{\mathcal{M}}_{AB} = 2(t_\pi)^{ij}_{kl} \overline{\mathcal{M}}^{ijkl},
\]

(E.29)

which is automatically zero for \(\pi = i_{ijkl}\) and for \(\pi = i^j\) turns out to vanish on evaluating the contractions. We conclude that \((t_\alpha)^{MN}\mathcal{M}_{MN} = 0\), and so \(Y^{PQ} \mathcal{M}_{MN} \mathcal{M}_{PQ} = 0\).

### E.5 \(E_8(8)\) EFT

For \(E_8(8)\) EFT, the \(Y\)-tensor is given by

\[
Y_{MN}^{KL} = -f_M^L f^R_N K + 2\delta^{(M}_K \delta^{N)}_L
\]

(E.30)

and so we compute \(r\) as

\[
r = \frac{1}{120} \mathcal{M}_{MN} \mathcal{M}^{KL} \left(-f_M^L f^P_N K + 2\delta^{(M}_K \delta^{N)}_L \right)
\]

(E.31)

and

\[
r = \frac{1}{120} \mathcal{M}_{MN} f_M^L \mathcal{M}^{PQ} \mathcal{M}^{QR} f_K^L + \frac{1}{60} \mathcal{M}_{MN} \mathcal{M}^{MN}
\]

(E.32)
\[ = -\frac{60}{120} \kappa^{PQ} \mathcal{M}_{PQ} + \frac{248}{60} = \frac{2}{15}, \quad \text{(E.33)} \]

where we have used the following identities:

\[ \mathcal{M}^{PM} \mathcal{M}^{QN} f_{PQ}^K = -f^{MN} L \mathcal{M}^{LK}, \quad \kappa^{MN} \mathcal{M}_{MN} = 8. \quad \text{(E.34)} \]

The latter follows from defining a generalised vielbein \( E^A_M \) for the usual coset. In particular, we split the indices into \( SO(16) \) spinor indices \( A, B = 1, \ldots, 128 \) and adjoint indices (equivalently, antisymmetrised vector indices) \( [ij] = 1, \ldots, 120 \) such that the vielbein decomposes to \( E^A_M = (E^A_M, E^{ij}_M) \). These satisfy (see e.g. [62])

\[ \kappa^{MN} E^A_M E^B_N = \delta^{AB}, \quad \kappa^{MN} E^{ij}_M E^{kl}_N = -2 \delta^{[i[k} \delta^{l]j} \quad \text{(E.35)} \]

The generalised metric is then given by \( \mathcal{M}_{MN} = E^A_M E^B_N \delta^{AB} + \frac{1}{2} E^{ij}_M E^{kl}_N \delta_{ik} \delta_{jl} \) and it follows from the defining properties of the vielbein that \( \kappa^{MN} \mathcal{M}_{MN} = 128 - 120 = 8 \). Using the values given in Table 2.1, we obtain \( P_{MN}^{MN} = 128 \) as expected.
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