Title
The DOE E3SM v1.1 Biogeochemistry Configuration: Description and Simulated Ecosystem-Climate Responses to Historical Changes in Forcing

Permalink
https://escholarship.org/uc/item/1x9167m4

Journal
Journal of Advances in Modeling Earth Systems, 12(9)

ISSN
1942-2466

Authors
Burrows, SM
Maltrud, M
Yang, X
et al.

Publication Date
2020-09-01

DOI
10.1029/2019MS001766

Peer reviewed
The DOE E3SM v1.1 Biogeochemistry Configuration: Description and Simulated Ecosystem-Climate Responses to Historical Changes in Forcing

S. M. Burrows, M. Maltrud, X. Yang, Q. Zhu, N. Jeffery, X. Shi, D. Ricciuto, S. Wang, G. Bisht, J. Tang, J. Wolfe, B. E. Harrop, B. Singht, L. Brent, S. Baldwin, T. Zhou, P. Cameron-Smith, N. Keen, N. Collier, M. Xu, E. C. Hunke, S. M. Elliott, A. K. Turner, H. Li, H. Wang, J.-C. Golaz, B. Bond-Lamberty, F. M. Hoffman, W. J. Riley, P. E. Thornton, K. Calvin, and L. R. Leung

1Pacific Northwest National Laboratory, Richland, WA, USA, 2Los Alamos National Laboratory, Los Alamos, NM, USA, 3Oak Ridge National Laboratory, Oak Ridge, TN, USA, 4Lawrence Berkeley National Laboratory, Berkeley, CA, USA, 5Now at Department of Atmospheric Sciences, Colorado State University, Fort Collins, CO, USA, 6Lawrence Livermore National Laboratory, Livermore, CA, USA, 7Department of Civil and Environmental Engineering, University of Houston, Houston, TX, USA, 8Pacific Northwest National Laboratory, College Park, MD, 9Department of Civil & Environmental Engineering, University of Tennessee, Knoxville, TN, USA

Abstract This paper documents the biogeochemistry configuration of the Energy Exascale Earth System Model (E3SM), E3SMv1.1-BGC. The model simulates historical carbon cycle dynamics, including carbon losses predicted in response to land use and land cover change, and the responses of the carbon cycle to changes in climate. In addition, we introduce several innovations in the treatment of soil nutrient limitation mechanisms, including explicit dependence on phosphorus availability. The suite of simulations described here includes E3SM contributions to the Coupled Climate-Carbon Cycle Model Intercomparison Project and other projects, as well as simulations to explore the impacts of structural uncertainty in representations of nitrogen and phosphorus limitation. We describe the model spin-up and evaluation procedures, provide an overview of results from the simulation campaign, and highlight key features of the simulations. Cumulative warming over the twentieth century is similar to observations, with a midcentury cold bias offset by stronger warming in recent decades. Ocean biomass production and carbon uptake are underpredicted, likely due to biases in ocean transport leading to widespread anoxia and undersupply of nutrients to surface waters. The inclusion of nutrient limitations in the land biogeochemistry results in weaker carbon fertilization and carbon-climate feedbacks than exhibited by other Earth System Models that exclude those limitations. Finally, we compare with an alternative representation of terrestrial biogeochemistry, which differs in structure and in initialization of soil phosphorus. While both configurations agree well with observational benchmarks, they differ significantly in their distribution of carbon among different pools and in the strength of nutrient limitations.

Plain Language Summary A new state-of-the-art Earth System Model has been funded by the United States Department of Energy (DOE) to explore questions relevant to DOE’s mission. The Energy Exascale Earth System Model version 1.1 (E3SMv1.1) represents nitrogen and phosphorous controls on the carbon cycle and extends the recently released E3SMv1 to include active biogeochemistry in the land, ocean, and ice components. E3SMv1.1 also includes an alternative representation of terrestrial carbon and nutrient cycles that is used to explore model structural uncertainties. E3SMv1.1’s capabilities are demonstrated through a set of experiments described by the Coupled Climate-Carbon Cycle Model Intercomparison Project, aimed at understanding the influence of changes in climate and CO₂ on the carbon cycle. Simulations of the land surface properties and terrestrial carbon cycle compare well with observations, as does the simulated global and regional climate. Nutrient limitations result in less land carbon uptake compared to models that exclude these limitations. However, variations in model structure and initialization influence the magnitude of those limitations and carbon cycle dynamics. The ocean biogeochemistry in E3SMv1.1 simulates less biomass and slightly lower anthropogenic carbon uptake than...
is observed. Future efforts will aim to reduce model biases as well as to include additional aspects of global carbon cycle dynamics.

1. Introduction

The Earth’s natural and managed ecosystems play a critical role in controlling climate, primarily through their regulation of greenhouse gas concentrations. Atmospheric CO₂ concentrations have increased from 277 ppm around 1750 to 405 ppm in 2017 (Le Quéré et al., 2018), predominantly due to emissions from burning fossil fuels and land use change (Ciais et al., 2013). About one quarter of anthropogenic carbon emitted since 1750 (215 ± 50 PgC) has been stored in terrestrial ecosystems, that is, in vegetation and soils (Le Quéré et al., 2018).

The global ocean also plays a critical role in the carbon-climate system, having stored an estimated total of 165 ± 20 PgC of excess carbon—or about a quarter of anthropogenic CO₂ emissions—since 1750 (Le Quéré et al., 2018).

Despite decades of research, interactions between Earth’s carbon cycle and climate remain among the largest uncertainties in predicting future climate response to a given magnitude of CO₂ emissions (Gregory et al., 2009). Improving understanding of ecosystem-climate interactions and their uncertainties has been identified as a critical challenge by the scientific community (Ciais et al., 2013; Tang & Riley, 2018; Thornton et al., 2017; Wuebbles et al., 2017).

The limitation of carbon uptake by nitrogen and phosphorus availability has recently been identified as a major source of uncertainty in the simulated response of Earth system models to CO₂ emissions (Ciais et al., 2013; Zaehle et al., 2014), including in the ELM model (Holm et al., 2020; Riley et al., 2018). Early work suggested, on the basis of ecosystem-level manipulation experiments (Melillo et al., 2002) and theory (Hungate et al., 2003), that nitrogen limitations could reduce the response of ecosystem growth and carbon uptake to increases in atmospheric CO₂ (progressive nutrient limitation hypothesis Luo et al., 2003). Studies have found that models that include nitrogen limitation simulate less carbon uptake in response to rising atmospheric CO₂ concentrations (Arora et al., 2019; Jain et al., 2009; Sokolov et al., 2008; Thornton et al., 2009). Evapotranspiration can also interact with ecosystem nutrient limitation effects (Beer et al., 2010; Gaudio et al. 2015; Yang et al., 2016). Finally, land ecosystems response to disturbances interact with nutrient limitations to affect the land CO₂ sink (Thornton et al., 2002). However, the magnitude of the effect of nutrient limits on carbon uptake is poorly constrained in the literature.

It has been hypothesized that adding nutrient constraints would reduce the uncertainty in terrestrial carbon uptake (Thornton et al., 2009); however, this hypothesis has been difficult to test given all of the other differences across Earth System Models. The E3SM project was in the unusual position of bringing together, at the time of the project’s initiation, two previously separate model development efforts: the Converging Trophic Cascade (CTC) and the Equilibrium Chemistry Approximation (ECA) (acronyms are summarized in Table 1). Both of these efforts aimed to build more complete representations of terrestrial carbon-nitrogen-phosphorus coupling but adopted very different approaches. We chose to exploit this unique opportunity to examine two different carbon-nitrogen-phosphorus implementations within an otherwise identical coupled Earth System Model. In doing so, we employ the approach of comparing multiple models with diverse structures to gain insights into some of the sources of structural uncertainty affecting the terrestrial carbon cycle within an Earth System model (Arora et al., 2013).

In this paper, we describe the recently released biogeochemistry version of E3SM (denoted E3SMv1.1-BGC), which introduces several new developments in the treatment of land model biogeochemistry, which primarily focus on nutrient limitation mechanisms in vegetation and soils. Uncertainty in the representation of these mechanisms is addressed through comparison of the land ecosystem responses and carbon sink in historically forced simulations that employ two different representations of the soil and vegetation responses.

We note that considerably less attention is paid to the ocean biogeochemistry than to land biogeochemistry in this paper, despite the well-known importance of the ocean carbon sink. The E3SMv1.1 model, while inheriting many model components from its ancestor model, CESM1, replaced the ocean model component with an entirely new model of ocean physics, the MPAS-Ocean. Because of this major change, we anticipated
Table 1
Overview of Model Versions, Configurations, and Components

| Acronym   | Description                                                                 |
|-----------|-----------------------------------------------------------------------------|
| CTC       | Converging Trophic Cascade (section 2.4.1)                                  |
| ECA       | Equilibrium Chemistry Approximation (section 2.4.2)                        |
| E3SMv1.0-DECK | E3SM model version and configuration documented by Golaz et al. (2019). |
| E3SMv1.1  | E3SM model version 1.1, which differs from v1.0 through several bug fixes and minor improvements, as documented in the supporting information (Text S8). |
| E3SMv1.1-BGC | E3SM model version 1.1, in its default biogeochemistry configuration, which utilizes the CTC plant and soil carbon and nutrient mechanisms to represent carbon, nitrogen, and phosphorus limitation. This configuration also includes representation of coupled ocean and sea ice biogeochemistry. |
| E3SMv1.1-BGC-ECA | Same as E3SMv1.1-BGC, but utilizing the ECA plant and soil carbon and nutrient mechanisms in place of CTC. This configuration excludes coupled ocean and sea ice biogeochemistry. |
| EAM       | E3SM Atmosphere Model. The numbering of component models follows the numbering of the host model, that is, EAMv1.1 is the land model component of the E3SMv1.1. |
| ELM       | E3SM Land Model. The ELMv1.1 is the land model component of the E3SMv1.1. |
| MPAS-Ocean | The Model for Prediction Across Scales - Ocean (MPAS-Ocean) is the ocean model component of E3SM. |
| MPAS-Seaice | The Model for Prediction Across Scales - Seaice (MPAS-Seaice) is the sea ice model component of E3SM. |

challenges in achieving a credible ocean carbon sink in this first attempt. In this initial E3SM carbon cycle modeling effort, therefore, our primary aim in simulating the ocean and sea ice biogeochemistry was to assess any major biases and identify prioritized targets for improvement. For the same reason, we did not attempt a full spin-up of the deep ocean and did not attempt prognostic, emission-driven CO$_2$ simulations in this initial effort. As it represents a key development milestone in the E3SM’s carbon cycle, we felt it important to document the major biases in ocean biogeochemistry behavior in this model version, and to discuss the model improvements that will be targeted in future development efforts. We do not recommend the use of the E3SMv1.1-BGC ocean biogeochemistry results for scientific purposes.

The structure of this paper follows from its primary goal: This paper serves as the overall introduction and documentation of the E3SMv1.1-BGC model and its biogeochemical features, as well as the response of its simulated carbon sinks to increasing CO$_2$, with a particular focus on structural and functional uncertainties in the land model’s nutrient cycles. As such, we include a high-level description of the model’s features (section 2); documentation of the spin-up procedures used (section 3); a comparison of the model’s simulated climate and ecosystem variables with observations (section 4); and a discussion of ecosystem responses to increasing CO$_2$ coupled biogeochemically or radiatively, and uncertainties in those responses related to model structure and initialization (section 5). Section 6 describes the impacts of ecosystem responses on climate variables and quantifies the carbon-climate feedback parameters and their temporal evolution. Section 7 briefly outlines future development plans to add features and address model biases, and a summary and conclusions are presented in section 8.

We pay special attention to documenting technical details of the simulation in this paper. The E3SM project aims to ensure a high level of confidence and reproducibility for key simulations through provenance tracking and testing processes; in this spirit, we summarize code changes, spin-up procedures, and efforts taken to
ensure reproducibility herein. Several appendices and the online supporting information provide additional technical details and documentation. The DOE has also invested in development of community benchmarking tools for biogeochemistry processes through the ILAMB capability (Collier et al., 2018), which we make use of here for evaluation of simulation results.

Finally, while this paper serves as a general overview of the E3SMv1.1-BGC, several follow-on papers are planned that will describe specific aspects of E3SMv1.1-BGC simulations in greater detail and document additional simulations (e.g., model behavior under future socioeconomic scenarios; O’Neill et al., 2016).

2. Overview of the E3SMv1.1 and the Biogeochemistry Configuration

The E3SMv1.0 has been introduced and described by Golaz et al. (2019) and has been used to conduct the full suite of Diagnosis, Evaluation, and Characterization of Klima (DECK) experiments that comprise the core of the CMIP6 model intercomparison project (Eyring et al., 2016). For clarity, we subsequently refer to that version as E3SMv1.0-DECK. In this section, we document minor differences from the E3SMv1.0-DECK, and give a high-level description of the biogeochemical features of E3SMv1.1-BGC.

The E3SMv1.1-BGC differs from the E3SMv1.0-DECK primarily in that major features of the carbon cycle and related global biogeochemical processes are simulated interactively. In particular, E3SMv1.1-BGC uses a land model with multiple prognostic pools for carbon, nitrogen, and phosphorus in vegetation, litter, and soil organic matter (SOM), and also includes active plant phenology and nutrient controls on photosynthesis, while E3SMv1.0-DECK prescribes seasonal changes in leaf area index (LAI), based on a climatology of satellite observations or “satellite phenology” (Lawrence & Chase, 2007). In addition, the E3SMv1.1-BGC simulates active ocean biogeochemistry, derived from the Biogeochemical Elemental Cycling (BEC) model (Moore et al., 2001, 2004), but with several improvements including two-way coupling to a sea ice biogeochemistry scheme.

All simulations presented in this paper were conducted at the E3SM’s current “standard” resolution, which comprises a 1° atmosphere and land, 0.5° river model, and ocean and sea ice with mesh spacing varying between 60 km in the midlatitudes and 30 km at the equator and poles.

2.1. E3SM Land Model General Description and Overview

ELM is the land model component of the E3SM and has as its starting point for development the Community Land Model Version 4.5 (CLM4.5 Koven et al., 2013; Oleson et al., 2013). The model simulates land processes and their interactions with the near-surface atmosphere.

2.2. Surface Interactions With Radiation, Energy, and Aerosol in ELMv1.1

The ELM’s hydrology retains the same formulations as the CLM4.5, including soil hydrology following the Zeng and Decker (2009) scheme; representation of lakes following lake, ice, snow, and sediment simulator (LISSS) of Subin et al. (2012); and snow parameterizations following primarily (Anderson, 1976; Dai & Zeng, 1997; Jordan, 1991). The E3SMv1.1 configurations described here do not include an active glacier model.

The ELM’s treatment of surface interactions with radiation is largely inherited from CLM4.5; surface albedo is calculated following separate treatments for different land types (e.g., canopies, glaciers, lakes, wetlands, snow, and wet and moist bare soil). The dust mobilization scheme (Mahowald et al., 2006) accounts for the impacts of wind friction speed, vegetation cover, and soil moisture in determining dust mobilization, and is based on the Dust Entrainment and Deposition model of Zender et al. (2003).

Building on these representations inherited from CLM4.5, the E3SMv1.0-DECK introduced an improved integration of atmospheric aerosol representation and deposition to the surface with the treatment of light-absorbing particles (i.e., dust and black carbon) in snow/ice (Flanner et al., 2012; Liu et al., 2016), correction of a bug in the calculation of the snow grain size, and minor modifications of the rate of evaporation from pervious road, calculation of leaf stomatal conductance, and a modification to the handling of nighttime land albedo (Golaz et al., 2019).

The E3SMv1.1-BGC model additionally includes several fixes for model bugs discovered late in the development cycle of the E3SMv1.0-DECK configuration. The fixes in the land model’s physics include (1) correcting an energy imbalance in the land surface, (2) improving the numerical stability in the lake model surface energy budget, (3) preventing excessive snow compaction, and (4) ensuring conservation of water (Zhang et al., 2018). These bug fixes are described in more detail in the supporting information (Text S8).
Table 2
Overview and Definition of Key Acronyms and Terms Related to Coupled Nutrient Cycles in E3SMv1.1-BGC

| Key Acronym/Term       | Definition                                                                                                                                                                                                                                                                 |
|------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| NEE                    | Net ecosystem exchange, PgC. In this paper, to include the net effect of all land-atmosphere carbon fluxes, including the product pool, that is, GPP, autotrophic, and heterotrophic respiration, fires, harvest flux (land to wood products), and anthropogenic disturbance flux. We note that there is a small discrepancy with the definition of NEE commonly used by terrestrial ecologists (Chapin et al., 2006), which excludes harvested products. In contrast, ELMv1 assumes that harvested products decay in place and are released back to the atmosphere as CO₂, thus they are included in the NEE reported from ELM. NEE is positive for a net carbon source (into the atmosphere) and negative for a net carbon sink (into the land or ocean). |
| LULCC                  | Land use land cover change                                                                                                                                                                                                                                              |
| TEC                    | Total ecosystem carbon, PgC                                                                                                                                                                                                                                             |
| GPP                    | Gross primary productivity, PgC                                                                                                                                                                                                                                          |
| SOC                    | Soil organic carbon, PgC                                                                                                                                                                                                                                                 |
| SON                    | Soil organic nitrogen, PgN                                                                                                                                                                                                                                              |
| Soil mineral P         | Total soil mineral P, equivalent to the sum of all mineral phosphorus in soils: solution P, labile P, secondary mineral P, and occluded P.                                                                                                                                 |
| FPI_N, CTC, FPI_N, ECA | Fraction of potential immobilization (FPI), for nitrogen or phosphorus, and for CTC or ECA, respectively. See Appendix A1 for details.                                                                                                                                 |
| FPG_N, FPG_P           | Fraction of potential GPP, for nitrogen or phosphorus, respectively. See Appendix A1 for details.                                                                                                                                                                       |
| \( \beta_{\text{land}} \), \( \beta_{\text{ocean}} \)  | Land and ocean carbon stock response to changing atmospheric CO₂, PgC ppm⁻¹                                                                                                                                                                                               |
| \( \gamma_{\text{land}} \), \( \gamma_{\text{ocean}} \)  | Land and ocean carbon stock response to changing global mean near-surface air temperature, PgC K⁻¹                                                                                                                                                                    |

2.3. Overview of Carbon, Nitrogen, and Phosphorus Cycles in E3SMv1.1-BGC

In this section, we summarize the flow of carbon, nitrogen, and phosphorus in the land, ocean, sea ice, and atmosphere components of the E3SMv1.1 model. As an aid to the reader, certain key acronyms and terminology related to the nutrient cycles are summarized in Table 2 together with the definitions used herein.

Schematic overviews of the carbon, nitrogen, and phosphorus cycles are shown in Figures 1–3, respectively. In these figures, pools are shown as boxes and fluxes are shown as arrows. Each of these figures shows the higher-level structure of the model here, in general displaying the C4MIP Tier-1 requested variables (Jones et al., 2016), which in many cases combine subpools or fluxes. For example, the fire flux shown in Figure 1 is the total flux associated with fires from both vegetation and litter pools.

Within the E3SMv1.1-BGC land, ocean and sea ice components, the carbon, nitrogen, and phosphorus cycles are interactively coupled to each other via the impacts of nutrient limitation on primary production (all components) and soil microbial activity (land component), as described in section 2. Nutrient exchange is partially coupled between ocean and sea ice; nutrient exchanges between ocean, atmosphere, and land components are prescribed. Nutrient fluxes that are either prescribed from input files (e.g., riverine inputs, Appendix C2), or are lost from the model (e.g., leaching from soils) are shown as dashed arrows in the overview figures.
Figure 1. Global carbon cycle in the E3SMv1.1-BGC model, with major carbon pools (boxes) and fluxes (arrows). Dashed lines indicate fluxes that are either prescribed inputs to model carbon pools or losses which are not tracked further in the model.

2.3.1. Carbon Pools and Fluxes in Land, Ocean, and Sea Ice

The E3SMv1.1-BGC carbon pools and fluxes are shown in Figure 1.

The land carbon cycle includes vegetative growth, transfer of plant matter to litter pools via litterfall, and decomposition of litter into SOM. Human-driven land use and land cover change (LULCC) is prescribed; the combination of prescribed LULCC and modeled carbon stock determine the harvest, LULCC (e.g., deforestation), and anthropogenic disturbance fluxes. Vegetation carbon lost to harvest and LULCC is transferred to wood product pools, which subsequently loses carbon to the atmosphere through decomposition.

The net land-atmosphere exchange of carbon comprises the sum of (1) gross primary productivity (GPP), (2) autotrophic respiration, (3) heterotrophic respiration, (4) anthropogenic disturbance, and (5) fire losses from vegetation and litter. In this paper, we define the net ecosystem exchange (NEE) as equivalent to this net flux. This is the definition of NEE that has commonly been used in the Earth System Modeling community including past publications describing the CESM, of which this model is a descendent.

However, we note that this differs from the definition commonly used by terrestrial ecologists. Chapin et al. (2006) defines NEE as “net ecosystem exchange (the net CO₂ flux from the ecosystem to the atmosphere (or net CO₂ uptake [positive sign]). This definition specifically excludes gaseous carbon exchanges in the form of CO, CH₄, and VOC, which E3SMv1 does not treat. It also excludes net dissolved (lateral) inputs and losses
Figure 2. As in Figure 1, but for the E3SMv1.1-BGC global nitrogen cycle.

of DIC and DOC, and lateral transport of particulate carbon (including soot and harvest products); these terms are also not represented in ELMv1.

For harvested products, ELMv1 makes the simplifying assumption that all products decay in place on the harvest gridcell, releasing CO$_2$ back to the atmosphere from pools with life spans of 1, 10, and 100 years. This assumption has the consequence that the net land-atmosphere CO$_2$ exchange (i.e., NEE) reported for ELMv1 includes the carbon associated with the harvest and LULCC terms.

Additionally, we note that for fire losses, ELMv1 only accounts for CO$_2$ emissions, which are also included in the Chapin et al. (2006) definition of NEE. Fire emissions in the form of particulate transport or emissions of non-CO$_2$ gases are not calculated by ELMv1. Therefore, only CO$_2$ losses should be included when comparing the model's fire emissions with inventories.

We recognize that these model assumptions, particularly the treatment of harvest and LULCC terms, will produce discrepancies with the definitions used in bottom-up NEE budgets from terrestrial ecologists. However, we retain this usage for consistency with prior ESM publications, including those describing the CESM (the ancestor of E3SM). In the interest of clarity, we also call attention to this difference in Table 2.

The major carbon pools represented in the ocean are dissolved inorganic carbon (DIC), DOC, particulate organic carbon (POC), and marine biota. Carbon is added to the system via river inputs (Appendix C2), and removed due to burial in the deep ocean. In a novel development, E3SMv1.1 has introduced two-way
coupling of sea ice and ocean biogeochemistry: the ocean exchanges carbon with sea ice through freezing and melting of ice. In the sea ice, carbon is assumed to be available as required for algal growth, based on fixed carbon:nitrogen ratios, and this uptake of carbon is not tracked as a loss from other carbon pools. Losses from ice algal mortality and grazing are tracked in the sea ice DOC pool and passed to the ocean during melt for remineralization. As a consequence of this treatment, the sea ice biogeochemistry currently represents a net source of carbon in the E3SMv1.1-BGC model. Since this nonconservation is quite small (0.005-0.009 PgC/yr) relative to total global marine carbon budgets, it was judged acceptable for this initial implementation, but will be addressed in future model versions.

2.3.2. Nitrogen Pools and Fluxes in Land, Ocean, and Sea Ice

An overview of the E3SMv1.1 coupled nitrogen cycle is shown in Figure 2. Nitrogen is a limiting nutrient for both land and ocean biogeochemistry, and the model tracks the exchange of nitrogen in multiple forms (NO3, NH4) throughout the global system.

The land nitrogen cycle includes representation of biological nitrogen fixation (from atmospheric N2) and uptake by vegetation from the mineral pool (NH4 and NO3), the movement of nitrogen from vegetation through the litter pool to the soils, as well as net mineralization, which releases inorganic nitrogen from SOM into the mineral nitrogen pools. Atmospheric deposition are prescribed from files (Appendix C1); fertilizer inputs to agriculture are not represented in these simulations, because they do not include an active crop model. The model also simulates loss of nitrogen to the atmosphere as N2O and N2 (Koven et al., 2013), and loss of vegetation nitrogen due to anthropogenic disturbance. Vegetation removed through harvest results in a loss of vegetation nitrogen to the product pool. Leaching of nitrogen from the mineral pool on land is calculated as a diagnostic by the model, but is not yet linked to riverine biogeochemistry or ocean nitrogen inputs.

The ocean biogeochemistry represents transfer of nitrogen in its inorganic forms (NO3, NH4), biota, particulate organic nitrogen and dissolved organic nitrogen (DON). Uptake of nitrogen by biota, as well as losses through mortality and zooplankton grazing, follow a fixed carbon:nitrogen ratio (Redfield ratio, 117:16). The ocean biogeochemistry also prescribes climatological atmospheric nitrogen deposition and river inputs (Appendix C2).

Coupling of the ocean and sea ice nitrogen cycles is a new feature in E3SMv1. Nitrogen is exchanged between ocean, sea ice NO3, NH4, and biota pools through sea ice melting and freezing. Additionally, sea ice DON, which is generated by mortality of sea ice biota, is returned to the ocean via melting of sea ice. In addition, ocean DON is transferred to the sea ice during freezing. However, as yet there is no implementation of sympagic remineralization for this source of organic nitrogen to allow utilization by ice algae.

2.3.3. Phosphorus Pools and Fluxes in Land, Ocean, and Sea Ice

An overview of the coupled phosphorus cycle is shown in Figure 3.

The addition of phosphorus limitation is a new feature in ELMv1.1 and detailed analyses of its impacts will be the subject of planned follow-on papers. The ELM tracks pools of phosphorus associated with vegetation biomass, litter, and SOM. The ELM also tracks three additional phosphorus pools in soils: solution P (and labile P), secondary mineral P, and occluded P. Carbon:phosphorus ratios in the ELM are predicted prognostically and are allowed to vary.

There are five soil mineral phosphorus pools:

- **Solution P**, which is the phosphorus that is dissolved in solution.
- **Labile P** represents phosphorus that is loosely adsorbed on soil particle surfaces and readily exchanges with soil solution phosphorus.
- **Secondary mineral P** represents phosphorus that is strongly sorbed onto soil minerals.
- **Occluded P**, which is unavailable to plants and microbes due to physical and chemical protection.
- **Parent material P** is phosphorus contained in bedrock.

**Soil mineral P** is the sum of these five pools.

Key processes by which phosphorus moves between pools include adsorption/desorption, immobilization, mineralization, phosphatase activity, and occlusion. Labile P can become more strongly adsorbed to soil particles and enter the secondary mineral P pool, and secondary mineral P in turn can desorb to return to the labile P pool. Secondary mineral P can be dissolved and enter labile P. Phosphorus can be biologically
Figure 3. As in Figure 1, but for the E3SMv1.1-BGC global phosphorus cycle.

mineralized (through oxidation processes) or immobilized during decomposition of litter and SOM. Phosphatase activity releases inorganic phosphorus from SOM without carbon oxidation. Occlusion refers to the processes by which secondary mineral P becomes physically or chemically protected and is transferred to the occluded P pool.

Weathering of bedrock provides a continuous phosphorus source to soils on geological time scales. This source is prognostically simulated as the product of the abundance of mineral phosphorus in the parent material and a weathering rate (which is initialized from the parent phosphorus maps of Yang et al., 2013).

The phosphorus cycle is not fully closed in the ELMv1.1. Phosphorus losses from vegetation to atmosphere associated with fires (anthropogenic disturbance) and leaching of solution P into rivers are not tracked further in the model. Phosphorus from harvested vegetation enters the product pool and its evolution is not tracked further.

The ocean model tracks dissolved organic phosphorus, particulate organic phosphorus, and PO$_4$. As with nitrogen, the phosphorus content of biota pools follows a fixed carbon:phosphorus ratio (117:1), except diazotrophs where the ratio is three times larger. As with carbon and nitrogen, riverine inputs of phosphorus to the ocean are prescribed and it is lost from the ocean through export and burial. There is no phosphorus cycle in the sea ice biogeochemistry.
2.4. E3SM Land Model Biogeochemistry Configurations

Structural uncertainties in the interactions of nutrient limitation, the land carbon sink, and climate were the primary focus of our initial development and simulation efforts in the E3SMv1.1-BGC model. We explore structural uncertainties by comparing simulations using two structurally different representations of soil biogeochemistry and nutrient effects on vegetation processes, the CTC and ECA approaches.

Both ELMv1.1-BGC and ELMv1.1-BGC-ECA share the same representations of many processes, including soil bulk oxygen content (Koven et al., 2015; Riley et al., 2011); soil radiocarbon dynamics (Chen et al., 2019; Koven et al., 2013); and aspects of the soil nitrogen cycle, for example, nitrification and denitrification (Koven et al., 2013).

Prognostic vegetation state fields in both configurations include biomass carbon, nitrogen, and phosphorus in leaves, fine roots, coarse roots, and multiple stem pools, LAI, stem area index, gradients of leaf morphology with vertical level in the canopy, and canopy height. Prognostic soil biogeochemistry variables include carbon, nitrogen, and phosphorus components for coarse woody debris, plant litter, and SOM, with litter and SOM pools resolved at multiple levels with depth in the soil column.

Vegetated surfaces are represented by up to 15 possible plant functional types (PFTs). The time-evolving fractional area of PFTs on the vegetated fraction of each grid cell is used to represent LULCC for managed and natural systems and is provided through an input file as described in Appendix C.

Both configurations of ELMv1.1-BGC also use the same fire parameterizations as in CLM4.5 (Li et al., 2012b; 2012a; Li, Levis, et al., 2013). Fires impact the model’s ecosystems via loss of peat and biomass, vegetation mortality, and perturbation of carbon and nitrogen pools.

However, despite many common features, the emergent behaviors of the two configurations—such as the response of the global carbon sink to nutrient limitations—diverge because of other differences. The distinct approaches and features of the CTC and ECA configurations are described briefly in the following sections.

2.4.1. Default Land Biogeochemistry Configuration: Converging Trophic Cascade

The CTC biogeochemistry framework is the default representation of biogeochemistry within ELMv1.1. The CTC approach aims to capture the simplest and most tractable set of equations that can still represent the dominant ecosystem-level processes hypothesized to exert control over climate system feedbacks in the face of coupled carbon-nutrient interactions and multiple nutrient limitations.

The original implementation of the CTC approach focused on carbon and nitrogen dynamics in forest ecosystems with evaluation against flux observations and other in situ measurements (Thornton et al., 2002). Site-level model-data evaluations showed reasonable model response to the influence of large-scale forest disturbance processes and forest age structure (Law et al., 2001, 2003). The model is intended to achieve a dynamic but stable balance for energy, water, carbon, and nutrients when driven with constant or periodic forcings, and it uses a variant of the well-tested accelerated decomposition spin-up method (Thornton & Rosenbloom, 2005) to achieve that steady state at reasonable computational expense.

As implemented within an ESM, the primary purpose of the CTC is to solve research problems focused on global-scale climate-ecosystem feedbacks (Friedlingstein, 2015), with the objective of improving decadal-to-century-scale climate predictions. The first climate-scale implementation of the CTC approach was as a component of the Community Land Model v4 (Oleson et al., 2010), a component of the Community Climate System Model (Gent et al., 2010). Simulations using this model showed that the CO₂ fertilization effect was likely overestimated by previous carbon-only global land biogeochemical model implementations (Thornton et al., 2007). Inclusion of nutrient limitation reduced the CO₂ fertilization effect, while also reducing carbon losses due to warming and increasing the sensitivity of carbon fluxes to precipitation. The CTC was later used in the first-ever, fully coupled, atmosphere-ocean-land-ice simulation with prognostic carbon and nutrient dynamics, where global-scale carbon climate feedbacks were profoundly influenced by nutrient limitation (Lindsay et al., 2014; Thornton et al., 2009).

For the current implementation within ELM v1.1, several significant developments to the CTC approach have been introduced. First, a carbon-nitrogen-phosphorus coupling developed by Yang et al. (2014) has replaced the earlier carbon-nitrogen coupling. While it is less well understood than nitrogen, phosphorus limitation may also significantly reduce global carbon uptake in response to rising levels of atmospheric CO₂. Phosphorus is believed to be a limiting nutrient for many lowland tropical forest ecosystems.
(Cleveland et al., 2011; Vitousek & Howarth, 1991), which play a major role in the net carbon fluxes between land and atmosphere (Beer et al., 2010; Chhabra & Dadhwal, 2004; Sayer et al., 2007). Few ESMs have included representations of the effects of phosphorus limitation on ecosystems, but studies with land-only models that include phosphorus limitation find that it can significantly impact carbon uptake by terrestrial ecosystems (Wang et al., 2010a; Yang et al., 2016). The new carbon-nitrogen-phosphorus coupling resolves competition between vegetation and soil heterotrophic processes for mineral nutrient uptake on the basis of relative demand. The carbon-nitrogen-phosphorus implementation is similar to the approach used in earlier carbon-nitrogen versions of CTC (Thornton et al., 2002; Thornton & Rosenbloom, 2005), but allows shifts between four different nutrient limitation scenarios: no nutrient limitation, nitrogen limitation, phosphorus limitation, and colimitation. The limitation scenario is updated for each vegetated soil column during each model timestep.

A second significant CTC development for ELMv1.1 is the implementation of temporary carbon, nitrogen, and phosphorus storage pools for all plant types, and an associated revision in model response to nutrient limitation on plant growth. To assess which modifications would be required to reproduce observed behaviors, we first evaluated the model against observed (1) allocation of isotopically labeled carbon in a shade manipulation study (Mao et al., 2016), (2) fluxes and stable carbon isotopes in mature forest stands (Duaute, Raczka, et al., 2017; Raczka et al., 2016), and (3) rapid forest ecosystem carbon exchange using large chambers and paired nutrient fertilization (Metcalfe et al., 2017). These model-observation comparison studies all suggested that model performance can be improved by including new storage terms for plant carbon and nutrient pools. We therefore modified the model to allow carbon, nitrogen, and phosphorus storage in plant nonstructural pools, and introduced a storage turnover time controlling this storage for each element. Motivated by the same model-data evaluations, we changed the CTC handling of excess carbon. In the original implementation, plants responded to nutrient limitation by reducing carbon uptake through down-regulation of the photosynthetic rate. We replaced this with a new approach that allows excess carbon to accumulate in the plant storage pool, where it is released back to the atmosphere as a first-order loss process with a fixed time constant.

In addition, some of the prescribed values of vegetation physiological traits were updated on the basis of recent literature reviews and parameter sensitivity studies (Ricciuto et al., 2018).

2.4.2. Alternative Land Biogeochemistry Configuration: Equilibrium Chemistry Approximation

E3SMv1.1 includes an alternative approach to representing nitrogen and phosphorus limitations in soil biogeochemistry, the equilibrium chemical approximation (ECA Huang et al., 2018; Medvigy et al., 2019; Riley et al., 2018; Tang & Riley, 2013; Zhu et al., 2017). The ECA applies a functional coupling strategy to represent the multiple-consumer, multiple-substrate competition network composed of plant roots, soil microbes, and abiotic protection mechanisms (e.g., mineral surface interactions Medvigy et al., 2019; Tang & Riley, 2013; Tang, 2015; Zhu, Riley, et al., 2016; Zhu, Iversen, et al., 2016; Zhu et al., 2017).

The E3SMv1.1-BGC-ECA configuration is distinguished by several additional specific features. Dynamic resource allocation within plants is based on light, carbon, nitrogen, phosphorus, and water limitations (Friedlingstein et al., 1999; Sharpe & Rykiel, 1991). Variable plant stoichiometry prognostically affects plant physiology (e.g., photosynthetic capacity, allocation). Leaf, fine root, live stem, and dead stem carbon, nitrogen, and phosphorus are all flexible with baseline values constrained by observed stoichiometry for over 6,000 species (from the TRY database Kattge et al., 2011). This representation of plant stoichiometric flexibility has large effects on ecosystem carbon-nutrient interactions. Plant nutrient uptake is based on root functional traits rather than photosynthetic demand (Riley et al., 2018). Nutrient uptake in ELMv1.1-BGC-ECA is based on the capacity of plant nutrient uptake constrained by interactions with other nutrient consumers in the system (e.g., microbial decomposers, nitrifiers, denitrifiers, mineral surfaces). Plant physiology regulates N₂ fixation, and soil phosphorus acquisition strategies depend on root-nodulated fraction, nitrogenase activity, and temperature controls on enzyme kinetics (Grant, 2013; Wang et al., 2010b). We also include improvements to representation of nitrogen leaching (Zhu & Riley, 2015).

ELMv1.1-BGC-ECA has been evaluated against multiple observational data sets, including global carbon, water, and energy cycles (Zhu et al., 2019); diurnal cycles of nutrient uptake (Riley et al., 2018; Schimel et al., 1989); global soil carbon dynamics jointly using ¹³C and ¹⁴C observations from 671 sites around the world (Chen et al., 2019); short-term plant nutrient uptake (Riley et al., 2018); site-level tropical plant biomass (Holm et al., 2020); global patterns of nitrogen leaching versus gaseous losses (Houlton et al., 2015; Riley...
et al., 2018; Zhu & Riley, 2015), and CO₂ fertilization effects on ecosystem carbon, nitrogen, and phosphorus processes in a tropical rainforest (Fleischer et al., 2019).

2.4.3. Differences in Land Component Initialization Approaches

The initialization of terrestrial ecosystem carbon and nutrient stocks in the preindustrial period also has important consequences for the simulated carbon cycle during the historical period (Koven et al., 2013; Thornton & Rosenbloom, 2005). Previous studies assessing climate-biogeochemistry feedbacks within Earth system models have assumed that the initial preindustrial state of the terrestrial carbon pools should be in equilibrium with the combined preindustrial forcings, and that a valid control simulation should have minimal drift in total global carbon stocks in the absence of anthropogenic forcings (e.g., Friedlingstein et al., 2006; Lindsay et al., 2014; Thornton et al., 2009; Zaehle et al., 2010). This approach was employed in the E3SMv1.1-BGC simulations in the default CTC configuration.

The E3SMv1.1-BGC-ECA simulations presented here used an alternative approach to initialize the soil phosphorus pools. Both the CTC and ECA initialization approaches used the global present-day soil phosphorus maps (Yang et al., 2014) for initialization of preindustrial global phosphorus stocks in surface soils. However, the ECA initialization approach diverged by assuming an exponential decline of phosphorus concentration from surface to deep soil, based on site observations by (Vaughan et al., 2007; van der Wal et al., 2007). This assumption led to significantly smaller subsurface (below 50 cm) soil phosphorus pools, and consequently less uptake of subsurface soil phosphorus, and significantly greater phosphorus limitation during the historical and future simulations, as compared with the default model.

Because of this difference, the ECA’s smaller subsurface soil phosphorus pools were also more easily depleted. To minimize the departure of the soil phosphorus pools from the observationally based Yang et al. (2014) data set, the ECA initialization held soil phosphorus constant throughout the preindustrial spin-up. Soil phosphorus pools were then allowed to evolve during the historical transient simulation.

These design choices resulted in a drift nutrient stocks during simulations with either constant forcings or with forcings representative of the historical period. Further details about the initialization of ECA and differences between assumed initial states for available phosphorus between CTC and ECA are described in more detail in sections 3.1 and Appendix C3.

2.5. MPAS-Ocean Biogeochemistry

The E3SMv1.1-BGC configuration includes an implementation of the BEC model from CESM1, which consists of upper ocean ecological (Moore et al., 2001, 2004) and full-depth biogeochemical (Doney et al., 2006) dynamics. For over a decade, the BEC model has been shown to perform well according to a wide range of metrics, for example, in Doney et al. (2009) and Moore et al. (2013). The standard version of BEC has multiple phytoplankton functional groups (diatoms, diazotrophs, and small phytoplankton, some of which are implicitly assigned to be CaCO₃-shelled coccolithophores), a single zooplankton, several pools of dissolved organic matter, multiple limiting nutrients (nitrate, ammonium, phosphate, silicate, and iron), and inorganic carbonate chemistry. Iron:carbon and silicon:carbon ratios are allowed to vary, while carbon:nitrogen:phosphorus ratios are assumed to be fixed at the Redfield ratio (prescribed at 117:16:1 Moore et al., 2004), with the exception of the C:P ratio for diazotrophs which is 3 times larger. Riverine inputs of nutrients are prescribed from input files, and carbon and nutrients lost to sediments (export and burial) are removed from the model, resulting in a slight long term drift of these quantities.

The E3SMv1 adds the following novel features to the ocean biogeochemistry: (1) full two-way coupling of chemical constituents with the sea ice biogeochemistry (see section 2.6 below); and (2) prediction of oceanic dimethyl sulfide (DMS) production, including recently developed improved treatments of the strong DMS production by a fourth explicit phytoplankton functional group, the polar-adapted Phaeocystis (Wang & Moore, 2011). The treatment of Phaeocystis has been shown to impact the regional distribution of DMS production (Wang et al., 2015), with potentially important implications for high-latitude clouds and climate (Wang, Maltrud, et al., 2018).

In E3SMv1.1, the ocean biogeochemistry scheme has been implemented within the MPAS-Ocean, E3SM’s ocean component model (Ringler et al., 2013). MPAS-Ocean replaces the previous DOE-developed model, the Parallel Ocean Program (Smith et al., 2010), which was the ocean component in the Community Earth System Model (CESM) at the branch point for E3SM development. MPAS-Ocean grid cells are generated via Voronoi Tessalations and are mostly hexagons for E3SMv1. The horizontal resolution was designed to
have a similar meridional distribution (on average) as the standard Parallel Ocean Program grid in CESM1, varying from 60 km in the midlatitudes to 30 km near the equator and poles. The vertical discretization was chosen to have the same 60-level distribution as CESM1, varying from 10 m at the surface to 250 m at depth, and is implemented as a zstar coordinate (Petersen et al., 2015; Reckinger et al., 2015). Advection is performed using flux corrected transport (Skamarock & Gassmann, 2011). Standard subgrid parameterizations were employed, such as the Gent-McWilliams (GM) eddy tracer transport (Gent & Mcwilliams, 1990), the Community Vertical Mixing project implementation of the K-Profile Parameterization vertical mixing (Van Roekel et al., 2018), and biharmonic momentum diffusion. The Redi coefficient, which adds diffusion along isopycnal layers, was set to zero in the E3SMv1-DECK configuration due to significant issues with its numerical formulation in the model, which were discovered late in the model’s development cycle. We retain this setting in the E3SMv1.1-BGC simulations despite anticipating that interior tracer transport will be negatively affected; the numerical challenges in the implementation of Redi mixing in MPAS-Ocean are being addressed for future model versions as part of our current development efforts. For more details about the model configuration, see Golaz et al. (2019).

For all E3SMv1 model configurations, including the simulations presented here, there are no feedbacks between the ocean biogeochemistry and the physical ocean or climate states. The E3SMv1 has latent capabilities to simulate physical feedbacks from biogeochemistry onto climate, but these have been disabled for this set of simulations in order to reduce the complexity of the experiment. In particular, air-sea CO₂ flux is computed prognostically using the model’s surface ocean pCO₂, but in the prescribed CO₂ concentration simulations discussed here, this has no radiative impact in the atmosphere. Similarly, the flux of DMS from the ocean to the atmosphere is calculated for diagnostic purposes, but the atmosphere uses only climatological DMS forcing. The model also has a capability to calculate the absorption of shortwave radiation in the surface ocean using the simulated chlorophyll distribution, but in these experiments this capability is not enabled.

2.6. MPAS-Seaice Biogeochemistry

Reviews analyzing the role of sea ice ecosystems have estimated they account for up to 25% of primary production in ice-covered waters, and their representation in models is important for projecting the implications of sea ice retreat for global oceanic primary production (Arrigo & Thomas, 2004; Arrigo et al., 2008). MPAS-Seaice, the new sea ice component of E3SMv1, inherits many physical and biogeochemical formulations from the Los Alamos Sea Ice Model (CICE) (Hunke et al., 2015; Roberts et al., 2018), but with adaptations to use the nonuniform polygons of the MPAS meshes, which it shares with the MPAS-Ocean model. It simulates sea ice concentration, volume, velocity, and transport of tracers prognostically. Sea ice dynamics are calculated by solving the sea ice momentum equation (Hibler III, 1979; Hunke & Dukowicz, 1997, 2002); the primary thermodynamic state variables are ice enthalpy and salinity. The physical grid has seven vertical levels, while the biogeochemical grid has eight; the resolution of the vertical grid is on the order of centimeters. Within each vertical-level column, physical state tracers and biogeochemical tracer concentrations are defined and evolved within five subgrid ice thickness categories.

MPAS-seaice uses an early [or prerelease] version of the CICE column physics and biogeochemistry package Icepack (Hunke et al., 2019). The biogeochemistry scheme resolves nine biogeochemical components: three phytoplankton groups (diatoms, small phytoplankton, and Phaeocystis sp.), three macronutrients (nitrate, silicate, and ammonium), dissolved iron, and DMS and dissolved dimethylsulfoniopropionate produced by phytoplankton.

Each biogeochemical component tracer is carried by the model in two phases: (1) a purely mobile phase that advects with the brine and (2) an attached phase that adheres to the ice crystals. The concentration and velocity fields for the mobile and attached phase of each tracer are resolved in three dimensions. Vertical transport of the mobile phase tracers is based on the Jeffery et al. (2011) parameterization; their vertical transport follows the “mushy layer” vertical thermodynamics scheme of Turner and Hunke (2015). Attached-phase tracers, by contrast, retain their fixed vertical position within the ice column and are gained and lost only through ice growth and melt. Transfer between the mobile and attached phases is governed by prescribed adsorption and desorption time scales, which assume that ice growth facilitates adsorption while ice melt facilitates desorption.
Horizontal transport of ice concentration, volume, and tracers uses an incremental remapping scheme (Dukowicz & Baumgardner, 2000; Lipscomb & Hunke, 2004; Lipscomb & Ringler, 2005), which advects all biogeochemical components as volume-conserved tracers.

A novel feature in E3SMv1 is the full two-way coupling of biogeochemical tracers between ocean and sea ice, including organic and inorganic nitrogen, silicate, iron, dissolved organic carbon (DOC), and phytoplankton carbon (small, diatoms, and *Phaeocystis*). MPAS-seaice determines the ocean-ice fluxes of biogeochemical tracers based on ice growth and melt; snow loading, which can force ocean water into the sea ice brine channels; and brine expulsion, which depends on brine density, internal sea ice tracer concentrations, and upper ocean tracer concentrations from MPAS-Ocean.

For all E3SMv1 model configurations, including the simulations presented here, there are no feedbacks between the sea ice biogeochemistry and the physical sea ice or climate states.

### 2.7. E3SM Atmosphere Model

The E3SM Atmosphere Model (EAM) version 1 is the atmosphere component of E3SMv1, which branched from the Community Atmosphere Model (Neale et al., 2012). The atmosphere component of the CESM (Hurrell et al., 2013) has evolved considerably in E3SM, with a different dynamical core and substantially revamped suite of physics parameterizations, including replacing the turbulence and shallow convection parameterizations (Golaz et al., 2002; Larson & Golaz, 2005; Larson, 2017). EAMv1 uses a spectral element dynamical core with a cubed sphere geometry. The nominal horizontal resolution used for these simulations is 110 km and the model has 72 vertical layers from the surface to 60 km (~0.1 hPa).

An overview of the EAMv1 is provided in Rasch et al. (2019), including descriptions of innovations to the parameterized atmospheric processes. Cloud and convection characteristics are analyzed in Xie et al. (2018) and the model’s sensitivity to various adjustable parameters is analyzed in Qian et al. (2018).

In E3SMv1, atmospheric processes are coupled with biogeochemical processes primarily via changes to surface energy exchanges (latent and sensible heat flux). However, in the real world, biogeochemistry on land and ocean is also coupled to atmospheric warming through a variety of other pathways. These include fluxes of CO₂ and non-CO₂ greenhouse gases, as well as fluxes of chemically reactive constituents that participate in atmospheric oxidation of chemically reactive greenhouse gases. Additionally, biogeochemical processes influence the surface exchanges of atmospheric aerosols and their precursor gases, which impact atmospheric radiation and clouds (Liu et al., 2012; Wang et al., 2020).

Several of the enhancements to aerosol and gas phase processes in EAMv1 (Wang et al., 2020), while currently not coupled to land and ocean biogeochemical processes, may facilitate such couplings in future model versions (section 7). These include

1. several improvements to the treatment of aerosol wet removal and other microphysical processes (Wang et al., 2013),
2. the introduction of a revised, and more explicit, scheme for secondary organic aerosol formation (Shrivastava et al., 2015),
3. the inclusion of organic matter into sea spray aerosol, as a step towards increased coupling of ocean biogeochemistry with atmospheric processes (Burrows et al., 2014), and
4. the introduction of a computationally efficient, dynamic treatment of stratospheric ozone, or linearized ozone chemistry (Hsu & Prather, 2009).

In E3SMv1.1-BGC, only the concentration-driven configurations of the atmosphere model are scientifically validated, that is, configurations with prescribed, globally homogeneous greenhouse gas concentrations. Several bugs affecting the mass conservation of nonwater advected tracers were not discovered until late in the development cycle and so could not be corrected for E3SMv1.1. These bugs have minor impacts on simulated concentrations of short-lived tracers (aerosols and their precursors), but may have significant cumulative effects on concentrations of long-lived greenhouse gases over longer simulations. For this reason and others, we caution against using the E3SMv1.1-BGC model for prognostic (emission-driven) CO₂ simulations until the known issues impacting carbon mass conservation can be addressed, and testing and verification completed. The results presented here are impacted by these bugs via their effects on the atmospheric concentrations of aerosols and their precursor gases, but we expect these impacts to be small due to their much shorter atmospheric residence time.
2.8. MOSART River Model

The Model for Scale Adaptive River Transport (MOSART) is the new river model component of E3SM. In E3SMv1.1, only the module for water-related processes is incorporated, that is, MOSART-water. MOSART-water provides physically based simulations of key hydrological variables, such as channel water depth, velocity, and surface area, that critically control the transport of riverine energy and biogeochemical processes (Li, Wigmosta, et al., 2013; Li, Leung, et al., 2015). Future developments of MOSART will incorporate biogeochemical features, for example, transport of nutrients and sediments, and are discussed in section 7.

3. Component and Coupled Model Tuning and Spin-up

Spin-up to produce initial conditions for a coupled Earth System Model is computationally expensive. For E3SMv1.1-BGC, we have taken the approach of spinning up the land component separately, to allow a long-term equilibration of land carbon pools at a much smaller computational cost, before combining it with a separately spun-up ocean and atmosphere state. We also significantly reduced resource requirements by limiting our ocean biogeochemistry spin-up to several hundred years. As we will discuss in greater detail later, while this length of simulation is not sufficient to equilibrate ocean biogeochemical fields in the deep ocean, it was sufficient to achieve our aim of conducting an initial assessment of the BEC model's behavior following its implementation into the MPAS-Ocean in E3SMv1.1-BGC. A schematic overview of the overall spin-up procedure is shown in Figure 4, and additional details of the spin-up procedure, and of all bug fixes applied during the spin-up, are provided in the supporting information.

3.1. Spin-up of Land Biogeochemistry

The initial land-only spin-up, for both the CTC and ECA biogeochemistry configurations, progressed in two phases. In the first phase, an accelerated decomposition method was applied during 200 simulated years to rapidly achieve initial equilibrium states for the slowly evolving nitrogen and carbon pools (Koven et al., 2013; Thornton & Rosenbloom, 2005). In the second phase, land-only simulations were continued in the normal operation mode until carbon and nitrogen pools reached a dynamic equilibrium state, which occurred after 710 (CTC) or 300 (ECA) years. Atmospheric boundary conditions were prescribed by repeatedly reading the 3-hourly instantaneous outputs from a 25-year period of the E3SMv1-DECK preindustrial spin-up simulation. Once nutrient pools were approaching equilibrium in the land-only simulations, these simulations were used to initialize the land model state for additional phases of partly and fully coupled spin-up.

Figure 4.

Because some of the processes governing the global distribution of soil phosphorus stocks operate on geologic time scales, it is not possible at this time to perform a fully prognostic model spin-up from “bare ground” conditions to initialize phosphorus pools with slow turnover times. Instead, we rely on global maps of soil phosphorus pools synthesized from observations (Appendix C3; Yang & Post, 2011; Yang et al., 2013), which have previously been used successfully in land model simulations using prescribed atmospheric forcings (Yang et al., 2016).

In both the CTC and ECA configurations, phosphorus pools were initialized using these global phosphorus maps, but the initialization was handled differently in the two configurations. These differences reflect, in part, the lack of observational constraints on historical and present-day soil phosphorus levels. For example, it is not clear how soil phosphorus levels have evolved over the historical period, nor to what extent it is appropriate to treat preindustrial soil phosphorus pools as being in equilibrium with other ecosystem processes, due to the long time scales involved in the phosphorus cycle. Given this paucity of observational constraints, the developers of these two configurations made different choices about the treatment of phosphorus in the spin-up and initialization of the model.

In CTC, phosphorus was prescribed to be infinitely available (i.e., not limiting to plant growth and microbial decomposition) during the first spin-up phase (200 years of accelerated decomposition dynamics). All soil P pools were then initialized from the global maps at the start of the second spin-up phase, and allowed to evolve with full prognostic C-N-P cycling during all subsequent spin-up phases (710 years of offline land simulation plus 600 years of coupled simulation without ocean BGC + 265 years of coupled simulation with ocean BGC), allowing vegetation, soil organic matter, and phosphorus pools to approach their internally consistent preindustrial dynamic equilibrium values. The turnover times for rock-derived
Figure 4. Summary of model spin-up steps and simulation campaign initialization: (a) CTC simulation spin-up; (b) ECA simulation spin-up.

and mineral-associated P are very long, and we found that there was minimal drift in the preindustrial equilibrated soil P values for CTC as compared to the global maps used for initialization.

In ECA, soil phosphorus pools were initialized from global maps and held constant at prescribed values throughout the entire spin-up (500 years of offline land simulation plus 510 years of coupled simulation without ocean BGC). With this approach, the fluxes of P depend on the initial P pool sizes, but the pool sizes are not allowed to update during the spin-up, so fluxes of P from the pools are not depleting the pools during this period. One consequence of this approach is that the preindustrial soil P states match the global soil P maps exactly. Another consequence is that the soil P pools are not in dynamic equilibrium with the rest of

Figure 5. (a) Globally integrated CO₂ air-sea flux (positive values denote flux into the atmosphere) and (b) ocean primary production by phytoplankton in PgC/year from the beginning of the spin-up phase through 2014 of CNST-forcing showing the approach to equilibrium. The dashed line in (a) denotes the target equilibrium threshold of 0.1 PgC/yr. The star in (b) is an estimate from Ma et al. (2014), and the triangle is from Behrenfeld and Falkowski (1997).
the model processes at the start of the historical transient simulation. This leads to transient dynamics in the ECA simulations, including in the historical control simulation, as the soil P pools adjust in response to their disequilibrium state. Tests were conducted using the same initialization approach in ECA as described above for CTC, and it was found that the soil P pools in ECA were depleted too rapidly during the spin-up phase, resulting in P limitation that was deemed excessive at the preindustrial state. For both the CTC and ECA approaches to soil P pool spin-up, there is P limitation to vegetation growth and decomposition in the preindustrial state at the start of the historical transient simulations.

The two models also differ in the assumptions made about how initial soil P pools are distributed with depth. Very few observations are available to constrain the present-day vertical profiles of soil phosphorus below 50-cm depth, and this problem is of course more acute for the preindustrial period. For the CTC configuration the 0–50 cm soil P pools from observationally constrained input maps are assumed to apply to the full modeled soil depth (3.8 m). The ECA configuration assumes an exponential decrease in the phosphorus profiles below 50 cm, resulting in less column-integrated soil P for ECA than for CTC. The impact of these choices and the differences in subsequent evolution of nutrient pools is discussed in section 5.3.

We evaluated the spin-up of the land biogeochemical state by the following criteria:

1. We required a balanced land-atmosphere carbon exchange, that is, net ecosystem exchange (NEE) near zero with minimal drift (Figure 6c). Mean NEE over the 164-year constant-forcing (control) experiment was 0.02 PgC/yr for the default CTC configuration (section 5.1), well below the $\pm 0.1$ PgC/yr threshold recommended for the C4MIP by (Jones et al., 2016). For the ECA simulations, mean NEE over the same spin-up period was 0.12 PgC/yr.

2. We also performed a qualitative evaluation of the spatial distributions of NEE, global total vegetation biomass and global total soil carbon.

3. Finally, we examined the time series of the global mean total vegetation carbon, soil carbon, GPP, net primary productivity, and nitrogen and phosphorus mineralization to ensure that temporal trends in these variables were minimized, but did not apply formal threshold criteria.

As noted above, the ECA simulation was also not in dynamic equilibrium during the 164-year constant-forcing (control) experiment, with a mean NEE of 0.78 PgC/yr over that period, or a net loss of 128.5 PgC from land. ECA was in good dynamic equilibrium for an equivalent duration at the end of its coupled model spin-up simulation, prior to release of soil P pool constraints.

### 3.2. Spin-up and Tuning of Ocean Biogeochemistry

To conserve computational resources, the ocean biogeochemistry was initially spun up in a separate, parallel effort in 104 years of fully coupled E3SMv1.1 simulations. For the CTC configuration, this model state was combined with the land model state from year 601 and the simulation was continued for another 265 years. In total, the ocean biogeochemistry was spun up for 369 years within coupled simulations.

Our primary aim in initializing the ocean biogeochemistry state variables was to achieve reasonable agreement with observational benchmarks for the surface ocean (such as the present-day observational data sets that we compare with model fields in section 4.5). This was judged adequate for achieving our primary goal,
that is, an initial evaluation of any major biases occurring in the behavior of the BEC biogeochemistry following its implementation into the MPAS-Ocean model. A full spin-up of ocean biogeochemistry fields in Earth System Models typically requires at least several thousand simulation years due to the long equilibration time scales of the deep ocean. This level of computational burden was felt to be premature for an initial evaluation of the ocean biogeochemical behavior in the absence of full carbon cycle coupling, so we did not attempt it. As a consequence of this somewhat short spin-up, the ocean continued to take up CO₂ throughout the preindustrial control simulation, as can be seen in Figure 5. Nevertheless, the exercise has enabled us to identify several important issues in the E3SMv1.1-BGC model’s ocean biogeochemistry, which will be discussed later in this paper, and we are now targeting these issues as priorities for improvement in current development efforts.

We judged the spin-up of the ocean biogeochemical state adequate to our purposes by the following criteria:

1. We required that the absolute value of the globally integrated air-sea CO₂ transfer be less than 0.1 PgC/yr when averaged over a period of at least 30 years, with minimal drift, in accordance with (Jones et al., 2016). Although 30 years is a relatively short time for determining quasi-stationarity, it proved to be sufficient since the resulting imbalance was 0.08 PgC/yr averaged over the 164-year period of the constant-forcing (control) simulation. (Figure 5a).

2. We also performed qualitative evaluations of the spatial distributions of phytoplankton biomass and nutrient distributions.

3. Finally, we examined the time series of the global mean primary productivity (Figure 5b) to ensure that the temporal trend was small, but did not apply a formal threshold criterion. Global nutrient inventories were confirmed to be drifting slightly (1.5% or less per century) due to the imbalance of riverine inputs and removal in the benthos.

3.3. Spin-up and Tuning of Sea Ice Biogeochemistry

The MPAS-seaice biogeochemical submodule, Icepack 1.0 (Roberts et al., 2018), was tuned initially in one-dimensional configurations of the Arctic (Duarte, Meyer, et al., 2017) and the Southern Ocean (Jeffery & Hunke, 2014).

The sea ice biogeochemistry was then further tuned in ocean-ice simulations using E3SMv1.1 and related models. In ocean-ice configurations, the sole tuning criteria was the best fit between simulated ice-integrated chlorophyll and observations from six field locations: three in the Arctic—the Norwegian Sea (Duarte, Meyer, et al., 2017), Barrow (Lee et al., 2008), and the Bering Sea (Gradinger et al., 2012); and three in the Southern Ocean—the Western Weddell Sea (Lannuzel et al., 2013), West Antarctic Peninsula (Massom et al., 2006), and Prydz Bay (Paterson & Laybourn-Parry, 2012).

3.4. Spin-up and Tuning of the Physical Climate State in Coupled Spin-up Simulations

We initialized the spin-up of the coupled E3SMv1.1-BGC model by branching from the E3SMv1.0-DECK preindustrial control simulation. The climate of the E3SMv1.0-DECK has been extensively evaluated and documented in Golaz et al. (2019), so we do not discuss the climate features of the model in great detail here. However, in E3SMv1.1-BGC, due to the combined effect of using the active land model and two minor bug fixes (see Supporting Information for details), the E3SMv1.1-BGC model experienced a small change in the net top-of-atmosphere radiation balance, bringing the preindustrial spin-up slightly out of its steady-state condition. This necessitated a minor retuning of atmosphere model.

In evaluating this small retuning, we applied the same primary criteria as were applied to the E3SMv1.0-DECK Golaz et al. (2019); that is:

1. The model must have a balanced radiative state, that is, a mean globally integrated net top-of-atmosphere radiative balance close to zero. This is critical since the model will otherwise experience significant climate drift. After retuning, the E3SMv1.1-BGC model had a net top-of-atmosphere radiative balance averaged over the last 50 years of spin-up was \(-0.057 \text{ W/m}^2\) (CTC) and 0.036 W/m² (ECA), with a slope of \(-1.7 \times 10^{-3} \text{ W/m}^2/\text{yr}\) (CTC) and \(-1.7 \times 10^{-3} \text{ W/m}^2/\text{yr}\) (ECA). (Figure 6a).

2. The global mean surface temperature (at 2-m reference height) must be close to the expected preindustrial value and with minimal trend (Figure 6b). This is a key metric since observational constraints exist for the preindustrial surface atmospheric temperature. The global mean surface temperature averaged over 50 years was 286.79 K (CTC) and 286.64 K (ECA), with a slope of \(1.9 \times 10^{-3} \text{ K/yr}\) (CTC) and
−2.0 \times 10^{-3} \text{ K/yr (ECA). This is slightly cooler than the 286.95 K global mean surface temperature of the E3SMv1-DECK preindustrial spin-up (500-year long-term average), and well within the range of global mean surface temperatures of the CMIP5 models, which mostly fall within the range 13–14°C (286.15–287.15 K; Hawkins & Sutton, 2016). It is also consistent with observational estimates of the present-day surface temperature (14.00°C for the period 1961–1990) and the linear change in surface temperature from the preindustrial to the present-day (0.57°C for the period 1861–1997 Jones et al., 1999).

We also examined various other properties of the physical climate and determined that, after these minor changes and retuning, the climate remained otherwise similar to the E3SMv1.0-DECK preindustrial control simulation. Since no other notable differences were identified, we refer the reader to Golaz et al. (2019) for further documentation of the model's physical climate.

4. Preindustrial and Historical Simulations: Description and Observational Benchmarking

4.1. Experimental Design and Overview of the Simulations

As discussed in section 1, carbon cycle interactions with nitrogen and phosphorus nutrient cycles exert significant control on climate, but considerable uncertainty surrounds the approaches to representing these processes in ESMs. The simulations presented here exploit a rare opportunity to examine the role of nutrient limits in two structurally different approaches to modeling the biogeochemistry of soils (CTC and ECA) within an otherwise identical ESM framework.

Additionally, our simulations are designed to facilitate the calculation of feedback parameters characterizing the strength of the coupled carbon-climate feedbacks in the E3SMv1.1 model. When framed as a climate forcing, the feedbacks between the carbon cycle and climate are of similar magnitude as cloud-climate feedbacks (Friedlingstein et al., 1999; Gregory et al., 2009), and hence are one of the most important—that is, probably both large and poorly constrained (Friedlingstein et al., 2014)—uncertainties in predicting the climate response to emissions of CO₂ in the future.

To characterize the strengths of the feedback parameters, $\beta$ (the CO₂ fertilization effect) and $\gamma$ (the climate-only effect on carbon), we follow the methodology of Gregory et al. (2009), with modifications that will be described in section 6.2. This methodology requires running the simulations using four different coupling scenarios to quantify the strength of biogeochemical and radiative impacts of CO₂, and their nonlinear interactions.

In these coupling scenarios, we separately prescribe the CO₂ concentrations experienced by biogeochemical systems on land and in the ocean (“B”) and the CO₂ concentrations experienced by the atmosphere model's radiative transfer codes (“R”). In each experiment, the prescribed concentrations of CO₂ are either held constant at 1850 levels (“C”) or increased along historical diagnostic (“D”) pathways (as opposed to prognostically simulated based on emissions).

All of these scenarios follow historical pathways (“hist”) for all non-CO₂ forcings. Historical simulations were completed for the time period 1850–2014.

Additionally, a control simulation or constant (CNST)-forcing was performed, which used repeated 1850 conditions for all forcings, including LULCC, atmospheric aerosol emissions, and others as described in Appendix C. Long-term trends in the CNST-forcing simulation serve to diagnose and control for potential drifts in climate conditions associated with incomplete spin-up of long-timescale climate processes.

An overview of the simulations described in this paper is provided in Table 3.

All simulations were initialized from the final year of the coupled spin-up simulation for the respective model configuration, as described in section 3. Input data sets followed the CMIP6 specifications as closely as possible, they are identical to those used in the E3SMv1.1-DECK experiments, and are described in more detail in Appendix C. In addition, these simulations also required input data sets for the atmospheric nitrogen deposition to land and ocean.

Each simulation has a single, unique execution script for provenance and reproducibility, as described in section A0.5. All simulations were performed on Edison at the National Energy Research Scientific Computing Center. All code, input data, and compsets for the simulations are available at this site.
### Table 3
**E3SMv1.1-BGC Simulations Overview**

| Configuration | Experiment / CO₂ Coupling | Intercomparison (if any) | Experiment name from intercomparison | Simulation years for external forcing | Biogeochemical CO₂ | Radiative CO₂ |
|---------------|---------------------------|--------------------------|-------------------------------------|-------------------------------------|-------------------|---------------|
| CTC           | Spin-up                   | N/A                      | N/A                                 | 1850                                 | constant          | constant      |
|               | CNST-forcing             | C4MIP / DECK             | piControl                            | 1850                                 | constant          | constant      |
|               | BCRC-hist                 | N/A                      | N/A                                 | 1850–2014                            | constant          | constant      |
|               | BDRD-hist                 | C4MIP (Tier 2)           | hist-bgc                             | 1850–2014                            | diagnostic        | constant      |
|               | BCRD-hist                 | N/A                      | N/A                                 | 1850–2014                            | constant          | diagnostic    |
|               | ECA                       | Spin-up                  | N/A                                 | 1850                                 | constant          | constant      |
|               | CNST-forcing             | C4MIP / DECK             | piControl                            | 1850                                 | constant          | constant      |
|               | BCRC-hist                 | N/A                      | N/A                                 | 1850–2014                            | constant          | constant      |
|               | BDRD-hist                 | C4MIP / CMIP6 historical | historical                          | 1850–2014                            | diagnostic        | diagnostic    |

**Note.** The “constant” CO₂ is held at 1850 concentration, while “diagnostic” CO₂ increases along CMIP6 historical pathway (see text for details). “Simulation years” are noted for the external forcing files, i.e., solar inputs, aerosol emissions, LULCC, and atmospheric nitrogen deposition.

---

**Figure 7.** Time evolution of E3SMv1.1-BGC simulated global mean (a) net top-of-atmosphere radiative flux (with 10-year running mean), and (b) atmospheric temperature anomalies at 2-m reference height, for all historical CO₂ coupling cases and CNST-forcing. Anomalies for each temperature time series are calculated relative to its average over the period 1880–1909.
The E3SMv1.1-BGC simulations used the v1.1.0 tag (or git hash 19ab75a36d7c0d18a52107ad30ee312f796ec3be8). The ECA simulations used the v1.1.1 tag (or git hash 25c94366a5888316a3194940943e7f86f21318).

Each simulation was continuously executed on a single compute cluster to avoid the risk of discontinuities due to architecture and compiler changes. In a minor exception to this, years 2000–2014 of the E3SMv1.1-CTC BCRD simulation had to be completed on a different computing platform due to the original platform being permanently taken offline.

4.2. Evaluation of Physical Climate

Before considering aspects of the simulation that are specific to the model’s biogeochemical features, we briefly examine the model’s overall climate and its transient evolution in the different CO₂ coupling scenarios. In this section, we focus only on simulations done in the default CTC configuration. The physical climate in the ECA is very similar and analogous figures for those simulations are provided in the supporting information (Text S2 and Figures S3–S8).

In the BCRD-hist scenario, the model’s climate is generally quite similar to the climate of the DECK ensemble described by Golaz et al. (2019). Therefore, we do not repeat the detailed comparisons with observational benchmarks of the physical climate system presented in that paper, but instead focus on a smaller number of key climate metrics demonstrating the similarity of the historical trend and present-day climatology. Additionally, we highlight some physical climate features that respond differently in the four different coupling scenarios.

In Figure 7, we show time series of the global mean top-of-atmosphere radiative balance and the global mean 2-m air temperature, together with the same variables from the five-member DECK simulation ensemble and observational benchmarks for temperature. The preindustrial control simulation (CNST-forcing) exhibits a stable global mean surface temperature and near-zero net radiative balance, indicating the initial condition of the coupled simulation had attained a well-equilibrated physical climate state.

The differences between the CNST-forcing and BCRC-hist simulation represent the combined effects of all historical forcings except the rising CO₂ concentration. These include the impacts of major volcanic eruptions, which can be clearly seen in the net top-of-atmosphere radiative balance (e.g., the 1883 Krakatoa and 1991 Pinatubo eruptions). When the CO₂ greenhouse effect is not operative (BCRC-hist and BDRC-hist), the cooling impacts of aerosols and their interactions with clouds dominate the energy balance, resulting in a net cooling of more than 1 K by the end of the twentieth century. When the CO₂ greenhouse effect is operating (BCRD-hist and BDRD-hist), the greenhouse warming nearly balances the cooling impacts of aerosols until the late twentieth century. The net effect is a slight midcentury cooling, followed by a strong warming after 1960, with a net warming effect of ca. 0.5° by 2014.

This result is consistent with the E3SMv1.0-DECK ensemble and the analyses of Golaz et al. (2019), which found that the E3SMv1.0 has a comparatively strong climate response to aerosol (aerosol direct and indirect effects) and also a strong response to CO₂ (climate sensitivity). Additionally, it is worth noting that there is no detectable difference in the time series of global mean surface temperature between the paired BC and BD cases, indicating that biogeochemical feedbacks onto global mean surface temperature are minimal in these simulations. This will be discussed in greater detail in section 6.2.

Snow cover generally agreed well with observations, and showed some sensitivity to the climate radiative effect. Figure 8(a) compares December-February mean (1979–2014) snow water equivalent (SWE) with observations from GlobSnow-2 [https://www.globsnow.info/swe/ Takala et al., 2011]. Simulated SWE generally agreed well with observations, except for overpredictions in the mountainous regions of western North America and in Eastern Eurasia. We also compared the temporal evolution of DJF SWE over Northern Hemisphere land, excluding glacial regions (Figure 8(b)). Both the BDRC-hist and BCRC-hist simulations experienced a rapid SWE increase from 1950 to around 1980, which was associated with increased snowfall and an increased persistence of SWE through summertime in some higher latitude grid cells.

As expected, the ocean and sea ice states in our simulations display the same biases described in Golaz et al. (2019), many of which have a direct influence on the marine biogeochemistry. Of particular importance is the presence of overly extensive sea ice in the Labrador Sea (Figure 9a). This results in a strong cold and fresh water bias, which is observable as a dominant signature in the sea surface temperature and sea
Figure 8. (a) Northern Hemisphere DJF mean snow water equivalent (SWE) comparisons between GlobSnow-2 observation and E3SMv1.1-BGC BDRD-hist simulation from 1979 to 2014. For consistency with observations, simulation results in glacier and mountainous areas are masked out using the GlobSnow-2 masking files. (b) Time series from 1850 to 2014 of DJF mean SWE from E3SMv1.1-BGC simulations, as anomalies relative to 1850, over the Northern Hemisphere land grids. Gray-shaded area shows range of five-member DECK historical ensemble (Golaz et al., 2019). In the time series, glacial grid cells have been excluded from the calculation of globally integrated SWE, that is, grid cells where SWE exceeds 1,000 mm throughout an entire summer in any year during the simulation.

Sea ice biogeochemistry is strongly impacted by the extent, thickness, and seasonal cycle of sea ice. Additional figures documenting biases in the model's present-day sea ice thickness, as compared with observations (Zwally et al., 2002), are included in the supporting information (Text S1 and Figures S1 and S2).

4.3. Observational Benchmarking of Land Biogeochemical and Physical Variables

We now turn to an evaluation of the land model in the BDRD-hist simulations. We evaluate the present-day simulated land biogeochemistry in comparison with a large suite of present-day observational benchmarks using the ILAMB package (section 4.3). The ILAMB package (Collier et al., 2018; Hoffman et al., 2017) was developed as a community effort to harmonize many disparate observational data sets, types of evaluation criteria, and types of model predictions into a single software package that can be used to quantify land model skill. The package evaluates land model results against a wide range of observationally inferred metrics (e.g., from in situ, remote sensing, and reanalysis-derived products), focusing on period mean bias, root-mean-square error (RMSE), spatial heterogeneity, and temporal dynamics (e.g., interannual variability...
and seasonal cycles of carbon fluxes). Observational uncertainty estimates are included, although these estimates are somewhat qualitative, since many available data sets do not explicitly quantify uncertainty. We view the resulting metrics—which span the carbon, hydrology, radiation and energy cycles, climate forcings, and functional relationships—as important for evaluating model processes requiring more development and tracking improvements in model performance over time, rather than as indicating whether a model is “good” or “bad” overall.

We used ILAMB to assess the BDRD-hist simulations both E3SMv1.1-BGC configurations over the period 1980–2005, and compare them with nine CMIP5 land models and the multimodel mean of those CMIP5 models. A high-level “scorecard” summary of this assessment is shown in Figure 10; we also encourage readers to explore the interactive online version of this scorecard (https://doi.org/10.6084/m9.figshare.11097356/), which enables users to view all of the underlying geographic and temporal comparisons that make up these scores. These comparisons indicate the E3SMv1.1 configurations exhibit similar performance and outperform most CMIP5 models for nearly every variable. The superior performance shown by the E3SMv1.1 configurations is likely attributable to a combined effect of better mean atmospheric forcings, as indicated in the gray rows in Figure 10 (and further documented in Golaz et al. (2019) for the E3SMv1.0-DECK version), and of recent land model improvements.

As expected, the CMIP5 multimodel mean outperforms any single CMIP5 model. The E3SMv1.1-BGC model configurations show performance similar to the CMIP5 multimodel mean, with the CMIP5 multimodel mean outperforming either E3SMv1.1-BGC configuration to some degree for GPP, LAI, global net ecosystem carbon balance, ecosystem respiration, latent and sensible heat, and diurnal maximum temperature (an atmospheric forcing). In only four cases does either E3SMv1.1-BGC configuration exhibit worse than average performance among this collection of models.

In addition to the 30-year temporal and global mean comparisons with carbon cycle observations presented in the next section, the spatial and temporal structure of global carbon fluxes are important components of land model evaluation. ILAMB metrics combine model-observation comparisons for flux magnitudes, spatial structure, and monthly and interannual variability temporal dynamics. Both the CTC and ECA configurations performed better than most individual CMIP5 models for the dominant carbon exchanges with the atmosphere (GPP, NEE, and ecosystem respiration; Figure 10). The relatively better ECA scores for these land-atmosphere carbon exchange metrics (GPP, NEE, ecosystem respiration) resulted from improved estimates of both spatial and temporal structure. For the two metrics that are most relevant to the coupling with

Figure 9. Differences between simulated fields averaged over the final 30 years of BDRD and observations (a) sea ice fraction relative to NASA Team satellite data (Cavalieri et al., 1996), (b) sea surface temperature (°C) relative to the Hadley National Oceanic and Atmospheric Administration (NOAA)/Optimal Interpolation merged sea surface temperature data set (years 1985–2014, Hurrell et al., 2008), (c) sea surface salinity (psu) relative to the Aquarius satellite observations (Project, 2010), and (d) mixed layer depth (m) relative to Holte-Talley Array of Real-time Geostrophic Oceanography-based observations (Holte et al., 2017)
Figure 10. The performance of both land model configurations of E3SMv1.1 (model columns 11–12) was assessed and compared with that of nine CMIP5 land models (model columns 1–9) and the multimodel mean of those CMIP5 models (model column 10) using the ILAMB package (Collier et al., 2018). The E3SMv1.1 results were drawn from the concentration-forced (BDRD) CMIP6 historical simulations (Eyring et al., 2016), while the other model results came from the concentration-forced CMIP5 historical simulations (Taylor et al., 2012). Since the CMIP5 historical simulations ended after year 2005, all models were evaluated in ILAMB for the period 1980–2005.
4.4. Observational Benchmarking of Inferred Atmospheric Carbon Dioxide Concentrations

Although the E3SMv1.1-BGC simulations presented in this paper are concentration-driven, ultimately we aim to understand the coupling of carbon fluxes between atmosphere, land, and ocean. As a first step toward this goal, we use a new capability recently implemented within the ILAMB diagnostic package to assess the seasonal and interannual variability of atmospheric CO₂ concentrations that would result from the land model's CO₂ fluxes.

ILAMB combines model-simulated land-atmosphere CO₂ exchange with impulse response functions computed by the reanalysis-driven GEOS-Chem atmospheric transport model to infer the time evolution of CO₂ concentrations at sampling locations. The method is based on approaches described in more detail
by Keppel-Aleks et al. (2014), and uses reanalysis winds from the Modern Era-Retrospective Analysis for Research and Applications data set (Rienecker et al., 2011). The seasonal and interannual variability in detrended CO$_2$ concentrations inferred by this inversion method are shown in Figure 11 and compared with CO$_2$ concentrations observed at flask measurement sites in NOAA's global Cooperative Air Sampling Network (https://www.esrl.noaa.gov/gmd/ccgg/flask.html Conway et al., 1994).

The diagnostic shown in Figure 11, as currently implemented in the ILAMB software package used to produce this figure, neglects anthropogenic CO$_2$ sources and the ocean CO$_2$ sink. Errors from this approximation are expected to be small, since anthropogenic and oceanic fluxes contribute comparatively little to the seasonal and interannual variability in detrended CO$_2$ concentrations (Keppel-Aleks et al., 2014; Nevison et al., 2008). For example, in the E3SMv1-BGC BDRD simulations (with the default CTC configuration), the seasonal amplitude of ocean NEE is about 0.17 PgC (difference between maximum monthly mean and minimum monthly month) while for land it is over 4 PgC. The interannual variability (calculated as the standard deviation of annual means, 1981–2009) for ocean fluxes is also quite small, about 0.13 PgC/yr, compared with 1.32 PgC/yr for land fluxes. Due to the order-of-magnitude greater seasonal and interannual variability in land fluxes, the errors in detrended CO$_2$ associated with neglecting ocean fluxes will be small. This diagnostic is therefore interpretable as a first-order approximation of the simulated seasonal cycles in detrended atmospheric CO$_2$ concentrations that would result from the land carbon fluxes simulated by E3SMv1.

In the CTC configuration, the amplitude of the detrended seasonal cycle in inferred atmospheric CO$_2$ (Figure 11a) is slightly too large in the Northern Hemisphere, while the ECA model significantly underpredicts the seasonal amplitude. Both configurations exhibits a similar, strong bias relative to observations binned in the region 30–60$^\circ$ south latitude. As with the seasonal amplitude, the interannual variability in the CO$_2$ time series (Figure 11b) is better simulated in the Northern Hemisphere by the CTC configuration, but is underpredicted by the ECA configuration. Both the CTC and ECA configurations again have a large (positive) bias in the Southern Hemisphere.

The timing of the maximum CO$_2$ values, that is, the average month during which peak CO$_2$ concentrations occur, is shown in Figure 11c. Again, the model-observation agreement is much better in the Northern Hemisphere than in the Southern Hemisphere for the model's default (CTC) configuration. The timing of the CO$_2$ peak is reproduced especially poorly in the tropical region (equator to 23$^\circ$S). The ECA configuration agrees better with observations on the timing of the peak in the tropics and Southern hemisphere, but less well in middle-to-high northern latitudes, compared with CTC.

Finally, Figures 11d–11g show the mean seasonal cycle and full time series of inferred and measured CO$_2$ at four selected flask measurement sites: (d) Barrow, Alaska, is a high-latitude site within the Arctic circle; (e) the Azores is a northern midlatitude site located in the middle of the Atlantic ocean, (f) Samoa is located in the Tropical Pacific, and (g) the South Pole.

The overestimated seasonal amplitude in the Southern Hemisphere, which is shown in the averaged statistics in Figure 11a, is also observable in the time series at the South Pole station (Figure 11g). The overall better performance of the CTC configuration on this diagnostic at northern high latitudes is reflected in the seasonal cycle at Barrow (d), and the too-strong Northern Hemisphere seasonal cycle of CTC versus the too-weak cycle of ECA is reflected in the Azores seasonal cycle (e). In the tropics (Figure 11f), both CTC and ECA correctly simulate a weak amplitude to the seasonal cycle; the ECA configuration produces slightly better agreement with the observed timing of the seasonal cycle here. Errors in the tropical region could potentially be related to the complexity of tropical atmospheric dynamics introducing errors and uncertainties in simulation of transport processes, or to the occurrence of drought and drought responses.

The challenges in attaining model-observation agreement in the inferred CO$_2$ for the Southern Hemisphere are likely mostly due to the greater importance of the ocean sink in determining the seasonal cycle at the Southern Hemisphere measurement sites (Nevison et al., 2008), which are not accounted for in this method. Additionally, there are inherent difficulties in simulating interhemispheric exchanges of air, which result in large differences in the simulated interhemispheric gradient of CO$_2$ when using different atmospheric transport models (Gurney et al., 2003; Law et al., 1996). In particular, the interhemispheric transport of CO$_2$ has been shown to be sensitive to the covariance between the seasonality of CO$_2$ surface fluxes and interhemispheric air exchange (Dargaville et al., 2003), while differences in the strength of simulated convective air
transport strongly influence the simulation of CO$_2$ accumulation near continental source regions, relative to its transport to remote marine air.

While the results presented in Figure 11 were calculated using reanalysis-driven GEOS-Chem inversions, future efforts will be required to characterize the transport properties of the E3SMv1.1 atmosphere model. We note that atmospheric transport in E3SMv1.1 likely has significant differences from its ancestor, CESM, due to such modifications as an increase from 30 to 72 vertical layers, and the replacement of the convection parameterization.

### 4.5. Observational Benchmarking of Ocean and Sea Ice Biogeochemistry

Next, we compare the simulated ocean and sea ice biogeochemistry with observational benchmarks. Figure 12 shows the total surface chlorophyll concentration summed over all phytoplankton functional groups from BDRD-hist compared to Sea-Viewing Wide Field-of-View Sensor (SeaWIFS) satellite observations. The modeled chlorophyll has a large low bias throughout most of the global ocean, indicating that the model’s production of biomass is biased low almost everywhere. The strong low bias in coastal and eastern basin upwelling regions is a common feature of coarse-resolution ocean biogeochemical models, since underresolved ocean dynamics create inherent challenges in simulating nutrient transport and other coastal processes. In addition, some processes known to be important in coastal ecosystems, such as sedimentation and resuspension of particulates, are currently not represented in the model.

However, the model’s most prominent bias is its deficit in chlorophyll north of 35°N. Surface nitrate (Figure 13) and phosphate concentrations (not shown) are very low in this area compared to climatological data, strongly limiting phytoplankton growth. This depletion of surface nutrients is likely the result of a too-shallow mixed layer, caused by the cold and fresh bias of the North Atlantic (Figure 9), which can prevent the replenishment of nutrient stocks via deep vertical mixing. In addition, the sluggish meridional overturning strongly curtails the effectiveness of deep “nutrient streams” (Williams et al., 2011) in replenishing nutrient stocks even when deep mixing does occur.

Another notable bias is the extensive regions of the global ocean that are phosphate-limited (supporting information, Figure S12). However, the concentrations of other macronutrients are also scant in most of these areas, so all are effectively limiting where chlorophyll is low. On the other hand, the model realistically captures the presence of large iron-limited regions in much of the Southern Ocean (supporting information, Figure S12).

**Figure 12.** log(Ocean surface chlorophyll-a) (mg/m$^3$) (a) averaged over the final 30 years of BDRD and (b) averaged over 1997–2010 from SeaWiFS satellite observations.

**Figure 13.** Ocean surface nitrate (mmol/m$^3$) (a) averaged over the final 30 years of BDRD and (b) World Ocean Atlas climatology (Boyer et al., 2013).
Figure 14. Ocean dissolved oxygen at 500-m depth (mmol/m$^3$) (a) averaged over the final 30 years of BDRD and (b) World Ocean Atlas climatology (Boyer et al., 2013).

An example of the interplay of physical and biogeochemical biases can be seen in the extent of the subsurface oxygen minimum zones (OMZs, Figure 14). Below the photic zone, oxygen is required for the heterotrophic bacterial processes that mediate remineralization of organic nutrient pools. Achieving a realistic simulation of OMZs has proven to be a challenge for ESMs due to a delicate balance between physics and chemistry, and E3SMv1.1-BGC is no exception. Overall, the OMZ bias of substantially overestimating the amount of low-oxygen water is very similar to CESM1 (Moore et al., 2013), though even larger here. According to the World Ocean Atlas estimate (Boyer et al., 2013), the volume of OMZs in the global ocean (defined by oxygen levels <20 mmol/m$^3$) should be about $13 \times 10^6$ km$^3$, compared to $38 \times 10^6$ km$^3$ in CESM1 and $82 \times 10^6$ km$^3$ here. In addition, the model's tropical Atlantic has extensive regions of hypoxia, which are rare in reality.

As noted in section 4.6.1, the net flux of CO$_2$ from the ocean to the atmosphere is relatively weak, though the distribution in BDRD is quite realistic since it is strongly related to SST and circulation, with ocean outgassing in the low latitudes and in the Antarctic Circumpolar Current, and uptake occurring in the midlatitudes and high northern latitudes (Figure 15). The high outgassing seen in the Southern Ocean is partly due to a relatively low mean sea ice concentration, especially to the east of the Weddell Sea. As seen in Table 5, the net transfer of CO$_2$ into the ocean is 1.2 PgC/yr averaged over the final 30 years of BDRD, while the estimate of Landschützer et al. (2017) is 1.4 PgC/yr.

Sea ice algal production in the Arctic Ocean is tightly constrained by extensive low surface ocean nitrate and silicate biases in all simulations. This leads to significant underestimations of Arctic ice primary production: CNST-forcing simulations range from 5.5–7 TgC/yr; RD-hist values peak at 8.5 TgC/yr in the early 1980s before decreasing to CNST-forcing values of 6 TgC/yr by the end of the historical period; and RC-hist runs fluctuate between 9–10.5 TgC/yr over the last 20 years of the historical period. Increases relative to CNST-forcing in all historical simulations are in large part due to increases in sea ice extent. By contrast, estimates of total Arctic ice algal primary production range from 23–170 TgC/yr (Arrigo, 2014).

What is perhaps surprising is the relatively good agreement between total ice algal chlorophyll concentrations in CNST-forcing and historical simulations and field observations (Figure 16). In particular, modelled results show good agreement in the key Arctic primary production regions of the Bering Sea and the waters north of Point Barrow, though we do see substantial overestimations in the Beaufort Sea simulations in early spring. It is important to note that comparable chlorophyll with very low production is achieved by limiting carbon turnover: algal mortality and loss to the ocean during meltwater flushing are minimized. In reality, we expect at least an order of magnitude greater carbon cycling in Arctic sea ice. Comparisons of historical...
and CNST-forcing ice integrated chlorophyll in the three Arctic locations (Figures 16a–16c) do not reveal a consistent pattern except, perhaps, for clustering of RD and RC tendencies.

Simulations of Southern Ocean ice primary production are generally limited by light, not nutrients, and so less affected by biases in upper ocean nutrient concentrations. Simulated total annual primary production is low but within the wide 3.6–456 TgC/yr range of previous estimates (Arrigo, 2014): CNST-forcing simulations are 14–16 TgC/yr; radiatively forced (BDRD-hist, BCRD-hist) values are slightly lower, spanning 12.5–15 TgC/yr in the last 20 years of the historical period; while biogeochemically forced (BDRC-hist, BDRD-hist) are slightly higher (15–17.5 TgC/yr). When normalized by sea ice extent, all historical simulations show decreases in annual primary production from a CNST-forcing value of 1,350 mgC/m²/yr to a 20-year historical mean of 1,150 mgC/m²/yr.

Ice chlorophyll estimates in the Southern Ocean (Figures 16d to 16f) compare well with in situ core observations in the western Weddell Sea (−60°E to −45°E), eastern Weddell Sea (−45°E to 30°E), and the Ross Sea (160 to 210°E), although simulations tend to overestimate chlorophyll concentrations in the austral summer. This suggests that algal retention mechanisms (slow rates of desorption from the ice crystal and high algal motility rates that allow diatoms to remain in the sea ice under slower rates of ice melt) are likely too effective. As in the Arctic analysis, there are no consistent patterns in historical and CNST-forcing chlorophyll time series for the three regions investigated.

4.6. Observational Benchmarking of Global Carbon and Nutrient Budgets

To assess the model's ability to correctly represent carbon and nutrient inventories, we examine the 30-year mean global budgets of land carbon and nutrient pools and fluxes simulated by the CTC and ECA.
configurations. We also briefly discuss the carbon pools and fluxes simulated by the ocean model, while noting that these are impacted by the biases described in section 5.1.

For all terms, we compare the preindustrial (1977–2014 from CNST-forcing) and present day (1977–2014 from BDRD-hist). Methodological details of the model budget calculations are provided in the supporting information (Text S5).

### 4.6.1. Observational Benchmarking of Global Land and Ocean Carbon Cycle Budgets

The mean budgets of land carbon pools and fluxes for the years 1977–2006 from CNST-forcing and BDRD (CTC and ECA) are shown in Table 4, together with a summary of observational estimates for some terms. The values for CNST-forcing represent the preindustrial equilibrium state, while the values for BDRD represent the contemporary state. Most of the observational estimates represent contemporary conditions, but note that mismatches between the years for which specific observational estimates are valid and the simulation years that have been averaged for this comparison are an important caveat to consider when comparing these values. Nevertheless, it is useful to place the global budgets in context with previous observational estimates and we discuss these comparisons in this section.

As discussed previously (section 5.1 and Figure 17), model-simulated TEC declines over the historical period due to LULCC and these declines are greater in ECA simulations due to stronger phosphorus limitation in ECA. Toward the end of the twentieth century, stronger CO₂ fertilization leads to recovery of TEC, producing

### Table 4

| Table 4
| Land Carbon Budget Terms in [PgC] for Pools or [PgC/yr] for Fluxes |
| CTC | ECA |
| CNST-forcing | BDRD | CNST-forcing | BDRD | Observations |
|---|---|---|---|---|
| Total ecosystem carbon | 2,530 | 2,470 | 1,970 | 1,990 | 450–650 (IPCC AR5), 455 (GEOCARBON), 560 ± 94 from 1982 to 1990 (DeFries et al., 1999) |
| Total vegetation carbon | 648 | 589 | 416 | 383 | 560 ± 94 from 1982 to 1990 (DeFries et al., 1999), 1,500–2,400 (IPCC AR5), 1,750 ± 250 (Jobbgy & Jackson, 2001), 2,376–2,456 (Batjes, 1996), 3,000 (Köchy et al., 2015) |
| Total SOM carbon | 1,747 | 1,758 | 1,247 | 1,278 | 550 ± 100 from 1980s to 1990s (Houghton, 2003), 455–650 (IPCC AR5), 550 ± 100 from 1980s to 1990s (Houghton, 2003) |
| Total SOM carbon (top 1 m) | 1,095 | 1,106 | 1,024 | 1,054 | 890–1660 (Todd-Brown et al., 2013), 1,462–1,548 for the last 20–30 years (Batjes, 2014), 1,325 (Köchy et al., 2015) |
| Total litter carbon | 21 | 23 | 37 | 44 | 68 (Matthews, 1997), 43 ± 3 from 1990 to 2007 (Pan et al., 2011) |
| Coarse woody debris carbon | 110 | 101 | 288 | 269 | 75 (Matthews, 1997), 43 ± 3 from 1990 to 2007 (Pan et al., 2011) |
| Product 10 carbon | 0 | 2.9 | 0 | 3.4 | 123 ± 8 from 1998 to 2005 (Beer et al., 2010), 119 ± 6 from 1982 to 2008 (Jung et al., 2011), 123 from 1998 to 2005 (IPCC AR5), 150–175 from 1980s to 2010 (Welp et al., 2011), 140 (for year 2007 Joiner et al., 2018), 125 ± 25 PgC/yr from 2001 to 2011 (Jiang & Ryu, 2016) |
| Product 100 carbon | 0 | 2.9 | 0 | 4.6 | |
| Total product carbon | 0 | 5.8 | 0 | 8.0 | |
| GPP | 109 | 124 | 91 | 108 | |
| Autotrophic respiration | 68 | 79 | 49 | 59 | |
| Litter fall | 45 | 48 | 62 | 63 | |
| Litter to soil | 20 | 21 | 12 | 14 | |
| Heterotrophic respiration | 37 | 39 | 38 | 41 | |
| Fire loss from vegetation and litter | 4.6 | 4.8 | 4.2 | 4.4 | |
| Anthropogenic disturbance | 0 | 0.55 | 0 | 0.72 | |
| Product decomposition | 0 | 0.72 | 0 | 0.88 | |
| Harvest to product | 0 | 0.65 | 0 | 0.83 | |
| LULCC to product | 0 | 0.11 | 0 | 0.10 | |

*Note. Methodological details are provided in the supporting information (Text S5).*
Figure 17. Time series of global annual totals for (a) GPP [PgC/yr], (b) NEE [PgC/yr], (c) total land ecosystem carbon (as anomaly from 1850; PgC), (d) total vegetation carbon (as anomaly from 1850; PgC), (e) total SOM carbon in the top 1 m (as anomaly from 1850; PgC), and (f) total litter carbon including coarse woody debris (as anomaly from 1850; PgC). All panels show 10-year running mean values between 1850–2014, with CTC simulations shown as solid lines and ECA as dashed lines. Note that the same results are shown again in the supporting information either as anomalies (GPP and NEE; a and b), or as absolute values (carbon pools; c–f).

A simulated total carbon stock in the contemporary period that is larger in CTC (2,470 PgC) than in ECA (1,990 PgC).

The two model configurations also partition carbon differently among the various ecosystem pools. For CTC, 24% of the terrestrial carbon is stored in vegetation (589 PgC), 5% in litter and coarse wood debris (124 PgC), and 71% in SOM (1,758 PgC). For ECA, about 19% of the terrestrial carbon is stored in vegetation (383 PgC), 16% in litter and coarse wood debris (313 PgC), and 64% in SOM (1,278 PgC). Soil carbon stocks were similar between the two configurations in the top 1 m of soil, while CTC had significantly more deep-soil carbon than ECA. Such differences in deep soil carbon stocks may generate different carbon-climate feedbacks under future warming scenarios that include high-latitude thawing (Pries et al., 2017).

For vegetation carbon, the CTC simulation (589 PgC) is within the range of the inventory-based estimates from the Fifth Assessment Report of the United Nations Intergovernmental Panel on Climate Change (IPCC AR5) (450–650 PgC Ciais et al., 2013) and moderately higher than the most recent global observational estimates (380–536 PgC Erb et al., 2018), which include subsequent reductions in vegetation carbon due to deforestation and other land management activities (2006 to ca. 2018). The ECA-simulated vegetation carbon (383 PgC) is lower than the IPCC AR5 estimate, but at the lower end of the range presented in Erb et al. (2018).
Global SOM carbon estimates are currently uncertain but better constrained for the top 1 m of soil than for deep soil (i.e., 1–3 m). For SOM carbon in the top 1 m of soils, both CTC- and ECA-simulated values are within the range of estimates reported by Todd-Brown et al. (2013) (890–1,660 PgC), but lower than some other observationally based estimates (1,462–1,548 PgC, Batjes, 1996; 1,325 PgC, Köchy et al., 2015). CTC-simulated 0–3 m depth interval SOM carbon is within the range of estimates reviewed in the IPCC AR5 report (1,500–2,400 PgC Ciais et al., 2013) and in Jobbgy and Jackson (2001) (1,750 ± 250 PgC), while ECA-simulated soil carbon is below the range of those estimates. Both CTC and ECA simulate less 0–3 m SOM carbon than is suggested by some other recent observational estimates (2,376–2,456 PgC, Batjes, 1996; 3,000 PgC, Köchy et al., 2015). This large range in observationally inferred global SOM carbon stocks indicates more observational data is needed to better constrain global carbon cycling models.

For total litter carbon, observational estimates range from 43 ± 3 for forests (Pan et al., 2011), to a global estimate of 68 PgC (Matthews, 1997). The CTC configuration simulates lower litter carbon than these estimates (23 PgC), while ECA-simulated litter carbon is comparable to the lower estimate (44 PgC). Both CTC and ECA simulate a larger coarse woody debris carbon stock (101 PgC for CTC and 269 PgC for ECA) than is supported by observation-based estimates, which range from 73 ± 6 (forests Pan et al., 2011) to 75 PgC (Matthews, 1997).

For GPP, the CTC-simulated value of 124 PgC/yr is comparable to several observationally based estimates: 123 ± 8 PgC/yr (years: 1998–2005 Beer et al., 2010), 119 ± 6 PgC/yr (years: 1982–2008 Jung et al., 2011) and 123 PgC/yr (Ciais et al., 2013). It is lower than the range of 150–175 PgC/yr that was estimated by Welp et al. (2011) based on the oxygen isotopes of atmospheric CO₂ (years: 1977–2009). Another recent study based on satellite data suggested a global GPP of 140 PgC/yr for the year 2007 (Joiner et al., 2018). ECA-simulated GPP is generally lower than these observational values, but is within the uncertainty range of a more recent remote-sensing-driven estimate: 122 ± 25 PgC/yr (years: 2000–2015 Jiang & Ryu, 2016).

Analogous to the land results, 30-year means of the simulated ocean carbon pools and fluxes are shown in Table 5. Note that the carbon:nitrogen:phosphorus ratios for most pools and fluxes in the ocean and sea ice follow the model’s Redfield ratio, and so we do not repeat the figures for nitrogen and phosphorus.

### Table 5

| Ocean Pool or Flux | Magnitude [PgC] or [PgC/yr] |
|--------------------|-------------------------------|
| Total DIC          | 36,884                        |
| Total DOC          | 14.2                          |
| Total biotic carbon| 0.4                           |
| Primary production | 36.2                          |
| Remineralization   |                               |
| POC to DIC         | 7.8                           |
| DOC to DIC         | 6.5                           |
| Carbonate to DIC   | 0.6                           |
| Grazing, mortality, aggregation |               |
| Biota to DIC       | 21.9                          |
| Biota to DOC       | 6.3                           |
| Biota to POC       | 7.9                           |
| Flux from atmosphere| 1.2                          |
| Flux from sea ice  | 0.01                          |
| Flux from rivers   | 0.4                           |
| Export at 100 m    | 3.7                           |
| Burial             | 0.1                           |

Note. Fluxes are positive into the ocean and carbon:nitrogen:phosphorus ratios for most pools and fluxes follow the model’s value of the Redfield ratio, 117:16:1.
Table 6
Nitrogen Budget Terms in [PgN] for Pools or [PgN/yr] for Fluxes

| Term                        | CTC CNST-forcing | BDRD | ECA CNST-forcing | BDRD | Observations                          |
|-----------------------------|------------------|------|------------------|------|---------------------------------------|
| Vegetation                  | 4.3              | 4.3  | 2.6              | 2.7  | Model estimates: 3.8 (Zaehle et al., 2010), 5.3 (Xu-Ri & Prentice, 2008), 16 (Lin et al., 2000), 18 (Yang et al., 2009) |
| Litter                      | 0.61             | 0.64 | 1.72             | 1.78 | Top 1 m: 95 PgN (Post et al., 1985), 133–140 PgN (Batjes, 1996) |
| Soil organic nitrogen       | 174              | 175  | 113              | 116  |                                       |
| Product                     | 0                | 0.01 | 0                | 0.01 |                                       |
| Soil mineral nitrogen       | 0.68             | 0.76 | 2.7              | 2.8  |                                       |
| Vegetation to litter        | 0.62             | 0.69 | 0.55             | 0.65 |                                       |
| Litter to soil              | 0.62             | 0.68 | 0.54             | 0.63 |                                       |
| Biological nitrogen fixation| 0.086            | 0.087| 0.12             | 0.18 | 0.195 1990s (Cleveland et al., 1999); Preindustrial estimates: 0.108 (Galloway et al., 2014); Preindustrial estimates 0.058 (Vitousek et al., 2013) |
| Plant nitrogen uptake       | 0.66             | 0.75 | 0.52             | 0.61 |                                       |
| Nitrogen deposition         | 0.019            | 0.064| 0.019            | 0.064|                                       |
| Net nitrogen mineralization | 0.62             | 0.65 | 0.55             | 0.58 |                                       |
| Leaching from mineral nitrogen pool | 0.00069       | 0.00088| 0.0033         | 0.0047|                                       |
| Leaching from land          | 0.0079           | 0.012| 0.0085           | 0.012|                                       |
| Anthropogenic disturbance   | 0                | 0.0075| 0               | 0.011|                                       |
| Product decomposition       | 0                | 0.0014| 0               | 0.0020|                                       |
| Harvest                     | 0                | 0.0013| 0               | 0.0018|                                       |
| N₂O gas                     | 0.0021           | 0.0021| 0.0068          | 0.0083|                                       |
| LULCC to product            | 0                | 0.00022| 0               | 0.0040|                                       |

Note. Methodological details are provided in the supporting information (Text S5).

We find that the model-simulated ocean carbon uptake in E3SMv1.1 (which includes effects of sea ice coupling) is slightly below the low end of data-based estimates. For example, observational studies summarized in the IPCC AR5 (Ciais et al., 2013) estimated the ocean carbon sink to be in the range $2.0 \pm 0.7$ PgC/yr for the 1980s and $2.2 \pm 0.7$ PgC/yr for the 1990s, compared with 1.1 PgC/yr for the 1980s and 1.3 PgC/yr for the 1990s in the E3SMv1.1 BDRD-hist simulations.

Although we did not directly simulate a separate anthropogenic carbon pool, we can estimate it by differencing the BDRD and BCRD cases. The total ocean uptake of anthropogenic carbon since 1850 is estimated to be $150 \pm 20$ PgC/yr (Le Quéré et al., 2018), compared to $\sim 93$ PgC/yr for E3SM, further confirming the model’s relatively weak air-sea transfer.

This underprediction of the ocean carbon sink is likely related to the lack of Redi mixing, though the incomplete spin-up of the ocean biogeochemical state also plays a role. We document these biases here as they represent an important development milestone for the E3SM biogeochemistry, and we note that the biases are sufficiently large that the ocean biogeochemical outputs from E3SMv1.1-BGC should not be used for scientific purposes. Efforts are currently underway to understand and address the issues causing these biases, and we expect to be able to document improvements in the ocean biogeochemistry in future versions of E3SM.

4.6.2. Observational Benchmarking of Global Land Nitrogen Cycle Budgets

Overall, fewer observational estimates are available for nitrogen pools and fluxes compared to carbon, so the evaluation of the global nitrogen cycle is necessarily more limited. As done previously in the evaluation of global carbon pools, we compare observational benchmarks with the mean values from the period 1977–2014 of the BDRD simulation (Table 6), noting again that discrepancies between the years referred to by the observations and the simulations are a limitation in this analysis.
Figure 18. Time series of globally integrated pools and global mean fluxes, as anomalies from their respective 1850 values: (a) nitrogen fixation to soil mineral nitrogen (TgN/yr), (b) total soil mineral nitrogen (TgN), (c) labile phosphorus in top 40–60 cm (TgP), (d) soil mineral phosphorus in top 40–60 cm (TgP), (e) gross nitrogen mineralization (TgN/yr), and (f) net phosphorus mineralization (TgP/yr).

The models simulate vegetation nitrogen stocks of 4.3 PgN (CTC) and 2.7 PgN (ECA), compared to the range of 3.8–18 PgN estimated in previous modeling studies (Lin et al., 2000; Xu-Ri & Prentice, 2008; Yang et al., 2009; Zaehle et al., 2010).

Observationally based estimates for soil organic nitrogen in the top 1 m of soil range from 95 PgN (Post et al., 1985) to 133–140 PgN (Batjes, 1996). Model-simulated soil organic nitrogen for the full soil column is moderately larger than observational estimates for the top 1 m of soil in CTC (175 PgN) and within the observed range for ECA (116 PgN). This comparison provides some confidence that the model simulations of global nitrogen pools are likely within the range of values supportable by observations.

Biological nitrogen fixation during the preindustrial period was estimated at 0.058 PgN/yr by Vitousek et al. (2013) and 0.108 PgN by Galloway et al. (2014). E3SM simulates levels of biological fixation that are comparable to these estimates, at 0.087 PgN/yr and 0.18 PgN/yr for CTC and ECA, respectively. Over the historical period, nitrogen fixation increased slightly (∼1 TgN) for CTC while it increased significantly (∼60 TgN, 50%) for ECA (also shown in Figure 18a).

4.6.3. Observational Benchmarking of Global Land Phosphorus Cycle Budgets

Very few observations of ecosystem phosphorus are available on a global scale, limiting the ability to assess whether model behaviors are realistic for phosphorus cycling. In the absence of observational constraints, we compare our results with previous modeling studies (Table 7). Model-simulated vegetation phosphorus is 0.36 PgP for CTC and 0.24 PgP for ECA, comparable to the estimates from previous modeling studies, which range from 0.23 to 3 PgP (Goll et al., 2012; Jahnke, 1992; Wang et al., 2010a). Model-simulated soil organic phosphorus is 3.50 PgP for CTC and 1.12 PgP for ECA, which for both configurations is lower than values from previous studies, ranging from 5 to 10 PgP (Goll et al., 2012; Smil, 2000; Yang et al., 2013).

As discussed in section 5.3 and detailed in Appendix C3, initialization of phosphorus, and the evolution of phosphorus limitation over the course of the historical simulations, is among the key aspects that distinguishes the CTC and ECA simulations presented in this paper. Currently, the only observationally based global gridded soil phosphorus product is the global map that was used to initialize these simulations (Yang et al., 2013). Because this data set relied on observations of only the top 50 cm, we evaluate the model-simulated soil mineral phosphorus for the top 40 cm and top 60 cm (Table 7). We find that for the
Table 7
Phosphorus Budget Terms in [PgP] for Pools or [TgP/yr] for Fluxes

|                           | CTC         | ECA         | Observations                                      |
|---------------------------|-------------|-------------|---------------------------------------------------|
|                           | CNST-forcing| BDRD        | CNST-forcing| BDRD                                           |
| Vegetation                | 0.37        | 0.36        | 0.23       | 0.24                                           | Model estimates: 0.23–3 PgP (Jahnke, 1992; Smil, 2000; Wang et al., 2010a) |
| Litter                    | 0.07        | 0.07        | 0.15       | 0.15                                           |
| Soil organic phosphorus   | 3.48        | 3.50        | 1.07       | 1.12                                           |
| Product                   | 0           | 0.0019      | 0          | 0.00051                                        |
| Soil mineral phosphorus   | 270         | 270         | 30         | 30                                             |
| Soil mineral phosphorus (40cm) | 65     | 65          | 30         | 30                                             |
| Soil mineral phosphorus (60cm) | 88     | 88          | 31         | 31                                             |
| Vegetation to litter flux | 41          | 45          | 51.2       | 59.6                                           |
| Litter to soil flux       | 41          | 44          | 55         | 62                                             |
| Plant phosphorus uptake   | 37          | 42          | 54         | 63                                             |
| Weathering                | 1.7         | 1.7         | 28.7       | 28.5                                           |
| Adsorption                | 414         | 412         | 45         | 45                                             |
| Desorption                | 415         | 415         | 26         | 26                                             |
| Occlusion                 | 1.9         | 1.9         | 0.12       | 0.12                                           |
| Net phosphorus mineralization | 34     | 37          | 48         | 54                                             |
| Gross phosphorus mineralization | 52     | 55          | 66         | 73                                             |
| Immobilization            | 18          | 18          | 17         | 18                                             |
| Biochemical mineralization | 0.04       | 0.11        | 0.34       | 0.45                                           |
| Leaching from land        | 0.40        | 0.38        | 12.11      | 11.29                                          |
| Anthropogenic disturbance | 0           | 0.94        | 0          | 1.02                                           |
| Product decomposition     | 0           | 0.24        | 0          | 0.12                                           |
| Harvest                   | 0           | 0.22        | 0          | 0.10                                           |
| LULCC to product          | 0           | 0.04        | 0          | 0.02                                           |

Note. Methodological details are provided in the supporting information (Text S5).

contemporary period, the simulated global phosphorus pool in the top 40–60 cm of soil are comparable to the observationally based estimate of 45 PgP (Yang et al., 2013) in both model configurations. The two configurations differ significantly in their choices regarding the vertical distribution of mineral phosphorus below 50 cm, but additional observations in different parts of the world are needed to better constrain the present-day vertical distribution of phosphorus.

5. Ecosystem Responses to Prescribed Historical Increases in CO₂ in the Default and Alternative Land Biogeochemistry Configurations

5.1. Time Evolution of Global Land Biogeochemistry Metrics in CTC and ECA Configurations

We now turn to a more detailed analysis of the biogeochemical responses to prescribed historical increases in radiatively coupled and biogeochemically coupled CO₂, in both the default CTC configuration and alternative ECA configuration of the land biogeochemistry. Figure 17 provides an overview of the temporal evolution of several critical metrics of land biogeochemistry in response to the four different CO₂ coupling scenarios.

First, we consider the behavior of the CNST-forcing simulations, focusing initially on establishing whether any drifts in overall behavior emerge in the default CTC configuration of E3SMv1.1-BGC. For all biogeochemical metrics, the global mean values are stable throughout the CNST-forcing simulation. In particular, over the full CNST-forcing simulation (1850–2014), mean NEE was 0.031 PgC/yr in the E3SMv1.1-BGC (default configuration), indicating that the carbon cycle is well-equilibrated. Some small trends appear (e.g., a slight increase in total soil carbon), but these are small enough that we did not make any corrections for them in analyzing the simulations.
Figure 19. Spatial pattern of annual GPP in E3SMv1.1-BGC simulations, and its response to historical CO₂ coupling scenarios: (a) BCRC-hist, (b) physiological effect: BDRC-hist − BCRC-hist, (c) radiative effect: BCRD-hist − BCRC-hist, and (d) full effect: BDRD-hist − BCRC-hist.

In the ECA CNST-forcing simulation, GPP and NEE remained stable, but trends emerged in the metrics of ecosystem carbon pools. In the ECA configuration, soil phosphorus pools were fixed at constant values during spin-up, and then allowed to evolve during the simulation period. Consequently, the ECA CNST-forcing simulation, by design, depletes phosphorus from soils during the historical period; the trends in the ECA CNST-forcing carbon pools are consequences of this increasing phosphorus limitation. These interactions will be discussed in more detail below, as well as in section 5.3.

We now turn to a more detailed discussion of the individual panels in Figure 17. GPP is stable over the course of the simulations at ∼110 PgC for the CNST-forcing simulation of CTC and 92 PgC for ECA (Figure 17a). A strong CO₂ fertilization effect on GPP is evident, with BD simulations exhibiting much stronger growth in GPP compared to BC simulations. Additionally, in the late twentieth century, a response of GPP to CO₂-driven warming begins to appear, with higher productivity in the RD simulations than in the RC simulations, in both biogeochemistry configurations. Similarly, in the CTC configuration, the BCRC-hist simulation exhibits slightly lower GPP than the CNST-forcing, likely due to the cooler climate in the BCRC-hist. This is explored further by examining the geographic patterns of these effects in section 5.2 (Figure 19).

The temporal evolution of NEE is shown in Figure 17b. The slightly positive average values of NEE until the midtwentieth century reflect the net effects of a carbon source associated with LULCC, which exceeded the magnitude of the net carbon sink associated with CO₂ and nitrogen deposition fertilization of plant growth, consistent with observational estimates (Le Quéré et al., 2018). Aerosol-induced cooling may also act to reduce the land carbon sink during the historical period (Zhang et al., 2019), but we are unable to disentangle this effect from CO₂ effects in the simulations. In the late twentieth century, NEE becomes negative in BD simulations, as the land responds to increasing atmospheric CO₂ concentrations by increasing its uptake of CO₂.

Figure 17c shows the evolution of TEC, which reflects the cumulative effect of land-atmosphere carbon exchanges. While stable in the CNST-forcing simulation of CTC, TEC decreases in the CTC BCRC historical
simulation due to LULCC, as harvesting and deforestation move carbon from land ecosystems to the atmosphere. The CNST-forcing ECA simulation shows a nearly linear decline in TEC, the result of losses of ecosystem phosphorus. Further discussion of the nutrient limitation effects in the two model configurations is provided in section 5.3.

When the historical simulations are compared to CNST-forcing, the TEC in both the CTC and ECA simulations exhibits the expected responses to CO₂ biogeochemical coupling (BD) and radiative coupling (RD) (although in ECA simulations, these responses are superimposed on top of the overall declining trend). TEC is significantly higher for biogeochemically coupled (BD) cases, reflecting the accumulation of carbon under the influence of CO₂ fertilization of plant growth. For both CTC and ECA, TEC is slightly lower for BCRD than BCRC, indicating that radiatively forced climate change through the historical period is driving a small carbon release from land.

In the fully coupled historical simulations (BDRD-hist), the time evolution of TEC in BDRD simulations exhibits a U-shaped behavior, declining in the early years of the twentieth century and then increasing. A similar pattern was exhibited by some of the CMIP5 models and is supported by observationally derived reconstructions of historical carbon storage (Hoffman et al., 2014; Khatiwala et al., 2013). In the CTC BDRD simulation, TEC declines by a total of about 50 PgC over the period 1850-1950, in good agreement with the observationally based estimate of Khatiwala et al. (2013), which has an uncertainty range of about 10–50 PgC/yr in 1950. In the CTC simulation, TEC declines further until about the year 1975, with a peak change of about 80 PgC, before increasing again. This is a somewhat greater loss over the 1850–1975 period than is supported by the Khatiwala et al. (2013) estimate of about 0–50 PgC, but is within the range of the Khatiwala et al. (2013) estimate for the 1765–1975 period. By the year 2008, the TEC recovers to about 50 PgC below its 1850 value in the CTC simulation, which is slightly less than the 1850–2008 loss of ~40 to 40 PgC estimated by Khatiwala et al. (2013), but within the 1765-2008 estimate of ~10 to 70 PgC.

Le Quéré et al. (2018) reviewed and compiled and summarized various estimates of historical carbon emissions and uptake, as well as the estimated partitioning of carbon uptake among land, ocean, and atmosphere. Based on their review, they reported an estimated cumulative 1850–2014 carbon source associated with LULCC of 195 ± 75 PgC, and a cumulative carbon sink from land ecosystem uptake over this time period of 185 ± 50 PgC. This equates to an estimated net TEC loss of 10 PgC, but with a large uncertainty range of at least 50 PgC, which encompasses the CTC BDRD simulation’s total net carbon loss over the same period.

By comparison, the ECA BDRD simulation loses nearly 150 PgC by 1975 before it begins to gain TEC again, ending with a net loss of about 130 PgC over the entire period 1850–2014. This constitutes a greater loss of carbon from land than is suggested by either observational estimates (discussed above), or the CMIP5 models Hoffman et al. (2014).

There is some evidence of potential nonlinear interactions between the radiative and biogeochemical coupling in CTC simulations: the BDRD simulation has a TEC almost identical to BDRC, while a small radiative response is observed when comparing the BCRD and BCRC simulations. We hypothesize that progressive nutrient limitation occurs under CO₂ fertilization (Luo et al., 2004; Zaehle et al., 2014), and that warming temperatures enhance mineralization, and thus increase nutrient availability to plants, in the CTC BDRD simulation (see also Figures 17a and 17b).

We next examine the evolution of the individual components of TEC: vegetation carbon (Figure 17d), SOM carbon in the top 1 m of the soil column (Figure 17e), and total litter carbon (Figure 17f). In CNST-forcing simulations, each of these carbon pools is stable in the CTC configuration, whereas they all decline in the ECA configuration. The largest declines in ECA ecosystem carbon pools occur for total litter, followed by SOM, then vegetation carbon. In historical simulations, LULCC removes vegetation and thus litter and soil inputs, resulting in a re-equilibration of the soil carbon pools and typically losses to the atmosphere (Li et al., 2018), this phenomenon is reflected in the loss of carbon from all pools in simulations where CO₂ is constant (BCRC-hist).

The responses of vegetation to increasing CO₂ concentrations are driven primarily by CO₂ fertilization, leading to enhanced primary production. The CO₂ fertilization effect is stronger in the CTC configuration than in ECA, especially toward the end of the twentieth century, likely due to the stronger phosphorus limitation in ECA (see section A0.2).
Two competing mechanisms impact soil and litter carbon response to increasing CO₂ concentrations. First, increased vegetation growth caused by the CO₂ fertilization effect leads to increased carbon input to soils via leaf litter production and plant mortality (Zhu, Piao, et al., 2016). Second, warmer temperatures lead to more rapid decomposition of SOM by heterotrophic microbiota, resulting in loss of carbon to the atmosphere (Bond-Lambert et al., 2018).

The effects of both mechanisms can be seen in the evolution of soil and litter carbon stocks shown in Figures 17e and 17f. Soil and litter carbon increase in the BD cases due to fertilization. The litter pool response to fertilization is stronger in the ECA configuration, mainly driven by greater accumulation of coarse woody debris in ECA simulations (partitioning of carbon between different pools will be discussed in section 4.6.1, and is shown in Table 4). Both model configurations lose a small amount of SOM and litter carbon due to climate change (RD cases), with the litter losses somewhat larger for ECA than for CTC, probably reflecting decomposition losses from its larger coarse woody debris pool.

5.2. Geographic Distribution of GPP and CO₂ Responses in CTC and ECA Configurations

The geographic distribution of annual mean GPP (BCRC) and its differences between the CTC simulations are shown in Figure 19. Results for ECA simulations are similar and are provided in the supporting information (Figure S9). GPP is highest in tropical forest ecosystems, consistent with expectations and observational estimates (Figure 19a) (Anav et al., 2015; Chen et al., 2017). Figure 19b shows that the CO₂ fertilization effect on GPP (quantified as BDRC - BCRC) increases GPP globally, especially in the tropics. In contrast, the warming associated with the CO₂ radiative effect leads to increased GPP at high latitudes, where colder present-day temperatures limit ecosystem growth, while producing moderate declines in GPP in the tropics (Figure 19c). When operating together, the CO₂ fertilization effect dominates in the tropics, while the radiative effect dominates at high latitudes, leading to an overall increase in GPP across the globe (Figure 19d).

Warming reducing tropical GPP is reasonable given these ecosystems’ already-warm environment, dependence on water availability via precipitation and deep soil water (Poulter et al., 2009), and sensitivity to drought (Bonal et al., 2016; Corlett, 2016; Poulter et al., 2009). The negative sensitivity of Arctic GPP to CO₂ increases in the CTC configuration is perhaps less expected but consistent with the highly divergent responses observed in high-latitude Canadian ecosystems (Girardin et al., 2016; Sulla-Menashe et al., 2018) for example, due to the complex interplay of CO₂ fertilization, fire, water stress, and perhaps permafrost thaw (Penuelas et al., 2017).

5.3. Nutrient Limitation in CTC and ECA Configurations

Here we describe and compare the evolution of nitrogen and phosphorus limitation in the CTC and ECA configurations. Figure 18 shows the time evolution of the globally integrated biological nitrogen fixation to soil mineral nitrogen (Figure 18a) and soil mineral nitrogen pool (Figure 18b), as anomalies from their 1850–1859 means. The time evolution of both configurations as absolute values is shown in the supporting information (Figure S11).

In the default CTC simulations, biological nitrogen fixation is stable at ~86 TgN/yr throughout the CNST-forcing simulation, and exhibits only minor changes in response to historical forcings and increasing CO₂. In contrast, the ECA simulations begin with a higher initial rate of nitrogen fixation of around 130 TgN/yr and nitrogen fixation responds strongly to non-CO₂ historical forcings as well as to biogeochemical CO₂ coupling.

Soil mineral nitrogen (Figure 18b) increases over time in the CNST-forcing simulations; the increase is slight for CTC (from ~4 to 4.5 TgN) and moderate for ECA (from ~14 to 18.5 TgN). This trend indicates that the coupled global nutrient cycles were not completely equilibrated in the initial state. In the historical simulations, atmospheric deposition of nitrogen to land ecosystems increases rapidly after the first industrial-scale production of ammonia in 1913, leading to a rapid rise in soil mineral nitrogen in all historical simulations. Across the historical simulations, the BD cases have less soil mineral nitrogen than biogeochemically uncoupled (BC) cases, due to the increased plant demand caused by CO₂ fertilization. Additionally, the radiatively coupled (RD) cases have less soil mineral nitrogen than the radiatively uncoupled (RC) cases due to increased soil microbial uptake under a warmer climate, and increased plant uptake at high latitudes.
For ECA simulations, the soil mineral nitrogen content also increased across the historical simulations.

The evolution of the surface (top 40–60 cm) pools of both labile phosphorus and total soil mineral phosphorus, of which labile phosphorus is the most variable component, is shown in Figures 18c and 18d. In the CTC configuration, the labile phosphorus pool decreases slightly over the course of the control simulation, as leaching gradually removes phosphorus from land ecosystems. In the historical simulations, LULCC leads to an additional reduction in labile phosphorus, as clearance of vegetation biomass removes phosphorus from land ecosystems. Additionally, in the BD cases, the labile phosphorus pool is depleted more rapidly than the BC cases due to the enhanced vegetation productivity in the BD cases (Figure 17(a)) and associated enhanced phosphorus uptake.

The surface labile phosphorus pool is more rapidly depleted in the ECA configuration and the surface mineral phosphorus pool is also depleted. This different behavior resulted primarily from different initialization strategies for vertical distribution of soil mineral phosphorus. In the CTC simulations, the initial soil phosphorus pool was much larger in the total soil column and marginally larger in the top 50 cm, when compared with ECA (Table 7). In the ECA simulations, the limited availability of soil phosphorus in deeper layers constrains its mobilization to the surface. Additionally, ECA exhibits stronger leaching of phosphorus from land, as well as a net adsorption of phosphorus onto soil minerals, which contributes to the lower plant-available phosphorus in the ECA simulations, while CTC exhibits a net desorption, which may contribute to the more rapid removal of phosphorus in the ECA simulations. These and other differences in the globally integrated nutrient cycle budgets are discussed in section 4.6.

We quantified the extent of nitrogen and phosphorus limitation for plants and soils separately, as follows:

- Due to the structural differences between the CTC and ECA approaches, the nutrient limitation factor for plants is defined differently for each:
  - For CTC, the factor for plants is defined as the ratio of actual vegetation growth to potential vegetation growth if the instantaneous nutrient limitation did not exist, and is termed fraction of potential GPP (FPG). It is calculated separately for nitrogen (FPGN) and phosphorus (FPGP).
  - For ECA, the limitation factors $l_p$ and $P_p$ are calculated from the optimal and actual nutrient ratios with carbon, compared with the minimum nutrient ratios for the respective nutrient.

- CTC and ECA use the same definition of nutrient limitation for soil nutrient immobilization processes, the fraction of potential immobilization (FPI). FPI is the ratio of actual immobilization to potential immobilization if instantaneous nutrient limitation did not exist, and is calculated separately for nitrogen (FPI<sub>N,CTC</sub> and FPI<sub>N,ECA</sub>) and phosphorus (FPI<sub>P,CTC</sub> and FPI<sub>P,ECA</sub>).

For all nutrient limitation metrics, lower values indicate a stronger limitation on growth. Detailed explanations and definitions of the nutrient limitation factors are provided in section A0.2.

Figure 20 summarizes the nutrient limitation metrics across all simulations. Globally averaged FPGP is greater than globally averaged FPGN in all simulations (for both CTC and ECA), reflecting the greater role of nitrogen in limiting vegetative growth globally, as compared with phosphorus.

We first discuss the limitations on vegetative growth in the CTC simulations (Figures 20a and 20b). The fraction of potential GPP FPGN is relatively stable in the CNST-forcing simulation, indicating little change in nitrogen limitation in the absence of external forcings. By contrast, the BCRC-hist case has weaker nitrogen limitation (increasing FPGN), likely due to anthropogenic increases in atmospheric nitrogen deposition. The BCRD-hist simulation exhibits a further slight reduction in vegetation nitrogen limitation, likely due to increased soil nitrogen mineralization in a warming climate. In contrast, phosphorus limitation increases in the BC simulations. We hypothesize that this is a direct result of increases in nitrogen availability, which cause an increase in vegetation growth and a subsequent increase in phosphorus demand. In this situation, if phosphorus availability is not increasing as quickly as nitrogen availability, then phosphorus availability can become relatively more limiting for vegetation growth. In the BD simulations, both nitrogen and phosphorus limitation increases, possibly due to GPP increases in response to CO<sub>2</sub> fertilization, which increases the demand for both nitrogen and phosphorus.

Turning to soil nutrient limitation for CTC (Figures 20e and 20f), the CNST-forcing simulation again exhibits fairly constant limitation by nitrogen and phosphorus. In the BC simulations, both nitrogen and phosphorus limitation becomes weaker, while they remain fairly constant in the BD simulations. Further effort will be
Figure 20. Time series of globally integrated land nutrient limitation metrics: (a) nitrogen limitation factor for plant growth in CTC, (b) phosphorus limitation factor for plant growth in CTC, (c) nitrogen limitation factor for plant growth in ECA $(1 - c_{n\_scalar})$, (d) P limitation factor for plant growth in ECA $(1 - c_{p\_scalar})$, (e) nitrogen limitation for microbial decomposition (CTC and ECA), and (f) phosphorus limitation for microbial decomposition (CTC and ECA).

required to untangle the underlying mechanisms of these behaviors, which arise from a complex interaction of multiple processes, including changes in nitrogen deposition, LULCC, and changes in vegetation inputs to soils. There is no discernable indication of a radiative impact on CTC soil nutrient limitation.

We now turn to the globally integrated nutrient limitation metrics for the ECA vegetation (Figures 18c and 18d) and soils (Figures 18e and 18f) in the BDRD simulations. Although the vegetation nutrient limitation metrics for CTC and ECA cannot be compared quantitatively due to their different definitions (section A0.2), we note that the ECA approach represents concurrent limitation by nitrogen and phosphorus. Globally, at present day, ECA exhibits stronger limitation on vegetative growth by nitrogen than by phosphorus, as does CTC, but ECA has much stronger phosphorus limitation on photosynthesis than CTC, particularly in the tropics. The depletion of soil mineral phosphorus from surface soils by ECA causes a substantial increase in phosphorus limitation on plant growth as the ECA simulations progresses over the historical period (Figure 20d).

This difference in soil phosphorus limitation has important implications for the uptake of carbon into plants and soils. The increasing phosphorus limitation in the ECA simulation causes decreasing plant photosynthesis, litter production, and carbon input to soils from the litter pool.

To understand the role of nitrogen and phosphorus limitation in more detail, we examine the geographic distributions of nitrogen and phosphorus limitation metrics, as averaged over the last thirty years of the BDRD simulations (Figure 21).
Figure 21. Geographic distribution of plant and soil nitrogen (a, b, e, and f) and phosphorus (c, d, g, and h) limitation metrics for CTC and ECA simulations, averaged over the last 30 years of BDRD-hist. Note that the color scale of (a) and (c) (0.5–1) is different from other panels (0–1).

In the CTC BDRD simulations, soils are more strongly limited by nutrient availability than plants (Figures 21a and 21e nitrogen limitation, Figures 21c and 21g phosphorus limitation). By contrast, in the ECA BDRD simulation, the nutrient limitation mainly constrains plant productivity rather than heterotrophic respiration (Figures 21b and 21f nitrogen limitation, Figures 21d and 21h phosphorus limitation).

This difference occurs because in ECA, soil microbes trap soil nutrients more efficiently and tend to outcompete plants for nutrients, following Kuzyakov and Xu (2013).

In the ECA BDRD-hist simulations, the plant productivity is constrained by different nutrients in different regions. Low latitude ecosystems, particularly tropical rainforests, are strongly limited by phosphorus (Figure 21d), while the majority of mid- and high-latitude plants are strongly limited by nitrogen (Figure 21b). Note that in regions of the model where nutrient limitation is weak, growth may be more limited by environmental factors such as precipitation (in deserts) or temperature (at high latitudes).

Taken together, the results discussed in this section and section 5.1 show that structural differences between the CTC and ECA configurations of the model, combined with the different choices regarding the initialization of soil phosphorus, lead to a variety of differences in the behavior of their biogeochemical cycles. For many of the observed differences, observational constraints to distinguish which behaviors are more
realistic are limited, pointing to the need for improved observational products (Wang, Ciais, et al., 2018). This is particularly true for the newly introduced treatments of phosphorus cycling, as few observations of ecosystem phosphorus are available that are appropriate for constraining global ESM simulations (Yang et al., 2016). In particular, additional measurements (or syntheses) focused on the distribution of different forms of phosphorus with soil depth, extending to 1 m or more, would help constrain a next generation of nutrient-enabled models. Collocated measurement of nutrient concentrations and rooting distributions across a range of ecosystems and climate gradients would also help to constrain mechanistic representations of plant access to nutrients.

Follow-up studies are planned to further elucidate the structural differences between carbon, nitrogen, and phosphorus cycles, and their interactions with climate in these two model configurations, as well as to isolate the impact of including phosphorus limitation in the CTC (default) configuration of the model.

6. Interactions Between Ecosystem Responses and the Physical Climate System

6.1. Radiative and Ecosystem Effects on Temperature and Precipitation

In addition to the impacts of carbon dioxide and climate on ecosystems, the climate system also experiences feedbacks from ecosystem responses. For example, changes in surface evapotranspiration due to stomatal closure in response to increasing CO₂, Swann et al. (2010) (i.e., plant physiological response) or shifts in ecosystem productivity in response to CO₂ warming (i.e., radiative effect) may have substantial feedback onto climate dynamics.

Figures 22a and 22b shows the present-day (1985–2014) annual mean surface temperature, and precipitation, respectively, and the differences in these fields that arise from enabling plant physiological response ecosystem and/or radiative response effects to increasing atmospheric CO₂, with statistically significant responses indicated by stippling.

The impact of non-CO₂ historical forcings (aerosols and LULCC) on the present-day mean climate is shown in the lower left panels. Historical aerosol emissions, which were concentrated in the industrialized nations, likely explain the relatively greater cooling and drying in the Northern Hemisphere in response to non-CO₂ forcings.

The full impact of CO₂, that is, its combined radiative effect and plant physiological biogeochemical responses (BDRD-hist – BCRC-hist; top central panels), exhibits the expected characteristics of a warming planet, including amplification of the warming signal in the Arctic and intensification of the hydrological cycle (with increased precipitation). The warming pattern is attributable almost entirely to the radiative effect (BCRD-hist – BCRC-hist; bottom central panels).

The physiological effect of CO₂ (BDRC-hist – BCRC-hist; top right panels) is significantly weaker than the radiative effect in our simulations, but has significant nonlinear interactions with radiative effects (BDRD-hist – BDRC-hist – BCRD-hist + BCRC-hist). The nonlinear interaction term contributes significantly to the water budget in the Amazon and to modifying precipitation across the tropics. The precipitation response shows a similar zonal asymmetry to the results of Kooperman et al. (2018), with drying over the Amazon and increased rainfall over Africa and the Maritime Continent. The precipitation patterns are somewhat displaced relative to the multi-model mean shown in Figure 1 of Kooperman et al. (2018), which may be the result of the strong southward shift owing to aerosols seen in the lower left panel of Figure 22b. The cooling in the northern high latitudes from the physiology response may be related to cooling owing to reductions in water vapor from stomatal closure, consistent with Swann et al. (2010).

6.2. Calculation of Global Coupled Carbon-Climate Feedback Parameters

For the purpose of understanding projected future changes in atmospheric CO₂ concentrations under various greenhouse gas emissions scenarios and comparing projections across multiple models, it is useful to estimate coupled climate biogeochemistry model feedback characteristics (Gregory et al., 2009). In spite of some methodological differences in feedback calculations, this analysis allows us to examine the strength of these feedbacks in the E3SMv1.1-BGC relative to other models. While we only analyze results from historical simulations here, prior work has demonstrated that the early stages of their projected 21st century trajectories are already discernible in model results from the end of the twentieth century (Thornton et al., 2009). These results should be interpreted with caution, since future trajectories of feedback parameters depend on the specifics of future forcing scenarios.
Here we use the feedback linearization framework described by Friedlingstein et al. (2006) to estimate the land and ocean carbon stock response to changing atmospheric CO$_2$ ($\beta_{\text{land}}$ and $\beta_{\text{ocean}}$, respectively: PgC ppm$^{-1}$), the land and ocean carbon stock response to changing climate as characterized by global mean near-surface air temperature ($\gamma_{\text{land}}$ and $\gamma_{\text{ocean}}$, respectively: PgC K$^{-1}$), as well as the linearized transient climate sensitivity to CO$_2$ ($\alpha$: K ppm$^{-1}$). Following Gregory et al. (2009), we use the difference between simulations BDRC-hist and BCRC-hist to estimate $\beta$, and the difference between simulations BCRD-hist and BCRC=hist to estimate $\gamma$ and $\alpha$. We replace the end-point analysis of Friedlingstein et al. (2006) with the moving window regression analysis described in Thornton et al. (2009), reporting time series of the feedback parameters from regression windows of 75 and 100 years in length.

In spite of significant differences in the structure and function of the CTC and ECA land biogeochemistry configurations, they appear to converge on similar estimates of the carbon-concentration feedback strength (Figure 23a). The variability in estimates of $\beta_{\text{land}}$ early in the twentieth century is expected, as the CO$_2$ fertilization effect is still weak compared to interannual variability in carbon fluxes. The values of 1.0–1.2 PgC ppm$^{-1}$ toward the end of the simulations suggest the fertilization effect has a low magnitude compared to models lacking carbon-nutrient feedbacks, and is similar in magnitude to other models with carbon-nutrient coupling (Arora et al., 2013, 2019; Thornton et al., 2009). The carbon-concentration feedback for the ocean appears to be on the low end of prior multimodel comparisons, and is similar in magnitude to the ocean biogeochemistry configuration reported in Thornton et al. (2009) (Figure 23b).
Figure 23. Model estimates of land and ocean carbon-climate feedback parameters, based on the definitions from Friedlingstein et al. (2006), but calculated using multiyear moving regressions as described in the text. (a, b) Temporal variation of land and ocean carbon storage to change in atmospheric CO$_2$ concentration ($\beta_{\text{land}}$ and $\beta_{\text{ocean}}$, respectively). (c, d) Temporal variation of land and ocean carbon storage to change in global mean near-surface air temperature ($\gamma_{\text{land}}$ and $\gamma_{\text{ocean}}$, respectively). Solid and dashed lines show results for regression windows of length 100 and 75 years, respectively. Black lines show results from E3SMv1.1-BGC simulations (using CTC), while gray lines (in a and c) show ECA results.

The carbon-climate feedback estimates for CTC and ECA land configurations appear to be diverging toward the end of these historical simulations (Figure 23c), but even so, both fall on the low-magnitude end of the values reported in other multimodel comparisons. This result is consistent with prior estimates from carbon-nutrient coupled models, suggesting a feedback closer to neutral than what has been estimated previously with nonnutrient-enabled models. The introduction of terrestrial phosphorus cycle coupling in E3SM v1.1 does not appear to fundamentally alter the feedback behavior of either model configuration compared to earlier carbon-nitrogen coupled models. The ocean carbon-climate feedback appears to be converging on a low-magnitude negative value, similar to the behavior observed for ocean biogeochemistry in CESM1-BGC (Thornton et al., 2009).

The transient climate sensitivity to rising CO$_2$ concentration ($\alpha$, Figure 24) is at the high end of prior model estimates, but previous work suggests that this value is likely to decline over time as the simulations progress into a future high-forcing scenario (Thornton et al., 2009). This strong radiative forcing for the E3SMv1.1 model is consistent with analysis of the E3SMv1.0-DECK model in simulations without biogeochemical coupling (Golaz et al., 2019).

We note that feedback parameter estimates are likely to shift as these simulations progress from the historical period into future scenarios. Also, with nitrogen deposition, land use change, and changes in aerosols and other transient factors in effect, comparison to simpler simulations such as the 1 pct/yr rising CO$_2$ protocol used in Arora et al. (2013) is not direct. Comparison to the historical period from Thornton et al. (2009) is more robust since that study used a similar set of historical forcings.
The analysis of the E3SMv1.1 biogeochemistry model under 21st century climate projections and the 1 pct/yr rising CO₂ protocol will be the subject of future publications.

7. Planned Improvements to Biogeochemistry, Land, and Energy Systems in Future Versions of E3SM

Here we provide an overview of the model developments underway and planned for upcoming versions of E3SM, focusing on biogeochemistry, land, and energy systems, and their interactions with the Earth system and climate.

In particular, the E3SM biogeochemistry science question for E3SMv2 is: “What are the implications of different energy futures for the biogeochemical cycle through changes in land use land cover, water availability, and extreme events?”

Using insights gained from this study and other intercomparison efforts, the E3SM project is currently working to identify and consolidate the best features of both approaches to representing terrestrial biogeochemistry, and v2 of E3SM will use only a single approach to represent and initialize the land biogeochemistry. Near-term development efforts will shift our focus toward various other aspects of the broader E3SMv2 science question.

Several near-term (v2) developments are targeted toward improving the model's capabilities to address this question. Recent efforts have coupled E3SM to the Global Change Assessment Model (GCAM), a global Integrated Assessment Model (Calvin et al., 2019). GCAM projects emissions and concentrations of greenhouse gases, aerosols, and aerosol precursors, as well as LULCC. E3SM simulates changes in the Earth system that affect the human system, for example, temperature and precipitation changes that impact agricultural productivity and energy demand, altering the future emissions and LULCC pathways GCAM projects. By allowing two-way feedback between GCAM and E3SM, energy use and LULCC change can respond dynamically to climate, with implications for simulated future energy pathways and climate responses (Collins et al., 2015; Jones et al., 2018; Thornton et al., 2017).

Additional, longer-term developments are planned for future versions (v3 and beyond). To better simulate the impacts of climate on agriculture, the crop model, which is present in the E3SMv1 code base but was not active in the simulations presented here, will be used as part of the default configuration in future model versions. The crop model replaces the current generic grassy crop with three crop classes (maize, wheat, and soybean). The crop model is based on the representation described in Levis et al. (2012), but with updates to include dynamic roots (Drewniak, 2019) and a new dynamic planting date scheme. An irrigation module will be used to simulate the impacts of surface water and groundwater irrigation water supply on land-atmosphere interactions (Leng et al., 2017). Agricultural production and irrigation have important effects on soil erosion. A new soil erosion model will be used to simulate impacts on the biogeochemical cycle (Tan et al., 2017, 2018).

The land model in future versions of E3SM will also be updated with a refactored model grid to enable better representation of subgrid heterogeneity in the land surface, particularly surface topography (Tesfa & Leung, 2017). A new soil hydrology scheme will be available, the Variable Saturation Flow Model (Bisht et al., 2018). The addition of regionally resolved grids in the atmosphere model, with higher resolution over North America will support representation of managed systems (e.g., built energy and water infrastructure) with greater fidelity.

Additionally, for future versions of E3SM, the project plans to incorporate dynamic vegetation via the Functionally Assembled Terrestrial Ecosystem Simulator model (Fisher et al., 2015), allowing vegetation classes to migrate in response to climate change.

In the ocean model, E3SM will incorporate the Marine Biogeochemistry Library (MARBL; https://climate modeling.science.energy.gov/projects/marbl-marine-biogeochemistry-library). The DOE has funded the MARBL project to develop a library for the simulation of marine ecosystems and biogeochemical cycles that is independent of the host ocean model. In incorporating MARBL, E3SM will largely retain biogeochemistry formulations similar to those in the E3SMv1.1 model and will gain flexibility to benefit from new developments and improvements to ocean biogeochemistry capabilities contributed to the MARBL library by
other investigators. Additional improvements to the representation of ocean physics are planned, including improved vertical mixing, and corrected Redi isopycnal diffusion.

Planned developments for future versions of EAM will advance E3SM’s capabilities for simulating interactions between natural and managed biogeochemical and energy systems and climate. Future versions of EAM will incorporate more detailed, but still concise and computationally efficient, treatments of gas-phase atmospheric chemistry, enabling dynamic representation of short-lived climate forcers (methane, ozone) and their couplings to surface systems. Additional changes will include improved coupling of aerosols, CO$_2$, and other greenhouse gases to simulated surface fluxes, and improved calculation of the influence of clouds and aerosols on photosynthetically active radiation.

Finally, the coupling of land and ocean biogeochemical cycles will be represented in greater detail in future E3SM versions through developments to the MOSART river model. A stream temperature module will be incorporated to improve representation of heat and moisture exchange with the atmosphere (Li, Ruby Leung, et al., 2015). A water management module will add representation of the two most important water management activities: reservoir regulation and surface water extraction (Li, Ruby Leung, et al., 2015; Voisin, Li, et al., 2013; Voisin, Liu, et al., 2013). Finally, new modules will treat suspended sediments, an important step toward coupling the riverine transport of sediments, as well as nutrients in their particulate and dissolved forms. Ultimately, the project aims to couple this riverine discharge to radiative transfer and biological production in estuaries and the ocean.

8. Summary and Conclusions

Natural and managed processes on the land and in the ocean have a significant impact on the carbon cycle and its influence on climate, including surface temperature, precipitation, evapotranspiration, and atmospheric greenhouse gas concentrations. Limits in the availability of nutrients, however, can reduce carbon uptake and affect the surface energy balance, impacting the coupled carbon-climate system.

To explore these dynamics, this paper has introduced E3SMv1.1. We have presented simulations that have been carried out in two model configurations:

- The default configuration, E3SMv1.1-BGC, includes the CTC as the land model biogeochemistry framework as well as coupled ocean-sea ice biogeochemistry. Two notable new features in this model version are (1) the introduction of a soil and vegetation phosphorus nutrient cycle and (2) two-way coupling of ocean and sea ice carbon and nitrogen cycles.
- An alternative land model configuration, E3SM-v1.1-BGC-ECA, which couples carbon, nitrogen, and phosphorus cycles using the ECA approach, is used to explore the impacts of land model structural uncertainties.

Both model configurations exhibit physical climates similar to the climate of the E3SMv1.0-DECK, which has been extensively documented in Golaz et al. (2019). Transient historical simulations show a stronger midtwentieth century cooling than the historical record followed by a stronger late twentieth century warming. The RD cases are slightly warmer than the five-member E3SMv1.0-DECK historical ensemble during some periods, but generally fall within the range of ensemble variability. Northern Hemisphere SWE over nonglaciated land has similar transient behavior to the E3SMv1.0-DECK. When compared with GlobSnow-2 observations (1979–2014), E3SMv1.1 exhibits regional overprediction and underprediction of SWE over Arctic and sub-Arctic land. Ocean and sea ice also exhibited similar biases to those described in Golaz et al. (2019), including overly extensive sea ice in the Labrador Sea, resulting in a strong cold and fresh water bias in the North Atlantic and weak overturning, reducing replenishment of nutrients in the photic zone. Additionally, the Arctic consistently exhibits excessively thick sea ice in the region from the Beaufort Sea through the Siberian Sea.

Rising CO$_2$ impacts physical climate through both the direct radiative pathway (greenhouse gas effect) and the indirect physiological pathway (biogeochemical responses including fertilization and stomatal responses). We find that atmospheric temperature changes are dominated by the radiative effect, while changes in precipitation have important contributions from physiological effects and their nonlinear interactions with radiative effects.

In the default E3SMv1.1-BGC configuration (CTC), the carbon cycle is stable throughout the CNST-forcing simulation. The ECA configuration exhibited carbon losses throughout the CNST-forcing simulation,
consistent with its stronger nutrient limitations on the carbon cycle. Both configurations simulate historical trends in GPP and key carbon cycle metrics (globally integrated NEE and carbon pools) that show the expected losses of carbon associated with LULCC, combined with responses to different carbon coupling scenarios (radiative versus biogeochemical coupling). Simulated GPP is highest in tropical ecosystems, consistent with theoretical expectations and observations. Modeled CO₂ fertilization led to greater vegetation carbon uptake in both configurations, and thus higher litter and soil carbon in BD scenarios. Increased heterotrophic respiration led to more rapid decomposition and losses from litter and soil carbon pools in the warming climate of the RD scenarios. CO₂ fertilization increases tropical GPP, but to different degrees in the CTC and ECA configurations, while the radiative impact of CO₂ increases GPP at high latitudes, leading to global increases in GPP when both effects operate together.

The model showed overall improvements in modeled carbon, hydrology, and energy cycles compared to CMIP5 models in the ILAMB package. Both the CTC and ECA configurations fell within the wide range of observationally constrained estimates of global GPP, 0–1 m SOM carbon stocks, and vegetation and soil nitrogen and phosphorus content, but differ in their geographic and temporal distributions. The configurations differed in estimates of biological nitrogen fixation, but fell within the very wide range of observational constraints; we highlight this difference as an important avenue for future research, since the modeled carbon cycles are sensitive to ecosystem nitrogen inputs. A thorough benchmarking exercise for phosphorus dynamics will require investment in developing large-scale observational constraints for these types of models. The full suite of ILAMB benchmarks and visualizations of the underlying model and observational data sets can be explored in the interactive online ILAMB tool, provided as part of the supporting information for this paper (Data Set S1; additional documentation details in Text S6).

With respect to evaluating structural uncertainty in nutrient controls on the terrestrial carbon cycle, we note the large differences between the CTC and ECA configurations in their emergent nitrogen and phosphorus controls on soil decomposition (relatively strong in CTC and weak in ECA) and photosynthesis (relatively strong in ECA and weak in CTC). Present day photosynthesis in CTC is not strongly limited by either nitrogen or phosphorus, while heterotrophic respiration is colimited, most strongly in the tropics and moderately across temperate and high latitudes. In the ECA configuration, present-day photosynthesis is colimited by nitrogen and phosphorus in the tropics, and more strongly nitrogen-limited at high latitudes, although some high-latitude phosphorus colimitation is also modeled. Soil heterotrophic respiration in ECA is nitrogen and phosphorus co-limited at high latitudes, and much less so in temperate and tropical latitudes. These contrasting emergent nutrient controls on the global terrestrial carbon cycle motivate new observations of nutrient constraints that can help develop and falsify land model structural hypotheses. Additionally, CTC and ECA partition carbon differently, with CTC storing more carbon in soils below 1 m and ECA producing more woody debris. These differences may have consequences for carbon cycle feedbacks, particularly over longer time scales and in future scenarios.

As a first step toward understanding the potential implications of simulated land atmosphere CO₂ fluxes for atmospheric concentrations, we used a new ILAMB capability the CO₂ seasonal and interannual variability implied by ELMv1.1 CO₂ fluxes. Overall, inferred fluxes agree with observations better in the Northern Hemisphere midlatitudes, and worse in tropics and Southern Hemisphere, probably due to a combined effect of the larger ocean influence on seasonal and interannual variability of CO₂ concentrations in the tropics and Southern Hemisphere, and to inherent difficulties in accurately simulating interhemispheric exchange. Many of the changes made in the model since it branched from CESM will have substantial impacts on transport, in particular the deep convection parameterization has been replaced and the 30-level vertical grid.

Turning to the ocean carbon cycle, we examine the behavior of the modified BEC biogeochemical model, which was implemented into the MPAS-Ocean for inclusion into E3SMv1. We have identified some important biases that will need to be addressed before the ocean biogeochemistry can be used for scientific investigations. Surface chlorophyll concentrations are biased low in nearly all parts of the global ocean, most prominently in the regions north of 35°N. Physical biases in the new MPAS-Ocean model are likely a dominant cause of the insufficient oceanic biomass production, specifically:

1. Ocean surface nitrate and phosphate have large low biases, particularly the North Atlantic and Arctic. This is likely due to a deficiency in deep overturning and the associated replenishment of nutrients.
2. Lateral mixing is too limited in the ocean, causing insufficient ventilation and unrealistic expansion of the subsurface OMZs. This inhibits remineralization of dissolved and particulate organic carbon, nitrogen, and phosphorus, which in turn limits nutrient availability for primary production.

Sea ice algal production in the Arctic is strongly constrained by the low biases in surface ocean nitrate and silicate, leading to significant underestimation of sea ice primary production. Southern Ocean ice primary production is light-limited and so is less affected by biases in surface nutrient supply, but is near the low end of previous estimates.

Overall, the E3SMv1.1 coupled ocean-sea ice biogeochemistry significantly underpredicts the anthropogenic ocean sink, with much of the bias likely due to the impacts of deficiencies in aspects of the ocean physics that are critical to ocean biogeochemistry. This points to the need for additional effort to improve the treatment of ocean transport and biogeochemical processes in future versions of E3SM.

Coupled carbon-climate cycle feedbacks were evaluated using the linearization framework described by Friedlingstein et al. (2006), which allows comparison of the feedback parameters with the ancestor model, CESM1-BGC (Thornton et al., 2009), and with intercomparisons of the strength of carbon cycle-climate feedbacks across multiple models (Arora et al., 2013). We find that in spite of significant structural differences, the CTC and ECA configurations converge on similar estimates of the carbon-concentration feedback strength, with $\beta_{\text{land}} = 1.0 - 1.2 \text{PgC/yr}$ by the end of the twentieth century. The carbon-climate feedback strength in the two configurations starts to diverge by the end of the twentieth century, but both configurations show $\gamma_{\text{land}}$ values that are lower in magnitude than other ESMs. These results suggest that both the fertilization and climate feedback effects are relatively weak in both configurations of E3SMv1.1 when compared with models that do not incorporate nutrient limitations on carbon uptake (Arora et al., 2013; Thornton et al., 2009). The similarity to results reported in (Thornton et al., 2009) suggests that the inclusion of phosphorus limitation in the land does not have a strong impact on the coupled carbon-climate feedbacks during the historical simulations presented here, but those differences may emerge more strongly under future forcing scenarios. Additional efforts are ongoing to characterize the impacts of phosphorus limitation on various aspects of the model's biogeochemistry under future forcing scenarios. The ocean model's carbon-concentration and carbon-climate feedback strengths are both similar in magnitude to the ocean biogeochemistry configuration in CESM-BGC as reported in (Thornton et al., 2009) and at the low end of prior multi-model intercomparisons.

Planned future developments to E3SM will improve the model's capabilities to simulate the responses of biogeochemical cycles to different energy futures, and the interactions of those responses with changes in land use, land cover, water availability, and extreme events. These developments will include a more complete coupling between the GCAM integrated assessment model and E3SM in order to simulate the two-way feedbacks between human activities and climate. In the land model, we plan to improve capabilities for simulating climate impacts on agriculture, improve the representation of subgrid heterogeneity in the land surface, and incorporate dynamic vegetation. In the ocean model, E3SM will incorporate MARBL and address deficiencies in the model's physical climate that impede accurate representation of ocean biogeochemistry in E3SMv1.1. In the atmosphere, we will incorporate more detailed treatments of gas-phase atmospheric chemistry, improve the calculation of photosynthetically active radiation, and improve couplings of atmospheric tracers to surface fluxes.

In addition to future model developments, improved observations are also necessary to further constrain the model. The two configurations of the E3SMv1.1 model have very different carbon dynamics but perform similarly against the standard ILAMB benchmarks. For example, one notable difference between the two configurations is with respect to phosphorous, including both vertical distribution of phosphorous today and the magnitude of the effect of phosphorous limitations on carbon uptake, neither of which have current global observations. This demonstrates the need for additional observations to distinguish between the behaviors of structurally different models.

Interestingly, in spite of differences between the two model configurations in their approach to representing biogeochemical processes, and in certain behaviors such as the temporal evolution of soil nutrient pools, both CTC and ECA converge to similar results for global parameters of carbon-climate feedback, $\beta_{\text{land}}, \gamma_{\text{land}}$, which have been used in past model intercomparisons. Additional effort is needed to determine whether this similarity persists for future projections, as the impacts of nutrient limitation in ecosystems act over
longer times scales, and also to investigate other differences in behavior between the models. Based on the results presented here and other intercomparison efforts, v2 of E3SM will consolidate the best features of both approaches to representing terrestrial biogeochemistry, and use only a single representation.

In summary, we have introduced a new version of the E3SM model, with active biogeochemistry in the land, ocean, and ice. We have used this model to examine carbon-climate dynamics. Additionally, we have compared the model to observational benchmarks, noting model biases. Future work will use this version of the model to explore other aspects of nutrient limits and structural uncertainty in the coupled system. Additionally, model developments are planned to reduce existing biases and enhance the capabilities of the model.

Appendix A: Calculation of Nitrogen, Phosphorus Nutrient Limitation Metrics

A1. Nutrient Limitation Metrics for CTC

In CTC, plants and microbes compete for nutrients (both nitrogen and phosphorus) on the basis of their relative demand: the balance between actual nutrient supply (plant and microbial uptake) and potential demand for nutrients determines the extent of nutrient limitation for plant growth and microbial decomposition. Potential nutrient demand for plants ($F_{\text{plant demand}}$) is calculated based on photosynthetic carbon uptake, allometric parameters that relate allocation between various tissues, and specified carbon:nutrient ratios for each tissue type, as well as nutrient flux from retranslocation. Photosynthetic carbon uptake itself is a function of prognostic and evolving vegetation canopy state, and evolving environmental factors such as soil moisture, temperature, humidity, and atmospheric CO$_2$ concentration. Nutrient demand for microbial immobilization is the sum of all potential immobilization fluxes during litter and SOM decomposition ($F_{\text{potential immobilization}}$). The nitrogen limitation factors for plant growth (FPG) and microbial decomposition (FPI) are then calculated as:

$$F_{\text{PG}} = \frac{F_{\text{plant uptake}}}{F_{\text{plant demand}}}$$  \hspace{1cm} (A1)

$$F_{\text{PI}} = \frac{F_{\text{actual immobilization}}}{F_{\text{potential immobilization}}}$$  \hspace{1cm} (A2)

The phosphorus limitation factors for plant growth (FPG$_P$) and microbial decomposition (FPI$_P$) are calculated in a similar manner to Yang et al. (2014). Finally, nutrient uptake for plants ($F_{\text{plant uptake}}$) and nutrient immobilization (actual immobilization) by microbes are based on the nutrient availability and their relative demand.

A2. Nutrient Limitation Metrics for ECA

In the ECA configuration, the nutrient uptake of the plant and microbial pools are based on their competitiveness or uptake capacity rather than on nutrient uptake demand, for example, plants could have high demand but still lower competitiveness than microbes. Under nutrient-abundant conditions, the full uptake capacity is activated to compete with other nutrient consumers (e.g., microbes), while under nutrient-limited conditions, a plant will deactivate a portion of its nutrient carrier enzymes and down-regulate the uptake capacity accordingly. Plants’ nutrient limitation factor is the difference between the carbon:nutrient ratio calculated prognostically by the model and its minimum value, relative to the difference between the optimal and minimum value of the respective ratio. The factor is limited to fall in the range $[0, 1]$, where 1 indicates no limitation, and values approaching 0 indicate increasingly stronger limitation by that nutrient.

For example, the nitrogen limitation factor for leaf uptake of carbon, $l_n$, is defined as:

$$l_n = 1 - \max \left\{ \min \left\{ \frac{CN_{\text{act}} - CN_{\text{min}}}{CN_{\text{opt}} - CN_{\text{min}}} , 1 \right\} , 0 \right\}$$  \hspace{1cm} (A3)

where $CN_{\text{min}}$ is the minimal leaf carbon:nitrogen ratio, $CN_{\text{opt}}$ is the optimal leaf carbon:nitrogen ratio, and $CN_{\text{act}}$ is the actual leaf carbon:nitrogen ratio.
The nutrient limitation factor for soil microbes is based on the ratio between the actual soil immobilization after ECA competition (e.g., with plants) and the potential immobilization before ECA competition. These approaches to calculating nutrient limitation were introduced and documented further in Zhu et al. (2019).

Appendix B: The International Land Model Benchmarking Package

The ILAMB package provides a comprehensive assessment of land model fidelity through comparison with terrestrial biogeochemical and hydrological site-based, regional, and global observational data sets on seasonal, annual, and interannual time scales (Collier et al., 2018; Hoffman et al., 2017). It compares model variables with observations and scores model performance based on a combination of bias, RMSE, spatial distribution, seasonal cycle, and long-term trend metrics. Relationships between many biogeochemical variables and physical driver variables are calculated from model results and compared with observational estimates, and performance on these functional relationships contributes to overall model scores. ILAMB provides detailed graphical diagnostics and tabular information about each model-data comparison, and it features an interactive interface designed to enable the user to explore land biogeochemical and hydrological model responses to underlying environmental drivers.

Appendix C: Input Data Sets

Except where noted below, the E3SMv1.1-BGC simulations used the same inputs as the E3SMv1.0 DECK simulations, which are described in Golaz et al. (2019, Appendix B). The input data sets generally followed the input4MIPS data sets, which are described by the input4MIPS document at this site (https://goo.gl/r8up31).

C1. Nitrogen Deposition—Land

Atmospheric deposition is an important source of biologically active nitrogen to the terrestrial biosphere, particularly during the last few decades and in future projected scenarios, due to intense anthropogenic production. The E3SM-BGCv1.1 simulations directly use the atmospheric nitrogen deposition as nitrogen input to the land surface based on C4MIP standard (Jones et al., 2016). Nitrogen deposition input files were obtained from CMIP6 input4MIPS repository (https://esgf-node.llnl.gov/projects/input4mips/ Hegglin et al., 2016) for the historical period (1850–2014) and the SSP585 future scenario (2015–2099), and regridded to the ELM ne30 grid. The input4MIPS files provide deposition inputs separately for the dry and wet deposition pathways, both for NH_4 and NO_y, which were simulated by the Chemistry-Climate Model Initiative version of the CESM model at National Center for Atmospheric Research. Because the ELMv1 does not differentiate between these different modes of nitrogen deposition, all four inputs were summed to provide a total atmospheric nitrogen deposition to land.

C2. Ocean Biogeochemistry Input Files: Riverine Inputs, Atmospheric Nitrogen, and Iron Deposition

Several ocean biogeochemistry fields are subject to external climatological inputs from the atmosphere, land, and sea floor sediments that are supplied as prescribed input files in the E3SMv1.1-BGC simulations. After the simulations had already progressed significantly, it was discovered that the ocean biogeochemistry model was using a different nitrogen deposition data set (Lamarque et al., 2010) than the land model. Since this was judged unlikely to have a significant effect on the simulation results, we chose to continue simulations with this minor discrepancy. Atmospheric iron deposition is based on the dust climatology from Luo et al. (2003) as modified by Krishnamurthy et al. (2009) to allow spatially variable solubility. Sedimentary iron fluxes are based on Moore and Braucher (2008) using climatological E3SM particulate carbon fluxes calculated during the spin-up phase. Due to the relatively low rate of carbon burial in the model, the magnitude of the sedimentary iron flux was increased by a factor of 5 to maintain quasi-steady globally integrated iron levels. Riverine inputs of several constituents (organic and inorganic nitrogen, carbon, and phosphorus as well as iron, silicate, and alkalinity) to the ocean are prescribed as a monthly climatology, which was calculated using the NEWS model (Mayorga et al., 2010).

C3. Phosphorus Initial Conditions

Since soil phosphorus transformations occur on geological time scales, calculating an appropriate initial condition for phosphorus by explicitly modeling the nutrient cycles would be prohibitively expensive.
Instead, we derive our initial condition for phosphorus using an approach that appropriately estimates the global distribution of soil phosphorus for use in global biogeochemical models. In previously published work (Yang et al., 2013), we assembled databases of global surface lithology, rock phosphorus concentration, and soil weathering stages, along with measurements from soil chronosequences, vertical pedon profiles, and data on various forms of soil phosphorus (labile, secondary mineral, etc.), to develop global maps of various forms of soil phosphorus (Yang & Post, 2011). The published soil P data set (Yang et al., 2013) does not cover all of the land grid cells in the ELM, so a small number of missing grid cells were filled in using the values from their nearest neighbors.

The global soil phosphorus data set was developed to be representative for the top 50 cm of soils. Since we currently lack a detailed understanding of the vertical distribution of phosphorus in soils, we used simple assumptions to vertically distribute phosphorus in the soil column. For the E3SMv1.1-BGC configuration, we assumed the initial phosphorus concentrations to be the same in each layer. For the E3SMv1.1-BGC-ECA configuration, we initialized the soil phosphorus vertical profile to follow an exponential decay curve (Jobbgy & Jackson, 2001), with an e-folding length of 3 m, rescaled to conserve the total phosphorus area concentration \([\text{gP/m}^2]\) for the whole soil column.

C4. LULCC

The Land-Use harmonization data set (LUH2 v2h Hurtt et al., 2017; https://luh.umd.edu) is the standard land use product for the CMIP6 and the same file used by the E3SM-DECK simulations described in Golaz et al. (2019). The LUH2 data set was regridded to the E3SM ne30 grid and LUH2 land types were remapped to five types: crop, pasture, urban, primary, and secondary. Specific PFTs were assigned to each category based on historical distributions of land types, as described in (Di Vittorio et al., 2014, 2018). In particular, we use the default method of converting land use to LULCC as described in Di Vittorio et al. (2018). As noted in that article, the precise means of converting land use to LULCC could result in a difference in CO₂ concentrations of up to 5 ppmv in 2004.

C5. Solar Input

Solar irradiances were specified monthly from v3.2 of the input4MIPS solar irradiance data set. This is the same file used by the E3SM-DECK experiments described in Golaz et al. (2019).

C6. Orbital Parameters

Earth’s orbital parameters were inadvertently fixed to 1990 values for all DECK simulations and, for consistency, this bug was not fixed for the E3SMv1.1-BGC simulations. The impact on simulated climate is expected to be very minor over the historical time period. This was also true for the DECK simulations by E3SMv1 described by Golaz et al. (2019).

Appendix D: Software Engineering Practices for Transparency, Provenance and Reproducibility

The E3SM project team has invested significant effort into improving software engineering practices across the project, including the implementation of an automated testing system to improve the robustness and efficiency of code development, code reviews, and the development of infrastructure for provenance capture and analysis. For optimal transparency, the E3SM project follows an open development model, that is, the model code, its full development history, and reported issues are maintained and available from the public github repository (https://github.com/E3SM-Project/E3SM). To ensure reproducibility, a standardized script (run_e3sm) downloads the specified version of the model code, configures and builds the model, sets paths to initial conditions and boundary conditions as well as other runtime parameters, and submits the model simulation to the queuing system. By implementing a single command to configure, build, and execute each production simulation, we ensure reproducibility and provenance of these simulations. Finally, for the present simulation campaign, we implemented the use of a checklist for the verification of key model configuration details, a practice shown by extensive research to significantly reduce rates of human error and improve outcomes in many complex fields of work (Hales & Pronovost, 2006). For each simulation, this checklist was verified by representatives of each component model to ensure that all aspects of the simulations were correctly configured.
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