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Abstract. We consider the problem of reducing the dimensions of parameters and data in non-Gaussian Bayesian inference problems. Our goal is to identify an “informed” subspace of the parameters and an “informative” subspace of the data so that a high-dimensional inference problem can be approximately reformulated in low-to-moderate dimensions, thereby improving the computational efficiency of many inference techniques. To do so, we exploit gradient evaluations of the log-likelihood function. Furthermore, we use an information-theoretic analysis to derive a bound on the posterior error due to parameter and data dimension reduction. This bound relies on logarithmic Sobolev inequalities, and it reveals the appropriate dimensions of the reduced variables. We compare our method with classical dimension reduction techniques, such as principal component analysis and canonical correlation analysis, on applications ranging from mechanics to image processing.
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1 Introduction

Many statistical problems throughout science and engineering involve inferring parameters $X$ from observations $Y$, where both $X$ and $Y$ are high-dimensional vectors. These vectors often arise from discretizations of infinite-dimensional signals, as for example in full waveform inversion or medical imaging. In the Bayesian setting, $X$ and $Y$ are modeled as random variables, and the goal of computation in Bayesian inference is generally to characterize the posterior distribution, whose density $^1$ is given by Bayes rule as

$$\pi_{X|Y}(x|y) \propto \pi_{Y|X}(y|x)\pi_X(x).$$

Here, $\pi_X$ is the prior density of $X$, $\pi_{Y|X}$ is the conditional density of the data $Y$, and $x \mapsto \pi_{Y|X}(y|x)$ is the likelihood function for any realized value of the data $y$.
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$^1$Throughout this paper, we consider probability distributions that are absolutely continuous, and thus have densities, with respect to the Lebesgue measure. For simplicity, we will thus use similar notation for distributions and densities unless otherwise indicated.
While many sampling-based algorithms have been developed for Bayesian inference, their computational costs typically scale poorly with increasing dimensions of $X$ and $Y$ (Roberts and Rosenthal, 2001; Agapiou et al., 2017; Mangoubi and Vishnoi, 2019; Chen et al., 2020), especially for distributions that do not satisfy strong log-concavity assumptions. Similarly, the costs of variational Bayesian methods (Rezende and Mohamed, 2015; Blei et al., 2017; Detommaso et al., 2018) can scale poorly with dimension, particularly when accurate characterizations of posterior structure are desired.

Dimension reduction has received increasing attention as a way of reducing the computational cost of inference procedures. On the one hand, many recently proposed methods seek to reduce the dimension of the parameter $X$. For instance, in Cui et al. (2014); Zahm et al. (2022); Constantine et al. (2016); Chen and Ghattas (2020), the gradient of the log-likelihood function is used—through a variety of different constructions—to identify a so-called likelihood informed subspace; this subspace captures parameter directions where the data are most informative relative to the prior. Projecting $X$ onto this lower-dimensional subspace can realize immense computational savings when applying MCMC to complex high-dimensional posterior distributions (Cui et al., 2016; Izmailov et al., 2020). Similar projections have proven useful in variational inference; for instance, Brennan et al. (2020) uses these projections to focus the expressiveness of transport maps or normalizing flows on the informed subspace, yielding better posterior approximations.

On the other hand, reducing the dimension of $Y$ is critical to performing inference in settings with high-dimensional data, such as spectra and time-series signals (Ma et al., 2013). For instance, approximate Bayesian computation (ABC) generates posterior samples by comparing simulated and observed data (Sisson et al., 2018), which becomes increasingly difficult in high dimensions. Recent methods based on conditional density estimation (Bishop, 1994; Papamakarios and Murray, 2016) and transportation of measure (Radev et al., 2020; Spantini et al., 2022; Cui et al., 2021) simulate from conditional densities by learning functions of both the parameters and the data. Reducing the data dimension in this setting can yield substantial computational savings.

Previous work in ABC reduces the data dimension by seeking low-dimensional summary statistics designed to retain information about the parameters (Fearnhead and Prangle, 2012). On the other hand, for conjugate linear–Gaussian models, Giraldi et al. (2018) find maximally informative subspaces of the data, of any given dimension, by solving an eigenvalue problem depending on the likelihood and on the prior covariance. Trippe et al. (2019) seek low-dimensional projections of the data for generalized linear models, and these projections are endowed with error guarantees under certain conditions (e.g., strongly log-concave posteriors). Optimal experimental design can also be seen as a way of reducing the data dimension, by sub-selecting the most important components of the random vector $Y$ (Krause et al., 2008; Wu et al., 2020; Jagalur-Mohan and Marzouk, 2021). It is important to note that all of these dimension reduction methods are applied before the data are realized, and hence do not depend on the observed value of $Y$. These data summaries or subspaces can thus be re-used for multiple instances of $Y$. Such approaches differ fundamentally from, e.g., Bayesian coresets (Campbell and Broderick, 2019), which summarize a given realization of $Y$ via a smaller weighted subset of the data (assuming, moreover, that elements of $Y$ are conditionally independent given $X$).
In this work, our goal is to concurrently reduce the dimensions of the parameter and of the data using gradients of the log-likelihood $\nabla_X \nabla_Y \log \pi_{Y|X} (y|x) \in \mathbb{R}^{m \times d}$, where $d$ and $m$ are the dimensions of $X$ and $Y$, respectively. To do so, we compute the eigenvectors of the diagnostic matrices

$$
H_X = \int (\nabla_X \nabla_Y \log \pi_{Y|X})^T (\nabla_X \nabla_Y \log \pi_{Y|X}) d\pi_{X,Y} \quad (1)
$$

$$
H_Y = \int (\nabla_X \nabla_Y \log \pi_{Y|X}) (\nabla_X \nabla_Y \log \pi_{Y|X})^T d\pi_{X,Y}, \quad (2)
$$

and define the informed parameters $X_r$ and the informative data $Y_s$ as projections of $X$ and $Y$ onto the first $r \ll d$ and $s \ll m$ components of their respective eigenbases. Our definitions of $H_X$ and $H_Y$ follow from an information theoretic analysis of the approximation error due to simultaneous dimension reduction of $X$ and $Y$. Specifically, we bound the expected Kullback–Leibler (KL) divergence from the approximate posterior to the exact posterior as follows:

$$
\mathbb{E}_Y \left[ D_{KL}(\pi_{X|Y} || \pi_{X|Y}^X) \right] \leq \overline{C}(\pi_{X,Y})^2 \left( \sum_{i>r} \lambda_i (H_X) + \sum_{j>s} \lambda_j (H_Y) \right),
$$

where $\pi_{X|Y}^X (x|y) \propto \pi_{Y|X} (y_s|x_r) \pi_X (x)$ is the posterior approximation defined using the marginal conditional distribution $\pi_{Y|X}$ of the reduced parameter and reduced data. In the expression above, $\lambda_i(\cdot)$ denotes the $i$th largest eigenvalue of a matrix and $\overline{C}(\cdot)$ is the subspace logarithmic Sobolev constant of a probability density. This constant will be defined and discussed extensively later in the paper. The derivation of this error bound relies on a result in Baptista et al. (2021) establishing gradient-based bounds on conditional mutual information. Fast decay of the eigenvalues $\lambda_i (H_X)$ and $\lambda_j (H_Y)$ above ensures small error for low dimensions $r, s$.

For Gaussian error models of the form $\pi_{Y|X}^X (y|x) \propto \exp(-\frac{1}{2} \| G(x) - y \|^2_2)$, the diagnostic matrices simplify to

$$
H_X = \int \nabla G^T \nabla G d\pi_X \quad \text{and} \quad H_Y = \int \nabla G \nabla G^T d\pi_X,
$$

where $\nabla G(x) \in \mathbb{R}^{m \times d}$ is the Jacobian of the (nonlinear) forward model $G: \mathbb{R}^d \rightarrow \mathbb{R}^m$. In this particular case, $H_X$ is the same diagnostic matrix as one introduced in earlier work (Cui and Zahm, 2021; Cui et al., 2021). The general form of $H_X$ proposed in (1), however, is much more broadly applicable. Furthermore, a gradient-based method for data reduction—particularly one offering error guarantees in the general setting tackled here—has not, to the best of our knowledge, been previously proposed. The information theoretic error analysis of simultaneous data and parameter reduction that we develop in this paper is new as well. We also show how this approach generalizes classic dimension reduction techniques, such as canonical correlation analysis.

The remainder of this paper is organized as follows. In Section 2, we describe the relation between posterior approximation error and gradients of the log-likelihood
function, and we propose several methods to identify optimal variable projections. In Section 3, we interpret the approximation error using conditional mutual information. In Section 4, we specialize our results to Gaussian error models and discuss connections with related work on linear forward models. In Section 5 we compare our approach to other classic dimension reduction strategies. Section 6 describes several inference algorithms that can exploit this joint dimension reduction of parameters and data. Lastly, Section 7 presents numerical experiments for inference problems involving partial differential equations, high-dimensional imaging, and stochastic differential equations.

2 Reducing parameter and data dimensions

Our joint parameter–data dimension reduction method relies on the detection of conditional independence between blocks of variables. Given two unitary matrices $U \in \mathbb{R}^{d \times d}$ and $V \in \mathbb{R}^{m \times m}$, partitioned as column blocks $U = [U_r, U_{\perp}]$ and $V = [V_s, V_{\perp}]$ with $U_r \in \mathbb{R}^{d \times r}$ and $V_s \in \mathbb{R}^{m \times s}$, we decompose $X$ as

$$
X = U_r X_r + U_{\perp} X_{\perp}
$$

where

$$
\begin{align*}
X_r &= U_r^T X \\
X_{\perp} &= U_{\perp}^T X
\end{align*}
$$

(3)

and $Y$ as

$$
Y = V_s Y_s + V_{\perp} Y_{\perp}
$$

where

$$
\begin{align*}
Y_s &= V_s^T Y \\
Y_{\perp} &= V_{\perp}^T Y
\end{align*}
$$

(4)

In this decomposition, if $X_{\perp}$ is independent of the data $Y$ after conditioning on $X_r$—that is, if $X_{\perp} \perp \perp Y|X_r$—then $X_{\perp}$ is interpreted as the un-informed component of the parameter. In the same way, if $Y_{\perp}$ is independent of $X$ after conditioning on $Y_s$—i.e., $Y_{\perp} \perp \perp X|Y_s$—then $Y_{\perp}$ is interpreted as the non-informative component of the data. Under these two conditional independence properties$^2$, the joint probability density function of $X$ and $Y$ factorizes as

$$
\pi_{X,Y}(x,y) = \pi_{X_{\perp}|X_r}(x_{\perp}|x_r) \pi_{X_r,Y_s}(x_r,y_s) \pi_{Y_{\perp}|Y_s}(y_{\perp}|y_s),
$$

so that the posterior satisfies

$$
\pi_{X|Y} = \pi_{X|Y}^* \quad \text{with}
$$

$$
\pi_{X|Y}^*(x|y) := \pi_{X_{\perp}|Y_s}^*(x_{\perp}|y_s) \pi_{X_r|Y_s}(x_r|y_s).
$$

(5)

In other words, the inference problem of characterizing $X|Y$ can be transformed into a lower-dimensional inference problem that involves characterizing $X_r|Y_s$. In practice, however, the conditional independence criteria $X_{\perp} \perp \perp Y|X_r$ and $Y_{\perp} \perp \perp X|Y_s$ might not be exactly satisfied, and so $\pi_{X|Y} \neq \pi_{X|Y}^*$ in general. In this case, our goal is to identify the unitary matrices $U$ and $V$ and to select the smallest possible (in a sense to be clarified later) effective dimensions $r \leq d$ and $s \leq m$ so that the KL divergence from $\pi_{X|Y}^*$ to $\pi_{X|Y}$ is controlled in expectation over the data; that is

$$
E_Y \left[ D_{\text{KL}}(\pi_{X|Y}(\cdot|y)||\pi_{X|Y}^*(\cdot|y)) \right] \leq \epsilon,
$$

(6)

for some prescribed tolerance $\epsilon > 0$. The following proposition shows that, given the parameter and data decompositions (3) and (4), the posterior approximation $\pi_{X|Y}^*$ in (5) is optimal for the expected KL loss.

$^2$In fact, $X_{\perp} \perp \perp Y|X_r$ and $Y_{\perp} \perp \perp X_r|Y_s$ are sufficient to write the factorization in (5).
Proposition 1. Let \((X, Y) \sim \pi_{X,Y}\) be decomposed as in (3) and (4). Then the posterior approximation \(\pi^*_{X|Y}\) defined in (5) satisfies
\[
\mathbb{E} \left[ D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi^*_{X|Y}(\cdot|Y)) \right] \leq \mathbb{E} \left[ D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi_{X,Y}(\cdot|Y)) \right],
\]
for any posterior approximation of the form \(\pi_{X|Y}(x|y) = f_1(x_r, y_s)f_2(x_\perp, x_r)\) with non-negative functions \(f_1, f_2\).

Proof. See Appendix A. \qed

Thus, once the matrices \(U, V\) are identified and the effective dimensions \(r, s\) are determined, the optimal posterior approximation (5) is accessible via
\[
\pi^*_{X|Y}(x|y) \propto \pi_{Y|X_r}(y_s|x_r)\pi_X(x),
\]
where the reduced likelihood \(\pi_{Y|X_r}(y_s|x_r)\) is accessible by marginalizing the likelihood function \(\pi_{Y|X}(y|x)\) over \(y_\perp\) and \(x_\perp\) using the prior weight, i.e.,
\[
\pi_{Y|X_r}(y_s|x_r) = \int_{R^{d-r}} \int_{R^d} \pi_{Y|X}(V_sy_s + V_\perp y_\perp | U_rx_r + U_\perp x_\perp) \pi_{X|X_r}(x_\perp|x_r) dx_\perp dy_\perp
\]
\[
= \frac{1}{\pi_{X_r}(x_r)} \int_{R^{d-r}} \int_{R^d} \pi_{X,Y}(U_rx_r + U_\perp x_\perp, V_sy_s + V_\perp y_\perp) dx_\perp dy_\perp.
\]
We note that with \(s = m\) (i.e., no data reduction), the reduced likelihood \(\pi^*_{Y|X_r} = \pi_{Y|X_r}\) coincides with that used in Zahm et al. (2022, 2020) when reducing the dimension of the parameter.

Next, in Section 2.1, we provide a tractable upper bound for the posterior approximation error that depends explicitly on the decompositions of \(X\) and \(Y\). Section 2.2 then provides two methods for identifying low-dimensional subspaces that minimize this upper bound, and Section 2.3 presents a procedure for selecting reduced dimensions \(r, s\) that satisfy the constraint in (6).

### 2.1 Gradient-based bound on expected posterior approximation error

In this section we present our main result, which consists in a gradient-based bound on the expected KL divergence (6). This bound will guide the construction of the matrices \(U\) and \(V\). In the following, \(\| \cdot \|\) denotes the canonical norm of the Euclidean space.

**Definition 1 (Logarithmic Sobolev inequality).** A random variable \(Z\) with density \(\pi_Z\) on \(\mathbb{R}^p\) satisfies the *logarithmic Sobolev inequality* if there exists a constant \(C < \infty\) such that
\[
\int h(z) \log \left( \frac{h(z)}{h(z)\pi_Z(z)} \right) \pi_Z(z) dz \leq \frac{C}{2} \int \| \nabla h(z) \|^2 h(z) \pi_Z(z) dz,
\]
holds for any smooth function \(h: \mathbb{R}^p \rightarrow \mathbb{R}_{\geq 0}\). The smallest constant \(C = C(\pi_Z)\) such that (9) holds is called the *logarithmic Sobolev constant* of \(Z\).
Definition 2 (Subspace logarithmic Sobolev inequality). A random variable $Z$ with density $\pi_Z$ on $\mathbb{R}^p$ satisfies the subspace logarithmic Sobolev inequality if there exists a constant $C < \infty$ such that for any unitary matrix $W \in \mathbb{R}^{p \times p}$ and for any block decomposition $W = [W_t, W_{\perp}]$ with $W_t \in \mathbb{R}^{p \times t}, t \leq p$, and for any $z_{\perp} \in \mathbb{R}^{p-t}$, the conditional random vector $Z_t|Z_{\perp} = z_{\perp}$ with $Z_t = W_t^T Z$ and $Z_{\perp} = W_{\perp}^T Z$ satisfies the logarithmic Sobolev inequality with

$$C(\pi_{Z_t|Z_{\perp}=z_{\perp}}) \leq C.$$

(10)

The smallest constant $C = C(\pi_Z)$ such that (10) holds is called the subspace logarithmic Sobolev constant of $Z$.

Theorem 1. Let $(X,Y)$ be a random vector in $\mathbb{R}^d \times \mathbb{R}^m$ which satisfies the subspace logarithmic Sobolev inequality with constant $C(\pi_{X,Y}) < \infty$. Then for any unitary matrices $U = [U_r, U_{\perp}] \in \mathbb{R}^{d \times d}$ and $V = [V_s, V_{\perp}] \in \mathbb{R}^{m \times m}$ we have

$$\mathbb{E} \left[ D_{KL}(\pi_{X|Y}(\cdot,Y)||\pi_{X|Y}^{(\pi)}(\cdot,Y)) \right] \leq C(\pi_{X,Y})^2 (\text{Trace}(U_r^T H_X U_{\perp}) + \text{Trace}(V_s^T H_Y V_{\perp})).$$

(11)

Here, $\pi_{X|Y}$ is as in (5) and the matrices $H_X \in \mathbb{R}^{d \times d}$ and $H_Y \in \mathbb{R}^{m \times m}$ are given by

$$H_X = \int \left( \nabla_X \nabla_Y \log \pi_{Y|X}(y|x) \right)^T \left( \nabla_X \nabla_Y \log \pi_{Y|X}(y|x) \right) \pi_{X,Y}(x,y) \, dx \, dy$$

(12)

$$H_Y = \int \left( \nabla_X \nabla_Y \log \pi_{Y|X}(y|x) \right) \left( \nabla_X \nabla_Y \log \pi_{Y|X}(y|x) \right)^T \pi_{X,Y}(x,y) \, dx \, dy,$$

(13)

where the matrix $\nabla_X \nabla_Y \log \pi_{Y|X}(y|x) \in \mathbb{R}^{m \times d}$ is defined by

$$\left( \nabla_X \nabla_Y \log \pi_{Y|X}(y|x) \right)_{i,j} = \partial_{x_i} \partial_{y_j} \log \pi_{Y|X}(y|x).$$

Proof. See Section 3. \qed

Throughout this paper, we will use the bound (11) by finding structured unitary matrices $U, V$ that minimize the right-hand side of (11). Due to their central role, the matrices $H_X$ and $H_Y$ are called the diagnostic matrices.

Before going further, let us comment on the assumption $C(\pi_{X,Y}) < \infty$. As shown in Zahm et al. (2022), a sufficient condition for a distribution $\pi_Z$ to satisfy the subspace log-Sobolev inequality is that it has convex support and that its density be of the form $\pi_Z(z) = \exp(-V(z) - \Psi(z))$, where $V$ is a smooth convex function such that $\nabla^2 V(z) \geq \rho I$ for some $\rho > 0$, and where $\Psi$ is a function with bounded oscillation such that $\kappa = \sup \Psi - \inf \Psi < \infty$. Then, from the Bakry–Émery theorem (Bakry and Émery, 1985) and the Holley–Stroock perturbation lemma (Holley and Stroock, 1987), we obtain $C(\pi_Z) \leq \exp(\kappa)/\rho$. As shown in the following example, this condition is (trivially) satisfied when the joint distribution $\pi_{X,Y}$ is Gaussian. We refer the reader to Zahm et al. (2022) for additional examples of distributions that satisfy the subspace log-Sobolev inequality. In these general cases, the constant $C(\pi_{X,Y})$ will not be available or computable in practice. Yet we can still exploit the bound (11) without having access to $C(\pi_{X,Y})$. 

Information theoretic data and parameter dimension reduction
Example 1 (Gaussian joint density). Let \( \pi_{X,Y} \) be the joint density

\[
\pi_{X,Y}(x,y) \propto \exp \left( -\frac{1}{2} \| y - Gx \|_2^2 - \frac{1}{2} \| x \|_2^2 \right),
\]

where \( G \in \mathbb{R}^{m \times d} \). This corresponds to a Bayesian inverse problem with standard normal prior, linear forward model \( x \mapsto Gx \), and standard normal observational error. Given that \( \pi_{X,Y}(x,y) \propto \exp(-V(x,y)) \) with the quadratic potential \( V(x,y) = \frac{1}{2}(\Sigma)^{-1}(y-x)^T(y-x) \) where

\[
\Sigma := \text{Cov}(X,Y) = \begin{bmatrix} I_d + G^T G & -G^T \\ -G & I_m \end{bmatrix},
\]

we deduce (see Zahm et al. (2022)) that \( \mathcal{C}(\pi_{X,Y}) \) is bounded by \( \lambda_{\text{max}}(\Sigma) \), i.e., the largest eigenvalue of the joint covariance matrix \( \Sigma \). As shown in Appendix B, \( \lambda_{\text{max}}(\Sigma) \) can be computed explicitly, so that we obtain

\[
\mathcal{C}(\pi_{X,Y}) \leq \frac{1}{2} \left( 2 + \sigma_{\text{max}}(G)^2 + \sigma_{\text{max}}(G)\sqrt{\sigma_{\text{max}}(G)^2 + 4} \right),
\]

where \( \sigma_{\text{max}}(G) \) is the maximum singular value of \( G \). Furthermore, the diagnostic matrices \( H_X \) and \( H_Y \) in (12) and (13) are given by \( H_X = G^T G \) and \( H_Y = GG^T \).

Next we show that the joint distribution \( \pi_{X,Y} \) arising in certain nonlinear inverse problems can also satisfy the subspace logarithmic Sobolev inequality.

Example 2 (Nonlinear inverse problem with Gaussian noise and Gaussian prior). Let the joint density of \( X \) and \( Y \) be

\[
\pi_{X,Y}(x,y) \propto \exp \left( -\frac{1}{2} \| y - G(x) \|_2^2 - \frac{1}{2} \| x \|_2^2 \right),
\]

where \( G: \mathbb{R}^d \to \mathbb{R}^m \) is a nonlinear forward model. Denoting the Jacobian of the forward model by \( \nabla G(x) \in \mathbb{R}^{m \times d} \), we can write

\[
-\nabla^2 \log \pi_{X,Y}(x,y) = \begin{bmatrix} -\nabla_X \nabla_X \log \pi_{X,Y}(x,y) & -\nabla_X \nabla_Y \log \pi_{X,Y}(x,y) \\ -\nabla_Y \nabla_X \log \pi_{X,Y}(x,y) & -\nabla_Y \nabla_Y \log \pi_{X,Y}(x,y) \end{bmatrix}
\]

\[
= \begin{bmatrix} I_d + (\nabla G(x))^T \nabla G(x) & -\nabla G(x)^T \\ -\nabla G(x) & I_m \end{bmatrix} - \begin{bmatrix} A(x,y) & 0 \\ 0 & 0 \end{bmatrix},
\]

where the matrix \( A(x,y) \in \mathbb{R}^{d \times d} \) is given by \( (A(x,y))_{i,j} = \sum_{k=1}^n \alpha_{i,j,k}^2 G_k(x)(y-G(x))_k \). As in the previous example, we have

\[
\lambda_{\text{min}} \left[ \begin{bmatrix} I_d + (\nabla G(x))^T \nabla G(x) & -\nabla G(x)^T \\ -\nabla G(x) & I_m \end{bmatrix} \right] = \lambda(x)^{-1},
\]

where \( \lambda(x) = \frac{1}{2} (2 + \sigma_{\text{max}}(\nabla G(x))^2 + \sigma_{\text{max}}(\nabla G(x))\sqrt{\sigma_{\text{max}}(\nabla G(x))^2 + 4}) \) so that

\[
-\nabla^2 \log \pi_{X,Y}(x,y) \succeq (\lambda(x)^{-1} - \lambda_{\text{max}}(A(x,y))) \begin{bmatrix} I_d & 0 \\ 0 & I_m \end{bmatrix}.
\]
Therefore, if there exists a constant $C < \infty$ such that $\lambda(x)^{-1} - \lambda_{\text{max}}(A(x,y)) \geq 1/C$ uniformly over $x,y$, then $\pi_{X,Y}$ satisfies the subspace log-Sobolev inequality with $C(\pi_{X,Y}) \leq C$. Furthermore, since $\nabla_X \nabla_Y \log \pi_Y|_X(y|x) = \nabla G(x) \in \mathbb{R}^{m \times d}$, the diagnostic matrices are given by

$$H_X = \int \nabla G(x)^T \nabla G(x) \pi_X(x) dx$$

$$H_Y = \int \nabla G(x) \nabla G(x)^T \pi_X(x) dx.$$  

2.2 Constructing $U, V$ by minimizing the upper bound

In this section, we assume the reduced dimensions $r$ and $s$ are prescribed. (A discussion of how to select $r, s$ is postponed to Section 2.3.) We propose two different approaches to build the unitary matrices $U = [U_r, U_\perp]$ and $V = [V_s, V_\perp]$. The first, referred to as optimal rotation, consists in minimizing the upper bound (11) by solving

$$\min_{U_\perp, V_\perp} \text{Trace}(U_\perp^T H_X U_\perp) + \text{Trace}(V_\perp^T H_Y V_\perp),$$

subject to $U_\perp^T U_\perp = I_{d-r}$ and $V_\perp^T V_\perp = I_{m-s}$. The second approach, referred to as optimal permutation, consists in solving (16) with the additional constraint that $U, V$ are permutation matrices. That way, $X_r = U_r^T X$ and $Y_s = V_s^T Y$ contain a subset of coordinates of $X$ and $Y$ and hence the dimension reduction corresponds to a coordinate selection.

In both approaches, the optimal solutions $U, V$ are independent of the reduced dimensions $r$ and $s$. More specifically, there exist matrices $U, V$ (independent of $r, s$) such that the solution to (16) can be extracted from the last columns of $U, V$ for any $r, s$.

Optimal rotation

We recall Corollary 4.3.39 in Horn and Johnson (2012) for the variational characterization of eigenvalues of Hermitian matrices:

**Proposition 2.** Let $H \in \mathbb{R}^{p \times p}$ be a symmetric positive definite matrix with eigenpairs $(\lambda_i, w_i) \in \mathbb{R}_{>0} \times \mathbb{R}^p$, meaning $H w_i = \lambda_i w_i$, where $\lambda_i \geq \lambda_{i+1}$ and $||w_i||_2 = 1$ for all $i$. Then, for any $t < p$ we have

$$\min_{W_\perp \in \mathbb{R}^{p \times (p-t)}} \text{Trace}(W_\perp^T H W_\perp) = \sum_{i=t+1}^p \lambda_i,$$

where the solution is given by $W_\perp = [w_{t+1}, \ldots, w_p]$.

Let $(\lambda_i(H_X), u_i)$ and $(\lambda_i(H_Y), v_i)$ denote the $i$-th largest eigenpairs of $H_X$ and $H_Y$, respectively. Then, Proposition 2 ensures that for any $r, s$,

$$U_\perp = [u_{r+1}, \ldots, u_d]$$
\[ V_\perp = [v_{s+1}, \ldots, v_m], \]

is the optimal solution to (16). This choice yields the optimal bound

\[ \mathbb{E} \left[ D_{\text{KL}}(\pi_{X|Y}(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y)) \right] \leq \mathcal{O}(\pi_{X,Y})^2 \left( \sum_{i=r+1}^{d} \lambda_i(H_X) + \sum_{i=s+1}^{m} \lambda_i(H_Y) \right). \]  

(17)

The eigenvectors \( u_i, v_i \) can be precomputed without knowing \( r \) and \( s \). The advantage of this construction is that to increase \( r \) or \( s \), one only needs to compute the additional eigenvectors.

**Remark 1.** In practice, it is sufficient to compute the matrices \( U_r = [u_1, \ldots, u_r] \) and \( V_s = [v_1, \ldots, v_s] \) to reduce the parameter and data dimensions; see Section 6. The (possibly much larger) matrices \( U_\perp \) and \( V_\perp \) are never assembled in practice.

### Optimal permutation

We now constrain \( U \) and \( V \) to be permutation matrices so that \( UX = (X_{\sigma_X(1)}, \ldots, X_{\sigma_X(d)}) \) and \( VY = (Y_{\sigma_Y(1)}, \ldots, Y_{\sigma_Y(m)}) \) where \( \sigma_X \) and \( \sigma_Y \) are permutations of \( \{1, \ldots, d\} \) and \( \{1, \ldots, m\} \), respectively. Then (16) becomes

\[ \min_{\sigma_X, \sigma_Y} \left( \sum_{i=r+1}^{d} (H_X)_{\sigma_X(i), \sigma_X(i)} + \sum_{i=s+1}^{m} (H_Y)_{\sigma_Y(i), \sigma_Y(i)} \right). \]

(18)

The optimal permutations \( \sigma_X \) and \( \sigma_Y \) are those which sort the *diagonal* terms of \( H_X \) and \( H_Y \) in decreasing order; that is

\[
\begin{align*}
(H_X)_{\sigma_X(i), \sigma_X(i)} &\geq (H_X)_{\sigma_X(i+1), \sigma_X(i+1)} \\
(H_Y)_{\sigma_Y(i), \sigma_Y(i)} &\geq (H_Y)_{\sigma_Y(i+1), \sigma_Y(i+1)}.
\end{align*}
\]

This choice yields the upper bound

\[ \mathbb{E} \left[ D_{\text{KL}}(\pi_{X|Y}(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y)) \right] \leq \mathcal{O}(\pi_{X,Y})^2 \left( \sum_{i=r+1}^{d} (H_X)_{\sigma_X(i), \sigma_X(i)} + \sum_{i=s+1}^{m} (H_Y)_{\sigma_Y(i), \sigma_Y(i)} \right). \]  

(19)

Let us note that because permutation matrices are unitary matrices, the bound in (19) is larger than or equal to the optimal bound in (17). Thus the optimal permutation approach might be less efficient than the optimal rotation approach, but it preserves the interpretability of the reduced components.

### 2.3 Selecting the reduced dimensions

We now discuss the problem of selecting the reduced dimensions. We propose to select \( r \) and \( s \) by minimizing the computational cost of exploring the reduced posterior \( \pi_{X|Y}^* \) under the constraint that \( \pi_{X|Y}^* \) is sufficiently accurate.
Let $c(r, s) \geq 0$ be a function that reflects the computational cost and dimension dependence/scaling of solving the reduced Bayesian inference problem with posterior $\pi^*_X|Y$ as in (5). The choice of $c(r, s)$ strongly depends on the inference method (e.g., different MCMC algorithms, variational inference, conditional transport maps (Chewi et al., 2021; Papamakarios and Murray, 2016; Cui et al., 2021)). For instance, we may have $c(r, s) = \alpha_X r + \alpha_Y s$ or $c(r, s) = \alpha_X r^2 + \alpha_Y s^2$ for some weights $\alpha_X, \alpha_Y \geq 0$ which prescribe the relative cost of truncating the parameter or data dimensions. Given a prescribed tolerance $\epsilon$, the ideal way to select $r, s$ is to solve

$$\min_{r,s} c(r,s) \quad \text{s.t.} \quad E \left[ D_{KL}(\pi_X|Y(x)||\pi^*_X|Y(x)) \right] \leq \epsilon. \quad (20)$$

Because the expected KL divergence is not accessible in practice, we rather select $r, s$ by solving

$$\min_{r,s} c(r,s) \quad \text{s.t.} \quad B(r,s) \leq \epsilon', \quad (21)$$

where $B(r, s)$ is defined by either

$$B(r, s) = \sum_{i=r+1}^{d} \lambda_i(H_X) + \sum_{i=s+1}^{m} \lambda_i(H_Y),$$

or

$$B(r, s) = \sum_{i=r+1}^{d} (H_X)\sigma_X(i),\sigma_X(i) + \sum_{i=s+1}^{m} (H_Y)\sigma_Y(i),\sigma_Y(i),$$

depending on whether one uses the optimal rotation approach (Section 2.2) or the optimal permutation approach (Section 2.2) to build $U, V$. Given that

$$E \left[ D_{KL}(\pi_X|Y(x)||\pi^*_X|Y(x)) \right] \leq C(\pi_X,Y)B(r, s),$$

the solution to (21) with $\epsilon' = \epsilon/C(\pi_X,Y)$ provides a feasible approximate solution to (20). In the case where the log-Sobolev constant is not known, we propose to select $r, s$ by solving (21) with $\epsilon' = \epsilon$. While the resulting solution may not satisfy $E[D_{KL}(\pi_X|Y(x)||\pi^*_X|Y(x))] \leq \epsilon$, it still provides a good heuristic for selecting the reduced dimensions, as illustrated in Section 7. Note that solving (21) for different tolerances yields a mapping $\epsilon' \mapsto (r,s)$, which yields the same locus of optimal reduced dimensions $r, s$ as the solution to (20).

**Remark 2.** When $c(r, s) = \alpha_X r + \alpha_Y s$, the optimization problem in (21) can be formulated as a $0-1$ knapsack problem, which is known to be NP-complete (Kellerer et al., 2004). Given that $(r, s)$ is only two-dimensional, we can often enumerate all combinations of reduced dimensions to find the optimal solutions. An alternative approximate solution, which does not require enumeration, is to split the constraint and to select $(r, s)$ individually based on a weighted error tolerance for the parameters and data. For example, we can identify $(r, s)$ by finding the smallest integers that meet the constraints

$$\sum_{i=1}^{r} \lambda_i(H_X) \leq \frac{\alpha_X}{\alpha_X + \alpha_Y} \epsilon, \quad \sum_{i=1}^{s} \lambda_i(H_Y) \leq \frac{\alpha_Y}{\alpha_X + \alpha_Y} \epsilon.$$
3 Information theory and proof of Theorem 1

In this section we relate the posterior approximation error to information-theoretic quantities that measure conditional independence. We then show how to bound these quantities to derive the upper bound in Theorem 1.

We begin by defining mutual information and conditional mutual information, which are two well known measures of the strength of dependence between random variables.

**Definition 3.** Let $X$ and $Y$ be two random variables with joint density $\pi_{X,Y}$. The mutual information between $X$ and $Y$ is given by

$$I(X;Y) := \int \pi_{X,Y}(x,y) \log \left( \frac{\pi_{X,Y}(x,y)}{\pi_X(x)\pi_Y(y)} \right) \, dx\,dy,$$

where $\pi_Y(y) = \int \pi_{X,Y}(x,y)\,dx$ and $\pi_X(x) = \int \pi_{X,Y}(x,y)\,dy$.

The mutual information is equivalently expressed as the KL divergence from the product of the marginal densities to the joint probability density function, i.e., $I(X;Y) = D_{KL}(\pi_{X,Y}||\pi_X\pi_Y)$. The mutual information measures the dependence of $X$ and $Y$. In particular, $I(X;Y) = 0$ if and only if $\pi_{X,Y} = \pi_X\pi_Y$, meaning that $X$ and $Y$ are independent.

**Definition 4.** The conditional mutual information between random variables $X$ and $Y$ given a third random variable $Z$ with joint density $\pi_{X,Y,Z}$ is given by

$$I(X;Y|Z) := \int \pi_{X,Y,Z}(x,y,z) \log \left( \frac{\pi_{X,Y,Z}(x,y,z)}{\pi_{X,Z}(x,z)\pi_Y(y|z)} \right) \, dx\,dy\,dz,$$

where $\pi_{X,Z}(x,z) = \int \pi_{X,Y,Z}(x,y,z)\,dy$ and $\pi_Y(y|z) = \int \pi_{X,Y,Z}(x,y,z)\,dx$.

Analogously, the conditional mutual information $I(X;Y|Z)$ is defined as the KL divergence from the product $\pi_Y|Z\pi_X|Z$ to the conditional density $\pi_{X,Y|Z}$ in expectation over $Z$, meaning $I(X;Y|Z) = \mathbb{E}[D_{KL}(\pi_{X,Y|Z}(\cdot|Z)||\pi_{X,Z}(\cdot|Z)\pi_Y(\cdot|Z))]$. The conditional mutual information serves as a measure of conditional independence between random variables, i.e., $I(X;Y|Z) = 0$ if and only if $X \perp Y|Z$.

The following proposition shows that the expected KL divergence from the optimal posterior approximation (given some decomposition (3)–(4)) to the true posterior is related to a difference between (conditional) mutual informations.

**Proposition 3.** Let $\pi_{X|Y}$ be the distribution of $X|Y$ and $\pi^{*}_{X|Y}$ be the optimal posterior approximation in (5) with $r$-dimensional informed parameters and $s$-dimensional informative data. Then we have

$$\mathbb{E} \left[ D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi^{*}_{X|Y}(\cdot|Y)) \right] = I(X;Y) - I(X_r;Y_s)$$

$$= I(X_{\perp};Y|X_r) + I(X;Y_{\perp}|Y_s) - I(X_{\perp};Y_{\perp}|X_r,Y_s).$$

(22)
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Proof. See Appendix A.

Remark 3. The right-hand sides of (22) and of (23) simplify if we only consider reducing either the dimension of the parameter or the data solely. For instance, if the data are not reduced, i.e., \(Y_s = Y\), we have \(\mathbb{E}[D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y))] = I(X;Y|X_r)\). Analogously, if the parameter is not reduced, i.e., \(X_r = X\), we have \(\mathbb{E}[D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y))] = I(X;Y_s)\).

Remark 4. An important property of mutual information is that it is invariant to invertible marginal transformations of the variables. For instance, by applying the linear transformations \(\overline{X} = AX\) and \(\overline{Y} = BX\) for some invertible matrices \(A \in \mathbb{R}^{d \times d}\) and \(B \in \mathbb{R}^{m \times m}\), we have \(I(X;Y) = I(\overline{X};\overline{Y})\) but also \(I(X;Y|X_r) = I(X;\overline{Y}|X_r)\) and \(I(X;Y_s) = I(\overline{X};Y_s)\).

While the (conditional) mutual information is tractable to compute for Gaussians and certain classes of parametric distributions, it does not admit a closed-form expression for arbitrary non-Gaussian distributions. For a density that satisfies the subspace log-Sobolev inequality in (10), the following proposition provides an upper bound for the conditional mutual information based on the integrated mixed partial derivatives of the log-density.

Proposition 4. Let \(\pi_{X,Y,Z}\) be the joint density of random variables \((X,Y,Z)\), satisfying the subspace logarithmic Sobolev inequality with constant \(\overline{C}(\pi_{X,Y,Z})\). Then, the conditional mutual information is upper bounded by

\[
I(X;Y|Z) \leq \overline{C}(\pi_{X,Y,Z}) \mathbb{E}\|\nabla_X \nabla_Y \log \pi_{X,Y,Z}(X,Y,Z)\|_F^2, \tag{24}
\]

where \(\|\cdot\|_F\) denotes the Frobenius norm.

Proof. The proof follows closely from the proof of Theorem 2 in Baptista et al. (2021). It is given in Appendix A.

Collecting the results in Propositions 3 and 4, we now give the proof of Theorem 1.

Proof of Theorem 1. Because the conditional mutual information is positive, Proposition 3 lets us write

\[
\mathbb{E}\left[D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y))\right] \leq I(X;Y_s) + I(X;Y|X_r).
\]

By Proposition 4, each term on the right-hand side above is upper bound by the expectation of mixed partial derivatives of \(\pi_{X,Y}\) as

\[
\mathbb{E}\left[D_{KL}(\pi_{X|Y}(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y))\right] \leq \overline{C}(\pi_{X,Y}) \mathbb{E}\|(\pi_{X,Y}^*)_{X\perp} \nabla_X \nabla_Y \log \pi_{X,Y}(X,Y)\|_F^2 + \mathbb{E}\|(\pi_{X,Y})^*_{X\perp} \nabla_X \nabla_Y \log \pi_{X,Y}(X,Y)\|_F^2 \\
= \overline{C}(\pi_{X,Y}) \mathbb{E}\|(\pi_{X,Y})_{X}\nabla_X \nabla_Y \log \pi_{X,Y}(X,Y)\|_F^2 + \mathbb{E}\|(\pi_{X,Y})^*_{X\perp} \nabla_X \nabla_Y \log \pi_{X,Y}(X,Y)\|_F^2 \\
= \overline{C}(\pi_{X,Y}) \mathbb{E}\|(\pi_{X,Y})_{X\perp} \nabla_X \nabla_Y \log \pi_{X,Y}(X,Y)\|_F^2 + \mathbb{E}\|(\pi_{X,Y})^*_{X\perp} \nabla_X \nabla_Y \log \pi_{X,Y}(X,Y)\|_F^2.
\]

Expanding the Frobenius norm using the trace, we arrive at equation (11).
4 Gaussian error models

In this section, we consider the data-generating process $Y = G(X) + \varepsilon$, where $G: \mathbb{R}^d \to \mathbb{R}^m$ is a (nonlinear) forward model and $\varepsilon \sim \mathcal{N}(0, \Gamma_{\text{obs}})$ is a Gaussian observational error which is independent of $X$. This situation corresponds to a likelihood function $\pi_{Y|X}(y|x) \propto \exp(-\frac{1}{2}||y - G(x)||^2_{\Gamma_{\text{obs}}^{-1}})$ and a joint density of the form of

$$\pi_{X,Y}(x,y) \propto \exp\left(-\frac{1}{2}||y - G(x)||^2_{\Gamma_{\text{obs}}^{-1}}\right) \pi_X(x),$$

where $\pi_X$ is any prior density. Without further assumptions, the subspace log-Sobolev constant $\overline{C}(\pi_{X,Y})$ remains unknown.

4.1 Whitening

Next, we propose a change of variables for $X$ and $Y$ which can be interpreted as a preconditioning of the dimension reduction procedure. Notice that with a change of variables $\overline{X} = AX$ and $\overline{Y} = BY$, the left-hand side of (11) remains unchanged (see Section 3) while the right-hand side is modified in several ways through the subspace log-Sobolev constant and the diagnostic matrices. There is freedom in this choice. Finding a change of variables which minimizes the right-hand side of (11)—i.e., which yields the tightest upper bound on the posterior approximation error—is a difficult task, mostly because the subspace log-Sobolev constant $\overline{C}(\pi_{X,Y})$ is not readily available. Instead, we propose a heuristic which consists of whitening the parameter and the data as follows:

$$\overline{X} = \Gamma_{\text{pr}}^{-1/2}X \quad \text{and} \quad \overline{Y} = \Gamma_{\text{obs}}^{-1/2}Y,$$

where $\Gamma_{\text{pr}} := \text{Cov}(X)$ is the prior covariance, assuming it exists. Then, we reduce the dimensions of $\overline{X}$ and $\overline{Y}$ using the corresponding diagnostic matrices $H_{\overline{X}}$ and $H_{\overline{Y}}$ which, using (25) and (26), are given by

$$H_{\overline{X}} = \Gamma_{\text{pr}}^{-1/2} \left( \int \nabla G(x)^T \Gamma_{\text{obs}}^{-1} \nabla G(x) \pi_X(x) dx \right) \Gamma_{\text{pr}}^{1/2},$$

$$H_{\overline{Y}} = \Gamma_{\text{obs}}^{-1/2} \left( \int \nabla G(x)^T \Gamma_{\text{pr}} \nabla G(x) \pi_X(x) dx \right) \Gamma_{\text{obs}}^{1/2}.$$

Denoting by $\overline{U}_r = [\overline{\pi}_1, \ldots, \overline{\pi}_r]$ and $\overline{V}_s = [\overline{\pi}_{r+1}, \ldots, \overline{\pi}_s]$ the matrices containing the first eigenvectors of $H_{\overline{X}}$ and $H_{\overline{Y}}$, respectively, the reduced parameter and the reduced data are $\overline{X}_r = \overline{U}_r^T \overline{X}$ and $\overline{Y}_s = \overline{V}_s^T \overline{Y}$ which, using (26), are given by

$$X_r = U_r^T X \quad \text{where} \quad U_r = \Gamma_{\text{pr}}^{-1/2} \overline{U}_r,$$

$$Y_s = V_s^T Y \quad \text{where} \quad V_s = \Gamma_{\text{obs}}^{-1/2} \overline{V}_s.$$

With the above definition, the matrices $U_r$ and $V_s$ have no longer orthogonal columns in the Euclidean sense, but they satisfy $U_r^T \Gamma_{\text{pr}} U_r = I_r$ and $V_s^T \Gamma_{\text{obs}} V_s = I_s$. The error bound (11) thus becomes

$$\mathbb{E}\left[D_{\text{KL}}(\pi_{X|Y}(\cdot,Y)||\pi_{X|Y}^*(\cdot,Y))\right] \leq \overline{C}(\pi_{X,Y})^2 \left( \text{Trace}(\overline{U}_r^T H_{\overline{X}} \overline{U}_r) + \text{Trace}(\overline{V}_s^T H_{\overline{Y}} \overline{V}_s) \right).$$

(31)
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**Remark 5** (Generalized eigenvalue problems). Let

\[ H_X = \int \nabla G(x)^T \Gamma_{\text{obs}}^{-1/2} \nabla G(x) \pi_X(x) dx \quad \text{and} \quad H_T = \int \nabla G(x) \Gamma_{\text{pr}} \nabla G(x)^T \pi_X(x) dx, \]

so that \( H_X = \Gamma_{\text{pr}}^{1/2} H_X \Gamma_{\text{pr}}^{-1/2} \) and \( H_T = \Gamma_{\text{obs}}^{-1/2} H_T \Gamma_{\text{obs}}^{-1/2} \). With the change of variables \( u_i = \Gamma_{\text{pr}}^{-1/2} \tilde{u}_i \) and \( v_i = \Gamma_{\text{obs}}^{-1/2} \tilde{v}_i \), the simple eigenvalue problems \( H_X \tilde{u}_i = \lambda_i \tilde{u}_i \) and \( H_T \tilde{v}_i = \lambda_i \tilde{v}_i \) are equivalent to the generalized eigenvalue problems

\[
\begin{align*}
H_X \tilde{u}_i &= \lambda_i (H_X, \Gamma_{\text{pr}}) \Gamma_{\text{pr}}^{-1} \tilde{u}_i, & u_i &= \Gamma_{\text{pr}}^{-1} \tilde{u}_i, \\
H_T \tilde{v}_i &= \lambda_i (H_T, \Gamma_{\text{obs}}) \Gamma_{\text{obs}} \tilde{v}_i,
\end{align*}
\]

where \( \lambda_i (H_X, \Gamma_{\text{pr}}) = \lambda_i \) and \( \lambda_i (H_T, \Gamma_{\text{obs}}) = \lambda_i \). We note that \( H_X \) is the same diagnostic matrix introduced in Cui and Zahn (2021, Section 4) in the setting of Gaussian error models, \( H_X \) is also similar to the diagnostic proposed in Cui et al. (2014) for finding the likelihood-informed subspace, with the key difference being that \( H_X \) integrates over the prior distribution instead of the posterior.

**Remark 6.** Instead of the decompositions (3) and (4), the proposed change of variables (26) yields a decomposition of \( X \) and \( Y \) of the form

\[
X = \Gamma_{\text{pr}}^{1/2} (\overline{U} \overline{X} + \overline{U} \perp \overline{X} \perp) \quad \text{where} \quad \begin{cases} X_r = \overline{U}^T \Gamma_{\text{pr}}^{-1/2} X \\ X_\perp = \overline{U} \perp \Gamma_{\text{pr}}^{-1/2} X \end{cases},
\]

\[
Y = \Gamma_{\text{obs}}^{1/2} (\overline{V} \overline{Y} + \overline{V} \perp \overline{Y} \perp) \quad \text{where} \quad \begin{cases} Y_s = \overline{V}^T \Gamma_{\text{obs}}^{-1/2} Y \\ Y_\perp = \overline{V} \perp \Gamma_{\text{obs}}^{-1/2} X \end{cases}.
\]

### 4.2 Linear–Gaussian setting

Now we consider the case where the forward model is linear, i.e., \( x \mapsto Gx \) where \( G \in \mathbb{R}^{m \times d} \) is a matrix. In this case, the diagnostic matrices \( H_X \) and \( H_T \) are written as

\[
H_X = (\Gamma_{\text{pr}}^{1/2} G^T \Gamma_{\text{obs}}^{-1/2}) (\Gamma_{\text{obs}}^{-1/2} G \Gamma_{\text{pr}}^{1/2}) \quad \text{and} \quad H_T = (\Gamma_{\text{obs}}^{-1/2} G \Gamma_{\text{pr}}^{1/2}) (\Gamma_{\text{pr}}^{1/2} G^T \Gamma_{\text{obs}}^{-1/2}).
\]

The eigendecompositions of \( H_X \) and \( H_T \) can be obtained by computing the singular value decomposition (SVD) of the so-called “whitened forward model”:

\[
\Gamma_{\text{pr}}^{1/2} G^T \Gamma_{\text{obs}}^{-1/2} = \sum_{i=1}^{\min\{d,m\}} \sigma_i \overline{u}_i \overline{v}_i^T.
\]

In particular, the non-zero eigenvalues of the parameter-space and data-space diagnostic matrices are now the same, i.e., \( \lambda_i (H_X) = \lambda_i (H_T) = \sigma_i^2 \) for all \( i \leq \min\{d, m\} \); any remaining eigenvalues, i.e., for \( \min\{d, m\} < i \leq \max\{d, m\} \) are zero.

---

3We use the notation \( \lambda_i (A, B) \) to denote the generalized eigenvalues of the matrix pencil \( (A, B) \).
The eigendecompositions of $H_X$ and $H_Y$ (or, equivalently, the generalized eigendecompositions (32) and (33) of $H_X$ and $H_Y$, as in Remark 5) have been used to reduce the parameter and data dimensions in linear–Gaussian inverse problems. Spantini et al. (2015) solve (32) to approximate the posterior covariance as a low-rank update of the prior covariance. These eigenvectors also yield a projector for the parameter which matches the one derived above. Furthermore, Algorithm 1 in Spantini et al. (2015) solves both eigenvalue problems, (32) and (33), to derive an approximation to the posterior mean (which minimizes a Bayes risk with weighted squared error loss) as a linear projection of the data $Y$. Giraldi et al. (2018) show the equivalence between the solution to (33) and finding the vectors that solve
\[ \max_{V_s} I(V_s^T Y, X) = \max_{V_s} \mathbb{E} \left[ \log(1 + \sigma_i^2) \right], \]
which Proposition 3 then shows is equivalent to minimizing the expected KL divergence from the true posterior, with reduced data. To minimize this expected KL divergence for linear inverse problems over the column vectors $V_s$, Giraldi et al. (2018) use Riemannian optimization algorithms on a Grassmannian manifold; they extend their approach to nonlinear forward models simply by using a Laplace approximation of the posterior. Lastly, Jagalur-Mohan and Marzouk (2021) derive mutual information bounds for coordinate selection of data in linear–Gaussian problems. These bounds are used to develop various greedy algorithms, with guarantees for cardinality-constrained optimization.

4.3 Gap in the linear–Gaussian setting

We analyze now the gap in (31) for a linear–Gaussian likelihood model with a Gaussian prior. We denote by $\sigma_i$ the $i$-th largest singular value of the whitened forward model $\Gamma_{pr}^{1/2} G^T \Gamma_{obs}^{-1/2}$ in (34). Using the closed-form expression for the mutual information of Gaussian variables (see Appendix B), we have
\[ \mathbb{E} \left[ D_{KL}(\pi_X | Y (\cdot | Y)) \right] = I(X, Y) - I(X_r, Y_s) = \frac{1}{2} \sum_{i>r} \log(1 + \sigma_i^2). \]  

In comparison, the upper bound in (31) evaluated at the optimal rotation $U_\perp$ and $V_\perp$ is given by
\[ C(\pi_X, Y)^2 \left( \sum_{i>r} \sigma_i^2 + \sum_{i>s} \sigma_i^2 \right), \]
where the subspace log-Sobolev constant $C(\pi_X, Y)$ can be bounded in terms of $\sigma_1$, as shown in Example 1. Using a first-order Taylor expansion of $\log(1 + \sigma_i^2)$ as $\sigma_i \to 0$, the ratio between (35) and (36) satisfies
\[ \frac{\mathbb{E} \left[ D_{KL}(\pi_X | Y (\cdot | Y)) \right]}{C(\pi_X, Y)^2} \left( \sum_{i>r} \sigma_i^2 + \sum_{i>s} \sigma_i^2 \right) = \frac{1}{2C(\pi_X, Y)^2} \left( \sum_{i>r} \sigma_i^2 + \sum_{i>s} \sigma_i^2 \right) + O(\sigma_i^4), \]

where $r = s$ if $\sum_{i>r} \sigma_i^2 = \sum_{i>s} \sigma_i^2$, otherwise $r = s$ if $\sum_{i>r} \sigma_i^2 = \sum_{i>s} \sigma_i^2$. 

In comparison, the upper bound in (31) evaluated at the optimal rotation $U_\perp$ and $V_\perp$ is given by
\[ C(\pi_X, Y)^2 \left( \sum_{i>r} \sigma_i^2 + \sum_{i>s} \sigma_i^2 \right), \]
where the subspace log-Sobolev constant $C(\pi_X, Y)$ can be bounded in terms of $\sigma_1$, as shown in Example 1. Using a first-order Taylor expansion of $\log(1 + \sigma_i^2)$ as $\sigma_i \to 0$, the ratio between (35) and (36) satisfies
\[ \frac{\mathbb{E} \left[ D_{KL}(\pi_X | Y (\cdot | Y)) \right]}{C(\pi_X, Y)^2} \left( \sum_{i>r} \sigma_i^2 + \sum_{i>s} \sigma_i^2 \right) = \frac{1}{2C(\pi_X, Y)^2} \left( \sum_{i>r} \sigma_i^2 + \sum_{i>s} \sigma_i^2 \right) + O(\sigma_i^4), \]
In the limit of $\sigma_r \to 0$, the above ratio converges to the constant $1/(4C(\pi_X, Y)^2)$. Thus, the expected KL divergence and its bound go to zero at the same rate. Let us remark that if either $r = d$ or $s = m$, i.e., when only the parameter or the data are reduced but not both, the ratio in (37) goes to $1/(2C(\pi_X, Y)^2)$.

As a numerical illustration, we consider the linear inverse problem introduced in Span tinti et al. (2015, Example 1) with identity forward model $G = I_d$ and $m = d = 50$. The prior covariance is constructed as $\Gamma_{pr} = WDW^T$, where $W$ is one realization of a random unitary matrix drawn uniformly from the unitary group and $D$ is a diagonal matrix with $D_{ii} = \lambda_0/i^\vartheta + \tau$, $\lambda_0 = 1$, $\vartheta = 2$ and $\tau = 10^{-6}$. We follow the same procedure to realize the observation noise covariance $\Gamma_{obs}$ with $\lambda_0 = 500$ and $\vartheta = 1$.

Figure 1a plots the expected KL divergence (of the approximate posterior from the exact posterior) for the optimal parameter and data projectors at any given pair of reduced dimensions $(r, s)$. This quantity is computed using analytical expressions for the mutual information of Gaussian random vectors, as above. Figure 1b plots the corresponding value of the upper bound in (31), up to the unknown log-Sobolev constant, evaluated at the optimal projectors. Figure 1c then plots the ratio between this upper bound and the posterior approximation error, confirming the analytical results derived above in that the ratio approaches $1/4$ for $r = s$ and a maximum value of $1/2$ for $r = d$ or $s = m$. For any tolerance level $\epsilon$, we can (in Figures 1a and 1b) observe the Pareto front of reduced dimensions that yield the same approximation error. The dashed lines in Figure 1b highlight reduced dimensions that solve (21) for a linear cost function $c(r, s) = \alpha_X r + \alpha_Y s$ with different weights $\alpha_X \in \{0.2, 0.5, 0.8\}$ and $\alpha_Y = 1 - \alpha_X$, for five different values of the tolerance. We see that these choices for the weight trade off the cost of keeping the parameters versus the data.

Figure 1: (a) Posterior approximation error $\mathbb{E}_Y[D_{KL}(\pi_X|Y(\cdot|Y)||\pi_{X|Y}^*(\cdot|Y))]$ as a function of reduced dimensions $(r, s)$; (b) Tractable part of the upper bound for the posterior approximation error; (c) Gap in the upper bound, up to the constant $C(\pi_X, Y)^2$, approaches $1/4$ for $r = s$ and $1/2$ for $r = d$ or $s = m$.

\footnote{This is typically done by computing the QR factorization of a random matrix with standard Gaussian entries.}
5 Comparisons to PCA and CCA

Two popular methods for linear dimension reduction are principal component analysis (PCA) and canonical correlation analysis (CCA).

PCA consists in reducing the dimension of a mean-zero random vector \(X\) by minimizing the \(L^2\) error \(\mathbb{E}[\|X - U_r U_r^T X\|^2]\) over matrices \(U_r \in \mathbb{R}^{d \times r}\) with orthogonal columns (Hotelling, 1933; Jolliffe, 2002). The solution is 
\[ U_r = [u_1^{\text{PCA}}, \ldots, u_r^{\text{PCA}}] \]
where \(u_i^{\text{PCA}}\) are the leading eigenvectors of the covariance matrix \(\text{Cov}(X)\). That is, 
\[ \text{Cov}(X) u_i^{\text{PCA}} = \lambda_i (\text{Cov}(X)) u_i^{\text{PCA}}. \]  
(39)

The same procedure can be applied to reduce the dimension of \(Y\), which yields \(V_r = [v_1, \ldots, v_s]\) where \(v_i^{\text{PCA}}\) are the leading eigenvectors of the covariance matrix \(\text{Cov}(Y)\). That is, 
\[ \text{Cov}(Y) v_i^{\text{PCA}} = \lambda_i (\text{Cov}(Y)) v_i^{\text{PCA}}. \]  
(40)

There are two main drawbacks of using this dimension reduction method for Bayesian inference problems. The first is that PCA is an unsupervised dimension reduction method. That is, the directions identified by PCA are meant to reconstruct \(X\) and \(Y\) marginally, but it does not account for the dependence between \(X\) and \(Y\). Second, an accurate low-dimensional PCA approximation depends on fast decay of the eigenvalues of the covariances \(\text{Cov}(X)\) and \(\text{Cov}(Y)\). In many inference problems, however, we can have low-dimensional structure without having sharp decay in the spectra of these covariances; cf. Example 1 where \(\text{Cov}(X) = I_2\) and \(\text{Cov}(Y) = I_m + GG^T\).

Alternatively, CCA seeks linear combinations of \(X\) and \(Y\) that are maximally correlated (Hotelling, 1992; Hardoon et al., 2004). That is, CCA solves 
\[ (U_r^{\text{CCA}}, V_r^{\text{CCA}}) = \arg \max_{U_r^T \text{Cov}(X) U_r = I_r, V_r^T \text{Cov}(Y) V_r = I_r} \text{Trace}(U_r^T \text{Cov}(X,Y) V_r), \]  
(41)

where \(\text{Cov}(X,Y)\) is the cross-covariance of \(X\) and \(Y\), and \(r \leq \min\{d, m\}\). The vectors \((U_r^{\text{CCA}})^T X\) and \((V_r^{\text{CCA}})^T Y\) are called the pairs of canonical variables. It can be shown that \(U_r, V_r\) can be found by solving the generalized eigenvalue problems
\[ \text{Cov}(X,Y) \text{Cov}(X)^{-1} \text{Cov}(Y, X) u_i^{\text{CCA}} = \rho_i \text{Cov}(X) u_i^{\text{CCA}} \]  
(42)
\[ \text{Cov}(Y,X) \text{Cov}(X)^{-1} \text{Cov}(Y, X) v_i^{\text{CCA}} = \rho_i \text{Cov}(Y) v_i^{\text{CCA}} \]  
(43)

where the eigenvectors are ordered based on a descending order for the eigenvalues \(\rho_i^2 \in [-1, 1]\).

The next proposition shows that, for linear–Gaussian likelihood models (and potentially a non-Gaussian prior), our dimension reduction approach using whitening (see Section 4.1) is the same as CCA. The proof of this result is provided in Appendix A.

**Proposition 5.** Let \(Y = GX + \varepsilon\), where \(G \in \mathbb{R}^{m \times d}\) and \(\varepsilon\) is independent of \(X\), with mean \(\mathbb{E}[\varepsilon] = 0\) and covariance \(\text{Cov}(\varepsilon) = \Gamma_{\text{obs}}\). Then, the solution to (41) is given by 
\[ U_r^{\text{CCA}} = \Gamma_{pr}^{-1/2} U_r, \quad \text{and} \quad V_r^{\text{CCA}} = \Gamma_{\text{obs}}^{-1/2} V_r, \]
where \( \overline{U}_r \) and \( \overline{V}_r \) are the matrices containing the first \( r \) eigenvectors of the diagnostic matrices \( H^X_X, H^Y_Y \) defined in (27) and (28), respectively. Furthermore, we have \( \rho_i = \lambda_i / (1 + \lambda_i) \) where \( \lambda_i = \lambda_i(H^X_X) = \lambda_i(H^Y_Y) \).

The method proposed in the present paper can thus be seen as a generalization of CCA to nonlinear models. To do so, we use gradient information from the log-likelihood, whereas CCA uses only covariance information. We will show in Section 7 that our approach yields more accurate posterior approximations than CCA for the same reduced dimensions. Lastly, we note that CCA can only identify subspaces of the parameter and data of the same dimension, i.e., \( r = s \). In contrast, our proposed approach can trade off these two dimensions while meeting a desired error tolerance (see Section 2.3).

6 Algorithms

We now present algorithms to identify and exploit the low-dimensional subspaces for the informed parameters and informative data. Algorithm 1 shows how to identify those subspaces using Monte Carlo estimation of the diagnostic matrices \( H^X_X \) and \( H^Y_Y \). To do this, we assume we have access to the mixed partial derivatives of the log-likelihood function \( \log \pi_{Y|X} \), and that we can sample from the joint density \( \pi_{X,Y} \). A sample \((X^i, Y^i)\) from the joint density \( \pi_{X,Y} \) is typically obtained by first sampling \( X^i \sim \pi_X \) and then \( Y^i \sim \pi_{Y|X}(·|X^i) \).

Once the matrices \( U_r \) and \( V_s \) are identified, sampling from the approximate posterior \( \pi^*_{X|Y} \) in (5) requires samples from the reduced posterior \( \pi_{X_r|Y_s} \) and from the conditional prior \( \pi_{X_r|X_s} \). More specifically, given a realization of the data \( y \), we need to

1. Project the data \( y_s = V^T_s y \).
2. Draw a sample from the reduced posterior \( \tilde{X}^i_r \sim \pi_{X_r|Y_s = y_s} \).
3. Draw a sample from the conditional prior \( \tilde{X}^i_r \sim \pi_{X_r|X_s} = \tilde{X}^i_s \).
4. Assemble \( \tilde{X}^i = U_r \tilde{X}^i_r + U_\perp \tilde{X}^i_\perp \).

Thus, by construction we have \( \tilde{X}^i \sim \pi^*_{X|Y} \). Step 2 of the above procedure (i.e., drawing samples \( \tilde{X}^i_r \sim \pi_{X_r|Y_s = y_s} \)) is the key challenge, which requires using a dedicated inference algorithm. In the following subsections we propose two classes of inference algorithms. The first is based on evaluations of the likelihood function and the prior density, whereas the second only requires samples from the joint density \( \pi_{X,Y} \).

6.1 Inference methods based on likelihood evaluations

Markov chain Monte Carlo (MCMC) algorithms are popular methods for sampling from posterior distributions. They require the ability to evaluate the posterior density (up to a normalizing constant), and hence to evaluate the likelihood function (and in general
The next example shows that when the likelihood is Gaussian, one can analytically compute the integral in (45) so that \( \pi_{Y|X} \) is accessible in closed form.

**Example 3.** For the (whitened) Gaussian-likelihood model in Section 4.1, we have the rotated data model

\[
Y_s = V_s^T \Gamma^{-1/2}_{\text{obs}} Y = V_s^T \Gamma^{-1/2}_{\text{obs}} G(x) + V_s^T \Gamma^{-1/2}_{\text{obs}} \varepsilon
\]

\[
Y_\perp = V_\perp^T \Gamma^{-1/2}_{\text{obs}} Y = V_\perp^T \Gamma^{-1/2}_{\text{obs}} G(x) + V_\perp^T \Gamma^{-1/2}_{\text{obs}} \varepsilon.
\]

Given that the observational noise components \( V_s^T \Gamma^{-1/2}_{\text{obs}} \varepsilon \) and \( V_\perp^T \Gamma^{-1/2}_{\text{obs}} \varepsilon \) are independent and have identity covariance, the data-marginalized likelihood is Gaussian with the form

\[
\pi_{Y|X}(y_s|x) = (2\pi)^{-s/2} \exp \left( -\frac{1}{2} \| y_s - V_s^T \Gamma^{-1/2}_{\text{obs}} G(x) \|_2^2 \right).
\]
While the integral in (45) can be computed analytically, there is in general no closed form expression for the integral in (44). Thus, the reduced likelihood \( \hat{\pi}_{Y_s|X_r} \) needs to be estimated numerically. We consider here the Monte-Carlo estimator

\[
\hat{\pi}_{Y_s|X_r}(y_s|x_r) = \frac{1}{\ell} \sum_{i=1}^{\ell} \pi_{Y_s|X}(y_s|U_r x_r + U_\perp X^i_\perp), \quad X^i_\perp \sim \pi_{X|X_r}(\cdot|x_r). \tag{46}
\]

We refer to Cui and Zahm (2021) for an intensive discussion on different sampling strategies, and on the impact of the sample size \( \ell \) versus the truncated dimension \( r \). As shown in Zahm et al. (2022); Cui and Tong (2021), the variance of the estimator (46) is low when the error bound \( \sum_{i=r+1}^{d} \lambda_i(H_X) \) is small. In practice, it is sufficient to use few samples (e.g., \( \ell = 1 \)) or even deterministic approximations (e.g., by setting \( X^i_\perp \) to the conditional prior mean). More interestingly, taking the perspective of pseudo-marginal MCMC (Andrieu and Roberts, 2009), it is shown in Cui and Zahm (2021) that redrawing fresh samples \( X^i_\perp \) in (46) at each MCMC iteration permits sampling from the exact reduced posterior.

### 6.2 Inference methods based on joint samples

Transportation of measure underpins another broad class of algorithms for generating conditional samples (Marzouk et al., 2016; Kovachki et al., 2020). These methods require having access to samples from the joint distribution \( \pi_{X,Y} \) in order to construct an invertible map (e.g., using invertible neural networks as in Radev et al. (2020) or polynomial expansions as in Baptista et al. (2022)) that transforms samples from the joint distribution to samples from the standard normal distribution. This map is then used to draw samples from the conditional distribution \( \pi_{X|Y=y} \) for any value \( y \), thereby amortizing the cost of inference for multiple realizations of the data.

Recalling the overall scheme presented at the start of Section 6, we need to sample from the reduced posterior \( \pi_{X_r|Y_s=y_s} \) for some \( y_s \). We begin by considering the reduced joint distribution \( \pi_{X_r,Y_s} \). Samples from \( \pi_{X_r,Y_s} \) are obtained by projecting samples \((X^i', Y^i') \sim \pi_{X,Y} \) as follows: \((X^i_r, Y^i_s) = (U^T X^i, V^T Y^i')\). Using these samples, we then build a (block)-triangular map \( S: \mathbb{R}^{r+s} \rightarrow \mathbb{R}^{r+s} \) such that

\[
S(Y_s, X_r) = \begin{pmatrix}
S^Y(Y_s) \\
S^X(Y_s, X_r)
\end{pmatrix} \sim \mathcal{N}(0, I_{r+s}),
\]

where both \( y_s \mapsto S^Y(y_s) \) and \( x_r \mapsto S^X(y_s, x_r) \) are invertible functions. Once \( S \) is built, sampling from \( \pi_{X_r|Y_s=y_s} \) requires solving the equation \( S^X(y_s, \tilde{X}_r) = Z_r \) for \( \tilde{X}_r \in \mathbb{R}^r \), where \( Z_r \) is a sample from \( \mathcal{N}(0, I_r) \). By construction, we have \( \tilde{X}_r \sim \pi_{X_r|Y_s=y_s} \); see Marzouk et al. (2016) for a proof. Furthermore, the map \( S^X \) enables evaluation of the conditional density via the change of variables formula, \( \pi_{X_r|Y_s}(x_r|y_s) = \eta \circ S^X(y_s, x_r) | \nabla_X S^X(y_s, x_r) | \) where \( \eta \) denotes the density of the standard Gaussian distribution \( \mathcal{N}(0, I_r) \). Let us remark that this procedure does not utilize the first map component \( S^Y \), and so it is unnecessary to construct it in practice.
In this setting, reducing the dimensions of both the parameter and the data alleviates the computational burden of the map construction: $S^X$ becomes a function of $s + r$ variables, rather than of $m + d$ variables. It is also worth noting that this reduced-dimensional approach to amortized inference is feasible only when the projection $V_s$ is independent of the data realization $y$, which is the case in our approach.

7 Numerical experiments

Code to reproduce the following numerical experiments is freely available at www.github.com/baptistar/BayesianDimRed.

7.1 Linear elasticity inverse problem

Our first numerical example is to infer the inhomogeneous Young’s modulus of a (wrench-shaped) physical body $D \subset \mathbb{R}^2$ given some measurements of the displacement on its boundary (Lam et al., 2020; Smetana and Zahm, 2020). This is a challenging inverse problem as both the Young’s modulus and observed displacements are spatially distributed quantities and hence high-dimensional vectors after discretization; moreover, they are indirectly related via a partial differential equation that induces a nonlinear forward model.

Let $u: D \to \mathbb{R}^2$ represent the displacement field given an external force $f$ applied on a subset of $\partial D$. The displacement field $u$ satisfies the coupled elliptic PDE $\text{div}(K : \epsilon(u)) = 0$ everywhere on $D$, where $\epsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T)$ is the strain field and $K$ is the Hooke tensor, such that

$$K : \epsilon(u) := \frac{E}{1 + \nu} \epsilon(u) + \frac{\nu E}{1 - \nu^2} \text{Trace}(\epsilon(u)) I_2. \quad (47)$$

Here, $\nu = 0.3$ is Poisson’s ratio and $E: D \to \mathbb{R}_{>0}$ is the Young’s modulus. The displacement field is also subject to a Dirichlet boundary condition, i.e., $u = 0$ on the right hand side of the wrench; see the dashed lines in Figure 2a. We model the Young’s modulus field with a log-normal prior, i.e., $\log E \sim \mathcal{N}(0, C)$ where $C(s, s') = \varsigma^2 \exp(-\Vert s - s' \Vert^2_2/\ell^2)$ is a squared exponential covariance kernel on $D \times D$ with correlation length $\ell = 1$ and marginal variance $\varsigma^2 = 1$.

To solve the PDE numerically, we apply the finite element method (Zienkiewicz et al., 2000). We first discretize the domain using a mesh with 925 elements and we approximate the stochastic field $\log E$ with a piecewise constant field whose values are gathered in a random vector $X$ of dimension $d = 925$. We denote by $u^h(X)$ the Galerkin projection of $u(X)$ onto the space of piecewise affine functions. We then extract the vertical displacements of $u^h(X)$ at the $m = 48$ nodes located along the line where the force is applied; see Figure 2b. Denoting the corresponding (linear) extraction operator by $L$, the forward model $G: \mathbb{R}^{925} \to \mathbb{R}^{48}$ is written as $G(X) = Lu^h(X)$. The data $Y = G(X) + \varepsilon$ are perturbed with a zero-mean Gaussian noise $\varepsilon$ which is independent of $X$. The covariance of $\varepsilon$ is defined as $\Gamma_{\varepsilon} = LR^{-1}L^T$, where $R$ is the Riesz map associated with the $H^1(D)$-norm such that $\|u^h\|^2_R = \int_D (u^h(s))^2 + \|\nabla u^h(s)\|^2 ds$. This
way, the norm $\| \cdot \|_{\Gamma_{\text{obs}}^{-1}}$ corresponds to the standard trace norm on $H^{1/2}(\partial D)$; see (Zahm, 2015, Chapter 5). This example falls into the framework of Gaussian error models, discussed in Section 4, with a Gaussian prior distribution.
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Figure 2: Settings of the linear elasticity example: (a) A realization of the Young’s modulus field, i.e., the parameter. The black arrows represent the force applied to the body, and the dashed lines represent the imposed boundary condition. (b) The von-Mises stress (Zienkiewicz et al., 2000) of the displacement field $u$ and the observed data given by the vertical displacement along the red line.

We compute 500 realizations of the gradients of the forward model and use these to estimate the matrices $H_X$ and $H_Y$ in (27) and (28), using the whitening transformation; see Section 4. Figure 3 plots sums of the trailing eigenvalues of $H_X$ and $H_Y$ for the parameter and data spaces, respectively; both are labeled as CMI in the plots (because our approach minimizes bounds for the conditional mutual information). The two sums of trailing eigenvalues correspond to the two terms in the upper bound for the expected KL divergence in (11). Fast decay of these eigenvalue sums indicates that linear dimension reduction can be used to accurately approximate the posterior distribution. We also evaluate the upper bound (11) (up to the same unknown log-Sobolev constant) for parameter and data modes computed using either CCA or PCA. The approximation errors for subspaces computed using either of these strategies decay much more slowly than with our gradient-based dimension reduction approach. In this example, the number of computable CCA or PCA modes is also limited by the numerical rank of the covariance matrices of $X$ and $Y$.

Figure 4a plots the first three modes $(\Gamma_{\text{pr}}^{-1/2} \tau_i)^3_{i=1}$ of the reduced parameter space, where $\tau_i$ is an eigenvector of the diagnostic matrix $H_X$. We observe that the informed part of the parameter is centered near the wrench’s axis of rotation, where there is typically higher stress. In comparison, Figure 4b plots the first three parameter modes obtained using CCA, which display more global support. Analogously, Figure 5 plots the first five modes $(\Gamma_{\text{obs}}^{-1/2} \tau_i)^5_{i=1}$ of the reduced data space, where $\tau_i$ is an eigenvector of $H_Y$. The first mode has a stronger dependence on the displacement at the left-most part of the wrench, which is also the point of highest vertical displacement. In comparison, we observe the first five modes obtained using CCA are more oscillatory, and hence capture higher-frequency components of the displacement field.

Lastly, we show how to use the proposed dimension reduction technique to perform Bayesian inference using the measure transport approach from Baptista et al. (2022). For this experiment we set the correlation length $\ell = 0.5$ and the marginal variance.
Figure 3: Linear elasticity inverse problem: Upper bound of the expected KL divergence for three dimension reduction strategies, for increasing reduced dimensions \( r \) or \( s \): (a) parameter space reduction; (b) data space reduction.

\[ \varsigma^2 = 9 \]. We follow the inference procedure described in Section 6.2: after computing the matrices \( H_X \) and \( H_Y \) using \( n = 500 \) samples, we draw \( n = 2000 \) samples from the full joint distribution. Then we project those samples onto the reduced space in order to build the reduced transport map. The transport maps are built using polynomials with adaptive degree; see the algorithm in Baptista et al. (2022). In order to evaluate the quality of the resulting approximate posterior \( \tilde{\pi}_X|Y \), we decompose the expected KL divergence as

\[
E_Y[D_{KL}(\pi_X|Y||\tilde{\pi}_X|Y)] = E_{X,Y}[^{\log \pi_X|Y}(X|Y)] - E_{X,Y}[^{\log \tilde{\pi}_X|Y}(X|Y)] \tag{48}
\]

and compute only the second term in the expression above, as the first term is
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Figure 5: Linear elasticity inverse problem: The first five data-space modes obtained from (a) the gradient-based diagnostic matrix $H_Y$, and (b) CCA.

Table 1: Average negative log-likelihoods $-\mathbb{E}_{X,Y}[\log \tilde{\pi}_{X|Y}(X|Y)]$ for the approximate posteriors with reduced parameter and data of dimensions $(r,s)$. For readability, we add an arbitrary offset given by the average negative log-likelihood for CCA projections with $(r,s) = (1,1)$.

| $(r,s)$     | (1,1) | (2,1) | (3,1) | (4,1) |
|-------------|-------|-------|-------|-------|
| CMI         | $-0.35 \pm 0.05$ | $-0.45 \pm 0.05$ | $-0.54 \pm 0.05$ | $-0.56 \pm 0.05$ |
| PCA         | $-0.13 \pm 0.05$ | $-0.18 \pm 0.05$ | $-0.32 \pm 0.05$ | $-0.33 \pm 0.05$ |
| CCA         | $0.00 \pm 0.05$  | $0.00 \pm 0.05$  | $0.00 \pm 0.05$  | $0.00 \pm 0.05$  |

| $(r,s)$     | (1,2) | (2,2) | (3,2) | (4,2) |
|-------------|-------|-------|-------|-------|
| CMI         | $-0.33 \pm 0.05$ | $-0.53 \pm 0.05$ | $-0.66 \pm 0.05$ | $-0.69 \pm 0.05$ |
| PCA         | $-0.17 \pm 0.05$ | $-0.25 \pm 0.05$ | $-0.45 \pm 0.05$ | $-0.50 \pm 0.05$ |
| CCA         | $0.00 \pm 0.05$  | $0.00 \pm 0.05$  | $0.00 \pm 0.05$  | $0.00 \pm 0.05$  |

both intractable and independent of $\tilde{\pi}_{X|Y}$. Table 1 presents sample estimates for $-\mathbb{E}_{X,Y}[\log \tilde{\pi}_{X|Y}(X|Y)]$ using $5 \times 10^5$ independent samples from $\pi_{X,Y}$, which is often referred to as the average negative log-likelihood. For each pair $(r,s)$, using the proposed dimension reduction method yields the best performance, i.e., the lowest value of the negative log-likelihood.

7.2 High-dimensional image data

We consider next an inference problem with a non-Gaussian likelihood. The goal is to infer the location of a feature in a high-dimensional image as well as an image hyperparameter; see Lueckmann et al. (2019). The feature is described by its horizontal and vertical position in the image $-16 \leq x_1, x_2 \leq 16$. The hyperparameter $0.25 \leq \gamma \leq 5$ defines the contrast. Thus, the parameter $X = (x_1, x_2, \gamma)$ is a three-dimensional random vector endowed with uniform prior on $[-16, 16] \times [-16, 16] \times [0.25, 5]$. Conditioned on $X = x$, the data $Y|X = x$ is a $32 \times 32$ matrix drawn from the following continuous
Bernoulli distribution,

\[ \pi_{Y|X}(y|x) \propto \prod_{i,j=1}^{32} p_{ij}(x)^{y_{ij}} (1 - p_{ij}(x))^{1 - y_{ij}}, \]  

(49)

where

\[ p_{ij}(x) = 0.9 - 0.8 \exp \left( -\frac{1}{2} \left( \frac{(x_1^{(i)} - x_1)^2 + (x_2^{(j)} - x_2)^2}{\sigma^2} \right)^\gamma \right), \]

and \( \{x_1^{(i)}\}_{i=1}^{32} \) and \( \{x_2^{(j)}\}_{j=1}^{32} \) are the vertical and horizontal discretizations of \([-16, 16]^2\).

In our experiment we always set \( \sigma = 3 \). In contrast to the setting in Lueckmann et al. (2019), which uses a discrete (instead of a continuous) Bernoulli distribution for \( Y|X \), we employ a continuous and differentiable likelihood model so that one can compute

\[ \nabla_X \nabla_{Y,ij} \log \pi_{Y|X}(y|x) = \frac{\nabla_X p_{ij}(x)}{p_{ij}(x)(1 - p_{ij}(x))}. \]

Our goal here is to reduce the dimension of the data \( Y \in \mathbb{R}^{1024} \) without projecting the already low-dimensional parameters \( X = (x_1, x_2, \gamma) \in \mathbb{R}^3 \). Figure 6 displays three realizations of \( Y \). Data dimension reduction can be interpreted as defining summary statistics for the data that are linear projections of \( Y \) such that \( \pi_X|Y \approx \pi_X |Y_{s} \). Automatic methods for defining summary statistics are relevant for many likelihood-free inference procedures based on approximate Bayesian computation (Fearnhead and Prangle, 2012), whose performance is affected by the dimension of the data.

To reduce the dimension of \( Y \), we evaluate the mixed partial derivatives of the log-likelihood \( \nabla_X \nabla_Y \log \pi_{Y|X} \in \mathbb{R}^{3 \times 1024} \) at \( n = 10^5 \) samples \( (X,Y) \sim \pi_{X,Y} \) and assemble a Monte Carlo estimate for the matrix \( H_Y \) in (13). Figure 7a plots the error indicator \( \sum_{i=s+1}^{m} \lambda_i(H_Y) \) which, up to the unknown constant \( \mathcal{C}(\pi_{X,Y}) \), corresponds to the right-hand side of (17) with \( r = d \). We observe fast decay in this sum, which indicates that low-dimensional projections of the image may be sufficient to update the parameters. In Figure 7b we demonstrate that this decay is unaffected by the grid resolution.

Figure 8 displays the ten leading eigenvectors of \( H_Y \). We observe low-frequency oscillations in the first eigenvectors, which are sufficient to approximately determine
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Figure 7: Imaging example: (a) Sum of the trailing eigenvalues of $H_Y$ for projecting the data. (b) First 100 eigenvalues with increasing image resolution.

Figure 8: Imaging example: The first eight leading non-constant eigenvectors of the data diagnostic matrix $H_Y$

parameters such as the location of the circular blob, while higher-order eigenvectors distinguish finer features of the image.

Gradients of the log-likelihood are also useful to identify goal-oriented subspaces of the data, i.e., subspaces informative for a chosen subset of the parameters. Suppose that the vertical position $x_2$ and the contrast parameter are not of interest, so that $X \equiv x_1$ is the only parameter we wish to infer. By doing this, we modify the diagnostic matrix $H_Y$ by using only the single row $\nabla_{X_1} \nabla_Y \log \pi_{Y|X}$, i.e., we ignore the other parameters and only consider approximating the distribution of $X_1|Y$. Figure 9a plots the leading eigenvectors of the resulting diagnostic matrix. We see that the first four eigenvectors of $H_Y$ capture horizontal variations in the image, while remaining nearly constant along the vertical axis. Analogous structure is observed if the $x_1$ position and $\gamma$ are not of
interest, so that $X = x_2$. The first four eigenvectors of $H_Y$ for this case are displayed in Figure 9b.

![Figure 9b](image1)

(a) Figure 9: Imaging example: The four leading eigenvectors of the data diagnostic matrix $H_Y$ for informing chosen parameters: (a) $X_1$, and (b) $X_2$.

### 7.3 Conditioned diffusion

Now we consider a high-dimensional non-Gaussian inference problem motivated by applications in molecular dynamics. Our goal is to infer the driving force on a particle diffusing in a double-well potential, given a noisy observation of its path; see Cui et al. (2016). The particle’s position is described by a function $u: [0, 1] \rightarrow \mathbb{R}$ which solves the stochastic differential equation

$$du_t = f(u_t)dt + dX_t, \quad u_0 = 0.$$  

Here, $f: \mathbb{R} \rightarrow \mathbb{R}$ is the nonlinear drift function $f(u) = \beta u(1-u^2)/(1+u^2)$ for $\beta > 0$ and $dX_t$ is an increment of the Brownian motion $X \sim \mathcal{N}(0, C)$ with covariance function $C(t, t') = \min(t, t')$. We set $\beta = 1$ and discretize the ODE using an Euler-Maruyama scheme with time step $\Delta t = 10^{-2}$, so that $d = 100$. At $m$ equispaced times $t_1, \ldots, t_m$ in the interval $[0, 1]$, we observe the noisy position of the particle,

$$y_{ti} = u_{ti} + \epsilon_i,$$

where $\epsilon \sim \mathcal{N}(0, \sigma^2 I_m)$ is independent of $u$ and $\sigma = 0.1$. In other words, we have $Y = G(X) + \epsilon$ where $G: \mathbb{R}^d \rightarrow \mathbb{R}^m$ is the nonlinear forward model that maps a realization of the noise $x \in \mathbb{R}^d$ to the path $(u_{t_1}, \ldots, u_{t_m})$. In our experiments we set $m = d = 100$. Figure 10a shows 200 realizations of $Y$. We then compute the matrices $H_X$ and $H_Y$ using Algorithm 1 with $n = 10^6$ samples and plot their leading eigenvalues.
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Figure 10: Conditioned diffusion model: (a) 200 samples of data $Y$. (b) Leading 50 eigenvalues of the diagnostic matrices $H_X$ and $H_Y$.

in Figure 10b. Due to the nonlinear forward model, the eigenvalues of the two matrices are different (in contrast with the linear–Gaussian setting described in Section 4.2).

Figure 11 plots the parameter and data space eigenvectors corresponding to the five leading eigenvalues of $H_X$ and $H_Y$, respectively. The parameter-space eigenvectors capture more of the sample path behavior near $t = 0$, while the data-space eigenvectors capture the data behavior near $t = 1$. From the realizations in Figure 10a, we also see that the particle tends to settle in one well or the other relatively early in time; hence the data seem to be most informative about earlier portions of the force trajectory, while the driving force is most informed by the particle’s position near the final time $t = 1$. For contrast, we plot the parameter- and data-space eigenvectors obtained via PCA and CCA (again using $n = 10^6$ samples) in Figures 12a and 12b, respectively. We observe that PCA modes are more globally supported than those obtained from the CMI bound—i.e., less focused on early or late portions of the trajectory. The CCA modes are more irregular.

To evaluate the approximation errors resulting from these parameter and data-space projectors, we estimate the conditional mutual information for projected parameters and data. To estimate the conditional mutual information $I(X_{\perp}; Y|X_r)$, we generate $n = 10^4$ samples $(X^i, Y^i) \sim \pi_{X,Y}$ and construct the Monte Carlo estimator

$$\hat{I}(X_{\perp}; Y|X_r) = \frac{1}{n} \sum_{i=1}^{n} \log \frac{\pi_{Y|X}(Y^i|X^i)}{\pi_{Y|X_r}(Y^i|X^i)}.$$ (52)

where $\pi_{Y|X_r}(y|x_r) = \int \pi_{Y|X}(y|U_r x_r + U_\perp x_\perp) \pi_{X_{\perp}|X_r}(x_\perp|x_r) dx_\perp$. Analogously to the estimator in (46) for the reduced likelihood $\pi_{Y|X_r}$, we estimate $\pi_{Y|X_r}$ using the following
Figure 11: Conditioned diffusion model: (a) Parameter space and (b) data space eigenvectors of the diagnostic matrices $H_X$ and $H_Y$.

Figure 12: Conditioned diffusion model: Data eigenmodes from (a) PCA and (b) CCA.

Monte Carlo estimator, given $\ell$ samples from the conditional prior

$$\tilde{\pi}_{Y|X_r}(y|x_r) = \frac{1}{\ell} \sum_{j=1}^{\ell} \pi_{Y|X}(y|U_r x_r + U_\perp X_\perp^j), \quad X_\perp^j \sim \pi_{X_\perp|X_r}(\cdot|x_r). \quad (53)$$

To check the impact of $\ell$ on estimating the conditional mutual information, Figure 13a plots the estimator with $\ell \in \{10, 100, 1000\}$ as well as a single sample, i.e., $\ell = 1$, at the prior mean $\int x_\perp \, d\pi_{X_\perp|X_r}$. We observe a convergence of the estimators in (53) with increasing $m$. Furthermore, the CMI closely matches the trend for the upper bound (up to the subspace log-Sobolev constant), which indicates that for this example the bound can be used as a good error indicator even without knowing $\overline{C}(\pi_X\pi_Y)$.

Next, to estimate the conditional mutual information $I(Y_\perp; X|Y_s) = I(X; Y) -$
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$I(X; Y_s)$, we generate $n$ samples $(X^i, Y^i) \sim \pi_{X,Y}$ and construct the Monte Carlo estimator

\[
\hat{I}(Y_s; X|Y_s) = \frac{1}{n} \sum_{i=1}^{n} \log \frac{\pi_{Y|X}(Y^i|X^i)}{\pi_Y(Y^i)} - \log \frac{\pi_{Y_s|X}(Y^i_s|X^i)}{\pi_{Y_s}(Y^i_s)},
\]  

(54)

where the marginal likelihoods $\pi_Y$ and $\pi_{Y_s}$ are estimated using $\ell$ prior samples for each sample $Y^i$, e.g., $\hat{\pi}_Y(Y^i) = \frac{1}{\ell} \sum_{j=1}^{\ell} \pi_{Y|X}(Y^j|X^j)$ for $X^j \sim \pi_X$. To compute the likelihood for the reduced data $Y_s$, we analytically marginalize the Gaussian likelihood by projecting the mean and covariance of the observational noise using the formula in Example 3. This avoids an additional numerical integration. Figure 13b plots the estimates of the mutual information for the projected data with increasing reduced dimension, along with the upper bound in (17) (up to the subspace log-Sobolev constant). We observe that the estimators converge with increasing sample size $\ell$. Furthermore, the upper bound closely matches the trend for the true approximation error, especially for larger $s$.

![Figure 13](image.png)

Figure 13: Conditioned diffusion model: Convergence of the estimators for the conditional mutual information with projections of (a) the parameter and (b) the data.

We also compare the optimal subspaces identified from the upper bound in (11) to the subspaces resulting using PCA and CCA. Figures 14a and 14b plot the mutual information representing the posterior approximation error in expected KL divergence for increasing reduced dimensions of the parameter and data, respectively. The mutual information is computed for each dimension $r, s$ using the Monte Carlo estimators in (52) and (54) with $n = 10^4$ and $\ell = 100$. The CMI bounds present the lowest error for the projection of the parameters. We note that PCA performs similarly to the CMI bound for data reduction in this example, despite having very different modes; see Figures 11b and 12a. Together with the parameters, however, the subspaces identified from the CMI bound provide the lowest posterior approximation error.

We also consider the problem of parameter and data coordinate selection. As presented in Section 2.2, this corresponds to sorting the diagonal entries of the diagnostic matrices $H_X$ and $H_Y$ in decreasing order. Figure 15a plots the values of these diagonal entries in their canonical ordering, i.e., with increasing time. The forcing at the initial time, i.e.,
Figure 14: Conditioned diffusion model: Comparison of three dimension reduction strategies for reducing the dimension of the (a) parameter and (b) data using the expected KL divergence, or equivalently the conditional mutual information.

$t \approx 0$, is most informed component, while the most informative data are observations of the particle position near the final time $t \approx 1$. To compare the accuracy of posterior approximations obtained via coordinate selection to posterior approximations built on the subspaces found above, Figure 15b plots the upper bounds for the expected KL divergence with rotated or selected data (up to the subspace log-Sobolev constant). For this example, we observe that optimal rotations yield an improvement of at least two orders of magnitude and converge at a faster rate than optimal coordinate selections, particularly for lower dimensional data $Y_s$.

Figure 15: Conditioned diffusion model: (a) Diagonal entries of the diagonal matrices $H_X$ and $H_Y$ without reordering. (b) Comparison of the upper bound in (11) for optimal rotations and coordinate selection of the data.
Lastly, we demonstrate the value of dimension reduction in accelerating Markov chain Monte Carlo (MCMC) methods for posterior sampling. Specifically, we assess the mixing of the dimension-independent likelihood-informed (DILI) sampler of Cui et al. (2016) when projecting the data. For reduced data dimensions $s \in [10, 100]$, we generate $5 \times 10^5$ approximate samples from the posterior density $\pi_{X|Y_s} \propto \pi_{Y_s|X} \pi_X$ with the data-marginalized likelihood in (45). Figure 16 plots the integrated autocorrelation time (IACT) of the samples and the relative $L^2$ errors in the posterior mean and standard deviation as a function of the dimension of the reduced observations, $s$. We observe that projecting the observations yields a significant reduction in IACT, while keeping errors in the posterior mean and posterior variance reasonably low.

Figure 16: Conditioned diffusion example: In blue, relative $L^2$ error between (a) the posterior mean $E[X|Y]$ and its approximation $E[X|Y_s]$; and (b) the posterior standard deviation $\sigma[X|Y]$ and its approximation $\sigma[X|Y_s]$. In red, integrated autocorrelation time of the MCMC sampler used to explore the posterior. Each of the 5 lines corresponds to a different realization of the data $Y$.

8 Discussion

This work proposes a gradient-based method for concurrently reducing the dimensionality of the data and parameters of Bayesian models, in a general non-Gaussian setting. We reduce dimensionality by identifying an informed subspace of the parameter and an informative subspace of the data; this identification is performed prior to realizing the observations. These subspaces yield posterior approximations that depart from the prior only along a low-dimensional subspace, and via conditioning only on a low-dimensional subspace of the data. We obtain these subspaces by constructing and minimizing a tractable quadratic upper bound for the expected KL divergence from the posterior approximation to the true posterior distribution. This bound is derived from logarithmic Sobolev inequalities, and can be used to evaluate and compare the quality of any data-and parameter-space projectors. We also show how the same ideas can be used for
coordinate selection in both the data and parameters, by minimizing the upper bound under more restricted conditions.

In the specific case of linear–Gaussian models, with the reduced data and parameter subspaces fixed to the same dimension, our construction recovers canonical correlation analysis (CCA). In general, however, our approach yields more accurate posterior approximations than those obtained with both CCA and PCA, as well as interpretable projections of the parameters and data, for a range of non-Gaussian inference problems. Our formulation also generalizes and lends theoretical support to heuristics recently considered in specialized settings, for instance in sequential data assimilation (Provost et al., 2022). We outline some directions for future work below.

**Gradient-free methods.** The optimal projections of the variables are defined via the eigendirections of two diagnostic matrices $H_X$ and $H_Y$, containing mixed partial derivatives of the log-likelihood function. For certain applications, these derivatives might be unavailable or computationally expensive to evaluate. It would be interesting to develop estimators for $H_X$ and $H_Y$ based only on differences between forward model evaluations. Furthermore, understanding the sample complexity of these estimators—specifically, the estimators of the leading eigenspaces of $H_X$ and $H_Y$—will be useful to determine the number of samples required to reliably achieve posterior approximations of a given error. (See Zahm et al. (2022); Lam et al. (2020) for analysis of subspace approximation errors in settings where gradients are available.)

**Nonlinear dimension reduction.** For strongly nonlinear forward models, linear dimension reduction may require many modes to achieve a small posterior approximation error. In these cases, one might instead seek few nonlinear functions of the parameters that are informed by nonlinear features of the data. See Bigoni et al. (2022) for an approach to identifying these parameter features in the context of surrogate modeling. It will be interesting to extend our current guarantees on posterior approximation error to nonlinear features, and to compare the resulting features to those identified by nonlinear supervised dimension reduction methods such as Andrew et al. (2013); Michaeli et al. (2016).
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**Appendix A: Proof of Propositions**

**Proof of Proposition 1.** Let $\pi_{X|Y}(x|y)$ be any approximate posterior density of the form $\pi_{X|Y}(x|y) = f_1(y_s, x_r) f_2(x_\perp, x_r)$. Let $f_0(x_r) = \int f_2(x_\perp, x_r) dx_\perp$ and

$$f_1(y_s, x_r) = f_1(y_s, x_r) f_0(x_r)$$
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\[ \bar{f}_2(x_{\perp}, x_r) = f_2(x_{\perp}, x_r) / f_0(x_r), \]

so that \( \int \bar{f}_1(y_s, x_r)dx_r = \int \bar{\pi}_{XY}(x)dx = 1 \) for all \( y_s \) and \( \int \bar{f}_2(x_{\perp}, x_r)dx = 1 \) for all \( x_r \). Then \( x_r \mapsto \bar{f}_1(y_s, x_r) \) and \( x_{\perp} \mapsto \bar{f}_2(x_{\perp}, x_r) \) can be interpreted as conditional densities for all \( y_s \) and \( x_r \), respectively. From the definition of the KL divergence, we have

\[
E_Y \left[D_{KL}(\pi_{XY}(\cdot \mid Y)||\bar{\pi}_{XY}(\cdot \mid Y))\right] - E_Y \left[D_{KL}(\pi_{XY}(\cdot \mid Y)||\pi_{XY}^*(\cdot \mid Y))\right] = E_{X,Y} \left[\log \pi_{XY}^*(X \mid Y) - \log \pi_{XY}(X \mid Y)\right]
\]

\[
= E_{X,Y} \left[\log \frac{\pi_{XY}(X \mid Y)}{\pi_{XY}^*(X \mid Y)}\right] + E_{X,Y} \left[\log \pi_{XY}(X \mid Y) - \log \pi_{XY}^*(X \mid Y)\right]
\]

\[
= E_{X,Y} \left[D_{KL}(\pi_{XY}(\cdot \mid Y)||f_1(Y_s, X_r))\right] + E_{X,Y} \left[D_{KL}(\pi_{XY}^*(\cdot \mid Y)||f_2(X_{\perp}, X_r))\right] = E_{X,Y} \left[D_{KL}(\pi_{XY}(\cdot \mid Y)||f_1(Y_s, X_r))\right]
\]

By the positivity of the two KL divergence terms in (55), we have the result in (7). \( \square \)

**Proof of Proposition 3.** Let \( \pi_{XY} \) be a joint density of \((X, Y)\) with posterior density

\[
\pi_{XY}(x \mid y) = \frac{\pi_{YX}(y \mid x) \pi_X(x)}{\pi_Y(y)}.
\]

Let the density for the optimal posterior approximation be

\[
\pi_{XY}^*(x \mid y) = \frac{\pi_{YX}(y \mid x) \pi_X(x)}{\pi_Y^*(y)},
\]

where \( \pi_{YX}(y \mid x) = \int \pi_{YX}(y_s, y_{\perp} \mid x_r, x_{\perp}) \pi_{X_{\perp} \mid X}(x_{\perp} \mid x_r)dx_{\perp}dy_{\perp} \) is the approximate likelihood function. For this likelihood, the approximate data marginal satisfies

\[
\pi_Y^*(y_s) = \int \pi_{YX}(y_s, x_r) \pi_X(x_r)dx_r = \int \pi_{YX}(y_s \mid x) \pi_X(x)dx = \pi_Y^*(y_s).
\]

The KL divergence from the optimal posterior approximation to the true posterior in expectation over the data is then given by

\[
E_Y \left[D_{KL}(\pi_{XY}(\cdot \mid Y)||\pi_{XY}^*(\cdot \mid Y))\right] = \int \pi_{XY}(x, y) \log \frac{\pi_{XY}(x \mid y)}{\pi_{XY}^*(x \mid y)}dx dy
\]

\[
= \int \pi_{XY}(x, y) \log \frac{\pi_{YX}(y \mid x) \pi_X(x) / \pi_Y(y)}{\pi_{YX}(y_s \mid x_r) \pi_X(x) / \pi_Y(y)}dx dy
\]
Lastly, from the chain rule for mutual information we have
\begin{equation}
I(X;Y) - I(X_r,Y_s) = I(X_{\perp};Y|X_r) + I(X,Y_{\perp}|Y_s) - I(X_{\perp};Y_{\perp}|X_r,Y_s).
\end{equation}

**Proof of Proposition 4.** The proof is done in two steps. First we assume that $Z = \emptyset$ so that $I(X;Y|Z) = I(X;Y)$ becomes the mutual information. We can write
\begin{equation}
I(X;Y) = \int h(x,y) \log (h(x,y)) \pi_X(x)\pi_Y(y)dx dy,
\end{equation}
where $h(x,y) = \pi_{X,Y}(x,y)/\pi_X(x)\pi_Y(y))$. Because $\pi_{X,Y}$ satisfies the logarithmic Sobolev inequality with constant bounded by $\overline{C}(\pi_{X,Y})$, we have that the product density $\pi_X \otimes \pi_Y$ also satisfies the logarithmic Sobolev inequality with constant bounded by $\overline{C}(\pi_{X,Y})$; see Guionnet and Zegarliński (2003, Theorem 4.4). Then, since $\int h(x,y)\pi_Y(y)\pi_X(x)dydx = \int \pi_{X,Y}(x,y)dydx = 1$, the logarithmic Sobolev inequality gives
\begin{align*}
I(X;Y) &\leq \frac{\overline{C}(\pi_{X,Y})}{2} \int \|\nabla \log h(x,y)\|^2 h(x,y) \pi_X(x)\pi_Y(y)dx dy \\
&= \frac{\overline{C}(\pi_{X,Y})}{2} \int \left\|\left(\nabla_X \log h(x,y)\right)\right\|^2 \pi_{X,Y}(x,y) dx dy \\
&= \frac{\overline{C}(\pi_{X,Y})}{2} \int \left(\int \|F_1(x,y) - \nabla_X \log \pi_X(x)\|^2 \pi_{Y|X}(y|x)dy\right) \pi_X(x)dx \\
&\quad + \frac{\overline{C}(\pi_{X,Y})}{2} \int \left(\int \|F_2(x,y) - \nabla_Y \log \pi_Y(y)\|^2 \pi_{X|Y}(x|y)dx\right) \pi_Y(y)dy,
\end{align*}
where $F_1(x,y) = \nabla_X \log \pi_{X,Y}(x,y)$ and $F_2(x,y) = \nabla_Y \log \pi_{X,Y}(x,y)$. Next we are going to apply the Poincaré inequality to bound the two terms in the last expression. Recall that the logarithmic Sobolev inequality (9) implies the Poincaré inequality (see Bakry et al. (2014, Proposition 5.1.3)) so we have
\begin{equation}
\int \|f - \int f d\rho\|^2_2 d\rho \leq \overline{C}(\pi_{X,Y}) \int \|\nabla f\|^2_F d\rho,
\end{equation}
for any smooth vector-valued function $f$, where $\rho$ can be either $\pi_{X|Y}(\cdot|y)$ or $\pi_{Y|X}(\cdot|x)$. Here, $\|\cdot\|_F$ denotes the Frobenius norm. Notice for any $y \in \mathbb{R}^k$ we can write
\begin{equation}
\int F_1(x,y)\pi_{Y|X}(y|x)dy = \int \nabla_X \log \pi_{X,Y}(x,y) \frac{\pi_{X,Y}(x,y)}{\pi_X(x)} dy.
\end{equation}
where we used the fact that \( \frac{\nabla X \pi_{X,Y}(x,y)}{\pi_X(x)} = \frac{\nabla X \pi_X(x)}{\pi_X(x)} = \nabla X \log \pi_X(x) \),

which means that \( \nabla X \log \pi_X(x) \) is the conditional expectation of \( F_1(X,Y) \) conditioned on \( X = x \). In the same way, \( \nabla Y \log \pi_Y(y) \) is the conditional expectation of \( F_2(X,Y) \) conditioned on \( Y = y \). This observation permits us to apply the Poincaré inequality (58) to the two terms in (57). This gives

\[
I(X;Y) \leq \frac{\mathcal{C}(\pi_{X,Y})}{2} \int \left( \frac{\nabla Y F_1(x,y)}{\pi_Y(x)} \right) \pi_X(x) dx + \frac{\mathcal{C}(\pi_{X,Y})}{2} \int \left( \frac{\nabla X F_2(x,y)}{\pi_X(x)} \right) \pi_Y(y) dy
\]

\[
= \frac{\mathcal{C}(\pi_{X,Y})}{2} \int \left( \|\nabla Y F_1(x,y)\|_{F}^2 + \|\nabla X F_2(x,y)\|_{F}^2 \right) \pi_X(x) \pi_Y(y) dy dx.
\]

Because \( (\nabla Y F_1(x,y))^T = \nabla X \nabla Y \log \pi_X(x,y) = \nabla X F_2(x,y) \), we obtain

\[
I(X;Y) \leq \frac{\mathcal{C}(\pi_{X,Y})}{2} \int \|\nabla X \nabla Y \log \pi_{X,Y}(x,y)\|_{F}^2 \pi_X(x) \pi_Y(y) dy dx,
\]

which is (24) when \( Z = \emptyset \).

Now we assume that \( Z \neq \emptyset \). Applying the previous result to the conditional density \( \pi_{X,Y|Z}(x,y|z) \) yields

\[
\int \pi_{X,Y|Z}(x,y|z) \log \left( \frac{\pi_{X,Y|Z}(x,y|z)}{\pi_X(x) \pi_Y(y|z)} \right) \ dx dy \\
\leq \frac{\mathcal{C}(\pi_{X,Y|Z})}{2} \int \|\nabla X \nabla Y \log \pi_{X,Y|Z}(x,y|z)\|_{F}^2 \pi_X(x) \pi_Y(y|z) dy dx \\
\leq \frac{\mathcal{C}(\pi_{X,Y,Z})}{2} \int \|\nabla X \nabla Y \log \pi_{X,Y,Z}(x,y,z)\|_{F}^2 \pi_X(x) \pi_Y(y|z) \pi_Z(z) \ dy dz,
\]

where we used the fact that \( \mathcal{C}(\pi_{X,Y|Z}) \leq \mathcal{C}(\pi_{X,Y,Z}) \) for all \( z \); recall Equation (10). Multiplying with the marginal \( \pi_Z(z) \) and integrating over \( z \) yields (24) and concludes the proof.

Proof of Proposition 5. For the linear model \( Y = GX + \varepsilon \), the covariance of \( Y \) is \( \text{Cov}(Y) = GT_pr G^T + \Gamma_{\text{obs}} \), and the cross-covariance is \( \text{Cov}(X,Y) = \Gamma_{\text{pr}} G^T \). Hence, the eigenvalue problems in (42) and (43) can be written as

\[
\Gamma_{\text{pr}} G^T (\Gamma_{\text{pr}} G^T + \Gamma_{\text{obs}})^{-1} \Gamma_{\text{pr}} u_i^{\text{CCA}} = \rho_i \Gamma_{\text{pr}} u_i^{\text{CCA}} \tag{60}
\]

\[
\Gamma_{\text{pr}} G^T v_i^{\text{CCA}} = \rho_i (\Gamma_{\text{pr}} G^T + \Gamma_{\text{obs}}) v_i^{\text{CCA}}. \tag{61}
\]

Using the Sherman-Morrison-Woodbury formula, we have the matrix identity

\[
G^T (\Gamma_{\text{pr}} G^T + \Gamma_{\text{obs}})^{-1} G = \Gamma_{\text{pr}}^{-1}(\Gamma_{\text{pr}}^{-1} + G^T \Gamma_{\text{obs}} G)^{-1} G \Gamma_{\text{obs}} G.
\]
Applying this identity to the left hand side of (60), the eigenvalue problems in CCA are also given by

\[ G^T \Gamma_{\text{obs}}^{-1} G^T \Gamma_{\text{pr}} u^{\text{CCA}}_i = \frac{\rho_i}{1 - \rho_i} u^{\text{CCA}}_i, \]
\[ G^T \Gamma_{\text{pr}} G^T v^{\text{CCA}}_i = \frac{\rho_i}{1 - \rho_i} \Gamma_{\text{obs}} v^{\text{CCA}}_i. \]

The vectors \( u^{\text{CCA}}_i, v^{\text{CCA}}_i \) are also eigenvectors of (32) and (33). Furthermore, given that \( \frac{\rho_i}{1 - \rho_i} \) is a monotonic function of \( \rho_i \in [-1, 1] \), the eigenvectors are ordered in the same way as the solutions to (60) and (61).

**Appendix B: Additional calculations**

**Gaussian subspace logarithmic Sobolev constant** (15). We begin by computing the eigenvalues of the joint covariance matrix \( \text{Cov}(X,Y) \). The eigenvalues are given by the \( d + m \) roots \( s \) of the equation \( \det(\text{Cov}(X,Y) - sI_{d+m}) = 0 \). Without loss of generality, we let \( d \geq m \).

From the matrix determinant lemma and the SVD of the forward model \( G^T = U \Sigma V^T \) where \( U \in \mathbb{R}^{d \times d} \), \( V \in \mathbb{R}^{m \times m} \) are unitary matrices and \( \Sigma \in \mathbb{R}^{d \times m} \) is a diagonal matrix containing zeros below row \( m \), we have

\[
\det(\text{Cov}(X,Y) - sI_{d+m}) = \det((1-s)I_d) \det(GG^T + (1-s)I_m - (G(I_d - sI_d)^{-1}G)^T).
\]
\[
= \det((1-s)I_d) \det(V(\Sigma^2 + (1-s)I_m - \Sigma(1-s)^{-1}\Sigma)V^T)
\]
\[
= \prod_{i=1}^{d} (1-s) \prod_{j=1}^{m} (\sigma_j^2(1 - (1-s)^{-1}) + (1-s)).
\]
\[
= \prod_{i=m+1}^{d} (1-s) \prod_{j=1}^{m} ((1-s)^2 - \sigma_j^2 s).
\]

Then, there are \( d - m \) roots \( s = 1 \) and \( 2m \) roots

\[
s = \frac{1}{2} \left( 2 + \sigma_j^2 \pm \sigma_j \sqrt{\sigma_j^2 + 4} \right), \tag{62}
\]

from solving the quadratic equations \( s^2 + (-2 - \sigma_j)s + 1 = 0 \) for \( j = 1, \ldots, m \). Given that \( \sigma_j > 0 \), the largest eigenvalues correspond to the roots with a positive sign. From (62) with a positive sign being a monotonic functions of \( \sigma_j \), it follows that the maximum eigenvalue is given by (15).

**Expected KL divergence for a linear-Gaussian error model** (35). The difference of mutual information terms for Gaussian variables is given by

\[
I(X,Y) - I(X_r, Y_s) = \frac{1}{2} \log \frac{|\Gamma_{X}|}{|\Gamma_X|^{\text{Y}}} - \frac{1}{2} \log \frac{|\Gamma_{X_r}|}{|\Gamma_{X_r}|^{\text{Y}}}, \tag{63}
\]
where $\Gamma$ represents a covariance. After the whitening transformations, we have the linear model $Y = GX + \varepsilon$ with $G \leftarrow \Gamma^{-1/2}_{\text{pr}} \Gamma^{1/2}_{\text{obs}}$, $\text{Cov}(X) = I_d$ and $\text{Cov}(\varepsilon) = I_m$. Then, the (conditional) covariances in (63) are given by

\[ \Gamma_X = I_d \]
\[ \Gamma_{X|Y} = I_d - G^T(GG^T + I_m)^{-1}G \]
\[ \Gamma_{X,Y_s} = U_r^T I_d U_r - U_r^T G^T V_s (V_s^T G G^T V_s + V_s^T V_s)^{-1} V_s^T G U_r. \]

Given that the eigenvectors of $H_X$ and $H_Y$ are the left and right singular vectors $U$ and $V$ for $G^T$, respectively, we have $U_r = [u_1, \ldots, u_r]$ and $V_s = [v_1, \ldots, v_s]$. Then, the conditional covariances can be simplified as

\[
\Gamma_{X|Y} = I_d - U \Sigma^2 (\Sigma^2 + I_q)^{-1} U^T \\
\Gamma_{X,Y_s} = I_r - U_t \Sigma_t^2 (\Sigma_t^2 + I_t)^{-1} U_t^T,
\]

where $q = \min\{d, m\}$, $t = \min\{r, s\}$ and $\Sigma_d \in \mathbb{R}^{d \times d}$ is a diagonal matrix containing the first $t$ singular values of $G^T$. By computing the determinants of the (conditional) covariances, we have

\[
I(X, Y) - I(X_r, Y_s) = -\frac{1}{2} \log |I_d - \Sigma^2 (\Sigma^2 + I_q)^{-1}| + \frac{1}{2} \log |I_r - \Sigma_t^2 (\Sigma_t^2 + I_t)^{-1}| \\
= \frac{1}{2} \sum_{i > t} \log(1 + \sigma_i^2).
\]
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