MAGNETISM

Imaging orbital ferromagnetism in a moiré Chern insulator
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Electrons in moiré flat band systems can spontaneously break time-reversal symmetry, giving rise to a quantized anomalous Hall effect. In this study, we use a superconducting quantum interference device (SQUID) fabricated on the tip of a quartz tuning fork (TF) to image stray magnetic fields in twisted bilayer graphene aligned to hexagonal boron nitride. We find a quantized anomalous Hall effect in this system, which is consistent with the expected contribution of chiral edge states to the magnetization of an orbital Chern insulator. Mapping the spatial evolution of field-driven magnetic reversal, we find a series of reproducible micrometer-scale domains pinned to structural disorder.

In these materials, a large-valley-orthogonal pattern, arising from interlayer coupling between mismatched lattices, modulates the underlying electronic structure and leads to the emergence of superlattice minibands within a reduced Brillouin zone. The small Brillouin zone means that low electron densities are sufficient to dope the two-dimensional (2D) system to full filling or depletion of the superlattice bands, which can be achieved using experimentally realizable electric fields (17). For appropriately chosen constituent materials and interlayer rotational alignment, the lowest energy bands can have bandwidths considerably smaller than the native scale of electron-electron interactions, \( E_C = e^2/\lambda B \), where \( \lambda B \) is the moiré period and \( e \) is the electron’s charge. The dominance of interactions typically manifests experimentally through the appearance of “correlated insulators” at integer electron or hole filling of the moiré unit cell (18, 19), consistent with interaction-induced breaking of one or more of the spin, valley, or lattice symmetries. Orbital magnets are thought to constitute a subset of these states, in which exchange interactions favor a particular order that breaks time-reversal symmetry by causing the system to polarize into one or more valley-projected bands. Notably, the large Berry curvature endows the valley-projected bands with a finite Chern number (20, 21), so that valley polarization naturally leads to a quantized anomalous Hall effect at integer band filling. To date, quantitative anomalous Hall effects have been observed at band fillings \( v = 1 \) and \( v = 3 \) in various heterostructures (4–6), where \( v = n \) corresponds to the number of electrons per unit cell area \( A \) with carrier density \( n \).

Although orbital magnetism is generally expected theoretically in twisted bilayer graphene (tBLG) (10–12), no direct experimental evidence of magnetism has been reported, because of the relative scarcity of magnetic samples, their small size, and the low expected magnetization density. The resulting magnetization density \( m \approx 0.1 \mu_B/\text{nm}^2 \) (22) (where \( \mu_B \approx 0.06 \text{ meV/T} \) is the Bohr magneton) is consequently more than three orders of magnitude smaller than in typical magnetic systems with several spins per subnanometer-sized crystal unit cell. The absence of magnetic studies leaves open both quantitative questions, such as the magnitude of the orbital magnetization, and qualitative ones regarding the nature of the magnetic phase transitions as a function of magnetic field and carrier density.

In this study, we perform spatially resolved magnetometry to image the submicrometer magnetic structure of the same sample presented in (4) (see Fig. 1A), which consists of a twisted graphene bilayer aligned to one of the hexagonal boron nitride–encapsulating layers. Figure 1B shows a schematic representation of our experimental setup. We use a superconducting quantum interference device (SQUID) to image stray magnetic fields in twisted bilayer graphene (tBLG) aligned to hexagonal boron nitride (hBN) (23) with a field sensitivity of \( -15 \text{ nT/Hz}^{1/2} \) at select out-of-plane magnetic fields of \( <50 \text{ mT} \) (see fig. S1). The SQUID is mounted to a quartz tuning fork (24, 25) (see fig. S2) and rastered in a 2D plane parallel to, and at a fixed height above, the tBLG heterostructure. A finite electrical excitation applied to the tuning fork generates a lateral oscillation of the tip along vector \( \mathbf{a} \), and we measure the SQUID response at the tuning fork oscillation frequency, \( B_{TF} = \mathbf{a} \cdot \mathbf{B}_z \) (see fig. S3).

Figure 1, C and D, shows images of \( B_{TF} \) taken while the sample is doped to \( n = 2.36 \times 10^{12} \text{ cm}^{-2} \), near the quantized Hall plateau corresponding to \( v = 3 \). Here, \( n \) is the nominal density inferred from a parallel plate capacitor model, with the capacitance determined from the low-field Hall density (4). Images are acquired in the same background magnetic field \( B = 22 \text{ mT} \) but on opposite branches of the hysteresis loop shown in Fig. 1A. As discussed in (24) and fig. S7, the measured \( B_{TF} \) contains contributions from magnetic signals as well as other effects arising from electric fields or thermal gradients (24). To isolate the magnetic structure that gives rise to the observed hysteretic transport, we subtract the data in Fig. 1C and Fig. 1D from each other. The result is shown in Fig. 1E, which depicts the gradient magnetometry signal associated with the fully polarized orbital ferromagnet. To reconstruct the static out-of-plane magnetic field, \( B_z \), we integrate \( B_{TF} \) along \( \mathbf{a} \) from the lower and left boundaries of the image (Fig. 1F). We infer the total magnetization density \( m \) from the \( B_z \) data using standard Fourier domain techniques (24), as shown in Fig. 1G. Figure 1, H and I, shows a comparison of \( B_{TF} \) and \( m \) plotted along the contours indicated in Fig. 1, E and G. The shaded regions in Fig. 1I denote absolute
error bounds from the dominant systematic uncertainty in $|\vec{a}|$. Our measurements are taken close to $v = 3$, equivalent to a single hole per unit cell relative to the nonmagnetic state at $v = 4$ that corresponds to full filling of the lowest energy bands. We find that the magnetization density is considerably larger than 1 $\mu_B$ per unit cell area $A \approx 130 \text{ nm}^2$, where we have taken a $g$-factor of 2 as appropriate for graphene, in which spin orbit coupling is negligible. Without any assumptions about the nature of the broken symmetries, this state has a maximum spin magnetization of 1 $\mu_B$ per moiré unit cell. Our data reject this hypothesis, finding instead a maximum magnetization density of $m$ in the range of 2 to 4 $\mu_B$ per moiré unit cell, corresponding to an orbital magnetization of $1.8 \times 10^{-4}$ to $3.6 \times 10^{-4} \mu_B$ per carbon atom. We conclude that the magnetic moment associated with the quantum anomalous Hall phase in tBLG is dominated by its orbital component. In an intrinsic orbital magnet in which all moments arise from conduction electrons, the magnetization depends strongly on the density. Additional density dependence arises from the fact that contributions to the orbital magnetization from both wave-packet angular momentum and Berry curvature need not be uniformly distributed within the Brillouin zone ($\mathcal{B}$). Transport observations of a quantum anomalous Hall effect measure only the total Berry curvature of a completely filled band. At partial band filling, however, extrinsic contributions from scattering complicate the relationship between transport and band properties. In contrast, measuring $m$ provides direct information about the density-dependent occupation of the Bloch states in momentum space. Figure 2A shows repeated measurements of $B_{TF}$ for a series of gate voltages in the vicinity of $v = 3$. $B_{TF}$ is measured along a contour that runs over a region of the device showing magnetic inhomogeneity even at the saturation magnetization (Fig. 1E, solid black line; see also Fig. 1H). Assuming that the saturated magnetic state has density-independent spatial structure (i.e., $m(n,r) = n_B K(n)L(r)$, where $K$ and $L$ are functions of density $n$ and position $r$, respectively), the amplitude of the position-dependent modulation of $B_{TF}$ functions as a proxy for $m$. To compare magnetization at different $n$, we fit the data for $n = 2.57 \times 10^{12} \text{ cm}^{-2}$ to a seventh-order polynomial (see Fig. 2A); all
Fig. 2. Density dependence of magnetization.

(A) Evolution of $B_{TF}$ with $n$ in the vicinity of $v = 3$, measured along the contour shown in Fig. 1E. The data was taken at $B = 44$ mT and $T = 2.2$ K. The trace corresponding to $n = 2.57 \times 10^{12}$ cm$^{-2}$ is shown in red on the right, along with a fit to a seventh-order polynomial in black. (B) Comparison of magnetic signal with the residual Hall resistance $\Delta R_{xy}$, shown in red. $B_{TF}$ traces at different $n$ are fit to the same polynomial as in (A), with a scale factor $\tilde{B}_{TF}$, which serves as a proxy for $m$. Error bars measure standard error of the mean of the residuals of these fits, normalized to the values shown in the inset of (A). This analysis is covered in more detail in fig. S11 (24). (C) Coercive field $B_c$ determined from transport measurements (24) (fig. S8) plotted alongside $\tilde{B}_{TF}$. These data also appear in the supplementary materials of (6) and are reproduced with permission.

Other curves are then fit to the same polynomial with an overall scale factor, which we denote $\tilde{B}_{TF}$ and plot in Fig. 2B. Error bars reflect standard error of the mean of the residuals of these fits. $\tilde{B}_{TF}$ is below our noise floor for $n \lesssim 2.25 \times 10^{12}$ cm$^{-2}$. For $2.25 \times 10^{12}$ cm$^{-2} < n < 2.52 \times 10^{12}$ cm$^{-2}$, a density range that overlaps with the quantization of the Hall conductivity ($4\tilde{B}_{TF}$), $\tilde{B}_{TF}$ increases rapidly. For $n > 2.52 \times 10^{12}$ cm$^{-2}$, $\tilde{B}_{TF}$ then slowly decreases as a function of $n$, dropping below the noise floor at $n = 2.9 \times 10^{12}$ cm$^{-2}$, corresponding to a superlattice filling of $v = 3.7$ and approximately coinciding with the vanishing of ferromagnetic signatures in transport. Comparing the $n$-dependent $\tilde{B}_{TF}$ with the residual Hall resistances shows that $\tilde{B}_{TF}$ grows slowly as density is lowered toward $v = 3$ but then abruptly drops below the noise floor of our SQUID measurements within the range of $n$ associated with the quantized $R_{xy}$ plateau.

The drastic change of the inferred $m$ within the quantum anomalous Hall plateau arises from the contribution of the chiral edge state to the total magnetization. Within an energy gap, changes in the chemical potential induce no additional charges in the sample bulk and, consequently, no change in the bulk magnetization. In a Chern insulator, however, charges may accumulate on the sample boundary owing to the presence of chiral edge states. This is predicted to give rise to a chemical potential–dependent contribution to the magnetization within the quantized transport plateau (22). We interpret the sharp change we observe in magnetization within the transport plateau as evidence for this contribution to the magnetization by the topological edge states. Assuming $B_{TF}$ to be a good proxy for $m$, our measurements imply a $\Delta m \gtrsim 3$ μB per unit cell across the quantum anomalous Hall gap. The magnitude of the theoretically expected jump in magnetization across a Chern insulator gap is $\Delta m = CE_{gap}/h$, where $C$ is the Chern number, $E_{gapp}$ is the topological band gap, and $h = 1/e$ is the flux quantum. Thermally activated transport measurements of the quantum anomalous Hall state at $v = 3$ in this sample found $E_{gapp} = 2.5$ meV (4), corresponding to a $\Delta m$ of 1.4 μB per unit cell, somewhat smaller than our local measurement and potentially implying that the transport measurements underestimate $E_{gapp}$.

The orbital magnetization contributed by Bloch states within a valley-projected subband is momentum dependent. As a result, the total magnetization is expected to depend on electron density, although the precise trend is sensitive to the details of the many-particle ground state wave function. For $2.52 \times 10^{12}$ cm$^{-2} < n < 2.9 \times 10^{12}$ cm$^{-2}$, the observed gradual decrease in $B_{TF}$ is concomitant with the hysteresis in transport. In contrast, $B_{TF}$ signal is observed for $n < 2.25 \times 10^{12}$ cm$^{-2}$ despite hysteresis in transport persisting until $n = 2.05 \times 10^{12}$ cm$^{-2}$. Under the assumption that $B_{TF} \propto m$, absence of measured signal implies $|m| < 0.2$ μB per moiré unit cell. Transport measurements in this density range show that the anomalous Hall effect changes sign at $n = 2.17 \times 10^{12}$ cm$^{-2}$, accompanied by a divergence in the coercive field (fig. S8 and Fig. 2C). These phenomena, observed in a regime of undetectably small $m$, point to a density-tuned transition in the valley occupation mediated by a sign change in the valley subband magnetization. In this picture, the sign change of the anomalous Hall effect arises directly from the opposite Berry curvatures of the contrasting valleys.

Although the coercive field behavior is difficult to model quantitatively, coercive fields in general result from competition between the energetic barrier to magnetic inversion and the coupling of magnetic order to the magnetic field: $B_c = E/m$. For densities where $m$ approaches zero and $E$ does not, $B_c$ will to a leading order be sensitive to changes in $E/m$. The observation of a divergence in $B_c$ concomitant with a sign change in the anomalous Hall effect is consistent with a vanishing $m$ at this point. Our observation of an undetectably small magnetization in this regime strongly suggests these anomalies arise from a sign change in $m$ at partial band filling rather than from density-dependent extrinsic contributions to the anomalous Hall effect or domain pinning dynamics.

Across the range of densities at which magnetic hysteresis is observed, $B_c$ is not simply related to $m$, raising the question of the nature of magnetic pinning. Previous work on graphene-based Chern insulators has found Barkhausen noise jumps comparable to $h/(e^2 N_s)$ (3, 4, 6), suggesting a substructure of only a handful of ferromagnetic domains comparable in size to the distance between contacts. However, our magnetometry data show considerable submicrometer-scale inhomogeneity even at full magnetic saturation. This is similar to findings in transition metal–doped topological insulators, where the magnetic structure is dominated by inhomogeneous distribution and clustering of the Cr or V dopants. In those systems, magnetic imaging shows superparamagnetic dynamics characterized by the reversal of weakly correlated point-like microscopic magnetic dipoles (26–28). Transport, meanwhile, does not typically show substantial Barkhausen noise (29), with the exception of one study where jumps were reported in a narrow range of temperatures (30).

To investigate the domain dynamics directly, we compare magnetic structure across different states stabilized in the midst of magnetic field–driven reversal. Figure 3A shows a schematic depiction of our transport measurement, and Fig. 3B shows the resulting $R_{xy}$ data for both a major hysteresis loop spanning the two fully polarized states at $R_{xy} = \pm h/e^2$ (in purple) and a minor loop that terminates in a mixed polarization state at $R_{xy} = 0$ (in red). All three states represented by these hysteresis loops can be stabilized at $B = 22$ mT for $T = 2.1$ K, where our nanoSQUID has excellent sensitivity, allowing a direct comparison of their respective magnetic structures (Fig. 3, C to E).
would result in the topological edge states at the boundaries separating both the current and the Hall voltage. It is straightforward to understand the half of the active area. Illustrated schematically in Fig. 3, J to L. Evincing similarity to Barkhausen noise as it was originally described (34). A subtler issue raised by our data is the density dependence of magnetic pinning; as shown in Fig. 2, $B_p$ does not simply track $1/m$ across the entire density range, in particular, failing to collapse with the rise in $m$ in the topological gap. This suggests nontrivial dependence of the pinning potential on the realized many-body state. Understanding the pinning dynamics is critical for stabilizing magnetism in tBLG and the growing class of related orbital magnets, which includes both moié systems (3–6) as well as more-traditional crystalline systems such as rhombohedral graphite (35).

Figure 3, F and G, shows images obtained by subtracting one of the images at full positive or negative polarization from the mixed state, as indicated in the lower-left corners of the panels. Applying the same magnetic inversion algorithm used in Fig. 1 produces maps of $m$ corresponding to these differences (Fig. 3, H and I), allowing us to visualize the domain structure generating the intermediate plateau $R_{xy} = 0$ seen in the major hysteresis loop. The domains presented in Fig. 3, H and I, are difference images; the domain structures actually realized in experiment (Fig. 3, C to E) are illustrated schematically in Fig. 3, J to L. Evidently, the Hall resistance of the device in this state is dominated by the interplay of two large magnetic domains, each comprising about half of the active area.

Armed with knowledge of the domain structure, it is straightforward to understand the behavior of the measured transport in the mixed state imaged in Fig. 3D. In particular, the state corresponds to the presence of a single domain wall that crosses the device, separating both the current and the Hall voltage contacts (Fig. 3A). In the limit in which the topological edge states at the boundaries of each magnetic domain are in equilibrium, there will be no drop in chemical potential across the domain wall, leading to $R_{xy} = 0$. This is very close to the observed value of $R_{xy} = 1.0$ kilohms $= 0.039$ h/e². As shown in Figs. S9 and S10, more-subtle features of the transport curve can also be associated with the reversal of domains that do not bridge contacts (24).

In the absence of substantial magnetic disorder, ferromagnetic domain walls minimize surface tension. In two dimensions, domain walls are pinned geometrically in devices of finite size with convex internal geometry. As discussed in Fig. S10 (24), we observe pinning of domain walls at positions that do not correspond to minimal-length internal chords of our device geometry, suggesting that magnetic order couples to structural disorder directly. This is corroborated by the fact that the observed domain reversals associated with the Barkhausen jumps are consistent over repeated thermal cycles between cryogenic and room temperatures.

Although crystalline defects on the atomic scale are unlikely in tBLG thanks to the high quality of the constituent graphene and hBN layers, the thermodynamic instability of magic-angle twisted bilayer graphene makes it highly susceptible to inhomogeneity at scales larger than the moiré period, as shown in prior spatially resolved studies (31, 32). For example, the twist angle between the layers as well as their position relative to the underlying hBN substrate may all vary spatially, providing potential pinning sites (33). Moiré disorder may thus be analogous to crystalline disorder in conventional ferromagnets, which gives rise to Barkhausen noise as it was originally described (34). A subtler issue raised by our data is the density dependence of magnetic pinning; as shown in Fig. 2, $B_p$ does not simply track $1/m$ across the entire density range, in particular, failing to collapse with the rise in $m$ in the topological gap. This suggests nontrivial dependence of the pinning potential on the realized many-body state. Understanding the pinning dynamics is critical for stabilizing magnetism in tBLG and the growing class of related orbital magnets, which includes both moié systems (3–6) as well as more-traditional crystalline systems such as rhombohedral graphite (35).
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