Enhancements in cloud condensation nuclei concentrations from turbulent fluctuations in supersaturation
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The effect of aerosol emissions on the properties and distribution of clouds is a large source of uncertainty in predictions of weather and climate. These aerosol-cloud interactions depend critically on the ability of aerosol particles to activate into cloud condensation nuclei (CCN). A key challenge in modeling CCN activation and the formation of cloud droplets is the representation of interactions between turbulence and cloud microphysics. Turbulent mixing leads to small-scale fluctuations of water vapor and temperature that are not resolved in large-scale atmospheric models. We used Lagrangian parcel simulations driven by a high-resolution Large Eddy Simulation of a convective cloud chamber to quantify the impact of these small-scale fluctuations on CCN activation. We show that small-scale fluctuations in environmental properties strongly enhance CCN activation, which suggests that conventional Large Eddy Simulations and Earth System Models that neglect these fluctuations underestimate cloud droplet formation.

Introduction

Aerosol-cloud interactions are the largest source of uncertainty in predictions of radiative forcing relative to the pre-industrial atmosphere. Increases in cloud droplet number concentrations from human emissions of aerosol particles lead to clouds that are, on average, more reflective and longer lived (1–3). These processes are partially determined by how efficiently aerosol particles activate into cloud condensation nuclei (CCN). At a fixed supersaturation or in a uniform updraft, activation is well modeled by \( \kappa \)-Köhler theory (4). However, CCN activation in turbulent conditions is not well understood.

Clouds are turbulent on length scales from \( \sim 1 \text{ mm} \) to beyond the size of the cloud. A key characteristic of turbulence is the chaotic motion of the air, accelerating the mixing of air masses. Mixing of air parcels within a cloud causes fluctuations in the water vapor mixing ratio and temperature, leading to fluctuations in water vapor supersaturation, \( s \) (5–9). Despite a number of studies showing that fluctuations in \( s \) impact cloud droplet formation and the cloud droplet size distribution (10–14), these fluctuations are often neglected in large-scale atmospheric models.

Earth System Models represent the globe using a collection of grid boxes that are on the order of 100 km in each horizontal dimension. Even Large Eddy Simulation (LES) models that are designed to study cloud systems in detail use grid spacing on the order of 10–100 m, which is still too coarse to resolve the small-scale fluctuations in temperature and water vapor induced by turbulence within clouds. While LES models are used to parameterize subgrid-scale (SGS) cloud processes (15–17), these parameterizations represent spatial variability on the scale of the LES grid, not variability resulting from small-scale turbulence. While models that represent SGS variability in environmental properties on cloud microphysics have been developed (18–21), the impact of small-scale fluctuations in supersaturation on CCN activation spectra has not been well quantified.

To explore the impact of unresolved SGS fluctuations on CCN activation within warm, non-precipitating clouds, we combine Lagrangian particle tracking with a high-resolution LES of the Michigan Technological University (MTU) Pi Chamber (22, 23). The Pi Chamber is a convection cloud chamber, with a volume of \( \pi \text{ m}^3 \), which is designed to study CCN activation, cloud droplet growth, and turbulence-induced variability in environmental properties (24). The LES of the Pi Chamber is a modified version of the SAM model (25), with a grid spacing of...
3.125 cm in each dimension. This small grid spacing is several orders of magnitude smaller than cloud-scale LES, resolving fluctuations in environmental properties at very small scales.

**Results**

We used the high-resolution LES to drive Lagrangian trajectories of air parcels within the Pi Chamber. Velocity fields from the LES were used to propagate parcels throughout the chamber, while treating the particles as passive tracers. Gravitational settling is modeled by a first-order decay in particle number concentrations, which depends on their terminal settling velocity.

We simulated 10,000 Lagrangian trajectories within the Pi Chamber and, along each trajectory, extracted the temperature and water vapor mixing ratio from the LES fields. The temporal evolution of temperature and water vapor experienced by each parcel was used to compute \( s(t) \), which is shown for three example particles by blue lines in Fig. 1. The temporal evolution of the environmental properties is then used to drive box model simulations of CCN activation and growth, shown for the three example particles by red lines in Fig. 1. All particles in the simulation and in the chamber are comprised of pure NaCl and have a dry diameter of 130 nm. In this study, the environment simulated by the LES was used to drive particle growth in the box model without direct feedback on the environment. Instead, this feedback was captured by the microphysics scheme of the LES.

**Droplet Growth Driven by Supersaturation Fluctuations.** As particles move through the chamber, they each experience a different time series of supersaturation fluctuations. The particles grow by condensation in response to the local supersaturation. To become CCN active, a particle must enter a region where \( s > s_{\text{crit}} \), where \( s_{\text{crit}} \) is the particle’s critical supersaturation. If a particle remains at this elevated supersaturation for enough time, the particle will grow through condensation and eventually become large enough that its diameter exceeds its critical diameter (\( D_{p,\text{crit}} \)). When this condition is met, the particle is considered CCN-active and will grow without bound until the supersaturation drops to \( s = 0 \). The critical diameter of a particle is shown by the dashed red lines in Fig. 1.

The three examples of the particle diameter (red) and supersaturation (blue) shown in Fig. 1 show how the fluctuations in \( s \) lead to activation and deactivation of aerosol particles as they are transported through the chamber, despite \( \bar{s} = -2.7\% \) in the LES domain. For example, at a simulation time of \( \approx 20 \) seconds, the particle shown in the top panel enters a region where \( s > s_{\text{crit}} \) and remains there for enough time that it becomes CCN-active, indicated by \( D > D_{\text{crit}} \). After activating, the particle enters a region that is subsaturated with water vapor (\( s < 0 \)) at \( \approx 35-45 \) s and begins to evaporate. In this case, the droplet returns to a region were \( s > 0 \) at a simulation time of \( \approx 45 \) s, which occurs before the
particle has time to deactivate. The particle resumes its growth by condensation.

On the other hand, the middle and bottom panels of Fig. 1 show examples of particles that activate and then deactivate over the course of the simulation. In both cases, the particles are exposed to \( s > s_{\text{crit}} \) near the beginning of the simulation and quickly activate. However, these particles are then exposed to air with \( s < 0 \) shortly after the start of the simulation, leading to deactivation at \( \approx 10 \) s and \( \approx 25 \) s in the middle and bottom panels, respectively. The fluctuations in \( s \) cause the particles to activate and deactivate over the course of the simulation.

**CCN Activation a Turbulent Environment.** To explore the impact of turbulent fluctuations in \( s \) on CCN activation, we repeated the Lagrangian droplet simulations at varying levels of mean environmental supersaturation (\( \bar{s} \)) in the LES domain. Over the range of \( \bar{s} \), we calculate the fraction of particles that are CCN-activate \( (D > D_{\text{crit}}) \) at a snapshot in time, after 60 s of simulation. If we assume that \( s \) is uniform across the LES domain, the population of identical particles takes up water uniformly as \( \bar{s} \) increases and, given enough time, all activate once \( s \) exceeds \( s_{\text{crit}} \), shown schematically in Fig. 2a. On the other hand, if turbulent fluctuations in \( s \) are represented, a portion of particles will become CCN-active even if \( \bar{s} \) is below \( s_{\text{crit}} \), shown in Fig. 2b.

The fraction of particles that are CCN-active with and without turbulent fluctuations in \( s \) are shown as a function of \( \bar{s} \) by the solid green and orange lines in Fig. 2c, respectively. The fraction activated under uniform \( s \) is represented by a step function with all particles activating once \( \bar{s} > s_{\text{crit}} \), shown by the orange line in Fig. 2. On the other hand, when turbulent fluctuations in \( s \) are included (solid green line in Fig. 2c), a large fraction of particles become CCN-active even when \( \bar{s} < 0 \), which would be impossible under the uniform \( s \) approximation. While the activated fraction when \( s \) is uniform is slightly higher than in turbulent conditions when \( s > 0 \), activation in the turbulent case is more efficient over the range of \( s \). This enhancement in activation from small-scale turbulent fluctuations suggests that cloud-scale LES models, as well as global-scale parameterizations based on these LES models, will underestimate the number of aerosol particles forming CCN.

**Increased CCN Concentrations due to Evaporation Dynamics.** If the dynamics of evaporation are neglected and, instead, droplets are assumed to reach equilibrium with the environment instantaneously, particles in regions with \( s \geq s_{\text{crit}} \) would be CCN-active, whereas particles in regions with \( s < s_{\text{crit}} \) would be CCN-inactive. This was the assumption applied in (26, 27). However, in a real cloud, droplets do not respond instantaneously to fluctuations in supersaturation, which leads to further enhancements in CCN activation (see comparison between dashed and solid green lines in Fig. 2c). When a droplet enters a region of subsaturated air, the particle will evaporate according to a characteristic timescale

\[
\tau_{\text{evap}} = -\frac{D_p}{2} \left(\frac{2}{\xi_1 s}\right),
\]

where \( \xi_1 \) is the normalized
condensation growth parameter (28). If \( \tau_{\text{evap}} = 0 \), droplets are assumed to instantly respond to perturbations in \( s \).

Across most \( \tau \), we find the activated fraction is greater in our simulations (solid green line) than it would be if droplets were assumed to respond to supersaturation fluctuations instantaneously (i.e., \( \tau_{\text{evap}} = 0 \); dashed green line). The deviation between these two cases depends on the magnitude of \( \tau_{\text{evap}} \) relative to the autocorrelation timescale of the supersaturation experienced by the droplets, \( \tau_s \). Using \( s \) along the ensemble of Lagrangian parcels, \( \tau_s \approx 7.5 \) s, whereas \( \tau_{\text{evap}} = 9.9 \) s and \( \tau_{\text{evap}} = 120 \) s for \( \tau \approx -1.2\% \) and \( \tau = -0.2\% \), respectively. Because \( \tau_{\text{evap}} \) is longer than \( \tau_s \), particles remain CCN-activated for a significant period of time before evaporating, consistent with the findings in Siewert et al. (11). This delay in evaporation leads to further increases in the concentration of CCN within the turbulent environment.

**Discussions and Conclusions**

The similarity in the shapes of the solid and dashed green lines in Fig. 2c shows our results include the three activation regimes described in Prabhakaran et al. (27). Because droplets in our simulation do not immediately respond to fluctuations, we find these regimes are shifted towards lower \( s \) than they report. The presence of these regimes implies that different regions of a cloud are more likely to be impacted by fluctuations in \( s \) than others. For example, Grabowski et al. (29) recently studied activation of CCN in an updraft by using adiabatic parcels that include turbulent variability in \( s \). They concluded that fluctuations in \( s \) only activate a fraction of CCN. However, this conclusion may be a consequence of \( \tau \) increasing in the updraft to the point where the magnitude of \( \tau \) overwhelms the effect of fluctuations. Our results agree with the finding that fluctuations may not be important if cloud updrafts and, thereby \( \tau \), are high enough that nearly all particles activate. Instead the fluctuations may be more relevant along cloud edges or under weak updrafts, where \( \tau \) is lower.

In conclusion, the enhancements in CCN activation shown here may have a large impact on the number concentration of CCN simulated by atmospheric models, which have long been known to affect precipitation rates and the radiative properties of clouds (1–3). Earth System Models and cloud-scale LES do not resolve the isobaric mixing of parcels with different temperatures and water vapor concentrations and, thereby, neglect the small-scale variability in \( s \). We show that these simplifications may lead to misrepresentation of modeled CCN concentrations, which may contribute to the large uncertainties in predictions of aerosol-cloud interactions.

**Materials and Methods**

**A. LES of Pi Chamber.** We use LES output from the System for Atmospheric Modeling (SAM) (25) to calculate parcel trajectories. SAM was previously adapted for the Pi Chamber, which is described in (22, 23). The LES domain is a 2 x 2 x 1 m³, with a grid spacing of 3.125 cm and time step of 0.02 s. The top and bottom surface temperatures are set as 280 and 299 K, and both surface are saturated with water vapor. The side wall is set to 285 K with a wall relative humidity of 78% such that the mean supersaturation without cloud droplets is approximately 2.5%, consistent with chamber observations. In both the chamber and the LES, monodisperse salt particles are injected into the chamber at a constant rate. A spectral-bin microphysics scheme is used to represent the droplet size distribution and its interaction with the environment, which is critical to determining the fluctuating water vapor and temperature fields with the chamber. Notably, the particles in the LES are separate from our box model simulations and are not included in our analysis. However, droplet microphysics must be included in the LES to ensure the water vapor and temperature fields include the effects of condensation onto particles and the evaporation of droplets. The simulated cloud and the dynamic and thermodynamic fields reach a steady state after about 5 min. The total simulation is 1 hour and the 3D velocity and scalar fields are output every 25th time step (i.e., every 0.5 seconds). These scalars are used to calculate the motion and growth of particles in each Lagrangian trajectory.

**Parcel Trajectories from LES.** Velocity fields from the LES were used to compute Lagrangian trajectories within the chamber. To quantify the impact of the turbulent environment on the particle populations over time, we simulated the simultaneous release of 10,000 Lagrangian tracers at random locations within the chamber and tracked the evolution of the environmental properties within the parcel. The temporal evolution of the parcel location is computed by solving the equations of motion for the parcel:

\[
\frac{dx_p(t)}{dt} = u_t(t) \quad \frac{dy_p(t)}{dt} = v(t) \quad \frac{dz_p(t)}{dt} = w(t),
\]

where \( x_p(t), y_p(t), \) and \( z_p(t) \) are the three-dimensional coordinates of the parcel over time and \( u_t(t), u(t), \) and
$w_i(t)$ are the $x, y,$ and $z$ components of fluid velocity experienced by the parcel over time. In this case, inertial effects are neglected, and the air velocity simulated by the LES was assumed to be the same as the particle velocity. Though we neglected gravitational settling when calculating parcel trajectories, we can represent the decay in number concentration associated with each Lagrangian parcel through Stoke’s settling. However, to facilitate comparison with the uniform supersaturation approximation, we did not include particle and droplet removal when calculating the fraction activated.

A linear interpolator was used to compute $u(t)$, $v(t)$, and $w(t)$ from the 4D LES velocity fields, given the simulation time, $t$, and parcel location, $x_p(t)$, $y_p(t)$, and $z_p(t)$. The temporal evolution of each parcel’s position was calculated using the initial value ordinary differential equation solver in the SciPy library with a maximum time step of 0.1 s. As the parcel was transported through the chamber, a linear interpolator was used to compute the temporal evolution of the fluid temperature $T(t)$ and water vapor mixing ratio $q(t)$ experienced by the parcel. The water vapor supersaturation within the parcel, $s(t)$ is given by:

$$s(t) = \frac{e(t)}{e_{\text{sat}}(t)} - 1,$$  \hspace{1cm} (2)

where the water vapor pressure, $e(t)$, along the trajectory is given by:

$$e(t) = p \frac{q}{0.62q},$$  \hspace{1cm} (3)

and the saturation water vapor pressure ($e_{\text{sat}}$) is given by:

$$e_{\text{sat}} = 0.61094 \exp \left( \frac{17.625(T - 273.15)}{(T - 30.11)} \right).$$  \hspace{1cm} (4)

The saturation pressure and atmospheric pressure $p$ are expressed in kPa. Thermodynamic relationships were adapted from the python-based cloud parcel model, pyrcel (30).

**Simulation of droplet activation and growth.** The temporal evolution of droplet diameter, $D_p$, for an individual particle is modeled using a subset of equations for an adiabatic parcel model (31, 32), as implemented in Rothenberg et al.(30). In this case, we use the environmental fields from the LES to drive the parcel simulations. The particle growth/evaporation rate is given by:

$$\frac{dD_p}{dt} = \frac{G}{D_p} (s - s_{\text{eq}}),$$  \hspace{1cm} (5)

where $dD_p/dt$ is positive and the droplet grows when the environmental supersaturation, $s$, is greater than the equilibrium supersaturation at the droplet surface, $s_{\text{eq}}$. The growth coefficient $G$ is given by:

$$G = \left( \frac{\rho_w RT}{e_{\text{sat}} D'_v M_w} + \frac{L\rho_w (LM_w/RT) - 1}{k'_a T} \right)^{-1},$$  \hspace{1cm} (6)

where $M_w$ is the molecular weight of water, $R$ is the universal gas constant, and $e_{\text{sat}}$ is given in Eqn. 4. (30), the diffusivity and conductivity of air, denoted $D_a$ and $k_a$, respectively, are modified to account for non-continuum effects. The modified expressions are given by:

$$D'_v = D_v \left( 1 + \frac{D_v}{a_p r} \sqrt{\frac{2\pi M_w}{RT}} \right)^{-1}$$  \hspace{1cm} (7)

and

$$k'_a = k_a \left( 1 + \frac{k_a}{a_p r \rho_w C_p} \sqrt{\frac{2\pi M_w}{RT}} \right)^{-1},$$  \hspace{1cm} (8)

where $a_p r$ is the thermal accommodation coefficient and $a_w$ is the condensation coefficient, which are assumed to be 0.96 and 1, respectively.

The equilibrium supersaturation of an aqueous droplet, $s_{\text{eq}}$, is computed given by:

$$s_{\text{eq}} = \frac{D_p^3 - D_d^3}{D_p^3 - D_d^3 (1 - \kappa)} \exp \left( \frac{4\sigma_{s/a} M_w}{RT_p \rho_w D_p} \right) - 1,$$  \hspace{1cm} (9)

where $s_{s/a}$ is the surface tension of the particle, $\rho_w$ is the density of water, $D_{dav}$ is the dry aerosol diameter, and $\kappa$ is the effective hygroscopic parameter of the aerosol mixture. We assumed $\kappa = 1$ for the NaCl particles, which each had $D_{dav} = 130$ nm. The equations were solved using the initial value problem solver in the SciPy library.
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