A Regional Approach for Investigation of Temporal Precipitation Changes
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Abstract: Climatic variability is one of the fundamental aspects of the climate. Our scope of knowledge of this variability is limited by unavailable long-term high-resolution spatial data. Climatic simulations indicate that warmer climate increases extreme precipitations but decreases high-frequency temperature variability. As an important climatologic variable, the precipitation is reported by the IPCC to increase in mid and high altitudes and decrease in subtropical areas. On a regional scale, such a change needs spatio-parametric justification. In this regard, a regionalization approach relying on frequency characteristics and parameters of heavy precipitation may provide better insight into temporal precipitation changes, and thus help us to understand climatic variability and extremes. This study introduces the “index precipitation method”, which aims to define hydrologic homogeneous regions throughout which the frequency distribution of monthly maximum hourly precipitations remains the same and, therefore, investigate whether there are significant temporal precipitation changes in these regions. Homogenous regions are defined based on L-moment ratios of frequency distributions via cluster analysis and considering the spatial contiguity of gauging sites via GIS. Regarding the main hydrologic characteristics of heavy precipitation, 12 indices are defined in order to investigate the existence of regional trends by means of t- and Mann–Kendall tests for determined homogenous regions with similar frequency behaviors. The case study of Japan, using hourly precipitation data on 150 gauges for 1991–2010, shows that trends that statistically exist for single-site observations should be regionally proved. Trends of heavy precipitation have region-specific properties across Japan. Homogenous regions beneficially define statistically significant trends for heavy precipitation.
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1. Introduction

Climatic variability has been recognized as an important problem causing fundamental changes to human life, as well as the natural environment [1,2]. In order to address how this variability has developed and will affect available water resources, one of the main climatologic quantities needing to be investigated is precipitation [3–6]. Considering the possible effects of climate change on precipitation, many researchers have analyzed and tested the existence of trends in precipitation using basic statistics and updated data for different parts of the world [7–9]. Although these studies support, on a global scale, the IPCC report [10–12], claiming that precipitation is set to increase in the Northern Hemisphere, mid and high latitudes, but to decrease in subtropical land areas [13] on a local/regional scale, their results are generally of high spatial variation and lack areal support from vicinity sites. In fact, the consistency of calculated hydrologic trends cannot be realistically determined solely by using single-site observations, due to the biases resulting from data-related problems. This problem is more pronounced for the analyses relying on average statistics [14], since average statistics are not highly sensitive to climatic variability [15,16]. Considering that societies and ecosystems are indeed much more vulnerable to extremes compared to averages, a regional approach based on the regional...
frequency behavior of heavy precipitations and a regional trend indicator based on the multitude of trend indices relying on the basic characteristics of heavy precipitation will be more helpful to verify the existence and consistency of a regional trend of precipitation. This should provide better insight into temporal precipitation changes, as well as climatic variability and extremes.

There are many approaches in the literature for the investigation of the spatial pattern of rainfall, relying on mathematical transformations, statistical regressions, or clustering techniques, such as multivariate regression, spatial interpolation, spatial correlation, harmonic analysis, L-moments, principal component analysis, hierarchical and non-hierarchical clustering techniques [17–19]. These approaches use basic basin physiographic and climatic properties for defining the rainfall pattern in a considered area and have been studied by many researchers to obtain a robust methodology that can be applied within a defined homogenous region [20–23]. One of the eminent methodologies in the literature is the index flood method [24,25]. The index flood method derives homogeneous regions based on regional frequency behaviors and uses local statistics to obtain scaled estimations. Therefore, it preserves both the regional frequency behavior and local statistics of observations within the boundary of the homogenous region. It assumes a common dimensionless regional frequency curve along the homogenous region. The product of this regional frequency curve and the index flood, which is generally taken as the mean of the station data, yields an at-site frequency curve for a considered flow section. Since this method is first developed for flood estimations, it is known as the index flood method [18,24]. On the other hand, ordinary clustering approaches directly use site-specific basin or climatic parameters to define homogenous regions; therefore, such classification approaches are generally quite sensitive to the parameters selected and data used and may not be appropriate for the estimation of spatio-temporal trends in such classified regions.

A homogeneous region is defined in such a way that frequency distributions of monthly maximum hourly precipitations statistically identical throughout the region can more realistically reveal temporal changes in heavy precipitations. This will eliminate difficulties with single-site observations, such as the non-existence of long-term data, differences in observation periods, and inhomogeneous data. Heavy precipitation trend indices on such homogenous regions and thereby a regional trend indicator based on these indices will expose a more realistic picture of a study area for the existence of a significant, consistent trend. This study presents the index precipitation method to define hydrologic homogeneous regions and, therefore, to investigate temporal changes on heavy precipitation. In the example of Japan, homogenous regions were delineated so as to get similar frequency behaviors throughout each homogenous region. L-moment estimations of frequency distributions were used for this purpose, since L-moments produce unbiased frequency distributions and are less sensitive to outliers, making analyses of multi-site observations easier. Thereafter, regions with a similar frequency behavior—homogenous regions—were determined using L-moment ratios diagrams. This was achieved by cluster analysis, classifying gauging sites with the same theoretical distribution and then with similar L-moment ratios. Finally, a geographical information system analysis was implemented to differentiate noncontiguous homogenous classes, or more specifically, to get homogenous regions. Regional trends in these regions were then investigated using different precipitation indices, as well as the regional trend index.

2. Study Area and Data

Hourly precipitations from the Japan Meteorological Agency for the period 1991–2010 are used in the analyses. Records of 150 stations, for which consistent and continuous observations are available, are organized in a visual basic environment in order to obtain continuous hourly time series of precipitation records. These time series of single-site records are used in regional trend analyses in order to determine the spatio-temporal pattern of heavy precipitations throughout Japan. Figure 1 shows the locations and spatial distribution of the stations.
The Japan Meteorological Agency digitized precipitation data in 2000, for the full period of operation, which go back to 1900 for some sites [3]. Using annual data, the Japan Meteorological Agency [26] found a slightly decreasing trend in precipitation for the last century. There are also some researches testing long-term trends in hourly, daily, and monthly data, focusing only on the sites with a significant length of records that consist of the digital data after 1961 and the microfilm data before 1960 [3,27,28]. For example, Fujibe et al., (2005) analyzed daily, four-hourly and hourly precipitations for the period 1898–2003. They found an increase in heavy precipitation at a rate of 20–30%, throughout the century. Nonetheless, Fujibe and Yamazaki (2006) emphasize that the data of those analyses include many doubtful records and thus, are insufficient to verify a long-term trend in heavy precipitation. After checking the quality of the daily precipitation data (1901–2004) of the Japan Meteorological Agency, Fujibe and Yamazaki (2006) investigated long-term changes in the heavy precipitation in Japan, for 10 categories of the intensity, frequency and variety indices of heavy precipitation. They found that heavy precipitations have increased mainly in Eastern Japan and observed a pronounced trend generally in autumn.

3. Methodology
3.1. Regional Homogeneity Analysis
3.1.1. The Index Precipitation Method

Accurate estimation of the temporal changes in heavy precipitation may only be possible by developing a regional perspective, which reduces difficulties related to single-site data. In this context, the concept of the homogenous region has long been considered in hydrology, as an area enclosing geographically contiguous stations [29]. Such a homogenous region approach is not successful for hydrologic extremes since the geographical proximity does not warrant a common regional frequency. Although some advanced methods that combine catchment characteristics and proximity-based weights have been suggested in the literature to provide an improved definition of proximity-based homogenous regions [22], their results are generally far from obtaining a regional frequency behavior. A prominent regional approach in the literature is the index flood method. It uses frequency statistics of different sites for the delineation of the homogenous region with an identical frequency distribution [23,30]. Sveinsson et al. (2002) applied the same principle to annual
maximum precipitations of different gauging stations. Their study involves three main steps [18,31,32]. These are the identification of the sites belonging to the homogeneous region, the determination of the regional frequency distribution and the calculation of the site-specific scaling factor, which is usually taken as the mean of the observations in the considered site.

This study recommends a regionalization approach in order to define homogeneous regions for the temporal analysis of the heavy precipitation. It uses the main logic of the index flood method, defining a homogenous region with identical flood frequency distributions, but is developed for the analysis of heavy precipitation. The regionalization approach developed hereby is called The Index Precipitation Method. The method requires that a homogeneous region should satisfy the following conditions. (1) The frequency distributions of the precipitations on different sites are identical and can be represented by a regional frequency function. (2) The frequency parameters of these sites with identical frequency distributions are also identical for different sites and can be represented by their regional estimates. (3) The sites in a homogeneous region need to be geographically contiguous.

The most crucial part of the index precipitation method is the identification of appropriate frequency distributions and distribution parameters for site observations. Reviewing Gutmann (1993) indicated that a regional analysis based on L-moments could provide an improved probability assessment by using a denser spatial network [33]. L-moments are linear combinations of order statistics. They characterize a wide range of frequency distributions, but is developed for the analysis of heavy precipitation. The regionalization approach in order to define homogeneous regions for the temporal analysis of the heavy precipitation. It uses the main logic of the index flood method, defining a homogenous region with identical flood frequency distributions.

The first step of a homogeneity analysis is to remove discordant sites and eliminate them from the regional analysis. The sites whose L-moments are significantly different than

In particular,

$$\beta_r = \frac{1}{n}(n-1)^{-1} \sum_{j=r+1}^{n} r \binom{n}{r} \binom{r+1}{j} x_j = \frac{1}{n} \sum_{j=r+1}^{n} \binom{n}{j} \binom{n-1}{j-1} \binom{n-2}{j-2} \cdots \binom{n-r}{j-r} x_j \tag{3}$$

and the L-moment ratios can be shown in dimensionless L-moment forms as follows.

$$\tau_2 = \frac{\lambda_2}{\lambda_1} \text{ (L – variation)}$$
$$\tau_3 = \frac{\lambda_3}{\lambda_2} \text{ (L – skewness)}$$
$$\tau_4 = \frac{\lambda_4}{\lambda_2} \text{ (L – kurtosis)} \tag{4}$$

where \( \tau_2, \tau_3, \tau_4 \) are alternate measures for the coefficient of variation, the coefficient of skewness and the coefficient of kurtosis, respectively.

The first step of a homogeneity analysis is to remove discordant sites and eliminate them from the regional analysis. The sites whose L-moments are significantly different than
others are identified as discordant sites. A common discordancy measure for detection of multivariate outliers is Wilk’s test given by Equation (5). The sites with \( D_i \geq 3 \) are identified as discordant [31,34].

\[
D_i = \frac{1}{2} (u_i - \bar{u})^T S^{-1} (u_i - \bar{u}) \\
S = \frac{1}{N} \sum_{i=1}^{N} (u_i - \bar{u})(u_i - \bar{u})^T
\]

where;
- \( D_i \): The discordancy measure for the site \( i \)
- \( S \): the covariance matrix of L – moment ratios
- \( u_i = \begin{bmatrix} \tau_{2,i} \\ \tau_{3,i} \end{bmatrix} \) for 2 parameter distributions
- \( u_i = \begin{bmatrix} \tau_{3,i} \\ \tau_{4,i} \end{bmatrix} \) for 3 parameter distributions
- \( \bar{u} \): The mean vector of \( u_i \)
- \( \tau_{r,i} \): The \( r \)th dimensionless L-moment of the site \( i \)

3.1.2. Frequency Distributions and Their L-Moment Estimations

The index precipitation method suggested in this study requires first to define the region throughout which the frequency distributions of observed hydrologic variables are identical. Hosking (1990) showed that L-moments provided the best estimations for frequency parameters. L-moments characterize a wide range of frequency distributions, are more robust for outliers, are more accurate especially for small samples, give less biased estimations, approximate to an asymptotic normal distribution in finite samples [34–36]. L-moment estimations of commonly-used frequency distributions are considered here.

The frequency distributions of Normal (N), Gumbel (Gum) and Exponential (Exp); Lognormal 2 (LN2), Gamma (Gam) and Weibull (W2); Lognormal 3 (LN3), Generalized Pareto (GP), Generalized Extreme Value (GE), Pearson Type 3 (PEIII), Generalized Logistic (GL) are examined in this study. The ratio of the L-skewness coefficient to the L-kurtosis coefficient yields a single value for Normal, Gumbel and Exponential distributions. Lognormal 2 (LN2), Gamma (Gam) and Weibull 2 (W2) distributions are 2 parameter distributions; hence, they are less flexible for defining the sites with similar frequency distributions via L-moment ratios. Due to these deficiencies of the one and two parameter distributions, this study focuses only on the 3 parameter distributions such as Generalized Pareto (GP), Generalized Logistic (GL), Pearson Type 3 (PEIII), Generalized Extreme Value (GE), Lognormal 3 (LN3) distributions. Among these distributions, Generalized Pareto (GP), Generalized Logistic (GL), Pearson Type 3 (PEIII) distributions are considered for the analyses in order to discard similar distributions and keep homogeneous regions larger.

The frequency distributions and L-moments of Generalized Pareto (GP), Generalized Logistic (GL), Pearson Type 3 (PEIII) distributions are given below [34].

Generalized Pareto Distribution

\[
F(x) = 1 - \left[ 1 - \frac{1}{\beta} (x - \alpha) \right]^{\frac{1}{\kappa}} \\
\alpha = 0 \text{ or known} \\
\beta = \lambda_1 (1 + \kappa) \\
\kappa = \frac{\lambda_1}{\lambda_2} - 2
\]

(6)
The theoretical frequency distribution representing site observations is used to determine the best fitting frequency distribution for precipitation observations on the stations having similar hydrologic frequencies [31]. Such an analysis needs first to know the frequency distribution to use for the determination of the theoretical frequency distribution representing site observations. A visual inspection of the distances on the L-moment ratio diagram is subjective for the step identification procedure, the index precipitation method is the identification of the sites that can be statistically assumed as having an identical frequency distribution. Here, L-moment ratio diagrams are suggested to use for the determination of the theoretical frequency distribution representing site observations. A visual inspection of the distances on the L-moment ratio diagram is subjective for finding the frequency distributions best fitting to the observations, therefore Euclidean distances can be used practically and effectively. For a considered site \( i \), the frequency distribution that gives the minimum average weighted distance (AWD in Equation (9)) can be considered as the best fitting frequency distribution for precipitation observations on that site [37,38]. This analysis is repeated until all sites are assigned into their best fitting frequency distribution classes, once discordant sites are refined by the discordancy test in Equation (5) or any outlier removing techniques in literature.

\[
F(x) = \left\{ 1 + \left(1 - \frac{x - \alpha}{\beta} \right)^{1/\kappa} \right\}^{\kappa-1}; \kappa \neq 0
\]

\[
\alpha = \lambda_1 - \beta \kappa
\]

\[
\beta = \sqrt{\pi} \lambda_2 \frac{\Gamma(k)}{\Gamma(k+0.5)}
\]

\[
\kappa = \begin{cases} 
1+0.29065; & \text{if } \frac{1}{3} \leq |\tau_3| < 1 \\
+0.18822+0.04427; & \text{if } |\tau_3| < \frac{1}{3} \\
0.36067-0.59627^2+0.25361^3; & \text{if } 1/3 \leq |\tau_3| < 1 \\
1-2.78861+2.5606965^2-0.77045^2; & \text{if } |\tau_3| \leq 1 
\end{cases}
\]

The variables in Equations (7)–(9) are defined below.

- \( F(x) \): Cumulative frequency distribution.
- \( \alpha, \beta \) and \( \kappa \): The parameters of the frequency distributions.
- \( \lambda_1 \) and \( \lambda_2 \): The first and second order L-moments
- \( \Gamma(k) \): Gamma function

3.1.3. Delineation of Homogenous Regions

A widely accepted approach for the regional homogeneity is to delineate the stations having similar hydrologic frequencies [31]. Such an analysis needs first to know the frequency behaviors of site observations. The method of L-moments provides, at this point, a novel approach for deciding the type of the frequency distribution of a hydrologic variable for a considered site. Since there is a distinct relationship between the L-moment ratios of observations for various theoretical frequency distributions, L-moment ratio diagrams can be beneficially used to decide the type of the theoretical frequency distribution of site observations. In L-moment ratio diagrams, for 2 parameter distributions, L-variation and L-skewness coefficients and for 3 parameter distributions, L-skewness and L-kurtosis coefficients are plotted reciprocally. Based on these L-moment ratio diagrams, the theoretical frequency distribution of a site is determined by finding the best fitting frequency distribution [23].

This study recommends a 3-step identification procedure, the index precipitation method, for determination of homogeneous regions. The first step of the index precipitation method is the identification of the sites that can be statistically assumed as having an identical frequency distribution. Here, L-moment ratio diagrams are suggested to use for the determination of the theoretical frequency distribution representing site observations. A visual inspection of the distances on the L-moment ratio diagram is subjective for finding the frequency distributions best fitting to the observations, therefore Euclidean distances can be used practically and effectively. For a considered site \( i \), the frequency distribution that gives the minimum average weighted distance (AWD in Equation (9)) can be considered as the best fitting frequency distribution for precipitation observations on that site [37,38]. This analysis is repeated until all sites are assigned into their best fitting frequency distribution classes, once discordant sites are refined by the discordancy test in Equation (5) or any outlier removing techniques in literature.

\[
d_i = \sqrt{(\tau_3 - \tau_3^*)^2 + (\tau_4 - \tau_4^*)^2}
\]

\[
AWD = \frac{\sum_{i=1}^{n} n_i d_i}{\sum_{i=1}^{n} n_i}
\]
where,

\( AWD \): The average weighted distances

\( i \): Index for sites

\( N \): The number of sites

\( n_i \): The number of the observations at the site \( i \),

\( d_i \): The distance between the L-moment ratios of the theoretical distributions and observations for the site \( i \),

\( \tau_{3,i}, \tau_{4,i} \): the 3rd and 4th dimensionless L-moments of site observations

\( \hat{\tau}_{3,i}, \hat{\tau}_{4,i} \): the 3rd and 4th dimensionless L-moments of a considered theoretical distribution.

The second step of the index precipitation method is the determination of the sites that can be represented by regional parameters. For the sites that have an identical precipitation frequency distribution, determined at the first step, the Cluster Analysis provides a simple tool that can further classify the sites with an identical frequency distribution into the classes with a closely similar behavior. Accordingly, for the sites with an identical frequency distribution, the sites that have similar L-moment parameter estimations \( \alpha_i, \beta_i, \kappa_i \) are classified into the same homogenous class. The similarity here is defined by Euclidean Distances between L-moment parameter estimations for different sites (Equation (10)). For Euclidean Distance calculations, the standardized values of the parameter estimations \( \alpha_i, \beta_i, \kappa_i \) make possible to give equal importance to each parameter. A hierarchical classification classifies each site into a closest class, at each hierarchical step. Calculations are conducted until all sites with the identical distribution are classified into one single class. However, final homogenous classes are determined by considering only the significant number of hierarchical steps after which the distances between classes or sites increase significantly.

\[
\begin{align*}
  d_{i,j} &= \sqrt{(\alpha_i - \alpha_j)^2 + (\beta_i - \beta_j)^2 + (\kappa_i - \kappa_j)^2} \\
\end{align*}
\]  

Equation (10)

where;

\( d_{i,j} \): The Euclidean Distance between L-moment parameters of the sites \( i \) and \( j \)

\( \alpha_i, \beta_i, \kappa_i \): L-moment parameters of the frequency distribution of the site \( i \)

\( \alpha_j, \beta_j, \kappa_j \): L-moment parameters of the frequency distribution of the site \( j \)

The third and last step of the index precipitation method is the delineation of geographically contiguous sites, regarding homogenous classes determined in the steps 1 and 2. If the sites with both the identical frequency distribution and similar L-moment parameters are spatially contiguous, the area delineating these sites are defined as a homogenous region. Thiessen polygon analysis or any other interpolation techniques that consider topography or basin physiographic parameters can be used for the delineation process, conveniently via Geographical Information System –GIS– analyses. Once homogenous regions are delineated, they can be tested by any methods in the literature. Here, the regional homogeneity test of Hosking and Wallis (1993, 1997) is suggested relying on the advantages of L-moment methods (see Section 3.1.4). For tested homogenous regions, the regional parameters may be calculated by taking the weighted means (by the length of the observations, \( n_i \)) of the distribution parameters \( \alpha_j, \beta_j, \kappa_j \) in each homogenous region.

3.1.4. Test of Homogenous Regions

Contrary to traditional single-site hydrologic analyses, a regional analysis needs multi-site observations of hydrologic quantities. For a delineated homogenous region, a regional model overcomes the difficulties came up with the data and irregular sampling interval. A fundamental assumption for the most of the regional analyses is “regional homogeneity”, which defines a region throughout which considered hydrologic properties
remain unchanged. Hosking and Wallis (1993, 1997) suggests the following test of regional homogeneity, relying on L-moment ratios.

\[
H_r = \frac{V_r - \bar{V}_r}{\sigma_{Vr}}; \quad r = 1, 2, 3
\]

\[
V_1 = \frac{\sum_{i=1}^{N} n_i (\tau_{2,i} - \bar{\tau}_2)^2}{\sum_{i=1}^{N} n_i}
\]

\[
V_2 = \frac{\sum_{i=1}^{N} n_i [(\tau_{2,i} - \bar{\tau}_2)^2 + (\tau_{3,i} - \bar{\tau}_3)^2]^{1/2}}{\sum_{i=1}^{N} n_i}
\]

\[
V_3 = \frac{\sum_{i=1}^{N} n_i [(\tau_{3,i} - \bar{\tau}_3)^2 + (\tau_{4,i} - \bar{\tau}_4)^2]^{1/2}}{\sum_{i=1}^{N} n_i}
\]

where;

\( i \): index for sites

\( N \): The number of sites

\( n_i \): Sample size for the site \( i \)

\( \tau_{2,i}, \tau_{3,i}, \tau_{4,i} \): The 1th, 2nd, and 3rd L-moment ratios for the site \( i \) (see Equation (4))

\( \bar{\tau}_2, \bar{\tau}_3, \bar{\tau}_4 \): The means of \( \tau_{2,i}, \tau_{3,i}, \tau_{4,i} \) in a considered homogenous region.

\( \bar{V}_r \): The regional mean of the parameter \( V_r \)

\( \sigma_{Vr} \): The regional standard deviation of the parameter \( V_r \)

\( H_r \): Heterogeneity Measure

According to the test, if \( H_r \leq 1 \) then the region is acceptably homogenous; if \( 1 \leq H_r \leq 2 \) then the region is possibly heterogenous; if \( H_r \geq 2 \) then the region is definitely heterogeneous.

3.2. Trend Analyses on Homogenous Regions

3.2.1. Trend Indices

The Intergovernmental Panel on Climate Change [13] reports that climate change should be primarily addressed by the changes in the precipitation, the changes in the climate extremes, the internal consistencies of observed trends and the speed of the changes, as well as the other temperature and atmospheric/oceanographic circulation related changes [39]. Investigation of these changes suffer from the following facts; A rise in the mean is not necessarily related to a rise in the extremes; A change in the mean may cause a shift in the distribution and thus may have a major impact on the society and ecosystem [40]; Hydrologic temporal changes cannot be realistically determined solely by using single-site observations, and should be regionally consistent. These facts demand regional studies that focus on climatic extremes, and further investigations of daily/hourly data [41,42].

The IPCC Third Assessment Report also points out that the difficulties related to global data hamper the studies on climatic changes and urge to develop climate indicators [13]. Traditionally, the studies related to the changes on climatic extremes focus on single-site monthly, seasonal or annual data. However, a single-site data rarely gives a significant proof on the existence of climatic changes unless there is a long-term observation and it is supported by surrounding hydrologic observations. In other words, the classical trend analysis of single-site observations cannot accurately detect hydrologic changes on heavy precipitations. Instead, a regional analysis relying on the precipitation indices that characterize heavy precipitations provides more robust tool for investigation of temporal precipitation changes and thus climate variabilities.

This study recommends 12 indices to potentially cover all expects of the temporal change in hourly precipitation. Once \( I_1, I_2, \ldots, I_{12} \) indices are estimated for the same months of subsequent years and organized in time series for a homogenous region considered,
the existence of a significant trend on heavy precipitations can be verified by \( t \) and Mann-Kendall Tests in Section 3.2.2.

\[
\begin{align*}
I_1 &= \frac{1}{m n} \sum_{i=1}^{m} \sum_{t=1}^{n} P_i(t) \\
I_2 &= \max \left( \frac{\sum_{t=1}^{n} P_1(t)}{n}, \frac{\sum_{t=1}^{n} P_2(t)}{n}, \ldots, \frac{\sum_{t=1}^{n} P_m(t)}{n} \right) \\
I_3 &= \max(P_i(t); \ i = 1 \text{ to } m; \ t = 1 \text{ to } n) \\
I_4 &= \frac{1}{m} \sum_{i=1}^{m} \max(P_i(t); \ t = 1 \text{ to } n) \\
I_5 &= \frac{1}{m} \sum_{i=1}^{m} P_i^+ \\
I_6 &= \max \left( \frac{P_1^+}{n}, \frac{P_2^+}{n}, \ldots, \frac{P_m^+}{n} \right) \\
I_7 &= \frac{1}{m} \sum_{i=1}^{m} P_i^+ \\
I_8 &= \max \left( \frac{P_1^\ast}{n}, \frac{P_2^\ast}{n}, \ldots, \frac{P_m^\ast}{n} \right) \\
I_9 &= \frac{1}{m} \sum_{i=1}^{m} \frac{PV_i}{n} \\
I_{10} &= \max \left( \frac{PV_1}{n}, \frac{PV_2}{n}, \ldots, \frac{PV_m}{n} \right) \\
I_{11} &= \frac{1}{m} \sum_{i=1}^{m} \frac{PV_i}{n} \\
I_{12} &= \max \left( \frac{PV_1^\ast}{n}, \frac{PV_2^\ast}{n}, \ldots, \frac{PV_m^\ast}{n} \right)
\end{align*}
\]

(12)

where;

- \( m \) is the number of the stations in the considered homogenous region
- \( n \) is the number of the hours in the considered month
- \( i \) is the index of station
- \( t \) is the index of time (hours)
- \( P_i(t) \) is the precipitation for time \( t \) and site \( i \) (mm/hour).
- \( P_i^+ \) is the number of the rainy hours
- \( P_i^\ast \) is the number of the rainy hours for which \( P_i \geq \tilde{P}_i \). Where \( \tilde{P}_i \) is the precipitation corresponding to \( \alpha \) significance level for the frequency distribution fitted to hourly precipitations for the considered month \( \tau \).
- \( PV_i \) is the precipitation of the rainy hours for \( P_i \geq \tilde{P}_i \) (i.e., extreme precipitations)
- \( PV_i^\ast \) is the length of the maximum wet period in the considered month \( \tau \) (hours)
- \( I_1 \): the mean hourly precipitation in the homogenous region considered
- \( I_2 \): The regional maximum of the mean hourly precipitations.
- \( I_3 \): The regional maximum of the observed hourly precipitations.
- \( I_4 \): The regional mean of the observed maximum hourly precipitation in the sites.
- \( I_5 \): The regional mean of the rainy hours in a month
- \( I_6 \): The regional maximum of rainy hours in a month
- \( I_7 \): The regional mean of the rainy hours (in a month) with extreme precipitation
- \( I_8 \): The regional maximum of the rainy hours (in a month) with extreme precipitation
- \( I_9 \): The regional mean of the extreme precipitations in a month
- \( I_{10} \): The regional maximum of the extreme precipitations in a month
- \( I_{11} \): The regional mean of the length of maximum wet period for a considered month \( \tau \)
- \( I_{12} \): The regional maximum of the length of maximum wet period for a considered month \( \tau \)
The regional trend index (RTI) defined by Equation (13) is used to verify regional trends on the heavy precipitation. The regional trend index indicates the percentage of $I_1, I_2, \ldots, I_{12}$ indices for which there are statistically significant trends.

$$RTI = \frac{1}{12} \sum_{j=1}^{12} TI$$

where;

$RTI$: The regional trend index
$TI$: The number of the $I_1, I_2, \ldots, I_{12}$ indices with a significant trend.

### 3.2.2. Trend Tests

Trend tests determine if a random variable changes over the time. They are valuable especially for estimation of possible effects of the climate change [43]. The statistical significance of a calculated trend can be decided by parametric or non-parametric tests. While parametric tests assume that the random variable is normally distributed, non-parametric tests rely on order statistics and do not take the frequency distribution into account. $t$-test (parametric) and Mann Kendall test (non-parametric) are powerful tests and can be interchangeably used in the practice. $t$-test provides better results than Mann Kendall tests when the frequency distribution is normal, however Mann Kendall test is powerful when the frequency distribution is skewed [43]. Both $t$ test and Mann-Kendall test are used in this study in order to test the existence of significant trends in precipitation indices and thus on heavy precipitations throughout homogenous regions determined.

The $t$-test with the $(n-2)$ degree of freedom tests the hypothesis $H_0: \hat{r} = 0$ vs. $H_1: \hat{r} \neq 0$ to verify if a statistically significant trend exists for a confidence level $\alpha$ [44]. The $H_0$ hypothesis is rejected when $t < t_{cr,\alpha/2}$.

$$t = r \sqrt{\frac{n-2}{1-r^2}}$$

where;

$n$ is the sample size
$r$ is the coefficient of correlation
$t_{cr,\alpha/2}$ is the critical $t$ value for the confidence level $\alpha/2$.

Mann-Kendall Test uses order statistics of observations. For a precipitation series $p(1), p(2), \ldots, p(n)$, Mann-Kendall statistic is given by Equation (15).

$$S = \sum_{k=1}^{n-1} \sum_{j=k+1}^{n} sign[p(j) - p(k)]$$

$$sign[p(j) - p(k)] = \begin{cases} 1 & \text{if } p(j) - p(k) > 0 \\ 0 & \text{if } p(j) - p(k) = 0 \\ -1 & \text{if } p(j) - p(k) < 0 \end{cases}$$

It is known that the $z$ statistic given by Equation (16) follows a standard normal distribution. Therefore, the $z$ statistic can be used for testing the null hypothesis of “there is no trend”. The null hypothesis $H_0 : S = 0$ vs. $H_1 : S \neq 0$ is rejected, if $z > z_{\alpha/2}$ for the confidence level $\alpha/2$.

$$z = \begin{cases} \frac{(S-1)}{\sigma_s} & \text{for } S > 0 \\ 0 & \text{for } S = 0 \\ \frac{(S+1)}{\sigma_s} & \text{for } S < 0 \end{cases}$$

$$\sigma_s = \sqrt{\frac{n(n-1)(2n+5) - \sum_{k=1}^{n} I_k(I_k-1)(2I_k+5)}{18}}$$
where:

\[ t_k \] is the number of the tied observations (a set of sample data with same value) in the \( k \) th group

\[ g \] is the number of the tied groups

\[ \sigma_s \] is the standard deviation of \( S \) statistic

4. Application and Results

The hourly precipitations of 150 gauging sites from Japan Meteorological Agency are organized in time series for the period 1991–2010. To have a base for the regional trend analyses and to see how calculated trends on the single sites are regionally consistent, an initial trend analysis is implemented for monthly maximum precipitations—i.e., maximum hourly precipitations in subsequent months.

Both the \( t \)-test and Mann Kendall tests are used to see if there are significant trends on monthly maximum precipitations. Test results are given in Table 1 for the sites with statistically significant trends. The results show that monthly maximum precipitations may have trends for the sites 575, 585, 616, 622, 836, 940. Out of 150 sites, only the sites 585, 616, 940 have passed both of the trend tests.

Table 1. Resultant statistics of the trend analyses of the maximum hourly precipitations on the observation sites for 1991–2010 (the \( t \)-test and Mann-Kendall test are used to test the existences of significant trends for 0.95 confidence level).

| Sites   | 575 | 585 | 616 | 622 | 836 | 940 |
|---------|-----|-----|-----|-----|-----|-----|
| \( b \) | 0.011 | 0.023 | 0.020 | 0.020 | 0.040 | 0.035 |
| \( t \) values | * | 2.266 | 2.090 | 2.370 | 1.961 | 2.464 |
| \( z \) values | 1.989 | 2.093 | 1.537 | * | * | 1.963 |

* there is no statistically significant trend for this site, based on the test used; \( b \): regression coefficient; \( t \): \( t \) statistics (see Equation (14)); \( z \): \( z \) statistic (see Equation (16)).

Another prior analysis on single-site observations is implemented directly for hourly precipitation data. Contrary to the monthly maximum precipitations, the hourly precipitations of many sites appear to have significant trends, though the \( t \)-test and Mann Kendall tests give slightly different results. Figure 2 shows statistically significant positive and negative trends in hourly precipitations of single-site observations through Japan. The sites in high and low latitude regions have mainly negative trends, while the sites of middle latitude inner regions have positive trends.

For the sites 402 and 575, which give respectively the highest negative and positive \( t \) scores, the considered lengths of hourly precipitation series are changed systematically (by 3 months) to see if \( t \)-scores change by the length of the series considered (Figure 3a). Moreover, in order to see the effect of different observation periods on \( t \)-scores, the time spans of the observations are changed systematically so as to have subseries on different time periods of whole length of the hourly series. For 26,280 h, 52,560 h and 78,840 h (i.e., 3, 6 and 9 years) series lengths, the subseries are so created that the time inceptions are systematically increased by 8640 h (approximately 1 year). Figure 3b–d shows the change of \( t \)-scores by these subseries of different observation periods, respectively for 26,280 h, 52,560 h and 78,840 h length series. This analysis indicated that the \( t \)-score therefore the acceptance of a trend hypothesis highly depends on the length of series. The lengthier series, more accurate the estimations on trend analyses. The considered periods of the observations are also vital to decide to the existence of a statistically significant trend, especially for small size series. For larger series, the difference between the \( t \)-statistic and critical \( t \)-values is getting larger, this helps us to clarify if there is a statistically significant trend.
Figure 2. Trends in hourly precipitations for 1991–2010 (trends approved by both the t-test and Mann-Kendall test for 0.95 confidence level).

Figure 3. Sampling behaviors of the t-statistic for hourly precipitations with different length of series. (a) shows the change of the t-scores by the length of series. (b–d) shows the effect of the different observation periods on the t-scores, corresponding to the different time spans of the observations, shifted systematically by 8640 h, for 26,280 h, 52,560 h and 78,840 h length series, respectively.

For single-site observations, the existence of trend is also investigated for monthly maximum precipitations of the same months of subsequent years, regarding that climatic extremes are more sensitive to climatic changes. The monthly maximum precipitation series are organized into 12 new time series, representing months. Both the t-test and Mann Kendall tests are used to test these data series for possible trends. The sites with significant trends are given in Figure 4. According to Figure 4, some sites have significant trends for
some months, nonetheless no general pattern can be seen and proves a consistent trend supported by multi stations, geographically contiguous.

Figure 4. Trends in monthly maximum precipitations for the same months along 1991–2010 (Trends approved by both the t-test and Mann Kendall test for 0.95 confidence level).
These prior analyses confirmed that trend analyses are highly sensitive to the length of series, observation period and the type of the test applied. The calculated trends lack geographical consistency and generally consider only a single statistic (e.g., maximum, mean etc.) of heavy precipitation. These facts demand regional studies that focus on climatic extremes, and further investigations of hourly data [3,41]. The need for further investigation on multi-station trend analysis has created the main motivation for this study.

Aiming to develop a regional approach for investigation of a regional trend on heavy precipitations, this study introduces “the index precipitation method”, which defines a hydrologic homogeneous region with an identical frequency distribution of multi-site observations in order to verify the existence of a regional trend on heavy precipitations via various precipitation indices.

The index precipitation method needs a preliminary effort to refine discordant gauging sites. Two methods are applied to decide on discordant stations. The first one is Wilk’s test in Equation (5), for which the sites with \( D_i \geq 3 \) are identified as discordant. The second one is Euclidean Distances between L-moment ratios of observations and theoretical distributions. This method considers the sites with comparably high distances as outlier sites. For a specific month, the breaking point on a graph of the sites vs. relevant distances (in increasing order) give the critical distance for the outliers. Calculated discordant (outlier) sites are given in Table 2.

Table 2. Discordancy Analyses for the period of 1991–2010 (The discordant stations are the sites for which Discordancy Measure \( D_i \) of Wilks’s test are \( \geq 3 \) or for which Euclidean Distances \( \text{d}_{\text{min}} \) between the L-moment ratios of the observations and theoretical distributions are—considerably high compared to the rest of the data set—larger than the critical distance for that month).

| Station | \( \text{d}_{\text{min}} \) | Station | \( D \) | \( \text{d}_{\text{min}} \) | Station | \( D \) | \( \text{d}_{\text{min}} \) | Station | \( D \) | \( \text{d}_{\text{min}} \) | Station | \( D \) | \( \text{d}_{\text{min}} \) | Station | \( D \) | \( \text{d}_{\text{min}} \) | Station | \( D \) |
|---------|----------------|---------|------|----------------|---------|------|----------------|---------|------|----------------|---------|------|----------------|---------|------|----------------|---------|------|----------------|---------|------|
| 622     | 0.167          | 784     | 5.525| 666            | 0.182   | 413  | 7.802          | 401     | 0.184| 401           | 9.586   | 612  | 0.149          | 684     | 4.342|                   |          |      |                   |          |      |
| 784     | 0.166          | 512     | 4.671| 653            | 0.171   | 636  | 6.138          | 640     | 0.143| 740           | 7.453   | 769  | 0.127          | 675     | 4.272|                   |          |      |                   |          |      |
| 672     | 0.154          | 585     | 4.425| 742            | 0.150   | 776  | 5.695          | 656     | 0.119| 430           | 6.164   | 670  | 0.123          | 651     | 4.216|                   |          |      |                   |          |      |
| 817     | 0.153          | 898     | 4.293| 424            | 0.118   | 567  | 4.872          | 942     | 0.118| 626           | 5.252   | 622  | 0.116          | 605     | 3.635|                   |          |      |                   |          |      |
| 780     | 0.134          | 762     | 4.212| 819            | 0.116   | 653  | 4.190          | 750     | 0.104| 741           | 4.343   | 651  | 0.104          | 893     | 3.605|                   |          |      |                   |          |      |
| 766     | 0.131          | 440     | 4.175| 570            | 0.111   | 895  | 3.961          | 754     | 0.103| 899           | 4.334   | 893  | 0.095          | 662     | 3.498|                   |          |      |                   |          |      |
| 649     | 0.105          | 672     | 3.767| 631            | 0.110   | 666  | 3.942          | 831     | 0.096| 784           | 4.043   | 768  | 0.091          |          |      |                   |          |      |                   |          |      |
| 626     | 0.104          | 815     | 3.566| 822            | 0.110   | 837  | 3.840          | 610     | 0.094| 656           | 3.902   | 755  | 0.085          |          |      |                   |          |      |                   |          |      |
| 616     | 0.101          |         |      | 421            | 0.097   | 742  | 3.146          | 597     | 0.077|               | 662     | 0.068|                   |          |      |                   |          |      |                   |          |      |
| 674     | 0.095          |         |      | 636            | 0.077   |      |               | 612     | 0.061|               | 657     | 0.062|                   |          |      |                   |          |      |                   |          |      |
| 618     | 0.082          |         |      | 585            | 0.060   |      |               | 767     | 0.060|               |          |      |                   |          |      |                   |          |      |                   |          |      |
| 654     | 0.077          |         |      | 592            | 0.052   |      |               | 830     | 0.055|               |          |      |                   |          |      |                   |          |      |                   |          |      |
|         |                |         |      |                |         |      |               |          |      |                   |          |      |                   |          |      |                   |          |      |                   |          |      |
| 5th Month|                   |          |      |                |         |      |               |          |      |                   |          |      |                   |          |      |                   |          |      |                   |          |      |
| 6th Month|                   |          |      |                |         |      |               |          |      |                   |          |      |                   |          |      |                   |          |      |                   |          |      |
| 7th Month|                   |          |      |                |         |      |               |          |      |                   |          |      |                   |          |      |                   |          |      |                   |          |      |
| 8th Month|                   |          |      |                |         |      |               |          |      |                   |          |      |                   |          |      |                   |          |      |                   |          |      |
Table 2. Cont.

| Station | 5th Month | 6th Month | 7th Month | 8th Month |
|---------|-----------|-----------|-----------|-----------|
|         | d_{\text{min}} | Station | D | Station | d_{\text{min}} | Station | D | Station | d_{\text{min}} | Station | D |
| 411     | 0.073     | 831      | 0.080   | 595      | 0.062     |
| 672     | 0.071     | 423      | 0.076   | 404      | 0.054     |
| 512     | 0.070     | 654      | 0.070   | 656      | 0.053     |
| 831     | 0.070     | 581      | 0.070   |           |           |
| 598     | 0.068     | 582      | 0.066   |           |           |
| 648     | 0.063     |           |         |           |           |
| 663     | 0.060     |           |         |           |           |
| 940     | 0.058     |           |         |           |           |
| 636     | 0.040     |           |         |           |           |

| Station | 9th Month | 10th Month | 11th Month | 12th Month |
|---------|-----------|------------|------------|------------|
|         | d_{\text{min}} | Station | D | Station | d_{\text{min}} | Station | D | Station | d_{\text{min}} | Station | D |
| 574     | 0.257     | 574       | 6.647     | 632       | 0.187     | 620 | 6.130     | 592 | 0.159     | 675 | 5.012     |
| 830     | 0.211     | 584       | 4.482     | 620       | 0.165     | 604 | 5.897     | 624 | 0.154     | 626 | 4.679     |
| 822     | 0.167     | 830       | 4.453     | 784       | 0.162     | 435 | 4.899     | 807 | 0.153     | 807 | 4.344     |
| 584     | 0.148     | 822       | 4.163     | 759       | 0.148     | 800 | 4.584     | 836 | 0.149     | 575 | 4.031     |
| 610     | 0.115     | 632       | 3.937     | 815       | 0.132     | 767 | 3.817     | 424 | 0.145     | 592 | 4.009     |
| 423     | 0.114     | 654       | 3.583     | 420       | 0.116     | 617 | 3.649     | 616 | 0.130     | 424 | 3.982     |
| 766     | 0.112     | 440       | 3.363     | 624       | 0.111     | 815 | 3.418     | 626 | 0.126     | 651 | 3.837     |
| 626     | 0.110     | 653       | 3.150     | 607       | 0.106     | 632 | 3.342     | 822 | 0.100     | 836 | 3.825     |
| 817     | 0.105     | 598       | 0.094     | 612 | 3.293 | 823 | 0.088 | 588 | 3.208 | 404 | 0.128 | 581 | 4.048 |
| 426     | 0.105     | 433       | 0.085     | 759 | 3.277 | 769 | 0.080 | 838 | 0.109 | 741 | 3.914 |
| 648     | 0.105     | 829       | 0.081     | 420 | 3.201 | 675 | 0.075 | 835 | 0.083 | 588 | 3.096 |
| 512     | 0.093     | 604       | 0.068     | 420 | 3.201 | 675 | 0.075 | 835 | 0.083 | 588 | 3.096 |
| 741     | 0.093     | 893       | 0.057     | 590 | 0.045 | 827 | 0.076 | 682 | 0.070 | 893 | 0.057 |

The index precipitation method requires a three-step verification for delineation of a homogeneous region. As a first step, in order to define the sites with identical frequency distributions of maximum hourly precipitations, L-moment ratios of the site observations and theoretical distributions were calculated. Based on the L-moment ratio diagram, distances between the L-moment ratios of the observations and theoretical distributions were calculated. The frequency distributions best fitting to hourly precipitations were then investigated by means of the AWD measure in Equation (9). The L-moment ratios—L skewness/L kurtosis—of the 150 sites and the L-moment ratios of Generalized Pareto (GP), Generalized Logistic (GL) and Pearson Type 3 (PEIII) distributions are plotted in Figure 5. Both the discordant sites and the sites with identical frequency distributions are shown in the Figure 5.

The second step of the index precipitation method requires to determine the sites with identical regional parameters, for the same frequency distribution sites. Hierarchical Clustering was applied to further classify the sites with an identical frequency distribution into the sites with similar frequency distribution parameters. Euclidean Distances between the frequency parameters $\alpha_i$, $\beta_i$, $\kappa_i$ were used to define the similarities for each month via Equation (10).

The significant numbers of hierarchical levels were decided based on the graphs of Euclidean distances vs. hierarchical steps, by finding the step after which the graph begins to level off. The obtained homogenous classes through which $\alpha_i$, $\beta_i$, $\kappa_i$ are statistically identical are given in Table 3. Where, $n$ is the number of the sites in homogenous classes.
The third step of the index precipitation method was implemented by delineating homogenous classes into geographically contiguous homogeneous regions. Thiessen polygon method was used for this purpose. Each of the calculated homogenous regions therefore provided the assumptions of (1) identical frequency distribution, (2) identical frequency distribution parameters, (3) geographically continuity. The homogenous regions are shown in Figure 6.

Defining hydrologic characteristics of heavy precipitations, the 12 indices given in Equation (11) were used to verify the existence and consistency of the regional trends on the homogenous regions. For each homogenous region, the estimates of 12 indices were organized in time series of same months. Regional trends were tested for the homogenous regions by the $t$-test and Mann Kendall tests. The $t$ and $z$ values are given in Table 5.

---

Figure 5. L-moment ratio diagrams (Graphs show fitness of the L-moment ratios of the 150 sites and different theoretical distributions such as Generalized Parteo GP, Generalized Logistic GL and Pearson Type 3 PEIII distributions).
### Table 3. Statistics of the probabilistic distribution parameters in homogeneous classes (Calculated by Equations (6)–(8)).

| Month | Class | Generalized Pareto |   | Generalized Logistic |   | Pearson Type III |   |
|-------|-------|---------------------|---|----------------------|---|-------------------|---|
|       |       | n | Mean | Std Dev | n | Mean | Std Dev | n | Mean | Std Dev |
|       |       | | | | | | | | | |
| 1     | 1     | 12 | 1.565 | 2.565 | 0 | 0.242 | 0.242 | 0 | 0.242 | 0.242 |
| 1     | 2     | 14 | 2.387 | 3.387 | 0 | 0.198 | 0.198 | 0 | 0.198 | 0.198 |
| 1     | 3     | 0.939 | 1.939 | 0 | 0.122 | 0.122 | 0 | 0.122 | 0.122 |
| 1     | 4     | 0.363 | 1.363 | 0 | 0.218 | 0.218 | 0 | 0.218 | 0.218 |
| 2     | 0     | 5.412 | 6.412 | 0 | 0.035 | 0.035 | 0 | 0.035 | 0.035 |
| 2     | 1     | 14 | 1.443 | 2.443 | 0 | 0.176 | 0.176 | 0 | 0.176 | 0.176 |
| 2     | 3     | 0.713 | 1.713 | 0 | 0.259 | 0.259 | 0 | 0.259 | 0.259 |
| 2     | 4     | 2.182 | 3.182 | 0 | 0.221 | 0.221 | 0 | 0.221 | 0.221 |
| 3     | 1     | 4.689 | 5.689 | 0 | 0.026 | 0.026 | 0 | 0.026 | 0.026 |
| 3     | 2     | 2.830 | 3.830 | 0 | 0.104 | 0.104 | 0 | 0.104 | 0.104 |
| 4     | 7     | 3.774 | 4.774 | 0 | 0.249 | 0.249 | 0 | 0.249 | 0.249 |
| 7     | 2     | 5.688 | 6.688 | 0 | 0.354 | 0.354 | 0 | 0.354 | 0.354 |
| 3     | 1     | 2.442 | 3.442 | 0 | 0.340 | 0.340 | 0 | 0.340 | 0.340 |
| 3     | 17    | 1.314 | 2.314 | 0 | 0.320 | 0.320 | 0 | 0.320 | 0.320 |
| 3     | 11    | 3.849 | 4.849 | 0 | 0.469 | 0.469 | 0 | 0.469 | 0.469 |
| 4     | 3     | 2.863 | 3.863 | 0 | 0.031 | 0.031 | 0 | 0.031 | 0.031 |
| 5     | 1     | 2.473 | 3.473 | 0 | 0.076 | 0.076 | 0 | 0.076 | 0.076 |
| 5     | 15    | 1.216 | 2.216 | 0 | 0.145 | 0.145 | 0 | 0.145 | 0.145 |
| 5     | 10    | 1.823 | 2.823 | 0 | 0.205 | 0.205 | 0 | 0.205 | 0.205 |
Table 3. Cont.

| Month | Class | Generalized Pareto | Generalized Logistic | Pearson Type III |
|-------|-------|---------------------|----------------------|------------------|
|       | n     | Mean | Std Dev | n | Mean | Std Dev | n | Mean | Std Dev | n | Mean | Std Dev |
|       | α    | k    | β      | α | k | β     | α | k | β     | α | k | β     | α | k | β     |
| 6     | 17   | 0.908 | 0.205 | 0.258 | 0.019 | 0.033 | 0.028 | 7 | 0.269 | 1.596 | 0.496 | 0.112 | 0.526 | 0.145 |
| 5     | 19   | 0.843 | 0.323 | 0.258 | 0.032 | 0.039 | 0.030 | 6 | -0.269 | 6.235 | 0.206 | 0.138 | 0.760 | 0.030 |
| 6     | 5    | 0.917 | 0.262 | 0.178 | 0.007 | 0.018 | 0.010 | 4 | -0.302 | 9.193 | 0.143 | 0.153 | 0.762 | 0.024 |
| 4     | 6    | 0.971 | 0.080 | 0.229 | 0.009 | 0.035 | 0.044 | 7 | 0.173 | 3.678 | 0.224 | 0.209 | 0.651 | 0.044 |
| 5     | 4    | 0.762 | -0.460 | 0.242 | 0.015 | 0.037 | 0.037 | 3 | -0.605 | 12.560 | 0.130 | 0.269 | 1.032 | 0.033 |
| 6     | 2    | 0.846 | -0.501 | 0.133 | 0.024 | 0.053 | 0.001 | 7 | 0.188 | 2.114 | 0.442 | 0.296 | 1.053 | 0.184 |
| 7     | 2    | 0.687 | 1.687 | 0.318 | 0.075 | 0.251 | 0.048 | 15 | 0.829 | 1.794 | 0.170 | 0.077 | 0.907 | 0.049 |
| 6     | 3    | 2.736 | 3.736 | 0.207 | 0.207 | 0.157 | 15 | 0.931 | 1.644 | 0.157 | 0.057 | 0.907 | 0.049 |
| 8     | 15   | 0.829 | -0.325 | 0.278 | 0.039 | 0.033 | 0.042 | 18 | 0.015 | 3.390 | 0.381 | 0.180 | 2.027 | 0.178 |
| 10    | 25   | 0.897 | -0.215 | 0.278 | 0.021 | 0.026 | 0.048 | 7 | -0.912 | 13.642 | 0.142 | 0.442 | 2.953 | 0.028 |
| 10    | 25   | 0.943 | -0.121 | 0.280 | 0.013 | 0.017 | 0.034 | 2 | -2.109 | 51.334 | 0.061 | 1.151 | 1.310 | 0.024 |
| 10    | 8    | 0.998 | -0.006 | 0.255 | 0.016 | 0.041 | 0.049 | 3 | -0.337 | 14.275 | 0.194 | 0.206 | 0.794 | 0.024 |
| 11    | 33   | 0.855 | -0.299 | 0.265 | 0.028 | 0.049 | 0.032 | 13 | 0.349 | 1.132 | 0.620 | 0.117 | 0.334 | 0.214 |
| 12    | 4    | 0.772 | -0.462 | 0.226 | 0.040 | 0.044 | 0.010 | 7 | -0.101 | 4.600 | 0.239 | 0.199 | 0.335 | 0.039 |
| 12    | 8    | 0.939 | -0.144 | 0.257 | 0.014 | 0.041 | 0.041 | 4 | -0.861 | 16.101 | 0.116 | 0.154 | 0.378 | 0.008 |
| 5     | 5    | 0.522 | 1.522 | 0.132 | 0.132 | 0.157 | 15 | 0.931 | 1.644 | 0.157 | 0.057 | 0.907 | 0.049 |
| 5     | 5    | 1.003 | 2.003 | 0.103 | 0.103 | 0.157 | 15 | 0.931 | 1.644 | 0.157 | 0.057 | 0.907 | 0.049 |
| 5     | 5    | 2.192 | 3.192 | 0.116 | 0.116 | 0.157 | 15 | 0.931 | 1.644 | 0.157 | 0.057 | 0.907 | 0.049 |
| 4     | 4    | 3.049 | 4.049 | 0.072 | 0.072 | 0.157 | 15 | 0.931 | 1.644 | 0.157 | 0.057 | 0.907 | 0.049 |
| 10    | 24   | 0.862 | -0.261 | 0.297 | 0.020 | 0.041 | 0.031 | 11 | 0.243 | 1.597 | 0.480 | 0.146 | 0.258 | 0.095 |
| 13    | 20   | 0.782 | -0.395 | 0.274 | 0.039 | 0.034 | 0.032 | 5 | -0.160 | 4.913 | 0.237 | 0.088 | 0.304 | 0.027 |
| 5     | 3    | 1.009 | 0.033 | 0.208 | 0.011 | 0.045 | 0.046 | 3 | -0.110 | 3.442 | 0.324 | 0.039 | 0.363 | 0.027 |
| 12    | 12   | 0.943 | -0.125 | 0.270 | 0.015 | 0.029 | 0.035 | 4 | 0.310 | 0.706 | 1.039 | 0.114 | 0.174 | 0.354 |
| 5     | 4    | 0.628 | -0.628 | 0.206 | 0.047 | 0.029 | 0.048 | 2 | -0.001 | 2.376 | 0.431 | 0.122 | 0.374 | 0.119 |
| 6     | 2    | 0.710 | -0.543 | 0.218 | 0.024 | 0.043 | 0.016 | 7 | 0.188 | 2.114 | 0.442 | 0.296 | 1.053 | 0.184 |
Table 3. Cont.

| Month | Class | Generalized Pareto | Generalized Logistic | Pearson Type III |
|-------|-------|---------------------|----------------------|------------------|
|       |       | Mean | Std Dev | Mean | Std Dev | Mean | Std Dev | Mean | Std Dev |
|       |       | n   |  |  |  |  |  |  |  |
|       |       | α   | k   | β | α   | k   | β | α   | k   | β | α   | k   | β |
| 11    | 1     | 6   | 0   | 1.915 | 2.915 | 0.137 | 0.137 | 23 | 0.864 | −0.268 | 0.282 | 0.024 | 0.036 | 0.029 |
| 2     | 16    | 0   | 1.129 | 2.129 | 0.172 | 0.172 | 23 | 0.802 | −0.380 | 0.265 | 0.036 | 0.022 | 0.048 |
| 3     | 13    | 0   | 0.528 | 1.528 | 0.198 | 0.198 | 5 | 0.695 | −0.467 | 0.300 | 0.039 | 0.035 | 0.038 |
| 4     | 6     | 0   | 3.146 | 4.146 | 0.255 | 0.255 | 5 | 0.932 | −0.255 | 0.152 | 0.019 | 0.067 | 0.029 |
| 5     | 5     | 0   | 2.548 | 3.548 | 0.108 | 0.108 | 4 | 0.947 | −0.114 | 0.270 | 0.024 | 0.038 | 0.041 |
| 6     | 5     | 0   | 0.695 | 1.695 | 0.282 | 0.282 | 5 | 0.776 | −0.549 | 0.163 | 0.048 | 0.042 | 0.027 |
| 7     | 2     | 0   | 0.864 | 1.864 | 0.186 | 0.186 | 34 | 0.804 | −0.345 | 0.302 | 0.051 | 0.058 | 0.073 |
| 12    | 1     | 22  | 0   | 0.249 | 1.249 | 0.186 | 0.186 | 34 | 0.804 | −0.345 | 0.302 | 0.051 | 0.058 | 0.073 |
| 2     | 5     | 0   | 4.017 | 5.017 | 0.189 | 0.189 | 14 | 0.931 | −0.203 | 0.208 | 0.016 | 0.051 | 0.064 |
| 3     | 5     | 0   | 1.695 | 2.695 | 0.282 | 0.282 | 5 | 0.649 | −0.504 | 0.303 | 0.045 | 0.039 | 0.033 |
| 4     | 8     | 0   | 0.893 | 1.893 | 0.209 | 0.209 | 5 | 0.993 | −0.033 | 0.154 | 0.022 | 0.093 | 0.025 |
| 5     | 4     | 0   | 2.941 | 3.941 | 0.222 | 0.222 | 2 | 0.623 | −0.665 | 0.179 | 0.017 | 0.015 | 0.020 |
| 6     | 2     | 0   | 4.689 | 5.689 | 0.157 | 0.157 | 2 | 0.623 | −0.665 | 0.179 | 0.017 | 0.015 | 0.020 |

Table 4. Homogenous regions and regional parameters (Throughout a homogenous region with n sites, the regional frequency distribution and parameters α, β, κ are statistically identical).

| Month | Class | Generalized Pareto | Generalized Logistic | Pearson Type III |
|-------|-------|---------------------|----------------------|------------------|
|       |       | Mean | Std Dev | Mean | Std Dev | Mean | Std Dev | Mean | Std Dev |
|       |       | n   |  |  |  |  |  |  |  |
|       |       | α   | k   | β | α   | k   | β | α   | k   | β | α   | k   | β |
| 1     | 1     | 7   | 0   | 2.399 | 3.399 | 0.195 | 0.195 | 3 | 0.964 | −0.173 | 0.123 | 0.018 | 0.090 | 0.017 |
| 2     | 3     | 0   | 1.032 | 2.032 | 0.026 | 0.026 | 5 | 0.956 | −0.128 | 0.192 | 0.034 | 0.083 | 0.083 |
| 3     | 3     | 0   | 0.280 | 1.280 | 0.136 | 0.136 | 4 | 0.894 | −0.240 | 0.250 | 0.032 | 0.100 | 0.068 |
| 4     | 3     | 0   | 0.401 | 1.401 | 0.206 | 0.206 | 3 | 0.816 | −0.363 | 0.263 | 0.018 | 0.040 | 0.028 |
| 5     | 4     | 0   | 0.295 | 1.295 | 0.321 | 0.321 | 3 | 0.869 | −0.342 | 0.203 | 0.024 | 0.019 | 0.042 |
| 2     | 1     | 3   | 0   | 1.320 | 2.320 | 0.132 | 0.132 | 7 | 0.918 | −0.211 | 0.221 | 0.028 | 0.053 | 0.032 |
| 2     | 3     | 0   | 0.786 | 1.786 | 0.284 | 0.284 | 4 | 0.805 | −0.387 | 0.254 | 0.031 | 0.035 | 0.025 |
| 3     | 6     | 0   | 0.637 | 1.637 | 0.296 | 0.296 | 4 | 0.805 | −0.387 | 0.254 | 0.031 | 0.035 | 0.025 |
Table 4. Cont.

| Month | Class | Generalized Pareto | | | | Generalized Logistic | | | | Pearson Type III | | |
|-------|-------|--------------------|---|---|---|---|---|---|---|---|---|
|       |       | α     | k     | β     | n       | Mean | Std Dev | n       | Mean | Std Dev | n       | Mean | Std Dev |
| 3     | 1     | 4     | 0     | 2.302 | 3.302 | 0 0.203 | 0.203 | 3 0.806 | -0.424 | 0.221 | 0.020 | 0.045 | 0.016 |
|       | 2     | 5     | 0     | 2.508 | 3.508 | 0 0.398 | 0.398 | 3 0.827 | -0.371 | 0.237 | 0.026 | 0.029 | 0.013 |
|       | 3     | 5     | 0     | 1.214 | 2.214 | 0 0.134 | 0.134 | 3 0.940 | -0.141 | 0.253 | 0.032 | 0.079 | 0.029 |
|       | 4     | 4     | 0     | 4.115 | 5.115 | 0 0.301 | 0.301 | 6 0.946 | -0.194 | 0.164 | 0.020 | 0.079 | 0.027 |
|       | 5     | 6     | 0     | 0     | 0     | 0 0.000 | 0.000 | 5 0.946 | -0.154 | 0.212 | 0.014 | 0.055 | 0.033 |
| 4     | 1     | 5     | 0     | 1.701 | 2.701 | 0 0.190 | 0.190 | 15 0.871 | -0.274 | 0.256 | 0.037 | 0.047 | 0.042 |
|       | 2     | 3     | 0     | 1.808 | 2.808 | 0 0.064 | 0.064 | 3 0.828 | -0.467 | 0.169 | 0.020 | 0.039 | 0.003 |
|       | 3     | 5     | 0     | 1.033 | 2.033 | 0 0.168 | 0.168 | 4 0.956 | -0.091 | 0.258 | 0.040 | 0.077 | 0.049 |
|       | 4     | 3     | 0     | 1.212 | 2.212 | 0 0.082 | 0.082 | 3 0.956 | -0.109 | 0.238 | 0.017 | 0.028 | 0.037 |
| 5     | 1     | 4     | 0     | 1.254 | 2.254 | 0 0.197 | 0.197 | 3 0.914 | -0.287 | 0.164 | 0.015 | 0.027 | 0.010 |
|       | 2     | 3     | 0     | 1.212 | 2.212 | 0 0.082 | 0.082 | 3 0.965 | -0.100 | 0.211 | 0.010 | 0.028 | 0.009 |
|       | 3     | 3     | 0     | 0.835 | 0.835 | 0 0.042 | 0.042 | 3 0.835 | -0.042 | 0.204 | 0.021 | 0.017 | 0.028 |
| 6     | 1     | 3     | 0     | 0.084 | 0.084 | 0 0.084 | 0.084 | 4 1.564 | 1.447 | 0.149 | 1.646 | 1.964 | 0.101 |
|       | 2     | 3     | 0     | 0.086 | 0.086 | 0 0.086 | 0.086 | 3 1.252 | 0.223 | 0.178 | 0.493 | 0.518 | 0.156 |
|       | 3     | 3     | 0     | 0.916 | 0.916 | 0 0.184 | 0.184 | 3 0.916 | -0.184 | 0.249 | 0.063 | 0.129 | 0.018 |
| 7     | 1     | 8     | 0     | 1.682 | 2.682 | 0 0.149 | 0.149 | 4 0.151 | 2.138 | 0.406 | 0.339 | 1.275 | 0.138 |
|       | 2     | 3     | 0     | 1.170 | 2.170 | 0 0.097 | 0.097 | 3 0.289 | 1.308 | 0.653 | 0.140 | 0.793 | 0.284 |
| 8     | 1     | 4     | 0     | 1.912 | 2.912 | 0 0.032 | 0.032 | 4 0.830 | -0.341 | 0.263 | 0.021 | 0.011 | 0.036 |
|       | 2     | 3     | 0     | 0.885 | 0.885 | 0 0.234 | 0.234 | 3 0.885 | -0.234 | 0.280 | 0.015 | 0.016 | 0.037 |
|       | 3     | 3     | 0     | 0.848 | 0.848 | 0 0.305 | 0.305 | 3 0.848 | -0.305 | 0.272 | 0.016 | 0.038 | 0.030 |
| 9     | 1     | 5     | 0     | 1.382 | 2.382 | 0 0.080 | 0.080 | 4 0.848 | -0.312 | 0.263 | 0.030 | 0.044 | 0.037 |
|       | 2     | 5     | 0     | 0.848 | 0.848 | 0 0.305 | 0.305 | 14 0.848 | -0.312 | 0.263 | 0.030 | 0.044 | 0.037 |
|       | 3     | 3     | 0     | 0.835 | 0.835 | 0 0.345 | 0.345 | 3 0.835 | -0.345 | 0.249 | 0.029 | 0.044 | 0.004 |
| Month | Class | n  | Generalized Pareto | Generalized Logistic | Pearson Type III |
|-------|-------|----|---------------------|---------------------|------------------|
|       |       |    | Mean | Std Dev | Mean | Std Dev | Mean | Std Dev | Mean | Std Dev |
|       |       |    | α k  | β   | α k  | β   | α k  | β   | α k  | β   |
| 10    | 1     | 4  | 0.973 | 1.973 | 0.166 | 0.166 | 6    | 0.865 | −0.254 | 0.298 | 0.025 | 0.044 | 0.028 |
|       | 2     | 3  | 1.582 | 2.582 | 0.146 | 0.146 | 4    | 0.853 | −0.280 | 0.290 | 0.008 | 0.012 | 0.019 |
|       | 3     | 5  | 0.452 | 1.452 | 0.167 | 0.167 | 3    | 0.870 | −0.268 | 0.271 | 0.030 | 0.060 | 0.027 |
|       | 4     | 4  | 0.862 | −0.241 | 0.327 | 0.021 | 0.051 | 0.035 |
|       | 5     | 4  | 0.797 | −0.405 | 0.247 | 0.043 | 0.019 | 0.044 |
|       | 6     | 3  | 0.947 | −0.114 | 0.273 | 0.017 | 0.026 | 0.022 |
| 11    | 1     | 3  | 0.486 | 1.486 | 0.190 | 0.190 | 6    | 0.861 | −0.262 | 0.295 | 0.029 | 0.042 | 0.029 |
|       | 2     | 7  | 0.866 | −0.262 | 0.286 | 0.023 | 0.033 | 0.036 |
| 12    | 1     | 3  | 0.301 | 1.301 | 0.214 | 0.214 | 11   | 0.802 | −0.340 | 0.302 | 0.053 | 0.052 | 0.050 |
|       | 2     | 8  | 0.315 | 1.315 | 0.142 | 0.142 | 6    | 0.835 | −0.290 | 0.314 | 0.014 | 0.023 | 0.021 |
|       | 3     | 4  | 0.770 | −0.357 | 0.332 | 0.054 | 0.064 | 0.023 |
|       | 4     | 4  | 0.761 | −0.314 | 0.413 | 0.013 | 0.034 | 0.035 |
|       | 5     | 3  | 0.921 | −0.153 | 0.305 | 0.023 | 0.032 | 0.039 |
|       | 6     | 4  | 0.929 | −0.228 | 0.182 | 0.007 | 0.045 | 0.032 |
Figure 6. Homogenous regions (They are defined in three steps; the first step is determination of the sites with identical frequency distributions such as Generalized Parteo (GP), Generalized Logistic (GL) and Pearson Type 3 (PEIII) distributions; the second step is determination of the sites with similar frequency parameters such as $\alpha_i$, $\beta_i$, $\kappa_i$, among the sites with an identical frequency distribution; the last step is delineation of these sites with an identical distribution and similarly equal frequency parameters into geographically contiguous regions).

Figure 7 shows homogenous regions with significant trends, regarding the regional trend index.
| Months | Trend Indexes | t | z | t | z | t | z | t | z | t | z |
|--------|---------------|---|---|---|---|---|---|---|---|---|---|
| 1      |               | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10|
| 2      |               | 11| 12| 13| 14| 15| 16| 17| 18| 19| 20|
| 3      |               | 21| 22| 23| 24| 25| 26| 27| 28| 29| 30|
| 4      |               | 31| 32| 33| 34| 35| 36| 37| 38| 39| 40|
| 5      |               | 41| 42| 43| 44| 45| 46| 47| 48| 49| 50|
| 6      |               | 51| 52| 53| 54| 55| 56| 57| 58| 59| 60|
| 7      |               | 61| 62| 63| 64| 65| 66| 67| 68| 69| 70|
| 8      |               | 71| 72| 73| 74| 75| 76| 77| 78| 79| 80|
| 9      |               | 81| 82| 83| 84| 85| 86| 87| 88| 89| 90|

Table 5. The trend and z statistics for different indices (Bold values show statistically significant results in the relevant indices for the considered homogeneous regions and month. The regional trend index RTI indicates the percentage of the indices with significant trends, for a homogenous region and month).
Table 5. Cont.

| Months | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec | Jan | Feb | Mar | Apr |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| t      | z   | t   | z   | t   | z   | t   | z   | t   | z   | t   | z   | t   |
| 7      | 0.259 | 0.000 | -0.228 | -0.175 | 0.000 | 3.124 | 2.540 | 2.424 | 2.352 | -0.502 | -0.114 | -0.382 | -0.076 | 0.508 | 1.315 | 0.158 | 1.588 | 1.692 | 1.253 | 1.427 | 0.398 | 0.561 | 0.674 | 0.267 | 0.167 |
| 8      | 2.603 | 1.288 | 2.797 | 1.515 | 1.681 | 0.988 | 1.692 | 1.253 | 1.427 | 0.398 | 0.561 | 0.674 | 0.267 | 0.167 |
| 9      | 4.200 | 2.600 | 2.797 | 1.515 | 1.681 | 0.988 | 1.692 | 1.253 | 1.427 | 0.398 | 0.561 | 0.674 | 0.267 | 0.167 |
| 10     | 6.800 | 4.200 | 2.600 | 2.797 | 1.515 | 1.681 | 0.988 | 1.692 | 1.253 | 1.427 | 0.398 | 0.561 | 0.674 | 0.267 | 0.167 |
| 11     | 9.400 | 6.800 | 4.200 | 2.600 | 2.797 | 1.515 | 1.681 | 0.988 | 1.692 | 1.253 | 1.427 | 0.398 | 0.561 | 0.674 | 0.267 | 0.167 |
| 12     | 12.000 | 9.400 | 6.800 | 4.200 | 2.600 | 2.797 | 1.515 | 1.681 | 0.988 | 1.692 | 1.253 | 1.427 | 0.398 | 0.561 | 0.674 | 0.267 | 0.167 |

**Regional Trend Index**
The regional trend indices for homogenous regions (The regional trend index RTI indicates the percentage of trend indices with significant trend, for a homogenous region and month).

The gauging sites in these homogenous regions with significant trends are listed in Table 6. The general picture of the regional analyses implemented along Japan has shown that temporal changes on heavy precipitations depend largely on season and geographical location. Statistically significant positive and negative trends have been detected, in
changing intensities. Upper, middle and lower latitudes of the country; Pacific Ocean and Asia main continent sides of the country; hot, cold and rainy seasons may be considered to characterize these regional trends.

**Table 6.** The sites in homogenous regions with significant trends (Each polygon represents a different homogenous region where the stations are the gauging sites in that region).

| Month | Polygon | Stations | Month | Polygon | Stations |
|-------|---------|----------|-------|---------|----------|
| 1     | 41      | 800 754  | 7     | 40      | 843 817  |
| 33    | 805 807 | 5       | 784 754 | 76      | 836 837  |
| 12    | 819 892 | 815 813  | 814 809 887 | 45 | 831 827 838 | 8 |
| 67    | 584 581 | 4       | 656 637 | 86      | 663 653 649 |
| 52    | 575 576 | 33      | 684 592 512 | 29 | 670 648 592 512 | 9 |
| 2     | 80      | 657 641  | 49    | 600 428 | 49 |
| 85    | 512 585 417 418 420 | 9 | 407 404 | 47      | 581 576  |
| 12    | 936 929 | 940     | 45    | 831 827 | 890 768 755 |
| 43    | 815 762 | 764 766 768 755 | 82 | 598 597 | 16 |
| 2     | 80      | 657 641  | 49    | 600 428 | 49 |
| 3     | 14      | 822 897  | 10    | 25      | 945 909 836 837 830 778 |
| 12    | 927 929 | 60      | 423 424 | 63      | 612 570  |
| 1     | 830 821 | 22      | 784 766 | 8       | 588 590  |
| 22    | 784 766 | 28      | 936 940 | 11      | 40      | 684 636  |
| 15    | 812 805 | 5       | 653 684 636 761 | 15 | 812 805 | 7 |
| 50    | 620 618 622 602 587 582 | 86 | 622 610 | 43      | 585 418  |
| 27    | 747 617 606 600 | 12 | 43      | 891 767 768 |
| 4     | 10      | 945 936 909 837 831 | 12 | 43      | 891 767 768 |
| 50    | 600 433 | 69      | 616 607 | 36      | 971 682 648 629 |
| 5     | 38      | 971 648  |
| 27    | 520 587 582 | 45 | 761 631 |
| 10    | 576 430 | 49      | 423 424 421 | 15 | 674 670 | 10 |
| 30    | 936 940 | 19      | 897 892 | 30      | 838 819 813 |
| 19    | 897 892 | 44      | 412 413  |
| 49    | 423 424 421 | 44 | 412 413  |
| 78    | 602 574  |
| 30    | 936 940 | 49    | 423 424 421 | 44 | 412 413  |
| 78    | 602 574  |
| 30    | 936 940 | 49    | 423 424 421 | 44 | 412 413  |
5. Conclusions

The Index Precipitation Method introduced herein provided a spatial consistency in the estimation of the temporal changes on heavy precipitations. Since homogenous regions are based on a statistically identical frequency distribution and parameters, the observed trends preserve statistical properties of precipitation frequencies on a considered study area. Homogenous regions and observed trends are less sensitive to sampling variation. Use of L-moment estimates in the delineation processes facilitated homogeneity analyses, while preserving high order statistical moments. Homogenous regions are geographically continuous and enclose geographically contiguous sites. In this respect, GIS provided an effective environment for the delineation processes and for the determination of homogenous regions.

Relying on the 12 indices that characterize heavy precipitations, the regional trend analyses made possible to take both the regional and temporal sampling variations into account. These indices define not solely the changes on the mean or extreme statistics of single-site observations, but also the regional changes on heavy precipitation. As a regional figure of merit and a trend severity measure, the regional trend index is a good indicator of the existence of a regionally verified consistent trend. Trend analyses along Japan show that temporal changes of heavy precipitations depend highly on geographical location. Upper, middle and lower latitudes have similar trend behaviour. The regional trends change monthly. Rainy and cold periods indicate more evident trends.

It is concluded in the study that the Index Precipitation Method usefully defines homogenous regions for which the frequency behaviors of multisite precipitation observations are preserved. It is valuable especially for removing negative effects of sampling variations, missing data, regionally unsupported trend tests, use of statistical moment-based parameters, on single-site trend analyses. The Index Precipitation Method would be also advantageous for various hydrologic studies that need regional homogeneity and spatial verification/support for temporal changes. It is expected to reduce ambiguities in hydrologic modelling related to single-site temporal processes.
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