BronchusNet: Region and Structure Prior Embedded Representation Learning for Bronchus Segmentation and Classification
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Abstract. CT-based bronchial tree analysis plays an important role in the computer-aided diagnosis for respiratory diseases, as it could provide structured information for clinicians. The basis of airway analysis is bronchial tree reconstruction, which consists of bronchus segmentation and classification. However, there remains a challenge for accurate bronchial analysis due to the individual variations and the severe class imbalance. In this paper, we propose a region and structure prior embedded framework named BronchusNet to achieve accurate segmentation and classification of bronchial regions in CT images. For bronchus segmentation, we propose an adaptive hard region-aware UNet that incorporates multi-level prior guidance of hard pixel-wise samples in the general Unet segmentation network to achieve better hierarchical feature learning. For the classification of bronchial branches, we propose a hybrid point-voxel graph learning module to fully exploit bronchial structure priors and to support simultaneous feature interactions across different branches. To facilitate the study of bronchial analysis, we contribute BRSC: an open-access benchmark of BRonchus imaging analysis with high-quality pixel-wise Segmentation masks and the Class of bronchial segments. Experimental results on BRSC show that our proposed method not only achieves the state-of-the-art performance for binary segmentation of bronchial region but also exceeds the best existing method on bronchial branches classification by 6.9%.
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1 Introduction

CT-based lung airway analysis is clinically important as it could provide valuable quantitative information to assist lung disease diagnosis and navigation of surgical [16,10]. Bronchial tree reconstruction is the basis of quantitative lung airway analysis, which usually comprises two steps. The first step is to extract
the whole airway tree mask from the original CT imaging. The second step is to label major anatomical branches based on bronchus classification. The automatic bronchial tree reconstruction can further assist more clinical processes, such as individual airway tree phenotype matching and lung lobe or lung segment classification [8,18]. There still exist two main obstacles: (1) the extreme unbalanced foreground and background in bronchus segmentation; (2) the ignorance of inherent topology or prior knowledge for bronchus segment classification.

Based on the above observations, we propose BronchusNet, a region and structure prior embedded framework to effectively segment and classify the bronchus in CT images. For segmentation task, we design an Adaptive Hard Region-aware UNet (AHR-UNet) to accurately segment the bronchus from the background. The AHR-UNet first uses a prediction screening based method to discover hard region, then highlights the hard region with max-pooling in a coarse-to-fine manner. After that, we follow the inherent topological of the bronchus tree and design a neural network based on Point-Voxel Graph Representation (PVGR) to classify the branches. The idea underlying PVGR is to combine the position information represented by point clouds with the local higher-dimensional convolution features from an additional mask labeling task. Considering the prior knowledge that adjacent segments tend to belong to the same category, a Neighborhood Consistency Regularization is proposed to boost the performance. For evaluation, we manually annotate the airway branch labels of 100 CT scans collected from public datasets and the cooperate hospital. The contribution of this work could be summarized as follows: (1) we have designed a region and structure embedded representation learning framework to segment and classify the bronchus from the lung CT imaging; (2) we propose an Adaptive Hard Region-aware UNet to overcome the extreme imbalance of foreground and background pixel samples during bronchus segmentation training; (3) we contribute a benchmark named BRSC, which contains 100 bronchial cases with accurately pixel-level segmentation mask and anatomical categories. Extensive experimental results on the proposed benchmark showed that BronchusNet significantly exceeds the state-of-the-art methods.

2 Related Work

For bronchus segmentation, single-stage networks like U-Net [14], 2.5D net [19], 3D U-Net [3,6,10,12] have been employed, but they often rely on laborious pre-/post-processing. Two-stage approaches have shown promising results. Zhao et al. [21] used a two-stage 2D+3D U-Net to segment thick and thin bronchus. Qin et al. [11] trained an extra model to predict the bronchus connectivity. These methods introduce additional strategies to enhance the segmentation of indistinguishable regions, and cannot achieve end-to-end joint training. Therefore, embedding the hard sample mining module in the network design can exchange the model for the fine segmentation of the bronchial boundary with less amount of parameters.
BronchusNet contains three stages, as shown in Fig. 1. In the first stage, we segment the airways of an input lung CT scans with our Adaptive Hard Region-aware UNet to obtain a 3D binary mask. Secondly, we use a UNet to label the mask and to harvest voxel-wise features for the bronchus. Thirdly, we propose to refine the bronchus classification results based on a Hybrid Point-Voxel Graph.
3.1 Adaptive Hard Region-aware UNet

Considering that the bronchial voxels are sparse and scattered, we propose to locate multi-scale hard regions as prior knowledge to guide the representation learning of the bronchial region, and develop an Adaptive Hard Region-aware UNet (ADR-Unet). We first use Otsu’s [9] method to segment the main trachea from the CT imaging, and the hard region $y_{hr}$ is regarded as the voxels that appear in the ground truth but not in the main trachea. After that, to emphasize the voxels lying on the end of bronchus, we use max-pooling to dilate the area of the hard region $y_{hr}$. As the red arrows in Fig. 1 shows, the max-pooling is applied to the hard region for multiple times to synthesize multi-scale supervisions for the decoder of UNet. Formally, the hard region aware loss $L^h_{hr}$ with respect to the $h$-th layer of the decoder is defined as:

$$L^h_{hr} = L_{dice}(pred^h_{hr}, I^h(y_{hr})), \quad (1)$$

where $pred^h_{hr}$ and $y_{hr}$ denote the predicted segmentation of hard region and the hard region of $h$-th (from left to right) layer of the decoder, respectively. $I^h(\cdot)$ denotes the inflation function that max-pools the ground truth with stride 2 for $h$ times according to the index of the layer. $L_{dice}$ is the dice loss function. With the hard region aware loss, the final loss function to segment the bronchus is defined as:

$$L_{seg} = \sum_{h=1}^{H} L^h_{hr} + L_{dice}, \quad (2)$$

where the $H$ is the number of layers of the decoder. $L_{dice}$ is used to supervise the segmentation of the whole airway.

3.2 Hybrid Point-Voxel Graph based Representation Learning

We further proposed the point voxel graph neural network to classify the bronchus in a more accurate way. The motivation underlying our framework is that the relative positional information represented by the point cloud helps to overcome the individual variance during the classification process. In the meanwhile, the high-dimension voxel feature could be a strong supplement for bronchus classification as it is able to capture other features of the bronchus such as diameter and direction of the bronchus.

A. Construction of Bronchial Graph (1) Definition of Node and Edge in the Graph. Based on the segmentation mask of the bronchus from Stage 1, we construct a Hybrid Point-Voxel Graph with the following steps, as shown in Fig. 2. Firstly, we skeletonize the mask by extracting the centerline (see Fig. 2(b)). Secondly, according to the number $N$ of foreground voxels in the 26-connected neighborhood of each voxel on the centerline, we define the end-points ($N = 1$), edge-points ($N = 2$), and division-points ($N \geq 3$), as shown in Fig. 2(c). Finally, as Fig. 2(d) shows, we divide the branches into segments (i.e., node in the graph)
based on these points. The edge of the graph is defined by the connectivity between line segments, which are divided by a division point.

(2) **Point-wise Coordinate Feature.** To obtain the point-wise coordinate feature, we need to generate the point cloud from the bronchus mask. Based on the bronchus tree shown in Fig. 2(d), we crop out the bounding box from each bronchial segment (i.e., node in the graph) of the bronchus tree. Each segment is composed of centerline’s voxels. Then the coordinate (i.e., $X$, $Y$, and $Z$) of each voxel is normalized to $[0, 1]$ with respect to the shape of the bounding box. We sub-sample $K$ voxels on each branch as the number of voxels varies. In this way, we obtain the point cloud feature that contains three-dimensional coordinates of $K$ voxels with the length $3 \times K$. $K$ is set to 10, empirically.

(3) **Voxel-wise Convolution Feature.** To obtain voxel features, we train a UNet (Stage 2 in Fig. 1) to predict the category of each bronchus branch. A 3D feature map is produced from the penultimate layer of the UNet. We extract $K$ convolution features from the feature map according to the $K$ voxel’s coordinate of each bronchial fragment, and aggregate them to a vector of length $C \times K$, where $C$ is the channel of the feature map ($C = 24$ by default).

**B. Point-Voxel Graph Neural Network**

Given the above-defined graph that takes both point cloud features and high-dimension voxel features into account, we design a Point-Voxel Graph Neural Network (PV-GNN) to predict the category of each bronchial segment. The PV-GNN consists of Conv-Norm Blocks and a fully connected layer. The first part of the Conv-Norm Block is Mean Sage-Convolution (MSC) [5], which uses the mean aggregated function to aggregate information from node neighbors to overcome the inductive bias. Considering that the adjacent nodes in the topology of the bronchial tree are relatively sparse, we build up a deep GNN for better information integration in point-clouds. As GNN has a risk of suffering from gradient vanishing as it goes deeper, we introduce Graph Normalization (GN) [2] to shift and scale feature values, which makes graph neural networks converge much faster. Besides the first block, each block is added with element-wise addition which is performed as a residual connection. Let $H^k$ be the output of the $k$-th block and $\sigma$ refers to ReLU operation, the block is defined as:

$$H^k = \sigma(GN(MSC(H^{k-1})) + H^{k-1}).$$

(3)
C. Cross-entropy with Neighborhood Consistency Regularization

Considering the topology of the bronchial tree that the adjacent branches tend to belong to the same category, we design a novel Neighborhood Consistency Regularization (NCR) to penalize local spatial variations and force nearby nodes belonging to the same category to be closer in the latent space. Let $Y = \{y_1, y_2, \ldots, y_N\}$ be the set that contains the one-hot vector of the ground truth of each branch and $Z = \{z_1, z_2, \ldots, z_N\}$ be the set that contains the one-hot vector of model prediction of each branch, the NCR loss is formulated as:

$$L_{NCR} = \frac{\sum_{i=1}^{N} \sum_{j \in V_i} ||z_i - z_j|| \mathbb{I}(y_i = y_j)}{M}, \quad (4)$$

where $V_i$ is the set of $i$’s neighbor and $j$ is the $j$-th node in this set, $z_i$ denotes the logit vector of node $i$ from the output of last fully-connection layer, $\mathbb{I}(\cdot)$ is an indicator function that returns 1 when the condition is met, and returns 0 otherwise, and $M, N$ are the numbers of edges and nodes in the graph, respectively. Let $\alpha$ be a scalar to balance the weight of the regularization and CE loss ($\alpha$ set to 1 empirically.), the overall loss function contains the above NCR and a vanilla Cross-Entropy loss, and can be formulated as:

$$L = L_{CE} + \alpha L_{NCR}. \quad (5)$$

4 BRSC: A New Benchmark for Bronchus Segmentation and Classification

We contribute a new benchmark, BRSC, for bronchus segmentation and classification. BRSC contains 100 cases of lung CT images. We collect 60 cases from the currently available database EXACT’09 [7] and LIDC [1]. The remaining 40 cases are collected from our cooperative hospital, which has received the appropriate approvals from the institutional ethical committee. The BRSC benchmark is annotated by two experts with a two-step annotation process. The experts first annotate the airway segmentation, and then label 18 segmental bronchi at the pixel level. Then we mix these data from different sources together and split the dataset into a training set of 70 cases and a test set of 30 cases. To evaluate the performance of the algorithms, we performed the five-fold cross-validation on the training set by randomly selecting 80% data (i.e., 56 cases) for model training and the remaining 20% (i.e., 14 cases) for validation.

5 Experiments and Results

Implementation and Evaluation Details

We use PyTorch 1.10 to build the model, and all models are trained with NVIDIA V100 GPU of 32GB. For bronchus segmentation, we cut the CT imaging into overlapping cubes of shape $80 \times 80 \times 80$ for training. During inference, We crop a $64 \times 64 \times 64$ cube from the center of the CT imaging, with $16 \times 16 \times 16$ overlap between adjacent cubes.
Table 1. Comparison of bronchus segmentation and classification methods. The best results are shown in **bold**.

| Segmentation |Dice-score | Classification | Accuracy | Precision | Recall | F1-score |
|--------------|-----------|----------------|----------|-----------|--------|----------|
| LP [21]      | 0.874±0.02| LP [21]        | 0.818±0.01| 0.747±0.01| 0.792±0.02| 0.770±0.02|
| TS-CNN [20]  | 0.883±0.02| TS-NN [8]      | 0.768±0.01| 0.778±0.01| 0.749±0.01| 0.762±0.01|
| SGNet [17]   | 0.847±0.02| SGNet [17]     | 0.856±0.01| 0.850±0.01| 0.844±0.01| 0.847±0.01|
| nn-UNet [6]  | 0.865±0.01| -              | -        | -         | -      | -        |
| BronchusNet   | **0.912±0.01**| BronchusNet | **0.924±0.01**| **0.923±0.01**| **0.919±0.01**| **0.921±0.01**|

Fig. 3. Qualitative analysis on the BRSC benchmark. The misclassified bronchus is bounded by a red box. In the above cases, TS-NN [8] could suffer from errors related to branching variability. LP [21] fails to distinguish the segments with similar angles. SGNet [17] misclassify the thin bronchus while BronchusNet shows robust results.

to avoid prediction of obscure boundary. We train the model for 50 epochs with SGD optimizer and a learning rate of 0.001. Batch size is set to 16. We use Dice score to evaluate the segmentation. For bronchus classification, we augment the training data by applying random affine transform and elastic deformation for 99 times. We use DropEdge [13] for model training to avoid over-fitting. Adam optimizer is applied to train the model with learning rate at 0.001 for 500 epochs, while the batch size is set to 128. The number of layers and hidden dimensions in PV-GNN is set to 5 and 256, respectively. Following [21], we evaluate the classification with the accuracy, precision, recall, and F1-score.

**Comparison with the State-of-the-art** The comparison results for segmentation are shown in the left part of Table 1. Our AHR-UNet significantly outperforms other bronchus segmentation models by taking the hard region prior into account. Specifically, we exceed the previous state-of-the-art TS-CNN by 2.9% w.r.t Dice score. The comparison results for bronchial classification are shown
in the right part of Table 1. Our models significantly exceed the previous state-of-the-art SGNet by 7.5% on accuracy and 7.7% on F1-score, showing that the hybrid point-voxel graph representation is significantly effective. The qualitative analysis is shown in Fig. 3, the TS-NN [8] under-performance as it only focuses on local features but neglects the global topology of the airway. The hard-crafted feature-based LP [21] fails with segments that have similar angles. The SGNet [17] makes the mistake due to the severe class imbalance. Thanks to the affiliated hard region prior, our BronchusNet is robust to classifying the thin bronchus.

**Ablation study** The ablation study is shown in Table 2. For segmentation, the UNet with the tailor-designed training strategies shows the competitive result. By taking the hard region into account, our AHR-UNet significantly exceeds the UNet by 3.2% dice score. For classification, “CNN” only uses UNet to label the binary mask, which is underperformance as it could not provide structure prior. “GNN-P” uses the point cloud graph representation to classify the bronchus, which achieves substantial performance improvement (i.e., 6.3%) against the “CNN”. “GNN-PV” takes the voxel-wise convolutional feature into account, which can capture the local texture and the diameter information, thus significantly exceeding the “GNN-P” by 3.8%. “GNN-PVN” embeds the neighborhood consistency regularization into the framework, which brings a performance gain of 1.1%. This result shows that we can better classify the bronchus by using prior knowledge that adjacent segments tend to belong to the same category.

| Classification Dice score | Segmentation | Point Feature | Voxel Feature | NCR | Accuracy |
|---------------------------|--------------|---------------|---------------|-----|----------|
| UNet                      | 0.879±0.01   |               |               |     | 0.819±0.01 |
| AHR-UNet                  | 0.912±0.01   | CNN           |               |     | 0.882±0.02 |
| -                         | -            | GNN-P         | ✓             |     | 0.918±0.01 |
| -                         | -            | GNN-PV        | ✓             | ✓   | 0.924±0.01 |
| -                         | -            | GNN-PVN       | ✓             | ✓   | 0.924±0.01 |

6 Conclusion

In this paper we present the BronchusNet, a region and structure prior embedded framework for bronchus segmentation and classification. With the tailor-designed adaptive hard region-aware network, the feature representation learning obtains much more accurate bronchus segmentation result. Based on the hybrid point-voxel graph based representation learning, we are able to effectively overcome the individual variance for bronchus segment classification. Additionally, a novel neighbor consistency-based regularization is proposed to boost the performance. We contribute the BRSC benchmark that contains 100 CT scans with pixel-wise masks and segmental-level labels to facilitate future research. The experimental
results on the BRSC benchmark show that our proposed method significantly outperforms the state-of-the-art methods.
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Table 1. Details of the BRSC: a benchmark for bronchus segmentation and classification. The BRSC contains 100 cases of thoracic CT scans, where 60 cases are obtained from the public databases EXACT’09 & LIDC-IDRI, and 40 cases are collected from our cooperate hospital. The process of data acquisition and investigation follows the principles outlined in the declaration of Helsinki.

| Dataset Attributes           | Values                          |
|-----------------------------|--------------------------------|
| Size of axial slices        | 512 × 512                       |
| Thickness of axial slices   | 0.75mm ~ 1.00 mm                |
| Number of the cases in BRSC | 100                             |
| Number of the cases from EXACT’09 | 20                  |
| Number of the cases from LIDC | 40                             |

Table 2. Sensitivity analysis on the hyper-parameter $\alpha$ of the neighborhood consistency regularization (NCR). The NCR term is weighted by $\alpha$ to make a trade-off between the cross-entropy loss and the NCR, as shown in Eq (5) in the paper. When $\alpha = 0$, the result is the same as the baseline. As $\alpha$ becomes larger, the accuracy of our model first increases then decreases. Setting $\alpha$ to 1 shows the highest accuracy.

| $\alpha$ | 0   | 0.5 | 1   | 1.5 | 2   |
|----------|-----|-----|-----|-----|-----|
| Accuracy | 92.0±0.01 | 92.8±0.01 | 93.1±0.01 | 92.5±0.01 | 92.1±0.01 |
Fig. 1. Visualization results of the proposed method and other state-of-the-art methods. The misclassified bronchus is bounded by a red-line box. As we can see, the proposed BronchusNet exceeds other methods and shows more spatially coherent results in most cases.