ABSTRACT

Neuromorphic devices and systems have attracted attention as next-generation computing due to their high efficiency in processing complex data. So far, they have been demonstrated using both machine-learning software and complementary metal-oxide-semiconductor-based hardware. However, these approaches have drawbacks in power consumption and learning speed. An energy-efficient neuromorphic computing system requires hardware that can mimic the functions of a brain. Therefore, various materials have been introduced for the development of neuromorphic devices. Here, recent advances in neuromorphic devices are reviewed. First, the functions of biological synapses and neurons are discussed. Also, deep neural networks and spiking neural networks are described. Then, the operation mechanism and the neuromorphic functions of emerging devices are reviewed. Finally, the challenges and prospects for developing neuromorphic devices that use emerging materials are discussed.

INTRODUCTION

Neuromorphic computing has higher efficiency in processing complex information compared with the von Neumann computing that is used in conventional digital computers (Zidan et al., 2018). Conventional von Neumann computing requires a large amount of data transmission between central processing units (CPUs) and main memory units. The exchange increases power consumption and data processing time; these problems are called the von Neumann bottleneck (Merolla et al., 2014; Backus, 1978). These problems of von Neumann computing may become serious when processing complex information. In contrast, the human brain is composed of synapses and neurons, and combines memory with computing in the same unit, so highly efficient data processing ability can be achieved (Kuzum et al., 2013; Wang et al., 2017b). So far, neuromorphic computing systems have been developed using machine-learning software and complementary metal-oxide-semiconductor (CMOS)-based hardware technologies to emulate the brain (Indiveri et al., 2006; Chicca et al., 2003). However, these approaches have drawbacks in power consumption and learning speed.

Realization of efficient neuromorphic computing systems requires development of neuromorphic devices that can emulate the functions of synapses and neurons. In neuromorphic hardware systems, neural networks can be divided into deep neural networks (DNNs) and spiking neural networks (SNNs). DNNs require artificial synapses that have analog conductance modulation characteristics because the conductance of synapses is adjusted during training by backpropagation (Burr et al., 2015; Yu, 2018). In SNNs, artificial synapses are required to emulate the spike-timing-dependent plasticity (STDP) that is used for unsupervised learning (Roy et al., 2019). Therefore, various types of memory devices have been evaluated to implement the function of synapses (Kim et al., 2018; Im et al., 2020). Artificial synapses can be categorized into two- and three-terminal devices. Two-terminal devices such as memristors, ferroelectric tunnel junctions (FTJs), and phase change memories (PCMs) have been researched as artificial synapses (Jang et al., 2019a; Li et al., 2020a; Kuzum et al., 2012a). Also, three-terminal devices including electrochemical transistors, ferroelectric transistors, and charge-trapping transistors have been researched as artificial synapses (Nikam et al., 2019; Chou et al., 2020; Kim et al., 2020). Neural networks require emulation of the function of neurons; these functions have been achieved using memristors, PCMs, threshold switching devices, and ferroelectric transistors (Hua et al., 2019; Tuma et al., 2016; Mulaosmanovic et al., 2018a). The functions of biological synapses and neurons are successfully demonstrated in emerging memory devices, which can realize the neural networks for neuromorphic computing.
Here, we review and discuss recent development of emerging memory-based neuromorphic devices. First, we describe the functions of biological synapses and neurons, and discuss neural networks such as DNNs and SNNs. Then, we review artificial synapses for DNNs and SNNs by categorizing the types of devices into two- and three-terminal devices. Also, we introduce recent development of artificial neurons based on memristors, PCMs, threshold switching devices, and ferroelectric transistors. Finally, we present a summary and challenges for development of each device technology.

**BIOLOGICAL SYNAPSES AND NEURONS**

The parallel and energy-efficient data processing capability of a brain is realized by massive interconnection of \(~10^{11}\) neurons and \(~10^{15}\) synapses in the neocortex, which perform memory and learning (Pakkenberg and Gundersen, 1997; Pakkenberg et al., 2003). Neurons are the basic information processing units in a biological brain, which consist of a soma (i.e., cell body), dendrites, and axons (Figure 1A). Dendrites and axons are both branched extensions of soma, but their functions are different. The dendrite receives information from the pre-synaptic neuron, and the axon transmits information to the post-synaptic neuron. The neuron can receive and transmit complex spatiotemporal information. When dendrites receive a signal from the axon terminal of the pre-synaptic neuron, the soma integrates the signal and generates action potentials (Figure 1B). The processes of signal integration and generation in biological neurons have been represented using diverse models such as integrate-and-fire, Hodgkin-Huxley, and leaky-integrate-and-fire models (Burkitt, 2006; Ma and Tang, 2017). In the leaky-integrate-and-fire model, one of the most studied neuron models, the soma generates an action potential only when the input spikes exceed a threshold value (Burkitt, 2006). The potential in the post-synaptic neuron decays over time (i.e., leaks), so to reach the threshold value, the input spikes should be nearly synchronous. After action potentials are generated, the signals are transmitted along the axon. When the signals arrive at the end of the axon, they are delivered through the synapse in the form of a chemical reaction or electrical signals, to the dendrite of the post-synaptic neuron (Pereda, 2014).

A synapse is a microscopic gap between two neurons. Neurons communicate with each other through synapses. In this process, synapses are responsible for processing and memorizing the information about signals from neurons. Synaptic transmission can entail either chemical reaction or electrical signals, so synapses can be divided into two types: chemical and electrical synapses (Pereda, 2014). Here we will only focus on chemical synapses, which are mainly found in humans. A chemical synapse has three parts: pre-synaptic terminal, post-synaptic terminal, and synaptic cleft, which is the space between pre- and post-synaptic neurons (Figure 2A). Synaptic transmission starts with the opening of calcium ion channels in the pre-synaptic neuron, which is triggered by the action potentials (Lamprecht and LeDoux, 2004). After the opening of calcium ion channels, the calcium ions diffuse into the pre-synaptic neuron and cause synaptic vesicles to release neurotransmitters. Then, neurotransmitters diffuse across the synapse and bind to receptors on the dendrite of the post-synaptic neuron; this process results in opening of sodium ion channels. The opening of the sodium ion channel causes sodium ions to diffuse into the dendrite of the post-synaptic neuron. Finally, the membrane potential of the post-synaptic neuron is changed by the amount of sodium ion uptake, and the soma generates an action potential when the membrane potential exceeds a threshold. The connection strength between two neurons is referred to as the synaptic weight and is dependent on the recent stimulation history of the synapse (Magee and Grienberger, 2020). This
activity-dependent change in synaptic weight is believed to be due to synaptic plasticity, which is suggested in Hebb’s postulate stating that continuous and repeated stimulation of pre-synaptic neurons can increase the synaptic weight; this process is called Hebbian learning (Caporale and Dan, 2008; Markram et al., 2011). Synaptic plasticity can be classified as short-term plasticity (STP) or long-term plasticity (LTP) according to the duration for which it is retained. In STP, synaptic weights are temporarily changed for milliseconds to a few minutes (Zucker and Regehr, 2002). The most common synaptic functions in STP are paired-pulse facilitation/depression (Atluri and Regehr, 1996). Consecutive pre-synaptic spikes can either increase or decrease the concentration of calcium ions in the pre-synaptic neuron, which results in amplified or attenuated change in post-synaptic potential or current. On the contrary, LTP is a long-term change in synaptic weight that is maintained for several hours or longer (Figure 2B) (Bliss and Lømo, 1973; Domenici et al., 1998). Due to its long-lasting properties, LTP is thought to be one of the most important functions in learning and memory (Lynch, 2004). LTP is induced by repeated and/or strong pre-synaptic spikes, which may cause changes in the size and number of the dendrites and/or receptors (Lamprecht and LeDoux, 2004). STP can be transformed to LTP by controlling the rate and/or intensity of the spikes generated from the pre-synaptic neurons (Mansuy et al., 1998; James et al., 2009).

Synaptic weight can also be changed by the temporal relationship between the pre- and post-synaptic spikes; this phenomenon is STDP (Figure 2C) (Abbott and Nelson, 2000; Citri and Malenka, 2008). Although
there are numerous types of synaptic plasticity including spike-rate-dependent plasticity (SRDP) and heterosynaptic plasticity, we will focus on the STDP because it has been generally adopted in artificial neural networks. STDP can be found in various shapes and forms depending on the shape of the stimulating spike or the type of synapse (Kepecs et al., 2002; Li et al., 2014; Sharbati et al., 2018). The direction of the change in synaptic weight can be determined by the temporal order of the pre- and post-synaptic spikes. In some cases, the direction of the synaptic weight change is only determined by the relative timing of the pre- and post-synaptic spikes, and this dependency results in symmetric Hebbian or symmetric anti-Hebbian learning rule (Li et al., 2014). A biological example of the STDP with asymmetric Hebbian learning rule can be found in the hippocampus (Figure 2D) (Bi and Poo, 1998). In hippocampal neurons of rat, the synaptic weight increases when a pre-synaptic spike arrives at the synapse before the post-synaptic spike. On the contrary, the synaptic weight decreases when a post-synaptic spike arrives before the pre-synaptic spike (Bi and Poo, 1998).

NEURAL NETWORK

Deep Neural Network

Neural networks consist of many neuron layers including input, hidden, and output neurons (Ielmini and Ambrogio, 2019). Each neuron is connected to all neurons in the next neuron layer by synapses (Figure 3A). In DNNs, synaptic weights of synapses (i.e., connection strength) are adjusted using backpropagation algorithms during a training process (Burr et al., 2015). DNNs have been successfully implemented using software and CMOS-based hardware, such as graphic processing units (GPUs) and CPUs. However, in these DNNs, synaptic weights are transferred between the processor and memory units, so the networks require a long time for training and consume a large amount of energy (Zidan et al., 2018; Ambrogio et al., 2018). DNNs that use artificial synapese may overcome these problems because each artificial synapse can emulate weight update characteristics of the biological synapse in a single device (Burr et al., 2015, 2017). The conductance of the artificial synapse can be used as the synaptic weight. The use of artificial synapses that have weight update characteristics can accelerate the training process and reduce power consumption (Ambrogio et al., 2018). Synaptic weight multiplies the input from pre-synaptic neuron while transferring the signal to the post-synaptic neuron (Ielmini and Ambrogio, 2019). This process enables implementation of algorithms for the summation operation (Figure 3B). During training, the synaptic weights are modified to desired values by a backpropagation algorithm. To let the synaptic weights approach the desired values as nearly as possible, artificial synapses need to have a gradual and linear synaptic weight update characteristic; linear conductance change with >100 states is required (Yu, 2018).

Spiking Neural Network

SNNs have attracted research interests for the next generation of neural networks (Maass, 1997). Compared with DNNs, the SNNs can realistically emulate the biological neural networks using biological models of the neuron to perform information coding and computation with the spatiotemporal signal processing. Neurons communicate with each other by exchanging sparse and binary spikes, and information is
transferred between neurons by the frequency of spikes (Figure 3C) (Abeles et al., 1993; Hao et al., 2020). Thus, the temporal correlation between spikes in neurons is important in SNNs. These SNNs have several advantages for neuromorphic computing. The neurons in SNNs are typically silent and only active when they transmit or receive spikes (Roy et al., 2019). This computational paradigm is called event-based processing, which enables energy-efficient information processing (Roy et al., 2019). In contrast, the output layers in DNNs are sequentially processed. Each layer needs time to wait to perform the computation until the output of the previous layer is processed; this sequential process can lead to a recognition delay in the neural networks. SNNs have the advantage that they can process data in continuous time by firing spikes that show certain spatiotemporal correlations (Camuñas-Mesa et al., 2019); this is an advantage over sequential processing in DNNs.

Neurons are an important part to process the information. The neurons receive spatiotemporal signals that show the shape of the spikes from pre-synaptic neurons and transmit signals to post-synaptic neurons (Bean, 2007). The leaky-integrate-and-fire model has been applied to SNN-based neuromorphic systems because its low complexity facilitates practical application. Also, the leaky-integrate-and-fire model is considered for the neuromorphic systems because it can simultaneously emulate the integration/fire functions of spikes with spatiotemporal correlation (Yang et al., 2020). Application of SNNs for neuromorphic computing requires learning rules different from those used in DNNs. STDP has been investigated as a learning rule for the SNNs and specifically spotlighted for unsupervised training based on SNNs (Diehl and Cook, 2015). Researches to emulate STDP with various forms and to apply it to SNNs have been performed, and we will cover the contents in the section Artificial Synapses Based on Emerging Materials.

Various researches have been conducted to introduce SNNs as neural networks for neuromorphic computing, but problems remain to be solved. One main issue is the lack of efficient training algorithms and well-established datasets. For DNNs, the availability of numerous datasets has enabled training of a complex deep learning process based on backpropagation learning algorithms (Camuñas-Mesa et al., 2019). However, the training algorithms for DNNs are not directly used for SNNs (Tang et al., 2019). Spiking neurons that fire discrete spikes have discontinuous functionality that cannot be differentiable, so it is difficult to apply backpropagation algorithms based on gradient descent that is widely used for DNNs (Roy et al., 2019; Hao et al., 2020). Therefore, to properly use the SNNs for neuromorphic computing, it is essential to develop efficient learning algorithms that can consider the spatiotemporal correlations.

ARTIFICIAL SYNAPSES BASED ON EMERGING MATERIALS

Artificial Synapses for DNNs

Overview

Application of DNNs for high recognition accuracy requires development of artificial synapses with ideal synaptic properties (Yu, 2018). The synaptic properties of artificial synapses, such as dynamic range, multi-level states, symmetry/linearity of weight update, and retention/endurance properties can affect the accuracy of DNNs (Yu et al., 2015; Chen et al., 2017). Dynamic range is the ratio between the maximum and minimum conductance of artificial synapses. The large dynamic range is required to implement high recognition accuracy in neural networks (Yu, 2018). In DNNs, synaptic weights are adjusted during training process. For this process, an increase in the number of data states could improve learning capability and accuracy (Chen et al., 2018b). The weight update characteristics should be linear and symmetric to change the synaptic weight to the desired value during the training process (Jang et al., 2015; Jerry et al., 2018). Also, artificial synapse should have long data retention and high cycle endurance (Yu, 2018). Various types of emerging memory devices have been investigated to achieve the requirement of artificial synapses (Table 1).

Two-Terminal Devices for DNNs

Two-terminal devices have a simple structure composed of active material sandwiched between two electrode layers. The conductance of the active material can be changed by applying voltage. This conductance modulation can be used to emulate the synaptic weight update characteristics. Due to simple structure and conductance modulation characteristics, various two-terminal devices such as memristors, PCMs, and FTJs have been researched as artificial synapses (Ge et al., 2020; Boybat et al., 2018; Li et al., 2020a; Chen et al., 2018a). This section reviews the device characteristics and switching mechanism of two-terminal artificial synapses for DNNs.
Memristors have been evaluated as emerging memory for artificial synapses because of their advantages such as high scalability, fast operation, and low-power consumption (Wong et al., 2012; Pan et al., 2014). The memristors are operated through conductance change, which is originated from the formation of conductive paths or modulation of oxygen vacancies distribution in the active layer by application of voltage (Pan et al., 2014). The conductance change from high-resistance state (HRS) to low-resistance state (LRS) is called a set process, whereas conductance change from LRS to HRS is called a reset process. These conductance change behaviors of memristors depend on the types of materials, operation mechanism, and device structures. A memristor composed of carboxymethyl iota-carrageenan (C\textsubscript{icC}) with Ag nanoclusters could implement synaptic weight update characteristics of DNNs (Ge et al., 2020). A C\textsubscript{icC}:Ag layer was deposited using spin-coating, and nanopores were formed in the C\textsubscript{icC}:Ag layer by adding acetic acid in the solution. In this memristor, a nanoporous C\textsubscript{icC}:Ag layer was used as a resistive switching layer. The deposition of Ag top electrode on nanoporous C\textsubscript{icC}:Ag can make a cone-shaped contact between the electrode and the switching layer, and this contact can lead to controllable and confined filament growth (Figure 4A). The memristor showed uniform resistive switching behavior with a small variation in set voltage (Figure 4B). Potentiation and depression characteristics with 250 conductance states were demonstrated by applying pulses that had increasing amplitudes (Figure 4C). The potential of a memristor based on C\textsubscript{icC}:Ag as an artificial synapse was confirmed by a simulation of neural networks. In the simulation of neural networks, recognition accuracy for Modified National Institute of Standards and Technology (MNIST) dataset was 87%. PCM is another promising candidate for artificial synapse. The PCM is composed of a phase change material sandwiched between two electrodes. Phase change materials such as Ge\textsubscript{2}Sb\textsubscript{2}Te\textsubscript{5} (GST),

| Device Type          | Structure                   | Operation Voltage | Operation Speed | Dynamic Range | Number of States | Power Consumption | Endurance | Ref.                  |
|----------------------|-----------------------------|------------------|----------------|---------------|----------------|-----------------|-----------|----------------------|
| Two-terminal devices | Memristors                  | Ag/C\textsubscript{icC}:Ag/ITO | 1 V−0.4 V      | 20 µs/20 µs   | 30             | NA              | 10\textsuperscript{4} | Ge et al., 2020    |
|                      |                             | Ag/Ge/ε/p-Si     | 5 V−3 V        | 5 μs/5 µs     | 100            | 200             | NA        | 10\textsuperscript{9} | Choi et al., 2018  |
|                      | Phase change memory         | TiN/GST/TiN      | 0.9 V/4 V      | 6 μs/6 µs     | ~20            | 100             | 50 pJ     | 10\textsuperscript{7} | Kuzum et al., 2012a |
|                      | Ferroelectric tunnel junctions | Pt/BTO/SNTO     | 1.3 V−1.8 V    | 50 ns/50 ns   | ~12            | 200             | 0.2~146 fJ | 10\textsuperscript{5} | Li et al., 2020a   |
|                      |                             | TiN/HfZrO\textsubscript{2}/Pt | 3 V−3 V        | 100 ns/100 ns | ~4             | 38              | ~1.8 pJ   | 2×10\textsuperscript{2} | Chen et al., 2018a |
| Three-terminal devices | Electrochemical transistors | Pt/Si/L\textsubscript{3}PO\textsubscript{4}S\textsubscript{e}x/LiCoO\textsubscript{3} | 1.5 V−1.5 V    | 1 s/1 s       | ~19            | 90              | NA        | ~7×10\textsuperscript{2} | Nikam et al., 2019 |
|                      |                             | PEDOT/PSS/Naflon/PEDOT/PSS/PEI | 1.5 mV/−1.5 mV | 1 s/1 s       | ~2             | 500             | ~10 pJ    | ~5×10\textsuperscript{1} | van de Burgt et al., 2017 |
|                      | Ferroelectric transistors    | IGZO/HfZrO\textsubscript{2}/TiN | 4.3 V−3.6 V    | 10 ms/10 ms   | 14.4           | 64              | NA        | ~10\textsuperscript{4} | Kim and Lee, 2019  |
|                      |                             | Poly-GeSn/Ta\textsubscript{2}O\textsubscript{5}/HfZrO\textsubscript{2}/TiN | −8 V/8 V      | 3 μs/3 µs     | 9.6            | 80              | NA        | NA       | Chou et al., 2020    |
|                      | Charge-trapping transistors | IGZO:Al NPs/Al\textsubscript{2}O\textsubscript{3}/p-Si | −4.5 V/1.5 V   | 1 ms/1ms      | 1.2            | 600             | NA        | NA       | Kim et al., 2020a    |
|                      |                             | CNT/SiO\textsubscript{2}/Au/SiO\textsubscript{2}/Pd | −8 V/8 V      | 5 ms/100 ms   | ~50            | 120             | NA        | NA       | Kim et al., 2017     |

Table 1. Summary of Structures and Characteristics for Artificial Synapses

Memristors have been evaluated as emerging memory for artificial synapses because of their advantages such as high scalability, fast operation, and low-power consumption (Wong et al., 2012; Pan et al., 2014). The memristors are operated through conductance change, which is originated from the formation of conductive paths or modulation of oxygen vacancies distribution in the active layer by application of voltage (Pan et al., 2014). The conductance change from high-resistance state (HRS) to low-resistance state (LRS) is called a set process, whereas conductance change from LRS to HRS is called a reset process. These conductance change behaviors of memristors depend on the types of materials, operation mechanism, and device structures. A memristor composed of carboxymethyl iota-carrageenan (C\textsubscript{icC}) with Ag nanoclusters could implement synaptic weight update characteristics of DNNs (Ge et al., 2020). A C\textsubscript{icC}:Ag layer was deposited using spin-coating, and nanopores were formed in the C\textsubscript{icC}:Ag layer by adding acetic acid in the solution. In this memristor, a nanoporous C\textsubscript{icC}:Ag layer was used as a resistive switching layer. The deposition of Ag top electrode on nanoporous C\textsubscript{icC}:Ag can make a cone-shaped contact between the electrode and the switching layer, and this contact can lead to controllable and confined filament growth (Figure 4A). The memristor showed uniform resistive switching behavior with a small variation in set voltage (Figure 4B). Potentiation and depression characteristics with 250 conductance states were demonstrated by applying pulses that had increasing amplitudes (Figure 4C). The potential of a memristor based on C\textsubscript{icC}:Ag as an artificial synapse was confirmed by a simulation of neural networks. In the simulation of neural networks, recognition accuracy for Modified National Institute of Standards and Technology (MNIST) dataset was 87%. PCM is another promising candidate for artificial synapse. The PCM is composed of a phase change material sandwiched between two electrodes. Phase change materials such as Ge\textsubscript{2}Sb\textsubscript{2}Te\textsubscript{5} (GST),
GeTe/Sb$_2$Te$_3$, and Ag$_3$In$_5$Sb$_{30}$Te$_{30}$ have been used for PCM. The most widely researched structure of PCM has a pillar-structured heater between the phase change material and the bottom electrode, which is called a mushroom cell (or T cell). The conductance of PCM can be changed by reversible phase transformation between crystalline (high-conductance) and amorphous (low-conductance) phases (Figure 4D) (Boybat et al., 2018). For the reset process, a short current pulse with a high amplitude is applied. During this process, a significant portion of the phase change material is transformed from crystalline to amorphous phase. For the set process, a current pulse that can increase the temperature above the crystallization temperature is applied; this process induces recrystallization of the amorphous region (Wong et al., 2010). The recrystallization is affected by the amplitude and duration of the pulse, and by the number of applied pulses (Boybat et al., 2018). By progressive crystallization of amorphous region, PCM can achieve multilevel conductance characteristics. PCM that used GST as the phase change material demonstrated weight update characteristics; the device conductance of PCM increased when programming current pulses were applied (Figure 4E) (Boybat et al., 2018). The amplitude of programming pulse was varied from 50 to

---

**Figure 4. Two-Terminal Artificial Synapses for DNNs**
(A) Schematic illustration of Ge:C:Ag-based memristor during switching.
(B) Resistive switching behaviors and set voltage variation of Ge:C:Ag-based memristor. Reproduced with permission (Ge et al., 2020). Copyright 2020, The Royal Society of Chemistry.
(C) Potentiation/depression characteristics of Ge:C:Ag-based memristor. Reproduced with permission (Ge et al., 2020). Copyright 2020, The Royal Society of Chemistry.
(D) Schematic operation mechanism of PCM. The crystalline region can be gradually increased by application of potentiation pulses.
(E) The potentiation characteristics of PCM based on GST with different programming current amplitudes ($I_{prog}$). Reproduced with permission (Boybat et al., 2018). Copyright 2018, Springer Nature.
(F) Gradual reset and set characteristic of PCM based on GST. Gradual reset is performed by using pulses with incremental amplitude from 2 to 4 V (20-mV voltage steps). Gradual set is performed by using staircase pulse scheme including 20 pulses for each voltage step (0.5, 0.6, 0.7, 0.8, and 0.9 V). Reproduced with permission (Kuzum et al., 2012a). Copyright 2012, American Chemical Society.
(G) Schematic illustration of a FTJ-based artificial synapse with Pt/BaTiO$_3$ (BTO)/Nb-doped SrTiO$_3$ (SNTO) structure.
(H) Multiple conductance-voltage (G-V) hysteresis loop as a function of pulse width.
(I) Potentiation and depression characteristics with 200 states for 500 cycles. Positive voltage (1.3 V, 50 ns) and negative voltage pulses (~1.75, 50 ns) pulses were used for potentiation and depression operation, respectively. Reproduced with permission (Li et al., 2020a). Copyright 2020, John Wiley & Sons, Inc.
120 μA. When the number of programming current pulses increased, the change in the conductance decreased and eventually saturated. Weight update characteristics of PCM were improved using voltage pulses with incremental amplitudes (Kuzum et al., 2012a). Application of voltage pulses with increasing amplitudes achieved conductance modulation through 100 steps for both potentiation and depression operations (Figure 4F). The reproducibility of this gradual conductance modulation was confirmed. FTJ can be a two-terminal device composed of a thin ferroelectric layer between two electrodes. The ferroelectric layer has polarization that can be controlled by applying an electric field and can be maintained in the absence of an electric field (Mikolajick et al., 2018). The conductance of FTJ can be modulated by the direction of polarization in a ferroelectric layer because the asymmetric screening of polarization at the interface can modulate the profile of tunnel barrier potential (Garcia and Bibes, 2014). Therefore, analog conductance switching characteristics can be achieved by controlling the polarization states to emulate synaptic weight update characteristics. FTJs composed of Pt/BaTiO3 (BTO)/Nb-doped SrTiO3 (STO) structure were suggested as artificial synapse (Figure 4G) (Li et al., 2020a). FTJs showed multiple conductance-voltage hysteresis loops as a function of pulse width. The conductance of the FTJs increased gradually as the pulse width increased (Figure 4H). The conductance of FTJs could be finely adjusted by controlling the amplitude and width of the pulse. These FTJs showed symmetric and linear potentiation/depression characteristics with 200 states and a dynamic range of ~12. The reproducibility of FTJ-based artificial synapses was confirmed by achieving 500 potentiation and depression cycles by applying consecutive positive and negative pulses (Figure 4I). To investigate the potential of FTJ-based artificial synapses, a simulation using potentiation and depression characteristics of FTJs was carried out. In simulation, artificial neural networks showed 96.4% recognition accuracy of the MNIST dataset.

Three-Terminal Devices for DNNs

Artificial synapses with a three-terminal structure have an additional terminal to control the synaptic weights. The additional terminal can complicate the device structure, but can also improve the controllability of synaptic characteristics and prevent sneak paths in the array (Kim et al., 2020b). Therefore, three-terminal devices including electrochemical, ferroelectric, and charge-trapping transistors have been evaluated as artificial synapse for DNNs (van de Burgt et al., 2017; Fuller et al., 2017; Jerry et al., 2018; Kim and Lee, 2019; Kim et al., 2017; Yi et al., 2018). This section reviews three-terminal artificial synapses for DNNs.

Electrochemical transistors showed linear and symmetric conductance modulation characteristics, so they have been considered as promising candidates for artificial synapses. The devices are composed of an electrolyte, a channel, and gate/source/drain electrodes. The channel conductance of electrochemical transistors can be controlled by applying electrical pulses to the gate electrode (van de Burgt et al., 2018). The pulses drive mobile ions such as Li⁺, H⁺, and O₂⁻ in an electrolyte into or out of the channel. The injected or extracted mobile ions can change the doping level of the channel layer, and this change induces a change in channel conductance. This characteristic can be used to achieve multi-level conductance, which is required for emulation of potentiation and depression characteristics. However, electrochemical transistors have suffered from small dynamic range and short retention issues. An electrochemical transistor composed of a Se-doped lithium phosphate (Li₃PO₄Seₓ) electrolyte with a high ionic conductivity was proposed as an artificial synapse (Figure 5A) (Nikam et al., 2019). For comparison, an electrochemical transistor was also fabricated using lithium phosphate (Li₃PO₄) as an electrolyte that had lower ionic conductivity compared with Li₃PO₄Seₓ. When negative voltage pulses were applied to Li₃PO₄-based electrochemical transistor, the channel conductance gradually increased. However, the conductance change after application of voltage was unstable and volatile (Figure 5B). In contrast, the conductance change of Li₃PO₄Seₓ-based electrochemical transistor was stable and nonvolatile (Figure 5C). The nonvolatility in Li₃PO₄Seₓ-based electrochemical transistor originated from the fast ionic conduction through the electrolyte layer. This Li₃PO₄Seₓ-based electrochemical transistor showed symmetric and linear potentiation/depression characteristics with 90 states and dynamic range of ~19 (Figure 5D). To confirm the applicability of these Li₃PO₄Seₓ-based electrochemical transistors as artificial synapses, a simulation was carried out. In simulated artificial neural networks, 91% recognition accuracy of the MNIST dataset was achieved. Ferroelectric transistors have also been considered as artificial synapses (Oh et al., 2019). A ferroelectric transistor is a kind of transistor that uses ferroelectric material as a gate dielectric layer. The ferroelectric layer controls the carrier concentration at the surface of a channel layer, so the channel conductance of a ferroelectric transistor can be adjusted by modulating the polarization states of ferroelectric layer (Kaneko et al., 2011). The polarization states can be modulated by controlling the amplitude and width of the applied
The weight update characteristics can be achieved by adjusting the state of polarization in a ferroelectric layer. There have been attempts to use the ferroelectric transistor as artificial synapses. However, the development of artificial synapses based on ferroelectric transistors has been limited due to the disadvantages of traditional ferroelectric materials such as high annealing temperatures, complex compositions, and difficulty in scaling (Horiuchi et al., 2009; Mikolajick et al., 2018). Hafnia-based ferroelectric materials can be used to overcome the disadvantages of traditional ferroelectric materials due to their advantages such as low annealing temperatures, CMOS compatibility, and scalability (Kim et al., 2019b). Ferroelectric transistors with hafnia-based ferroelectric materials have the potential to be used for artificial synapses. One ferroelectric transistor composed of a zirconium-doped hafnium oxide (HfZrOx) and an indium gallium zinc oxide (IGZO) was suggested as an artificial synapse (Kim and Lee, 2019). HfZrOx and IGZO were used as ferroelectric and channel layers, respectively. The conductance of the IGZO channel depended on the polarization states of HfZrOx. The transistor showed linear weight update pulses (Alessandri et al., 2018). The weight update characteristics can be achieved by adjusting the state of polarization in a ferroelectric layer. There have been attempts to use the ferroelectric transistor as artificial synapses. However, the development of artificial synapses based on ferroelectric transistors has been limited due to the disadvantages of traditional ferroelectric materials such as high annealing temperatures, complex compositions, and difficulty in scaling (Horiuchi et al., 2009; Mikolajick et al., 2018). Hafnia-based ferroelectric materials can be used to overcome the disadvantages of traditional ferroelectric materials due to their advantages such as low annealing temperatures, CMOS compatibility, and scalability (Kim et al., 2019b). Ferroelectric transistors with hafnia-based ferroelectric materials have the potential to be used for artificial synapses. One ferroelectric transistor composed of a zirconium-doped hafnium oxide (HfZrOx) and an indium gallium zinc oxide (IGZO) was suggested as an artificial synapse (Kim and Lee, 2019). HfZrOx and IGZO were used as ferroelectric and channel layers, respectively. The conductance of the IGZO channel depended on the polarization states of HfZrOx. The transistor showed linear weight update
characteristics with 64 states and dynamic range of 14.4. A HfZrOx-based ferroelectric transistor with a poly-GeSn channel was also proposed as a synaptic transistor (Figure 5E) (Chou et al., 2020). In this device, NH3 plasma treatment of poly-GeSn and the interfacial layer was used to improve the endurance and retention characteristics. This ferroelectric transistor showed linear and symmetric weight update characteristics with 80 states and dynamic range of 9.6 (Figures 5F and 5G). The applicability of HfZrOx-based ferroelectric transistors as artificial synapses was verified by a simulation that achieved 91.4% recognition accuracy of the MNIST dataset. Charge-trapping transistors have been investigated as artificial synapses for DNNs. Charge-trapping transistors have trapping sites such as nanoparticles (NPs) that can trap electrons or holes. When an electrical field is applied, the carriers can be trapped in the trapping sites, which lead to change of the device conductance. By controlling the number of trapped charge carriers, analog memory characteristics can be achieved. A charge-trapping transistor composed of IGZO with Al NPs was suggested as artificial synapse (Figure 5H) (Kim et al., 2020a). Al NPs were used for charge-trapping sites to control the conductance of the devices. When positive voltage was applied to the gate electrode, electrons at the surface of IGZO layer were trapped at the shallow energy states on Al NPs, so the conductance of the IGZO channel decreased. Under negative gate voltage, the trapped electrons were released to the IGZO layer, so its conductance increased (Figure 5I). Potentiation and depression characteristics were achieved by applying negative and positive pulses, respectively (Figure 5J). To confirm the feasibility of these charge-trapping transistors as artificial synapses for neuromorphic computing, artificial neural networks were simulated. In the simulation, the recognition accuracy of the MNIST dataset was 90.1%.

**Artificial Synapses for SNNs**

*Overview*

Although DNNs show its plausibility for energy-efficient and error-tolerant computation by mimicking the fundamental data processing structure of the biological brain, they usually require real-valued signals and non-biological learning algorithms such as back-propagation (LeCun et al., 2015; Wang et al., 2018a). Thus, complex information with spatiotemporal characteristics is hard to be processed with DNNs (LeCun et al., 2015). SNNs have been developed to process complex information by emulating the form of the signals (i.e., binary spikes) and learning algorithms (i.e., STDP) of the brain (Ponulak and Kasinski, 2011). For the development of SNNs, diverse types of artificial synapses that have STDP characteristics have been evaluated (Wang et al., 2019; Ielmini and Ambrogio, 2019). In this section, we will focus on the characteristics and operation mechanism of artificial synapses for SNNs.

*Two-Terminal Devices for SNNs*

Learning and memorization in a brain usually occur by an unsupervised process, such as STDP (Debanne et al., 1998). In these learning rules, the timing of the spikes between two neurons can lead to potentiation or depression of the synapses (Debanne et al., 1998; Zhang et al., 1998). As the spatiotemporal variables such as time and space are essential for computing information in SNNs, there have been several attempts to implement STDP in artificial synapses (Ponulak and Kasinski, 2011). In this section, we will focus on the device characteristics and working mechanism of the two-terminal artificial synapses for SNNs.

In memristor devices, two approaches are usually used to implement STDP characteristics. The first approach is to use a CMOS circuit as a neuron, and one-resistor (1R) as an artificial synapse (Figure 6A) (Jo et al., 2010). In this approach, artificial synapses undergo resistance change by voltage pulses generated by artificial neurons, which can convert incoming information to voltage pulses. The relative timing between pre- and post-neuron spikes leads to a change in the synaptic weight of the artificial synapse. For example, when the spike from the pre-synaptic neuron arrives before the spike from the post-synaptic neuron, the synaptic weight of the artificial synapse increases (i.e., potentiation). With different spike timing, the 1R synapse shows asymmetric anti-Hebbian learning rule, which can also be found in biological components such as hippocampal neurons (Figure 6B). SNNs that use this structure can recognize binary patterns. However, although SNNs that use the artificial synapse with 1R structure have the advantages of simple structure and high density, the use of this structure for complex tasks is impeded by disadvantages such as abrupt switching of the memristor, sneak current paths, and disturbance from adjacent cells.

Artificial synapse with one-transistor/one-resistor (1T1R) structure may overcome the above problems in SNNs (Wang et al., 2018a, Wang et al., 2019). The 1T1R synapse was constructed by connecting the resistor to the drain electrode of the transistor. In 1T1R structure, the transistor inside the synapse reduced the leakage current from sneak paths and disturbance from adjacent cells and increased the switching
uniformity of the memristor device (Figure 6C) (Wang et al., 2018a). To implement 1T1R synapse, the pre-synaptic CMOS neuron was connected to the gate electrode of the transistor and the post-synaptic CMOS neuron was connected to both source electrode of the transistor and the resistor, to apply a feedback spike to the 1T1R synapse. The synaptic weight of 1T1R synapses was updated by the Widrow-Hoff learning rule, in which the post-synaptic CMOS neuron compared the output signal and teacher signal to identify whether the spike pattern was true or false. This learning rule was realized in the 1T1R synapse by potentiating the resistor using a positive voltage spike (VTE+) when only the teacher signal was present and by depressing the resistor using a negative voltage spike (VTE-) when only signals from the post-synaptic
CMOS neuron were present. The time delay between spikes from pre- and post-synaptic CMOS neurons showed a strong relationship with the change of synaptic weight, which corresponds to STDP characteristics (Figures 6D and 6E). Other types of artificial synapses such as FTJs and PCMs have also been suggested for use in SNNs (Boyn et al., 2017; Majumdar et al., 2019; Kuzum et al., 2012b). Artificial synapse based on FTJ has been demonstrated using SNTO, poly(vinylidene fluoride/trifluoroethylene) (P(VDF-TrFE)), and Au as a substrate, ferroelectric tunnel barrier, and top electrode, respectively (Majumdar et al., 2019). In FTJs, the application of voltage pulses can modify the ferroelectric domain population, which induces the change in tunneling resistance. The change of polarization state was affected by the amplitude and length of voltage pulses, so the resistance state of the FTJs could also be controlled by voltage pulses (Figure 6F).

Asymmetric and symmetric STDP learning rules were realized by applying different voltage waveforms (Figures 6G and 6H). Similar STDP learning rules were also demonstrated in FTJs using Co, BiFeO3, and Ca0.96Ce0.04MnO3 as a top electrode, ferroelectric tunnel barrier, and bottom electrode, respectively (Boyn et al., 2017). Artificial synapses based on PCM have also shown their plausibility for use in SNNs (Kuzum et al., 2012a, 2012b). PCM was introduced using GST that could be switched reversibly between amorphous and crystalline phases by application of external voltage. The devices were fabricated as a mushroom-like two-terminal device with a pillar-shaped heating material positioned between the chalcogenide material and the bottom electrode. By controlling the amplitude and length of the voltage pulse, analog switching characteristics were achieved due to the gradual increase of amorphous or crystalline regions of chalcogenide material. Symmetric and asymmetric STDP characteristics were achieved by applying two voltage pulses (i.e., pre- and post-synaptic spikes) with a controlled timing difference. Furthermore, the time constant of the STDP learning rule can be tuned by modulating the amplitude and length of the voltage pulse (Chen et al., 2013).

Although the aforementioned reports show successful implementation of STDP learning rules in artificial synapses, other bio-plausible learning rules are also being demonstrated in artificial synapses for realization of bio-realistic neural networks. In biological neurons, the change of synaptic weight is dependent not only on the condition of stimuli but also on the recent activation history (Abraham, 2008). Thus, the results (i.e., change of synaptic weight) in response to stimuli can be different although the condition of stimulation is the same; this phenomenon is referred as metaplasticity (Abraham, 2008). To emulate metaplasticity in artificial synapses, the conditions of stimulus such as current compliance and spike interval were modulated (Tan et al., 2016; Liu et al., 2018). Artificial synapse based on Pt/WO3/Pt structure demonstrated that the STDP learning rules can be affected by previous activation history (i.e., metaplasticity) when the device was stimulated by designed voltage pulses separated with different pulse intervals (Tan et al., 2016). In these devices, the working mechanism may be the migration and spontaneous diffusion of activated oxygen vacancies driven by the electric field. Metaplasticity has also been demonstrated using artificial synapse with Al/AlOx/graphene structure (Liu et al., 2018). The post-synaptic current of the device showed activity-dependent metaplasticity using prior set process with different current compliance. The programmable metaplasticity was also demonstrated by precisely controlling the filament size using current compliance.

### Three-Terminal Devices for SNNs

The introduction of an additional electrode can be advantageous for precise control of the device conductance compared with two-terminal devices. The three-terminal devices can simultaneously perform learning functions and signal transmission because signals are transmitted to the channel, whereas the synaptic manipulation can be performed by the gate electrode (Balakrishna Pillai and De Souza, 2017; Yang et al., 2017). Due to these advantages, three-terminal devices have been applied as artificial synapses. In this section, artificial synapses that use three-terminal devices for SNNs are reviewed.

Organic electrochemical transistors (OECTs) have been investigated for neuromorphic applications (Gkopoulos et al., 2015; van de Burgt et al., 2017; Fu et al., 2018). An OECT is composed of an organic semiconductor and an electrolyte with the gate, source, and drain electrodes (Rivnay et al., 2018). The OECT operates when ions are injected from the electrolyte into the organic semiconductor, as a result its doping state changes, so its conductivity changes (Bernards and Malliaras, 2007; Rivnay et al., 2018). An artificial synapse based on OECT has been proposed (Fu et al., 2018). An artificial synapse was composed of poly(3-hexylthiophene) (P3HT) channel and ion-gel that was used as a gate electrolyte and a substrate (Figure 7A). Electrochemical doping of ions between P3HT and ion-gel by gate voltage yielded nonvolatile synaptic behaviors. When pulses were applied to the gate electrode as pre-synaptic spikes and to the drain...
electrode as post-synaptic spikes, artificial synapses showed various STDP (asymmetric and symmetric Hebbian learning; asymmetric and symmetric anti-Hebbian) functions that occur in a biological synapse. For asymmetric STDP functions (Figure 7B), a post-synaptic spike composed of two right-angled triangular pulses and a rectangular pre-synaptic spike were used (Figure 7C). By controlling the time interval between successive spikes, asymmetric STDP characteristic was realized. The charge-trapping and charge-detrap-ping effects in transistors have been exploited for artificial synapses. An artificial synapse based on the charge-trapping effect was fabricated using a semiconducting-enriched single-walled carbon nanotube (CNT) matrix (Figure 7D) (Kim et al., 2015). In the transistor device, the gate and source electrodes were connected to pre- and post-synaptic neurons, respectively. The variable channel conductance based on hysteresis in the CNT transistor was used as a synaptic weight. The hysteresis occurred due to charge-trapping and charge-detrap-ping effects, which led to analog channel conductance switching behaviors. These behaviors enabled implementation of synaptic functions. STDP characteristics were realized by applying pre- and post-spikes that were separated by different time intervals (Figure 7E). Additionally, a system-level simulation of pattern recognition by an SNN that used synaptic transistors associated with CMOS neurons
and a simplified STDP scheme showed an average recognition accuracy of 60% for unsupervised learning (Figure 7F). The ferroelectric transistor is one of the promising candidates for an artificial synapse to implement STDP (Mulaosmanovic et al., 2017; Jang et al., 2019b; Zhou et al., 2019). By adjusting the polarization states of the layer by an electric field, the device can achieve analog switching characteristics to emulate synaptic plasticity. A synaptic transistor based on ferroelectric copolymer P(VDF-TrFE) was proposed. P(VDF-TrFE) copolymer and pentacene were used as the ferroelectric layer and the channel layer, respectively (Figure 7G) (Jang et al., 2019b). Hysteresis behavior was observed in the current-voltage curve when the gate voltage was swept between ±30 V. This behavior was induced by polarization switching of the ferroelectric domain in P(VDF-TrFE) copolymer (Figure 7H). Synaptic functions could be emulated by adjusting the polarization state. Asymmetric STDP characteristic was implemented by applying pulse trains to the gate and drain electrodes (Figure 7I). STDP characteristics were controlled by modulating the time interval between successive spikes.

Similar to two-terminal artificial synapses for SNNs, there have been diverse efforts to emulate bio-plausible learning rules in three-terminal artificial synapses (Gkoupidenis et al., 2017; Ren et al., 2019). A synaptic transistor using indium tin oxide (ITO) channel and chitosan electrolyte was proposed to emulate activity-dependent metaplasticity (Ren et al., 2019). In the device, it was demonstrated that excitatory post-synaptic current characteristics can be controlled by applying priming voltage spikes. By controlling the condition of priming voltage spikes, metaplastic facilitation and inhibition of LTP were demonstrated. This activity-dependent metaplasticity was realized by proton accumulation due to electric field and spontaneous diffusion. In OECTs, the demonstration of global gating enabled global modulation of synaptic weights; this response is similar to homeostatic plasticity in a biological brain (Gkoupidenis et al., 2017). Homeostatic plasticity is one of the bio-plausible learning rules that can stabilize the activity of the neuron from its positive feedback loop (Turrigiano and Nelson, 2004). With a 4 × 4 array of PEDOT:PSS-based OECTs and a global NaCl electrolyte, the response of the OECTs in the array can be controlled globally. Also, the OECTs in the array can communicate through the global electrolyte. Dendritic functions of neural networks have been emulated using an ionic-gated field-effect transistor with a multi-terminal structure (Li et al., 2020c). The device was composed of two ionic gate terminals and silicon nanowire channel, which acted as pre-synapses and a dendrite that could integrate signals, respectively. When spikes with different frequencies were applied to each ionic gate terminal, the spikes were integrated in the silicon nanowire channel layer, and different current change was observed depending on the degree of the integration. These behaviors enabled the realization of the dendritic integration and computation such as “Add” and “Subtract.”

ARTIFICIAL NEURONS BASED ON EMERGING MATERIALS

Overview
In a biological system, neural networks are composed of neurons connected by synapses. A biological neuron receives the input signals from pre-synaptic neurons through the connecting synapses and generates an action potential to the post-synaptic neurons when membrane potential exceeds a threshold level (Figure 8A) (Bean, 2007). To achieve brain-inspired neuromorphic computing in hardware, biological neural networks should be mimicked using electronic devices. The integrate-and-fire neuron is widely used to emulate biological neural networks due to its low complexity. This neuron integrates input currents through synapses and fires spikes to the next synapse layer if the integrated potential exceeds the threshold voltage (Figure 8B). Implementation of efficient neural networks requires development of neurons that can receive and fire the signals. Integrate-and-fire neuron circuits that use CMOS technology generally require tens of transistors, which lead to a large device area and high power consumption (Kadetotad et al., 2015; Gao et al., 2017). To overcome these problems, emerging devices such as memristors, PCM, and ferroelectric devices have been evaluated for use as artificial neurons. In this section, various emerging devices-based artificial neurons are reviewed.

Artificial Neuron Based on Memristor
Memristors can implement the integrate-and-fire functions of biological neurons (Mehonic and Kenyon, 2016; Lashkare et al., 2018). An artificial neuron based on Pr0.7Ca0.3MnO3 (PCMO) showed resistive switching behavior by the transport of oxygen ions in PCMO (Lashkare et al., 2018). To implement integrate-and-fire functions, short voltage pulses (200 ns) that caused a slow current change were applied instead of long pulses (1 μs) to avoid abrupt current change. First, the conductance changed slowly during application of consecutive short pulses (integration); when conductance reached a critical level, the conductance could
rapidly increase in a single pulse, i.e., the firing of the neuron. After the firing process, a reset pulse was applied, and the conductance of device was recovered to the state that it was in before the integration process. Repetition of these processes achieved sequential integrate-and-fire functions. Volatile threshold switching devices have been evaluated for artificial neurons (Gao et al., 2017; Wang et al., 2018b; Chatterjee and Kottantharayil, 2019). The volatile threshold switching devices have a two-terminal structure composed of an active layer between two electrodes, which is similar to the structure of a memristor. However, these devices only show a temporary change in resistance. The volatile threshold switching device is operated by change of resistance from HRS to LRS when a voltage higher than the threshold voltage is applied and from LRS to HRS after removal of the applied voltage. Such threshold switching devices do not require additional circuits to reset the device resistance to the initial state, so they can be used to...
reduce the device area and power consumption. An integrate-and-fire neuron circuit based on a threshold switching device is composed of a threshold switching device and a capacitor (Figure 8C). First, the integration process is performed in this circuit; when input pulses are applied, the capacitor begins to be charged. The total charge in the capacitor increases when the pulses are continuously applied; this process leads to increase in the voltage drop of the threshold switching device in the circuit. When the voltage drop of the threshold switching device reaches a threshold voltage, the device is turned on and fires the output spikes. After the firing process, the capacitor is discharged through a threshold switching device that is turned on; this result leads to a decrease of the voltage drop in the device, so it is turned off and returns to the state that it was in before the integration process. Repetition of these processes yields consecutive integrate-and-fire functions. Various threshold switching devices including insulator-to-metal transition-based device using NbO2, ovonic threshold switch based on B0.25Te0.75 (B-Te), and atomic switch device using Ag/HfO2 structure were evaluated for integrate-and-fire neurons (Lee et al., 2019). In all cases, the behaviors of integrate-and-fire were observed. The artificial neuron that used B-Te showed fast switching speed and slow discharging process in the interval between pulses (Figure 8D). The slow discharging process was induced by a high off-state resistance (R_{off}) of B-Te-based device. In addition, the possibility of implementation of leaky characteristics was investigated using the three threshold switching devices. The amount of discharge in the interval between pulses was considered as a leaky characteristic; a small amount of discharge was regarded as a nonleaky characteristic. The artificial neuron based on NbO2 showed fast discharge (i.e., was leaky), whereas the artificial neuron based on B-Te and Ag/HfO2 showed slow discharge (i.e., was not leaky). It indicated that NbO2-based neuron could achieve leaky characteristic, whereas nonleaky characteristic was implemented by B-Te- and Ag/HfO2-based artificial neurons. Also, the simulation was performed to confirm the applicability of the integrate-and-fire neurons in neural networks.

Two-layer perceptron neural networks were used for the recognition of handwritten digits. When digit “2” was applied to the input, a large number of spikes were released from the output neuron that matched digit “2” compared with other output neurons. A diffusive memristor with Pt/SiOxNy:Ag/Pt structure was evaluated as an artificial neuron. To demonstrate the oscillation neuron function, a relaxation oscillator was constructed using a diffusive memristor connected to capacitor and a load memristor that had Pd/HfO2/Ta structure. The voltage across the diffusive memristor oscillated when a voltage of 1 V was applied (Figures 8E and 8F). The frequency of the oscillation was controlled by the resistance of the memristor and the capacitance of the connected capacitor. When the resistance of a load memristor was low, the RC constant became small, so the oscillation had high frequency (Figure 8G). The properties of an artificial neuron based on diffusive memristor were evaluated in an array composed of 32 synapses and one neuron. The synaptic weight-voltage products were summed at the end of the column and translated to time-varying current. Also, synaptic weight was controlled depending on input voltage, which led to oscillation behaviors with different frequencies (Midya et al., 2019).

Furthermore, several efforts have been made to implement other essential components of biological neural networks. Dendrites are one of the important building blocks for information processing in a biological neural network (Takahashi et al., 2016). They perform the nonlinear integration of synaptic signals and filter out irrelevant background information; this selectivity is one of the reasons why complex information can be processed with low power consumption in biological neural networks (Li et al., 2020b). The function of dendrite, an artificial dendrite has been developed using a memristor with Pt/TaOx/AlOx/Al structure. The device was operated by formation and migration of oxygen interstitials in the TaOx layer. AlOx was used as the reservoir layer that could accept the oxygen interstitials. In the off-state, the device filtered small input signals, but in the on-state it achieved nonlinear integration of input signals. Furthermore, the artificial dendrite was applied to a complete neural network that included artificial synapses and a soma. The neural network consumed less power than a combination of CPU and application-specific integrated circuit.

**Artificial Neuron Based on Ferroelectric Device**

Ferroelectric materials have been evaluated as components for neuromorphic computing (Mulaosmanovic et al., 2018a; Dutta et al., 2019; Chen et al., 2019). The polarization state of the ferroelectric material can be tuned reversibly by controlling an applied electric field. Accumulative switching behavior in the ferroelectric transistors makes them suitable as artificial neurons (Mulaosmanovic et al., 2018b). An artificial neuron based on a ferroelectric transistor had a TiN/Si:HfO2/SiON/Si structure (Figure 9A) (Mulaosmanovic et al., 2018a). Si:HfO2 and SiON were used as a ferroelectric layer and a dielectric (interface) layer, respectively. Integrate-and-fire behavior in the ferroelectric transistor was induced by application of a pulse shorter than theoretical threshold.
the switching threshold (Figure 9B). The state of the device was not changed by a short pulse, but when these short pulses were applied consecutively, a cumulative effect was induced within the ferroelectric material. After application of 21 pulses, the ferroelectric transistor switched abruptly from the off- to the on-state. The change occurred by application of pulses that caused nucleation of nanodomains in the ferroelectric layer. When a small number of pulses was applied, the number of nanodomains was insufficient to induce a charge inversion, so the off-state was maintained. However, when sufficient number of pulses were applied, a critical number of nanodomains nucleated, which led to the abrupt polarization reversal. This polarization reversal induced a charge inversion in the channel, so the state changed from the off- to on-state. The characteristics of integrate-and-fire functions were achieved in these neurons by adjusting the amplitude of the applied voltage pulses (Figure 9C). Also, an attempt was made to implement leaky characteristics using ferroelectric transistor by applying negative bias during the time interval between successive positive input pulses; the negative bias inhibited the creation of ferroelectric domains. The behavior was controlled by the amplitude of applied negative bias. Application of a high-amplitude negative bias increased the number of positive pulses required to induce switching behavior.

Artificial Neuron Based on Phase Change Memory

Although gradual modulation of device conductance has been utilized in PCM-based artificial synapses, PCM-based artificial neuron requires firing characteristics after they are stimulated by a certain number of voltage pulses; this is a different response than the gradual modulation of device conductance in artificial synapses that use PCM (Kuzum et al., 2012a; Ielmini and Ambrogio, 2019). Also, nonvolatile memory characteristics are not mandatory for artificial neurons, because they can use volatile switching characteristics to implement the integrate-and-fire function of the biological neuron (Wang et al., 2017a). In phase change neurons, the effective thickness of the amorphous (i.e., high-resistance) region of chalcogenide material can be considered equivalent to the membrane potential of a biological neuron (Pantazi et al., 2016; Tuma et al., 2016). Theoretical and experimental results indicate that the growth of amorphous region in chalcogenide material can be precisely designed by controlling the voltage pulse condition (Sebastian et al., 2014; Tuma et al., 2016). The application of multiple designed-voltage pulses can induce a controlled crystallization that can lead to a sudden change in the device conductance, which resembles the integrate-and-fire characteristics of the biological neuron. After firing, reset process was done using a voltage pulse. The amplitude of the voltage pulse is one of the most important parameters for controlled crystallization, so the firing rate of PCM-based artificial neurons can be manipulated by controlling the amplitude of voltage pulses. Also, detection of temporal correlations of data streams was demonstrated using the neuromorphic circuit composed of PCM-based artificial neurons and PCM-based artificial synapses (Pantazi et al., 2016). PCM-based artificial neurons were also demonstrated in 1T1R structure (Pedretti et al., 2020). 1T1R-structured artificial neuron also showed integrate-and-fire characteristics under consecutive voltage pulses (Figure 10A). The number of voltage pulses required for a sharp increase in device conductance (i.e., firing) varied, possibly because of stochastic nucleation and growth of the amorphous region in chalcogenide material (Russo et al., 2006; Tuma et al., 2016). As the amplitude of the voltage pulse can affect the crystalline state of a chalcogenide material, the required number of voltage pulses to induce firing can be manipulated by controlling the amplitude of set voltage ($V_{\text{set}}$) and that of reset voltage ($V_{\text{reset}}$) (Figure 10B). For example, the number of voltage pulses required for firing increased with increasing $V_{\text{reset}}$, as higher $V_{\text{reset}}$ results in larger amorphous volume. The firing rate of 1T1R-structured artificial neurons can

---

**Figure 9. Artificial Neurons Based on Ferroelectric Transistor**

(A) Schematic illustration of ferroelectric transistor based on TiN/Si:HfO$_2$/SiON/Si.

(B) Implementation of integrate-and-fire functions using a ferroelectric transistor.

(C) Consecutive integrate-and-fire behaviors with different voltage amplitudes. Reproduced with permission (Mulaosmanovic et al., 2018a). Copyright 2018, The Royal Society of Chemistry.
also be manipulated by controlling the amplitude of voltage pulses; this response is similar to 1R-structured artificial neurons that use PCM (Figure 10C).

**Artificial Neuron Based on Photonic Devices**

Optical or electrical stimuli can switch the crystallinity of the material such as GST between the amorphous state that has low optical reflectivity and the crystalline state that has high optical reflectivity. To exploit this light-responsive characteristic of GST, a photonic neuron based on a ring resonator structure was suggested (Chakraborty et al., 2018, 2019). The ring resonator was a set of two rectangular optical waveguides and a ring optical waveguide. In ring resonators, the direction of the wave that enters the "INPUT" port could be guided to the "THROUGH" port or "DROP" port by controlling the coupling \((t_1, t_2)\) and attenuation parameters \((k_1, k_2)\). With a GST layer on the ring waveguide, the attenuation parameters could be controlled by the crystalline state of the GST. When the GST was in crystalline and amorphous state, the direction of the wave entering the "INPUT" was guided to the "THROUGH" and "DROP," respectively. The GST-based optical neuron was constructed with two components, which are the integration unit and the firing unit (Figure 10E). The integration unit consisted of two GST-embedded...
ring resonators; the firing unit consisted of a photonic amplifier, a circulator, and a GST-embedded rectangular waveguide. For the integration unit, two GST-embedded ring resonators were used to separately perform integration of positive signals with one ring resonator and integration of negative signals with the other (i.e., bipolar integration). The GST in the firing unit was initially in the crystalline state, so the neuron was not fired; it could only fire when the output of the amplifier was sufficient to switch the GST to an amorphous state (Figure 10F). In addition, memristors have also been used to realize the integrate-and-fire model of neuron by optical modulation. An artificial neuron was fabricated using core-shell quantum dots (QDs) composed of InP core and ZnS shell (Wang et al., 2020). A device that had Ag/(InP/ZnS) QDs/ITO structure showed non-volatile resistive switching behavior under a dark condition, but showed threshold switching behavior under UV illumination (Figure 10G). Both resistive and threshold switching behaviors occurred by the formation of a conductive filament of Ag ions injected from the Ag electrode by a redox reaction. However, the Ag filament dissolved under UV illumination; this response was caused by the band alignment of InP/ZnS core-shell QDs. Because of this band alignment, photoexcited electrons were localized in InP cores and holes excited by UV illumination were distributed to the outer shell. The carrier exchange between hole-accumulated QDs and Ag filament induced the dissolution of Ag filament, which led to threshold switching behavior. This threshold switching behavior under UV illumination was exploited to achieve integrate-and-fire function using the memristor based on InP/ZnS structure (Figure 10H). The circuits to realize the integrate-and-fire functions were composed of QD-based memristor and capacitor; i.e., similar to a circuit that uses a threshold switching device (Figure 8C). The integrate-and-fire function was achieved by applying successive pulses (Figure 10I).

**SUMMARY AND OUTLOOK**

Neuromorphic computing has high efficiency in complex information processing and has therefore been evaluated as an alternative to conventional von Neumann computing. Neuromorphic computing can implement parallel processing of data because processing and memory can be combined in a single unit. To implement efficient neuromorphic computing, neuromorphic devices such as artificial synapses and neurons that can emulate the functions of bio-counterparts have been evaluated. We have reviewed recent development of neuromorphic devices based on emerging memories.

Memristors show high scalability and fast switching speed. However, memristors are known to be operated by the formation of conductive filaments, which can induce an abrupt set process. This abrupt set process can cause a nonlinear and asymmetric change of conductance that has an adverse effect on recognition accuracy. Also, memristors have a large device variation as a consequence of their switching mechanism. To solve these problems, several methods have been proposed. One example is to control the location at which conductive filaments can be formed, rather than letting the process occur randomly (You et al., 2016). By introducing an electrode in the shape of a nanocone, the electric field is applied between the tip of the nanocone and active layer. The locally applied electric field can be used to specify the location where the conductive filament can be formed (You et al., 2016). Formation of filaments can also be controlled by exploiting threading dislocations in the resistive switching layer (Choi et al., 2018). A threading dislocation in an SiGe layer can confine the filament growth to a defined location. The confinement of conductive filament can reduce device variation. PCM has advantages of high scalability, fast switching speed, and high endurance. However, the phase change material has a high melting temperature, which can induce high power consumption for device operation (Raoux et al., 2014). Doping is one solution to reduce the reset current in PCM. Dopants accumulated at grain boundaries can act as micro-heaters that can reduce the reset current (Hubert et al., 2012). Continuous modulation of conductance in PCM devices has been reported, but a sudden change of conductance in amorphous phase is found, which can induce device variation (Wang et al., 2017a). Also, resistance drift and relaxation of amorphous phase after melt-quenching of phase change material can also impede use of PCM in neuromorphic devices (Wang et al., 2017a). Electrochemical transistors have low operation voltage and linear conductance modulation characteristics, which can be advantageous for artificial synapses. However, electrochemical transistors show small dynamic ranges and limited retention characteristics. Also, the use of highly reactive ions such as Li⁺ can result in limited compatibility with CMOS process. The use of metal oxide with ions can solve the CMOS compatibility issues of electrochemical transistors (Kim et al., 2019a). Artificial synapses that use ferroelectric materials have promising characteristics, such as gradual conductance modulation, fast operation speed, and small variation. However, the incremental pulse scheme that is used for linear conductance modulation of ferroelectric devices can be a disadvantage because it may increase the complexity of the peripheral circuit. In addition, the polarization switching is difficult to be controlled due to the limited number of domains in the
highly scaled devices. The grain engineering can be a solution to increase the number of domains in highly scaled devices (Khan et al., 2020; Ni et al., 2019). Artificial synapses based on charge-trapping transistors show controllable and stable conductance states. However, high operation voltages increase the power consumption of neuromorphic systems. Three-dimensional structure and gate stack engineering can be used to reduce the power consumption (Ali et al., 2019).

DNNs can be used to recognize images and speech. The advances of neuromorphic devices may improve the energy efficiency and training speed of DNNs. SNNs have recently emerged as artificial neural networks. SNNs process spikes that represent spatiotemporal signals, and may enable the development of a computing system that mimics the high efficiency of complex information processing by a human brain. However, several problems must be solved before SNNs can have practical applications. One main problem is the lack of efficient training algorithms and well-established datasets. In DNN, the computational capabilities and the availability of a large amount of datasets have enabled the training of deep learning process based on backpropagation algorithms. However, standardized algorithms for SNNs has not yet been prepared. Also, spiking neurons have a discontinuous functionality that cannot be differentiable, which makes the direct application of backpropagation algorithms based on gradient descent difficult for SNNs. To develop learning algorithms for SNNs, research should be conducted to understand how information is processed in the human brain.

Although neuromorphic devices show promising characteristics, they still have some issues to be solved to realize energy-efficient neuromorphic systems. Therefore, research should be conducted to develop advanced neuromorphic devices; this implementation will require identification of emerging materials and development of novel device structures. Also, the operation mechanisms of emerging devices should be further investigated. Understanding of the operation mechanism can provide ways to improve device yield, stability, and uniformity. Improvement of neuromorphic devices to achieve highly efficient neural networks will facilitate advances in neuromorphic systems.
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