Solution of the local field equations for self-generated glasses
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We present a self-consistent local approach to self generated glassiness which is based on the concept of the dynamical mean field theory to many body systems. Using a replica approach to self generated glassiness, we map the problem onto an effective local problem which can be solved exactly. Applying the approach to the Brazovskii-model, relevant to a large class of systems with frustrated micro-phase separation, we are able to solve the self-consistent local theory without using additional approximations. We demonstrate that a glassy state found earlier in this model is generic and does not arise from the use of perturbative approximations. In addition we demonstrate that the glassy state depends strongly on the strength of the frustrated phase separation in that model.

PACS numbers:

I. INTRODUCTION

The familiar example of vitrification upon supercooling molecular fluids provides proof that an effectively non-ergodic disordered state can be generated in a system without pre-existing quenched disorder. Such self-generated glassiness may be a more widespread possibility in the material world than is currently acknowledged. Candidate solid state systems with extremely slow dynamics often have impurities remaining from their synthesis so there is always a suspicion that non-ergodicity comes from disorder. While a rather successful microscopic theory of molecular glasses now exists based on the idea of an underlying random first order transition, this theory, like all theories of liquid state phenomena, contains approximations that can only be checked a posteriori through their agreement with simulations or experiments. To deepen and widen our understanding of glassy dynamics beyond the molecular fluid example, it would be desirable to have a model which can be analyzed in a formally exact fashion using familiar tools of continuum field theory. Such a theory would also help clarifying which features of the current theory of structural glasses are robust and "protected" and which are fortuitously correct.

Both, the recent treatment of the thermodynamics of fragile glasses developed within a replica formulation and the closely related approach using density functional theory for super-cooled liquids suggest that the major aspects of glass formation stem from the very strong local correlations of a dense super-cooled fluid. This is very different from systems with critical dynamics close to second order phase transitions, where long wavelength fluctuations are paramount. One finds experimentally that dynamics on essentially all wavelengths slows to nearly the same extent as the glass transition is approached. This suggests that the search for an solvable limit of the glass problem should focus on the strong but local nonlinearities.

Major progress has recently been made in the theoretical understanding of strongly interacting systems with predominantly local correlations. Strongly correlated electron systems like Mott insulators or systems with strong electron-phonon interactions have been investigated with the dynamic mean field theory (DMFT). Originally, this approach was based on the assumption that all non-trivial correlations of a given system are strictly local (for the precise definition of a local theory, see below) and then allowed for a solution of such systems without further approximations. More recently several generalizations of the approach have been developed, which allow the inclusion of collective excitations as well as short range correlations in so called cluster DMFT theories.

In this paper we will follow the main strategy of the dynamic mean field approach and apply it to the replica theory of self generated glassiness. This allows us to solve completely for the long time correlation function (Edwards-Anderson parameter) as well as the configurational entropy of a glass within a local theory. Even though the origin of glassiness is not quenched disorder, there is a similarity between our theory and the mean field theory of spin glasses which is also exact in the limit of a purely local approach. Solvable local limits like the Sherrington-Kirkpatrick model, turned out to be extremely fruitful for the investigation of more realistic models. To identify and solve such a local problem is therefore of general interest. Another appealing aspect of the approach developed here is that the recent generalizations of the DMFT to cluster systems offer a feasible way to develop a controlled series of approximations for candidate glassy systems that successively extend the range of local correlations taken into account. Clearly, before this becomes possible we have to set up and analyze the strictly local (i.e. mean field) theory. The solutions of the local field theories discussed in this paper rely on a self consistency condition that is uniformly applied to the replicated statistical mechanics problem.
The droplet effects that give rise to the activated transitions in molecular fluids cannot be described by this uniform replica symmetry breaking ansatz. While the self consistent replica field theory is applicable to account for some geometric effects in finite dimensions the latter highly nonperturbative effects are absent, but are suppressed if the coordination number is high. We should also mention that related interesting approach to self-generated glassiness in a model in infinite dimensions (where the locality of the problem is exactly guaranteed) that was recently presented by Lopatin and Ioffe.26

We demonstrate that a uniformly frustrated system with competition of interactions on different length scales undergoes a glass transition once inhomogeneous fluctuations become strong enough if no ordered phase forms via nucleation. Specific calculations are carried out for the case of the Brazovskii model, which describes systems with tendency towards micro-phase separation. Glassiness was shown to exist in this model in Refs. 28,29. However, it remained unclear to what extent this is merely a consequence of an approximate solution using perturbation theory or is indeed the correct mean field behavior of this model.

In the next section we briefly summarize the replica approach to self generated glassiness, present the main idea of the dynamic mean field theory and solve the local theory for self generated glassiness in case of the Brazovskii model. We summarize the results of this paper in Section III.

II. THEORY

A. The replica approach

In this paper we consider physical systems consisting of \( L \)-components (types of atoms or molecules) and with short ranged 3\(^{rd}\), 4\(^{th}\) and higher order virial coefficients. No specific assumption is made with respect to the (possibly non local) 2\(^{nd}\) virial coefficient. In terms of a density field \( \rho_1 (x) = \sum_i \delta (x - X_i) \) of particles of type \( l = 1, \ldots, L \) \((L = 1\) in case of a one component system) we then have an effective energy:

\[
H[\phi] = H_0[\phi] + \int d^d x V(\phi_l(x)) \tag{1}
\]

with

\[
H_0 = \int d^d x d^d x' \sum_{l,l'} \phi_l(x) G_{0ll'}^{-1}(x, x') \phi_{l'}(x'). \tag{2}
\]

where \( \phi_l(x) = \rho_l(x) - \bar{\rho}_l \) is the deviation of the density from its average value. The key assumption made in Eqs. 1 and 2 is the local character of \( V(\phi) \) which includes the higher order virial coefficients. For example, Eq. 1 might be a representation of the density functional used by Ramakrishnan and Youssoff with \( G_{0ll'}^{-1}(x, x') = c_{ll'} (x - x') \) the direct correlation function of the fluid\(^25\) and

\[
V(\phi) = \sum_l (\bar{\phi}_l + \phi_l(x)) [\log (\bar{\phi}_l + \phi_l(x)) - 1] \tag{3}
\]

the ideal gas free energy.

The partition function of the system is given by

\[
Z_{eq} = \int D\phi \exp (-H[\phi]/T) \tag{4}
\]

and determines the equilibrium properties of the system. In a system with complex energy landscape where we expect that the system might undergo vitrification, the knowledge of the equilibrium partition function is not sufficient anymore.

A widely accepted view\(^{15,16}\) is that a glassy system may be considered to be trapped in local metastable states for very long time and can therefore not realize a considerable part of the entropy of the system, called the configurational entropy \( S_c = \log N_{\text{ins}} \), where \( N_{\text{ins}} \) is the number of metastable states. If \( N_{\text{ins}} \) is exponentially large with respect to the size of the system, \( S_c \) becomes extensive and ordinary equilibrium thermodynamics fails. There are several theoretical approaches which offer a solution to this breakdown of equilibrium many body theory. On the one hand one can solve for the time evolution of correlation and response functions, an approach which explicitly reflects the dynamic character of the glassy state. Mostly because of its technical simplicity, an alternative (but equivalent) approach is based on a replica theory\(^{12,13}\). Even though this approach does not allow one to calculate the complete time evolution, long time correlations as well as stationary response functions can be determined which are in agreement with the explicit dynamic theory. We will use the replica approach because of its relative simplicity.

The central quantity of the replica theory to self generated glassiness is the replicated partition function\(^{2,13}\)

\[
Z(m) = \int D^m \phi e^{-\sum_n H[\phi_n] + g \int d^d x \sum_{\alpha,\beta} \phi_{\alpha}(x) \phi_{\beta}(x)} \tag{5}
\]

\( Z(m) \) must be analyzed in the limit \( m \to 1 \) and \( g \to 0 \) which is taken at the end of the calculation. One can interpret \( Z(m) \) as the result of a quenched average over random field configurations with infinitesimal disorder strength \( g \) and a distribution function which is determined by the partition function of the system itself. A similar approach (however for finite \( g \)) was proposed by Dean and Edwards\(^{35}\) in the theory of the vulcanization transition where the distribution of random cross-links of a polymer melt is also determined by the actual partition function of the polymer system itself\(^{35}\). Then, just as in the present approach, the number of replicas, \( m \), is taken to the limit \( m \to 1 \), as opposed to the usual \( m \to 0 \) limit used for systems with averaging over “white” quenched disorder distributions. In the vulcanization problem, \( g \)
is related to the cross link density and, in distinction to the theory presented here, remains finite. Physically, the analysis of \( Z \) \((m) \) addresses whether the system drives itself \((m \rightarrow 1) \) into a glassy state if exposed to an infinitesimally weak randomness \((g \rightarrow 0) \). It can be shown\(^{31} \) that this approach is equivalent to the solution of the dynamic equations for the correlation and response function\(^{31} \) of the system that takes aging and long term memory effects into account:

\[
F(m) = -\frac{T}{m} \log Z(m) \text{ determines the configurational entropy, } S_c, \text{ and the averaged free energy of systems trapped in metastable states, } F, \text{ via Eq}\(^{31} \).
\]

The equilibrium free energy, \( F = -T \log Z_{eq} \) can be shown to be \( F = \tilde{F} - T S_c \). This makes evident that \( T S_c \) is indeed a part of the free energy which cannot be realized if the system is trapped in metastable states.

The limit \( m \rightarrow 1 \) is only appropriate above the Kauzmann temperature, \( T_K \), at which \( S_c \) vanishes. Below \( T_K \) one has to perform the limit \( m \rightarrow T / T_{\text{eff}} \) with effective temperature \( T_{\text{eff}} > T \) characterizing the spectrum of metastable states. How to determine \( T_{\text{eff}} \) in case of a rapid quench is discussed in Ref. \(^{13} \), whereas an interesting alternative to determine \( T_{\text{eff}} \) for slowly quenched systems was proposed in Ref. \(^{24} \). In the present paper we restrict ourselves to the behavior \( T > T_K \) even though our approach can be generalized to the case with arbitrary \( m < 1 \) easily.

### B. Mapping onto a local problem

The major problem is the determination of the partition function \( Z(m) \). Even for the liquid state (i.e. \( m = 1 \) and \( g = 0 \) at the outset) this is a very hard problem without known exact solution and we are forced to use computer simulations or to develop approximate analytical theories. In developing such an approximate theory we take advantage of the fact that glass forming systems are often driven by strong local correlations, as opposed to the pronounced long ranged correlations at a second order phase transition or the critical point of the liquid-vapor coexistence curve. This is transparent both, in the mode coupling theory of under-cooled liquids\(^{31} \) and in the self-consistent phonon approaches\(^{31} \), where a given molecule is locally caged by its environment built of other molecules.

When we call a physical system local this does not necessarily imply that all its correlation functions infinitely rapidly decay in space. In the language of many body theory it only implies that the irreducible self energy \( \Sigma_{ll'}(k) \simeq \Sigma_{ll'} \) is independent of momentum for the important range of parameters. Here, \( \Sigma_{ll'} \) is related to the correlation function \( G_{ll'}(k) = \langle \phi_{l,k} \phi_{l',-k} \rangle \) via Dyson equation

\[
G(k)^{-1} = G_0(k)^{-1} - \Sigma
\]

which is an \( L \times L \) matrix in case of the equilibrium liquid state theory. If we study the emergence of glassy states we have to use the replica theory and Eq\(^4 \) becomes an \( (mL \times mL) \) matrix equation with \( G_{ll'}^{\alpha \beta}(k) = \langle \phi_{l,k}^{\alpha} \phi_{l',-k}^{\beta} \rangle \), \( G_{0ll'}^{\alpha \beta} = G_{0ll'}^{\alpha \beta} \delta_{\alpha \beta} \) as well as self energy matrix \( \Sigma_{ll'}^{\alpha \beta} \).

Traditionally, the self energy is introduced because it has a comparatively simple structure within perturbation theory. However, in the theory of strongly correlated Fermi systems it has been recognized that the existence of a momentum independent self energy allows conceptually new insight into the dynamics of many body systems, describing states far from the strict perturbative limit\(^{36,37} \). We will adopt the main strategy of this dynamic mean field theory for our problem.

We use the fact that the free energy \( F(m) \) determined by Eq\(^4 \) can be written as\(^7 \):

\[
F(m) = \frac{1}{2} \text{tr} \log \left( G_0^{-1} - \Sigma \right) + \frac{1}{2} \text{tr} \left( \Sigma G \right) + \frac{1}{2} \Phi [G],
\]

where the trace goes for each \( k \)-point over the \((mL \times mL)\)-matrix components together with a sum over \( k \). The latter can also be written as a matrix trace of real space functions \( G(x,x') \) etc. The functional \( \Phi [G] \) is well defined in terms of Feynman diagrams as the sum of skeleton diagrams of the free energy. In what follows we will not try to calculate \( \Phi \) but merely use the fact that such a functional exists. From the definition of \( \Phi \) it follows that it determines the self energy via a functional derivative:

\[
\Sigma_{ll'}^{\alpha \beta}(x,x') = -\frac{\delta \Phi [G]}{\delta G_{ll'}^{\alpha \beta}(x',x)}.\tag{9}
\]

Since we made the assumption that \( \Sigma \) is momentum dependent, Fourier transformation yields \( \Sigma_{ll'}^{\alpha \beta}(x,x') = \Sigma_{ll'}^{\alpha \beta} \delta(x - x') \). Thus, the functional derivative, Eq\(^9 \) vanishes if \( x \neq x' \), which implies that for a local theory, \( \Phi \) solely depends on the local, momentum averaged, correlation function,

\[
\Sigma_{ll'}^{\alpha \beta}(x,x') = \delta_{\alpha \beta} \left( \frac{d^3k}{(2\pi)^3} \right) G_{ll'}^{\alpha \beta}(k).
\]

Since all our interactions, \( V[\phi] \) are (by assumption) local as well, we conclude that there exists a local problem with Hamiltonian

\[
H = \sum_{l',\alpha\beta} \phi_{l',\alpha}^{*} \mathcal{J}_{l'l}^{\alpha\beta} \phi_{l'}^{\beta} + a_0 \sum_{\alpha} V[\phi_{0}^{\alpha}], \tag{11}
\]

which has an identical functional \( \Phi [\mathcal{G}] \) of its own correlation function \( \mathcal{G} \), which is also a \((mL \times mL)\)-matrix
but does not depend on position or momentum.  $a_0$ is a typical microscopic length scale, for example a hard core diameter and needs to be specified for each system. It results from the fact that a sensible local theory can only be formed after some appropriate discretization

$$\int d^d x V(\phi_l(x)) \rightarrow a_0^d \sum_i V(\phi_l(x_i)) .$$

Even though, $\mathcal{H}$ has no spatial structure anymore, the perturbation theory up to arbitrary order is the same for both systems. This holds for an arbitrary choice of the so called Weiss field, $\mathcal{J}$.

Following Ref.37 we use the freedom to chose $\mathcal{J}$ in order to guarantee that $\mathcal{G} = \mathcal{G}$. This implies that not only the functional $\Phi$ but also its argument are the same for the actual physical system and the auxiliary local one. It then follows that the self energy of the original system $\Sigma_0^\alpha$ is, up to a trivial prefactor which results from the above discretization, equal to the self energy of the auxiliary system, $a_0^d \Sigma_0^\alpha$. The prefactor $a_0$ can for example be determined by comparing the leading order in perturbation theory of the two problems, Eq.11 and Eq.11. Then we solely need to solve the much simpler problem, $\mathcal{H}$, and determine for an assumed Weiss field $\mathcal{J}$ the local self energy as well as the local propagator related by

$$\mathcal{G} = (\mathcal{J} - a_0^d \Sigma)^{-1} .$$

(13)

We made the right choice for $\mathcal{J}$ if simultaneously to Eq.13 it is true that self energy and averaged correlation function are related by:

$$\mathcal{G} = \int \frac{d^d k}{(2\pi)^d} \left( G_0 (k)^{-1} - \Sigma \right)^{-1} .$$

(14)

If this second equation is not fulfilled we need to improve the Weiss field $\mathcal{J}$ until Eq.13 and Eq.11 hold simultaneously, posing a self consistency problem. This is the most consistent way to determine the physical correlation functions under the assumption of a momentum independent self energy. This approach has been applied to a large class of problems in the field of strongly correlated Fermi systems, and promises, as we argue here, to be very useful in rather different contexts. The major technical task of the DMFT is to solve $\mathcal{H}$ for given $\mathcal{J}$. This will be done for the specific choice of a replica symmetric correlation function

$$G_0^\alpha (q) = \frac{1}{\varepsilon_0^2 + \frac{1}{q_0^2} (q^2 - q_0^2)^2 .}$$

(18)

C. Example: the Brazovskii model of micro-phase separation

We are now in the position to apply our approach to a specific physical system. We consider a one component system ($L = 1$) governed by the three dimensional Brazovskii model

$$H = \frac{1}{2} \int d^3 x \left( \varepsilon_0^2 \phi^2 + \frac{u}{2} \phi^4 + \frac{q_0^2 - \varepsilon_0^2}{4} \left( \nabla^2 + \phi^2 \right)^2 \right)$$

(17)

which has a broad range of applicability in systems with micro-phase separation like the theory of microemulsions, block copolymers, or even doped transition metal oxides. In Refs.40,41 it was argued that it might be used as a simple continuum model for glass forming liquids. The bare correlation function follows from Eq.17

$$G_0 (q) = \frac{1}{\varepsilon_0^2 + \frac{1}{q_0^2} (q^2 - q_0^2)^2 .}$$

(18)

The interesting behavior of the Brazovskii model arises from the large phase space of low energy fluctuations which is evident from the gradient term, $\nabla^2 + \phi^2$, in the Hamiltonian. All fluctuations with momenta $|q| = q_0$ can, independent of the direction of $q$, be excited most easily. The wave number $q_0$ is related to various physical quantities in all these different systems. In microemulsions, $q_0$ is determined by the volume fraction of amphiphilic molecules whereas it is inversely proportional to the radius of gyration in block copolymers and to the strength of the Coulomb interaction in doped transition metal oxides. Clearly, the role played by the microscopic length scale $a_0$ of the previous section is $q_0^{-1}$. As discussed in Appendix A, an explicit calculation within the self consistent screening approximation gives $a_0 \approx 1.7 q_0^{-1}$. For simplicity we use $a_0 = q_0^{-1}$, which corresponds to a rescaling of the coupling constant.

If the self energy is momentum independent the correlation function has the form

$$G(q) = \frac{1}{(q - q_0)^2 + \varepsilon^2 q_0^2} ,$$

(19)

with $\varepsilon^2 = \varepsilon_0^2 - q_0^2 \Sigma > 0$, which yields

$$\mathcal{G} = \int \frac{d^3 q}{(2\pi)^3} G(q) = \frac{q_0}{2\pi \varepsilon} .$$

(20)

In Refs.28,31 it was shown that a self generated glass transition can occur and the configurational entropy was calculated. A glassy state occurs for all finite $q_0$ and leads to $S_c \propto V q_0^3$, with volume $V$. However, these results were obtained by using perturbation theory and in particular the discussion of Ref.28 suggests that the self
consistent screening approximation might strongly overestimate the tendency towards glassiness. An important question is therefore whether the glassy state obtained in Refs. [28,31] is generic or arises solely as a consequence of a poor approximation. This issue was also raised in the recent numerical simulations in Ref. [31]. The approach developed in this paper is able to answer this question. In order to facilitate the comparison with the perturbative results we summarize the results of Refs. [28,31] in Appendix A however using an argumentation more adapted to the dynamic mean field approach.

1. DMFT for the liquid state

Ignoring glassiness for the moment, the local Hamiltonian is given by
\[ \mathcal{H} = \frac{1}{2} J \phi^2 + \frac{uq_0^{-3}}{4} \phi^4. \] (21)
which leads to the partition sum \( Z = \int d\phi e^{-\mathcal{H}} \) and correlation function
\[ \overline{G} = \frac{\int d\phi \phi^2 e^{-\mathcal{H}}}{Z}. \] (22)

\( Z \) and \( \overline{G} \) are elementary integrals that can be expressed in terms of elliptic functions. The Weiss field which leads to the correct propagator can be obtained as \( J = \frac{\varepsilon_0^2 + 2\pi \varepsilon - \varepsilon^2}{\varepsilon_0^2} \) which, together with Eqs. [21] and [22] leads to a single nonlinear algebraic equation for \( \varepsilon \). The solution can be obtained easily. Results for \( \varepsilon_0^2 = -4 \) (strong segregation limit) as well as \( \varepsilon_0^2 = -1 \) (weaker segregation limit) are shown in Fig. 1 and are compared with the leading order Hartree approximation (dashed lines). Strong deviations for small dimensionless coupling constants \( u/q_0 \) occur in the limit of weak segregation strength. Note, the results are obtained by ignoring the possibility of a fluctuation induced first order transition which will become relevant if \( |\varepsilon_0^2| > c(u/q_0)^{1/3} \) with \( c \) a constant of order unity.

FIG. 1: Dimensionless inverse correlation length of the equilibrium liquid state as function of the coupling constant (scaled by the modulation wave number \( q_0 \) for different segregation strength \( \varepsilon_0^2 \). The DMFT results (solid lines) are compared with the leading order Hartree approximation (dashed lines). Strong deviations for small dimensionless coupling constants \( u/q_0 \) occur in the limit of weak segregation strength.

2. DMFT in the glassy state

To use the replica theory of the glassy state we have to specify the replica structure of the correlation function. We first choose a given structure and discuss its stability later. In replica space we start from the following structure of the propagators and self energies:
\[ G_{\alpha\beta}(q) = K(q) \delta_{\alpha\beta} + F(q) \]
\[ \Sigma_{\alpha\beta} = \Sigma_K \delta_{\alpha\beta} + \Sigma_F. \] (24)
Inverting the matrix Dyson equation in replica space leads to:

$$K(q) = \frac{1}{(q - q_0)^2 + \kappa^2 q_0^2}$$

$$mF(q) = \frac{1}{(q - q_0)^2 + \varepsilon^2 q_0^2} - \frac{1}{(q - q_0)^2 + \kappa^2 q_0^2}$$

with the convenient definitions:

$$\kappa^2 q_0^2 = \varepsilon_0^2 q_0^2 - \Sigma_F(q)$$

$$\varepsilon^2 q_0^2 = \varepsilon_0^2 q_0^2 - \Sigma_K(q) - m \Sigma_F(q) .$$

The diagonal elements $K(q) + F(q)$ can be interpreted as the equilibrium, liquid state correlation function and is only determined by $\varepsilon$ which can be related to the liquid state correlation length $\xi \approx \frac{1}{\kappa q_0}$. On the other hand $F(q) = \lim_{t \to \infty} \lim_{t' \to \infty} \langle \phi_q(t) \phi_{-q}(t + t') \rangle$ characterizes long time correlations in analogy to the Edwards-Anderson parameter. Clearly, if $\Sigma_F \neq 0$ then $\kappa > \varepsilon$ and $F(q) > 0$. Depending on whether one considers $q$ values close to or away from $q_0$, $F(q)$ is governed by the correlation length $\xi$ or the Lindemann length of the glass $\lambda_0 = q_0^{-1} (\kappa^2 - \varepsilon^2)^{-1}$, respectively. The physical significance of $\lambda_0$ is the length scale over which defects and imperfections of an crystalline state can wander after long time was discussed in Ref. 22. Finally, the correlation function $K(q)$ (which is solely determined by the short length $\frac{1}{\kappa q_0} < \xi$) is the response function of a local perturbation. Obviously, any response of the glassy system is confined to very small length scales even though the instantaneous correlation length can be considerable. This is a clear reflection of the violation of the fluctuation dissipation relation within the replica approach. Averaging these functions over momenta gives:

$$\overline{K} = \int \frac{d^3q}{(2\pi)^3} K(q) = \frac{q_0}{2\pi \kappa} .$$

$$\overline{F} = \int \frac{d^3q}{(2\pi)^3} F(q) = \frac{q_0}{2\pi m} \left( \frac{1}{\varepsilon} - \frac{1}{\kappa} \right) .$$

The auxiliary local Hamiltonian is

$$\mathcal{H} = \frac{1}{2} \sum_{ab} \mathcal{J}_{ab} \phi_a \phi_b + \frac{u q_0^2}{4} \sum_a \phi_a^4 .$$

Within DMFT we then find for its correlation function

$$\mathcal{G} = \overline{K} \delta_{ab} + \overline{F} .$$

In addition, the Weiss field is given by:

$$\mathcal{J}_{\alpha\beta} = \mathcal{J} \delta_{\alpha\beta} - \mathcal{C} .$$

These relations together with Eq. 27 can be used to express the Weiss fields in terms of the $\varepsilon$ and $\kappa$:

$$\mathcal{J} = \frac{2\pi \kappa + \varepsilon_0 - \kappa^2}{q_0}$$

$$\mathcal{C} = \frac{2\pi (\kappa - \varepsilon) + \varepsilon^2 - \kappa^2}{mq_0} .$$

Thus, we have to determine $\overline{K}$ and $\overline{F}$ for given $\mathcal{J}$ and $\mathcal{C}$ and make sure that the latter are chosen such that Eqs. 27 and 31 are fulfilled.

The partition sum of the local problem is given by

$$Z(m) = \int d^m \phi e^{-\sum_{\alpha=1}^m \mathcal{H}_0[\phi_{\alpha}^0] + \frac{m}{2\kappa} \left( \sum_{\alpha} \phi_{\alpha} \right)^2} ,$$

where $\mathcal{H}_0[\phi_{\alpha}^0] = \frac{1}{2} \mathcal{J} \phi_{\alpha}^0 + \frac{u q_0^{-4}}{4} \phi_{\alpha}^4$. $d^m \phi$ refers to the fact that $\phi$ is an $m$-component vector and the integral goes over an $m$-dimensional space with arbitrary $m$. The coupling between different replicas can be eliminated by performing a Hubbard-Stratonovich transformation, which leads to

$$Z(m) = \int \frac{d\lambda}{\sqrt{2\pi C}} e^{-\frac{\lambda^2}{4\pi}} \Omega(\lambda)^m (33)$$

where

$$\Omega(\lambda) = \int d\phi e^{-\mathcal{H}_0[\phi] + \lambda \phi} (34)$$

is the equilibrium partition function however in an external field $\lambda$, with Gaussian distribution function.

In order to determine the propagators of the local problem, we consider the sum of the diagonal elements

$$\sum_a \overline{G}_{aa} = m (\overline{K} + \overline{F})$$

which is equal to $-2 \frac{\partial \log Z(m)}{\partial \mathcal{J}}$, yielding

$$\overline{K} + \overline{F} = -2 \int d\lambda e^{-\frac{\lambda^2}{4\pi}} \Omega(\lambda)^m \frac{\partial}{\partial \mathcal{J}} \Omega(\lambda) .$$

The derivative with respect to $\mathcal{J}$ leads to

$$\frac{\partial}{\partial \mathcal{J}} \Omega(\lambda) = -\frac{1}{2} \int d\lambda e^{-\frac{\lambda^2}{4\pi}} \Omega(\lambda)^m \left( 2 \mathcal{J} \phi^2 + \frac{u q_0^{-4}}{4} \phi^4 + \lambda \phi \right) \phi^2$$

which gives the final expression for the diagonal element of the replica correlation function

$$\overline{K} + \overline{F} = \frac{\int d\lambda e^{-\frac{\lambda^2}{4\pi}} \Omega(\lambda)^m \phi^2}{Z(m)} (38)$$

with

$$\langle \phi^2 \rangle_\lambda = \frac{\int d\lambda e^{-\frac{\lambda^2}{4\pi}} \Omega(\lambda)^m \left( 2 \mathcal{J} \phi^2 + \frac{u q_0^{-4}}{4} \phi^4 + \lambda \phi \right) \phi^2}{\Omega(\lambda)} .$$

In addition we also need to determine the off diagonal elements in replica space of the correlation function. We use

$$\sum_{a,b} \overline{G}_{ab} = m \overline{K} + m^2 \overline{F} .$$
which equals to $2^{\Omega} \log \frac{2(m)}{\Omega}$ and obtain an equation which can be used to determine the off diagonal elements $F$

$$F + mF = -\int \frac{d\lambda}{\sqrt{2\pi}} e^{-\frac{\lambda^2}{2}} \lambda \frac{C^{-1} \langle \phi \rangle \lambda + C^{-1} \langle \phi \rangle \lambda}{(1 - m) Z(m)}.$$  

(41)

Evidently, Eqs 38 and 41 are only independent if $m$ differs from 1.

We next analyze these equations for small but finite $m - 1$. This can be done by expanding Eqs 38 and 41 into a Taylor series for small $m - 1$ and comparing order by order. First we consider the zeroth order term and find that both equations yield for $m = 1$, the results for the liquid state which determine $\varepsilon$. The next step is to consider the first corrections linear in $m - 1$. This allows us to check whether there are nontrivial solutions for $\kappa > \varepsilon$ and thus for the off diagonal self energy and long time correlation function.

The difference between Eqs 38 and 41 gives

$$F = \frac{\delta I}{Z(m = 1)}.$$  

(43)

with

$$\delta I = -\int \frac{d\lambda}{\sqrt{2\pi}} \frac{C^{-1} \langle \phi \rangle \lambda + C^{-1} \langle \phi \rangle \lambda}{\sqrt{2\pi} C} e^{-\frac{\lambda^2}{2}} \lambda \log \Omega(\lambda).$$  

(44)

As expected, it follows that $F = 0$ if $\kappa = \varepsilon$, where $C = 0$. This can be seen from the expansion $\langle \phi \rangle \lambda \simeq -\langle \phi \rangle \lambda^2 \lambda$, valid for small $\lambda$ and by substituting $\mu = \lambda/\sqrt{C}$. It follows that

$$F(\kappa = \varepsilon) \sim \int \frac{d\mu}{\sqrt{2\pi}} e^{-\frac{\mu^2}{2}} (1 - \mu^2) = 0.$$  

(45)

In Fig.2 we show our results for the dimensionless inverse correlation length $\varepsilon_A = \varepsilon(u_A)$ at the onset of glassiness. We have to distinguish the two different regimes of strong and weak phase separation, characterized by $|\varepsilon_A^0| > 1$ and $|\varepsilon_A^0| < 1$, respectively. In the case of strong phase separation we find a universal value $\varepsilon_A \simeq 0.45$. The universality of this result is in qualitative agreement with results obtained with perturbation theory which also gives such a generic value which is however numerically larger ($\varepsilon_A \simeq 0.8385$). In addition we obtain that at the transition the ratio $\kappa_A/\varepsilon_A \simeq 3.5$, which is close to the result $\kappa_A/\varepsilon_A \simeq 3.1$, obtained within perturbation theory. The onset of glassiness in the model Eq.17 occurs in the strong phase separation limit and, for given $q_0$, is uniquely determined by the value of the correlation length $\xi = (\varepsilon q_0)^{-1}$, and not explicitly dependent on $u$ or $T$. The exact solution of the dynamic mean field problem leads to the interesting result that this value for $\xi$ is larger than what follows within perturbation theory. For small $u$, the result of the perturbation theory is $\varepsilon_A \simeq 0.42 (\varepsilon^2)_{1/2}$. In this limit the DMFT gives the interesting result that $\varepsilon_A$ is larger than the value obtained within perturbation theory. The effect is small and numerically hard to identify. It implies that the criterion for glassiness as obtained within DMFT becomes very close to the one found by Brazovskii for the fluctuation induced first order transition. Most important however is that we do indeed find that there is a nontrivial solution $\kappa > \varepsilon$. The emergence of a self generated glassy state is therefore not a consequence of the perturbative solution used in Refs 28,31. Our calculation is performed for a temperature $T = 1$. We can reintroduce the temperature into the calculation by substituting $u \to u T$. A critical value for $u$ leads to a temperature $T_A$ (for fixed $u$) where within mean field theory an exponential number of metastable states emerges.

Once the correlation functions are determined we can use the fact that the functional $\Phi[G]$ is the same for the local problem as well as the original one to obtain

$$F(m) = F(m) + \frac{T}{2m} \left( \text{Tr} \log G^{-1} - a_0 (\varepsilon q_0)^{-1} \right).$$  

(46)

Here Tr refers to the trace over replicas, but does not include the momentum integration, as opposed to $\text{Tr}$ which
corresponds to a trace with respect to all degrees of freedom. Finally, \( F(m) = -\frac{1}{m} \log Z(m) \) is the counterpart of \( F(m) \) for the local problem. Using Eq. 43 an expression for the configurational entropy follows:

\[
S_c = -\frac{1}{2} \sum_q \left[ \log \left( 1 - \frac{F(q)}{G(q)} \right) + \frac{F(q)}{G(q)} - \frac{a_0 d}{2} \log \left( \frac{\kappa}{\varepsilon} \right) \right] + \frac{a_0 d}{2} \left( 1 - \frac{\varepsilon}{\kappa} \right) - a_0 d \left. \frac{\partial \log Z(m) / m}{\partial m} \right|_{m \rightarrow 1},
\]

(47)

As expected, in the limit \( \kappa \rightarrow \varepsilon \) without glassy long time correlations, it follows \( Z(1) = \Omega(0) \) as well as \( \left. \frac{\partial Z(m)}{\partial m} \right|_{m \rightarrow 1} = \Omega(0) \log(0) \) and \( F(q) \) goes to zero, leading to \( S_c(\kappa = \varepsilon) = 0 \). The configurational entropy is finite only for nontrivial solutions \( \kappa > \varepsilon \). The temperature, \( T_A \), where this happens for the first time is equal to the dynamic transition temperature of the system. The result for \( S_c(T) \) also enables us to determine the Kauzmann temperature, \( T_K < T_A \), where \( S_c \) vanishes. In Fig. 3, we show \( S_c(T) \) for two different \( |\varepsilon| \). The configurational entropy vanishes as \( T_K \) is approached: \( S_c \propto T - T_K \). The regime \( (T_A - T_K) / T_A \) between the onset of slow dynamics and entropy crisis increases for decreasing strength of the phase separation.

**D. Stability of the solution**

An important simplification of our approach resulted from the simple form, Eq. 43, of the correlation function in replica space. All diagonal elements as well as all off diagonal elements are assumed to be identical. Whether this assumption is indeed stable can be addressed by evaluating the eigenvalues of the stability matrix

\[
\tilde{H}_{\alpha \beta \gamma \delta} = \delta^2 F \frac{\partial^2 F}{\partial G_{\alpha \gamma} (q) \partial G_{\beta \delta} (q')},
\]

(49)

If there are negative eigenvalues of \( \tilde{H} \) our assumption for the replica structure is unstable. Following Ref. 51 we find that the lowest eigenvalue with respect to the replica indices is determined by the lowest eigenvalue of the matrix \( G_C \)

\[
\tilde{h}_{\alpha \alpha'} = \delta(q - q') K^{-2} (q) + v_0
\]

(50)

in momentum space, where \( v_0 = \frac{1}{2} \sum_{\alpha \beta} \frac{\partial^2 F}{\partial G_{\alpha \beta} (q) \partial G_{\alpha \delta} (q')} \) with distinct \( \alpha, \beta, \gamma \) and \( \delta \). In deriving this result we started from Eq. 43 but used the fact that the functional \( \Phi \) only depends on the momentum averaged correlation function, such that \( v_0 \) becomes momentum independent. Eq. 50 is similar to the Schrödinger equation in momentum space of a single particle with bare Hamiltonian \( K^{-2} (q) \) and local potential \( v_0 \). The lowest eigenvalue, \( E_0 \), of this problem is given by

\[
1 = v_0 \int \frac{d^3 q}{(2\pi)^3} (K^{-2} (q) + E)^{-1}.
\]

(51)

This equation can be analyzed if we find a way to calculate \( v_0 \) which, due to Eq. 50, is determined by the first derivative of the self energy with respect to the correlation function \( \frac{\delta \Sigma_{\alpha \beta}}{\delta G_{\alpha \beta}} \). This derivative can be evaluated by following closely Baym and Kadanoff 52. First we add to the local Hamiltonian an additional term \( -\sum_{\alpha \beta} U_{\alpha \beta} \delta \phi_\alpha \delta \phi_\beta \) and analyze all correlation functions for finite \( U \). At the end we will take the limit \( U \rightarrow 0 \) and the correlation function has the simple structure Eq. 50.

For finite \( U \), the correlation function is determined from the function \( Z[U] \):

\[
\overline{G}_{\alpha \beta} [U] = \langle \phi_\alpha \phi_\beta \rangle = -\frac{\delta \log Z[U]}{\delta U_{\alpha \beta}}
\]

(52)

The self energy is a functional of only \( \overline{G} [U] \) and not of \( U \) explicitly such that

\[
\frac{\delta \Sigma_{\alpha \beta}}{\delta U_{\alpha \beta}} = \sum_{\mu \nu} \frac{\delta \Sigma_{\mu \nu}}{\delta \overline{G} \overline{G}_{\mu \nu} \delta U_{\gamma \delta}}
\]

(53)

If we furthermore introduce

\[
L_{\alpha \beta \gamma \delta} = \frac{\delta G_{\alpha \gamma}}{\delta U_{\beta \delta}} = \langle \phi_\alpha \phi_\beta \phi_\gamma \phi_\delta \rangle - \langle \phi_\alpha \phi_\beta \rangle \langle \phi_\gamma \phi_\delta \rangle
\]

(54)
which can be evaluated explicitly once \( U = 0 \), one finds

\[
\sum_{\mu \nu} \left( G^{-1}_{\alpha \mu} G^{-1}_{\nu \gamma} - \frac{\delta \Sigma_{\mu \nu}}{\delta G_{\alpha \gamma}} \right) L_{\alpha \beta \gamma \delta} = \delta_{\mu \delta} \delta_{\beta \nu} \quad (55)
\]

which determines \( \frac{\delta \Sigma_{\mu \nu}}{\delta G_{\alpha \gamma}} \) and thus \( v_0 \).

Applying this approach to the Brazovskii model we find that the replica structure is marginally stable at the temperature \( T_A \) where the glassy state occurs for the first time. Below \( T_A \) the replica symmetric ansatz Eq.40 becomes unstable however it can be made stable if the replica index \( m \) does not approach 1 anymore but rather takes a value \( m = \frac{T}{T_{\text{eff}}} \) which defines the effective temperature \( T_{\text{eff}} \) of the glass. This is a situation similar to one step replica symmetry breaking with break point given by \( m = \frac{T}{T_{\text{eff}}} \). A detailed discussion of this issue is presented in Ref.\textsuperscript{32}. Stability of the replica symmetric ansatz was only possible because we consistently made the assumption of the dynamical mean field theory. Going beyond the local approach, for example by using cluster DMFT techniques, enables one to study whether or not nonlocal phenomena change the replica structure of the theory.

### III. CONCLUSIONS

Based on the recent development in the theory of strongly interacting electron systems we developed a dynamic mean field theory for self generated glasses in a continuum field theory model. The key assumption of our approach, which applies to physical systems with short range higher order virial coefficients, is that glass formation is the consequence of predominantly local correlations. It is then possible to map the problem onto a purely local theory with same interaction and with a Gaussian part of the energy which is determined self consistently. The comparatively simple approach can easily be applied to multi component systems. Most importantly, recent developments in the cluster DMFT approach allow one to generalize this theory to include at least short range non-local effects. Owing to its local character a generalization of the present treatment to include spatially inhomogeneous states (corresponding with instantons) and thereby explicit treatment of the mosaic formation predicted in random first order transitions seems well within reach.
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### APPENDIX A: SELF-CONSISTENT SCREENING APPROXIMATION

In this appendix we summarize the solution of the Brazovskii model within self-consistent screening approximation of Refs.\textsuperscript{28,31}. In Ref.\textsuperscript{28} a complete numerical solution of the self consistent screening approximation was developed which did not make any assumption with respect to the momentum dependence of the self energy. It was found that \( \Sigma(q) \) does weakly depend on \( q \) for \( q < 2q_0 \) allowing to approximate \( \Sigma(q) \approx \Sigma(q_0) \) momentum independent. This simplification was helpful to develop an analytical solution of the same problem, presented in Ref.\textsuperscript{31}. Here we will show that the results of Ref.\textsuperscript{31} can easily be re-derived by performing a dynamic mean field theory where the local problem is solved within perturbation theory.

It is useful to first summarize the problems which result in a perturbative treatment of the problem, something that can already be seen in the liquid state. Consider a given Feynman diagram for the self energy of a theory with interaction \( u \delta^r \) \( (r = 4 \) in our case). The number of internal lines is \( I_n = \frac{1}{2} (n r - 2) \), whereas the number of internal momentum integrations of the original theory is \( I_n = I_n - (n - 1) = n \left( \frac{r}{2} - 1 \right) \). In a local theory we have for each running line a contribution \( q_0 \Sigma_{\text{loc}}(q) \) \( (i.e. \ we \ replace \ G(q) \ by \ its \ momentum \ averaged \ value) \). Thus, we obtain for a contribution to the self energy of order \( n \)

\[
\delta \Sigma^{(n)} \sim u^n \left( q_0^3 \right)^{L_n} \left[ q_0^{-3 \Sigma} \right]^{I_n} \quad (A1)
\]

Using \( r = 4 \) and \( \Sigma_{\text{loc}} \) of Eq.20 it follows \( \delta \Sigma^{(n)} \sim \frac{u q_0}{\Sigma_{\text{loc}}} \left( \frac{u}{q_0 \Sigma_{\text{loc}}} \right)^{n-1} \). Clearly, in the limit of \( \varepsilon < 1 \), where glassiness was found in Refs.\textsuperscript{28,31}, the perturbation series is a sum terms which is increasingly larger in magnitude.e. strongly divergent. The self consistent screening approximation corresponds to the sum

\[
\Sigma_{\text{SSC}} \sim -\sum_{n=1}^{\infty} (-1)^n \delta \Sigma^{(n)} \propto -\frac{u q_0^3}{\varepsilon} \frac{1}{1 + \frac{u}{q_0 \Sigma_{\text{loc}}}} \quad (A2)
\]

Even though \( \Sigma_{\text{SSC}} = -\frac{2}{q_0^2} \varepsilon \) is small for small \( q_0^2 \varepsilon^2 \), it is not clear at all whether this procedure leads to reliable results, making evident the need to use a method not based on the summation of diagrams.

Using the replica approach for the local problem we obtain within the self consistent screening approximation for the local self energies:

\[
\begin{align*}
\alpha_0^3 \Sigma_K &= -2 (D_K K + D_K F + D_F K) \\
\alpha_0^3 \Sigma_F &= -2 D_F F
\end{align*} \quad (A3)
\]
with collective propagators

\[ D_K = \frac{1}{q_0^2 \nu^{-1} + \Pi_K}, \]
\[ D_F = -\frac{\Pi_F D_K}{1 + \Pi_F D_K}, \]

where \( \Pi_K = K^2 + 2KF \) and \( \Pi_F = F^2 \). This corresponds to the summation of bubble diagrams as summarized in detail in Ref. 31 and follows from the functional

\[ \Phi(G) = q_0^{-d} \text{Tr} \log D^{-1} \]

(A5)

with \( D_{ab} = D_K \delta_{ab} + D_F \). Since we are solving a classical (time independent) local problem we do not need to perform any momentum integrations in the evaluation of the diagrams.

Using the expressions for the momentum averaged propagator, Eq.[27] we find for \( \Sigma_F = (\kappa^2 - \epsilon^2) q_0^2 \)

\[ a_0^3 \Sigma_F = \frac{4\pi \epsilon}{q_0 (1 + \epsilon^2 v^{-1})} \left( 1 - \frac{\epsilon}{\kappa} \right)^3 \]

(A6)

where \( v = \frac{1}{(2\pi)^d} u_0^d a_0^d \). With the choice \( a_0 = \frac{\pi^{2/3}}{2\pi^{1/3}} q_0^{-1} \simeq 1.7q_0^{-1} \) this agrees with the result of Ref. 31 analyzed in the strong coupling limit \( v^{-1} \to 0 \). In what follows we simply use \( a_0 = q_0^{-1} \) to be able to compare the results of the self consistent screening with the solution of the DMFT approach of this paper. In the limit \( v^{-1} \to 0 \) a solution \( \kappa > \epsilon \) exists for the first time if \( \epsilon < \epsilon_A \simeq 0.84 \). At the transition \( \kappa_A \simeq 3.1\epsilon_A \). A detailed physical discussion of these results is given in Ref. 31. For weak coupling it follows \( \epsilon_A \simeq 0.422 \left( \frac{\kappa}{a_0} \right)^{2/5} \) with \( \kappa_A \simeq 2.19\epsilon_A \).
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