ON SPATIAL DISCRETIZATION OF EVOLUTIONARY DIFFERENTIAL EQUATIONS ON THE PERIODIC DOMAIN WITH A MIXED DERIVATIVE
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Abstract. Recently, various evolutionary partial differential equations (PDEs) with a mixed derivative have been emerged and drawn much attention. Nonetheless, their PDE-theoretical and numerical studies are still in their early stage. In this paper, we aim at the unified framework of numerical methods for such PDEs. However, due to the presence of the mixed derivative, we cannot discuss numerical methods without some appropriate reformulation, which is mathematically challenging itself. Therefore, we first propose a novel procedure for the reformulation of target PDEs into a standard form of evolutionary equations. This contribution may become an important basis not only of numerical analysis, but also of PDE-theory. In order to illustrate this point, we establish the global well-posedness of the sine-Gordon equation. After that, we classify and discuss the spatial discretizations based on the proposed reformulation technique. As a result, we show the average-difference method is suitable for the discretization of the mixed derivative.

1. Introduction

1.1. Background. In this paper, we consider numerical methods for the initial value problem for the evolutionary partial differential equations (PDEs) in the form

\begin{equation}
\begin{aligned}
\left\{ \begin{array}{l}
(u_t + g(u, u_x, u_{xx}, \ldots))_x = f(u, u_x, u_{xx}, \ldots)
\end{array} \right. & \quad (t \in (0, T), x \in S), \\
\begin{array}{c}
u(0, x) = u_0(x) \\
(\in S),
\end{array}
\end{aligned}
\end{equation}

on the periodic domain $S := \mathbb{R}/2\pi \mathbb{Z}$. Here, $u : [0, T] \times S \to \mathbb{R}$ is a dependent variable, $t$ and $x$ are temporal and spatial independent variables, subscripts $t$ and $x$ denote the partial derivative with respect to $t$ and $x$, and $u_0$ is an initial condition. Various equations in the form (1) have been recently emerged and lively studied (see, [1] Section 3 for examples and related results on them). However, PDE-theoretical and numerical treatments of them are more difficult than usual evolutionary equations due to the presence of the spatial differential operator $\partial_x := \partial/\partial x$ operating on $u_t$. We call the resulting term $u_{tx}$ mixed derivative hereafter.

The spatial differential operator $\partial_x$ in the mixed derivative is not invertible under the standard setting of the space of periodic functions such as the Sobolev spaces.
(the precise meaning will be explained in Section 2). Therefore, some problems in the form (1) are underdetermined while the others are well-posed. In this paper, we focus on the latter case. Moreover, we restrict ourselves to the spatial discretization (see, Remark 1.2), because the biggest issue is how to treat the spatial differential operator operating on $u_t$. In view of this, we mean the operator on $u_t$ when we merely say “the spatial differential operator,” although other spatial differential operators can appear in the problem (1) in the functions $g$ and $f$.

Before stating our challenge in this paper, we first note that there are existing works for similar initial value problems on the whole real line with the vanishing boundary conditions. Since the spatial differential operator $\partial_x$ is invertible when regarded as a linear operator between some appropriate function spaces (see, e.g., Iório–Nunes [25] and references therein), the initial value problem can be equivalently transformed into that for the integro-differential equation in the form

$$u_t + g(u, u_x, u_{xx}, \ldots) = \partial_x^{-1} f(u, u_x, u_{xx}, \ldots)$$

(see, e.g., [32, 33, 10] for examples). Here, the operator

$$\partial_x^{-1} v(x) := \frac{1}{2} \left( \int_{-\infty}^{x} v(y) dy - \int_{x}^{\infty} v(y) dy \right)$$

is the inverse of the spatial differential operator (the inverse operator $\partial_x^{-1}$ is sometimes called as the antiderivative). We call the original differential equation differential form, and the induced integro-differential equation integral form. Their integral forms have often been utilized rather than differential forms (see, e.g., [31, 10]) in order to prove the well-posedness of the equations with a mixed derivative on the whole real line.

On the other hand, when dealing with numerical methods of evolutionary equations, one usually employ a bounded domain and impose some appropriate boundary conditions on it. Among several typical boundary conditions, we choose the periodic boundary condition by the following practical reasons: it is often used in existing studies on (1) (e.g., [9, 32, 33, 46, 34, 11]); it includes the case of rapidly decreasing functions with sufficiently large window size, and thus can deal with many practical problems on $\mathbb{R}$ with sufficient accuracy; it makes numerical analysis simple; it allows the use of pseudospectral method. (Hereafter, we focus on the periodic domain unless otherwise stated.)

However, on the periodic domain, the spatial differential operator $\partial_x$ is not invertible as mentioned before. This fact makes the reformulation challenging and there is no unified approach so far to derive the integral form.

Fortunately, however, there are some simple exceptions. For example, the reduced Ostrovsky equation

$$u_t + \left( \frac{1}{2} u^2 \right)_x = \gamma u,$$

(2)

It models water waves on a very shallow rotating fluid, and is also referred as the short wave equation [24], Ostrovsky–Hunter equation [6], Vakhnenko equation [45], and Ostrovsky–Vakhnenko equation [7].

For this equation, Hunter [24] derived the integral form

$$u_t + \left( \frac{1}{2} u^2 \right)_x = \gamma \partial_x^{-1} u,$$

(3)
where the operator $\hat{\partial}^{-1}_x$ is defined as

$$
\hat{\partial}^{-1}_x v(x) := \int_0^x v(y)dy - \frac{1}{2\pi} \int_S \int_0^z v(y)dydz
$$

(the meaning of the unusual notation $\hat{\partial}^{-1}_x$ and the detail of the reformulation will be described in Section 3.1).

Based on the integral form (3), various studies on the reduced Ostrovsky equation have been conducted. Hunter [24] himself conducted numerical experiments based on the integral form (however, the discrete counterpart of the operator $\hat{\partial}^{-1}_x$ is not written). Liu–Pelinovsky–Sakovich [33] showed the local well-posedness and the condition of the finite-time wave breaking, and confirmed their theory by numerical experiments using the pseudospectral method. Coclite–Ridder–Risebro [11] considered a natural numerical scheme based on the integral form (3) by using the trapezoidal rule for the discretization of the operator $\hat{\partial}^{-1}_x$, and showed its numerical solution converges to the unique entropy solution.

Similarly, several other equation including the Ostrovsky equation [35, 21] and its generalization [28] have been studied by using their integral form (see, also [13, 14] and references therein). There, the operator $\hat{\partial}^{-1}_x$ (more precisely its concrete form (4)) had been employed, but no one has clarified the class of equations to which this strategy can be applicable. In fact, equations in the form

$$
(u_t + h_x(u, u_x, \ldots))_x = u,
$$

can be treated in the manner similar to the reduced Ostrovsky equation above, and includes many practical equations such as the generalized Ostrovsky equation. Note that, due to the absence of physical example in more general form $(u_t + g(u, u_x, \ldots))_x = u$, which can be treated with a slight modification, we focus on the form (5) when $f(u) = u$.

The important feature of the class of equations in the form (5) is that all numerical solutions satisfy the linear implicit constraint $\int_S u(t, x)dx = 0$ (this can be verified by integrating both sides of (5) over x on S). Since the set of functions satisfying the linear implicit constraint is a linear subspace (of a function space), such a reformulation can be successfully conducted (see, Section 3.1). In this sense, we call it linear case despite of possible nonlinearity in $h$ (see also Remark 3.2).

On the other hand, in general (i.e., $f$ is not linear in (11)), the corresponding implicit constraint becomes $F(u(t)) = 0$, where

$$
F(v) = \int_S f(v, v_x, \ldots)dx.
$$

Since the set of functions satisfying the constraint above does not form linear subspace in general, the reformulation becomes significantly challenging. In this sense, we call it nonlinear case. For example, the well-known sine-Gordon (sG) equation in light cone coordinates

$$
u_{tx} = \sin u
$$

has the nonlinear constraint $\int_S \sin u(t, x)dx = 0$, and as its consequence, surprisingly even the local well-posedness has not been shown on the periodic domain (except for a partial result in [30] via the well-posedness result of another equation).
Remark 1.1. The sine-Gordon equation (7) is a special case of the (nonlinear) Klein–Gordon (KG) equation $u_{tt} = f(u)$. Note that, there are certainly many studies on the KG equation in Euclidean coordinates $u_{	au	au} - u_{ss} = f(u)$ (see, e.g., Debnath [12] and references therein), and these two representations are related by the simple transformation $\tau = t + x$, $s = t - x$ of the independent variables. However, the results on the Euclidean case do not give much useful information for the light-cone case. In fact, if we consider the initial value problem (4) for the KG equation in light-cone coordinates, the corresponding problem in Euclidean coordinates is the problem where the “initial data” is given along the line $\tau = -s$, which seems to be aberrant.

Still, they have been intensively studied under other boundary conditions. Tuckwell [44] discussed a finite difference scheme under the initial and boundary conditions
\[
 u(0, x) = \alpha(x) \quad (x \in [0, L]), \quad u(t, 0) = \beta(t) \quad (t \in [0, T]),
\]
which is introduced by Fokas [17] for the linear KG equation $u_{tt} = u$ and the sine-Gordon equation (7). Thanks to the presence of the Dirichlet boundary condition, such a case is similar to the case on the whole real line. Pelloni [37] showed the well-posedness of the sine-Gordon equation with the initial and boundary conditions above. Pellinovsky–Sakovich [36] showed the global well-posedness of the sine-Gordon equation on the whole real line.

In addition to the KG equations, various new equations with a mixed derivative have been emerged recently: mKdV-sG equation [43] (mKdV: modified Korteweg–de Vries), the generalized sine-Gordon equation [16], the modified Hunter–Saxton equation [15] and so on. Therefore, their theoretical and numerical studies are indispensable, and a unified approach to obtain the corresponding integral form that may become their basis is strongly hoped now. However, this has been left open so far, as mentioned before, which might be attributed to the fact that this becomes surprisingly difficult when $f$ is nonlinear.

1.2. Our contribution.

1.2.1. Continuous part (Section 3). Below, we address our contributions in the present paper. In order to circumvent the difficulty described above, we give up to follow Hunter’s strategy, and propose a novel procedure to derive the integral form in Section 3.2. A key ingredient of the proposed procedure is the Tseng generalized inverse operator $\partial_x^g$ (Definition 2.3) of the differential operator $\partial_x$, which is a standard concept of the generalized inverse for linear operators between Hilbert spaces (see, e.g., [8]). Proposed procedure can be summarized as follows:

(1) Using the property (Lemma 2.7) of generalized inverses, we obtain
\[
 u_t = g(u, u_x, \ldots) + \partial_x^g f(u, u_x, \ldots) + c, \quad c \text{ does not depend on } x.
\]

(2) Under some assumptions, by using the implicit constraint $F(u) = 0$, we determine the value of $c$ by (14), and obtain the integral form.

There, we overcome the difficulty by splitting the derivation into two phases. In other words, we use the Tseng generalized inverse in order to tentatively derive the integral form allowing the unknown constant $c$, which is then separately determined by using the implicit constraint $F(u) = 0$.

It should be noted that, the operator $\partial_x^{-1}$ defined by (4) can be regarded as a special case of the Tseng generalized inverse, so that the reformulation method
by Hunter and its followers can be viewed as the special case of our procedure. There, the class of equations such that “Hunter’s strategy has been successfully used” can be interpreted as those such that “c(t) = 0 thanks to its structure” (see, Example 3.5).

Note that, since the spatial differential operator ∂x is not invertible, the target equations turn out to be infinite-dimensional DAEs (differential-algebraic equations), whereas the standard evolutionary PDEs are often regarded as infinite-dimensional ODEs (ordinary differential equations). Roughly speaking, proposed procedure can be regarded as an infinite-dimensional extension of the geometric reduction [38] for finite-dimensional DAEs (see, Section 3.2.2). Since the geometric reduction for DAEs is a basis of unique existence theory for nonlinear DAEs, and all the well-posedness results for (1) are based on their integral form, our contribution may be used for PDE-theoretic studies of the PDEs with a mixed derivative. In order to illustrate this point, we establish the global well-posedness of the sine-Gordon equation (7) by using its integral form, which is newly derived by the proposed procedure (see, Section 3.3).

1.2.2. Discrete part (Section 4). Roughly speaking, the proposed procedure reveals the equivalence of the differential and integral forms. Therefore, we have two ways to devise spatial discretization, i.e., discretizing the differential form or the integral form. It should be noted that the equivalence of the two forms is only valid in continuous case: the discretization of the two forms are essentially different. Section 4 is devoted to discuss this issue.

Briefly speaking, the discretization of the integral form becomes an ODE, while the direct spatial discretization of the differential form is an implicit DAE. For such a DAE, by using the discrete analogue of the proposed procedure, we can derive a corresponding ODE which can be regarded as a discretization of the integral form. There, Tseng generalized inverse of the difference operator can be expressed by a generalized matrix of the (matrix expression of) difference operator.

Remark 1.2. The spatial discretization of the differential form can be written in the simple form $D\dot{z} = \phi(z)$, where $D$ is a singular matrix representing a difference operator and $\dot{z} = dz/dt$. Its temporal discretization is already discussed in the literature (see, e.g., Hairer–Wanner [22]). Moreover, the obtained DAE often has index one (see, e.g., Ascher–Petzold [4] for details on index of DAEs), and thus, known to be numerically tractable. Therefore, in this paper, we focus on the spatial discretization, and do not step into the temporal discretization.

Though most existing numerical methods have been based on the integral form, we recommend the differential form in practical computation because it

1. usually has index one;
2. is free from nonlocal operators (unless $g$ and/or $f$ includes one).

On the other hand, discretization of the integral form has a virtue that it is fit for some analysis.

Finally, we explore the best spatial discretization that should be employed for the mixed derivative (Section 4.4). There, instead of directly analyzing the difference operator itself, we investigate its generalized inverse as an approximation of the indefinite integral (recall that $\partial_x^{-1}$ can be regarded as a generalized inverse of $\partial_x$, which is an indefinite integral). In other words, we compare several discretizations of the differential forms by using their integral forms, which gives an example of
the use of the discretization of the integral form. In the present paper, we take this approach, since it seems, at this moment, there is no systematic way of evaluating discretization errors when PDE involves the mixed derivative.

As a result of this exploration, the average-difference method, which has been recently introduced by the team including the present authors [20], turns out to be superior to other standard methods. This fact agrees very well with the numerical observation by Sato–Oguma–Matsuo–Feng [42] for the sine-Gordon equation. Summing up the findings above, we tentatively conclude that, for PDEs with a mixed derivative, the discretization of the differential form with the average-difference method is recommended.

1.3. Organization of this paper. The rest of the paper is organized as follows. In Section 2, we show some preliminaries such as function space, variational derivatives, and Tseng generalized inverses. The contents in Sections 3 and 4 are already described above. Then, the paper is concluded in Section 5.

2. Preliminaries

In this paper, $X^s$ denotes the $s$th Sobolev space on the periodic domain, i.e., $X^s = H^s(S)$ for a nonnegative integer $s$, with the standard inner product. Moreover, we define the linear subspace $\tilde{X}^s$ of $X^s$ as

$$\tilde{X}^s = \{ v \in X^s | \int_S v(x) dx = 0 \}.$$

Remark 2.1. We believe that our strategy described in Section 3.2 can be extended to other settings by appropriately defining the function space (see, Section 5). In order to emphasize that, we here introduce the symbol $X^s$.

Definition 2.2 (Variational derivatives). For a functional $H : X^s \to \mathbb{R}$, its variational derivative $\delta H / \delta v(v)$ is defined as a function such that

$$\frac{d}{de} H(v + e\phi) \bigg|_{e=0} = \left\langle \frac{\delta H}{\delta v}(v), \phi \right\rangle \quad (\forall \phi \in X^s)$$

holds, where $\langle \cdot, \cdot \rangle$ is the standard $L^2$ inner product.

When the functional $H$ is defined by $H : v \mapsto \int_S G(v, v^{(1)}, \ldots, v^{(k)}) dx$, its variational derivative can be calculated by

$$\frac{\delta H}{\delta v}(v) = \sum_{i=0}^k (-1)^i \frac{\partial G}{\partial v^{(i)}}(v, v^{(1)}, \ldots, v^{(k)}),$$

where $v^{(i)}$ is the $i$th derivative of $v$ for $i \geq 1$ and $v^{(0)} = v$. We often use the abbreviation $\delta H / \delta v$ for simplicity.

Furthermore, we introduce the generalized inverse of a linear operator between Hilbert spaces (see, e.g., [5]). Here, for a linear operator $L : Y_1 \to Y_2$ between two Hilbert spaces $Y_1, Y_2$, $\text{dom}(L) \subseteq Y_1$ and $\text{range}(L) \subseteq Y_2$ denote the domain and range of $L$, respectively. For a closed subspace $A$ of a Hilbert space $Y_1$, $P_A : Y_1 \to Y_1$ denotes the orthogonal projector on $A$ (i.e., $\text{range}(P_A) = A$ holds).

Definition 2.3 (Tseng generalized inverses). Let $L : Y_1 \to Y_2$ be a linear operator. Then a linear operator $L^g : Y_2 \to Y_1$ is a Tseng generalized inverse of $L$ if it satisfies the following four conditions:

$$\text{range}(L) \subseteq \text{dom}(L^g), \quad \text{range}(L^g) \subseteq \text{dom}(L), \quad L^g L x = P_{\text{range}(L)} x \quad (x \in \text{dom}(L)), \quad L L^g y = P_{\text{range}(L)} y \quad (y \in \text{dom}(L^g)).$$
Moreover, we introduce the null space null(L) and the career car(L) of L, i.e.,

\[ \text{null}(L) = \{ x \in \text{dom}(L) \mid Lx = 0 \}, \text{car}(L) = \text{dom}(L) \cap \text{null}(L)^\perp, \]

where \( A^\perp \) stands for the orthogonal complement of a linear subspace \( A \).

**Lemma 2.4** ([5, Chapter 9, Lemma 3]). If \( L^k \) is a Tseng generalized inverse of \( L \), then \( \text{null}(L) = \text{dom}(L) \cap \text{range}(L^k)^\perp \) and \( \text{car}(L) = \text{range}(L^k) \) hold.

We also define the maximal generalized inverse operator as follows.

**Definition 2.5** (Maximal Tseng generalized inverse). Let \( L : Y_1 \rightarrow Y_2 \) be a linear operator. Then, a linear operator \( L^\dagger : Y_2 \rightarrow Y_1 \) is called a maximal Tseng generalized inverse operator if it is a Tseng generalized inverse operator satisfying \( \text{dom}(L^\dagger) = Y_2 \).

Note that \( L^k y = L^\dagger y \) holds for any \( y \in \text{range}(L) \). This can be checked by using \( x \in \text{dom}(L) \) such that \( y = Lx \) as follows: \( L^k y = L^k Lx = L^\dagger Lx = L^\dagger y \). We will use this property in Section 4.4.

Now, let us introduce Tseng generalized inverse operators of the spatial differential operator \( \partial_x : X^s \rightarrow X^{s-1} \) (see, e.g., [23, Example 1]). Here, we assume \( s \geq 1 \). Note that, the differential operator satisfies \( \text{dom}(\partial_x) = X^s \), \( \text{range}(\partial_x) = X^{s-1} \), \( \text{car}(\partial_x) = X^{s-1} \), and \( \text{null}(\partial_x) = \{ \alpha 1 \mid \alpha \in \mathbb{R} \} \). Here, \( 1 \) denotes a constant function satisfying \( 1(x) = 1 \ (x \in \mathbb{R}) \). Thus, by Definition 2.3 and Lemma 2.4, each generalized inverse operator \( \partial_x^k \) satisfies

\[
\text{range}(\partial_x) \subseteq \text{dom}(\partial_x^k), \quad \text{range}(\partial_x^k) = \text{car}(\partial_x) = X^{s-1},
\]

\[
\partial_x^k \partial_x v = P_{X^s} v \quad (v \in X^s), \quad \partial_x \partial_x^k w = P_{X^{s-1}} w \quad (w \in \text{dom}(\partial_x^k)).
\]

It should be noted that, since \( \text{dom}(\partial_x^k) \) should be a linear subspace of \( X^{s-1} \) and \( \text{dim} \text{range}(\partial_x)^\perp = 1 \), \( \text{dom}(\partial_x^k) = X^{s-1} \) or \( \text{dom}(\partial_x^k) = X^{s-1} \) hold. This fact implies that there are only two Tseng generalized inverse operators, because the Tseng generalized inverse is uniquely determined by its domain.

The Tseng generalized inverse \( \partial_x^k \) satisfying \( \text{dom}(\partial_x^k) = \text{range}(\partial_x) = X^{s-1} \) can be concretely expressed as

\[
(\partial_x^k v)(x) := \int_0^x v(y)dy - \frac{1}{2\pi} \int_\mathbb{R} \int_0^x v(y)dydz \quad (v \in X^{s-1}),
\]

which coincides with \( \hat{\partial}_x^{-1} \) (see, [41]) introduced by Hunter [24]. Since \( \int_0^x v(y)dy \) is not periodic if \( v \) is not zero-mean, the definition above ceases to work for \( v \in X^{s-1} \setminus X^{s-1} \) so that this operator is not maximal.

On the other hand, the maximal Tseng generalized inverse \( \partial_x^\dagger \) can be expressed by using the Fourier series as follows:

\[
\partial_x^\dagger v(x) := \sum_{-\infty < k < \infty, k \neq 0} \frac{\hat{v}(k)}{k} \exp(kix), \quad \hat{v}(k) := \frac{1}{2\pi} \int_\mathbb{R} v(x) \exp(-kix) dx,
\]

where \( i \) is the imaginary unit. In fact, this operator was already introduced by Yaguchi–Matsuo–Sugihara [40] as an alternative to \( \hat{\partial}_x^{-1} \). They used \( \partial_x^\dagger \) in order to describe the pseudospectral method for the Ostrovsky equation (34) as a discretization of it.

In what follows, we use the symbol \( \hat{\partial}_x^{-1} \) and \( \partial_x^\dagger \) when we need to indicate each of the specific Tseng generalized inverses, while \( \partial_x^k \) is employed when we allow both.
Remark 2.6. Although the concrete examples of Tseng generalized inverses of the spatial differential operator had been used for various equations in the literature, no one has explicitly described that they can be regarded as a Tseng generalized inverse, to the best of the present authors’ knowledge.

The following lemma is an immediate corollary of Lemma 2.4.

Lemma 2.7. For any \( v \in X^s \) and any Tseng generalized inverse operator \( \partial x \) of \( \partial_x \), there exists a constant \( c \in \mathbb{R} \) such that \( v(x) = \partial x^c \partial_x v(x) + c \) holds for any \( x \in S \).

Proof. By Lemma 2.4 and Definition 2.3, for any \( v \in X^s \) it holds that
\[
(\partial x^c \partial_x v)(x) = \left( \frac{P_{\text{range}(\partial_x)}}{\partial x} \right)(x) = (P_X, v)(x) = v(x) - c \quad (x \in S)
\]
for some constant \( c \in \mathbb{R} \), which proves the lemma. \( \square \)

3. Derivation of integral forms

In Section 3.1, we review the derivation of the integral form of linear case [5], which has been already known in the literature. Then, we propose a new procedure for the nonlinear case in Section 3.2. Finally, Section 3.3 is devoted to an example of applications of the proposed procedure: we prove the global well-posedness of the sine-Gordon equation [7].

3.1. Linear case. Here, we show the derivation of integral forms of equations in the form [5]. This can be done in the manner similar to the case of the reduced Ostrovsky equation [2]. However, since there is no explicit explanation in Hunter [24] and its followers, we here show our understanding.

For simplicity, we use the abbreviation such as \( h(u) \) which stands for \( h(u, u_x, \ldots) \) in what follows. In this section, let us assume the initial condition \( u_0 \) satisfies \( \int_S u_0(x)dx = 0 \), the map \( h \) is \( h : X^{s+k} \to X^{s+1} \) for some positive integer \( k \), and \( s \) is a positive integer.

Remark 3.1. As said in Sections 1 and 2, \( \partial x^{-1} \) can be regarded as a special case of Tseng generalized inverses of the differential operator. However, this fact has not been stated in the literature. Thus, we forget this fact at the moment, and show how \( \partial x^{-1} \) naturally appears. At the same time, we describe the meaning of the unusual notation. That is, as we show below, the inverse operator \( \partial_x \) of a restricted differential operator. (The derivation below will be rephrased by using the concept of Tseng generalized inverse later on: Example 3.5.)

Let us assume that \( u \in C([0, T]; X^{s+k}(S)) \cap C^1([0, T]; X^s) \) is a solution of the differential form [5] satisfying the initial condition (cf. [33, Lemma 1]) for the reduced Ostrovsky equation. Then, as mentioned in Section 1, \( \int_S u(t, x)dx = 0 \) is satisfied. Hereafter, for \( t \in [0, T] \), we use the notation \( u(t) \) denoting the element in \( X^{s+k} \) such that \( (u(t))(x) = u(t, x) \) holds for any \( x \in S \).

This linear constraint implies \( \int_S u_t(x)dx = 0 \) so that \( u_t(t) + h_x(u(t)) \in \hat{X}^s \) holds (recall that \( \hat{X}^s = \{ v \in X^s \mid \int_S v(x)dx = 0 \} \)). Thus, the spatial differential operator \( \partial_x \) operating on \( u_t(t) + h_x(u(t)) \) can be replaced by the restricted operator \( \hat{\partial}_x := \partial_x | \hat{X}^s \) (i.e., \( \hat{\partial}_x : \hat{X}^s \to \hat{X}^{s-1} \)). In other words, equation (5) can be rewritten in the form
\[
\hat{\partial}_x (u_t(t) + h_x(u(t))) = u.
\]
Since the restricted operator $\hat{\partial}_x$ is injective, there exists the inverse operator $(\hat{\partial}_x)^{-1} : X^{s-1} \rightarrow X^s$, which coincides with the operator $\hat{\partial}_x^{-1}$. Summing up, we obtain the integral form

$$u_t(t) + h_x(u(t)) = \hat{\partial}_x^{-1} u(t).$$

The key of the reformulation above is the exquisite linear subspace $\hat{X}^s$. This linear subspace satisfies

(a) $u_t(t) + h_x(u(t)) \in \hat{X}^s$ holds so that the restricted operator $\hat{\partial}_x$ can be used;

(b) the restricted operator $\hat{\partial}_x$ is injective so that its inverse exists.

**Remark 3.2.** In Introduction, we describe the unusual terminology linear case is due to the linear implicit constraint. However, in fact, this terminology has stronger meaning as shown above: in linear case, all discussions can be done in the linear subspace $\hat{X}^s$.

3.2. **New result: nonlinear case.** Our purpose here is to devise the procedure to derive the integral form for general case $\textbf{[1]}$. However, if we try to extend the strategy in the previous section, we should consider “tangent space of the Hilbert manifold $\{v \in X^s \mid F(v) = 0\}$ at $u(t)”$ in place of $\hat{X}^s$ (see, e.g., $\textbf{[1]}$ for details on infinite-dimensional manifold), and discuss the invertibility of the restriction of the differential operator on it. This is not impossible (cf. $\textbf{[10]}$), but mathematically too complicated. Therefore, in Section 3.2.2, we show a simple and effective approach by using the concept of the generalized inverse. After that, we illustrate the geometric interpretation of the proposed procedure in Section 3.2.2.

3.2.1. **Proposed procedure.** We suppose $F(u_0) = \int_0^T f(u_0)(x)dx = 0$, $s$ is a positive integer, and there exists a variational derivative $\delta F/\delta u$ of $F$ in this section. Moreover, we assume there exists a solution $u \in C^0([0, T] ; X^{s+k}) \cap C^1([0, T] ; X^s)$ of the initial value problem $\textbf{[1]}$, where $k$ is a nonnegative integer such that $f : X^{s+k} \rightarrow X^{s-1}$ and $g : X^{s+k} \rightarrow X^s$.

**Remark 3.3.** Note that, at the moment, we do not necessarily know whether the assumption on existence of a solution are satisfied. As we will illustrate in Section 3.3.3, the well-posedness of the original differential form should be discussed after the well-posedness of the derived integral form is successfully established.

By operating on the both sides of

$$\partial_x (u_t(t) + g(u(t))) = f(u(t))$$

with a Tseng generalized inverse operator $\partial_x^g : X^{s-1} \rightarrow X^s$, for any $t \in (0, T)$, we see

$$u_t(t) + g(u(t)) = \partial_x^g f(u(t)) + c(t)1,$$

where $c(t)$ does not depend on $x$ from Lemma 2.7. In some happy cases, the implicit constraint $F(u(t)) = 0$ enables us to determine the value of $c(t)$ as follows.

Since the value of $F(u(t))$ is always 0 and $u(t)$ satisfies

$$\frac{d}{dt} F(u(t)) = \left\langle \frac{\delta F}{\delta u}, u_t \right\rangle = \left\langle \frac{\delta F}{\delta u}, -g(u) + \partial_x^g f(u) \right\rangle + c(t) \left\langle \frac{\delta F}{\delta u}, 1 \right\rangle,$$

the value of $c(t)$ is determined for $t \in (0, T)$ satisfying

$$\left\langle \frac{\delta F}{\delta u}, 1 \right\rangle \neq 0.$$
In this case, we obtain the desired integral form
\begin{equation}
    u_t(t) + g(u(t)) = \partial_x^g f(u(t)) + \mathcal{C}(u(t)),
\end{equation}
where
\begin{equation}
    \mathcal{C}(v) := \frac{\langle \delta \mathcal{F} / \delta u, g(u) - \partial^g_x f(u) \rangle}{\langle \delta \mathcal{F} / \delta u, 1 \rangle}.
\end{equation}

By construction, the following proposition holds.

**Proposition 3.4.** For any solution \( u \) of (13) and \( t \in (0, T) \) satisfying (12), \( (d/dt)\mathcal{F}(u(t)) = 0 \) holds. In particular, if \( \mathcal{F}(u_0) = 0 \) holds and (12) holds for any \( t \in (0, T) \), then \( \mathcal{F}(u(t)) = 0 \) holds for any \( t \in [0, T) \).

On the other hand, for \( t \in (0, T) \) such that \( \langle \delta \mathcal{F} / \delta u, 1 \rangle = 0 \) holds, we obtain a new implicit constraint \( \mathcal{F}_1(u(t)) = 0 \), where
\begin{equation}
    \mathcal{F}_1(v) := \langle \delta \mathcal{F} / \delta v, g(v) - \partial^g_x f(v) \rangle
\end{equation}
from (11). When there exists an open interval \( (t_0, t_1) \subseteq (0, T) \) such that \( \langle \delta \mathcal{F} / \delta u, 1 \rangle = 0 \) holds for any \( t \in (t_0, t_1) \), we can continue the same line of discussion above by using \( \mathcal{F}_1 \) instead of \( \mathcal{F} \). Otherwise, \( c(t) \) will be determined by continuity. As a result, the conservation law such as Proposition 3.4 holds even for this case, which can be shown in the similar manner. However, since the statement is quite cumbersome and there is no physical example in this case as we show below, the detailed discussion is omitted.

Now, in the example below, we show how the derivation of the integral form for linear cases (5) in the previous section can be understood in the proposed procedure.

**Example 3.5 (Linear case (5) revisited).** The implicit constraint \( \mathcal{F}(u) = \int_S u \, dx = 0 \) is linear, and it holds that \( \langle \delta \mathcal{F} / \delta u, 1 \rangle = 2 \pi \neq 0 \). Therefore, we see

\[
    \mathcal{C}(v) = \frac{1}{2\pi} \langle (1, h_x(v)) - (1, \partial^g_x v) \rangle = 0,
\]

where the last equality holds by \( \text{range}(\partial^g_x) = \mathcal{X}^* \). Thus, it coincides with the transformation by Hunter [24] and its followers if we employ \( \partial^{-1}_x \) as the generalized inverse \( \partial^g_x \).

For the nonlinear case, whether the condition (12) holds or not depends on each solution in general.

**Example 3.6.** If we consider the nonlinear Klein–Gordon equation of the form
\[ u_{tx} = u + u^2, \]
we obtain \( \delta \mathcal{F} / \delta u = 1 + 2u \). Then, the value of \( \langle 1, 1 + 2u \rangle \) depends on time.

Fortunately, however, physically meaningful equations somehow tend to satisfy the condition (12) for any \( t \in (0, T) \) thanks to some associated conservation laws as far as the initial condition \( u_0 \) satisfies \( \langle \delta \mathcal{F} / \delta u(u_0), 1 \rangle \neq 0 \). For example, the sine–Gordon equation (Section 3.3), the modified Hunter–Saxton equation (Example 3.10), and the modified short pulse equation below.
Example 3.7. The modified short pulse equation

\[ u_{tx} = u + \frac{1}{2} u(u^2)_{xx}. \]  

has the nonlinear implicit constraint

\[ \mathcal{F}(u) = \int_{S} \left( u + \frac{1}{2} u(u^2) \right) dx = \int_{S} (u - uu_x^2) dx. \]

But in this case, since

\[ \frac{d}{dt} \int_{S} \frac{1}{2} u_x^2 dx = \int_{S} u_x u_{xt} dx = \int_{S} u_x \left( u + \frac{1}{2} u(u^2)_{xx} \right) dx = 0 \]

and

\[ \left\langle \frac{\delta \mathcal{F}}{\delta u}, 1 \right\rangle = \left\langle 1 - u_x^2 + (2uu_x)_x, 1 \right\rangle = 2\pi - \int_{S} u_x^2 dx, \]

the condition (12) holds for any \( t \in (0, T) \) if \( 2\pi \neq \int_{S} ((u_0)_x)^2 dx \).

Remark 3.8. After our preprint [41] had been published, Li–Yin [30] showed the local well-posedness and global existence of the modified short pulse equation via the reformulation, which essentially coincides with the integral form derived by our procedure. There, though it seems that the similar transformation was conducted, how to determine the constant \( c(t) \) (they call it “boundary term”) is unclear and just said “carefully selected” (see, also [29] for the similar work for the Hunter–Saxton-type equation). In view of this, their work indicates that the proposed procedure is an important tool for this kind of PDEs.

Next, let us consider what happens when we cannot ensure \( \left\langle \delta \mathcal{F}/\delta u, 1 \right\rangle \neq 0 \) through the geometric interpretation.

3.2.2. Geometric Interpretation. This section is devoted to illustrate the intuition of the procedure in the previous section. To this end, we consider its geometric interpretation. Roughly speaking, the proposed procedure can be viewed as the infinite-dimensional version of the “geometric reduction” for finite-dimensional implicit DAEs [39, 38], which gives us the local existence and uniqueness results of them.

However, since the general well-posedness theory of PDEs [1] is beyond the scope of this paper, we do not step into the rigorous justification of the infinite-dimensional version of the geometric reduction. Such a justification seems to be challenging, because, for example, the definition of the reducibility itself (see, [38, Definition 4.2]) is only valid for finite-dimensional cases.

First of all, along [38], we consider a reduction process for general PDAEs (partial differential-algebraic equations) in the form

\[ F(u, u_t) = 0, \]

where \( F : X^* \times X^* \rightarrow X^* \) is an arbitrary smooth map. When we define the Hilbert manifold \( M = F^{-1}(0) \), the equation (17) is equivalent to

\[ (u, u_t) \in M. \]

Here, we regard \( M \) as a submanifold of \( TX^* \), where \( TX^* \) stands for the tangent bundle of \( X^* \). Suppose that the canonical projection \( W = \pi(M) \) is a submanifold of \( X^* (\pi : TX^* \rightarrow X^* \) is a map such that \( \pi : (u, v) \mapsto u \)). By definition of \( W \), the
solution \( u \) of the equation (17) satisfies \((u, u_t) \in TW\). Then, the solution \( u \) of the equation (17) also satisfies
\[
(u, u_t) \in M_1 := M \cap TW.
\]
The process obtaining \( M_1 \) from \( M \) is called the geometric reduction, and we can further proceed the reduction step such as \( W_{i+1} = \pi(M_i) \), \( M_{i+1} = TW_{i+1} \cap M_i \) \((i = 1, 2, \ldots)\).

Now, let us restrict ourselves to the case \( F(u, v) := v_x + g_x(u) - f(u), \) i.e., the equation (19). In this case, \( M \) can be explicitly written in the form
\[
M = \{(u, v) \mid F(u) = 0, \ v = -g(u) + \partial_x^2 f(u) + c1 \ (c \in \mathbb{R})\}
\]
(recall (10)). Then, the canonical projection \( W \) of \( M \) and its tangent bundle \( TW \) can be constructed by
\[
W = \pi(M) = \{u \in X \mid F(u) = 0\},
\]
\[
TW = \left\{(u, v) \mid F(u) = 0, \left. \frac{d}{dx} F(u + ev) \right|_{e=0} = 0 \right\}.
\]
In a manner similar to that in the previous section, \( M_1 \) can be written in the form
\[
M_1 = \left\{(u, v) \in M \mid \left. \frac{\delta F}{\delta u} 1 \right| \neq 0, \ v = -g(u) + \partial_x^2 f(u) + C(u)1 \right\}
\]
\[
\cup \left\{(u, v) \in M \mid \left. \frac{\delta F}{\delta u} 1 \right| = 0, \ F_1(u) = 0 \right\}.
\]
(20)

Here, for \( u \in W \) such that \( \langle \delta F/\delta u, 1 \rangle \neq 0 \), the associated tangent vector \( v \) is uniquely determined (namely, the constant \( c \) is determined by \( C(u) \), which is defined by (14)), while we obtain a new constraint \( F_1(u) = 0 \) for \( u \in W \) such that \( \langle \delta F/\delta u, 1 \rangle = 0 \). At every step \( i \), we obtain \( M_i \) by a similar reduction process.

When we assume the reduction procedure is successfully well-defined, i.e., the sequence of the Hilbert manifolds \( \{M_i\}_{i=1}^{\infty} \) can be defined, there are three possible scenarios as follows:

(a) \( M_i = M_{i+1} \) for some finite positive integer \( i \), and there is exactly one tangent vector \( v \) such that \((u, v) \in M_i \) for any \( u \in \pi(M_i) \): In this case, the infinite-dimensional vector field can be uniquely determined. In other words, the equation can be rewritten in the integral form for any initial conditions \( u_0 \in \pi(M_i) \).

(b) \( M_i = M_{i+1} \) for some finite positive integer \( i \), but this time there are more than one tangent vectors \( v \) such that \((u, v) \in M_i \) for some \( u \in \pi(M_i) \): In this case, the result of the reduction process does not provide the integral form at least for some initial conditions.

(c) \( M_i \neq M_{i+1} \) holds for any positive integer \( i \): This case is the distinctive scenario of the infinite-dimensional case (see, example 3.9 below). We cannot obtain the integral form by the reduction process above.

Below, we show an example which has the infinitely many implicit constraints, i.e., the case (c).

**Example 3.9.** We consider the following PDE
\[
u_{tx} = \frac{1}{3} u_x^3,
\]
(21)
which is obviously underdetermined since if \( u(t, x) \) is a solution, then \( u(t, x) + d(t) \)
is also a solution for any \( d : [0, T) \to \mathbb{R} \) satisfying \( d(0) = 0 \). Since \( \langle \delta F / \delta u, 1 \rangle = \langle -(u_x^2)_x, 1 \rangle = 0 \) holds, we then proceed to obtain a new implicit constraint
\[
F_1(u) = -\left( u_x^2 \right)_x - \partial_x^2 \left( \frac{1}{3} u_x^3 \right) = -\frac{1}{3} \left( u_x^2 \partial_x u_x^3 \right) = -\frac{1}{3} \int_S u_x^3 \, dx.
\]
In this manner, we can repeat this procedure, and it is easy to verify that at every step \( i \) (\( i = 1, 2, \ldots \)), \( F_i = \alpha_i \int_S u_x^{2i+3} \, dx \) holds for some constant \( \alpha_i \). In other words, \( M_i \neq M_{i+1} \) holds for any positive integer \( i \).

Note that, when \( \langle \delta F / \delta u, 1 \rangle \neq 0 \) holds for any \( u \in W \), \( M_1 \) (defined by (20)) can be simply expressed as
\[
M_1 = \{ (u, v) \mid F(u) = 0, v = -g(u) + \partial_x^2 f(u) + C(u)|1 \},
\]
and \( M_i = M_1 \) holds for any positive integer \( i \). It should be noted that, the discussion on the linear case in Section 3.1 can be rephrased as this case. However, it is not the case for the equation (9) in general. Still, the modified Hunter–Saxton equation belongs to this case.

**Example 3.10.** The modified Hunter–Saxton equation [15]
\[
(22)
\]
\[
\left( u_t + \frac{1}{2} (u^2)_x + \frac{\gamma}{6} u_x^3 \right)_x = u + \frac{1}{2} u_x^2,
\]
describes the propagation of short waves in a long wave model. For this case, the implicit constraint can be expressed as \( F(u) = \int_S (u + \frac{1}{2} u_x^2) \, dx = 0 \). Since
\[
\langle \delta F / \delta u, 1 \rangle = (1 - u_{xx}, 1) = 2\pi 
eq 0
\]
holds for any \( u \), \( M_i = M_1 \) holds for any \( i \). The integral form can be written in
\[
u_t + \frac{1}{2} (u^2)_x + \frac{\gamma}{6} u_x^3 = \partial_x^2 \left( u + \frac{1}{2} u_x^2 \right) + C(u),
\]
where
\[
C(v) := \frac{1}{2\pi} \int_S (1 - v_{xx}) \left( \frac{1}{2} (v^2)_x + \frac{\gamma}{6} v_x^3 - \partial_x^2 \left( v + \frac{1}{2} v_x^2 \right) \right) \, dx = \frac{\gamma}{12\pi} \int_S v_x^3 \, dx.
\]

It should be noted that, for such cases as the modified short pulse equation (i.e., whether the condition (12) holds or not depends on the initial condition), \( M_1 \) itself does not describe the whole of the vector field. However, if we fix the initial condition \( u_0 \) satisfying the condition, they can surely be rewritten in the integral form by using one implicit constraint \( F(u(t)) = 0 \). This can be done since the procedure in the previous section copes with the single orbit itself, whereas the geometric reduction described in this section is to determine the Hilbert manifold consisting of all the orbits, and the whole of the vector field on such a manifold.

3.3. **Application:** the global well-posedness of the sine-Gordon equation.

In this section, in order to illustrate how the proposed procedure work, we establish the global well-posedness of the sine-Gordon (sG) equation (7) in light-cone coordinates. It should be noted that, to the best of the present authors’ knowledge, the well-posedness result can only be found in [30, Theorem 3.1], which is somewhat limited since it is proved by the local well-posedness of the modified short pulse
equation and a reciprocal transformation between the modified short pulse equation and the sine-Gordon equation.

Prior to the main part, note that, in addition to the implicit constraint \( F(u(t)) = 0 \) (where \( F(v) := \int_S \sin v(x)dx \)), the sine-Gordon equation (7) has the conserved quantity:

\[
H(u(t)) = \int_S \cos u(t, x)dx = H(u_0).
\]

Here, for the initial value problem of the sine-Gordon equation

\[
\begin{cases}
u_{tx} = \sin u \\ u(0, x) = u_0(x)
\end{cases}
\]

we establish the following theorem.

**Theorem 3.11.** Let \( u_0 \in H^1(S) \) be an initial data satisfying \( F(u_0) = 0 \) and \( H(u_0) \neq 0 \). Then, there exists a unique global solution \( u \in C^1([0, \infty); H^1(S)) \)

To this end, by using the proposed procedure, we derive the integral form

\[
u_t = \partial_x^2 \sin u - \frac{\langle \cos u, \partial_x^2 \sin u \rangle}{H(u)} 1.
\]

Since \( H \) is a conserved quantity of the sG equation, we consider the following initial value problem

\[
\begin{cases}
u(t, x) = (\partial_x^2 \sin u(t)) (x) - \frac{1}{H_0} \tilde{C}(u(t)) 1 \\ u(0, x) = u_0(x)
\end{cases}
\]

where \( \tilde{C}(v) := \int_S \cos v(x) \partial_x^2 \sin v(x)dx \) and \( H_0 \in \mathbb{R} \) is a nonzero constant. Note that, though \( H_0 \) will be selected as \( H_0 = H(u_0) \) later, it is just a general nonzero constant at this moment. This reformulation is to make the proof of global well-posedness quite simple; as a side effect, Proposition 3.14 (conservation of \( F \)) fails to work anymore, but it can be recovered later (see, Lemma 3.13 below).

It is important to note that, our purpose is the well-posedness of the original sG equation (24), but we consider the initial value problem (25) independently for a while, and the relation between them will be established after that.

The following lemma states the global well-posedness of the integral form (26) (see Appendix for the proof).

**Lemma 3.12.** Let \( u_0 \in H^1(S) \) be an initial data. Then, there exists a unique global solution \( u \in C^1([0, \infty); H^1(S)) \)

The lemma above reveals the existence of the global solution \( u \) of the initial value problem (25). In order to elevate it to Theorem 3.11 we need one more step to overcome the side effect mentioned above. The following conservation law will be necessary.

**Lemma 3.13.** If \( u_0 \in H^1(S) \) satisfies \( F(u_0) = 0 \) and \( H(u_0) = H_0 \), the global unique solution \( u \) in Lemma 3.12 satisfies \( F(u(t)) = 0 \) and \( H(u(t)) = H_0 \).
Proof. By simple calculation, we see
\[
\frac{d}{dt} F(u(t)) = \langle \cos u(t), u_t(t) \rangle = \langle \cos u(t), u_t(t) \rangle = \tilde{C}(u(t)) (H_0 - H(u(t))),
\]
\[
\frac{d}{dt} H(u(t)) = \langle -\sin u(t), u_t(t) \rangle = -\langle \sin u(t), \partial_x \sin u(t) \rangle + \frac{\tilde{C}(u(t))}{H_0} F(u(t)) = \frac{\tilde{C}(u(t))}{H_0} F(u(t)).
\]
Therefore, the assumptions imply \( F(u(t)) = 0 \) and \( H(u(t)) = H_0 \). □

Now, we are ready to prove Theorem 3.11. When assumptions of Lemma 3.13 are satisfied, the solution \( u \) of (25) satisfies \( F(u(t)) = 0 \) for any \( t > 0 \), i.e., \( \sin u(t) \in \tilde{H}^1(S) \). It implies \( \partial_x \partial_x^T \sin u(t) = \sin u \) so that \( u \) is also a solution of (24). Therefore, there exists a global solution for the initial value problem (24). The uniqueness is obvious due to the uniqueness of the integral form (Lemma 3.12) because all solutions of (24) also solve (25) with appropriate \( H_0 \).

Remark 3.14. Note that, the argument above ceases to work when we deal with \( H^s(S) \) for \( s \geq 2 \), because the map \( F : H^s(S) \to H^s(S) \) is not globally Lipschitz in such spaces due to the presence of the sine function (see, e.g., appendix of [8] proving the global well-posedness of the sine-Gordon equation in Euclidean coordinates). Still, by using local Lipschitzness, we can prove the local well-posedness. Since our motivation is not the well-posedness of the sine-Gordon equation itself, we do not step into this issue in the present paper.

3.4. Concluding remarks of Section 3. As shown in the proof of Theorem 3.11, the equivalence of differential and integral forms strongly relies on the common implicit constraint \( F(u(t)) = 0 \). However, the origins of the constraints are significantly different. In the differential form, the implicit constraint is automatically realized by its structure, namely, the property \( 1 \in \text{range}(\partial_x)^\perp \) of the spatial differential operator \( \partial_x \). On the other hand, in the integral form, the implicit constraint is kept as a nontrivial conserved quantity (see, e.g., Proposition 3.4 and Lemma 3.13). This difference has a critical impact over discretization, which is discussed below. Briefly speaking, the former is naturally inherited, while the latter is generally lost unless some explicit care is taken such that it is kept.

4. Discretizations

Based on the above observation, we consider the finite difference spatial discretization of the initial value problem (1). For this purpose, we introduce \( u_k : [0,T) \to \mathbb{R} \ (k \in \mathbb{Z}) \) as the approximation of \( u(t,k\Delta x) \), where the discrete periodic boundary conditions \( u_{k+K} = u_k \) are imposed, and the spatial mesh size \( \Delta x \) is defined as \( \Delta x = 2\pi/K \) for some positive integer \( K \). Since we assume the discrete periodicity, we employ the notation \( u = (u_1, \ldots, u_K)^T \). Although this is an abuse of symbol, we use this since generally no confusion occurs between this and the continuous solution \( u(t,x) \).

In Sections 4.1 and 4.2, we compare the discretization of the differential and integral forms. Then, we classify the existing schemes and derive their new variants in Section 4.3. Section 4.4 is devoted to discuss which discretization is suitable for the mixed derivative.
Here, we point out an extremely important fact that, despite the equivalence in the continuous case, discretizations based on the differential and integral forms can be essentially different.

### 4.1. Discretization of the integral form.

Since numerical methods for linear case (5) had been mainly considered based on the integral form in the literature, let us first start with the integral form. Although the implicit constraint is kept thanks to its simplicity, when it comes to general case (9), the implicit constraint is violated in general as illustrated below.

Let us for brevity introduce the map $F : X^{s+k} \rightarrow X^{s}$ such that $F(u) := \partial \bar{g} f(u)$, and consider the discretization of the integral form (13), where $\bar{g}_k : \mathbb{R}^K \rightarrow \mathbb{R}$ and $\bar{F}_k$ are some approximations of $g$ and $F$, and $\dot{u}_k$ stands for the time derivative of $u_k$.

In this case, the equation (26) is an ODE, and generally no constraint is explicitly accompanied here. Thus, unless some special care is taken in the discretization so that a discrete counterpart of the implicit constraint $F(u(t)) = 0$ successfully results, the solution generally violates the implicit constraint (recall the discussion in the last of the previous section). This is in sharp contrast to the continuous case.

Still, for linear case (5), i.e., the implicit constraint is linear, even when we are based on the integral form, we can easily construct a numerical method satisfying a discrete analogue of the linear implicit constraint (see, the examples in the following section).

Another note should go to the fact that, again as opposed to the continuous case, (26) cannot be generally reduced to a differential form in the following sense. One may expect that we can obtain a differential form such as

$$\delta_x \dot{u}_k + \delta_x \bar{g}_k = \delta_x \bar{F}_k(u)$$

by some difference operator $\delta_x$ such as the forward difference $\delta_x^+ u_k := (u_{k+1} - u_k)/\Delta x$, central difference $\delta_x^{(1)} u_k := (u_{k+1} - u_{k-1})/(2\Delta x)$, among others. Unfortunately, however, unless the term $\delta_x \bar{F}_k(u)$ can be simplified so that no singular operators appear there, this implicit DAE is obviously underdetermined.

### 4.2. Discretization of the differential form.

Next, let us consider the direct discretization of the differential form (Miyatake–Yaguchi–Matsuo [34] firstly and only introduced the discretization of the differential form). We show such a discretization keeps a discrete analogue of the implicit constraint so that it can be transformed into another expression, which can be regarded as a discretization of the integral form.

For simplicity, we consider the discretization in the form

$$\delta_x (\dot{u}_k + \bar{g}_k (u)) = \bar{f}_k (u),$$

where $\bar{f}_k : \mathbb{R}^K \rightarrow \mathbb{R}$ is some approximation of $f$. It should be noted that, the equation (27) is a DAE due to the singularity of $\delta_x$ (recall Remark 1.2).

Here, we introduce the matrix-vector expression

$$D (\dot{u} + \bar{g}(u)) = \bar{f}(u),$$

where $D$ is the matrix representation of $\delta_x$, and $\bar{g}$ and $\bar{f}$ are defined as $\bar{g}(u) := (\bar{g}_1(u), \ldots, \bar{g}_K(u))^\top$ and $\bar{f}(u) := (\bar{f}_1(u), \ldots, \bar{f}_K(u))^\top$. We assume $D$ is circulant.
and $\mathbf{1}^\top D = 0$, where $\mathbf{1} := (1, \ldots, 1)^\top$. These are quite mild assumptions since we impose the discrete periodic boundary condition and employ the uniform grid. Moreover, we assume $\text{rank } D = K - 1$ for simplicity.

Then, by multiplying $\mathbf{1}^\top$, we see that the solution $u$ of the equation (27) automatically satisfies the implicit constraint

\begin{equation}
F_d(u) := \sum_{k=1}^{K} \bar{f}_k(u) \Delta x = 0 \quad (\forall t \in [0, T]).
\end{equation}

Note that, this is a discrete counterpart of the implicit constraint $F(u(t)) = 0$, which is a distinct advantage of the differential form.

Furthermore, discretized differential form can be safely transformed to an integral form, which is another advantage. To see this, let us follow the line of the discussion in Section 3.2. By introducing the Tseng generalized inverse $\delta_x g_x$ of a difference operator $\delta_x$, the scheme (27) can be transformed into

\begin{equation}
\dot{u}_k + \bar{g}_k(u) = \delta_x \bar{f}_k(u) + c(t),
\end{equation}

where $c(t)$ does not depend on $k$. It should be noted that, the matrix expression of $\delta_x$ is a generalized inverse matrix of $D$. In a way similar to the case of the original PDE (Section 3.2), the implicit constraint enables us to determine $c(t)$ under an assumption as follows.

Since the value of $F_d(u)$ is always 0 and the solution $u$ of the equation (30) satisfies

\begin{equation}
\frac{d}{dt} F_d(u) = \nabla F_d(u) \cdot \dot{u} = \nabla F_d(u) \cdot (-\bar{g}(u) + D^g \bar{f}(u)) + c(t) \mathbf{1},
\end{equation}

\text{('' denotes the standard inner product)}, the value of $c(t)$ is determined as

\begin{equation}
c(t) = C_d(u) := \frac{\nabla F_d(u) \cdot (\bar{g}(u) - D^g \bar{f}(u))}{\nabla F_d(u) \cdot \mathbf{1}}
\end{equation}

for $t \in (0, T)$ satisfying $\nabla F_d(u) \cdot \mathbf{1} \neq 0$. Thus, in this case, the equation (27) is an implicit DAE with index one (when $\nabla F_d(u) \cdot \mathbf{1} = 0$, we obtain a new constraint and index is more than one). Under the assumption $\nabla F_d(u) \cdot \mathbf{1} \neq 0$ ($t \in (0, T)$) (which obviously corresponds to the condition $\int_S \delta F / \delta u \, dx \neq 0$), the equation (27) is equivalent to

\begin{equation}
\dot{u}_k + \bar{g}_k(u) = \delta_x \bar{f}_k(u) + C_d(u),
\end{equation}

which can be regarded as a discretization of the integral form (33).

Note that, although so far we have considered the simple discretization (27), our strategy can easily be applied to other cases. For example, the Ostrovsky equation (35) can be rewritten as

\begin{equation}
\dot{u}_x + u_x^2 + uu_x + \beta u_{xxxx} = \gamma u,
\end{equation}

whose discretization is not necessarily in the form (30). For example, one sometimes should employ the spatial discretization which cannot be written in the form (27) in order to maintain the conservation law (see, e.g., (37)). Thus, in general, we can consider

\begin{equation}
\delta_x \dot{u}_k + (\partial_x \bar{g})_k(u) = \bar{f}_k(u),
\end{equation}

where $\delta_x$ is the spatial discretization.
where \( (\partial_x g)_k \) is an approximation of \( \partial_x g \) satisfying \( \sum_{k=1}^{K} (\partial_x g)_k (u) = 0 \). Even when we deal with such a case, we can similarly derive the corresponding integral form

\[
\dot{u}_k + \delta_x^\tau (\partial_x g)_k (u) = \delta_x^\tau \bar{f}_k (u) + \frac{\nabla F_d (u) \cdot (D^\tau (\partial_x g) (u) - D^\tau \bar{f} (u))}{\nabla F_d (u) \cdot 1}.
\]

Although the discretization (35) is more general than the simple case (27) and includes some practical numerical methods we show below, there is no significant difference between (27) and (35) in view of the transformation into the integral form. Thus, for simplicity, we employ the simple case in Theorem 4.2, and refer the simple case hereafter.

### 4.3. Review of Existing schemes.

In this section, we classify the existing methods from the viewpoint of Section 3, and derive their equivalent expressions in another form when possible. Although the full-discretizations are defined in the literature, we show the corresponding semi discretizations by taking the limit \( \Delta t \to 0 \).

#### Table 1. The classification of the existing methods and their equivalent schemes in another form.

| Scheme          | PDE                      | Differential form (9) | Integral form (13) |
|-----------------|--------------------------|-----------------------|--------------------|
|                 | \( u_{tx} + g_x (u) = f (u) \) | \( u_t + g (u) = F (u) + \mathcal{C} (u) \) |
| Implicit DAE    | \( \delta_x \dot{u}_k + \delta_x \bar{g}_k (u) = \bar{f}_k (u) \) | \( \dot{u}_k + \bar{g}_k (u) = \bar{F}_k (u) + \mathcal{C} (u) \) |
| Ostrovsky       | average-difference (39)  | trapezoidal (37)      |
| Fourier-spectral| Fourier-spectral (40)    | Fourier-spectral (43) |
| SG              | average-difference (41)  | trapezoidal (44)      |

Yaguchi–Matsuo–Sugihara \[46\] introduced the discrete counterpart

\[
\delta_{-1}^{-1} \mathcal{F} \mathcal{D} u_k = \left( \frac{u_0}{2} + \sum_{i=1}^{k-1} u_i + \frac{u_k}{2} \right) (\Delta x - \frac{1}{2\pi} \sum_{i=1}^{k-1} \frac{u_0}{2} + \sum_{j=1}^{i-1} u_j + \frac{u_i}{2}) (\Delta x)^2
\]

of \( \delta_x^{-1} \), and devised the norm-preserving scheme

\[
\dot{u}_k - \frac{1}{3} \left( \delta_x^{(1)} u_k^2 + u_k \delta_x^{(1)} u_k \right) + \beta \delta_x^{(3)} u_k = \gamma \delta_{-1}^{-1} \mathcal{F} \mathcal{D} u_k
\]

for the Ostrovsky equation (34). Note that, \( \delta_{-1}^{-1} \mathcal{F} \mathcal{D} \) corresponds to the discretization of (4) by the trapezoidal rule. Moreover, they devised another norm-preserving scheme

\[
\dot{u}_k - \frac{1}{3} \left( \delta_{PS} u_k^2 + u_k \delta_{PS} u_k \right) + \beta \delta_{PS}^3 u_k = \gamma \delta_{PS}^{3} u_k
\]

by using the Fourier-spectral difference operator \( \delta_{PS} \) (see, \[18\] for definition) and its Moore–Penrose pseudoinverse \( \delta_{PS}^\dagger \). Note that, as the notation implies, in the finite-dimensional case, the maximal Tseng generalized inverse coincides with the Moore–Penrose pseudoinverse (see, \[5\] Chapter 9, Theorem 3]).

These schemes are the discretization of the integral form (13), which generally cannot be rewritten in the differential form due to the lack of the implicit constraint.
However, the numerical solutions of them satisfies the constraint $\sum_{k=1}^{K} u_k = 0$, which is a discrete counterpart of the implicit constraint of the Ostrovsky equation. This happens since the (original) implicit constraint is linear. Moreover, the discrete counterparts $\delta_{\text{FD}}^{-1}$ and $\delta_{\text{PS}}^\dagger$ of $\partial g$ can be regarded as a generalized inverse of some difference operators. Thus, they have corresponding expression in the differential form (11); in fact, the trapezoidal scheme (36) can be equivalently rewritten as

$$\delta^+ (u_k - \frac{1}{3} (\delta_x^{(1)} u_k^2 + u_k \delta_x^{(1)} u_k) + \beta \delta_x^{(3)} u_k) = \gamma \mu^+_x u_k,$$

where the forward average operator $\mu_x^+$ is defined as $\mu_x^+ u_k = (u_k + u_{k+1})/2$, and the Fourier-spectral scheme (38) can be equivalently rewritten as

$$\delta_{\text{PS}} (u_k - \frac{1}{3} (\delta_{\text{PS}} u_k^2 + u_k \delta_{\text{PS}} u_k) + \beta \delta_{\text{PS}}^1 u_k) = \gamma u_k.$$

In the transformation of the schemes (38), the Moore–Penrose pseudoinverse is used as one of the generalized inverses. On the other hand, in the transformation of the scheme (37) into (39), the summation by the trapezoidal rule is used as one of the generalized inverses of the average-difference ($\delta_x^+, \mu_x^+$), which is recently devised by Furihata–Sato–Matsumo [20]. It can be generalized as shown in the theorem below.

**Remark 4.1.** Strictly speaking, since the average-difference had not been rigorously defined as a linear operator (see, Remark 4.3), its generalized inverse can not be defined too at this moment. However, as shown in the theorem below, the operator $\delta_{\text{FD}}^{-1}$ can be used like as the generalized inverse of the average-difference.

Moreover, the team including present authors has already obtained some results on this issue (see, Section 5). In fact, the average-difference can be defined as a linear operator, and there actually $\delta_{\text{FD}}^{-1}$ can be regarded as its Tseng generalized inverse. Due to the restriction of the space and since this topic is beyond the scope of this paper, we do not step into such a justification here.

**Theorem 4.2.** Suppose that the initial condition $(u_k(0) \mid k = 1, \ldots, K)$ satisfies $\sum_{k=1}^{K} \bar{f}_k(u(0)) = 0$. Let $u$ be a solution of the initial value problem for the average-difference method

$$\delta^+ (\bar{u}_k + \bar{g}_k(u)) = \mu^+_x \bar{f}_k(u)$$

satisfying $\sum_{j=1}^{K} \sum_{k=1}^{K} \frac{\partial \bar{f}_j}{\partial u_k} (u(t)) \neq 0 \ (t \in (0, T))$. Then, $u$ is also a solution of

$$\dot{u}_k + \bar{g}_k(u) = \delta_{\text{FD}}^{-1} \dot{f}_k(u) + C_d(u),$$

where $C_d(u)$ is defined as

$$C_d(u) := \sum_{j=1}^{K} \sum_{k=1}^{K} \frac{\partial \bar{f}_j}{\partial u_k}(u) \left( \bar{g}_k(u) - \delta_{\text{FD}}^{-1} \dot{f}_k(u) \right).$$

Conversely, a solution $u$ of the initial value problem for (12) satisfies (11).

**Proof.** First, we derive the integral form (12) from the differential form (11). By summing the both sides of (11) for $k = 1, \ldots, j - 1$, we see

$$\frac{\dot{u}_j - \dot{u}_1}{\Delta x} + \frac{\bar{g}_j(u) - \bar{g}_1(u)}{\Delta x} = \frac{\bar{f}_0(u)}{2} + \sum_{k=1}^{j-1} \bar{f}_k(u) + \frac{\bar{f}_j}{2},$$

$$\sum_{j=1}^{K} \sum_{k=1}^{K} \frac{\partial \bar{f}_j}{\partial u_k}(u) \left( \bar{g}_k(u) - \delta_{\text{FD}}^{-1} \dot{f}_k(u) \right).$$
which is equivalent to
\[ \dot{u}_k + \bar{g}_k(u) = \delta^{-1}_{\text{FD}} \bar{f}_k(u) + c(t), \]
where \( c(t) \) does not depend on \( k \). Note that, the equation above corresponds to (10). Therefore, analogously, in order to determine the value of \( c(t) \), we can use the implicit constraint \( \sum_{k=1}^{K} \mu^+_k \bar{f}_k(u) = \sum_{k=1}^{K} \bar{f}_k(u) = 0 \), which allows us to use the simple constraint \( \sum_{k=1}^{K} \bar{f}_k(u) = 0 \). Then, we see
\[ 0 = \frac{d}{dt} \sum_{k=1}^{K} \bar{f}_k(u) = \sum_{k=1}^{K} \sum_{j=1}^{K} \frac{\partial \bar{f}_k}{\partial u_j}(u) \dot{u}_j = \sum_{k=1}^{K} \sum_{j=1}^{K} \frac{\partial \bar{f}_k}{\partial u_j}(u) \left( -\bar{g}_k(u) + \delta^{-1}_{\text{FD}} \bar{f}_j(u) + c(t) \right) \]
Thus, we obtain \( c(t) = C_d(u) \) under the assumption of the theorem.

By using the theorem above, we see that the average-difference method [42] (43)
\[ \delta^+_x \dot{u}_k = \mu^+_x \sin u_k \]
for the sine-Gordon equation (7) is equivalent to
\[ \dot{u}_k = \delta^{-1}_{\text{FD}} \sin u_k - \frac{\sum_{k=1}^{K} \cos u_k \delta^{-1}_{\text{FD}} \sin u_k}{\sum_{k=1}^{K} \cos u_k}, \]
unless \( \sum_{k=1}^{K} \cos u_k = 0 \). This assumption, however, can be replaced by that for the initial condition, because \( \sum_{k=1}^{K} \cos u_k \) is a conserved quantity of the average-difference method (43) (see, [20, Theorem 1]). As can be seen, the integral form (44) has nonlocal operator \( \delta^{-1}_{\text{FD}} \) and thus in this sense (44) is more complicated than (43). Still, the integral form can be used for mathematical analysis: the well-posedness of (43) can be proved via its integral form by following the discussion in Section 3.3 (strictly speaking, we should employ \( (\delta^+_x)^{\dagger} \mu^+_x \) instead of \( \delta^{-1}_{\text{FD}} \) for such an analysis; see, Remark A.1).

Summing up all the observations, let us close this section with the summary below. In general, the discretizations of differential and integral forms have the following features, respectively:

- **Discretizations of the differential form**
  - are often free from nonlocal operator;
  - automatically have an implicit constraint corresponding to \( \mathcal{F}(u) = 0 \);
  - are implicit DAEs (but usually has index one);
  - can be almost always rewritten in the integral form.

- **Discretizations of the integral form**
  - must have nonlocal operator;
  - can lose the implicit constraint;
  - are merely ODEs;
  - cannot be rewritten in the integral form in general.
Counting all the above pros and cons, we believe that, for actual computation, the discretization of the differential form should be employed. For the third points, in particular, it should be noted that a reduction to an ODE is known to be unpractical for the large DAE representing an electrical network involving a large and sparse matrix, because the sparsity is destroyed by the reduction (see, e.g. Example 9.3). Since the spatial discretization of the differential form also involves a large and sparse matrix, we believe it should be numerically treated as is, namely, without a reduction to an ODE.

On the other hand, the discretization of the integral form may fit to analyzing the property of the scheme as we will show an example in Section 4.4 where we have more intense look at the discretization of the differential form.

4.4. Discussions on the discretization of the mixed derivative. In this section, we discuss which difference operators are suitable for the spatial discretization of the mixed derivative. Since the method of some mathematical analysis on numerical schemes in the form (27) is yet to be investigated as mentioned in Introduction, we prefer to be based on another expression (33), which is just an ODE. Here, we investigate the accuracy of generalized inverse δg as noted after Definition 2.5, this assumption implies δg is the only distinct property of δx. As a result, we conclude that the average-difference is the best way to discretize the mixed derivative among 2nd order differences. This consequence agrees very well with the numerical observation for some specific cases [12, 29].

Since the difference operator δx is an approximation of the differential operator ∂x, one may expect that δg is also an approximation of ∂g. Notice also that it is enough to just consider δ−1 x as δg, since δg is only applied to zero-mean functions in (13) and δg v = δx v holds for such functions (recall the note after Definition 2.5). Thus, we expect the relation

\[ \delta^g_x v_k - \delta^g_x v_{k-1} \approx \int_{(k-1)\Delta x}^{k\Delta x} v(y) dy. \]

for v : S → ℝ and v_k ≈ v(kΔx). Here, we assume (v_k | k = 1, ..., K) ∈ range(δx), since δg is usually applied to such vectors (see, Section 4.2). Thanks to range(δx) ⊈ dom(δg), this assumption justifies that δg can be applied to v_k. Moreover, again as noted after Definition 2.5 this assumption implies δg v_k = δx v_k holds, i.e., the values of δg v_k are the same for any Tseng inverses.

In order to verify the accuracy of the approximation in (45), let us consider \( u^\omega(x) = \exp(i\omega x) \) (\( \omega \in ℤ \)), i.e., each frequency component of the Fourier series. Then, the exact value I_k(ω) of the integration on \([ (k-1)\Delta x, k\Delta x ]\) can be computed as

\[ I_k(\omega) := \int_{(k-1)\Delta x}^{k\Delta x} \exp(i\omega x) dx = \frac{2}{\omega} \exp \left( i\omega \left( k - \frac{1}{2} \right) \Delta x \right) \sin \frac{\omega \Delta x}{2}. \]

Now, let us consider the approximation \( \bar{I}_k(\omega) := \delta^g_x u^\omega_k - \delta^g_x u^\omega_{k-1} \) of I_k, where \( u^\omega_k := u^\omega(k\Delta x) = \exp(i\omega k\Delta x) \). In what follows, we only use the notation \( u^\omega_k \) as a single component (i.e., \( u^\omega \) denotes a scholar, and \( u^\omega \) denotes a function itself) in order to avoid the ambiguity of possible confusions between the continuous function and the vectors (in the previous sections). Notice that, for any \( \omega \in ℤ \), the vector \( (u^\omega_k | k = 1, ..., K) \) is one of the eigenvectors of the matrix representation D of δx, because D is assumed to be circulant. Namely, δx u^\omega_k = λ_\omega u^\omega_k holds for any \( \omega \in ℤ \).
and \( k \in \mathbb{Z} \), where \( \lambda_\omega \) is the corresponding eigenvalue, and \( \lambda_{\omega+K} = \lambda_\omega \) holds for any \( \omega \in \mathbb{Z} \). Then, since \( \delta_\omega^2 v = \delta_\omega^1 v \) holds for any \( v \in \text{range}(\delta_\omega) \) (recall the discussion immediately after Definition 2.5) and the Moore–Penrose pseudoinverse \( D^\dagger \) of the circulant matrix \( D \) is also circulant, we see

\[
\delta_\omega^2 u_k^\omega = \delta_\omega^1 u_k^\omega = \lambda_\omega^{-1} u_k^\omega = \lambda_\omega^{-1} \exp(i \omega k \Delta x)
\]

for \( \omega \in \{ n \in \mathbb{Z} \mid \lambda_n \neq 0 \} \) (recall \( \text{dom}(\delta_\omega^{-1}) = X^* = \text{range}(\partial_x) \), and notice \( (u_k^\omega \mid k = 1, \ldots, K) \in \text{range}(\delta_\omega) \iff \lambda_\omega \neq 0 \)). Therefore, for such \( \omega \), it holds that

\[
(47) \quad \bar{I}_k(\omega) := \delta_\omega^2 u_k^\omega - \delta_\omega^1 u_{k-1}^\omega = 2i \lambda_\omega^{-1} \exp\left(i \omega \left(k - \frac{1}{2}\right) \Delta x\right) \sin \frac{\omega \Delta x}{2}.
\]

By combining (46) and (47), we see \( \bar{I}_k(\omega) = i \lambda_\omega^{-1} \omega I_k(\omega) \). Furthermore, we can easily compute the relative error \( e(\tilde{\omega}) \) as follows:

\[
(48) \quad e(\tilde{\omega}) := \left| \frac{\bar{I}_k(\omega) - I_k(\omega)}{I_k(\omega)} \right| = |i \lambda_\omega^{-1} \omega - 1|,
\]

where \( \tilde{\omega} = \omega \Delta x \) is the scaled wave number.

Note that, there are the implicitly defined finite differences such as the average-difference and the compact difference (see, e.g., [27]), i.e., \( U_x = u \) is discretized as \( \delta_x U_k = \mu_x u_k \) with the pair of a difference operator \( \delta_x \) and an average operator \( \mu_x \). For example, the average-difference is defined by \( \delta_x^+ U_k = \mu_x^+ u_k \), and the compact difference is defined by \( \delta_x^{a,b,c} U_k = \mu_x^{a,b} u_k \), where

\[
\delta_x^{a,b,c} U_k = \frac{2eU_{k+3} + 3bU_{k+2} + 6aU_{k+1} - 6aU_{k-1} - 3bU_{k-2} - 2cU_{k-3}}{12\Delta x},
\]

\[
\mu_x^{a,b} u_k = \beta u_{k+2} + \alpha u_{k+1} + u_k + \alpha u_{k-1} + \beta u_{k-2}
\]

and \( \alpha, \beta, a, b, c \) are parameters. Even in these cases, similar argument can be done by using the eigenvalues of \( D^\dagger M \) instead of \( \lambda_\omega^{-1} \)'s, where \( D \) and \( M \) are the matrix representations of \( \delta_x \) and \( \mu_x \).

Remark 4.3. The compact difference operators are well-defined thanks to the diagonal dominance of the matrix \( M \). On the other hand, since \( M \) is singular if \( K \) is even for the average-difference, its definition as a linear operator itself is challenging. In this paper, we do not step into this issue as we described in Remark 4.1.

Therefore, the order of the average-difference cannot be defined in usual sense. However, we compare it with 2nd order difference operators since the average-difference reproduce the exact value up to 2nd order polynomials, which is a common feature of 2nd order difference operators (see, e.g., Fornberg [18]).

The relative errors \( e_{\text{CD}2}(\tilde{\omega}) \), \( e_{\text{OD}2}(\tilde{\omega}) \), and \( e_{\text{AD}2}(\tilde{\omega}) \) of the 2nd order central difference, 2nd order one-sided difference \((-u_{k+2} + 4u_{k+1} - 3u_k)/(2\Delta x))\), and average-difference can be computed as

\[
\begin{align*}
e_{\text{CD}2}(\tilde{\omega}) &= \left| \frac{\tilde{\omega}}{\sin \omega} - 1 \right|,
\quad e_{\text{OD}2}(\tilde{\omega}) &= \left| \frac{2i \tilde{\omega}}{-3 + 4 \exp(i \omega) - \exp(2i \omega)} - 1 \right|,
\quad e_{\text{AD}2}(\tilde{\omega}) &= \left| \frac{\tilde{\omega}}{2 \tan(\omega/2)} - 1 \right|
\end{align*}
\]
for \( \tilde{\omega} \notin \{ n\pi \mid n \in \mathbb{Z} \} \). On the other hand, the relative error \( e_{PS}(\tilde{\omega}) \) for \( \tilde{\omega} \notin \{ n\pi \mid n \in \mathbb{Z} \} \) of the Fourier-spectral difference is

\[
e_{PS}(\tilde{\omega}) = \begin{cases} 
\frac{|2n\pi|}{|\tilde{\omega} - 2n\pi|} & (\tilde{\omega} \in (2n\pi, 2(n+1)\pi)) \\
\frac{|2(n+1)\pi|}{|2(n+1)\pi - \tilde{\omega}|} & (\tilde{\omega} \in ((2n+1)\pi, (2n+2)\pi))
\end{cases}
\]

These relative errors are summarized in Figure 1.

Figure 1. The relative errors \( e(\tilde{\omega}) \) of 2nd order difference operators and the Fourier-spectral difference operator.

Figure 1 shows that the average-difference is far better than the central difference, in particular, for high frequency components. This fact is in good agreement with the observation by Sato–Oguma–Matsuo–Feng [42] for the sine-Gordon equation (see, [42, Fig.14 and 16]). There, numerical solutions obtained by a finite difference method with the central difference strongly suffer from artificial oscillation, while those by the average-difference method reproduce the solution very well. Moreover, for frequency components above the Nyquist frequency \( \tilde{\omega} = \pi \), the average-difference is superior to the Fourier-spectral difference. This agrees well with the observation by Furihata–Sato–Matsuo [20] for the linear Klein–Gordon equation with the square wave (see, [20, Fig. 3]). There, numerical solutions obtained by the central difference, Fourier-spectral difference, and average-difference are compared, and it was found that those by the central and Fourier-spectral differences suffer from artificial oscillation, while again, the average-difference reproduces better numerical solutions.

The behavior of the one-sided difference is similar to that of the average-difference method. However, the average-difference method is better than the one-sided difference for most frequency components.

As a result, we conclude that the average-difference method is the best among the 2nd order difference methods considered here. It should be noted that, the target initial value problem in the form (1) involves equations whose solutions tend
to have steep fronts (see, e.g., [32, 33]). Therefore, the behavior of high-frequency component is often important, and the conclusion here is expected to extend to wide range of PDEs [1].

Remark 4.4. The average-difference method resembles the box scheme. In fact, the average-difference method for the advection equation $u_t = u_x$ coincides with the box scheme (detailed analysis on the box scheme and its higher order extensions for the advection equation can be found in Ascher–McLachlan [2, 3], Frank–Reich [19] and so on). Therefore, the average-difference method also resembles to multisymplectic integrators (see, e.g., [26]). For example, the Preissman box scheme for the linear Klein–Gordon equation $u_{tx} = u$ coincides with the average-difference method with the implicit midpoint rule for temporal discretization.

However, the direction of the extension to nonlinear case and their scope are different. The average-difference method was investigated in Furihata–Sato–Matsuo [20] with special emphasis on its application to the equations in the form $u_{tx} = \delta H / \delta u$, while the Preissman box scheme is designed for maintaining the discrete multisymplecticity.

5. Concluding Remarks

5.1. Our contributions. In this paper, we considered PDE-theoretical and numerical treatment of evolutionary equations with a mixed derivative.

We here emphasize that, the present paper is the first attempt to construct a unified approach for [1], while currently there are sporadic studies for each specific linear case in the form (5). In the proposed approach, the equivalence of the differential and integral form plays an important role. Though several papers dealt with each specific case in the form (5) by following the strategy introduced by Hunter [24], in the present paper, we proposed a novel, more unified procedure, which is also applicable to wider class of equations. There, we employed the Tseng generalized inverse, which is the standard concept of the generalized inverse of the linear operator between Hilbert spaces. Moreover, we established the global well-posedness of the sine-Gordon equation by using the newly obtained its integral form. It should be noted that, although we focused on the periodic domain in this paper, we believe that our idea to introduce the Tseng generalized inverse can be applied to other boundary conditions.

In Section 4 we investigated the difference between the discretizations of the differential and integral forms. Although most existing numerical methods have been constructed based on their integral forms for the equations in the form (5), we pointed out that the numerical solutions can violate the implicit constraint when one deal with nonlinear case. In addition to that, even for the linear case, the discretization of the differential form has an advantage that is often free from nonlocal operators. Thus, we advocate employing the differential form for actual computation. Then, through some mathematical analysis by using the integral form, among several finite difference methods, we concluded that the average-difference method is best suited to discretize the mixed derivative.

5.2. Future works. In this paper, we left several issues to future works.

First, the rigorous justification of the infinite dimensional reduction process should be done, and we believe that it will be a powerful tool for analyzing evolutionary PDEs with a mixed derivative.
Second, although we focused only on the spatial discretization, we should also investigate how to fully discretize them. There certainly are a lot of existing works on the temporal discretization of the general implicit DAEs, but we think some special treatment will be needed when we deal with DAEs obtained by the spatial discretization of PDEs with the mixed derivative.

Third, though we used a conserved quantity in order to certify the transformation of the average-difference method for the sine-Gordon equation in Section 4.3, we believe that the combination of the concept of the geometric integration and the framework in this paper should be investigated.

Finally, detailed analysis and further development including higher order extension of the average-difference method should be discussed. As we described in Remarks 4.1, we have already obtained some results on this issue and will report it elsewhere soon.

ACKNOWLEDGEMENTS

The authors are indebted to Jason Frank for having the reference [19] come to the authors’ notice.

APPENDIX A. PROOF OF LEMMA 3.12

Here, we prove Lemma 3.12.

It is sufficient to prove the map $F$ defined by $F(v) = \partial_x^1 \sin v - (\tilde{C}(v)/H_0)1$ is a map from $H^1(\Omega)$ to $H^1(\Omega)$ and globally Lipschitz, i.e., there exists a constant $L_F$ such that $\|F(v) - F(w)\|_1 \leq L_F \|v - w\|_1$ holds for any $v, w \in H^1(\Omega)$ ($\|\cdot\|_s$ stands for the norm with respect to $H^s(\Omega)$). Since the latter condition implies the former one (recall that $F(0) = 0$), we only prove the latter.

First, since the operator norm of $\partial_x^1$ is equal to one, we see $\|\partial_x^1 \sin v - \partial_x^1 \sin w\|_0 \leq \|\sin v - \sin w\|_0 \leq \|v - w\|_0$.

This implies $\|\partial_x^1 \sin v - \partial_x^1 \sin w\|_1^2 = \|\partial_x^1 (\sin v - \sin w)\|_0^2 + \|\partial_x \partial_x^1 (\sin v - \sin w)\|_0^2 \leq \|v - w\|_0^2 + \|\sin v - \sin w\|_0^2 \leq 2\|v - w\|_0^2 \leq 2\|v - w\|_1^2$.

Then, it holds that

$$\left| \tilde{C}(v) - \tilde{C}(w) \right| \leq \int_\Omega \left| (\cos v(x)\partial_x^1 \sin v(x) - \cos w(x)\partial_x^1 \sin w(x)) \right| dx$$

$$\leq \int_\Omega \left| \left( \cos v + \cos w \right)\partial_x^1 (\sin v - \sin w) + \left( \cos v - \cos w \right)\partial_x^1 (\sin v + \sin w) \right| dx$$

$$\leq \left\| \left( \cos v + \cos w \right) \right\|_0 \|\sin v - \sin w\|_0 + \left\| \cos v - \cos w \right\|_0 \left\| \frac{\sin v + \sin w}{2} \right\|_0$$

$$\leq 2\sqrt{2}\pi \|v - w\|_0 \leq 2\sqrt{2}\pi \|v - w\|_1.$$
which proves the lemma.

Remark A.1. As shown in the proof above, the maximal Tseng generalized inverse $\partial_\dagger_x$ is extremely useful for such an analysis by the following reasons. First, if we employ the other Tseng generalized inverse $\partial_\times$, the domain of the map $\tilde{F}(v) = \partial_\times \sin v - (\tilde{C}/\mathcal{H}_0)1$ is $\{ v \in H^1(S) \mid \tilde{F}(v) = 0 \}$ so that the analysis will be complicated. Second, because the operator norms of $\partial_\dagger_x$, $\partial_\times \partial_\dagger_x$ and $\partial_\dagger_x \partial_\times$ are one, the estimation of each term is usually quite easy (cf. [30, Lemma 2.6] for the evaluation of another similar operator).

References

1. R. Abraham, J. E. Marsden, and T. Ratiu, Manifolds, tensor analysis, and applications, second ed., Applied Mathematical Sciences, vol. 75, Springer-Verlag, New York, 1988. MR 960687
2. U. M. Ascher and R. I. McLachlan, Multisymplectic box schemes and the Korteweg-de Vries equation, Appl. Numer. Math. 48 (2004), no. 3-4, 255–269, Workshop on Innovative Time Integrators for PDEs. MR 2056917
3. ______, On symplectic and multisymplectic schemes for the KdV equation, J. Sci. Comput. 25 (2005), no. 1-2, 83–104. MR 2231944
4. U. M. Ascher and L. R. Petzold, Computer methods for ordinary differential equations and differential-algebraic equations, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1998. MR 1638643
5. A. Ben-Israel and T. N. E. Greville, Generalized inverses, second ed., CMS Books in Mathematics/Ouvrages de Mathématiques de la SMC, 15, Springer-Verlag, New York, 2003, Theory and applications. MR 1987382
6. J. P. Boyd, Ostrovsky and Hunter’s generic wave equation for weakly dispersive waves: matched asymptotic and pseudospectral study of the paraboloidal travelling waves (corner and near-corner waves), European J. Appl. Math. 16 (2005), no. 1, 65–81. MR 2148681
7. J. C. Brunelli and S. Sakovich, Hamiltonian structures for the Ostrovsky-Vakhnenko equation, Commun. Nonlinear Sci. Numer. Simul. 18 (2013), no. 1, 56–62. MR 2974361
8. R. Buckingham and P. D. Miller, Exact solutions of semiclassical non-characteristic Cauchy problems for the sine-Gordon equation, Phys. D 237 (2008), no. 18, 2296–2341. MR 2455608
9. G.-Y. Chen and J. P. Boyd, Analytical and numerical studies of weakly nonlocal solitary waves of the rotation-modified Korteweg-de Vries equation, Phys. D 155 (2001), no. 3-4, 201–222. MR 1855360
10. G. M. Coclite and L. di Ruvo, Well-posedness results for the short pulse equation, Z. Angew. Math. Phys. 66 (2015), no. 4, 1529–1557. MR 3377701
11. G. M. Coclite, J. Ridder, and N. H. Risebro, A convergent finite difference scheme for the Ostrovsky-Hunter equation on a bounded domain, BIT 57 (2017), no. 1, 93–122. MR 3608312
12. L. Debnath, Nonlinear partial differential equations for scientists and engineers, third ed., Birkhäuser/Springer, New York, 2012. MR 2658125 (2012i:35001)
13. A. Duran, On the numerical approximation to generalized Ostrovsky equations: I, Nonlinear Systems (V. Carmona, J. Cuevas-Maraver, F. Fernández-Sánchez, and E. García-Medina, eds.), Mathematical Theory and Computational Methods, vol. 1, Springer, to appear, 2018.
14. ______, On the numerical approximation to generalized Ostrovsky equations: II, Nonlinear Systems (V. Carmona, J. Cuevas-Maraver, F. Fernández-Sánchez, and E. García-Medina, eds.), Mathematical Theory and Computational Methods, vol. 1, Springer, to appear, 2018.
15. M. Faquir, M. A. Manna, and A. Neveu, An integrable equation governing short waves in a long-wave model, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 463 (2007), no. 2084, 1939–1954. MR 2337511
16. A. S. Fokas, On a class of physically important integrable equations, Phys. D 87 (1995), no. 1-4, 145–150. MR 1361680
17. ______, A unified transform method for solving linear and certain nonlinear PDEs, Proc. Roy. Soc. London Ser. A 453 (1997), no. 1962, 1411–1443. MR 1469927 (98e:35007)
18. B. Fornberg, A practical guide to pseudospectral methods, Cambridge Monographs on Applied and Computational Mathematics, vol. 1, Cambridge University Press, Cambridge, 1996. MR 1386891 (97g:65001)
19. J. Frank and S. Reich, *Energy-conserving semi-discretizations and spurious numerical reflections*, Tech. Report MAS-E0608, Centrum voor Wiskunde en Informatica, 2006.

20. D. Furihata, S. Sato, and T. Matsuo, *A novel discrete variational derivative method using “average-difference methods”*, SIAM Lett. 8 (2016), 81–84.

21. R. H. J. Grimshaw, J.-M. He, and L. A. Ostrovsky, *Terminal damping of a solitary wave due to radiation in rotational systems*, Stud. Appl. Math. 101 (1998), no. 2, 197–210. MR 1631798

22. E. Hairer and G. Wanner, *Solving ordinary differential equations. II, stiff and differential-algebraic problems*, Springer Series in Computational Mathematics, vol. 14, Springer-Verlag, Berlin, 2010. MR 2657217 (2011f:65001)

23. M. R. Hestenes, *Relative self-adjoint operators in Hilbert space*, Pacific J. Math. 11 (1961), 1315–1357. MR 0136996

24. J. K. Hunter, *Numerical solutions of some nonlinear dispersive wave equations*, Computational solution of nonlinear systems of equations (Fort Collins, CO, 1988), Lectures in Appl. Math., vol. 26, Amer. Math. Soc., Providence, RI, 1990, pp. 301–316. MR 1066289

25. R. J. Iório and W. V. L. Nunes, *On equations of KP-type*, Proceedings of the Royal Society of Edinburgh: Section A Mathematics 128 (1998), no. 04, 725–743.

26. B. Leimkuhler and S. Reich, *Simulating Hamiltonian dynamics*, Cambridge Monographs on Applied and Computational Mathematics, vol. 14, Cambridge University Press, Cambridge, 2004. MR 2132573 (2006a:37078)

27. S. K. Lele, *Compact finite difference schemes with spectral-like resolution*, J. Comput. Phys. 103 (1992), no. 1, 16–42. MR 1188088

28. S. Levandosky and Y. Liu, *Stability of solitary waves of a generalized Ostrovsky equation*, SIAM J. Math. Anal. 38 (2006), no. 3, 985–1011 (electronic). MR 2262952

29. M. Li and Z. Yin, *Blow-up phenomena and travelling wave solutions to the periodic integrable dispersive Hunter-Saxton equation*, Discrete Contin. Dyn. Syst. 37 (2017), no. 12, 6471–6485. MR 3690312

30. F. Linares and A. Milanés, *Local and global well-posedness for the Ostrovsky equation*, J. Differential Equations 222 (2006), no. 2, 325–340. MR 2208048

31. F. Linares and A. Milanés, *Wave breaking in the short-pulse equation*, Dyn. Partial Differ. Equ. 6 (2009), no. 4, 291–310. MR 2590427 (2011e:35338)

32. Y. Miyatake, T. Yaguchi, and T. Matsuo, *Numerical integration of the Ostrovsky equation based on its geometric structures*, J. Comput. Phys. 231 (2012), no. 14, 4542–4559. MR 2927958

33. L. A. Ostrovsky, *Nonlinear internal waves in a rotating ocean*, Oceanology 18 (1978), 119–125.

34. D. Pelinovsky and A. Sakovich, *Global well-posedness of the short-pulse and sine-Gordon equations in energy space*, Comm. Partial Differential Equations 352 (2010), no. 4, 613–629. MR 2753614 (2012h:35221)

35. B. Pelloni, *The asymptotic behavior of the solution of boundary value problems for the sine-Gordon equation on a finite interval*, J. Nonlinear Math. Phys. 12 (2005), no. 4, 518–529. MR 2172002 (2006j:35211)

36. P. J. Rabier and W. C. Rheinboldt, *A geometric treatment of implicit differential-algebraic equations*, J. Differential Equations 109 (1994), no. 1, 110–146. MR 1272402

37. S. Reich, *On a geometrical interpretation of differential-algebraic equations*, Circuits Systems Signal Process. 9 (1990), no. 4, 367–382. MR 108043

38. S. Sato, *Temporal and spatial adaptivity in numerical integrators for differential equations*, The University of Tokyo, Master’s thesis, 2016.

39. S. Sato and T. Matsuo, *On spatial discretization of evolutionary differential equations on the periodic domain with a mixed derivative*, April 2017, arXiv:1704.03045.

40. S. Sato, K. Oguma, T. Matsuo, and B.-F. Feng, *A self-adaptive moving mesh method for the short pulse equation via its hodograph link to the sine-Gordon equation*, July 2016, arXiv:1607.05790.
43. S. V. Sazonov, Extremely short and quasi-monochromatic electromagnetic solitons in a two-component medium, Journal of Experimental and Theoretical Physics 92 (2001), no. 3, 361–373.

44. H. C. Tuckwell, Numerical solutions of some hyperbolic stochastic partial differential equations with mixed derivatives including sine-Gordon equation, August 2015, arXiv:1508.01756.

45. V. O. Vakhnenko and E. J. Parkes, The two loop soliton solution of the Vakhnenko equation, Nonlinearity 11 (1998), no. 6, 1457–1464. MR 1660356

46. T. Yaguchi, T. Matsuo, and M. Sugihara, Conservative numerical schemes for the Ostrovsky equation, J. Comput. Appl. Math. 234 (2010), no. 4, 1036–1048. MR 2609558 (2011d:65234)

Graduate School of Information Science and Technology, The University of Tokyo, Bunkyo-ku, Tokyo, Japan
E-mail address: shun_sato@mist.i.u-tokyo.ac.jp

Graduate School of Information Science and Technology, The University of Tokyo, Bunkyo-ku, Tokyo, Japan
E-mail address: matsuo@mist.i.u-tokyo.ac.jp