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To better understand the process by which humans make navigation decisions when tasked with multiple stopovers, we analyze motion data captured from shoppers in a grocery store. We discover several trends in the data that are consistent with a noisy decision making process for the order of item retrieval, and decompose a shopping trip into a sequence of discrete choices about the next item to retrieve. Our analysis reveals that the likelihood of inverting any two items in the order is monotonically bound to the information-theoretic entropy of the pair-wise ordering task. Based on this analysis, we propose a noisy distance estimation model for predicting the order of item retrieval given a shopping list. We show that our model theoretically reproduces the entropy-governed trend seen in the data with high accuracy, and in practice matches the trends in the data when used to simulate the same shopping lists. Our approach has direct applications to improving simulations of human navigation in retail and other settings.

I. INTRODUCTION

Understanding human flow through indoor buildings is important for various layout design tasks such as evacuation planning, product placement, and security. Advancements in technologies such as computer vision and motion-tracking have enabled the large scale collection of long-term motion data, enabling new analyses aimed at incorporating these high level decisions into human flow models. Here, we take a data-driven approach to analyzing the navigation decisions of shoppers in a grocery store.

Path data, or varying spatial configurations of individuals as a function of time, provides valuable insight into human navigational behavior in a variety contexts [1]. Various works have utilized path data both as a means to understand and simulate human behavior, using different assumptions and conceptualizations to achieve specific research goals. Some of these works involve learning to predict human behavior from path data, from inferring high level flow models for retail floor optimization [2], to frameworks based on random walks [3], to crowd simulations [4]. Other works focus on analysis of behaviors, such as comparing human route selection to the theoretical optimum [5], or discovering behavioral patterns [6, 7]. Often these analyses are coupled with various mobility models for predicting human movement, designed to operate on different scales, from global migratory patterns [5] and city level traffic [9] to more local path planning [11] and collision avoidance [4, 13, 14]. Less explored is the mid-level scale of multi-task planning, such as how shoppers might visit multiple attractions, or how customers determine which item to pick up next from a shopping list.

In this work, we use path data to better understand the process by which human shoppers make decisions about navigation when shopping. We focus on characterizing the task of selecting a next item to retrieve, and perform multiple analyses that provide insights into high level features governing shopper decisions. While numerous external factors affect this process, such as building layout and other human factors (specific in-store attractions, unplanned purchases [15], or tendency to follow the perimeter [16]), we adopt a general formulation of a shopping trip as a series of decisions given a predefined list of items, and utilize a large dataset of shopper trajectories to gain insights about how the navigation process may be described and modeled from the path data.

The rest of this paper is structured as follows. In Section II we describe the dataset as well as preprocessing steps and give some formal definitions that support our analysis. In Section III we model shopping trips as a series of discrete navigation decisions that produces an item sequence, identify several high level trends, and propose a measure of decision difficulty that governs the suboptimality in the data when decomposed into pairwise decision tasks. In Section IV we incorporate our findings into a general decision model for each step of a shopping trip. In Section V and propose a stochastic decision model that is theoretically guaranteed to produce the same trends seen in the data, but in practice matches the trends with high accuracy.

II. DATASET

Here we use an anonymized dataset consisting of item sequences from shoppers in a retail store (paths), corresponding to individual transactions from point-of-sale records of sets of items purchased together (baskets). Each sequence reflects the order in which the items were retrieved. The items are embedded in a 2D representation of the store layout corresponding to product shelf locations. Additionally we use the set of 2D wall obstacles representing the sales floor layout to compute features such as walking distance between items. Figure 1 shows
III. DATA ANALYSIS

A. Decisions

The navigation decisions in the data show that shoppers are generally efficient. Despite not necessarily having full knowledge of all item locations or store layout, about 79% of the time, the next item a shopper picks up is the closest item to their current location \( v_j \), having distance \( d^* = \min_i(d_i \in \mathbf{p}) \). While always picking the next closest item is not a globally optimal strategy (which involves solving a traveling salesperson problem, studied by [4] in the context of shopping), we refer to it as “locally optimal” in the sense that it is the best path a person could take without knowing other future items they have not yet gathered (an approach suggested but not explored in [1]). This suggests the formulation of a shopping trip where each decision involves forming an estimate of which item left to collect is the closest, and navigating there. For the sake of analysis, we denote the next selected item for retrieval as \( i \), which is the index into a given \( \mathbf{p} \) that reflects which item was chosen. Then \( d_i \) represents the distance to the chosen item. Similarly we define \( i^* \) such that \( d_{i^*} = d^* \) to be the index of the closest item for the decision point.

Due to the local nature of available information (and potentially limited familiarity shoppers may have with the store layout), cases where the closest item is not chosen (\( i \neq i^* \)) naturally arise. The presence of these suboptimal local choices are consistent with other studies of human route selection and cognitive tasks where suboptimalities are found to be a natural part of these processes [5] [11]. A suboptimal choice occurs whenever the chosen item’s distance was larger than the optimal distance for that decision point. We call these choices inversions, where the preference order of the chosen item with respect to the optimal one has been flipped.

An analysis of the inversions in the set of decision points reveals a strong trend involving \( d^* \) and the likelihood of making a locally optimal choice (i.e., \( d = d^* \)). Figure 2 (left) shows this trend, where the likelihood of choosing the optimal item at a decision point decreases as a function of increasing \( d^* \). As this distance (and necessarily the distance of all other remaining items) increases, it becomes more difficult to consistently choose the closest item, converging toward the same likelihood as a random selection (shown in red).

B. Sub-Tasks

In addition to the set of per-decision inversions, we perform a decomposition of the shopping decisions to produce a larger set of inversions for analysis. To do this, we extract all pair-wise comparisons \((\hat{d}_i, d_i)\) from the data, each of which represents a possible inversion of the chosen item \( \hat{d}_i \) with some alternative \( d_i \). This yields a
dataset of over 883,000 such item pairs, which we refer to as sub-tasks, in which a shopper estimates the closer of the two.

The extracted pairs represent a subset of all the possible sub-tasks (and potential pair-wise inversions) that exist in the full decisions. Sub-task samples having \( \hat{d} > d_i \) constitute pair-wise inversions, whose inversion amount can be measured as how much farther the shopper traveled then they would have by choosing item \( i \). A sub-task can be alternatively decomposed as the pair \((F,C)\), where \( F = \max(\hat{d}, d_i) \) is the larger of the two, and \( C = \min(\hat{d}, d_i) \) is the smaller. This enables an inversion analysis based on both the closer item distance \( C \) as well as the relative item distance \( F-C \) (always a positive value).

The right side of Figure 2 shows an analysis of the sub-tasks. Here, the chance of a pair-wise inversion falls off as the items grow farther apart in their relative distances to the shopper. This suggests that as the difference of relative distances grows, it becomes easier to distinguish which is closer.

IV. AN INFORMATION-THEORETIC LAW FOR INVERSION LIKELIHOOD

A. Measuring Difficulty

As is evident from the non-uniformity of both trends examined in Section 2, some decisions and sub-tasks are more likely to see inversions than others. Given the assumption that shoppers desire efficient paths, these trends serve as evidence that some scenarios present more difficult estimation tasks. Here we adopt a description of difficulty that follows from information theory, which is the Shannon entropy of the sub-task. In the context of pair-wise decisions, the Shannon entropy is the minimum number of bits required to represent the item distances such that they can be reliably ordered. Formally, given the distance \( F \) of the farther of the two items in a sub-task and the distance \( C \) of the closer item, the entropy \( H \) can be computed as

\[
H = \log_2 \left( \frac{F}{F-C} \right). \tag{2}
\]

We adopt the entropy of a sub-task as a measure of difficulty, and define the difficulty \( D \) of a sub-task as:

\[
D = \log_2 \left( \frac{F}{(F-C) + \epsilon} \right). \tag{3}
\]

where \( \epsilon = 0.01 \) places an upper bound on difficulty at \( F-C \). We call \( W = F-C \) the tolerance of the task, as it is the maximum relative error in distance estimation that preserves their rank order. This difficulty measure is consistent with (and inspired by) those proposed in other psychophysical studies of human cognition [17] [18].

When inversion rate is graphed as a function of difficulty (Figure 3), we see a clear monotonic relationship between difficulty and inversion chance: \( P(\hat{d} = F) \) (ie, choosing a farther than necessary item to go to next) increases as difficulty gets larger (with some noise affecting the trend at higher difficulties that occur less frequently in the data). Additionally, the inversion rates naturally converge with random selections at a maximum of 50%. As the ability for shoppers to distinguish between closer and farther items saturates at around \( D = 5 \), indicating that the information carrying capacity of the item selection process of shoppers for our data was around 5 bits.

This cognitive difficulty not only drives inversion rates, but also captures both empirical trends in Figure 2. The closer together in distance from the shopper \((F-C)\) is small), the larger \( D \) becomes, consistent with Figure 2 (right) where there is greater confusion between item pairs having small distance differences. Additionally, the farther away the closer item is (large \( F \), the greater \( D \)
becomes, matching the left side decision level trend showing lower chance of choosing optimally.

B. Independent Perceptual Error Model

To extend the scope of the analysis in Section [IV]A to multi-item decisions, we note that the empirical trends for misordering items are consistent with a selection process that involves independent assessments of perceived item distances. We introduce \( \hat{d}_i \) as a noisy, estimated distance to an item that incorporates uncertainty into a shopper’s decision. The selection process can then be modeled as forming estimates for each item, then choosing the item \( i \) that is estimated to be closest. In light of the analysis from Section III we note that the uncertainty of an item’s estimated distance should grow with the true distance, and the ability to discriminate between them should diminish with close relative distances to the shopper. To meet these criteria, we design a generative model of noisy item distance estimation and model the noisy estimated distance, \( \hat{d}_i \), as follows:

\[
\hat{d}_i = d_i + \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, \alpha d_i) \tag{4}
\]

where the standard deviation \( \alpha d_i \) is a linear function of the item’s true distance, and each item’s noise \( \epsilon_i \) is sampled independently. For a pairwise sub-task, the chance of inversion can be computed directly from the gaussian noise model:

\[
P(\hat{d} > d_i) = P(\hat{d} = F \mid F, C) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{F - C}{\alpha \sqrt{2(C^2 + F^2)}} \right) \right] \tag{5}
\]

where \( F \) and \( C \) represent the farther and closer distances of the sub-task \( (\hat{d}, d_i) \) respectively.

The supplementary materials provide a derivation of Equation 5. This analytical expression for the inversion chance both enables theoretical properties of the model to be guaranteed, and is efficient to compute, making it practical to directly fit \( \alpha \) to the inversion chances in the data via numerical optimization techniques. Here we fit \( \alpha \) to the trend shown in 2 (right), as it has good data support over the entire domain (i.e., very tight confidence bounds across the x axis). Using BFGS gradient descent optimization, with a mean-squared error loss, yields \( \alpha = 0.30 \) as a minimizing value. The optimization was performed using the optim function of the stats package for statistical computing language R [19].

We can use Equation 5 to drive an agent-based simulation of navigation based on the basket data (See Section V for further discussion of simulation details). Despite this predictive model using only a single parameter, the resulting simulated paths closely match the human data on a variety of metrics across a large span of item distances and decision difficulties (See Figure 4).

Additionally, this noisy distance estimation model has key theoretical properties that guarantee the simulations will follow the same general trends seen in Figures 2 and 3 independent of the choice of \( \alpha \). First, the distribution for choosing between \( N \) items converges to uniform as the relative distances become closer in magnitude (this can be seen by taking the limit as \( F \) approaches \( C \) in from equation 5). Second, the chance of change of pairwise inversions monotonically approaches the asymptote of 0.5 both as relative item-agent distances decrease and as distance to the closest item increases. Finally, our model provably recovers the monotonic relationship between difficulty and chance of inversion (see the supplementary material for a proof).

V. SIMULATION METHOD

The generative model from Section IVB is easily incorporated into a simulation for predicting a shopping trip given a basket of items to be collected, a spatial embedding of the items, and obstacles representing a store layout. We propose a stochastic agent-based simulation
that does this with an execution strategy as follows. The agent begins at $v_{start}$ and has available a list of all $(d_i, v_i)$ tuples corresponding to where each item in the list can be picked up in the store. Noise is independently sampled according to equation 4 to produce a $d_i$ for each candidate $(v_i)$, and the agent selects the one having the smallest estimated distance as the next navigation target. The agent then navigates to the chosen item location using a shortest path planner over a visibility graph of the item locations. This strategy is repeated until all items have been collected (see the supplementary material for details).

To validate the simulation’s accuracy at the decision level, we compare both the likelihood of inversions in the simulations to the shopper data, as well as the inversion magnitudes. Figure 5 (left) shows the simulation results for the decision-level data trend from Section III, where the likelihood of choosing the optimal item (the complement of inversion chance) matches well the shopper data compared to a random choice. On the right is a comparison of the log frequencies of inversion amounts for the decisions, defined as $d^* - d^*$. An inversion amount describes how much farther the chosen item was to the shopper than the closest item for a decision. Here, the simulation method continues to show good alignment with the shopper data, matching the actual inversion amounts with high accuracy.

The parameter $\alpha$ can be fit to data or used to tune behavior (for example, $\alpha \to 0$ will approach purely locally optimal decisions, which could be used to emulate shopper familiarity with the store layout). Additionally, the simulation technique is agnostic of store layout, and may be directly extended (or re-fit given new data) on any new store layout while retaining all the same properties that well describe the observed human behaviors.

VI. CONCLUSIONS

In this work, we have performed a novel analysis of shopper path data to gain insight about multi-task human navigation decisions. When viewed as a sequence of decisions among remaining items, the data shows that shoppers very typically choose the next closest item to retrieve. The chance of item selection inversions in the data (that is, going to an item that was not the closest) follows our proposed sub-task difficulty measure monotonically. We observe that an independent error estimation model with a linear relationship between a true item’s distance and uncertainty well captures these trends. Based on these findings we propose an agent-based method for simulating the order of item retrieval given a basket and a store layout. The simulated data recovers the relationship between the chance of inversions and sub-task difficulty, and in practice well matches the shopper data along several comparison metrics.
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