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Abstract

Generating smooth animations from a limited number of sequential observations has a number of applications in vision. For example, it can be used to increase number of frames per second, or generating a new trajectory only based on first and last frames, e.g. a motion of face emotions. Despite the discrete observed data (frames), the problem of generating a new trajectory is a continues problem. In addition, to be perceptually realistic, the domain of an image should not alter drastically through the trajectory of changes. In this paper, we propose a new framework, Warping Neural ODE, for generating a smooth animation (video frame interpolation) in a continuous manner, given two ("farther apart") frames, denoting the start and the end of the animation. The key feature of our framework is utilizing the continuous spatial transformation of the image based on the vector field, derived from a system of differential equations. This allows us to achieve the smoothness and the realism of an animation with infinitely small time steps between the frames. We show the application of our work in generating an animation given two frames, in different training settings, including Generative Adversarial Network (GAN) and with $L_2$ loss.

1. Introduction

Conventional video imaging sensors can only capture a moving scene with limited frame rates, a constraint that hinders it from vividly recording the highly dynamic and volatile physical world. Video Frame Interpolation (VFI) is a technique that addresses this issue by generating high-frame-rate videos using the rich visual information retrieved from low-frame-rate sources. The task is to synthesize the unavailable intermediate states in-between two or more consecutive video frames that together form a geometrically and temporally coherent sequence. VFI has wide applications in the industry, e.g., generating slow-mo videos [9], efficient use of communication bandwidth, and potentially reducing the memory cost for storing large videos.

A challenging setting in VFI is to create a short animation based on two frames that could in principle be conceptually farther apart. This makes it harder to interpolate compare to a typical ‘increase FPS’ task with very similar nearby frames. Consider an example in Figure 1, where we may be given two images of a person: non-smiling and smiling (first and last blue frames). Generating the full path of smiling emotion, orange frames, creates an “alive” effect from a no-smile to smile (similar to live-photos). The challenge lies in the sizable difference between the no-smile and smile frames.

Contributions. In this work, we propose a new method for VFI, Warping Neural ODE, to generate an animation based entirely on the two input images (or video frames), thus assuming no additional information is available, e.g. from an event camera [12]. Our method models the transformation between frames with a sequence of diffeomorphisms according to a system of differential equations [3]. This allows smooth forward and backward warping among the generated frames, thus implicitly enforcing the spatial and temporal cohesiveness. Compared to existing approaches based on deep generative networks [10], our method does not suffer from hallucination (i.e. falsely producing non-existent visual elements) and is able to interpolate between frames at arbitrary temporal resolutions (infinitely small time steps between frames) due to properties afforded directly due to the use of diffeomorphisms.
2. Method

To generate an animation, we need a collection of images \( x = \{x_0, \ldots, x_t, \ldots, x_1\} \), where we define \( x_0 \) as a first frame, \( x_1 \) as a last frame, and \( x_t \) as a frame at any time step \( t \in (0, 1) \). Given a fixed amount of time for which the animation is played, the ‘smoothness’ of the animation \( x \) is defined by the size of \( x \). To increase the smoothness of an animation and make it perceptually natural, there are two desired requirements: First, we need to be able to generate \( x_t \) at any time step \( t \in (0, 1) \) with an infinitely small difference between steps \( \Delta t_i = t_{i+1} - t_i \), i.e., \( \Delta t_i \to 0 \). Second, the changes between frames \( x_{i+1} \) and \( x_{i+1} \) should be carried in a minimal way, and ideally without introducing new information with respect to colors contained in the image, see Figure 2.

We start the motivation for this work with the second requirement, namely, colors, which have not previously been seen in the image at time step \( t-1 \), should not appear at \( t \). This makes the animation look natural. For this reason, we seek to find a spatial diffeomorphism warping \( \Phi_t \), to transform an image \( x_{t-1} \) to \( x_t \). The notion of diffeomorphism is important since it guarantees the invertibility of the transformations, which conserves topological features [15]. For us, it means avoiding bringing/losing color information during warping. Next, given a warping \( \Phi_t \), we should be able to define a warped image at any time step \( t \). Then the technical question is, how can we define \( \Phi_t \) to be a diffeomorphism warping at any time step \( t \in (0, 1) \), such that \( \Delta t_i \to 0 \)? The rest of the section is motivated by our recent work [13].

2.1. Learning diffeomorphism warping

In general, a warping is considered to be a spatial transformation defined on the domain of the images. In other words, when we apply a warping \( \Phi \) on an image \( x \), we actually transform the coordinate system \( S \) of an image \( x(S) \) [8]. There are different ways to transform a coordinate system. For example, it can be carried out either through the definition of: (a) rotation matrix or (b) vector field, which applies to a pixel domain \( S \). A vector field warping is considered to be more flexible, since it allows each pixel of \( S \) to move in an independent direction. For these reasons, we define warping \( \Phi \) as a vector field, more on this in Remark 1.

A specific class of diffeomorphism spatial operations, which define a subgroup structure in the underlying Lie group [7], can be parameterized by an ordinary differential equation (ODE) [2, 15]:

\[
\frac{d\Phi_t}{dt} = V(\Phi_t),
\]

where \( \Phi_t \) is the diffeomorphism at time \( t \), and \( V \) the stationary velocity vector field. For warping: by starting from the initial point (identity transformation) \( \Phi_0 \), we are able to integrate (1) in time \( t : 0 \to 1 \) to obtain \( \Phi_1 \), such that \( x_1(S) = x_0(\Phi_1(S)) \) and of course, generate \( x_t = x_0(\Phi_t(S)) \). While the diffeomorphism warping was necessary for us to make an animation looks more natural, by avoiding introducing/losing colors between frames, another benefit is an ability to define a reverse animation, which can be useful in application setup, if only the final frame \( x_1 \) is available. Backward warping: in general with learning warping transformations, integrating backward in time \( t : 1 \to 0 \) does not result in a reverse warping [2]. However, since (1) corresponds to a Lie group, it provides a definition of the exponential operators, the proper way to define backward warping \( \Phi_{-1} \) is by integrating (1) over time \( t : 0 \to -1 \). To account for the richness of transformations, we parameterize the velocity \( V \) as a network, which leads to Warping Neural ODE, Fig. 3.

2.2. Mechanisms for generating an animation

Without loss of generality, consider that for generating the animation, we only observe two time steps of the whole animation ‘trajectory’: the beginning \( x_0 \) and the end \( x_1 \), and our goal is to generate \( x_t \) for \( t \in (0, 1) \). Since \( \Phi_t \) is defined as a solution of ODE in equation (1), during training, the loss contains only information about \( x_0, \Phi_1 \) and \( x_1 \). Namely, given the warping \( \Phi_1 \), we need to make sure that \( x_0(\Phi_1(s)) \) is ‘equal’ to \( x_1 \). Depending on the available data, we can achieve it in different ways. For example, if data contains paired images, that is \( x_0 \) and \( x_1 \) are first and last frames of the same object (e.g. same smiling person), then the \( L_2 \) loss can be used for training to require that \( x_0(\Phi_1(s)) = x_1 \). In contrast, if we do not have access to paired images of the animation, e.g. \( x_0 \) is non-smiling person \( A \) and \( x_1 \) is a smiling person \( B \), then there are different divergences, which can be used for training to achieve
that \( x_0(\Phi_t(s)) \sim x_1 \), e.g. Jensen-Shannon [4], KL [6], or simply minimize the Wasserstein (EM) distance [16] between distribution of warped images \( x_0(\Phi_t(s)) \) and \( x_1 \) (our choice):

\[
W(\mathbb{P}_r, \mathbb{P}_g) = \inf_{\gamma \in \Pi(\mathbb{P}_r, \mathbb{P}_g)} \mathbb{E}(x,y) - \gamma \|x - y\|,
\]

where \( \Pi(\mathbb{P}_r, \mathbb{P}_g) \) denotes the set of all joint distributions \( \gamma(x,y) \) whose marginals are respectively \( \mathbb{P}_r \) and \( \mathbb{P}_g \). To achieve this, we minimize the efficient approximation of the Wasserstein distance similar to [1, 5]. However, in contrast to GAN, in our setup the generator (Neural ODE component) does not generate images based on random samples, but is only used to create a warping \( \Phi \) with no randomness.

### 2.3. Final loss and Method summary

**Algorithm 1 Learning diffeomorphism \( \Phi : x_0 \rightarrow x_1 \)**

**Input:** Initial frame \( x_0 \) and final frame \( x_1 \)

**Output:** Warping \( \Phi_t \) \( \implies \) animation \( \mathbf{x} = \{x_t\}_{t \in [0,1]} \)

**Require:** parameterized by Neural Networks: \( V \) in (1). In GAN setup, critic \( D \) with \( n_D \) number of critic updates

1: while \( V \) has not converged do
2: Set \( \Phi_0 \) as identical transformation (vector field).
3: Using Neural ODE\( (V, \Phi_0) \) find a solution \( \Phi_1 \).
4: Given \( \Phi_1 \), warp \( x_0 \) to \( \hat{x}_1 \).
5: If paired images are available, compute \( L_1(\hat{x}_1, x_1) \); Else Run MinWasDist\( (\hat{x}_1, x_1) \) to minimize the Wasserstein distance
6: end while
7: procedure MINWASDIST\( (\hat{x}_1, x_1) \)
8: for \( i = 0, \ldots, n_D \) do
9: update \( D \) by minimizing Critic’s loss:
10: \(-D(Z) + D(\hat{x}_1) + \lambda_{GP}(D)\)
11: \( \triangleright GP \) is gradient penalty for Critic \( D \) [5]
12: end for
13: update \( V \) by minimizing ODE loss:
14: \(-D(\hat{x}_1) + JD + OG\)
15: \( \triangleright JD, OG \) defined in Remark 2
16: end procedure

**Remark 1.** As discussed earlier, to model warping \( \Phi_1 \), we follow a common technique [2,8]. The main idea is to model warping as target coordinates, from which we sample (or move to). That is, for input image with dimension \( h \times w \), \( \Phi_t \) is of dimension \( h \times w \times 2 \), where 2 appears because the dimension of image is 2. Since we model warping \( \Phi_t \) as NODE, the modelled derivative \( V(\Phi_t) \) has to be of the same size \( h \times w \times 2 \). Since it is important to generate different warping according to the input \( x \), we model \( V(\Phi_t) \) conditioning on \( x \), as \( V(\Phi_t, x) \). We accomplish this using U-Net, demonstrated in Figure 4 (a) with number of layers/channels depending on a problem. For the case where paired images are unavailable, we use the following discriminator to minimize Wasserstein distance, presented in Figure 4 (b).

**Remark 2.** While theoretically, it is guaranteed that there is a unique solution to the system (1) given \( \Phi_0 \), see [14] (pp. 8), to accelerate convergence, we add additional constraints (penalties) to the ODE loss in Algorithm 1, \( JD \) and \( OG \) respectively. Namely, we require (a) the Jacobian Determinant of each \( \Phi_t \) to be non-negative [11], to avoid collapsing several pixels into one, and (b) prevent generating warping \( \Phi_t \), with vectors going outside the grid (image frame).

\[
JD = \sum_t \sum_s (|JD(\Phi_t(s))| - JD(\Phi_t(s)))
\]

\[
OG = \sum_t \sum_s (\text{grid}(s) + \Phi_t - x_{size}) + (\text{grid}(s) + \Phi_t)
\]

We note that OG computation is related to our implementation of warping, common in vision [2,8]. We model \( \Phi_t \) as a vector field, and consider the ‘grid’ as a mesh coordinate system from 0 to size of image \( x_{size} \). Then, pixels in ‘grid’ will be sampled from (or move to) location \( \text{grid}(s) \). The OG term prevents learning vector fields \( \Phi_t \), which map outside the grid.

### 3. Experiments

We seek to demonstrate the ability of our model to generate an animation, given two conceptually far apart frames.

#### 3.1. Proof of concept

We start the experimental section by introducing Warping Neural ODE as a generative model in a GAN setup. We train our model to warp samples from a distribution in the shape of handwritten digits ‘3’ to digits ‘4’. Note that there is no paired data in the sense, none of the ‘4’ corresponds to any specific ‘3’. Since we can evaluate the solution of ODE in (1) at arbitrary times \( t \), in Fig. 5, we visualize the evolution of \( \Phi_t \). For the visualisation purpose we show warped frames only for limited time steps, but we provide a corresponding ‘.gif’ file with a smooth animation on the website. It is evident from the ‘conceptual’ experiment that our model can indeed learn a smooth and complicated diffeomorphism given only two frames, initial and final states. However, while the underlying spatial transformation from digits ‘3’ to ‘4’ is complex, the constant background colors makes it easier to find a real diffeomorphism. Which is changed in the second set of experiments.

#### 3.2. Facial expressions

Here we evaluate the ability of our model to create an animation of facial expression. Namely, we demonstrate our results on generating the animation, which correspond to emotion ‘smile’. As we mentioned earlier, Warping NODE can be applied in different setups: (a) when paired images exist, that is, we have 2 frames of the same person, non-smiling and smiling, and thus, \( L_2 \) reconstruction loss can be applied; (b) when paired images do not exist, that is, we
Figure 4. (a): Warping Neural ODE part, which is used to generate the warping $\Phi_{t+1}$ at time point $t + 1$. (b): Discriminator $D$, main goal of which is to differentiate between warped image $\hat{x}_1$ and observed image $x_1$. It is used in case when we do not have paired images to generate animation. $N$ stands for number of convolution blocks.

Figure 5. Continuous warping of ‘3’ to ‘4’ using our Warping NODE in GAN setup, when the available data $x_0$ and $x_1$ is unpaired.

Figure 6. Interpolated frames using $L_2$ loss as paired images are given.

While images generated in GAN setup do not demonstrate the same level of quality as in $L_2$ loss, this is expected since no paired images were given to generate warping.

3.3. Limitations of the method

Note that to achieve natural animation, our model is based on two important concepts, changes in the images are created by a (a) spatial diffeomorphism transformations, that is during the animation all frames contain the same amount of information with respect to the domain (colors), and (b) the continuity of this transformation. While there is no problem with continuity (b), the spatial transformation might not be the best fit in every case. For example, if a person turns a head on 180 degrees, then this corresponds to a completely new view of a person. That can be challenging to model with just spatial transformations, since we cannot completely disregard color information.

4. Conclusions

This paper provides a new framework, Warping Neural ODE, to generate a smooth animation/VFI between two conceptually far apart frames. Experimentally we demonstrated the ability of our model to generate a smooth animation of facial expression, like smile. In addition, we show that our framework can be used in both setups, where paired images are available (i.e. the $L_2$ loss can be exploited) and no paired images are available (GAN setup).

We believe that the ability to generate a smooth animation on limited amount of temporal data (namely two time points) can be beneficial to a vision community, including business application in entertainment sphere, by generating new temporal data sets, increasing rate of FPS and other.

Societal impacts. We believe that our paper provides an overall beneficial impact on vision community and cannot see an application of it in the harmful way.
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