Augmented-syllabification of n-gram tagger for Indonesian words and named-entities
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HIGHLIGHTS

• A new augmented graphemic-syllabification of n-gram tagger model is proposed.
• Three augmentation methods are applied to the training sets to reduce the OOV rate.
• The n-gram tagger is developed using combined original and augmented words.
• Evaluation is based on 5-fold cross-validation of formal words and named-entities.
• The proposed model significantly outperforms three recent models.

ARTICLE INFO

Keywords:
Bahasa Indonesia
Data augmentation
Graphemic syllabification
n-Gram tagger
Transposing nuclei

ABSTRACT

As one of the statistical-based models, an n-gram syllabification commonly gives a high syllable error rate (SER) for Bahasa Indonesia, one of the low-resource languages, since it fails for a high out-of-vocabulary (OOV) rate. Two previous models: bigram-syllabification with flipping onsets (BFO) and a combination of bigram with backoff smoothing based on phonological similarity (CBSPS), which use augmentation methods, can reduce the OOV rate. However, there are two problems in both BFO and CBSPS. First, they use an n-gram that is applied syllable-level, instead of grapheme-level, so that they suffer on the sparsity of n-grams. Second, they rely on a procedure to detect the positions of both vowels and diphthongs. Both problems make them not capable of distinguishing diphthongs from derivative words as well as syllabifying named-entities, which have many ambiguities related to vowels and semi-vowels. In this paper, a syllabification based on an n-gram tagger, which is applied on grapheme-level and does not rely on both vowel and diphthong detections, is developed to solve both problems. Besides, three data augmentation methods are exploited to enrich the dataset. The 5-fold cross-validations (5-FCV) using both datasets of 50 k words and 15 k named-entities show that the proposed augmented-syllabification of n-gram tagger (ASnGT) model is significantly better than both BFO and CBSPS. It is also significantly better than the fuzzy k-nearest neighbor in every class (FkNNC)-based model for formal words and named-entities. However, it suffers from derivative words, where it cannot easily distinguish them from both absorption words and terms of foreign languages. Besides, it also undergoes some foreign named-entities.

1. Introduction

A syllabification model, which functions to decompose a word into syllables automatically, plays an essential role in the linguistics area. In general, it is widely used in many applications based on spoken language processing and linguistics, such as speech synthesizers [8], [11], [17], speech recognizers [7], [19], [26], emotion classification [2], speaker verification [16], speaking rate estimation [31], word count estimation [20], [24], and development of a speech corpus for text-to-speech or speech-to-text models [4].
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A dataset of words and their syllabifications:
1. bari  ba.ri

Tagging syllables for original word

List of original tagged-syllables:
1. b'αɾi

Swapping consonant-graphemes

List of swapped-words and syllabifications:
1. bali  ba.li
2. pari  pa.ri
3. pali  pa.li

Flipping onsets for all the original and swapped-words

List of flipped-words and syllabifications:
4. rabi  ra.bi
5. labi  la.bi
6. rapi  ra.pi
7. lapl  la.pl

Transposing nuclei for all the original, swapped-, and flipped-words

List of transposed-words and syllabifications:
8. bira  bi.ra
9. bila  bi.la
10. pira  pi.ra
11. pila  pi.la
12. ria  ri.α
13. liba  li.ba
14. ril  ri.l
15. lipa  li.pα

Tagging syllables for all augmented-words

List of tagged-syllables for augmented-words:
1. b'αɾi
2. p'αɾi
3. p'αɾi
4. r'αɾi
5. l'αɾi
6. l'αɾi
7. l'αɾi
8. b'ıɾa
9. b'ıɾa
10. p'ıɾa
11. p'ıɾa

Fig. 1. Training of ASnGT.

The graphemic syllabification commonly produces higher SER than the phonemic one [15]. However, it is faster and simpler, not only for the formal words but also for the named-entities without any specific linguistics knowledge. Therefore, in [27], syllabification is recommended to be based on a sequence of graphemes rather than phonemes because of the flexibility as well as simplicity.

In literature, a statistical-based syllabification is preferable to the rule-based one since it is much simpler in development [1]. Many researchers have proposed various methods, such as decision tree [13], context-free grammars [14], nearest neighbor [15], syllabification by analogy [1], finite-state transducers [9], dropped-and-matched model [18], hidden Markov model [10], conditional random fields [25], and n-gram [6]. Neural language models described in [12], [30] shows a high performance (with low SERs). However, some n-gram models proposed in [6], [29], [23] surprisingly produce comparable performances, and they are noticeably faster.

In [21], the researchers prove that a simple n-gram gives a low SER for the German language. It is also flexible for other languages with no specific knowledge. However, it is insufficient for a small dataset that generates massive out-of-vocabulary (OOV) bigrams. In [27], a simple bigram and flipping onsets model (BFO) is proposed to handle such a problem. This model is better than the standard bigram model with a relative SER decrement of 18.02%. Unfortunately, it cannot also tackle a small dataset. In [28], another simple model called combined standard bigram and swapping phonological similarities (CBSPS) is created. It performs better than BFO, which relatively reduces the SER by 31.39%. Unfortunately, both CBSPS and BFO use syllable-level bigrams (instead of grapheme-level) so long that they produce a high OOV rate. Consequently, they give high mean SERs of 13.48% and 14.15%, respectively, for a named-entity dataset (15 k entries) using a 5-FCV scheme.

Therefore, an augmented syllabification of n-gram tagger (ASnGT), which is applied on grapheme-level, is proposed in this research to tackle those issues. Three methods of augmentation: flipping onsets, swapping consonant-graphemes, and transposing nuclei are applied on both training sets (words and named-entities), which can be expected to decrease the OOV rate. Two n-gram taggers are then developed for both original and augmented words. Finally, both n-gram taggers are combined using an augmentation weight to create a decoder, which functions to define the syllabification points.
words and legal syllables for Bahasa Indonesia without shifting the points of syllabification. An investigation informs that 50 k words generate up to three million new words, which consist of 9,620,054 syllables. The interesting fact is that 87.20% of those syllables are the same as produced by the original words, and the rest 12.80% are never seen in the dataset.

Swapping consonant-graphemes As one of the simple languages, Bahasa Indonesia has less ambiguity for some phonemic symbols, where most graphemes are commonly spoken as unique phonemes. Hence, several onset graphemes can be switched using the categorization of phonemes described in [3]. There are fourteen graphemes clustering into seven groups (categories), which are simply swapped into their similar phonological one, as described in [28]. Such graphemes contained in words as well named-entities can be switched to generate other words with no changing one or more points of syllabification. Those seven categories are as follows [28]:

1. Plosive-bilabial: graphemes (b) and (p). For a given original word, swapping (b) into (p) may create a new word, such as “ba.ru” (new) is swapped into “pa.ru” (lung). Swapping (p) into (b) in a word “pe.r” (fairy) can also generate other word “be.r” (give).
2. Plosive-dental: graphemes (b) and (p). Swapping (d) to (t) in “de.bu” produces “te.bu” (cane) while switching (t) to (d) in “ts.yang” (show) creates “da.yang” (court lady).
3. Plosive-velar: graphemes (g) and (k). Swapping (g) in “ge.tar” (shakes) into (k) yields a new word “ke.tar” (daunted). Swapping (k) in “ka.mis” (Thursday) into (g) creates “ga.mis” (clothes).
4. Affricative-palatal: graphemes (c) and (j). An original word “cu.rang” (cheat) is swapped into “ji.rang” (canyon) while “ji.pang” (branch) is swapped to be “cu.pang” (bite mark).
5. Fricative-Labiodental: graphemes (f) and (v). Switching (f) to (v) in “fa.li” (thin metal) produces “vo.li” (volley). In contrast, swapping (v) in “vi.si” (vision) into (f) yields a new word “fi.si” (fission).
6. Fricative-Dental: graphemes (s) and (z). Switching (s) to (z) in “a.sam” (acid) generates “a.zam” (aim). Meanwhile, “ze.ni” (soldier) can be swapped to create “ze.ni” (art).
7. Trill/Lateral-Dental: graphemes (l) and (r). A word “lan.g.ka” (rare) is switched into “rang.ka” (frame) and “ram.bu” (sign) to be “lam.bu” (canoe).

Flipping onsets As the name suggested, this augmentation method simply works by flipping two first onsets contained in a given original word. For example, flipping two onsets (b) and (r) in a word “ba.ru” (blue) generates a new word “ri.bu” (thousand). This method is just applied to two first onsets in the original word. In [27], flipping three or more onsets in a word produces many OOV words instead.

Transposing nuclei This augmentation method transposes two first nuclei in a given original word. First, the positions of two nuclei should be detected. Both nuclei are then transposed to create a new word. A nucleus can be one of the four possible components: single vowel, diphthong, semi-vowel, or random sequence of vowels. For instance, transposing two first nuclei of single vowels (a) and (i) in a word “sa.ki” (sick) generates another word “si.kat” (brush), transposing two first nuclei of a single vowel (u) and a semi-vowel (y) in a person name “bu.dy” creates “by.du”.

Combining three augmentation methods Sequential combining those three augmentation methods enlarges the dataset to 60 folds since they consider all possible combinations. For instance, let the given original word is “ba.ri” (while). Firstly, swapping both (b) and (p) into their phonological-similar graphemes creates three new words: “ba.li” (an island in Indonesia), “pa.ri” (stingray), and “pa.li” (taboo). Secondly, flipping onsets in the original word builds “ra.bi” (rabbitt). Next, turning onsets in those swapped-words generates other words: “la.bi” (soft
turtule), “ra.pi” (neat), and “la.pi” (OOV). Finally, transposing nuclei in the original word yields an OOV word “bl.rr” and exchanging nuclei in those augmented words builds “bi.la” (if), “pl.rr” (OOV), “pl.la” (OOV), “rk.ba” (usury), “ll.ba” (OOV), “rk.pa” (OOV), and “ll.pa” (OOV). Thus, the three methods are capable of augmenting “ba.ri” to be fifteen other words: eight formal and seven OOV.

2.2. Syllable tagger

A syllable tagger is formulated as follows. Let a word $W$ be represented as a sequence of letter $u_i = w_1, w_2, \ldots, w_n$. Searching the most likely sequence of tag $t_i = t_1, t_2, \ldots, t_n$ of $W$ can be seen as selecting a sequence of tag $t_i$ that reaches the maximum $P(t_i | u_i)$, a conditional probability calculated as in Eq. (1):

$$\arg\max_{t_i} P(t_i | u_i) = \arg\max_{t_i} P(t_i | P(u_i | t_i^*)).$$

A Markov assumption is then applied here. Thus, the probability of tag $t_i$ contextually depends on the previous tags with a contextual length or size of $k$, which is formulated as in Eq. (2):

$$P(t_i | u_i) = \prod_{j=i-k}^{i} P(t_j | t_{i-k}, \ldots, t_{i-1}).$$

In the tagging process, a padding tag $t_i = (#)$ is defined for $i < 1$. It makes sure the probability for all $t_i$, where $1 \leq i \leq n$, is taken into account. Besides, as described in [21], a tag of word-end marker ($\natural$) is defined for $t_{n+1}$ to find the minimum probability of improper syllabification.

Next, a restriction is applied, where only one letter $w_i$ is used to represent every tag $(u_i!)$ and $(u_i^*)$. Hence, for $t_i \in \{w_i, w_i^*\}$, the chance $P(w_i | t_i)$ must be 1 while $P(w_j | t_i)$ should be 0 for $w_j \neq w_i$, where $P(w_i | t_i)$ denotes the probability of $w_i$ that represents the tag $t_i$. Here, only two possible tags can be considered for each letter. Thus, $P(u_i | t_i^*)$ in Eq. (1) can be removed, and the probability can be reformulated as in Eq. (3):

$$\arg\max_{t_i} P(t_i | u_i) = \arg\max_{t_i} \prod_{j=i-k}^{i} P(t_j | t_{i-k}, \ldots, t_{i-1}), t_i \in \{w_i, w_i^*\}.$$

This tagging considers states for every letter, where each state $S_i$ defines tags $t_i$ (can be single or multiple) relying on $k$. The transition between two states $S_i$ to $S_j$, which is denoted as $A_{ij}$, is the conditional probability $P(t_j | t_i)$. In this research, an efficient Viterbi algorithm is exploited to maximize the probability of the tag sequences. Fig. 3 visualises the syllable tagger using the Viterbi algorithm for the word ‘bari’ (while).

2.3. Probability smoothing

A smoothing scheme called Generalized Modified Kneser-Ney (GKN) [22] is exploited here to tackle the OOV. The standard Kneser-Ney (KN) smoothing is formulated as in Eq. (4):

$$P_{KN}(t_i | u_{i-1}) = \frac{\max(c(t_{i-1}) - D, 0) + \gamma(t_{i-1})}{c(t_{i-1}) + \gamma(t_{i-1})},$$

where $c(*)$ is the tag frequency (*), occurs in the dataset of training, $\gamma(*)$ is any constant such that the sum of distribution is equal to 1, $D$ is the discount, and $k$ is the contextual length or size [5].

GKN adds a new discount bound parameter into an arbitrary number $B$, which is formulated as in Eq. (5):

$$P^B(n) = \begin{cases} 0 & \text{if } i = 0 \\ i - (i + 1) \frac{n_{i+1}(m)}{n_{i+1}(m)+n_{i+1}(m)+n_{i+1}(m)} & \text{if } i < B \\ B - \frac{n_{i+1}(m)+n_{i+1}(m)+n_{i+1}(m)}{n_{i+1}(m)+n_{i+1}(m)+n_{i+1}(m)} & \text{if } i \geq B, \end{cases}$$

where $n_{i+1}(m)$ is the total unique grams with a frequency $i$ in the $m$ sized n-gram [5]. As proven in [22], this discount parameter enhances the smoothing scheme, especially for a higher-order n-gram that produces a high OOV rate.

2.4. ASnGT model

The probability in ASnGT is developed by combining probabilities from both original and augmented words, which is formulated as in Eq. (6):

$$P_{KN} = P_{KNO} + wP_{KNA}$$

where $P_{KNO}$ is the KN smoothed probability of the tag-syllable from the original word in Eq. (4), $P_{KNA}$ is the KN smoothed probability of the tag-syllable from the augmented-words, $P_{KN}$ is the combined probability of both previous tag-syllables, and $w$ is the augmentation weight.

3. Result and discussion

Two datasets in [15] are used here to investigate the ASnGT performance compared to three similar models. The first dataset consists of 50 k words (with their syllabifications), while the second one contains 15 k named entities. Both are used for investigation based on 5-FCV.

3.1. Investigation on the first dataset

Three experiments are carried out here to optimize the three parameters sequentially. The gram size $n$ is firstly optimized using a fixed
discount bound $B = 3$ since it is the most sensitive parameter in the model. Secondly, $B$ is then optimized using the optimum $n$ that is found in the first step. ASnGT is finally compared to three other models using a metric of SER.

**Optimization of the gram size $n$** Here, ASnGT is first evaluated using a fixed $B = 3$ to find the gram size $n$. Fig. 4 shows that a small $n = 3$ gets a big mean SER. It reaches the optimum value of 5, which gives a mean SER of 0.95%. Enlarging $n$ to 6 increases the mean SER slightly.

**Optimization of discount bound $B$** Next, ASnGT is evaluated using the optimum $n = 5$ to find the optimum $B$. Fig. 5 implies that $B$ is less sensitive. It reaches low SERs for any value from 2 to 6. Its optimum value is 4 with a mean SER of 0.93%.

**Optimization of augmentation weights $\omega$** The augmentation weights $\omega$ in the proposed ASnGT are then optimized using both fixed $n$ and $B$. The simulation result is shown in Fig. 6. The optimal $\omega = 0.20$ gives the smallest SER of 0.90%. It means that the augmented words contribute 20% to the results.

**Comparing to three similar models** Here, ASnGT is investigated by comparing its performance to three similar models: BFO [27], CBSPS [28], and FkNNC [15]. An investigation is carried out using a 5-FCV scheme for a dataset containing 50 k words in [15], [27], [28]. To get fairness, all methods are in their best parameters. Fig. 7 clearly concludes that ASnGT is much better than two other $n$-gram models: BFO and CBSPS. It produces an average SER of 0.90%, which is much lower than both models, with respective mean SERs of 3.11% and 2.61%. It shows that
ASnGT relatively reduces the mean SER by 70.96% and 65.93%, respectively. It is also much better than another more complex technique called FkNNC, which gives a high mean SER of 2.27%. Hence, ASnGT provides a relative decrement of the mean SER by 60.20%.

Compared to others, the proposed ASnGT is more stable for all folds, where it produces low SERs in the range of 0.90% to 0.92%. This result is caused by its capability of distinguishing a diphthong from both the suffix and regular sequence of grapheme since it works on grapheme-level (not syllable-level). For instance, a diphthong (ai) is easily differentiated from a suffix (i) and a grapheme sequence of (e) by maximizing the probabilities of candidates tag-sequences. A careful investigation shows that solving this issue of diphthongs significantly reduces the SER produced by the previous models, as explained in [27, 28, 15], since Bahasa Indonesia has up to eighteen suffixes [3].

However, a detailed investigation informs that ASnGT suffers from derivative words containing a single or a combination of prefixes: “ber”, “per”, and “ter”. Most errors come from such derivatives as ASnGT cannot easily differentiate them from absorption words as well as foreign terms. ASnGT does not take into account any phonotactic constraint in Bahasa Indonesia. For instance, it syllabifies a grapheme sequence (berijithad) (an absorption word from Arabian language) into a wrong syllable sequence (ber.i.ji.ti.had), instead of the right one (ber.i.ji.ti.had). Another disadvantage, it has a bit higher complexity than both previous BFO [27] and CBSPS [28] models. It calculates all possible candidate tag-syllables without taking into account the common rule: “a syllable should have only one nucleus (vowel, semi-vowel, or diphthongs).” Nevertheless, this is not an urgent issue for a quite-fast personal computer today.

In the future, some Indonesian phonotactic constraints in [3] can be incorporated to improve the ASnGT performance. For instance, the wrong syllabification for a grapheme sequence (berijithad) into (ber.i.ji.ti.had) can be corrected by shifting the grapheme (j) to the left syllable since, based on Indonesian phonotactic constraints, there is no sequence of two graphemes (jt) in one syllable.
3.2. Investigation on the second dataset

ASnGT only exploits \( n \)-grams generated from both normal and augmented words (sequences of graphemes). Therefore, it is flexible for named-entities. Three experiments are carried out here to sequentially optimize the three parameters of ASnGT, which are similar to the experiments for the formal words dataset.

Optimization of the gram size \( n \) The ASnGT is firstly evaluated using a fixed \( B = 3 \) to find the gram size \( n \). Fig. 8 implies that a small \( n = 3 \) yields a high mean SER of 4.79%. Its optimum value is 4, which achieves a mean SER of 4.02%. Increasing \( n \) to 5 or 6 produces slightly higher SERs.

Optimization of the discount bound \( B \) Next, ASnGT is evaluated using the optimum \( n = 4 \) to find the optimum discount bound \( B \). Fig. 9 informs that \( B \) is stable to get low SERs for any value from 2 to 6. Its optimum value is 5, which produces a mean SER of 4.01%.

Optimization of augmentation weight \( w \) The augmentation weights \( w \) in the proposed ASnGT are then optimized using fixed \( n \) and \( B \). The empirical result is depicted in Fig. 10. The best \( w = 0.20 \) achieves the smallest SER of 0.90%. It means that the augmented words contribute 20% to the results.

Comparing to three similar models Here, ASnGT is also investigated by comparing its performance to BFO, CBSPS, and FkNNC. The investigation is carried out using a 5-FCV scheme for the named-entity dataset (containing 15 k entries) as used in [15], [27], [28]. To get fairness, all methods are in their best parameters. Fig. 11 concludes that ASnGT is much better than two other \( n \)-gram models: BFO and CBSPS. It produces an average SER of 3.92%, which is much lower than both
models, with mean SERs of 14.15% and 13.48%, respectively. It means that ASnGT relatively reduces the mean SER by 72.26% and 70.90%, respectively. It is also much better than FkNNC, which gives a quite high mean SER of 6.78%. Hence, ASnGT relatively reduces the average SER by 42.16%.

ASnGT does not use any vowel detection procedure, making it capable of solving many vowel ambiguities in the named-entities as described in [27] and [28]. For instance, ASnGT can easily syllabify the person names “An.dri”, “An.dry”, “An.drie”, “An.dhry”, “An.dhrie”, and “An.dhrye” by maximizing the probabilities of candidates tag-sequences without relying on the positions of the vowel-graphemes.

However, ASnGT fails to syllabify some named-entities that come from foreign languages, such as “Annabelle”, “George”, “Baha’ al-Din”. It is quite challenging to tackle this issue. One of the solutions is enlarging the dataset up to hundreds of thousands or millions of entries. Hence, in the future, the dataset will be enriched with such named-entities to increase its performance.

4. Conclusion

The 5-FCV examinations on both 50 k and 15 k datasets confirm the proposed ASnGT is significantly better than both previous BFO and CBPS models to tackle formal words and named-entities. It relatively lowers their mean SERs by up to 70.96% and 65.93%, respectively, for formal words as well as 72.26% and 70.90% for named-entities, respectively. These results are achieved since it solves both problems of distinguishing diphthongs from derivative words as well as syllabifying named-entities. Furthermore, it also significantly outperforms the previous FkNNC-based model, where it relatively lowers the mean SER by 60.20% and 42.16% for both formal words and named-entities, respectively. However, it suffers from derivative words that are confusing with absorption words as well as terms of foreign languages. It also fails to syllabify some named-entities that come from foreign languages. In the future, two improvements can be addressed by incorporating some Indonesian phonotactic constraints to solve the problems related to such
prefixes as well as enriching the dataset of named-entities with foreign names.
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