Transport of MHD nanofluid in a stratified medium containing gyrotactic microorganisms due to a stretching sheet

F. Shahzad*, M. Sagheer, and S. Hussain

Department of Mathematics, Capital University of Science and Technology (CUST), Islamabad, 44000, Pakistan.

Received 22 July 2020; received in revised form 17 June 2021; accepted 2 August 2021

KEYWORDS
Bioconvection; Jeffrey nanofluid; MHD; Gyrotactic microorganisms; Keller box method; Stretching sheet; Viscous dissipation.

Abstract. The present study aims to present an elaborated evaluation of stratified magneto-hydrodynamics (MHD) Jeffrey nanofluid flow towards a stretching surface in the presence of gyrotactic micro-organisms. The flow was analyzed by considering viscous dissipation, Brownian motion, Joule heating, and thermophoresis as well as assuming the thermal, solutal, and motile density stratification aspects. The governing nonlinear system of Partial Differential Equations (PDEs) that controls the flow was turned into a group of nonlinear Ordinary Differential Equations (ODEs) using appropriate similarity transformation and later, they were numerically solved through Keller-box approach and algebraic software Matlab. The effects of different parameters on the fluid motion, heat, mass, density of the motile micro-organisms, local skin friction, local Nusselt number, local Sherwood number, and local density number of the motile micro-organisms were also evaluated using graphs and tables. The results indicated that the density of motile micro-organisms was a decreasing function of the bioconvection Lewis number, bioconvection Peclet number, and microorganisms’ concentration difference. The Sherwood number and density rate of motile micro-organisms were higher in the case of magnetic parameter and Lewis number.
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1. Introduction

Bioconvection has received significant attention due to its extensive use cases as in the microbial fuel cell, modeling soil, gas-bearings sedimentary basin, microbial upgraded petroleum recovery biological systems, bioconvection nanotechnological devices, and biotechnology [1–3]. Bioconvection is a phenomenon that occurs when microorganisms that are denser than water run upward during the flow. As a result of this upward swimming, the micro-organisms are inclined to accumulate on the upper part of the fluids layer, thus leading to greater density stratification that usually becomes unstable. Swimming of these self-propelled motile micro-organisms generates enhanced density values that initiate bioconvection. Khan and Makinde [4] examined the magneto-hydrodynamics nanofluid containing gyrotactic micro-organisms past a stretching sheet. Of note, both stretching parameter and bioconvection Lewis number reduced the concentration of motile micro-organisms. Makinde and Animasaun [5] analyzed bioconvection in magneto-hydrodynamics nanofluid flow towards an upper sheet of a paraboloid of revolution by considering chemical reaction and non-linear thermal emission. According to their observations, the local heat transport rate became closer to the decreasing values of temperature and larger values of Prandtl number. Xun et al. [6] evaluated the effect of thermal conductivity as well as temperature-dependent
viscosity on the bio-convection flow in a rotating system and found that an increase in the thermal conductivity and viscosity would reduce the mass, heat transfer, and motile micro-organisms’ flux on the surface. Mosayebidorcheh et al. [7] examined the effect of nano-bioconvection flow carrying nanoparticles as well as gyrotactic micro-organisms in a horizontal channel using modified least squares technique and found that the thermophoresis number had a negligible effect on the distribution of temperature profile and a strong impact on concentration and motile micro-organism.

Maxwell [8] attempted to enhance the thermal conductivity of a fluid by incorporating the micro-sized metallic particles into different base fluids; however, it increased erosion, additional flow resistance, and pressure loss. Choi and Eastman [9] proposed the idea of nanofluids to overcome the shortcomings of Maxwell-type fluids.

The name nanofluid was first introduced by Choi and Eastman [9] who formed these fluids by spreading nanoparticles in conventional base fluids to control heat transfer phenomenon. The suspended nanoparticles were composed of carbon allotropes, e.g., Carbon Nanotubes (CNTs), fullerene and metals, e.g., Au, Cu, metal nitrides, e.g., AlN, SiN, oxide ceramics, e.g., PbO, CuO, and carbide ceramics, e.g., CaC2. Exploration of nanofluids has gained tremendous scientific significance due to a number of potential applications in a variety of areas including drugs and medications, manufacturing and materials, electronics, renewable energies, surfactant, transportation, environment, etc. [10,11]. Buongiorno [12] proposed a mathematical model that integrated the thermophoresis and Brownian motion effects in concentration with energy equations. Then, a number of authors including Sheikhholesami et al. [13], Shahrestani et al. [14], Lahmar et al. [15], Sheikhholesami and Farshad [16], and Ibrahim et al. [17] investigated the nanofluids to enhance the thermal conductivity. Sheikhholesami et al. [18] analytically investigated the heat transfer flow of a nanofluid and found that the temperature dynamics of nanofluids was affected by the concentration, shape, size, and material of the particles.

The mathematical models proposed for the motion of incompressible Newtonian fluids have drawn a number of mathematicians’ attention over time. However, numerous fluid models found in the industry possess a rheology, not similar to that of Newtonian fluids, which includes shampoo, drilling mud, maize, colloidal solutions, paint, alloys, grease, and sauce among others. Recently, non-Newtonian fluids have drawn remarkable attention due to their numerous applications in geophysics, extraction of crude oil from petroleum, soil sciences, ground water hydrology, spin coating, oceanography, astrophysics, polymer industry, engineering, etc. However, the constitutive relation of such fluids is more complex than that of Newtonian fluids. Consequently, the governing equations for non-Newtonian fluids are more complex than Navier-Stokes equations. For instance, Jeffrey’s model [19] is an effective and useful non-Newtonian fluid model which is time-derivative rather than convective-derivative. Jeffrey’s fluid is a rate fluid type, exhibiting the behavior of both relaxation and retardations time. Saif et al. [20], Namayana et al. [21], Jena et al. [22], Sreekrishna et al. [23], and Ahmad et al. [24] have contributed to this area.

Stratification occurs as a result of differences in temperature, concentrations variations, and even existence of different fluid densities. This sort of phenomenon has gained significance as a result of its presence in the flows in rivers, lakes and seas, water reservoirs, etc. In addition, the effects of solute and thermal stratifications are of significance for solar power, mainly because better stratification is indicative of better energy productivity. Bearon and Grunbaum [25] examined the effect of bioconvection in a stratified environment. They concluded that as a result of reduction in the gyrotactic parameter, both velocity profile and cell concentration increased. Kameswaran et al. [26] examined the convective heat transfer in a thermally stratified nanofluid flow on a vertical wavy surface and found that the thermal stratification parameter could increase the thickness of the thermal boundary layer. Madhu and Reddy [27] evaluated the effect of thermal stratification on the magnetohydrodynamic heat transfer flow past an exponentially stretching surface and concluded that the temperature gradient was substantially enhanced with a boost in stratification.

The problems of heat transfer flow caused by stretching sheets have numerous industrial applications such as production of polythene, surgical equipment, fiber technology, metallurgical processes, glass blowing, manufacturing of synthetic sheets, hot rolling, and extrusion process, thus catching the attentions of a number of researchers for the last couple of decades. In the course of the process of extrusion, the high quality of the final product is expected by setting an appropriate speed of stretching along with the simultaneous cooling or heating throughout the procedure. Consequently, the characteristics of the heat transfer flow of a nanofluid past a stretching sheet have practical utility in a number of industrial as well as engineering processes. Sakidias [28] developed the idea of hydrodynamic boundary layer induced by fluid flow towards a continuous solid sheet and determined the governing differential and integral equations of motion for these types of surfaces. Crane [29] examined the flow past a stretching sheet with a stretching speed related linearly to the horizontal distance from the slit. Tsou et al. [30] presented an experimental and
analytical review of the flow and heat transportation characteristics in the boundary layer over a continuous moving plate. Then, a number of researchers have broadened the notion of stretching surface to a variety of fluid models [31–34].

The analysis of MHD flows has been found to be effective in several metallurgical, engineering, and industrial fields. Magnetohydrodynamics enjoys several notable applications in biomaterials, plasma studies, flow of blood measurements, MHD generators, etc. Sarapaka [35] is regarded as the pioneer of this idea who studied the characteristics of magnetohydrodynamics flows of non-Newtonian fluid using an analytical method. Elbashbeshy et al. [36] examined the effects of thermal radiation and MHD on the time-dependents mixed convections flow past an exponentially extended surface including heat generation/absorption. Aniwasaun [37] referred to the effects of the variables viscosity, thermals conductivity, and thermophoresis on the magnetohydrodynamic flow of a Casson fluid with the consideration of the chemical reaction of the 7th order. Nayak et al. [38] examined the effect of transverse magnetic fields on the 3D free convective flow of nanofluid towards a stretching surface. The irreversible viscous dissipation process is defined as the process in which the kinetic energy is transformed into the internal energy of fluid caused by its viscosity. Abel et al. [39] pointed to the impacts of buoyancy, Joules, and viscous dissipation on MHD flows and heat transfers of an incompressible fluid over a porous stretching sheet using a numerical method. They noted that temperature increase as the Eckert number increased. Kishan and Deepa [40] examined the effect of micropolar nanofluid flow and heat transfer on the porous flat plate with the viscous dissipation. Alim et al. [41] examined the impacts of viscous and Joule heating on the thermo-fluid dynamic field on a vertical flat surface. Ferdows et al. [42] evaluated the effects of viscous dissipation on the magnetohydrodynamics free convection flow of a compressible viscous fluids over a continuous sheet with Hall current. More specific details of the subject are available in the literature [43–49].

The main objective of this study is to investigate the stratified MHD boundary-layer flow of Jeffery nanofluid on a continuous surface with nanoparticles and gyrotactic microorganisms. In fact, this kind of effort for non-Newtonian model should get even more specific. As a result, the primary focus in this study was put on assessing the fluid flow of Jeffery nanofluid on a continuous surface. The novelty of this study is given as follows:

i. Incorporation of gyrotactic micro-organisms;
ii. Consideration of the effects of magnetohydrodynamics;
iii. Analysis of the flow with consideration of the viscous dissipation, Brownian motion, Joule heating, and thermophoresis; and
iv. The assumption of thermal, solutal, and motile density stratification aspects.

Flow analysis was taken out after converting the equations administering the flow into a system of Ordinary Differential Equations (ODEs). Then, a numerical solution was found using robust Keller box technique. The numerical results of the dimensionless velocity, temperature, density of nanoparticles, and concentration of motile micro-organism profiles for different essential parameters were graphically demonstrated. Finally, graphical and numerical results for skin friction, Nusselt number, Sherwood number, and motile microorganism number were also obtained and studied.

2. Mathematical formulation

A steady 2D laminar flow of an incompressible Jeffery nanofluid fluid was also investigated that resulted from a stretching surface coinciding with the planes $y = 0$. Furthermore, the effects of magnetohydrodynamics and nanoparticles were examined along with the gyrotactic microorganisms. Moreover, the effects of thermophoresis and Brownian motion were taken into consideration. The unvarying magnetic field $B_0$ was employed parallel to $y$-direction, and the fluid was confined to the region $y > 0$ (see Figure 1). Here, $x$-axis is along the stretching sheet, and the flow is assumed to be produced by stretching the sheet with linear velocity of $U_w = cx$ away from the leading edge, where $c$ is a positive constant. The transfer rates of temperature, concentration, and motile microorganisms were analyzed under stratification effects. The induced magnetic field was neglected due to

![Figure 1. Physical model of the flow.](image-url)
its quite smaller value than the magnetic Reynolds number. Through boundary layer approximation, the contioury, momentum, energy, concentration, and microorganisms [50] equations are given in the following:

\[
\begin{align*}
\left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) &= \frac{\nu}{(1 + \lambda_1)} \left[ \frac{\partial^2 u}{\partial y^2} + \lambda_2 \left( \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial x \partial y} + \frac{\partial u}{\partial y} \frac{\partial^2 u}{\partial x^2} + \frac{\partial u}{\partial y} \frac{\partial^2 u}{\partial x \partial y} + \frac{\partial u}{\partial y} \right) \right] \\
&\quad + \frac{\sigma f B_0^2 u + \frac{\rho_f}{\rho} [(1 - C_\infty)\rho_f \beta_T(T - T_\infty)]}{\rho} (C_\infty - C_\infty)^2 \left( (\rho - \rho_f) \gamma (\rho - \rho_f) \right), \\
\frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} &= \frac{\alpha C_T}{\partial y^2} \\
&\quad + \left( \frac{\partial^2 C}{\partial y^2} \right) \left( \frac{\partial^2 T}{\partial y^2} \right) + \left( \frac{\partial T}{\partial y} \right)^2, \\
\frac{\partial C}{\partial x} + v \frac{\partial C}{\partial y} &= D_B \frac{\partial^2 C}{\partial y^2} + \frac{\mu}{\partial y} \left( \frac{\partial^2 T}{\partial y^2} \right), \\
\frac{\partial N}{\partial x} + v \frac{\partial N}{\partial y} &= \frac{b W_c}{(C_w - C_0)} \frac{\partial}{\partial y} \left( \frac{\partial C}{\partial y} \right) = \frac{D_m}{\partial y^2} \frac{\partial^2 N}{\partial y^2}.
\end{align*}
\]

The set of associated boundary conditions can be defined as:

\[
\begin{align*}
&u = u_w(x) = cx, \quad v = 0, \quad T = T_w = T_0 + A_1 x, \\
&C = C_w = C_0 + E_1 x, \quad N = N_0 = N_w + H_1 x, \\
&u \to 0, \quad T \to T_\infty = T_0 + A_2 x, \\
&\text{at} \quad y = 0, \\
&C \to C_\infty = C_0 + E_2 x, \quad N \to N_\infty = N_0 + H_2 x
\end{align*}
\]

as \( y \to \infty \),

where \( A_1, A_2, E_1, E_2, H_1, \) and \( H_2 \) are the dimensional constants.

The following similarity transformation [50] was employed to convert Eqs. (1)-(5) to ODEs:

\[
\begin{align*}
\eta &= \left( \frac{c}{v} \right)^{0.5} y, \\
\psi &= -(cv)^{0.5} f(\eta), \\
\theta &= \frac{T - T_\infty}{T_w - T_0}, \\
\phi &= \frac{C - C_\infty}{C_w - C_0}, \\
\chi &= \frac{N - N_\infty}{N_w - N_0},
\end{align*}
\]

where \( \eta, \phi, \chi, \) and \( \psi \) are similarity variable, dimensionless stream function, dimensionless temperature, dimensionless concentration of nanoparticles, dimensionless concentration of microorganisms and stream function obeying \( u = \frac{\partial u}{\partial \eta} \) and \( v = -\frac{\partial \psi}{\partial \eta} \), respectively. As a result, we have:

\[
u = cx f'(\eta), \quad v = -\sqrt{\psi} f(\eta),
\]

where primes refers to the derivative with respect to \( \eta \). Now, based on transformations from Eqs. (7) and (8), the subsequent set of non-linear ODEs can be obtained:

\[
\begin{align*}
\frac{d^2 f}{d \eta^2} - (1 + \lambda_1) \left[ (f')^2 - f f'' \right] + \beta \left[ (f'^2 - f f'') \right] \\
&\quad - (1 + \lambda_1) M \frac{f'}{\theta - N \phi - R \beta} = 0, \\
\frac{d^2 \phi}{d \eta^2} - Pr f' \theta - Pr S t \frac{f'}{\theta} + Pr f \theta' + Pr N b f' \theta' \\
&\quad + Pr N t (\theta')^2 + Pr E c f''(\theta')^2 + E c P r M (f')^2 = 0,
\end{align*}
\]

Different dimensionless parameters appearing in Eqs. (9)-(14) are given below:

\[
\begin{align*}
P_e &= \frac{b W_c}{D_m}, \\
M &= \frac{\sigma_j B_0^2}{\alpha \rho}, \\
E c &= \frac{e^2 v^2}{C_p (T_w - T_0)}, \\
L b &= \frac{v}{D_m}, \\
N t &= \frac{(\rho c)_f D_T (T_w - T_r)}{T_\infty \nu (\rho c)_f},
\end{align*}
\]
\[ Nb = \frac{(\rho_c)_p D_B \left( C_w - C_v \right)}{\nu (\rho_c)_f}, \]

Mobility density stratification parameter:

\[ Sm = \frac{H_2}{H_1}, \]

Deborah number:

\[ \beta = \alpha \lambda_2, \]

Thermal stratification parameter:

\[ St = \frac{A_2}{A_1}, \]

Lewis number:

\[ Le = \frac{\alpha}{D_B}, \]

Mass stratification parameter:

\[ Sc = \frac{E_2}{E_1}, \]

Prandtl number:

\[ Pr = \frac{\nu}{\alpha}, \]

Microorganisms concentration difference parameter:

\[ \sigma = \frac{N_\infty}{N_w - N_0}, \]

Mixed convection parameter:

\[ Gr = \frac{\beta^* \gamma^* \left( 1 - C_\infty \right) (T_w - T_o)}{\alpha U_i}, \]

Bouguer ratio parameter:

\[ Nr = \frac{(\rho_p - \rho_f) \left( C_w - C_v \right)}{\beta^* \rho_f (T_w - T_o)} \]

Bioconvection Rayleigh number:

\[ Rb = \frac{\gamma^* \left( N_w - N_0 \right) (\rho_m - \rho_f)}{\beta^* \rho_f (1 - C_\infty) (T_w - T_o)} \]

(13)

The valuable physical quantities in this study include the local shear stress coefficient \( C_f \), Nusselt number \( N_u_x \), Sherwood number \( Sh_x \), and density number \( N_n_x \):

\[ C_f = \frac{2\tau_w}{\rho_f C_w^2}, \quad N_u_x = \frac{xq_w}{k(T_w - T_o)}, \]

\[ Sh_x = \frac{xq_m}{D_B \left( C_w - C_v \right)}, \quad N_n_x = \frac{xq_n}{D_m \left( N_w - N_0 \right)} \]

(14)

where:

\[ \tau_w = \left| \frac{\partial u}{\partial y} \right|_{y=0}, \quad q_w = \left| -k \frac{\partial T}{\partial y} \right|_{y=0}, \]

\[ q_m = \left| -D_B \frac{\partial C}{\partial y} \right|_{y=0}, \quad q_n = \left| -D_m \frac{\partial N}{\partial y} \right|_{y=0}. \]

(15)

Based on the aforementioned similarity transformation, Eq. (15) can be described as:

\[ \frac{1}{2} C_f Re_x^{0.5} = f'(0), \quad N u_x Re_x^{0.5} = -\theta'(0), \]

\[ Sh_x Re_x^{0.5} = -\phi'(0), \quad N n_x Re_x^{0.5} = -\chi'(0), \]

(16)

in which the local Reynolds numbers is \( Re_x = \frac{xu}{v}. \)

3. Numerical solution by Keller box method

To obtain the numerical solution of the nonlinear ODEs (Eqs. (9)-(12)) alongside the end point Conditions (Eq. (13)), Keller-box method [51,52] was employed and applied to different values for the involved parameters. The following steps are the main components of this numerical scheme:

(i) Decomposition of the momentum, energy, concentration, and microorganism equations into the first-order set of differential equations;

(ii) Achievement of difference equations through central finite differences;

(iii) Linearization of non-linear difference equations using Newton’s idea;

(iv) Implementation of the block tri-diagonals elimination scheme to obtain the solution of the linear system iteratively. To this end, the new variables \( \bar{u}_1, \bar{u}_2, \bar{u}_3, \bar{t}, \bar{\epsilon}, \text{ and } \bar{\theta} \) were introduced to get a system of the first-order ODEs such that:

\[ \frac{df}{d\eta} = \bar{u}_1, \quad \frac{d\bar{u}_1}{d\eta} = \bar{u}_2, \quad \frac{d\bar{u}_2}{d\eta} = \bar{u}_3, \]

\[ \frac{d\bar{t}}{d\eta} = \bar{t}, \quad \frac{d\bar{\epsilon}}{d\eta} = \bar{\epsilon}, \quad \frac{d\bar{\chi}}{d\eta} = \bar{\theta}. \]

(17)

The resulting system of the first-order ODEs is then written as:

\[ -\beta f \frac{d\bar{u}_3}{d\eta} + \bar{u}_2 = \left( 1 + \lambda_1 \right) \left( \bar{u}_2^2 - f\bar{u}_2 \right) + \beta \bar{u}_3^2 \]

\[ - \left( 1 + \lambda_1 \right) M \bar{u}_1 + Gr \left[ \theta - Nr \phi - Rb \right] = 0. \]

(18)

\[ \frac{d\bar{t}}{d\eta} - Pr St \bar{u}_1 - Pr \bar{u}_1 \theta + Pr f' \]

\[ + Pr Nt (\bar{t})^2 + Pr Nk \bar{\epsilon} + Pr Ec \bar{u}_2^2 \]

\[ + M Pr Ec \bar{u}_3^2 = 0. \]

(19)

\[ \frac{d\bar{\epsilon}}{d\eta} = \frac{Pr Le \bar{u}_1 \phi - Pr Le Sc \bar{u}_1 + Pr Le f \bar{\epsilon} + Nt \frac{d\bar{t}}{d\eta}}{Nb \frac{d\eta}{d\bar{t}}} = 0, \]

(20)

\[ \frac{d\bar{\chi}}{d\eta} = \frac{Lb \bar{u}_1 \chi - Lb Sm \bar{u}_1 + Lb f \bar{\chi}}{-Pe \left( \bar{\theta} + (\sigma + \chi) \frac{d\bar{\epsilon}}{d\eta} \right)} = 0. \]

(21)
\[ f(0) = 0, \quad \ddot{u}_1(0) = 1, \quad \theta(0) = 1 - S_t, \quad \phi(0) = 1 - S_c, \quad \chi(0) = 1 - S_m, \]
\[ \dddot{u}_1 \to 0, \quad \dddot{u}_2 \to 0, \quad \theta \to 0, \quad \phi \to 0, \quad \chi \to 0 \quad \text{as} \quad \eta \to \infty. \]

(22)

Box I
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**Figure 2.** Difference approximation to the grid structure for the Keller box scheme.

The evolved boundary conditions for this study are given by Eq. (22) as shown in Box I. A one dimensional computational grid was also employed as shown in Figure 2. The domain was discretized with the help of the subsequent nodes:

\[ \eta_0 = 0, \quad \eta_j = \eta_{j-1} + h_j, \quad j = 0, 1, 2, 3, \ldots, J, \quad \eta_J = \eta_{\infty}, \]

where \( h_j \) is the step size. The central difference approximations, as pointed out in (ii), are as follows:

\[ f_j^{n+1} = f_j^n + \delta f_j^n, \quad \theta_j^{n+1} = \theta_j^n + \delta \theta_j^n, \]

\[ \phi_j^{n+1} = \phi_j^n + \delta \phi_j^n, \quad \chi_j^{n+1} = \chi_j^n + \delta \chi_j^n, \]

\[ t_j^{n+1} = t_j^n + \delta t_j^n, \quad c_j^{n+1} = c_j^n + \delta c_j^n, \]

\[ g_j^{n+1} = g_j^n + \delta g_j^n. \]

(33)

By substituting these expressions into Eqs. (23)-(32) and dropping the higher-order terms in \( \delta \), the following system is obtained as:

\[ (\delta f_j - \delta f_{j-1}) - \frac{h_j}{2} (\delta (\ddot{u}_1)_j + \delta (\ddot{u}_1)_{j-1}) = (r_1)_j, \]

(34)

\[ (\delta (\ddot{u}_1)_j - \delta (\ddot{u}_1)_{j-1}) - \frac{h_j}{2} (\delta (\ddot{u}_2)_j + \delta (\ddot{u}_2)_{j-1}) = (r_2)_j, \]

(35)

\[ (\delta (\ddot{u}_2)_j - \delta (\ddot{u}_2)_{j-1}) - \frac{h_j}{2} (\delta (\ddot{u}_3)_j + \delta (\ddot{u}_3)_{j-1}) = (r_3)_j, \]

(36)

\[ (\delta \theta_j - \delta \theta_{j-1}) - \frac{h_j}{2} (\delta \dot{\theta}_j + \delta \dot{\theta}_{j-1}) = (r_4)_j, \]

(37)

\[ (\delta \phi_j - \delta \phi_{j-1}) - \frac{h_j}{2} (\delta \dot{\phi}_j + \delta \dot{\phi}_{j-1}) = (r_5)_j, \]

(38)

\[ (\delta \chi_j - \delta \chi_{j-1}) - \frac{h_j}{2} (\delta \dot{\chi}_j + \delta \dot{\chi}_{j-1}) = (r_6)_j, \]

(39)

Eqs. (29)-(32) are shown in Box II. To linearize the system of nonlinear equations (Eqs. (24)-(33)) through Newton’s method, the following substitutions are suggested:

\[ (\ddot{u}_1)_j^{n+1} = (\ddot{u}_1)_j^n + \delta (\ddot{u}_1)_j^n, \]

\[ (\ddot{u}_2)_j^{n+1} = (\ddot{u}_2)_j^n + \delta (\ddot{u}_2)_j^n, \]

\[ (\ddot{u}_3)_j^{n+1} = (\ddot{u}_3)_j^n + \delta (\ddot{u}_3)_j^n, \]

(31)

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)
\[ \begin{align*}
\beta \left[ \left( \frac{\bar{u}_2}{2} + \frac{(\bar{u}_2)_{j-1}}{2} \right)^2 - \left( \frac{f_j + f_{j-1}}{2} \right) \left( \frac{(\bar{u}_3)_{j-1}}{2} - \frac{1}{h_j} \right) \right] - (1 + \lambda_j) \\
- M(1 + \lambda_j) \left( \frac{(\bar{u}_1)_{j-1}}{2} + \frac{(\bar{u}_1)_{j-1}}{2} \right) + Gr \left[ (\theta_{j-1}) - Nr(\phi_{j-1}) - Rb(\chi_{j-1}) \right] = 0,
\end{align*} \]

\[ \begin{align*}
\left( \frac{\bar{E}_j}{h_j} \right) - Pr \left( \frac{(\bar{u}_1)_{j-1}}{2} \right) \left( \theta_j + \theta_{j-1} \right) - Pr \left( \frac{(\bar{u}_1)_{j-1}}{2} \right) + \\
Pr \left( \frac{f_j + f_{j-1}}{2} \right) \left( \bar{E}_{j-1} + \bar{E}_{j-1} \right) + Pr \left( \frac{f_j + f_{j-1}}{2} \right) \left( \bar{E}_{j-1} + \bar{E}_{j-1} \right) + Pr \left( \frac{f_j + f_{j-1}}{2} \right)^2
\end{align*} \]

\[ \begin{align*}
+ Pr \left( \frac{f_j + f_{j-1}}{2} \right) \left( \bar{E}_{j-1} + \bar{E}_{j-1} \right) + N_{rb} \left( \frac{\bar{E}_j}{h_j} \right) = 0.
\end{align*} \]

\[ \begin{align*}
\left( \frac{\bar{E}_j}{h_j} \right) - Lb \left( \frac{\bar{u}_1}{2} + \frac{(\bar{u}_1)_{j-1}}{2} \right) \left( \chi_j + \chi_{j-1} \right) - Lb \left( \frac{\bar{u}_1}{2} + \frac{(\bar{u}_1)_{j-1}}{2} \right)
\end{align*} \]

\[ \begin{align*}
+ Pe \left( \frac{f_j + f_{j-1}}{2} \right) \left( \bar{E}_{j-1} + \bar{E}_{j-1} \right) = 0.
\end{align*} \]

Box II

\[ \begin{align*}
(\alpha_1)\sigma \bar{E}_j + (\alpha_2)\sigma \bar{E}_{j-1} + (\alpha_3)\sigma f_j + (\alpha_4)\sigma f_{j-1} + \\
+ (\alpha_5)\sigma (\bar{u}_1)_{j-1} + (\alpha_6)\sigma (\bar{u}_1)_{j-1} + (\alpha_7)\sigma \phi_j + \\
+ (\alpha_8)\sigma \phi_{j-1} + (\alpha_9)\sigma \phi_{j-1} + (\alpha_{10})\sigma \phi_{j-1} = (r_{10})_{j-1},
\end{align*} \]

\[ \begin{align*}
(\xi_1)_{j} = \frac{h_j(1 + \lambda_j)}{4} \left( (\bar{u}_2)_{j-1} - (\bar{u}_2)_{j-1} \right) - \frac{\beta}{2} (\bar{u}_4)_{j-1}
\end{align*} \]

\[ \begin{align*}
- (\bar{u}_3)_{j-1} = (\xi_4)_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_5)_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_5)_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_6)_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_6)_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_8)_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_8)_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_9)_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_9)_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_{10})_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_{10})_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_{11})_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_{11})_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_{12})_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_{12})_{j},
\end{align*} \]

\[ \begin{align*}
(\xi_{13})_{j} = \frac{h_j(1 + \lambda_j)}{4} (f_j + f_{j-1}) + \frac{h_j \beta}{2} \left( (\bar{u}_2)_{j-1} + \\
\bar{u}_2)_{j-1} = (\xi_{13})_{j},
\end{align*} \]

where:

\[ \begin{align*}
(\xi_{1})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{2})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{3})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{4})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{5})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{6})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{7})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{8})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{9})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{10})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{11})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{12})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
(\xi_{13})_{j} = \frac{h_j}{2} \left( f_j + f_{j-1} \right),
\end{align*} \]
\[
A = \begin{bmatrix}
[A_1] & [B_1] \\
[C_2] & [A_2] & [B_2] \\
& & \ddots \\
& & & [A_{J-1}] & [B_{J-1}] \\
& & & [C_J] & [A_J] \\
& & & & \cdots
\end{bmatrix}, \quad \delta = \begin{bmatrix}
[\delta_1] \\
[\delta_2] \\
\vdots \\
[\delta_{J-1}] \\
[\delta_J]
\end{bmatrix}, \quad \text{and } K = \begin{bmatrix}
[K_1] \\
[K_2] \\
\vdots \\
[K_{J-1}] \\
[K_J]
\end{bmatrix}
\]

Box III

\[
(r_\tau)_j = \frac{h_j^2}{2}M(1 + \lambda_1)(\bar{u}_1)_{j-\frac{1}{2}} + \frac{h_j}{4}(1 + \lambda_1)
\]

\[
(\bar{u}_1)_{j+\frac{1}{2}} = \frac{h_j}{4}(1 + \lambda_1) f_j - \frac{1}{2} (\bar{u}_2)_{j-\frac{1}{2}}
\]

\[
- \frac{1}{4} h_j (\bar{u}_2)_{j+\frac{1}{2}} = \frac{1}{4} (\bar{u}_3)_{j+\frac{1}{2}} + \frac{1}{2} \beta f_j - \frac{1}{2} (\bar{u}_2)_{j-\frac{1}{2}}
\]

\[
((\bar{u}_3)_{j} - (\bar{u}_3)_{j-1}) = \text{Gr} h_j \theta_{j-\frac{1}{2}}^{\frac{1}{4}} + \text{Gr} N r h_j \phi_{j-\frac{1}{2}}^{\frac{1}{4}}
\]

\[
+ \text{Gr} R h_j \lambda_{j-\frac{1}{2}}
\]

(44)

\[
(\beta_1)_j = 1 + \frac{h_j N P r}{4} \left( \bar{e} + \bar{e}_{j-1} \right) + \frac{h_j P r}{4} \left( f_j + f_{j-1} \right)
\]

\[
+ \frac{h_j N P r}{2} \left( \bar{e} + \bar{e}_{j-1} \right)
\]

(45)

\[
(\beta_2)_j = (\beta_1)_j - 2, \quad (\beta_3)_j = \frac{h_j N P r}{4} \left( \bar{e} + \bar{e}_{j-1} \right) = (\beta_4)_j
\]

\[
(\beta_5)_j = \frac{h_j P r}{4} \left( \bar{e} + \bar{e}_{j-1} \right) = (\beta_6)_j
\]

\[
(\beta_7)_j = - \text{Pr} h_j \left( \bar{u}_2 \right)_{j+\frac{1}{2}} = (\beta_8)_j
\]

\[
(\beta_9)_j = \frac{h_j M P r E c}{2} \left( (\bar{u}_1)_j + (\bar{u}_1)_{j-1} \right) - \frac{P r h_j}{2} (\theta_j + \theta_{j-1}) = (\beta_{10})_j
\]

\[
(r_8)_j = \left( \bar{e}_{j-1} - \bar{e}_j \right) - h_j N P r E c \bar{e}_{j-\frac{1}{2}} \left( \bar{e}_{j-\frac{1}{2}} \right)
\]

\[
+ h_j P r \bar{e}_{j-\frac{1}{2}} f_{j-\frac{1}{2}} - h_j N P r \bar{e}_{j-\frac{1}{2}} f_{j-\frac{1}{2}}
\]

\[
- h_j M P r E c (\bar{u}_2)_{j-\frac{1}{2}} - h_j M P r E c (\bar{u}_2)_{j-\frac{1}{2}}
\]

\[
- 2 h_j P r \bar{u}_1 \left( \bar{u}_2 \right)_{j-\frac{1}{2}} \theta_{j-\frac{1}{2}}
\]

After linearization, the following block tridiagonal system is obtained as:

\[
A \delta = K
\]

(48)

A, \delta, and K are shown in Box III and the entries of the matrices are provided in Box IV. Now we factorize A as:

\[
A = LU
\]

(49)

where:
\[
[A_i] = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
-0.5h_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -0.5h_j & 0 & 0 & 0 & 0 & -0.5h_j & 0 & 0 & 0 \\
0 & 0 & -0.5h_j & 0 & 0 & 0 & 0 & 0 & -0.5h_j & 0 \\
0 & 0 & 0 & -0.5h_j & 0 & 0 & 0 & 0 & 0 & -0.5h_j \\
(\xi_1) & (\zeta_1) & 0 & 0 & 0 & (\xi_1) & (\xi_1) & 0 & 0 & 0 \\
(\beta_{12}) & 0 & (\beta_{12}) & 0 & (\beta_{12}) & 0 & (\beta_{12}) & 0 & 0 & 0 \\
0 & 0 & (\alpha_{15}j) & 0 & (\alpha_{15}) & 0 & (\alpha_{15}) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad 2 \leq j \leq J
\]

\[
[B_j] = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -0.5h_j & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5h_j & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5h_j & 0 \\
(\xi_0j) & (\xi_0j) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
(\beta_{0j}) & (\beta_{0j}) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad 2 \leq j \leq J
\]

\[
[C_j] = \begin{bmatrix}
-0.5h_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -0.5h_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
(\xi_1j) & (\xi_0j) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
(\beta_{0j}) & (\beta_{11j}) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
(\alpha_{5j}) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad 1 \leq j \leq J - 1
\]

\[
L = \begin{bmatrix}
[a_1] \\
[b_2] \\
[a_2] \\
\vdots \\
[a_{J-1}] \\
[b_J] \\
[a_J] \\
\end{bmatrix}, \quad U = \begin{bmatrix}
\begin{bmatrix} t \end{bmatrix} \\
\begin{bmatrix} c_1 \end{bmatrix} \\
\begin{bmatrix} c_2 \end{bmatrix} \\
\vdots \\
\begin{bmatrix} c_{J-1} \end{bmatrix} \\
\begin{bmatrix} t \end{bmatrix} \\
\begin{bmatrix} c_J \end{bmatrix} \\
\end{bmatrix}
\]
Table 1. Comparison of $\theta'(0)$ for the case $Gr = Nr = Rb = Ec = M = Lb = Pe = Nt = Le = 0$.

| $Pr$ | Present study | Ishak et al. [53] | Accuracy (%) [53] | Pal and Mondal [54] | Accuracy (%) [54] |
|------|---------------|-------------------|--------------------|--------------------|--------------------|
| 1.0  | 1.337050      | 1.3333            | 99.71%             | 1.333333           | 99.72%             |
| 3.0  | 2.500405      | 2.5097            | 99.62%             | 2.509715           | 99.62%             |
| 10   | 4.798332      | 4.7969            | 99.96%             | 4.796871           | 99.97%             |

Here, $[a]$, $[b]$, and $[c]$ are $10 \times 10$ matrices and $[f]$ is the unit matrix of order 10. Eq. (48) provides the solution for $\delta$ by the $LU$ factorization method. The grid of size $h_\delta = 0.001$ was employed to achieve the numerical solution using $\eta_{\max} = 12$ and an error tolerance of $10^{-6}$ for all instances. To ensure the accuracy of the adopted numerical strategy, a highly convincing comparison of the present results with those reported by Ishak et al. [53] and Pal and Mondal [54] for $\theta'(0)$ was conducted, the results of which are displayed in Table 1. The obtained numerical results in this study indicated up to 99.96% accuracy with those obtained by Ishak et al. [53] and up to 99.97% accuracy with those obtained from the Pal and Mondal [54].

4. Results and discussions

The evolved equations of velocity, temperature, concentration, and density of motile microorganisms (Eqs. (8)–(11)) together with the boundary condition (Eq. (12)) were numerically dealt with, and the computational analysis was carried out for some appropriate choices of the physical parameters. Table 2 presents the numerical values of local heat transfer, Sherwood number, and density of motile microorganisms for different values for the relevant parameters. According to this table, the enhancement of the magnetic number $M$, Brownian motion parameter $Nb$, thermophoresis parameter $Nt$, Eckert number $Ec$, relaxation to the retardation time $\lambda$, and Lewis number $Le$ would reduce the Nusselt number on the surface; however, it could increase in the case of the escalating values of the Deborah number $\beta$ and Prandtl number $Pr$. An intensification in the Brownian motion $Nb$, thermophoresis $Nt$, Deborah number $Pr$, and Prandtl number $Pr$ would diminish the Sherwood number, while it would increase in the case of the increasing values of the magnetic number $M$, Lewis number $Le$, relaxation to the retardation time $\lambda$ and Eckert number $Ec$. In addition, a rise in the magnetic number $M$, Lewis number $Le$, Eckert number $Ec$, Peclet number $Pe$, bioconection Lewis number $Lb$, relaxation to the retardation times $\lambda$, and concentrations difference parameter of micro-organisms $\sigma$ would increase the density rate of motile micro-organisms, yet it was reduced in the case of increase in the values of the Brownian motion $Nb$, thermophoresis $Nt$, Deborah number $\beta$, relaxation to the retardation time $\beta$, and Prandtl number $Pr$. Table 3 provides information on the sundry parameters $M$ on the Nusselt number in the case of conventional base fluid and nanofluid, respectively. According to this table, the heat transfer rate of $M$ is minimum 2.41% and maximum 15.68%. Obviously, the aforementioned parameter is valuable in terms of heat transport in the case of nanofluid on a stretchable surface.

Figures 3–19 discuss the dynamics in the velocity profile $f'(\eta)$, temperature $\theta(\eta)$, concentrations of nanoparticles $\phi(\eta)$, and density of motile microorganisms $\chi(\eta)$ of the nanofluid with different values of some important physical parameters such as Deborah number $\beta$, magnetic number $M$, Prandtl number $Pr$, Eckert number $Ec$, thermophoresis $Nt$, Brownian motion $Nb$, Peclet number $Pe$, bioconection Lewis numbers $Lb$, thermal stratification $St$, motile density stratification $Sm$, Lewis number $Le$, concentrations difference of micro-organisms $\sigma$, and concentrations stratification $Sc$. In addition, Figures 20–25 examine the essential and relevant quantities of the physical interest, especially the local drag coefficient, Nusselt number, Sherwood number, and density rate of motile microorganisms.

Figure 3 examines the effect of $M$ on the velocity distribution $f'(\eta)$. As observed, the presence of $M$ reduced the boundary-layer thickness as well as the velocity profile. Physically, the magnetic field creates a Lorentz force that gives an opposition to the fluid

![Figure 3. Influence of $M$ on $f'(\eta)$.](image-url)
Table 2. Variation of $-\theta'(0)$, $-\phi'(0)$ and $-\chi'(0)$ for different types of parameters in flow.

| $M$ | Le | $N_t$ | $N_b$ | $\beta$ | Ec | $Pr$ | $Pe$ | $Lb$ | $\sigma$ | $\lambda$ | $-\theta'(0)$ | $-\phi'(0)$ | $-\chi'(0)$ |
|-----|----|------|------|--------|----|-----|-----|------|-------|---------|-------------|-------------|-------------|
| 0.5 | 1  | 0.1  | 0.1  | 0.5    | 0.5| 10  | 1   | 1    | 1     | 2       | 1.48542     | 0.00685     | 0.46113     |
|     | 1  |      |      |        |    |     |     |      |        |         | 0.74877     | 0.59253     | 1.55852     |
|     | 1.5|      |      |        |    |     |     |      |        |         | 0.57188     | 1.16240     | 2.64117     |
|     | 2  |      |      |        |    |     |     |      |        |         | 0.76777     | 1.34107     | 2.96743     |
|     | 4  |      |      |        |    |     |     |      |        |         | 0.64896     | 2.44760     | 5.07854     |
|     | 6  |      |      |        |    |     |     |      |        |         | 0.58940     | 3.22967     | 6.57480     |
|     | 0.1|      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 0.2|      |      |        |    |     |     |      |        |         | 0.79206     | 0.58835     | 0.86705     |
|     | 0.3|      |      |        |    |     |     |      |        |         | 0.72259     | 0.00386     | 0.72025     |
|     | 0.1|      |      |        |    |     |     |      |        |         | 0.29784     | 0.92415     | 2.17335     |
|     | 0.5|      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 1  |      |      |        |    |     |     |      |        |         | 1.32571     | 0.17185     | 0.77225     |
|     | 0.4|      |      |        |    |     |     |      |        |         | 1.18433     | 0.20785     | 0.81387     |
|     | 0.5|      |      |        |    |     |     |      |        |         | 0.60926     | 0.74615     | 1.86842     |
|     | 0.6|      |      |        |    |     |     |      |        |         | 0.03007     | 1.28732     | 2.93496     |
|     | 1  |      |      |        |    |     |     |      |        |         | 0.49346     | 0.69420     | 1.66729     |
|     | 2  |      |      |        |    |     |     |      |        |         | 0.62906     | 0.57279     | 1.41428     |
|     | 3  |      |      |        |    |     |     |      |        |         | 0.73045     | 0.49326     | 1.00115     |
|     | 0.5|      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 1  |      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 1.5|      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 0.2|      |      |        |    |     |     |      |        |         | 0.89191     | 0.47689     | 1.01249     |
|     | 0.4|      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.17366     |
|     | 0.6|      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 1  |      |      |        |    |     |     |      |        |         | 1.47589     | 0.07142     | 0.57956     |
|     | 2  |      |      |        |    |     |     |      |        |         | 0.89215     | 0.47672     | 1.34033     |
|     | 3  |      |      |        |    |     |     |      |        |         | 0.34586     | 0.88690     | 2.10581     |

Table 3. Values of $-\theta'(0)$ for $Pr = 10$.

| $M$ | $N_t$ | $N_b$ | $-\theta'(0)$ | $-\theta'(0)$ | Relative% |
|-----|------|------|---------------|---------------|----------|
|     |      |      | base fluid    | nanofluid     |          |
| 0.1 | 0.1  | 0.1  | 1.87976       | 2.29010       | 15.68%   |
| 0.3 | -    | -    | 1.79877       | 2.19766       | 14.96%   |
| 0.5 | -    | -    | 1.68542       | 1.84631       | 9.11%    |
| 0.7 | -    | -    | 1.18450       | 1.21349       | 2.41%    |
| 1   | -    | -    | 0.94877       | 1.03470       | 8.66%    |

movement and slows down the fluid velocity. The impact of $\beta$ on velocity field $f'(\eta)$ is presented in Figure 4. As noticed, both flow and thickness of boundary layer increased upon increasing the $\beta$ values. Physically, in clinical chemistry, skin turgor is the skin elasticity. It is the ability of skin to change shape and return to normal. Skin turgor is the symptom of dehydration. Since $\beta$ is highly dependent on the stretching rate $a$, an increase in $\beta$ would increase the fluid motion in the boundary-layer close to the surface. Consequently, it rises the velocity and thickness of the boundary layer. Figure 5 reveals the impact of values of the relaxation over retardation time $\lambda$ on the flow field. The velocity $f'(\eta)$ was reduced as $\lambda$ increased. The thickness of the velocity boundary layer increased as $\lambda$ rose. As observed, the boundary layer (momentum) diminishes in greater values of $\lambda$. Since $\lambda$ is oppositely related to the time of retardation of the non-Newtonian fluid, upon raising $\lambda$, the time of retardation and subsequently the fluid flow decreases.

Figure 6 shows the influence of $Pr$ on the thermal profile $\theta'(\eta)$. Following an increase in $Pr$ value, the temperature field decreased, because at the larger value of $Pr$, the thermal diffusivity of the liquid is
Figure 4. Influence of $\beta$ on $f'(\eta)$.

Figure 5. Influence of $\lambda$ on $f'(\eta)$.

Figure 6. Influence of $Pr$ on $\theta(\eta)$.

Figure 7. Influence of $Ec$ on $\theta(\eta)$.

Figure 8. Influence of $\beta$ on $\theta(\eta)$.

Reduced. Physically, Prandtl number controls the relative thickness of the momentum and thermal boundary layers. Small $Pr$ value indicates that heat diffuses more quickly than the velocity (momentum). Thus, in the case of liquid metals, the thermal boundary layer is much thicker than the velocity boundary layer. Consequently, the temperature profile of the fluid is reduced. Figure 7 exhibits the sway of Eckert number $Ec$ on the fluid temperature $\theta$. Figure 7 shows that an increase in the value of $Ec$ enhances the thermal field $\theta$, simply because heat is accumulated in the fluid caused by a frictional heating. Further close to the surface, thermal profile overshoots with an increment in $Ec$. From Figure 8, it is obvious that temperature declines at rising values of $\beta$. In a physical sense, $\beta$ directly related to the time of retardation; therefore, the retardation time is enhanced whenever $\beta$ increases. This rise in retardation time contributes to reduction of
the temperature together with the thickness of thermal boundary layer.

Through Figure 9, it is noted that for escalating values of $Nt$, the temperature profile exhibits an increasing trend. Physically, $Nt$ enhances the density of the thermal boundary layer, due to which the temperature profile increases. Figure 10 shows the impact of the Brownian motion parameter $Nb$ on $\theta$. The temperature increases with the escalating values of $Nb$. It is generally because a rise in $Nb$ strengthens the random motion of the fluid particles as a result of which excess heat is generated. Therefore, the temperature of the fluid increases. Figure 11 highlights the impact of the thermal stratification parameter $St$ on $\theta(\eta)$. In general, in case of $St$ rise, the difference in the temperatures of heated sheet and ambient is reduced. Hence, the fluid temperature declines.

Figure 12 reveals the effect of $Nb$ on the concentration of nanoparticles $\phi(\eta)$. It is perceived that an increase in the values of $Nb$ reduces the concentration profile $\phi(\eta)$. Generally, an increase in the value of Brownian motion parameter speeds up the collision among the fluid particles, resulting in excess heat. As a result, the concentration profile $\phi(\eta)$ is reduced. Figure 13 suggests the impact of $Nt$ on the mass fraction function $\phi(\eta)$. It can be noted that an intensification in $Nt$ boosts up the concentration profile. It is manifested that a larger value of $Nt$ results in an enlargement of the thermophoresis force within the boundary-layer region that accelerates the mass fraction of the nanoparticles. Figure 14 presents the concentration profile $\phi(\eta)$ for different values of $Le$. The concentration of nanoparticles declines for the growing values of the Lewis number $Le$. Because the ratio of thermal diffusivity over mass diffusivity is defined as the Lewis number, the larger values of $Le$
reduce the mass fraction function. Consequently, the concentration profile is reduced by enhancing the value of $Le$. The effect of the solutal stratification parameter $Sc$ on the mass fraction function $\phi(\eta)$ is reflected in Figure 15. It can be very clearly viewed that $\phi(\eta)$ shows a diminishing behavior in the case of increase in the value of the solutal stratification parameter $Sc$.

Figure 16 shows the behavior of the gyro-tactic microorganism density profile $\chi(\eta)$ for different values of the Peclet number $Pe$. Peclet number is defined by advective over diffusive transport rate. According to this figure, a rise in $Pe$ causes a decrement in the motile microorganism density profile, because a rise in $Pe$ enhances the motion of the fluid particles that induces a decline in the thickness of gyro-tactic micro-organism. Figure 17 is sketched to highlight the effect of the bio-convection number $Lb$ on the motile density. Conducted analysis illustrates that in the large
value of the bio-convection number, the diffusivity of micro-organisms is reduced as a result of which the density of the gyro-tactic micro-organisms is seen to deteriorate. Figure 18 shows that the concentration of microorganisms $\chi(\eta)$ suffers a decreasing trend for an increment in the concentration difference parameter $\sigma$ associated with the micro-organism. According to Figure 19, an enhancement in $Sm$ considerably lessens the concentration difference of the micro-organisms between the sheet and far from the sheet and, therefore, a reduction in the density profile is observed.

Figure 20 presents the behavior of the local drag coefficient $f''(0)$ at various values of $\beta$ and $M$. According to the figure, upon increasing the value of the Deborah number, the skin friction coefficient experience an enhancement. Additionally, the skin friction coefficient exhibits a decreasing behavior at the increased values of the magnetic parameter $M$.

Figure 21 exhibits the heat transfer rate $-\theta'(0)$ affected by the Eckert number $Ec$ for a variety of values of $\beta$. A rise in $\beta$ boosts the heat transfer rate and it is reduced at larger values of $Ec$. Figure 22 shows the effect of the parameters $Nb$ and $Nt$ on the mass transfer rate $-\phi'(0)$. It has been concluded that $-\theta'(0)$ increases with an augmentation in $Nb$, while it decreases at the larger value of $Nt$. Figure 23 describes that the mass transfer rate $-\phi'(0)$ is enhanced with a rise in $Nb$ and $Le$. The impact of $Lb$ on the local micro-organism transfer rate $-\phi'(0)$ for a variety of values of $Pe$ is presented in Figure 24. It can be noticed that $-\chi'(0)$ is enhanced with an increase in $Lb$ because the convection of the motile microorganism is amplified with a rise in $Lb$. The local micro-organism transfer rate $-\chi'(0)$ is reduced for the rising values of the bioconvection Peclet number $Pe$.
5. Concluding remarks

This paper aims to explore the conduct of the stratified MHD Jeffrey nanofluid flow subjected to an expandable surface. Heat and mass transfer analysis was carried out with the inclusion of distinguished effects. Heat transport has different industrial applications like extrusions, steam generators, molding, gas processing, refineries, etc. Mass transport has different applications in industry like adsorbers in carbon beds, scrubbers or stripping, and liquid-liquid extraction. Mass transfer is often coupled to additional transport processes, for instance in industrial cooling towers. The main outcomes of this research are listed below:

- The concentration of the motile microorganisms was a reducing function of the bioconvection Lewis number, the bioconvection Peclet number, and concentration difference for micro-organisms;
- An increase in the Deborah number was a cause for the flow field though the magnetic parameter to a decline;
- The velocity and the local Nusselt number were the diminishing functions of the magnetic parameter;
- The drag coefficient and the local heat transfer rate increased with an increase in the Deborah number;
- Sherwood number was enhanced with a growth in thermophoresis parameter, but suffered a decrement due to the Brownian motion parameter;
- The motile density number of microorganisms was enhanced with a rise in the bioconvection Lewis number; however, it is diminished by augmenting the Peclet number;
• The thermal efficiency of nanofluid over conventional fluid was seen with a minimum of 2.41% and maximum of 15.68%.
• The local Nusselt number and the local density number rose with an escalation in the thermophoresis as well as the Brownian motion parameters;
• The thermal, mass, and motile density stratification parameters decreased the temperature, concentration of nanoparticles, and motile density of the micro-organism’s profiles;
• For a fixed volume fraction of nanoparticles, the nanofluid is a better heat transport agent than the conventional fluid.
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Nomenclature

$u, v$ velocity components  
$x, y$ Cartesian coordinate  
$C$ Concentration of nanoparticles  
$C_w$ Wall concentration of nanoparticles  
$C_f$ Skin friction  
$D_B$ Brownian diffusion coefficient  
$D_m$ Diffusivity of microorganisms  
$D_T$ Thermophoretic diffusion coefficient  
$f$ Dimensionless stream function  
$W_c$ Constant maximum cell swimming speed  
$B_0$ Magnetic field intensity  
$q_w$ Wall heat flux  
$L_h$ Bioconvection Lewis number  
$Le$ Lewis number  
$C_0$ Reference concentration  
$T_0$ Reference temperatures  
$N_0$ Reference density of micro-organisms  
$N_{n_x}$ Local density number  
$N_t$ Thermophoresis parameter  
$N_{u_x}$ Local Nusselt number  
$Pr$ Prandtl numbers  
$Pe$ Bioconvection Peclet number  
$T$ Temperature of the fluid  
$q_m$ Wall mass flux  
$q_n$ Wall motile microorganisms flux  
$\tau_w$ Wall shear stress  
$c$ Stretching rate  
$\sigma$ Bioconvection concentration difference  
$\tau$ Heat capacity ratio  
$Gr$ Mixed convection parameter  
$Rb$ Bioconvection Rayleigh number  
$\gamma^*$ Average volume of microorganisms  
$N$ Concentration of micro-organism  
$M$ Magnetic parameter  
$b$ Chemotaxis constant  
$c_p$ Specific heat  
$Sh_x$ Local Sherwood number  
$N_w$ Wall density of micro-organism  
$T_\infty$ Ambient temperature  
$\lambda$ Relaxation to retardation time  
$\lambda_1$ Retardation time  
$k$ Thermal conductivity  
$\psi$ Stream function  
$\eta$ Similarity variable  
$\theta$ Dimensionless temperature  
$\beta$ Deborah number  
$\sigma_f$ Electrical conductivity  
$\sigma_p$ Density of nanoparticles  
$\mu$ Viscosity of fluid  
$\alpha$ Thermal diffusivity  
$\phi$ Dimensionless concentration  
$T_w$ Wall temperature  
$\chi$ Dimensionless density of micro-organism  
$N_{\infty}$ Ambient density of micro-organism  
$Ec$ Eckert number  
$St$ Thermals stratification parameter  
$Sc$ Mass stratification parameter  
$Sm$ Motile density stratification parameter  
$U_w$ Stretching velocity along $x$-axis  
$q_w$ Wall heat flux  
$c$ Positive constant  
$N_r$ Bucancy ratio parameter  
$\beta^*$ Volume expansion coefficient  
$\rho_m$ Density of microorganism
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