A wildland fire model with data assimilation
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Abstract

A wildfire model is formulated based on balance equations for energy and fuel, where the fuel loss due to combustion corresponds to the fuel reaction rate. The resulting coupled partial differential equations have coefficients that can be approximated from prior measurements of wildfires. An ensemble Kalman filter technique with regularization is then used to assimilate temperatures measured at selected points into running wildfire simulations. The assimilation technique is able to modify the simulations to track the measurements correctly even if the simulations were started with an erroneous ignition location that is quite far away from the correct one.
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1 Introduction

Modeling forest fires is a multi-scale multi-physics problem. One can try to account for the many physical processes involved at the appropriate scales, but at the cost of speed. Simplifying appropriate physical processes is one
way to obtain a faster-running model. In this paper we also propose using a data assimilation technique to incorporate data in real time. The purpose of this paper is a demonstration-of-concept: we take a very simple model, develop a data assimilation technique, and show how, even with this very simple model, realistic results can be obtained even with significant errors in the initial conditions (location of the fire). This is the first step of a longer-term goal in which a more realistic model will be used.

Data assimilation is a technique used to incorporate data into a running model using sequential statistical estimation. Data assimilation is made necessary by the facts that no model is perfect, the available data is spread over time and space, and it is burdened with errors. The model solution is just one realization from a probability distribution. Data assimilation methods have achieved good success in fields like oil and gas pipeline models [29] and atmospheric, climate, and ocean modeling [52], and they are a part of virtually any navigation system, from steering the Apollo moon spaceships in the 60’s to GPS and operating unmanned drones or rovers in hostile conditions like Afghanistan or Mars today. Data assimilation can also dynamically steer the measurement process, by suggesting locations where the collection of data would result in the best reduction of uncertainty in the forecast [52].

A new paradigm in modeling beyond current techniques in data assimilation is to use Dynamic Data-Driven Application System (DDDAS) techniques [23]. Data assimilation is just one of the techniques from the DDDAS toolbox, which entails the ability to dynamically incorporate additional data into an executing application, and in reverse, the ability of an application to dynamically steer the measurement process. Other DDDAS techniques include deterministic methods such as time rollback, checkpointing, data flow computations, and optimization. One aspect of DDDAS is using data assimilation and measurement steering techniques from weather forecasting in other fields. In a DDDAS, simulations and measurements become a symbiotic feedback control system. Such capabilities promise more accurate analysis and prediction, more precise controls, and more reliable outcomes.

Our ultimate objective is to build a real-time coupled atmospheric-wildland fire modeling system based on DDDAS techniques that is steered dynamically by data, where data includes atmospheric, fire, fuel, terrain, and other data that influence the growth of fires [25,62,63,64]. This work describes one stage of our investigation, that is, to develop and validate techniques to ingest fire data that might originate from in situ and remote sensors into a newly developed fire model. The purpose of this paper is to combine a data assimilation method with a partial differential equation (PDE) based model for wildland fire that achieves good physical behavior and can run faster than real time. The model in this paper does not yet include coupling with the atmosphere, though it is known that such coupling is essential for the wildland fire behavior [20].
Coupling the fire model with atmospheric dynamics as well as with data assimilation is currently under development. Models using explicit, detailed combustion physics are not feasible for prediction, since they require a large number of chemical reactions and species and extremely high resolution (grid cells $<< 1m$) fluid dynamics [100]. The actual interaction between the atmosphere and the fire and vegetation is quite complicated, involving turbulence in the vegetation layer and its consequences on heat transfer and combustion [9]. The example provided in this paper is for $250 \times 250$ cells of $2m$ size each. A model like FIRETEC [58,59] could do the same, but including the full interaction between fire, vegetation, and the atmosphere, and it would come at a much higher computational cost. FIRETEC is an example of a physically-based model that simplifies parts of the physics (coarser description than in [100]), but includes the essence of atmosphere-fire interaction. Future developments of the numerics and parallelization of our model are expected to be able to handle realistic fires of the size of several km, coupling with the atmosphere, and assimilation of real-time data.

An important point is that our paradigm attempts to strike a balance between model complexity and fast execution. Thus, the present model is based on just two PDEs in two horizontal spatial dimensions: prognostic (predictive) equations for heat and fuel. We use a single semi-empirical reaction rate to achieve the desired combustion model results. In other words, we solve the set of equations known as the reaction-convection-diffusion problem using reaction rates based on the Arrhenius equation, which relates the rate at which a chemical reaction proceeds to the temperature.

This is the simplest combustion model and it is known to produce solutions with traveling combustion waves, that is, a propagating area of localized combustion made up of the preheated area ahead of the fire, the combustion zone, and the post-frontal burning region. One reason for considering a PDE-based model is that even simple reaction-diffusion equations are capable of the complex nonlinear, unsteady behavior such as pulsation and bifurcation that is seen in reality but cannot be reproduced by empirical models.

The characteristics of the combustion wave (maximal temperature, width of the burning region as defined by the leading and trailing edge, and the speed of propagation) are used to calibrate the parameters of the model. We note that physical behavior can be achieved by a very simple model that can reproduce realistic fire behavior very quickly on today’s computers. The PDE-based models in this paper are not necessarily original, cf., e.g., [96], and some PDE coefficients have been determined empirically from measured time-temperature curves before [10,42,69], though not in a reaction-diffusion PDE model like the model here. We provide a new systematic procedure for the calibration of the PDE model on real wildland fire data based on separation of nondimensional properties and solution scales. The general calibration
problem is an interesting optimal control and stochastic parameter estimation problem in its own right that will be studied in detail in future works.

We then proceed to data assimilation to modify the state of the running model from data. A version of the ensemble Kalman filter (EnKF) is used. This work appears to be the first wildland fire model with data assimilation.

Future extensions of this work include coupling with a numerical weather prediction model, modeling of water content in the fuel, multiple fuel layers, separate treatment of the gas phase (i.e. pyrolysis), crown fire, modeling spotting by stochastic differential equations, preheating by long-range radiation, and contemporary numerical methods such as finite elements and level set methods. The exact number of data points (in space and time) that are necessary for recovering good predictions when the numerical solution diverges from reality depends on the particular data assimilation method used. For the method in this paper, the correction in the location of the fireline should not be larger than the width of the reaction zone. This is similar to the situation for data assimilation into hurricane models, where the correction in the location of the vortex should not be larger than the vortex size [18]. Advanced data assimilation methods that allow sparser data and larger correction are the subject of further research. While real-time data are routinely available for weather forecasting systems, in a wildland fire the data collection is less straightforward. Available data include multi-spectrum infrared airborne photographs, processed to recover the fire region and to some extent the temperature, and radioed data streams from hardened sensors put in the fire path [54,73,74]. For overviews of the whole project including computer science aspects, data collection, and visualization, see [64,63,62] and [25].

The remainder of the paper is organized as follows. In Section 2, we state our PDE-based fire model. Then in Section 3, we describe the relation of our model to other models in the literature. In Section 4, the model is derived from physical principles in more detail. In Section 5, we develop a method to determine the coefficients of the PDE model using wildland fire data. In Section 6, we describe the ensemble Kalman filter techniques for the data assimilation. In Section 7, we test the PDE and ensemble Kalman filter methods on a two-dimensional representation of a wildland fire and calibrate the models against real data. Finally, Section 8 contains our conclusions.

2 Formulation of the model

We consider the model of fire in a layer just above the ground. First, we define the following terms:
$T$ ($K$) is the temperature of the fire layer, $S \in [0, 1]$ is the fuel supply mass fraction (the relative amount of fuel remaining), $k$ ($m^2 s^{-1}$) is the thermal diffusivity, $A$ ($K s^{-1}$) is the temperature rise per second at the maximum burning rate with full initial fuel load and no cooling present, $B$ ($K$) is the proportionality coefficient in the modified Arrhenius law, $C$ ($K^{-1}$) is the scaled coefficient of the heat transfer to the environment, $C_S$ ($s^{-1}$) is the fuel relative disappearance rate, $T_a$ ($K$) is the ambient temperature, and $\overrightarrow{v}$ ($ms^{-1}$) is the wind speed given by atmospheric data or model.

The model is derived from the conservation of energy, balance of fuel supply, and the fuel reaction rate:

$$\frac{dT}{dt} = \nabla \cdot (k \nabla T) - \overrightarrow{v} \cdot \nabla T + A \left( S e^{-B/(T-T_a)} - C (T - T_a) \right), \quad (1)$$
$$\frac{dS}{dt} = -C_S S e^{-B/(T-T_a)}, \quad T > T_a, \quad (2)$$

with the initial values

$$S(t_{init}) = 1 \text{ and } T(t_{init}) = T_{init}. \quad (3)$$

The diffusion term $\nabla \cdot (k \nabla T)$ models short-range heat transfer by radiation in a semi-permeable medium, $\overrightarrow{v} \cdot \nabla T$ models heat advected by the wind, $Se^{-B/(T-T_0)}$ is the rate fuel is consumed due to burning, and $AC(T - T_a)$ models the convective heat lost to the atmosphere. The reaction rate $e^{-B/(T-T_a)}$ is obtained by modifying the reaction rate $e^{-B/T}$ from the Arrhenius law by an offset to force zero reaction at ambient temperature, with the resulting reaction rate smoothly dependent on temperature.

A more detailed derivation of the model from physical principles is contained in Section 4. Calibration of the coefficients from physically observable quantities will be described in Section 5.

3 Relation to other models

Recent surveys of wildland fire models and their histories are in [70,75,85].
3.1 Models based on diffusion-reaction PDEs

It is known that systems of the form (1-2) admit traveling wave solutions. The temperature in the traveling wave has a sharp leading edge, followed by an exponentially decaying cool-down trailing edge. This was observed numerically but we were not able to find a rigorous proof in the literature in exactly this case, though proofs for some related systems exist.

For a related system with fuel diffusion, the existence and speed of traveling waves were obtained by asymptotic methods already in classical work, summarized in the monograph [98]. For the system (1-2), [96] obtains approximate combustion wave speed by heuristic asymptotic methods under the assumption that no heat is lost and ambient temperature is absolute zero, which is equivalent to our setting \( C = 0 \). Models that do not guarantee zero combustion at ambient temperature suffer from the “cold boundary difficulty”: by the time a combustion wave gets to a given location, the fuel at that location is depleted by the ongoing reaction at ambient temperature. So, no perpetual traveling combustion waves can exist, and there are only “pseudo-waves” that travel only for a finite time [13,67,98]. [15] derives the speed of traveling waves in a simplified model with the reaction started by ignition at a given temperature, followed by an assumed temperature independent reaction rate that is only proportional to the fuel remaining. This is similar to the model in [10].

Equation (1) without fuel depletion (i.e., with constant \( S \)) and without wind (i.e., \( \vec{v} = 0 \)) is a special case of the nonlinear reaction-diffusion equation,

\[
\frac{dT}{dt} = \nabla \cdot (\nabla T) + f(T).
\] (4)

Reaction-diffusion equations of the form of equation (4) are known to possess traveling wave solutions, which switch between values close to stationary states given by \( f(T) = 0 \) [41,49]. The simplest model problem is Fisher’s equation with \( f(T) = T(1 - T) \), for which the existence of a traveling wave solution and a formula for its speed were proven in [53]. For an analytical study of the evolution of waves to a traveling waveform, see [87], and for a numerical study, see [40,99]. [80, Ch. 8 and 11] gives proofs of the existence of solution and attractors for reaction-diffusion equations, but does not mention traveling waves. [7] proves the existence of a solution, but not traveling waves, for the reaction-diffusion equation (1) except with a nonlinear diffusion term \( \nabla \cdot (kT^3\nabla T) \) and again without considering fuel depletion.

[85] considers a two reaction model (solid and pyrolysis gas), and argues that the modeling of pyrolysis by a separate reaction is essential for capturing realistic fire behavior. For a more complicated model of this type that includes
Various aspects of special cases of equations (1-2) have been studied in a number of papers. [95] uses a formal expansion in an Arrhenius reaction model to get the wave speed and a prediction of whether a small fire will or will not spread. [65] computes the ignition wave speed and extinction wave speed numerically. The speed and stability of combustion waves are analyzed by asymptotic expansion in [45]. An approximation to the temperature reaction equation gives the size of the reaction zone and the slope of the temperature curve. [71,72] derive a nonlinear eigenvalue problem for a traveling wave in a different combustion problem, with fuel reaction, solve it numerically by the shooting method, and study the existence and stability of the traveling wave solution. See also [45,46] for the gas case (i.e., also with fuel diffusion instead of just temperature diffusion).

Enriched finite element methods for the linear diffusion-advection-reaction problem are designed and error estimates given in [8,22,36,37]. However, in all those works, the reaction function \( f \) is replaced by a linear function, so there are no traveling wave solutions, and fuel consumption is not considered. [68] compares several time discretization techniques in the presence of nonlinear reaction terms. [6,34] provide error estimates for mixed finite elements applied to the single species combustion equation and more general reaction-diffusion problems, but again without a fuel balance equation. [84] proposes a nonlinear Galerkin method for reaction-diffusion problems, and proves convergence by a compactness argument. Even simple nonlinear models exhibit bifurcations, which can be examined by direct simulation [90]. Approximation of Fisher’s equation by finite elements are studied numerically in [16,81], especially regarding the correct wave speed, but no error estimates are given. For finite differences applied to a reaction-diffusion equation, see [57]. Since the common feature of the solutions of reaction-diffusion equations is the development of a sharp wave, with the solution being almost constant elsewhere, interface tracking techniques such as level set methods [86,89] are relevant here as well.

3.2 Fireline evolution, fire spread, and empirical models

The reaction zone in reaction-diffusion models is typically very thin, and resolving it correctly requires very fine meshes. Hence, a number of models consider the evolution of the fireline instead. Combustion equations in the reaction sheet limit or large activation energy asymptotics reduce to a representation of the reaction zone (here, the fireline) as an evolving internal interface [17,21,24,35,56,77], though this reduction does not seem to have been done for exactly the same equations as here. The asymptotic models typically compute the speed of the movement of the reaction interface in the normal
direction, often involving its curvature.

Fireline evolution models often postulate empirically observed properties of the fire, such as the fire spread rate in the normal direction, instead of physically based differential equations. Modeling of fireline evolution was reviewed by [94]. [2,3,38] derive fire spread rates without using reaction kinetics. [78,79] study evolution of the fireline as a curve. [27] introduces a convective term in a radiation based model in an attempt to better describe slope effects on rate of spread.

Far fewer examples exist where data was used to calibrate models. Fire spread models based on radiation like [1] are tested against data in [26]. [2,3] calibrate a mass loss model by crib burning experiments. [82] formulate a model for surface fire spread rate with a physically based core rate of spread in zero wind on flat ground, calibrated to other wind speed and slopes using laboratory measurements. [10] use the energy balance equation coupled with a model of ignition at a threshold temperature, followed by exponential decay. Measured temperature profiles are used to identify parameters of the model. [69,88] use laboratory data to validate predictions made with different systems of PDEs. [97] use actual fire spread data and theoretical calculations to test the effect of fire front width on surface spread rates through radiative transfer terms. [93] postulates empirical rates of fire spread and of the wind created by the fire and identifies the coefficients from experiments. The feedback between the fire and the surrounding flow is then modeled by a simple one-dimensional differential equation, which is sufficient to explain the conditions for the fire spread to stop or accelerate to a blowup.

3.3 Coupled fluid-fire models

Wildland fire models (either empirical, semi-empirical, or PDE-based) have been coupled to a fluid environment that may be (for small domains) a computational fluid dynamics model (i.e., models the flow and thermodynamics of air) or a numerical weather prediction model (i.e., a computational fluid dynamics model that also considers moist atmospheric processes, the formation of precipitation, and flow over topography).

The FIRETEC model [58,59] simulates wildland fires by representing the average reaction rates and transport over a resolved volume, usually on the order of $1m^3$ in three dimensional space. This attempts to resolve the effects of heat transfer processes without representing each in detail. The ambient environment is air, but the model omits weather processes. [55] gives a multiphase, reactive, and radiative one dimensional model specialized for wildland fires. [28] adds detailed fluid modeling to the model from [55] to study
crown fires in air, again with no weather processes and in two dimensions. [44] presents a complicated model of surface and canopy fire based on fluid dynamics and chemical reaction equations where prognostic equations are created for gases that have been grouped into reactive combustible gases, non-reactive combustion products, and an oxidizer \((O_2)\). Methods of this type are standard in combustion modeling. For a flame model with detailed chemistry and physics, see [30].

An alternate approach is adopted in [19,20], where a semi-empirical fire spread model based upon the [82] fire spread equation and a canopy fire model are coupled to a numerical weather prediction model to model the interactions between wildland fires and the atmospheric environment. Here, weather processes ranging from synoptic to boundary layer scale are simulated with good fidelity, and the combustion processes are represented by semi-empirical formulas in order to capture the sensible (temperature) and latent (water vapor) heat fluxes into the environment.

4 Derivation of the model

We consider fire in a ground layer of some unspecified finite small thickness \(h\). The fire layer consists of the fuel and air just above the fuel. All modeled quantities are treated as two dimensional, homogenized in the vertical direction over the ground layer. We will not attempt to derive equations and substitute coefficients from material properties because of the degree of simplification and uncertainty present in the homogenization. Instead, physical laws will be used to derive the form of the equations and the coefficients will be identified later from the dynamical behavior of the solution. We first derive the system of PDEs based on conservation of energy and fuel reaction rate in Section 4.1 and then discuss the choice of the reaction term in Section 4.2.

4.1 Heat and fuel supply balance equations

The chemical reactions are a heat source. Heat transfer is due to radiation and convection to the atmosphere. The short-range heat transfer due to radiation and turbulence is modeled by diffusion. The two dimensional heat flux through a segment per length unit then is

\[ \overrightarrow{q}_r = -k_1 \nabla T \quad (W m^{-1}). \]  

The constant \(k_1 \quad (WK^{-1})\) will be identified later.

Heat is generated by the chemical reaction of burning. We model the burning
as a reaction in which the rate depends on temperature only, so the reaction rate is $C_{Sr} (T)$, where $C_S$ is a coefficient of proportionality ($1/s$), and $r$ is dimensionless. Let $F > 0 \ (kg \ m^{-2})$ be the concentration of fuel remaining. Then the rate at which the fuel is lost is proportional to the rate of reaction and the amount of fuel available,

$$\frac{dF}{dt} = -FC_{Sr} (T). \quad (6)$$

The heat generated per unit surface area is then proportional to the fuel lost,

$$q_g = A_1 FC_{Sr} (T), \quad (Wm^{-2}) \quad (7)$$

where $A_1 \ (J \ kg^{-1})$ is the heat released per unit mass of fuel.

Heat per unit area lost due to natural convection to the atmosphere due to buoyancy is given by Newton’s law of cooling,

$$q_c = C_a (T - T_a), \quad (Wm^{-2}) \quad (8)$$

where $T_a$ is the ambient temperature ($K$) and $C_a \ (Wm^{-2}K^{-1})$ is the heat transfer coefficient. In this model, it is assumed that the convective heat transfer is dominant, and so the effect of radiation into the atmosphere is included in (8).

The material time derivative of the temperature is given by

$$\frac{DT}{Dt} = \frac{dT}{dt} + \overrightarrow{v} \cdot \nabla T. \quad (9)$$

$dT/dt$ is the Eulerian (or spatial) time derivative of temperature, $\overrightarrow{v}$ is the (homogenized) velocity of the air, $\rho$ is the homogenized surface density of the fire layer ($kg \ m^{-3}$), and $c_p$ is the homogenized specific heat of the fire layer ($J \ kg^{-1}K^{-1}$). Again, none of the coefficients $h$, $\rho$, or $c_p$ can be assumed to be actually known. The units of the product $h\rho c_p$ are $JK^{-1}m^{-2}$.

From the divergence theorem, we now obtain the conservation of energy in the fire layer as

$$h\rho c_p \frac{DT}{Dt} = \nabla \cdot \overrightarrow{q} + q_g - q_c. \quad (10)$$

The velocity vector $\overrightarrow{v}$ is obtained from the state of the atmosphere as data, or in future work by coupling with an atmospheric model. In the present model, the velocity vector also incorporates the effect of slope: adding to the wind a small multiple of the surface gradient somewhat simulates the effect that fire spreads more readily uphill. In addition, since the speed of the air is zero at the ground level if as usual no-slip conditions are assumed, the homogenized
speed through the fire layer should be approximated by scaling the given wind velocity by a constant less than one.

We now write the equations in a form suitable for identification of the coefficients (which will be formally done in Sec. 5). The goal is to obtain a system of equations with a minimal number of coefficients in as simple form as possible. In addition, we wish to relate the coefficients to the behavior of the solution for certain particular coefficient values, rather than to material and physical properties of the medium, which are in general unknown. We introduce the mass fraction of fuel by

\[ S = \frac{F}{F_0}, \]

where \( F_0 \) is the initial fuel quantity. Substituting in the appropriate values for the heat sources and fluxes, (5), (7), and (8), into (9) and (10), and some simple algebra, we obtain the energy balance and fuel reaction rate equations

\[
\frac{dT}{dt} = \nabla \cdot (k \nabla T) - \vec{v} \cdot \nabla T + A (S r(T) - C_0 (T - T_a)), \quad (11)
\]

\[
\frac{dS}{dt} = -C_S S r(T), \quad (12)
\]

with

\[ k = k_1/(\rho c_p), \quad A = A_1 C_S/(hc_p\rho), \quad \text{and} \quad C_0 = C_a/A_1. \]

Alternatively, we could have taken disappearance of fuel on the left hand side of the heat balance equation (10) (fuel that has burned does not need to be heated), which would lead to an equation of the form

\[
(1 + C_1 S) \frac{dT}{dt} = \nabla \cdot (k \nabla T) + \vec{v} \cdot \nabla T + A (S r(T) - C_0 (T - T_a))
\]

instead of (11). We have chosen not to do so since our goal is to work with the simplest possible model, whose coefficients can be identified. The fuel disappearance in the heat equation affects the temperature profile significantly only in the reaction zone, which is the highest part of the temperature curve. Before the ignition, there is a full fuel load, \( S = 1 \), and after a fairly short reaction time, well before most of the cooling takes place, the remaining fuel settles to some residual value which then remains constant. The effect of the decreased heat capacity of the remaining fuel is then absorbed into the cooling term \( AC_0 \).
4.2 Reaction rate

The Arrhenius reaction rate from physical chemistry is given by

\[ r(T) = e^{-B/T}, \]  

where the coefficient \( B \) has units of \( K \). This equation is valid only for gas fuel premixed with a sufficient supply of oxygen. This approximation ignores fuel surface effects but it is widely used nonetheless. One consequence of (13) is that the reaction has a nonzero rate at any temperature above absolute zero. Since the time scale for burning is much smaller than the oxidation rate at ambient temperature, we modify (13) so that no oxidation occurs below some fixed temperature, \( T_0 \) (see Section 5), and take instead

\[ r(T) = \begin{cases} 
  e^{-B/(T-T_0)}, & T > T_0, \\
  0, & T \leq T_0. 
\end{cases} \]  

Note that the fuel consumption rate is a smooth function of \( T \), which is favorable for a numerical solution, unlike in [7], where a cutoff function was used.

5 Identification of coefficients

We wish to use an observed behavior of the fire rather than physical material properties to identify the coefficients. It is not simple to obtain reasonable behavior of the solution from substituting physical coefficients into the equations. Further, as explained in Section 4, because of a number of simplifying assumptions employed and because of the homogenization of coefficients over a fire layer of unspecified thickness, it is not quite clear what the material properties should be anyway.

We first use basic reaction dynamics and a reduced model to find rough approximate values of the coefficients that produce a reasonable solution. Then we transform the equations to a nondimensional form, which allows us to separate the coefficients into those that determine the qualitative behavior of the solution and those that determine the scales. We propose to use the approximate coefficients obtained from the reduced models as initial values for identification of the coefficients by the nondimensionalization method to match observed temperature profiles.
5.1 Reaction rate coefficients

Consider first the hypothetical case in which $T$ is constant in space, so that only heat due to the reaction (burning) and natural convection contribute non-zero terms in the heat equation, (1), and essentially the full initial fuel supply $F_0$ is present at all times (the rate of fuel consumption is negligible, $C_S \approx 0$, so $S \approx 1$):

$$\frac{dT}{dt} = A \left( e^{-B/(T-T_0)} - C (T - T_a) \right).$$

(15)

Constant values of temperature which are solutions to (15) are called equilibrium points, and at these points the heat produced by the reaction equals the heat lost to the environment,

$$f(T) = e^{-B/(T-T_0)} - C (T - T_a) = 0.$$

(16)

Equation (16) has at most three roots [39], see for example, Figure 1. The first zero, denoted as $T_p$, called the lower temperature regime by [39], is a stable equilibrium temperature. If the temperature goes below this temperature then the heat generated from the reaction dominates and the temperature rises. If the temperature goes above this temperature then convective cooling dominates and the temperature decreases. If $T_0 < T_a$, then this point is typically just above the ambient temperature, $T_a$, since some reaction is present even at ambient temperature. The middle zero, $T_i$, is an unstable equilibrium point. If the temperature goes below $T_i$ then convective cooling dominates and the temperature decreases. Above $T_i$, the heat due to chemical reactions dominate and the temperature increases. We refer to $T_i$ as the auto-ignition temperature, the temperature above which the reaction is self-sustaining [76]. The stable equilibrium at a high temperature, $T_c$, is the maximum stable combustion temperature, assuming replenishing of the supply of fuel and oxygen. The temperature $T_c$ is called the high temperature regime by [39]. The stability properties of the equilibrium points are also clear from the graph of the potential $U(T)$, defined by $U'(T) = f(T)$. The stable equilibrium points are local minima of the potential, while the autoignition temperature is a local maximum and thus an unstable equilibrium (see Fig. 2).

While the coefficients $B$ and $C/F_0$ in (16) are generally unknown, they can be found from the equilibrium temperature points. Suppose that two roots $T_i$ and $T_c$ of $f(T)$ from (16) are given such that $T_0 \leq T_a < T_i < T_c$. Then simple algebra gives

$$B = \frac{\ln \left( \frac{T_c - T_a}{T_i - T_0} \right)}{\frac{1}{T_c - T_0} - \frac{1}{T_i - T_0}} \quad \text{and} \quad C = \frac{e^{-B/(T_i-T_0)}}{T_i - T_a}.$$

(17)
It should be noted that the coefficients $B$ and $C$ from (17) result in three equilibrium points only when $T_i$ is significantly higher than $T_a$. When $T_i$ is too close to $T_a$, the resulting energy balance equation $f(T) = 0$ has only two roots. This, however, does not occur for the values of $T_a$, $T_i$, and $T_c$ of interest.

First consider the solution of (11-12) and the reaction rate (14) with $T_0 = 0$. Then the reaction is the Arrhenius rate known from chemistry and there is a nonzero reaction rate at $T = T_a$. This results in fuel loss everywhere, and, in our computational experiments, no traveling combustion wave developed (see Fig. 3) since, after a relatively short time, there was not enough fuel to sustain combustion. This phenomenon is known as the cold boundary effect in combustion literature [96]: a traveling combustion wave solution does not exist, and there can only be pseudo-waves that propagate for a limited time [13, 67] and then vanish. Since for the values of $B$ and $C$ obtained from realistic $T_i$ and $T_c$, the fuel disappears rather quickly, we force the reaction rate, $r(T)$,
Fig. 3. Solution with the Arrhenius reaction rate. Due to nonzero reaction rate at ambient temperature, fuel starts disappearing and thus a propagating combustion wave does not develop. The coefficients are 

\[ k = 2.1360 \times 10^{-1} m^2 s^{-1} K^{-3}, \]

\[ A = 1.8793 \times 10^2 K s^{-1}, \]

\[ B = 5.5849 \times 10^2 K, \]

\[ C = 4.8372 \times 10^{-5} K^{-1}, \]

and \[ C_S = 1.6250 \times 10^{-1} s^{-1}. \] 

\[ T_c = 1200 K \] and \[ T_i = 670 K. \]

to be zero at ambient temperature by choosing the offset \( T_0 = T_a. \) Using the offset by \( T_a \) is essentially the same as assuming that the ambient temperature is absolute zero as commonly done in combustion literature [96]. In this case, a propagating combustion wave develops (see Figs. 4 and 5). Therefore, we use \( T_0 = T_a. \)

It should be noted that traveling combustion waves, such as in Fig. 5, are caused by the combined effect of reaction and diffusion; convection does not play a role in this section. The reaction heat diffuses forward on the leading edge, heating the fuel ahead of the wave, until the reaction ahead of the wave can sustain itself, thus causing the combustion to spread. On the trailing edge, the reaction drops off due to fuel depletion, after which temperature decays due to cooling.
Fig. 4. Solution with Arrhenius reaction rate modified by temperature offset $T_a$ to force zero reaction rate at ambient temperature. A propagating combustion wave develops. The coefficients are $k = 2.1360 \times 10^{-1} m^2 s^{-1} K^{-3}$, $A = 1.8793 \times 10^2 K s^{-1}$, $B = 5.5849 \times 10^2 K$, $C = 4.8372 \times 10^{-5} K^{-1}$, and $C_S = 1.6250 \times 10^{-1} s^{-1}$. $T_c = 1200 K$ and $T_i = 670 K$.

5.2 Cooling coefficient

The coefficients $B$ and $C$ in the modified reaction form (16) have been determined from reasonable values of $T_c$ and $T_i$ by (17). We want to determine
the remaining coefficient, $A$. This can be done from the characteristic cooling time. Consider the trailing edge of a traveling combustion wave, after all or most of the fuel has been depleted, temperature drops, and heat generated by the reaction and diffusion drop to an insignificant level. From that point on, the temperature approximately satisfies

$$\frac{dT}{dt} = -AC(T - T_a).$$

Thus, at the trailing edge, given $T$ at some time $t_0$, we have

$$T(t) = T_a + (T(t_0) - T_a) e^{-AC(t-t_0)}$$

and we can define the characteristic cooling time, $t_c$, to be the time which the fire layer takes to cool by a factor of $1/e$, i.e.,

$$T(t_0 + t_c) - T_a = \frac{1}{e} (T(t_0) - T_a),$$

which proves that $ACt_c = 1$, or

$$A = \frac{1}{Ct_c}. \quad (18)$$

### 5.3 Scales and non-dimensional coefficients

We now write the model in terms of nondimensional variables, which control the qualitative behavior of the system (1-2). Again, we do not consider the wind here yet, and so

$$\frac{dT}{dt} = \nabla (k \nabla T) + A \left( Se^{-\frac{B}{T-a}} - C (T - T_a) \right), \quad (19)$$

$$\frac{dS}{dt} = -SC e^{-\frac{B}{T-a}}, \quad T > T_a. \quad (20)$$

The substitution

$$\bar{T} = \frac{T - T_a}{B}, \quad \bar{x} = \frac{x}{k^{1/2} B^{1/2} A^{-1/2}}, \quad \text{and} \quad \bar{t} = \frac{tA}{B}$$

transforms (19-20) into a non-dimensional form

$$\frac{d\bar{T}}{d\bar{t}} = \nabla \cdot (\nabla \bar{T}) + \bar{S} e^{-1/\bar{T}} - \lambda \bar{T}, \quad (21)$$

$$\frac{d\bar{S}}{d\bar{t}} = -\beta \bar{S} e^{-1/\bar{T}}, \quad \bar{T} > 0, \quad (22)$$
with two dimensionless coefficients

\[ \lambda = CB \quad \text{and} \quad \beta = \frac{BC_S}{A}. \]  

(23)

Therefore, the qualitative behavior of the solution is determined only by the nondimensional coefficients \( \lambda \) and \( \beta \), which can be varied independently.

The nondimensional form (21-22) suggests a strategy for identification of the coefficients \( k, A, B, C, C_S \): first match nondimensional properties of the traveling combustion wave, such as the ratio of the width of the leading edge and the trailing edge and the fuel fraction remaining after the combustion wave by varying \( \lambda \) and \( \beta \). The width of the wave can be measured e.g. as the distance of the points where the temperature equals 50% of the maximum. The nondimensional traveling wave solution \( \tilde{T}(\tilde{t}, \tilde{x}), \tilde{S}(\tilde{t}, \tilde{x}) \) has some (nondimensional) maximal temperature \( \tilde{T}_{\text{max}} \), width \( \tilde{w} \), and speed \( \tilde{v} \), while the data (a measured temperature profile) has maximal temperature \( T_{\text{max}} \), the width \( w \), and the speed \( v \) of the traveling wave. This determines the scales

\[ T_1 = \frac{T_{\text{max}}}{T_{\text{max}}}, \quad x_1 = \frac{w}{\tilde{w}}, \quad \text{and} \quad t_1 = \frac{vw}{\tilde{v}\tilde{w}}. \]

By the substitution

\[ \tilde{T} = \frac{T - T_a}{T_1}, \quad \tilde{x} = \frac{x}{x_1}, \quad \text{and} \quad \tilde{t} = \frac{t}{t_1} \]

into the system (19-20) with the coefficients

\[ A = T_1/t_1, \quad B = T_1, \quad C = \lambda/T_1, \quad C_S = \beta/t_1, \quad \text{and} \quad k = x_1^2/\left(T_1^3t_1\right) \]

admits the scaled solution

\[ T(t, x) = T_1\tilde{T}\left(\frac{t}{t_1}, \frac{x}{x_1}\right) + T_a, \quad \text{and} \quad S(t, x) = \tilde{S}\left(\frac{t}{t_1}, \frac{x}{x_1}\right), \]

which has the desired nondimensional properties as well as the correct maximal temperature, width, and speed of a traveling combustion wave.

A dimensionless system similar to (21-22) is studied in [96] in the case \( \lambda = 0 \), i.e., combustion insulated against heat loss. [96] determine the speed of the traveling wave as a function of \( \beta \) numerically and by an asymptotic expansion and observe that a traveling combustion wave exists only for small values of \( \beta \). By increasing \( \beta \), the solution is periodic, then the period doubles, and eventually the solution becomes chaotic. We have observed that increasing \( \beta \) has a similar effect for the equations (21-22) when \( \lambda > 0 \). Also, we have observed that a sustained combustion wave is possible only when \( \lambda \) is small enough. A systematic study of the properties of (21-22) for various values of \( \lambda \).
6 Data Assimilation

The goal in data assimilation on a fire model is a filter that can effectively track the location of the fireline given data in the form of temperature and remaining fuel at sample points inside of the domain. The fire application is particularly troublesome for EnKFs. The standard method for generating an initial ensemble is not sufficient for this scenario. Namely, taking an initial guess at the model state (temperature and fuel) and adding to it a smooth random field. Here, if the data indicates that the fireline has shifted away from that of the ensemble, then the Kalman Filter will generally ignore the data entirely due to the extraordinarily small data likelihood. Clearly, such an initial ensemble does not properly represent the prior uncertainty in the location of the ignition region, only that of the temperature of ignition. In order to represent this uncertainty as well, we have also perturbed the state variables by a spatial shift [50]. However, this approach leads to further potential problems for EnKF. Due to the relatively sharp temperature profile of the fireline, the temperature at each grid point will tend to be close to that of the stable ambient or burning temperatures. A similar situation occurs with the fuel near the fireline as well. This is indicative of a strongly bimodal or non-Gaussian prior distribution. Despite this violation of the underlying assumptions of EnKF, we have found that it is possible to track large changes in the fireline, as shown in the numerical results in Section 7.

The Ensemble Kalman Filter (EnKF) is a Monte-Carlo implementation of the Bayesian update problem: Given a probability distribution of the modeled system (the prior, often called the ‘forecast’ in geophysical sciences) and data likelihood, the Bayes’ theorem is used to obtain the probability distribution with the data likelihood taken into account (the posterior or the ‘analysis’). The Bayesian update is combined with advancing the model in time, with the data incorporated from time to time. The original Kalman Filter [51] relies on the assumption that the probability distributions are Gaussian (‘the Gaussian assumption’), and provides algebraic formulas for the change of the mean and covariance by the Bayesian update, and a formula for advancing the covariance matrix in time provided the system is linear. However, this is not possible computationally for high-dimensional systems. For this reason, EnKFs were developed in [31,48]. EnKFs represent the distribution of the system state using an ensemble of simulations, and replace the covariance matrix by the covariance matrix of the ensemble. One advantage of EnKFs is that advancing the probability distribution in time is achieved by simply
advancing each member of the ensemble. EnKFs, however, still rely on the Gaussian assumption, though they are of course used in practice for nonlinear problems, where the Gaussian assumption is not satisfied. Related filters attempting to relax the Gaussian assumption in EnKF include [5,11,12,61,92].

We use the EnKF following [14,32], with only some minor differences. This filter involves randomization of data. For filters without randomization of data, see [4,33,91]. The data assimilation uses a collection of independent simulations, called an ensemble. The ensemble filter consists of

1. generating an initial ensemble by random perturbations,
2. advancing each ensemble member in time until the time of the data, which gives the so-called forecast ensemble
3. modifying the ensemble members by injecting the data (the analysis step), which results in the so-called analysis ensemble
4. continuing with step 2 to advance the ensemble in time again.

We now consider the analysis step in more detail. We have the forecast ensemble

\[ U^f = [u^f_1, \ldots, u^f_N] = [u^f_i] \]

where each \( u^f_i \) is a column vector of dimension \( n \), which contains the whole simulation state (in our case, the vector of the values of \( T \) and \( S \) at mesh nodes). Thus, \( U^f \) is a matrix of dimension \( n \) by \( N \). The superscript \( f \) stands for “forecast”. The data is given as a measurement vector \( d \) of dimension \( m \) and data error covariance matrix \( R \) of dimension \( m \) by \( m \). The correspondence of the data and the simulation states is given by an observation function \( h(u) \) that creates synthetic data, that is, what the data would have been if the simulation and the measurements were exact. We assume that \( h \) is linear,

\[ h(u) = Hu. \tag{25} \]

Using the notation that \( \propto \) means proportional and \( N(x,M) \) represents a normal distribution with mean \( x \) and covariance matrix \( M \), the observation being assimilated is

\[ Hu - d \sim N(0,R) \tag{26} \]

for some matrix \( H \). The observation function defines the data likelihood (the probability density of \( d \) given the state \( u \)). Assuming the data error is normally distributed, the data likelihood is

\[ p(d|u) \propto e^{-\frac{1}{2}(h(u)-d)^TR^{-1}(h(u)-d)}. \]

The forecast ensemble \( U^f \) is considered a sample from the prior distribution \( p(u) \), and the EnKF strives to create an analysis ensemble that is a sample from the posterior distribution \( p(u|d) \), which is the probability distribution of \( u \) after the data has been injected. From Bayes’ theorem of probability theory,
we have
\[ p(u|d) \propto p(d|u) p(u), \]  
(27)

[32, eq. (20)]. If \( p \sim N(u^f, Q^f) \), then it is known that the posterior is also normally distributed with mean
\[ u^a = u^f + K \left( d - H u^f \right), \]  
(28)
where \( K \) is the Kalman gain matrix,
\[ K = Q^f H^T \left( HQ^f H^T + R \right)^{-1}. \]  
(29)

The EnKF is based on applying a version of the Kalman update (28) to each forecast ensemble member \( u^f_i \) to yield the analysis ensemble member \( u^a_i \). For this update, the data vector \( d \) in (28) is replaced by a randomly perturbed vector
\[ d_j = d + v_j, \quad v_j \sim N\left(0, R\right). \]  
(30)
Let \( \bar{u}^f \) be the mean of the forecast ensemble,
\[ \bar{u}^f = \frac{1}{N} \sum_{i=1}^{N} u^f_i. \]  
(31)
The unknown covariance matrix \( Q^f \) in (29) is replaced by the covariance matrix \( C^f \) of the forecast ensemble \( U^f \),
\[ C = \frac{1}{N-1} A A^T, \quad A = [u^f_1 - \bar{u}^f, \ldots, u^f_N - \bar{u}^f]. \]  
(32)
Define
\[ D = [d + v_1, \ldots, d + v_N] \]
as the matrix formed from the randomly perturbed data vectors and
\[ U^a = [u^a_1, \ldots, u^a_N] = [u^a_i] \]
as the analysis ensemble. This gives the EnKF formula,
\[ U^a = U^f + C H^T \left( H C H^T + R \right)^{-1} \left( D - H U^f \right). \]  
(33)
See [32, eq. (20)] for details. The only difference between (33) and [32, eq. (20)] is that we use the covariance matrix \( R \) of the measurement error (which is assumed to be known anyway) rather than the sample covariance matrix of the randomized data. Since \( R \) is in practice positive definite, there is no difficulty with the inverse in (33). The matrix \( R \) is known from (26). In [32, eq. (20)], the sample covariance matrix, called \( R_e \), of the perturbed data is
used in place of $R$. For large $n$, the matrix $R_e$ is singular and then a more expensive pseudoinverse using an eigenvalue decomposition [32, eq. (56)] must be used. Alternately, the data perturbations have to be chosen in a special way [32, eq. (57)].

6.1 EnKF implementation

We have used the ensemble update (33) with the inverse computed by an application of the Sherman-Morrison-Woodbury formula [47]

$$
(HCH^T + R)^{-1} = \left( R + \frac{1}{N-1} HA (HA)^T \right)^{-1} = R^{-1} \left[ I - \frac{1}{N-1} (HA) \left( I + (HA)^T R^{-1} \frac{1}{N-1} (HA) \right)^{-1} (HA)^T R^{-1} \right].
$$

(34)

This formula is advantageous when the data error covariance matrix $R$ is of a special form such that left and right multiplications by $R^{-1}$ can be computed inexpensively. In particular, when the data errors are uncorrelated, which is usually the case in practice and the case here, the matrix $R$ is diagonal. Then the EnKF formula (33) with (34) costs $O(N^3 + mN^2 + nN^2)$ operations, which is suitable both for a large number $n$ of the degrees of freedom and a large number $m$ of data points. Also, (33) can be implemented without forming the observation matrix $H$ explicitly by only evaluating the observation function $h$ using

$$
[HA]_i = Hu_i^f - H \frac{1}{N} \sum_{j=1}^{N} u_i^f = h \left( u_i^f \right) - \frac{1}{N} \sum_{j=1}^{N} h \left( u_i^f \right),
$$

$$
d - Hu_i^f = d - h \left( u_i^f \right).
$$

See [60] for further details.

The ensemble filter formulas are operations on full matrices, and they were implemented in a distributed parallel environment using MPI and ScaLAPACK. EnKF is naturally parallel: each ensemble member can be advanced in time independently. The linear algebra in the Bayesian update step links the ensemble members together.

6.2 Regularization

EnKF produces the analysis ensemble in the span of the forecast ensemble. This results in nonphysical states especially if the states in the span are far away from the data. For cheap numerical methods and a highly nonlinear
problem, EnKF can easily knock the state out of the stability region. In order to ease this problem, we add an independent observation

$$\nabla u^a - \nabla \bar{u}^f \sim N(0, D),$$

where $\nabla$ is the spatial gradient, computed by finite differences. This is easily implemented by running the EnKF formulas a second time. In practice, this matrix, $D$, is of the form $\rho I$, where $\rho$ is a regularization parameter. This technique prevents large, nonphysical gradients in the analysis ensemble. See [50] for further details.

7 Numerical results

7.1 Calibration of coefficients in one dimension

We have found initial values $B = 5.5849 \times 10^4 K$, and $C = 5.9739 \times 10^{-4} K^{-1}$ from the values $T_i = 670 K$ and $T_c = 1200 K$ using (17), and then the value $A = 1.5217 \times 10^4 K \text{s}^{-1}$ from (18), using the value $t_c = 110 \text{s}$ from [54]. Not every initial condition gives rise to a traveling combustion wave [67]. Inspired by [66], we use an initial condition of the form $T(x, t_0) = T_c e^{-(x-x_0)^2/\sigma^2} + T_a$, where $x_0$ is in the center of the interval and $\sigma = 10\sqrt{2m}$. This initial condition is smooth. Thus, it does not excite possible numerical artifacts. It has numerically local support and for a modest $\sigma$ provides ignition sufficient to develop into two sustained combustion waves traveling from the center. We have then found empirically suitable values of $k$ and $C_S$ that result in traveling combustion waves, computed the nondimensional coefficients $\lambda$ and $\beta$, adjusted them using Fig. 6 (dotted line), and scaled using (24) to match the maximal temperature.
and the width of the wave in Fig. 6 (dotted line), and the speed of the traveling combustion wave, 0.17m/s, from [54]. There was a small amount of wind in [54], however we have not considered the wind here. The resulting coefficients are $k = 2.1360 \times 10^{-1} m^2 s^{-1} K^{-3}$, $A = 1.8793 \times 10^2 K s^{-1}$, $B = 5.5849 \times 10^2 K$, $C = 4.8372 \times 10^{-5} K^{-1}$, and $C_S = 1.6250 \times 10^{-1} s^{-1}$. The corresponding nondimensional coefficients were $\lambda = 2.7000 \times 10^{-2}$ and $\beta = 0.4829$. The computed traveling combustion wave (see Figs. 4, 5 and 6, solid line) is a reasonable match with the observation (see Fig. 6, dotted line). The trailing edge of the computed temperature profile (see Fig. 6, solid line) was not so well matched but this model is quite limited and other matches reported in the literature are similar [10]. The real data looks like the superposition of two exponential decay modes, possibly the fast one from cooling and the long one from the heat stored in water in the ground.

We have also noted that when the ratio $A/C_S$ increases the temperature in the traveling combustion wave increases, increasing the thermal diffusivity coefficient $k$ increases the width and speed of the combustion wave and that the maximum temperature in the traveling wave decreases if $C_S$ increases. Sufficiently small value of $C_S$ is needed for sustained combustion. We have noted that the numerical solution by finite differences becomes unstable when the ratio $k/h$, where $h$ is the mesh size, is too small.

### 7.2 Numerical results in two dimensions

We have implemented the fire model in two dimensions by central finite differences in space. The mesh size was 250 by 250 and the mesh step was
2m. We have used the explicit Euler method with time step 1s. The initial conditions were given by the ambient temperature $T_a = 300K$ everywhere except in a $50m \times 50m$ square ignition region which was ignited by elevating the temperature to $1200K$. The mass fraction of the fuel was initialized to be one everywhere except for a $25m$ fuel break in the center of the domain. Then, at each grid point, the fuel was shifted by a random number in $[-0.3, 0.3]$. This is intended to simulate a natural uniform fuel supply and a road as a fuel break. The Neumann boundary conditions were specified on all boundaries with no ambient wind across the domain.

The initial ensemble was generated by perturbing the temperature profile of what we call the comparison solution $T_0$ utilizing smooth random fields in the following form:

$$\tilde{u} = \sum_{n=1}^{d} \frac{v_n}{1+n^{2\alpha}} e_n, \quad v_n \sim N(0, 1),$$

(35)

where $\alpha$ is the order of smoothness of the random field, and $\{e_n\}_{n=1}^{d}$ is the Fourier sine basis, ensuring that $\tilde{u}$ is real valued [31,83]. This process can be understood as a finite dimensional version of sampling out of normal distribution on an infinite dimensional space of smooth functions, the Sobolev space $H^\alpha_0(\Omega)$ [61]. For integer $\alpha$, this is the space of functions with square integrable derivatives of order $\alpha$ and zero traces on the boundary.

A preliminary ensemble was generated by adding a smooth random field to each state variable of the comparison solution. For example, the temperature of $k^{th}$ ensemble member is given by

$$\hat{T}_k = T_0 + c_T \tilde{u}_k,$$

(36)

where the scalar $c_T$ controls the magnitude of this perturbation. Finally, the preliminary ensemble was moved spatially in both $x$ and $y$ directions by

$$T_k(x, y) = \hat{T}_k(x + c_x \tilde{u}_{ik}(x, y), y + c_y \tilde{u}_{jk}(x, y)).$$

(37)

Here, $c_x$ and $c_y$ control the magnitude of the shift in each coordinate, bilinear interpolation is used to determine $\hat{T}$ on off-grid points, and the temperature outside of the computational domain is assumed to be at the ambient temperature. The given simulation was run with the initialization parameters $c_T = 5$ and $c_x = c_y = 150$. Fig. 7 shows the effect of these perturbations on a simple circular fire line on the center of the domain.

In each analysis cycle, the solution was advanced by 100s, and then the data was injected. The data was created artificially by sampling the temperature and fuel of one fixed solution, called the reference solution, every 10m (or 5 grid points) across the domain. The data covariance matrix was taken to be
diagonal with a variance 10 for each sample, and the regularization was used with regularization parameter $\rho = 750$. The reference solution was created in the same manner as the ensemble with an ignition region located 100m away in one direction. This discrepancy is intended to demonstrate the power of EnKF to attract the ensemble to the truth. After each analysis cycle, the ensemble was further perturbed by 5% magnitude of the initial perturbation to assure sufficient ensemble spread for future assimilations.

Fig. 8 shows the reference and comparison solution 100s after initialization, at the end of the first cycle. Fig. 9 shows the ensemble mean and variance at the same time prior to performing an assimilation. Fig. 10 shows the ensemble after applying the first assimilation. The analysis cycle was repeated 10 times with the results shown in Figs. 11 and 12. These figures show a remarkable agreement of the ensemble mean with the reference solution, even if the simulation ensemble was ignited intentionally far away from the reference ignition region. However, it should be noted that different runs of this stochastic algorithm produce different results. Sometimes the ensemble is attracted to the reference solution, and sometimes not, depending on if there exists a good match to the data in the span of a fairly small ensemble.

8 Conclusion

A simple model based on two coupled PDEs can reproduce the time-temperature curve recorded as a wildfire burns over a sensor, which is
Fig. 8. Temperature profiles representing (a) the data (reference solution, taken as the truth) and (b) an unperturbed ensemble member comparison solution 100s after initialization.

Fig. 9. After advancing the solution in time by 100s before any data assimilations: Pointwise prior ensemble (a) mean and (b) variance.

Fig. 10. After advancing the solution in time by 100s and performing a single data assimilation: Pointwise posterior ensemble (a) mean and (b) variance.
Fig. 11. After 10 analysis cycles with a 100s time update per cycle, (a) the ensemble mean compared to (b) the reference solution (the data).

Fig. 12. Comparison solution advanced to 1000s. This is what the solution in Fig. 11 (a) would be without data assimilation.

a measurable feature of fire behavior. By separating the parameters that determine the qualitative properties of the solution from the parameters that determine the temperature, time, and space scales, we were able to identify the parameters of the model from actual wildfire observations. Assimilation of data into a wildfire simulation poses a particular challenge because the combustion region is quite thin. We have shown that a version of the Ensemble Kalman filter is able to assimilate data into a wildfire simulation successfully. The filter uses penalization of nonphysical solution and perturbations by smooth random transformations of the spatial domain, in addition to standard smooth additive perturbation.
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