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Abstract—Wireless sensor networks (WSNs) are vulnerable to eavesdropping as the sensor nodes (SNs) communicate over an open radio channel. Intelligent reflecting surface (IRS) technology can be leveraged for physical layer security in WSNs. In this paper, we propose a joint transmit and reflective beamformer (JTRB) design for secure parameter estimation at the fusion center (FC) in the presence of an eavesdropper (ED) in a WSN. We develop a semidefinite relaxation (SDR)-based iterative algorithm, which alternately yields the transmit beamformer at each SN and the corresponding reflection phases at the IRS, to achieve the minimum mean-square error (MSE) parameter estimate at the FC, subject to transmit power and ED signal-to-noise ratio constraints. Our simulation results demonstrate robust MSE and security performance of the proposed IRS-based JTRB technique.
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I. INTRODUCTION

In wireless sensor networks (WSNs), the information transmitted by the sensor nodes (SNs) for inference tasks such as event detection, tracking, state estimation may be sensitive and must be kept secure from adversaries. The open radio channel communication allows eavesdroppers (EDs) to intercept data transmitted by the SNs [1–3]. Traditional cryptographic security is resource-intensive for use in low-power WSNs [1, 4, 5]. Therefore, physical layer security, wireless sensor networks.

Software-controlled reflecting surfaces, [13, 14] can be leveraged to significantly improve physical layer security [15]. An IRS is a two-dimensional surface consisting of a large number of passive meta-material elements to reflect the incoming signal through a pre-computed phase shift [16]. IRS further improves security by reflecting the incident signal such that the interference is constructive at the intended receiver whereas destructive at the ED [4, 17].

IRS-aided security often requires joint optimization of transmit beamformer and reflection surface phases. In [18], joint transmit and reflective beamforming (JTRB) was proposed to achieve a predefined secrecy rate while minimizing the total network power. The converse JTRB problem of maximizing the secrecy rate for a given transmit power budget was studied in [19], and subsequently for a multiple-input single-output (MISO) system in [20]. A more challenging scenario, wherein the eavesdropping channel is stronger than the legitimate communication channel in addition to being spatially correlated, was considered in [21]. A maximal ratio transmission-based MISO beamforming technique that minimizes the transmit power, subject to receiver signal-to-noise ratio (SNR) and ED jamming level constraints, was proposed in [22]. To improve the quality of service (QoS) at users under jamming attacks in a multi-user system using IRS, robust beamforming when jammer’s channel state information (CSI) is unknown was proposed in [23]. Sun et al. [24] consider IRS-assisted base station when both jammer and ED are present and develop an interesting JTRB design without the knowledge of jammer’s transmit beamformer and ED’s CSI. Some recent works [15, 25, 27] also consider IRS-aided secrecy for dual-function sensing-communications [28].

Contrary to the aforementioned works, where the objective was reliable reproduction of information at the receiver, we focus on maximizing the inference accuracy in WSN when noisy measurements from SNs are transmitted over unreliable channels. In this paper we consider the problem of remote estimation, where SNs transmit their observations to the fusion center (FC) that estimates a sensitive parameter. We employ IRS not only for in-network signal processing of SN’s measurements but also overcoming the wireless channel effects to minimize the estimation error while guaranteeing that ED cannot estimate the sensitive parameter with a specified accuracy.

In this context, there is a lack of research that considers IRS for facilitating secure parameter estimation at the FC from SNs observations transmitted over a coherent multiple
II. SYSTEM MODEL

Consider a coherent MAC-based IRS-assisted WSN comprising of $K$ single-antenna SNs, an IRS with $N$ passive reflecting elements, and a single antenna FC as shown in Fig. 1. The observations corresponding to each SN are transmitted to the FC, and can potentially be intercepted by an ED. Denote the unknown parameter to be estimated by $\hat{\theta} \in \mathbb{C}$, with power $\mathbb{E}\{ |\hat{\theta}|^2 \} = 1$. The $k$-th sensor observation is

$$x_k = \alpha_k \theta + n_k,$$

where $\alpha_k \in \mathbb{C}$ and $n_k \sim \mathcal{CN}(0, \sigma_a^2)$ represent the observation scaling factor and observation noise, respectively. Each SN precodes its observations using the precoding coefficient $\beta \in \mathbb{C}$, where $K$ is the number of sensors. Expanding $x_k$ gives

$$y_k = H_k((\alpha \odot \beta)\theta + \beta \odot n),$$

where the $K \times 1$ complex gain vector $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_K]$, precoding vector $\beta = [\beta_1, \beta_2, \ldots, \beta_K]$, and noise vector $n = [n_1, \ldots, n_K]^T$, with noise covariance $\mathbb{E}\{nn^H\} = \sigma_a^2\mathbf{I}$.

We model the passive IRS elements that reflect the incident signal, operated via a digital controller, using a diagonal phase-shift matrix $\Theta = D(\phi) \in \mathbb{C}^{N \times N}$, where $\phi = [e^{j\phi_1}, \ldots, e^{j\phi_N}] \in \mathbb{C}^{N \times 1}$. Define $h_{k,F} \in \mathbb{C}^{1 \times N}$ as the channel vector between the IRS and FC, and $h_k,F \in \mathbb{C}$ as the scalar channel coefficient from the $k$-th SN to FC, with the concatenated channel vector $h_F = [h_{1,F}, \ldots, h_{K,F}]^T \in \mathbb{C}^{1 \times K}$. The received signal at the FC is a superposition of the direct signals from all the SNs to the FC and the signal reflected by the IRS, i.e.,

$$y_F = (h_{1,F} \Theta h_F + h_f)((\alpha \odot \beta)\theta + \beta \odot n) + u_f,$$

where $u_f \sim \mathcal{CN}(0, \sigma_f^2) \in \mathbb{C}$ is the noise at the FC.

Denote the channel vector between the IRS and ED by $h_{i,E} \in \mathbb{C}^{1 \times N}$ and the scalar channel coefficient between the $k$-th SN and ED by $h_{k,e} \in \mathbb{C}$, with $h_e = [h_{1,e}, \ldots, h_{K,e}]^T \in \mathbb{C}^{1 \times K}$. The received signal at the single-antenna ED is

$$y_E = (h_{1,E} \Theta h_I + h_e)((\alpha \odot \beta)\theta + \beta \odot n) + n_e, \quad E \in \mathbb{C}, (4)$$

where $u_e \sim \mathcal{CN}(0, \sigma_e^2) \in \mathbb{C}$ is the noise at ED. Let $h_F = (h_{1,F} \Theta h_I + h_f) \in \mathbb{C}^{1 \times N}$ and $h_e = (h_{1,E} \Theta h_I + h_e) \in \mathbb{C}^{1 \times K}$. It follows that $y_E = h_F((\alpha \odot \beta)\theta + \beta \odot n) + u_f$, and $y_E = h_E((\alpha \odot \beta)\theta + \beta \odot n) + u_e$.

On employing the linear minimum MSE (LMMSE) combiner at the FC and ED to generate the estimate $\hat{\theta}$ of the underlying parameter, the resulting MSEs at the FC and ED, respectively, are

$$\text{MSE}_\text{FC} = \left(1 + \frac{|h_F((\alpha \odot \beta)\theta + \beta \odot n)|^2}{\sigma_a^2\beta^H D(h_F)D^H(h_F)\beta + \sigma_f^2}\right)^{-1} \quad \text{SNR}_\text{FC},$$

$$\text{MSE}_\text{ED} = \left(1 + \frac{|h_E((\alpha \odot \beta)\theta + \beta \odot n)|^2}{\sigma_a^2\beta^H D(h_E)D^H(h_E)\beta + \sigma_e^2}\right)^{-1}. \quad \text{SNR}_\text{ED}$$

It follows from [5] that minimizing $\text{MSE}_\text{FC}$ is equivalent to maximizing the $\text{SNR}_\text{FC}$. Also, to ensure that the ED is unable to reliably estimate the underlying parameter, one needs to design the JTRB such that the $\text{SNR}_\text{ED}$ value lies below a predefined threshold $\eta$. The total average network transmit power is constrained as $\beta^H D^H(\alpha)D(\alpha)\beta + \sigma_a^2\beta^H D(\alpha)\beta \leq P_T$, where $P_T$ is the transmit power budget. Subject to these constraints on the total power and $\text{SNR}_\text{ED}$, the optimization problem to minimize the $\text{MSE}_\text{FC}$ in [5] is

$$\begin{align}
\text{maximize} & \quad \frac{|h_F((\alpha \odot \beta)\theta + \beta \odot n)|^2}{\sigma_a^2\beta^H D(h_F)D^H(h_F)\beta + \sigma_f^2} \quad \text{(7a)} \\
\text{subject to} & \quad \beta^H D^H(\alpha)D(\alpha)\beta + \sigma_a^2\beta^H D(\alpha)\beta \leq P_T \quad \text{(7b)} \\
& \quad \frac{|h_E((\alpha \odot \beta)\theta + \beta \odot n)|^2}{\sigma_a^2\beta^H D(h_E)D^H(h_E)\beta + \sigma_e^2} \leq \eta \quad \text{(7c)} \\
& \quad |\phi_i| = 1, \quad i = 1, \ldots, N. \quad \text{(7d)}
\end{align}$$

The coupling between $\beta$ and $\phi$ in the objective function in (7a) renders it non-convex. Together, with the unit-modulus constraints, this problem is intractable. Hence, we develop an iterative scheme to solve this problem based on the principle of alternate optimization and also prove that the proposed algorithm achieves convergence.
III. JTRB DESIGN ALGORITHM

Define $\gamma$ as an auxiliary variable and recast (7) as

\[
\begin{align*}
\text{maximize} & \quad \gamma \\
\text{subject to} & \quad |h_F(\alpha \circ \beta)|^2 - \sigma_3^2 h^H F (h^H F)^H (h^H F) \beta + \sigma^2_j \geq \gamma \quad (8a) \\
& \quad \text{subject to} \quad (7b), (7c) \text{ and } (7d). 
\end{align*}
\]

The constraints in (7c) and (8b) can be recast as $T(\phi, \beta) = |h_F(\alpha \circ \beta)|^2 - \eta (\sigma_3^2 h^H F (h^H F))^H (h^H F) \beta + \sigma^2_j \leq 0$, and $S(\phi, \beta) = |h_F(\alpha \circ \beta)|^2 - \gamma (\sigma_3^2 h^H F (h^H F))^H (h^H F) \beta + \sigma^2_j \geq 0$, respectively. This changes the above optimization problem to

\[
\begin{align*}
\text{maximize} & \quad \gamma \\
\text{subject to} & \quad (7b), (7c), T(\phi, \beta) \leq 0, S(\phi, \beta) \geq 0. \quad (9)
\end{align*}
\]

To tackle this non-convex and, hence, intractable problem, we invoke SDR. Define $B = \beta^H \in \mathbb{C}^{K \times K}$ with rank$(B) \leq 1$ and $\Lambda = D(\alpha^H) D(\alpha) \in \mathbb{C}^{K \times K}$. The constraint in (7b) is $\text{Tr}[AB] + \sigma^2_3 \text{Tr}[B] \leq P_T$. Furthermore, the resulting problem is convex in each of the optimization variables, for fixed values of the other two. The following proposition formulates the problem to determine the optimal value of $\phi$ in the first iteration.

**Proposition 1.** For a given $B$, $S(\phi, B) = S(\phi|B)$ is a quadratic function given by

\[
S(\phi|B) = \left[ \begin{array}{c}
\phi_H \\
\phi_F \\
\phi_I
\end{array} \right]^H \left[ \begin{array}{ccc}
P_1 & p_2 & 0 \\
0 & R_1 & r_2 \\
P(B) & R(B) & 0
\end{array} \right] \left[ \begin{array}{c}
\phi_H \\
\phi_F \\
\phi_I
\end{array} \right] + p_3 + r_3 - \gamma \sigma^2_j.
\]

**Proof.** Substituting $h_F = (h_{1,F} \Theta H + h_f)$ in $S(\phi, B) = |h_F(\alpha \circ \beta)|^2 - \gamma (\sigma_3^2 h^H F (h^H F))^H (h^H F) \beta + \sigma^2_j$ and using the properties of the diagonal operator and element-wise product, $S(\phi|B)$ is expressed in the stated quadratic form with

\[
\begin{align*}
P_1 &= D(h_{1,F}) h^H_D (\alpha \circ \beta) D(\alpha^H) D(\alpha) h^H_F, \\
p_2 &= D(h_F) h^H_D (\alpha \circ \beta) D(\alpha^H) D(\alpha) h^H_F, \\
p_3 &= h_F h^H_D (\alpha \circ \beta) D(\alpha^H) h^H_F, \\
r_3 &= h_F h^H_D (\alpha \circ \beta) h^H_F, \\
r_2 &= D(h_F) h^H_D (\alpha \circ \beta) h^H_F, \\
r_1 &= D(h_{1,F}) h^H_D (\alpha \circ \beta) h^H_F.
\end{align*}
\]

Define $\tilde{\phi}^H = [\phi^H, 1] \in \mathbb{C}^{(N+1) \times (N+1)}$ and $Q = \tilde{\phi}^H \tilde{\phi} \in \mathbb{C}^{(N+1) \times (N+1)}$ where, rank$(Q) \leq 1$. Using the identity $\text{Tr}[ABC] = \text{Tr}[CAB]$ yields

\[
S(Q|B) = \text{Tr}[QP(B)] + p_3 - \gamma (\sigma_3^2 \text{Tr}[QR(B)] + r_3 + \sigma^2_j).
\]

Similarly,

\[
T(\phi|B) = \tilde{\phi}^H \tilde{P}(B) \tilde{\phi} + \tilde{p}_3 - \eta (\sigma_3^2 \tilde{R}(B) \tilde{\phi} + \tilde{r}_3 + \sigma^2_j) = \text{Tr}[\tilde{Q}(\tilde{P}(B)) + \tilde{p}_3 - \eta (\sigma_3^2 \text{Tr}[\tilde{Q}(\tilde{R}(B)) + \tilde{r}_3 + \sigma^2_j)] = T(\phi|B),
\]

where $\tilde{P}(B)$, $\tilde{R}(B)$, $\tilde{p}_3$, $\tilde{r}_3$ are, respectively, obtained from $P(B)$, $R(B)$, $p_3$, $r_3$ by replacing $h_F$ ($h_{1,F}$) by $h_E$ ($h_{1,E}$). Hence, relaxing the rank constraint, i.e., rank$(Q) \leq 1$, the optimization problem for this scenario becomes

\[
\text{maximize} \quad \gamma \\
\text{subject to} \quad S(Q|B) \geq 0, T(Q|B) \leq 0, Q \succeq 0, \quad Q_{i,i} = 1, \ i = 1, \ldots, N + 1. \quad (10)
\]

For a given value of $\gamma$ (obtained using the bisection method) and $B$, (10) is a convex feasibility-check problem, which is readily solved via convex optimization tools such as CVX [32].

Next, for a known $Q$, using the relation $h_F = (h_{1,F} \Theta H + h_f)$, the term $|h_F(\alpha \circ \beta)|^2$ reduces to

\[
|h_F(\alpha \circ \beta)|^2 = \text{Tr} \left[ D(\alpha^H) h_F h^H_D (h^H_D h^H_F) \phi^H D(\alpha^H) h^H_F \right] \quad (11)
\]

Furthermore, we recast the term $h^H_F D(\beta^H) D(\beta) h^H_F$ as

\[
\text{Tr} \left[ B^T D(h^H_F) D(\beta) h^H_F \right] = \text{Tr} \left[ B^T ((h^H_F h^H_F) \circ 1) \right],
\]

\[
= \text{Tr} \left[ B^T \left( (h^H_{1,F} \Theta H + h_f) h^H_F (h_{1,F} \Theta H + h_f) \right) \circ 1 \right],
\]

\[
= \text{Tr} \left[ B^T \left( (h^H_{1,F} \Theta H + h_f) \circ 1 \right) \right],
\]

\[
= \text{Tr} \left[ B^T \left( (h^H_{1,F} \Theta H + h_f) \circ 1 \right) \right] = \text{Tr} \left[ (I \otimes Q) \right]. \quad (12)
\]

Using (11) and (12), we obtain $S(B|Q) = \text{Tr}[KQK^H B] - \gamma (\sigma^2_3 \text{Tr}[((L^{QH}) \circ 1) B] + \sigma^2_j)$. Similar steps for $T(B|Q)$ yield $T(B|Q) = \text{Tr}[KQK^H B] - \eta (\sigma^2_3 \text{Tr}[((L^{QH}) \circ 1) B] + \sigma^2_j)$, where $K$ and $L$ are obtained from $K$ and $L$, respectively, by replacing $h_F$ ($h_{1,F}$) by $h_E$ ($h_{1,E}$). Hence, by relaxing the constraint rank$(B) \leq 1$, the problem for this case changes to

\[
\text{maximize} \quad \gamma \\
\text{subject to} \quad \text{Tr}[AB] + \sigma^2_3 \text{Tr}[B] \leq P_T, \quad S(B|Q) \geq 0, T(B|Q) \leq 0, \quad B \succeq 0. \quad (13)
\]

Again, for a given $\gamma$ (obtained, as described previously, using the bisection method) and $Q$, the problem in (13) is also a convex feasibility-check problem that is solved similar to (10). This iterative procedure is summarized in Algorithm [1], where the superscripts $(1)$ and $(2)$ denote variables corresponding to problems (10) and (13), respectively. The iterations are repeated till convergence or the maximum number of iterations. Note that if any of the obtained optimal matrices $B^*$ and $Q^*$ is rank-1, then the eigenvalue decomposition (EVD) of the respective matrix gives the optimal transmit or reflective beaformer. In case the rank of the solution is greater than 1, we apply the Gaussian-approximation technique.
Algorithm 1 SDR-based alternate optimization for JTRB

Input: Λ, P(B), R(B), P̂(B), R̂(B), L, K, L, K, p3, r3, ŕ3, \( \bar{N}_{\text{iter}} \), \( \bar{P}_T, \bar{\sigma}^2, \bar{\sigma}^2 \)
Output: \( \tilde{Q}, \tilde{B^*} \)

1: Initialize: \( \gamma_{\min}, \gamma_{\max}, \tilde{N}_{\text{iter}}, \bar{\epsilon}, \tilde{Q} = Q^0, n = 1 \)
2: for \( n = 1 : \bar{N}_{\text{iter}} \) do
3: \( \gamma_{\min}^{(1)}, \gamma_{\max}^{(1)} \leftarrow \gamma_{\max} \)
4: while \( \gamma_{\max}^{(1)} - \gamma_{\min}^{(1)} \geq \bar{\epsilon} \) do
5: \( \gamma_{\min}^{(1)}, \gamma_{\max}^{(1)} \leftarrow (\gamma_{\max}^{(1)} + \gamma_{\min}^{(1)})/2, \gamma \leftarrow \gamma_{\min}^{(1)} \) in (10)
6: if (10) is feasible: \( \gamma_{\min} \leftarrow \gamma_{\max} \) else: \( \gamma_{\max} \leftarrow \gamma_{\min} \)
7: end while
8: \( \tilde{Q}^* \leftarrow Q(n) \)
9: \( \gamma_{\min}^{(2)}, \gamma_{\max}^{(2)} \leftarrow \gamma_{\min} \)
10: while \( \gamma_{\max}^{(2)} - \gamma_{\min}^{(2)} \geq \bar{\epsilon} \) do
11: \( \gamma_{\min}^{(2)}, \gamma_{\max}^{(2)} \leftarrow (\gamma_{\max}^{(2)} + \gamma_{\min}^{(2)})/2, \gamma \leftarrow \gamma_{\min}^{(2)} \) in (13)
12: if (13) is feasible: \( \gamma_{\min}^{(2)} \leftarrow \gamma_{\max}^{(2)} \) else: \( \gamma_{\max}^{(2)} \leftarrow \gamma_{\min}^{(2)} \)
13: end while
14: \( \tilde{B}^* \leftarrow B(n) \)
15: end for
16: return \( \tilde{B}^*, \tilde{Q}^* \)

The following Proposition 2 proves that the proposed algorithm converges.

**Proposition 2.** The proposed SDR-based algorithm produces a monotonically non-decreasing sequence of \( \gamma \) values and is guaranteed to converge to a local maximum.

**Proof.** Assume, in the \( i \)-th iteration, the optimal objective value of (17) is \( \gamma(B(n), Q(n)) \). The pertinent optimization problems in (10) and (13) are convex in \( \gamma \). It follows that \( \gamma(B(n), Q(n)) \leq \gamma(B(n + 1), Q(n)) \leq \gamma(B(n + 1), Q(n + 1)) \). Since the objective value is upper bounded by \( \gamma_{\max} \), the proposed algorithm is guaranteed to converge. \( \square \)

**IV. NUMERICAL EXPERIMENTS**

This section presents the results of a simulation-based study to validate the model and schemes described. In all experiments, we generate the small-scale fading coefficients of all the channels as i.i.d. samples of a \( \mathcal{C}\mathcal{N}(0, 1) \) random variable. Hence, their envelopes are Rayleigh distributed. The path loss model is \( \mu \left( \frac{d}{d_0} \right)^{-\nu} \) where \( \mu = -30 \) dB is the path loss at the reference distance of 1 m. The path loss exponent \( \nu \) is set to 2 for all SNs-to-IRS, IRS-to-FC, and IRS-to-ED links and 3 for SNs to the FC and ED links. The locations of the SNs, IRS, FC and ED are given by their Cartesian coordinates. The SNs are distributed uniformly at random in the square region \([0, 40] \times [0, 40] \) m². The IRS, FC, and ED are located at coordinates \((60, 20), (65, 25), \) and \((70, 15) \) m, respectively. The noise variances \( \sigma^2, \sigma^2, \) and \( \sigma^2 \) are set to \( -70 \) dBm. We use \( \bar{\epsilon} = 0.01 \) and \( \gamma_{\max} = \frac{|h_{p3}|^2 \bar{P}_T}{\sigma^2} \).

Figure 2a depicts the MSE performance as a function of the number of reflecting elements \( N \) of the IRS with \( \eta = 1 \) and \( \bar{P}_T = 30 \) dBm for \( K = 5 \) and 8 sensors. Note that, as \( N \) increases, the MSE decreases because increasing \( N \) leads to sharper reflective beamforming. Also, with the rise in the number of SNs within the WSN, the MSE improves due to the availability of more observations at the FC. With \( N = 10 \) IRS elements and \( K = 5 \) sensors, the MSE reduces by 39\% over that of a non-IRS system, clearly illustrating the advantage of incorporating an IRS subsystem in the WSN. The same number of sensors, when \( N \) increases ten-fold (10 to 100), the MSE decreases by 78\%, which is significant.

Figure 2b demonstrates the MSE performance as a function of total power budget \( \bar{P}_T \) for different values of the number of reflecting elements \( N \) of the IRS. As the transmit power in increased in the WSN, the MSE performance improves as expected. The MSE is also seen to decrease with \( N \), similar to the trend observed previously. Figure 2c shows the MSE performance against a varying threshold \( \eta \) for \( K = 5, N = 20 \) and \( \bar{P}_T = 30 \) dBm. The MSE improves when \( \eta \) increases, since this enlarges the feasible region to determine the transmit and reflective beamformers. Once again, higher values of \( \bar{P}_T \) lead to lower MSE.

Finally, Fig. 2d depicts the convergence of the proposed SDR-based JTRB scheme with respect to the number of iterations with \( \eta = 1 \) and \( \bar{P}_T = 30 \) dBm for \( K = 5 \) and \( N = 20 \). Note that the scheme converges within very few iterations, which makes it well-suited for practical implementation.

**V. SUMMARY**

This paper presented a novel JTRB design procedure for secure FC-based parameter estimation in an IRS-assisted WSN. The proposed iterative scheme minimized the MSE while obeying the total transmit power and ED SNR constraints. It was observed that the presence of an IRS results in a substantial improvement in the MSE - nearly 40\% for 5 sensors and 10 IRS elements - at the FC, as compared to a non-IRS-based WSN, without compromising the security.
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