Decoupled Mixup for Generalized Visual Recognition
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Abstract. Convolutional neural networks (CNN) have demonstrated remarkable performance, when the training and testing data are from the same distribution. However, such trained CNN models often largely degrade on testing data which is unseen and Out-Of-the-Distribution (OOD). To address this issue, we propose a novel "Decoupled-Mixup" method to train CNN models for OOD visual recognition. Different from previous work combining pairs of images homogeneously, our method decouples each image into discriminative and noise-prone regions, and then heterogeneously combine these regions of image pairs to train CNN models. Since the observation is that noise-prone regions such as textural and clutter background are adverse to the generalization ability of CNN models during training, we enhance features from discriminative regions and suppress noise-prone ones when combining an image pair. To further improves the generalization ability of trained models, we propose to disentangle discriminative and noise-prone regions in frequency-based and context-based fashions. Experiment results show the high generalization performance of our method on testing data that are composed of unseen contexts, where our method achieves 85.76% top-1 accuracy in Track-1 and 79.92% in Track-2 in NICO Challenge. The source code is available at https://github.com/HaozheLiu-ST/NICOChallenge-OOD-Classification.

1 Introduction

Convolutional neural networks (CNN) have been successfully applied in various tasks such as visual recognition and image generation. However, the learned CNN models are vulnerable to the samples which are unseen and Out-Of-Distribution
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To address this issue, research efforts have been devoted to data augmentation and regularization, which have shown promising achievements. Zhang et al. [23] propose a data augmentation method named Mixup which mixes image pairs and their corresponding labels to form smooth annotations for training models. Mixup can be regarded as a locally linear out-of-manifold regularization [3], relating to the boundary of the adversarial robust training [24]. Hence, this simple technique has been shown to substantially facilitate both the model robustness and generalization. Following this direction, many variants have been proposed to explore the form of interpolation. Manifold Mixup [16] generalizes Mixup to the feature space. Guo et al. [3] proposed an adaptive Mixup by reducing the misleading random generation. Cutmix is then proposed by Yun et al. [21], which introduces region-based interpolation between images to replace global mixing. By adopting the region-based mixing like Cutmix, Kim et al. [9] proposed Puzzle Mix to generate the virtual sample by utilizing saliency information from each input. Liu et al. [11] proposed to regard mixing-based data augmentation as a dynamic feature aggregation method, which can obtain a compact feature space with strong robustness against the adversarial attacks. More recently, Hong et al. [6] proposed styleMix to separate content and style for enhanced data augmentation. As a contemporary work similar to the styleMix, Zhou et al. [32] proposed Mixstyle to mix the style in the bottom layers of a deep model within un-mixed label. By implicitly shuffling the style information, Mixstyle can improve model generalization and achieve the satisfactory OOD visual recognition performance. Despite of the gradual progress, Mixstyle and StyleMix should work based on AdaIN [8] to disentangle style information, which requires the feature maps as input. However, based on the empirical study [2], the style information is sensitive to the depth of the layer and the network architecture, which limits their potential for practical applications.

In this paper, inspired by Mixup and StyleMix, we propose a novel method named Decoupled-Mixup to combine image pairs for training CNN models. Our insight is that not all image regions benefit OOD visual recognition, where noise-prone regions such as textural and clutter background are often adverse to the generalization of CNN models during training. Yet, previous work Mixup treats all image regions equally to combine a pair of images. Differently, we propose to decouple each image into discriminative and noise-prone regions, and suppress noise-prone region during image combination, such that the CNN model pays more attention to discriminative regions during training. In particular, we propose an universal form based on Mixup, where StyleMix can be regarded as a special case of Decoupled-Mixup in feature space. Furthermore, by extending our Decoupled-Mixup to context and frequency domains respectively, we propose Context-aware Decoupled-Mixup (CD-Mixup) and Frequency-aware Decoupled Mixup (FD-Mixup) to capture discriminative regions and noise-prone ones using saliency and the texture information, and suppress noise-prone regions in the image pair combination. By such heterogeneous combination, our method
trains the CNN model to emphasize more informative regions, which improves the generalization ability of the trained model.

In summary, our contribution of this paper is three-fold:

– We propose a novel method to train CNN models for OOD visual recognition. Our method suppresses noise-prone regions when combining image pairs for training, such that the trained CNN model emphasizes discriminative image regions, which improves its generalization ability.

– Our CD-Mixup and FD-Mixup modules effectively decouple each image into discriminative and noise-prone regions by separately exploiting context and texture domains, which does not require extra object-instance-level annotations.

– Experiment results show that our method achieves superior performance and better generalization ability on testing data composed of unseen contexts, compared with state-of-the-art Mixup-based methods.

2 Related Works

OOD Generalization  OOD generalization considers the generalization capabilities to the unseen distribution in the real scenarios of deep models trained with limited data. Recently, OOD generalization has been introduced in many visual applications [13,25,10,27,26]. In general, the unseen domains of OOD samples incur great confusion to the deep models in visual recognition. To address such issue, domain generalization methods are proposed to train models only from accessible domains and make models generalize well on unseen domains. Several works [15,26,29] propose to obtain the domain-invariant features across source domains and inhibit their negative effect, leading to better generalization ability under unseen domain. Another simple but effective domain generalization method is to enlarge the data space with data augmentation and regularization of accessible source domains [23,30,31]. Following this direction, we further decouple and suppress the noise-prone regions (e.g. background and texture information) from source domains to improve OOD generalization of deep models.

Self/weakly Supervised Segmentation  A series of methods [18,17,19] demonstrate a good ability to segment objects of interest out of the complex backgrounds in Self/weakly supervised manners. However, in the absence of pixel-level annotations, spurious correlations will result in the incorrect segmentation of class-related backgrounds. To handle this problem, CLIMS [17] propose a language-image matching-based suppression and C2AM [19] propose contrastive learning of foreground-background discrimination. The aforementioned methods can serve as the disentanglement function in the proposed context-aware Decoupled-Mixup.
3 Method

We propose Decoupled-Mixup to train CNN models for OOD visual recognition. Different from previous Mixup method combining pairs of images homogeneously, we propose to decouple each image into discriminative and noise-prone regions, and then heterogeneously combine these regions of image pairs. As shown in Fig. 1, our method decouples discriminative and noise-prone regions for each image in different domains, respectively. Then, our method separately fuses the discriminative and noise-prone regions with different ratios. The annotation labels are also mixed. By such heterogeneously combinations, we argue that our method tends to construct discriminative visual patterns for virtual training samples, while reducing new noisy visual patterns. As a result, the fused virtual samples encourage CNN models to pay attention to discriminative regions during training, which can improve the generalizability of the trained CNN model.

Revisiting Mixup. Mixup [23] performs as a very active research line, due to its simple implementation and effectiveness. In essence, the model is trained by the convex combinations of pairs of examples and the corresponding labels. By adopting cross-entropy learning objective as an example, Mixup can be formu-
\[
\tilde{x} = M_\lambda(x_i, x_j) = \lambda x_i + (1 - \lambda)x_j, \quad (1)
\]
\[
\tilde{y} = M_\lambda(y_i, y_j), \quad (2)
\]
\[
L_{\text{Mixup}} = -\sum \tilde{y}\log(D(\tilde{x})), \quad (3)
\]

where \(M_\lambda(x_i, x_j)\) is the convex combination of the samples \(x_i\) and \(x_j\) with the corresponding label \(y_i\) and \(y_j\), respectively. The learning objective \(L_{\text{Mixup}}\) of Mixup can be regarded as the cross-entropy between \(\tilde{y}\) and the prediction \(D(\tilde{x})\). Mixup can be interpolated as a form of data augmentation that drives the model \(D(\cdot)\) to behave linearly in-between training samples.

Decoupled-Mixup. Unlike typical supervised learning with sufficient training data, the training data of OOD visual recognition is limited, i.e., the testing samples are unseen and their distributions are different from the training data. We argue that noise-prone regions such as undesirable style information, textural and clutter background are adverse to the generalization of CNN models during training. Yet, Mixup directly mixes two images, which is the main bottleneck for OOD visual recognition. In other words, the interpolation hyperparameter \(\lambda\) is randomly decided in the original Mixup. As a result, the trained model cannot determine whether a visual pattern is useful for domain generalization or not. Based on such observations, we generalize Mixup to a pipeline, which can be explained as ‘first decouple then mixing and suppressing’, and is formulated as:

\[
v_i, \delta_i = F(x_i) \quad \text{and} \quad v_j, \delta_j = F(x_j), \quad (4)
\]
\[
\tilde{x} = M_{\lambda_v}(v_i, v_j) + M_{\lambda_\delta}(\delta_i, \delta_j), \quad (5)
\]
\[
\tilde{y} = \alpha M_{\lambda_v}(y_i, y_j) + (1 - \alpha)M_{\delta}(y_i, y_j) \quad (6)
\]

where \(F(\cdot)\) refers to the disentanglement function, which can separate common pattern \(v\) from noise-prone regions \(\delta\), \(\alpha\) rectifies the weights for common patterns and noise-prone regions. Note that \(\lambda\) is an important parameter for interpolation, and \(v\) and \(y\) share the same \(\lambda\), i.e. \(\lambda_v\). Below, we provide three kinds of disentanglement function \(F(\cdot)\), including style-, context- and frequency-aware Decoupled-Mixup, where Style-based Decoupled-Mixup, (also called MixStyle or StyleMix) is proposed in [32]. Style-based Decoupled-Mixup can be regarded as a special case of Decoupled-Mixup using Style information.

### 3.1 Style-based Decoupled-Mixup

By following the work [32, 6], adaptive instance normalization (AdaIN) is adopted for disentangling the style and content information, which can be formed as

\[
\text{AdaIN}(u_i, u_j) = \sigma(u_j)(\frac{u_i - \mu(u_i)}{\mu(u_i)}) + \mu(u_j) \quad (7)
\]
where \( u_i \) and \( u_j \) refer to the feature map extracted from \( x_i \) and \( x_j \) respectively. The mean \( \mu(\cdot) \) and variance \( \sigma(\cdot) \) are calculated among spatial dimension independently for different channels. Given two samples, \( x_i \) and \( x_j \) as input, we can obtain four mixed features

\[
\begin{align*}
    u_{ii} &= \text{AdaIN}(u_i, u_i), \\
    u_{jj} &= \text{AdaIN}(u_i, u_j), \\
    u_{ij} &= \text{AdaIN}(u_i, u_j), \\
    u_{ji} &= \text{AdaIN}(u_j, u_i),
\end{align*}
\]

where \( \{u_{ii}, u_{jj}, u_{ij}, u_{ji}\} \) is the set by separately combining the content and style information. For example, \( u_{ij} \) can be regarded as the combination with content information from \( u_i \) and the style information from \( u_j \). In the work [6], the common pattern can be regarded as:

\[
  M_{\lambda_v}(v_i, v_j) = tu_{ii} + (\lambda_v - t)u_{ij} + (1 - \lambda_v)u_{jj},
\]

and the noise-prone regions can be regarded as:

\[
  M_{\lambda_\delta}(\delta_i, \delta_j) = \delta_i = \delta_j = (u_{ji} - u_{jj}).
\]

Then the annotation can be defined as:

\[
  \tilde{y} = \alpha M_{\lambda_v}(y_i, y_j) + (1 - \alpha)M_{\lambda_\delta}(y_i, y_j)
\]

which is identical with the learning objective reported in [6]. In other words, when \( \mathcal{F}(\cdot) \) disentangles the style information from content information, Decoupled-Mixup is the same as StyleMix [6].

\[\text{Fig. 2. The visualization of context-aware Decoupled-Mixup method using two inputs from NICO Challenge. Their masks of foreground and background are extracted by C^2AM [19]. Mixed images are showed when applying different foreground mixing ratios.}\]
3.2 Context-aware Decoupled-Mixup

In OOD setting, the background of the images are quite different, which can be regarded as the noise-prone regions for visual recognition. In order to mitigate the influence caused by background, we propose a context-aware Decoupled-Mixup, where the disentanglement function $\mathcal{F}()$ is designed to separate the foreground and background. In particular, we adopt an unsupervised method to extract the saliency region. In this paper, C²AM [19] is used as an example, which is based on contrastive learning to disentangle foreground and background. C²AM can be formed as:

$$\mathcal{F}_{\text{C}^2\text{AM}}(x_i) = v_i, \delta_i,$$

where $v_i$ refers to the foreground and $\delta_i$ is the background for $x_i$. Note that, C²AM is an unsupervised method, which only depends on the pre-defined contrastive learning paradigm and thus prevents from any extra information. Then, to alleviate the influence from $\delta$, Decoupled-Mixup separately mixes the foreground and background by following Eq. (5) (as shown in Fig. 2), and the annotation is fused by following Eq. (6). When $\alpha = 1$, background is mixed randomly, and foreground is mixed by following the ratios used in $y$. It can be explained as suppressing the extraction of background.
3.3 Frequency-aware Decoupled-Mixup

In addition to the background, the textural region can lead to noisy information for training CNN models. In order to learn feature from discriminative regions, we generalize Mixup into frequency field, since the high-frequency component can be regarded as the texture information to some extent. In other words, the high-frequency component is the noise-prone regions, and the low-frequency component refers to common patterns. In this paper, we adopt Fourier transformation $T(\cdot)$ to capture the frequency information. Fourier transformation $T(\cdot)$ is formulated as:

$$T(x)(u, v) = \sum_{h=0}^{H} \sum_{w=0}^{W} x(h, w)e^{-j2\pi(\frac{hu}{H} + \frac{vw}{W})},$$  

(13)

where $T(\cdot)$ can be easily implemented by Pytorch Library [14]. To detect common patterns, we calculate the amplitude $A(\cdot)$ of $x$ as follows:

$$A(x)(u, v) = \left[ R^2(x)(u, v) + I^2(x)(u, v) \right]^{\frac{1}{2}},$$  

(14)

where $R(x)$ and $I(x)$ refers to the real and imaginary part of $T(x)$, respectively. The common pattern $v_i$ can be defined as $A(x_i)(u < \alpha * H, v < \alpha * W)$ and the $\delta_i$ refers to the complement part of $A(x_i)$, as shown in Fig. 3. Since the mixing occurs in frequency field, we should reverse mixed $A(x_i)$ to image space, which can be expressed as:

$$\tilde{x} = T^{-1}[M_{\lambda v}(v_i, v_j) + M_{\lambda \delta}(\delta_i, \delta_j)],$$  

(15)

where $T^{-1}(\cdot)$ is the inverse Fourier transformation. The mixed images are shown in Fig. 4. Note that the annotation of $\tilde{x}$ is calculated using the ratio applied in $M_{\lambda v}(v_i, v_j)$.

3.4 Decoupled-Mixup for OOD Visual Recognition

Decoupled-Mixup can be easily combined with other methods or common tricks friendly, due to its simple implementation and effectiveness. Hence, we present the tricks and the other methods adopted for NICO Challenge.

Heuristic Data Augmentation. To further improve the generalization of the trained model, our method adopts extra data augmentation approaches. Based on the empirical study, heuristic data augmentation, i.e. AugMix [5], is applied in this paper. AugMix is characterized by its utilization of simple augmentation operations, where the augmentation operations are sampled stochastically and layered to produce a high diversity of augmented images. Note that, in order to alleviate the extra computation cost, we do not use Jensen-Shannon divergence as a consistency loss, which is reported in the conventional work [5].
Fig. 4. A grid visualization of mixed images using Frequency-aware Decoupled-Mixup method by adjusting the common pattern weight and mixup ratio. The low frequency part of each image are mixed, and the high frequency parts are well suppressed.

Self-supervised Learning. In NICO challenge, no extra data can be used for data training. In order to find a reasonable weight initialization, we adopt MoCo-V2 [1] to determine the weight initialization before vanilla model training.

Student-Teacher Regularization (S-TR). Following the work [20], we adopt teacher-student regularization to train the model. Specifically, a dual-formed consistency loss, called student-teacher regularization, is further introduced between the predictions induced from original and Fourier-augmented images.

Curriculum Learning (CL). Since OOD setting is a hard case for the deep models to learn, we gradually design the learning objective for training. We split training strategy into three stage. In the first stage, the image size is set as 224 × 224, and trained with normal data without mixing. Then, in the second stage, we adopt Decoupled-Mixup to train the model with 448 × 448 image size. Finally, we introduce Student-Teacher regularization to search for the optimal model with 512 × 512 image size.

Model Ensembles (ME). In this paper, we ensemble several famous backbones, including ResNet-34 [4], WideResNet-50 [22] and DenseNet-121 [7] to
finish the prediction. In addition to the architecture-wise ensemble, we also conduct the hyperparameter-wise ensemble. When the model is trained via curriculum learning, we use different hyperparameters, including learning rate, $\alpha$, etc., to fine-tune the trained model, and then average their outputs. Finally, the prediction is calculated among different architectures and hyperparameters by simply averaging their outputs.

**Heuristic Augmentation based Inference.** Since the predictions using different data augmentations respond differently to a distribution shift, we fuse these predictions into a final prediction. In particular, given an input image, we first employ AugMix to augment the image multiple times, and then average the prediction results of all these augmented images as the final result.

### 4 Experiment

We evaluate our Decoupled-Mixup method on Track-1 and Track-2 in NICO Challenge. Firstly, We verify our method on different models. Then, the method is compared with other Mixup methods and different weight settings. Finally, we provide experimental results of our Decoupled-Mixup method using different training tricks.

#### 4.1 Experiment Settings

We apply the same experimental settings in Track-1 and Track-2. The batch size is 128, and the training epochs are 200. The learning rate starts at 0.1 and is decayed through a cosine annealing schedule. We used ResNet-34 [4], WideResNet-50 [22] and DenseNet-121 [7] as classifiers. Our Context-aware Decoupled-Mixup follows the settings of C$^2$AM [19] to obtain the image masks. In Frequency-aware Decoupled-Mixup, the common pattern weight $\alpha$ is set to 0.2 and 0.6 in Track1 and Track-2, respectively. To further show the generalization ability of our method, we use the data of Track-1 for training and validate the trained model on the data of Track-2, and vice versa (i.e. cross-track validation), besides public test setting. Note that we do not adopt this cross-track setting for Phase I competition to ensure the fair competition.

#### 4.2 Classification Results

**Comparison.** To show the effectiveness of our method, we use our method and state-of-the-art Mixup methods to train WideResNet-50 Model, respectively. As shown in Table 3, our Decoupled-Mixup method achieves the best classification performance, compared with Mixstyle, Mixup, and CutMix methods. Mixstyle methods and other feature space based methods are thus hard to be effective in the training phase, since the WideResNet-50 model is trained from scratch and no prior knowledge can be provided into latent layers of WideResNet-50 Model.
Table 1. Top-1 accuracy (%) of different models with or without our Decoupled-Mixup method.

| Model           | Cross-track Validation | Public Test Set |
|-----------------|------------------------|-----------------|
|                 | Track1 | Track2 | Track1 | Track2 |
| ResNet-34       | 85.80  | 78.54  | -      | 68.54  |
| ResNet-34 w/ Ours | 88.98  | **84.84** | **81.81** | 74.26  |
| DenseNet-121    | 85.48  | 82.56  | -      | 73.46  |
| DenseNet-121 w/ Ours | 88.22  | 83.89  | 81.75  | 74.13  |
| WideResNet-50   | 85.36  | 78.48  | -      | 68.39  |
| WideResNet-50 w/ Ours | **89.83** | 84.41 | 80.99  | **74.29** |

Table 2. Top-1 accuracy (%) of our Decoupled-Mixup method using different values of common pattern weight $\alpha$, where the backbone is ResNet-34.

| $\alpha$ | Cross-track Validation | Public Test Set |
|----------|------------------------|-----------------|
|          | Track1 | Track2 | Track1 | Track2 |
| 0.1      | 88.95  | 83.56  | -      | 72.95  |
| 0.2      | **89.54** | 83.80  | -      | 72.96  |
| 0.4      | 89.05  | 84.26  | -      | 73.31  |
| 0.6      | 88.98  | **84.84** | -      | 73.98  |
| 0.8      | 89.36  | 84.56  | -      | **73.85** |

In addition, we use our method to train various wide-used backbones: ResNet-34, DenseNet-121 and WideResNet-50. As shown in Table 1, our method improves the performance of all these models in both cross-track validation and public test set.

**Parameter tuning.** To further discover the noise-prone regions in frequency domain, Table 2 compares the classification results of ResNet-34 using different values of common pattern weight ($\alpha$). When $\alpha = 0.2$ in Track-1 and 0.6 in Track-2, more noise-prone regions can be suppressed.

Table 3. Top-1 accuracy (%) of different Mixup methods using WideResNet-50 model.

| Mixup Method | Cross-track Validation | Public Test Set |
|--------------|------------------------|-----------------|
|              | Track1 | Track2 | Track1 | Track2 |
| Baseline     | 85.36  | 78.48  | -      | 68.39  |
| Mixstyle [32] | 58.71  | 63.99  | -      | -      |
| Mixup [23]   | 86.76  | 80.52  | -      | -      |
| CutMix [21]  | 88.02  | 77.31  | -      | -      |
| Ours         | **89.83** | **84.41** | 80.99  | **74.29** |

**Effect of training tricks.** We conduct experiments to investigate the effect of our training tricks on our method. As shown in Table 4 shows the performance of our method using different tricks, where all models are pretrained by MoCo-V2 [1] for the weight initialization. Through model ensembling, the proposed Decoupled-Mixup method reaches to the 85.76% in Track-1 and 79.92% in Track-2 in public test set.
Table 4. Top-1 accuracy (%) of our Decoupled-Mixup method using different tricks, where of the backbone is WideResNet-50.

| Method | Tricks | Cross-track Validation | Public Test Set |
|--------|--------|------------------------|-----------------|
|        |        | CL S-TR ME*             | Track1 Track2   |
| CD-Mixup | FD-Mixup | × | × | × | 87.79 81.60 | - - |
| × | ✓ | √ | × | × | 88.27 80.45 | - - |
| ✓ | ✓ | √ | √ | × | 89.97 84.74 | 82.13 74.16 |
| ✓ | ✓ | ✓ | ✓ | × | 90.07 85.21 | 82.63 76.10 |
| ✓ | ✓ | ✓ | ✓ | ✓ | 91.13 88.54 | 85.76 79.92 |

* ResNet-34, DenseNet-121 and WideResNet-50 models trained by the proposed Decoupled-Mixup method are ensembled to finish the prediction.

5 Conclusion

In this paper, we propose a novel method to train CNN models for OOD visual recognition. Our method proposes to decouples an image into discriminative and noise-prone regions, and suppresses noise-prone regions when combining image pairs for training. CD-Mixup and FD-Mixup are proposed to decouple each image into discriminative and noise-prone regions in context and texture domains, by exploiting saliency and textual information. By suppressing noise-prone regions in the image combination, our method effectively enforce the trained CNN model to emphasize discriminative image regions, which improves its generalization ability. Extensive experiments show the superior performance of the proposed method, which reaches to 4th/39 in the Track-2 of NICO Challenge in the final ranking.
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