Deep learning algorithms have the advantages of clear structure and high accuracy in image recognition. Accurate identification of pests and diseases in crops can improve the pertinence of pest control in farmland, which is beneficial to agricultural production. This paper proposes a DCNN-G model based on deep learning and fusion of Google data analysis, using this model to train 640 data samples, and then using 5000 test samples for testing, selecting 80% as the training set and 20% as the test set, and compare the accuracy of the model with the conventional recognition model. Research results show that after degrading a quality level 1 image using the degradation parameters above, 9 quality level images are obtained. Use YOLO’s improved network, YOLO-V4, to test and validate images after quality level classification. Images of different quality levels, especially images of adjacent levels, are subjectively observed by human eyes, and it is difficult to distinguish the quality of the images. Using the algorithm model proposed in this article, the recognition accuracy is 95%, which is much higher than the basic 84% of the DCNN model. The quality level classification of crop disease and insect pest images can provide important prior information for the understanding of crop disease and insect pest images and can also provide a scientific basis for testing the imaging capabilities of sensors and objectively evaluating the image quality of crop diseases and pests. The use of convolutional neural networks to realize the classification of crop pest and disease image quality not only expands the application field of deep learning but also provides a new method for crop pest and disease image quality assessment.

1. Introduction

The correct diagnosis and prevention of various crop diseases and insect pests can create a bumper harvest in agricultural production and thus meet the daily needs of the people. Deep learning technology has great advantages in image recognition, but the basic recognition algorithm requires a large number of parameters and requires a large sample database as a comparison library. For crop diseases and insect pests, deep learning technology needs a lot of optimization in sample training.

After the rise of artificial intelligence, deep learning technology has also been widely used in saliency detection. Han proposed SRNet; the model is composed of four parts of convolutional layer modules with different functions. The BN layer and residual network are effectively used, and channel selection is added to improve the accuracy of the model’s detection of steganographic algorithms [1]. Chen et al. proposed Zhu-Net, using 3&3 cores instead of traditional 5&5 cores, and optimizing the convolutional layer in the preprocessing layer to improve the detection accuracy of spatial steganography [2]. Chen et al. proposed that different spatial locations obtain saliency through competition and then obtain saliency regions through saliency map fusion and designed a winner-take-all activation network at the back end of the model to simulate the location of human visual dynamic updates [2]. Chui et al. proposed to control the two-way transfer of shallow and deep features to obtain accurate predictions. Using HED iteratively refines its output by using a reverse attention model [3]. Based on the parameter assumptions of the outdoor illumination map, Zhao and Liu use CNN to predict the sun position parameters,
atmospheric condition parameters, and camera parameters in the input image and then use the predicted parameters to synthesize the corresponding HDR environmental illumination map [4].

Zhao et al. add the residual items of local illumination on the basis of global illumination and restore the global illumination information and local illumination information through cascaded CNN through staged prediction and obtain more detailed illumination information [5]. Wu and An predict the pixel-level attention map through the context attention network and combine it with the U-Net network structure to detect the saliency area [6]. Zhai et al. proposed a saliency detection model BASNet based on boundary perception. This model integrates BCE, SSIM, and IoU three loss functions to guide the network to pay more attention to boundary quality, accurately segment saliency regions, and make the boundaries of saliency regions more clear [7]. Miao et al. use the skylight model to predict good outdoor lighting information with only a few parameters and realize the rerendering application of virtual object insertion [8]. Tao et al. use CNN to complete the prediction of outdoor HDR environmental lighting images. The method used can correctly estimate the illuminators in the scene, but the lack of illuminators in the scene can lead to incorrect predictions [9]. Although these methods have improved the standard of saliency detection, there is still much room for improvement in the quality of fine structure segments and the accuracy of the boundary. The illumination information predicted by the above method is very detailed but contains a large number of parameters. For this reason, this paper proposes a deep network model fused with Google data analysis.

Based on the existing objective quality evaluation and quality level classification of crop pests and diseases, this paper uses the classification function of deep learning to construct a deep convolutional neural network model for the classification of crop pest and disease image quality. The model realizes the classification of crop disease and insect pest images with multiple quality levels, which is more detailed and accurate than the comparison literature method. The images after the quality level classification are tested and verified by the improved network YOLO-V3 of YOLO (you only look once), and the detection accuracy is significantly improved.

2. Image Recognition of Deep Learning Convolutional Network

2.1. Three-Dimensional Image Recognition Technology. At present, a small number of studies have established projection models with different aspect ratios and sizes in advance and then use radar to sense the depth information of the surrounding environment of the object, select the projection model that best fits the current scene, and project the 3D objects close to itself to the wall of the model. In space rather than on a two-dimensional plane, the display distortion of three-dimensional objects is reduced [10]. However, this method can only roughly estimate the surrounding environ-
2.2. Image Quality Classification Model of Crop Diseases and Insect Pests. The classification of image quality levels belongs to the category of objective image quality evaluation and is a complicated scientific problem [23]. Automatic evaluation using NIIRS standards is mainly accomplished through the following quality equations:

\[ H_{jk} = \sum_{i=1}^{k} \sum_{j=1}^{i-1} G_{jk} (p_j s_h + p_h s_j) D_{jk}, \]

\[ D_{jk} = \frac{d_j - p_j}{d_j + p_j}, \]

\[ RER_{jk} = \int_{-\infty}^{\infty} \int_{0}^{\infty} (y-x) dF_h(x), \]

where \( D \) represents the coefficient of the equation; there are different assignment versions: RER (relative edge response) represents the relative edge response; \( G \) (Convolved Gain) represents the noise gain of the imaging system postprocessing; \( H \) (Edge Overshoot) represents the edge after the system postprocessing overshoot factor [24]. Since it is difficult for general researchers to obtain GSD-related parameters of crop disease and insect pest images, the calculation of RER also requires the image to have appropriate edge shape characteristics, and the calculation method of SNR is not unique. The image quality equation is used to quality crop disease and insect pest images. Hierarchical classification has great limitations:

\[ f(x) = \frac{1}{N h} \sum_{i=1}^{N} k \left( \frac{X_i - x}{h} \right), \]

\[ k(x) = \frac{1}{\sqrt{2\pi}} \exp \left( \frac{-x^2}{2} \right), \]

\[ h_i = \tanh \left( w_i x_i + u_i r_i h_{i-1} + b_i \right), \]

\[ h_i = z_i \Theta h_{i-1} + (1 - z_i) \Theta h_i. \]

There are relatively few research results on the use of deep learning to achieve image quality classification. From the perspective of blind image restoration, the literature divides close-up images into two simple types, clear and blurred, due to the lack of batch normalization (BN) layer, greatly reducing the generalization ability of the network:

\[ \sigma_i = \sqrt{\frac{1}{bn} \sum_{i=1}^{n} (F_{I_i} - \bar{F}_{I_i})^2}, \]

\[ u_{(ij)} = w_{ij} A_i, \]

\[ s_j = \sum_i c_{ij} u_{(ij)}. \]

From the perspective of quality evaluation, a multitask quality grade prediction DCNN method is proposed. This method uses NIIRS as the subjective quality label, constructs a quality grade classification and regression network, and realizes 10 quality grade classifications. The feature extraction network structure of this method is deep, and the calculation efficiency is too low for the problem of coarse quality level classification; due to the lack of random loss of connections, it is also prone to overfitting:

\[ \ln \left( \frac{F_{I_i}}{F_{I_i} - 1} \right) = \alpha + \beta \ln F_{I_i} - 1 + \nu_i + \varphi_i. \] (4)

At the same time, there are considerable errors and difficulties in the calculation of subjective quality labels. The image quality classification of crop diseases and insect pests is a qualitative study of images, which is a typical mathematical classification problem. The feedforward convolutional neural network structure based on supervised learning has a powerful classification function, which is very suitable for quality level classification using this type of network structure:

\[ c_{ij} = \frac{\phi_{ij}}{\sum_k \phi_{jk}}, \]

\[ r = \frac{\alpha}{1 - \beta}, \]

\[ \theta = -\frac{1}{\tau} \ln (1 + \beta), \]

\[ \tau = \frac{\ln (2)}{\theta}. \] (5)

2.3. Basic Convolutional Neural Network Structure for Image Quality Classification. Our goal is to train a classifier through DCNN to classify images of crop diseases and insect pests into different levels according to their quality. The classification network takes the image of crop diseases and insect pests as input and outputs a label value representing the quality level of the image. Therefore, the entire network is a frame from large to small, from coarse to fine. Since the quality of the image of crop diseases and insect pests is not necessarily related to the size of the image, the input image can be taken into a relatively fixed size. First, the input sample image is preprocessed by zero score standardization. The purpose is to adjust the pixel value distribution of crop pest images to a nearly normal distribution and improve the ability to activate network training. Secondly, in order to alleviate the overfitting problem and reduce additional connection parameters, multiple BN layers are added to the middle layer, and the global average pooling layer is replaced with a fully connected layer commonly used in classifiers. In order to maintain the detailed characteristics of the image from large to small, the maximum pooling (MaxPooling) method is used for data scale compression; in order to improve the convergence speed while avoiding the disappearance of the gradient, a linear correction is added after the convolution (convolution, Conv) layer.
unit ReLU function:

\[
\ln \left( \frac{FI_{it}}{FI_{it} - 1} \right) = \alpha + \beta \ln FI_{it} - 1 + \phi X_{it} - 1 + v_i + \tau_i,
\]

\[
k_{ij} = \sum_j \cos\left( u_i, w_j^2 \right),
\]

\[
\text{BCRM}_{jh} = \frac{\sum_{h=1}^{n_h} \sum_{t=1}^{n_t} |Y_{jt} - Y_{hr}|}{n_j n_h (u_i + u_h)},
\]

\[
\text{DCNN}_i = \sum_{j=1}^{k} \sum_{h=1}^{j-1} G_{jh} (p_j s_h + p_h s_j) D_{jh}(1 - D_{jh}).
\]

(6)

The above formula shows the DCNN architecture of quality classification, in which \( K \) is the number of BCRM, and BCRM is the abbreviation of BN layer, Conv layer, ReLU layer, and max-pooling layer. After conversion, it can be expressed by the following formula:

\[
G_{jj} = \frac{1/2 u_j \sum_{i=1}^{n_i} \sum_{r=1}^{n_r} |y_{ji} - y_{jr}|}{n_j^2},
\]

\[
G_w = \sum_{j=1}^{k} G_{wj} s_j,
\]

(7)

Convolution neural networks need to choose an appropriate loss function to transform the convolution parameter acquisition problem into an optimization problem. The label of data classification problem is often understood as a probability value, so its loss function is mainly set for this probability value. The most common loss function is the cross-entropy function, which has the advantage of faster weight update than the variance loss function. Assuming that \( X \) represents the input image and the network parameters to be trained, the DCNN quality classification network will be used as a probability index function for predicting the \( X \) quality index:

\[
d_{ji} = \int_0^\infty \int_0^\infty dF_h(y) \left( y - x \right) dF_j(y),
\]

\[
G = G_w + G_{nb} + G_t.
\]

(8)

In the formula, \( G \) is the number of samples in each batch, and the optimal classification level value of the segment quality level classification network is preset. Once it exceeds the preset level value, the convergence speed will be slow and the classification accuracy will be low.

2.4. Multistage Quality Classification. Multisegment hierarchical classification is to use a shallow convolutional neural network, through adjusting the label, similar to the shape of the pyramid, from coarse to fine layer by layer classification, can achieve fixed network depth, but not fixed number of levels of quality classification. Since any integer greater than 1 can be regarded as a linear combination of positive integers less than 1, any level of quality classification can be achieved by using a 2-level, 3-level, and 4-level quality classification network with less feature extraction layer. During the training process, the input for each segment of the network is the original training data and only a simple classification network is used to achieve the classification. In the process of testing, we need to use the judgment method to select the appropriate network structure path to achieve classification, but the judgment method is a convolutional network. The advantage of multistage network structure quality level classification is that the classification level can be set freely, the network structure is fixed, and the classification is realized layer by layer through internal circulation, so the training process is relatively simple.

The generalized camera internal parameters include the camera internal parameter matrix and the camera distortion parameters, which reflect the internal optical structure of the camera and are related to the characteristics of the camera itself. They are mainly responsible for the mapping process from the camera coordinate system to the pixel coordinate system. They are the mapping process from three-dimensional to two-dimensional, and also the conversion process from the physical length unit to the pixel length unit. The transformation of internal parameters of insect camera is as follows:

\[
G = \frac{\sum_{j=1}^{k} \sum_{h=1}^{j-1} \sum_{r=1}^{n_r} |y_{ji} - y_{hr}|}{2n^2u},
\]

(9)

where the subscript \( g \) is the camera coordinate system, \( K \) is the distortion parameter of the insect camera, and \( H \) is the coordinate point in the pixel coordinate system, which is generally half of the image length and width. Based on the above conversion principle, with the help of camera calibration chessboard, the internal parameter, external parameter matrix, and distortion parameters of four insect cameras are calibrated, respectively. The mapping projection model establishes a virtual object surrounding the environment, and the points on it are taken as the points in the world coordinate system. Through the above mapping relationship, the corresponding pixel coordinates (i.e., the points in the four images) are obtained, and the RGB information of the corresponding image points is rendered on the projection model to complete the synthesis of the basic three-dimensional panoramic image. Using this kind of projection model, the road surface can be projected to the model ground and the three-dimensional objects such as crops can be projected to the model wall in most cases, so as to ensure the correct projection relationship of the objects and avoid distortion.

It is difficult to optimize these two kinds of distortions at the same time simply by changing the size of the projection model. When the projection model is enlarged, the line bending distortion can be alleviated, but more crops, pedestrians, and other three-dimensional objects will fall into the ground area of the projection model, thus aggravating the object
stretches distortion; on the contrary, although reducing the projection model can ensure the accuracy of most three-dimensional objects projected on the wall, it cannot guarantee the straightness of the ground line. And in the process of dynamic adjustment of the model, the display screen is prone to jump, which affects the display effect.

3. Image Recognition Design of Crop Diseases and Insect Pests

3.1. Objects. In this paper, a DCNN-G model based on deep learning and Google data analysis is proposed. 640 data samples are trained by this model, and then, 5000 test samples are tested. The accuracy of this model is compared with the conventional recognition model. The 5000 images are cut into 256 pixel × 256 pixel images, and 80% of the training set and 20% of the data are selected as the test set. After one image of quality level 1 is degraded by using the above degradation parameters, nine quality level images are obtained. The images classified by quality level are tested by using the improved network YOLO-V4 of YOLO (you only look once).

3.2. Steps. A high-performance computing platform (TSMC server) and nvidia card are used for model training. The training parameters were set as batch size of 32, learning rate of 0.001, and turn of 1500. Use Adam network optimizer to update the weight parameters. The model training needs about 23,400 s, and the image preprocessing uses the MATLAB r2018b platform and Python 3.7. The classification results of SMCNL, EFFL, MEMA-I, and MEMA-T in the test data set containing 640 data samples are compared. It is difficult to distinguish the quality of images with different quality levels, especially those with adjacent levels, by subjective observation with human eyes. The results show that both one segment and multiple segments can achieve a 10-grade image quality classification of crop diseases and pests. For the three models designed by the one-stage quality classification method, accuracy, recall, and precision of n-type are significantly improved compared with S-type, and the evaluation index of n-type is basically unchanged compared with C-type. The Gaussian blur and Gaussian noise of different scales added to the original data are artificially degraded, and they are marked as 2-10 levels, respectively, with a total of 5000 images. The 5000 images are then cut into 256 pixel × 256 pixel images, and 80% of the training set and 20% of the data are selected as the test set.

1. Image preprocessing

Color normalization in the process of staining and scanning of aortic wall tissue samples, due to the different laboratory conditions of staining, parameter settings of a digital scanner, and illumination, the color differences of digital pest images are often caused. Color normalization can not only ensure the color consistency of the image but also preserve the biological information in the pest image, so as to improve the classification performance of the model. A normalization method based on staining separation is used to reduce the color difference of histopathological images, and the structure information in the images is saved as much as possible by generating the staining density map.

2. 3D panorama of crop enhanced image

The adaptive projection model method is easy to take one thing into account and lose the other when solving the distortion problem. In view of the problem of display distortion and the shortage of current solutions, this paper proposes
an enhanced 3D panoramic image synthesis method. With the help of the YOLO detection network and the coordinate dimension elevation inverse mapping method proposed in this paper, the 3D objects around the agricultural objects are represented in the way of virtual synthesis without dynamically changing the projection model. This paper will focus on how to detect the object of interest and estimate its accurate world space position through the image. The steps are as follows: firstly, the original image captured by four cameras is taken as the input of the object detection network, and all the interested objects are identified and selected; secondly, the object’s position in the world coordinate system is estimated by using the object’s pixel coordinates through the coordinate dimension ascending inverse mapping method proposed in this paper; and then, after a series of data processing for the estimated position, the accurate object is obtained. Finally, the general model of crops and pedestrians built in advance is placed and rendered on the estimated position, which will overlay and display the three-dimensional objects that are wrongly mapped on the ground. This method can reduce the line bending distortion as much as possible while solving the object stretching distortion and make the display more natural while providing accurate object position information.

### Table 1: The GoogLeNet model achieved classification performance comparable.

| Item      | Training set | Validation set | Test set | SMCNL | EFFL | MEMA-I |
|-----------|--------------|----------------|----------|--------|------|--------|
| Bold text | 0.12         | 0.15           | 1.59     | 1.75   | 0.95 | 1.65   |
| Goo       | 1.8          | 1.63           | 2.17     | 1.8    | 1.22 | 3.43   |
| Ent       | 2.35         | 4.56           | 3.15     | 2.51   | 2.17 | 2.2    |
| Aug       | 3.24         | 2.48           | 3.05     | 5.82   | 1.57 | 5.84   |
| Tran      | 3.02         | 2.51           | 2.91     | 1.12   | 3.91 | 4.84   |
| L2        | 5.73         | 6.71           | 4.4      | 6.08   | 5.81 | 5.96   |

### Figure 2: The proportion of the loss value of easily classified samples.

![Figure 2: The proportion of the loss value of easily classified samples.](image)

### Table 2: GoogLeNet model improves training efficiency.

| Item      | Bold text | Goo | Ent | Aug | Tran | L2 |
|-----------|-----------|-----|-----|-----|------|----|
| Training set | 3.6       | 2.97 | 2.94 | 1.58 | 3.08 | 3.6|
| Validation set | 4.11      | 2.35 | 4.14 | 4.28 | 4.39 | 2.42|
| Test set | 4.3       | 5.79 | 4.73 | 5.93 | 5.13 | 3.57|
| SMCNL | 3.16      | 1.09 | 1.95 | 4.88 | 4.83 | 2.96|
| EFFL | 4.36      | 4.07 | 5.2  | 2.32 | 3.9  | 1.79|
| MEMA-I | 1.25      | 6.02 | 4.69 | 2.42 | 1.81 | 2.28|

### 4. Image Recognition and Analysis of Crop Diseases and Pests Based on Deep Learning

#### 4.1. Improvement of Data Imbalance by Deep Learning

As shown in Figure 1, it is found that the four evaluation indexes of MEMA-T classification have been effectively improved, which indicates that data enhancement helps to improve the classification performance of pest images with data imbalance. L2 regularization is used to eliminate the overfitting phenomenon in the training process. This paper uses focal loss instead of cross-entropy loss function to solve the problem of data imbalance. To assess the effectiveness of...
the different methods in the model, we used the mean classification accuracy of the four types of lesions, the training set, the validation set, and the test set, as metrics.

The simplified GoogLeNet model achieves the same classification performance as the original model, as shown in Table 1. Among them, bold text, Goo, Ent, Aug, Tran, L2, and FOC represent the best performance, respectively. The simplified GoogLeNet model has cross-entropy loss function, data enhancement, transfer learning, L2 regularization, and focal loss function. Both data enhancement and transfer learning can improve the classification performance of the model, and the combination of the two methods can obtain higher classification accuracy than using them alone. The use of L2 regularization can restrain overfitting to a certain extent and enhance the stability of model fitting function.

As shown in Figure 2, focal loss can further improve the multiclassification performance by reducing the proportion of loss values of easy to classify samples and forcing training for difficult to classify samples. In the pathological data of this paper, MEMA-I and MEMA-T are two similar types of lesions, which are difficult to distinguish. Compared with the original GoogLeNet model, the classification accuracy
Figure 4: Projection model used for basic 3D panoramic image.

Table 5: The parameter combination is set according to the results of previous work.

| Item            | Test set | SMCNL | EFFL | MEMA-I | MEMA-T | Political |
|-----------------|----------|-------|------|--------|--------|-----------|
| Three-dimensional | 3.61     | 2.09  | 3.44 | 1.5    | 3.36   | 3.92      |
| Distortion      | 5.72     | 1.23  | 4.04 | 6.86   | 3.94   | 3.79      |
| Ground          | 1.45     | 4.25  | 6.02 | 3.53   | 4.98   | 6.75      |
| Wall            | 1.87     | 2.54  | 4.12 | 6.62   | 4.31   | 4.7       |
| Projection model | 1.68     | 2.89  | 3.85 | 5.0    | 1.62   | 5.55      |
| Degenerate      | 2.7      | 1.83  | 6.5  | 5.12   | 5.01   | 3.05      |

Figure 5: Test data set of data samples.
Figure 6: GoogleNet is better than the comparison model.

Table 6: Residual learning to improve the classification performance of the model.

| Item    | ResNet | MnasNet | SMCNL  | EFFL   | MEMA-I | MEMA-T |
|---------|--------|---------|--------|--------|--------|--------|
| SMCNL   | 2.51   | 3.17    | 2.99   | 2.77   | 2.78   | 3.12   |
| EFFL    | 4.11   | 2.86    | 5.79   | 3.48   | 5.47   | 2.53   |
| MEMA-I  | 2.44   | 3.83    | 5.01   | 4.9    | 5.73   | 5.32   |
| MEMA-T  | 4.3    | 3.91    | 3.3    | 3.24   | 4.5    | 2.34   |
| VGG16   | 1.32   | 4.15    | 1.73   | 5.08   | 1.47   | 1.88   |
| AlexNet | 5.38   | 1.65    | 1.72   | 2.77   | 2.22   | 6.43   |

Figure 7: Classic deep learning methods for target detection.
of simplified GoogLeNet for MEMA-I and MEMA-T is improved by about 4%.

As shown in Table 2, the simplified GoogLeNet model is used to improve the training efficiency, and the data enhancement, migration learning, and L2 regularization are effectively used to further improve the network performance. Focal loss is used to solve the problem of image data imbalances in mesomorph diseases and pests. The experimental results show that the simplified GoogLeNet model is superior to the commonly used deep learning model in MD classification performance. This study provides a new idea for deep learning technology to classify noninflammatory aortic media lesions based on pest images. In the future work, we will get more and more kinds of pest images to further improve the generalization ability of the model.

The Gaussian blur and Gaussian noise of different scales added to the original data are artificially degraded, which are, respectively, marked as 2-10 levels, with a total of 5000 pieces. The artificial degradation parameters are shown in Figure 3. The 5000 images are then cut into 256 pixel × 256 pixel images, and 80% of the training set and 20% of the data are selected as the test set. After one image of quality level 1 is degraded by using the above degradation parameters, nine quality level images are obtained. It is difficult to distinguish the quality of images with different quality levels, especially the images with adjacent levels, by subjective observation with human eyes. Using the algorithm model proposed in this paper, the recognition accuracy is 95%, which is much higher than 84% of the basic DCNN model.

Because the imaging parameters of the above images cannot be obtained, the NIIRS quality equation cannot be used for classification. The image information entropy is used as the standard for classification and evaluation. It is also difficult to distinguish the quality level of 30 images selected from the test set with the quality level labels of 1, 5, and 10 through the value of information entropy and curve, as shown in Table 3.

In the DCNN architecture of quality classification, there are three kinds of network models. The first one is called normal type (referred to as n-type). There are three BCRM layers in the middle of the network; the second one is called simple type (referred to as S-type). Compared with n-type, there is only one BCRM layer in the middle of the network. The third type is called complex type (C-type for short). Compared with n-type, there are five BCRM layers in the middle of the network. For the multistage quality classification, the 2-fork structure is adopted in all layers, and the n-type network structure is adopted in all layers. The input image size of crop diseases and insect pests is 256 × 256, the number of iterations is set to 200, and the network parameters are shown in Table 4.

### 4.2. Image Recognition Effect Analysis of Training DCNN-G

As shown in Figure 4, because the projection model used in the basic three-dimensional panoramic image is established in advance according to experience, it is impossible to adapt to all scenes, so when the real three-dimensional environment of the crop does not match the projection model created by the simulation, the display will be distorted.

As shown in Table 5, the best training effect can be obtained by manually adjusting the parameters of L2 regularization ($\lambda = 0.001$). Two key parameters involved in focal loss are $\alpha = 0.25$ and $\gamma = 2$. The parameter combination is set according to the results of previous work to ensure the best classification performance of the model.

As shown in Figure 5, the classification results of SMCNL, EFFL, MEMA-I, and MEMA-T in the test data set contain 640 data samples, in which the bold text represents the best result. Two samples of SMCNL and EFFL were misclassified into other types. The model has good recognition and resolution ability for SMCNL and EFFL. Compared with SMCNL and EFFL, MEMA-I and MEMA-T have more misclassification samples, especially about 16% of them are identified as MEMA-I. The reason is that the two types of lesions show similar pathological features. In addition, due to the serious imbalance of data, MEMA-T data samples are less, resulting in poor classification results.

As shown in Figure 6, all models adopt the same data enhancement, migration learning, L2 regularization, and focal loss. Through observation, it is found that the improved GoogLeNet is better than the comparison model in MD classification performance. EFFL got the best results among all the classification indexes. MEMA-I achieves the best results in accuracy, accuracy, and $F$ value. SMCNL has the highest accuracy and precision. Due to the imbalance of data and the small number of MEMA-T samples in the test data set, the MEMA-T classification results are inadequate.

As shown in Table 6, the ResNet model also performs well. It has an 18 layer network structure, which is close to the network depth of the GoogLeNet model used in this paper. In addition, it introduces residual learning to improve the classification performance of the model. However, due to the large difference of lesion size among different lesion types of MD, GoogLeNet introduces convolution kernels of different sizes, which can better extract the context information of MD, so its performance is better than ResNet. Compared with other networks, the performance of AlexNet is poor. The main reason is that AlexNet is a shallow network with an eight-layer network structure, which reduces the accuracy of MD classification tasks due to its limited ability to capture

### Table 7: Method is limited to certain types of resolution data.

| Item       | ResNet | MnasNet | Deep learning | Remote sensing | Crop | Pests and diseases |
|------------|--------|---------|---------------|----------------|------|-------------------|
| SMCNL      | 0.32   | 1.18    | 1.35          | 0.84           | 0.45 | 0.94              |
| EFFL       | 2.03   | 2.51    | 3.17          | 2.99           | 2.77 | 2.78              |
| MEMA-I     | 2.61   | 4.11    | 2.86          | 5.79           | 3.48 | 5.47              |
| MEMA-T     | 3.85   | 2.44    | 3.83          | 5.01           | 4.9  | 5.73              |
| VGG16      | 1.05   | 4.3     | 3.91          | 3.3            | 3.24 | 4.5               |
| AlexNet    | 4.93   | 1.32    | 4.15          | 1.73           | 5.08 | 1.47              |
image features of diseases and pests. The comparison results show that the improved GoogLeNet model can recognize specific histopathological changes from the images of diseases and insect pests and help to improve the automatic classification of four types of MD lesions. The results show that the classification results of MEMA-T are poor, mainly due to the small number of samples and serious data imbalance.

4.3. Use YOLO-V4 to Test and Analyze the Model after Training. As shown in Figure 7, the model tested by YOLO-V4 can not only realize the classification of fixed number of grades but also realize the classification of non-fixed number of grades, and the classification results are more detailed and accurate. After the preprocessing of quality level classification, the classical deep learning method is used for target detection, and the detection accuracy is significantly improved, which can effectively solve the problem of imbalanced data quality in the training set. A convolution neural network is used to classify the image quality of crop diseases and insect pests, which not only expands the

---

**Table 8: Training and detection of crop disease and insect pest image data.**

| Item       | BCRM | MnasNet | Deep learning | Remote sensing | Image quality | Pests and diseases |
|------------|------|---------|---------------|----------------|---------------|-------------------|
| Accuracy   | 0.32 | 1.18    | 1.35          | 0.84           | 0.45          | 0.94              |
| Recall     | 2.03 | 2.51    | 3.17          | 2.99           | 2.77          | 2.78              |
| Precision  | 2.61 | 4.11    | 2.86          | 5.79           | 3.48          | 5.47              |
| MEMA-T     | 3.85 | 2.44    | 3.83          | 5.01           | 4.9           | 5.73              |
| VGG16      | 1.05 | 4.3     | 3.91          | 3.3            | 3.24          | 4.5               |
| AlexNet    | 4.93 | 1.32    | 4.15          | 1.73           | 5.08          | 1.47              |

---

**Table 9: The average value of mAP detected by 3 types of different data targets.**

| Item         | Epoch | YOLO-V3 | Precision | MEMA-T | VGG16 | AlexNet |
|--------------|-------|---------|-----------|--------|-------|---------|
| YOLO-V4      | 0.03  | 1.82    | 0.28      | 0      | 1.09  | 1.89    |
| OpenGL       | 3.76  | 2       | 1.94      | 3.9    | 1.05  | 1.1     |
| Deep learning| 3.46  | 3.64    | 2.68      | 3.22   | 5.24  | 3.15    |
| Remote sensing| 5.44 | 3.26    | 3.94      | 4.01   | 3.1   | 5.82    |
| OpenCV       | 2.16  | 2.35    | 4.16      | 1.65   | 3.18  | 3.82    |
| OpenGL       | 5.89  | 6.34    | 2.22      | 6.89   | 2.57  | 6.38    |
| SMCNL        | 1.01  | 3.3     | 3         | 6.43   | 6.87  | 1.62    |
application field of deep learning but also provides a new method for image quality evaluation of crop diseases and insect pests.

As shown in Table 7, many image processing methods of crop diseases and insect pests are based on the same image quality level, such as crop disease and insect pest image registration, landmark detection, and target recognition; generally, different data sources, different spatial resolution, and different spectral resolution data are distinguished, and different technical means are used for processing, and even some methods are used. The method is limited to some kind of resolution data. Another example is image restoration; many methods are known that the image is degraded under the premise of restoration processing. This makes people have to design different methods or adjust the corresponding parameters for different quality levels of images in order to obtain the corresponding processing effect, which is obviously inconsistent with the technical requirements of the fully automated intelligent era. The quality classification of crop disease and insect pest images can not only provide important prior information for understanding crop disease and insect pest images but also provide scientific basis for testing the imaging ability of sensors and objectively evaluating the image quality of crop diseases and insect pests.

As shown in Figure 8, both one segment and multisegment can well achieve 10 levels of image quality classification.
of crop diseases and insect pests. For the three models of one-stage quality classification, accuracy, recall, and precision of n-type are significantly improved compared with S-type, and the evaluation indexes of n-type are basically unchanged compared with C-type, which indicates that BCRM has an impact on the results, and it also means that n-type can fully meet the application requirements for 10 quality classification. For the multistage quality level classification, it also achieves the effect of one-stage classification and does not need to estimate the number of BCRM. Each stage adopts the n-type classification structure of 10 quality levels, which can fully ensure the accuracy of two quality levels in each stage and further reduce the error accumulation. However, the training time and detection time are relatively long, which is the reason, that closely related to the number of parameters and the complexity of intermediate computation.

The original 610 image data of agricultural crop diseases and pests are directly trained and detected, as shown in Table 8. Quality classification refers to training and testing according to different quality classes. That is, the training set and the test set belong to the same quality class. The number ratio of the training set data and test set data is 4:1, and the test set data is not in the training set. Because the similar quality level has little influence on the target detection, the images of crop diseases and insect pests of levels 1-4, levels 5-8, and levels 9-10 are classified into the same quality class in the experiment, and the final map value is the average value of map of these three types of different data target detection, and the results are shown in Table 9.

As shown in Figure 9, the display effect in the same perspective and scene is compared when the method is used and not used. It shows the display effect of the basic three-dimensional panoramic image system. When the pests and diseases are in the ground area of the projection model, the system will cause projection distortion to these objects, so that the workers can not accurately obtain the position information of the objects around the objects, or even can not see the objects clearly. Using the enhanced three-dimensional panoramic image synthesis method in this paper, the images of diseases and pests are clearly presented in the scene through the three-dimensional model, which can greatly facilitate workers to observe.

As shown in Figure 10, compared with the existing solutions, this method does not need to reduce the projection model to make the three-dimensional object display correctly, so it can maximize the ground part of the model, so it can better weaken the line bending distortion, that is, to maintain the flatness of the road as far as possible.

As shown in Figure 11, (a) shows the display effect of this method. The projection model size is set to 3000 mm, and the light is basically straight by observing the vertical line. However, the existing solution (adaptive model method) can only make 3D objects mapped on the wall by reducing the projection model, as shown in (b). At this time, the size of the projection model is 700 mm; although the lateral pests are well displayed, the image obviously causes great bending to the road.

5. Conclusions

This paper first introduces the basic three-dimensional panoramic image synthesis algorithm and analyzes the causes of its display distortion, then proposes the enhanced three-dimensional panoramic image synthesis method, and finally verifies the performance indicators of this method through experiments. Based on the existing algorithms of 3D panoramic image synthesis of pests and diseases, this paper proposes an enhanced 3D panoramic image synthesis method of pests and diseases based on coordinate ascending inverse mapping, which is used to solve the display distortion problem of 3D objects in the original system. Firstly, the position of the object of interest in each image is detected by using the YOLO-V4 network, and then, the inverse mapping method of coordinate elevation from the pixel coordinate system to
the world coordinate system is derived by using the insect camera calibration parameters combined with the supplementary conditions, so as to preliminarily estimate the position of the object of interest in the world coordinate system. Then, by merging and filtering the estimated positions, you get the final estimated position, place the preset model in the corresponding position, and render it to complete the highlighting. Compared with the existing solutions, this method has many advantages, such as low cost, less computation, and good display effect. At the same time, the generation speed meets the real-time requirements, and the position estimation also meets the accuracy requirements. It can further improve the display quality and use value of panoramic images of diseases and pests. In the future, the experiment can be extended to real pests to test the display performance of the system on real roads.

Due to the need to display the surrounding conditions of diseases and pests in real time in the process of field work, it is required that the screen should not appear the phenomenon of jam, so it puts forward high requirements for the real-time performance of the image generation method in this paper, so the real-time performance of this method will be verified first. Then, the accuracy of object detection and position estimation in this method is quantitatively tested. The scene generation is divided into two parts: using OpenCV to generate the ground part and using OpenGL to render the scene part. When OpenCV is used to generate the ground part by point, the LUT look-up table method is used in the former. The calculation of the mapping relationship is completed and saved when the program is initialized, and only look-up table is needed in real-time rendering, thus reducing the processing time of a single frame.

Compared with the existing solutions, this method has many advantages, which can intuitively and prominently display the position of other crops and pedestrians around the object. When the object of interest is displayed, it will not cause projection distortion to other scenes, and the overall view is comfortable. In addition, this model does not need other depth sensors. Because a fixed projection model can be used, LUT can be used to ensure real-time performance. The algorithm in this paper can keep the straightness of the ground lines to the maximum in the display. In conclusion, this method has a high application value.
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