Quantum Spin Liquid Phase in the Shastry–Sutherland Model Detected by an Improved Level Spectroscopic Method
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We study the spin-1/2 two-dimensional Shastry–Sutherland spin model by exact diagonalization of clusters with periodic boundary conditions, developing an improved level spectroscopic technique using energy gaps between states with different quantum numbers. The crossing points of some of the relative (composite) gaps have much weaker finite-size drifts than the normally used gaps defined only with respect to the ground state, thus allowing precise determination of quantum critical points even with small clusters. Our results support the picture of a spin liquid phase intervening between the well-known plaquette-singlet and antiferromagnetic ground states, with phase boundaries in almost perfect agreement with a recent density matrix renormalization group study, where much larger cylindrical lattices were used [J. Yang et al., Phys. Rev. B 105, L060409 (2022)]. The method of using composite low-energy gaps to reduce scaling corrections has potentially broad applications in numerical studies of quantum critical phenomena.
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Quantum spin liquids (QSLs) [1] are some of the most intriguing phases of two-dimensional (2D) quantum matter, yet they have been experimentally elusive. The kagome Heisenberg antiferromagnet and the Kitaev honeycomb model are among the most well studied examples. The former hosts a QSL ground state whose nature was debated for years [2] but now is largely settled as a gapless variant [3, 4]. The latter has exactly solvable gapped and gapless QSL phases [5]. Both models have attracted enormous attention because of their possible experimental realizations in layered quantum magnets [6–8]. Recent experiments support gapless QSLs in both kagome [9, 10] and honeycomb systems [11, 12]. Here it should be noted that various defects and disorder can drastically influence gapless excitations and drive quantum magnets to randomness-dominated quantum states completely different from the conjectured pristine gapless QSLs [13–15]. Experimentally, it is often difficult to distinguish between these states, as exemplified by contradictory studies of triangular-lattice systems [16–18].

Another prominent quasi-2D frustrated quantum magnet is SrCu$_2$(BO$_3$)$_2$ (SCBO) [19–26], whose in-plane copper magnetic exchange and super-exchange integrals realize the inter-dimer ($J$) and intra-dimer ($J'$) interactions of the spin-1/2 Shastry–Sutherland model (SSM) [27] as illustrated in Fig. 1(a). Under increasing hydrostatic pressure, the ratio $g \equiv J/J'$ increases, and the material undergoes transitions among the three well established ground state phases of the SSM, i.e., the dimer singlet (DS) phase, a plaquette-singlet solid (PSS) phase, and an antiferromagnetic (AFM) phase [19–26].

![Fig. 1. Illustration of the spin-1/2 models studied here. (a) The SSM, with blue and red lines indicating the Heisenberg AFM interactions $J$ and $J'$, respectively. (b) Heisenberg spin chain with long-range interactions, with all couplings of one spin (top of the ring) to all the other spins marked according to the type of coupling. The blue solid and dashed lines mark unfurusted AFM (odd distances) and ferromagnetic (even distances) couplings, respectively, and the red lines show the frustrated AFM $J_2$ interactions.](image)

Until recently, SCBO was not widely considered as a candidate for a QSL phase; instead the putative deconfined quantum critical point (DQCP) separating the PSS and AFM phases was the focus of theoreti-
eral studies of the SSM\cite{28} and other models with PSS and AFM phases.\cite{29,30} However, a recent density matrix renormalization group (DMRG) study detected a gapless QSL state intervening between the PSS and AFM phases of the SSM\cite{31} within a narrow range of couplings, approximately \( g \in (0.79, 0.82) \). Subsequently, an intervening phase with similar boundaries was also indicated by a functional renormalization-group calculation.\cite{32} If these results are correct, they open the interesting possibility of a QSL phase also between the PSS and AFM phases in SCBO, somewhere in the pressure range 2.6 to 3.2 GPa, where experiments so far\cite{25,26} have not detected any conventional phase transitions or long-range order. This prospect of realizing a gapless QSL is especially important considering that SCBO can be synthesized with very low concentration of impurities, thus, it is free of the complicating disorder effects mentioned above.

The aim of the present work is to further corroborate the QSL phase argued in Ref.\cite{31}, where excited-state gaps computed with the DMRG method were analyzed. Gap crossings associated with quantum phase transitions were identified, similar to the previously studied \( J_1-J_2 \) square-lattice Heisenberg model\cite{33} (where several other works also agree on the existence of a QSL in roughly the same coupling range\cite{34–38}). Crossing points flowing with increasing system size to two different points were found, \( g_{c1} \approx 0.79 \) and \( g_{c2} \approx 0.82 \), and these were associated with transitions out of the PSS phase and into the AFM phase, respectively. The gaps and correlation functions in the window \([g_{c1}, g_{c2}]\) supported a gapless QSL phase between the PSS and AFM phases.

Here we develop an improved level-spectroscopy method, using combinations of excitation energies beyond the gaps with respect to the ground state. By judicial choices of quantum numbers and identification of composite and elementary excitations on fully periodic lattices, spectral gap combinations can be defined whose crossing points exhibit only very weak dependence on the lattice size. Even with the small clusters accessible with exact diagonalization, we can confirm crossing points in excellent agreement with those extrapolated from the conventional gap crossings in much larger systems with cylindrical boundary conditions.\cite{31} To further demonstrate the improved gap crossing method, we also consider a spin chain with long-range interactions, as illustrated in Fig. 1(b), which has a similar ground-state phase structure as a function of an exponent controlling the long-range couplings.

We also study the relevant order parameters of both models. The results further demonstrate the utility of the level crossing method to detect quantum phase transitions when the system sizes are too small to reliably extrapolate the order parameters to the thermodynamic limit.

**Exact Diagonalization and Level Crossings.** Exact diagonalization of the Hamiltonian is the most versatile numerical method for quantum lattice models, however strongly limited to small lattice sizes owing to the prohibitive exponential growth of the Hilbert space. Proper selection of cluster sizes and shapes, and thorough examination of their lattice symmetries (conserved quantum numbers for block-diagonalization), are the two most important steps for fully utilizing the power of the method.\cite{39–43}

The quantum numbers are also important for understanding and exploiting excitations, which are useful not only in their own right but also for detecting phase transitions of the ground state. The underlying assumption of the level spectroscopic method we will use here is that a change in the ground state at a quantum phase transition is also accompanied by a change in the elementary excitations, which can be reflected in a re-arrangement of energy levels with different quantum numbers. If that is the case, there will be real level crossings of excited states even when ground state transition takes place through an avoided level crossing (i.e., with the quantum numbers of the ground state on a finite cluster not changing versus the control parameter).

The level crossing method is very well known in the context of 1D models, especially the frustrated \( J_1-J_2 \) Heisenberg chain where this approach originated.\cite{44,45} The power of the method in this case lies in the fact that the crossing point between the lowest singlet and triplet excitations versus \( J_2/J_1 \) converges very rapidly to the critical point with increasing chain length \( N \), with shifts proportional to \( N^{-2} \). Subleading corrections are small, and the transition point can be obtained to precision \( 10^{-6} \)\cite{45} or even better\cite{43} even with chain lengths only up to \( N = 32 \), easily accessible with exact diagonalization. In other cases, e.g., the chain with long-range interactions that we will also consider here, the subleading corrections are more substantial but still reliable results can be obtained with relatively small chains.\cite{46}

More recently, the level-crossing approach has also been applied to 2D systems, in combination with a variety of methods for computing the relevant excited states, e.g., quantum Monte Carlo,\cite{47} DMRG,\cite{33} and sophisticated variational wave functions.\cite{36,37} In the previous application to the SSM,\cite{31} the DMRG method was used to generate excited states in several symmetry sectors on cylindrical lattices (i.e., with open boundaries in one lattice direction and periodic boundaries in the other direction). With fully periodic lattices, results converged to the degree necessary for reliable level-crossing studies are difficult to
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obtain with the DMRG method for system sizes much beyond those for which exact diagonalization (with, e.g., the Lanczos method) can be used. Periodic lattices are preferable, because of their higher symmetry, thus allowing access to additional quantum numbers beyond those used with the DMRG method. Here we will show that even very small periodic lattices already contain the spectral information pertaining to the ground state transitions of the SSM, but suitable gaps and combinations of gaps have to be identified.

We use the Lanczos method for periodic clusters with $N = 16, 20, 24, 28, 32, 36$; see Fig. 2. The $N = 40$ system is beyond the reach of the Lanczos method within our computational resources, but some of its low-energy states can be completely converged by the implementation of the DMRG method described in Ref. [31]. For larger fully periodic clusters, convergence of excited states to the degree we demand here also becomes too challenging for DMRG (in contrast to the much larger cylindrical lattices studied previously$^{[28,31]}$).

The specific Heisenberg chain with long-range interactions, which we also study as a benchmark case, is defined by

$$H = \sum_{i=1}^{N} \sum_{r=1}^{N/2} J_r S_i \cdot S_{i+r}, \quad (2)$$

where the distance dependent couplings are given by$^{[46]}$

$$J_2 = g, \quad J_{r \neq 2} = \left(\frac{-1}{r^\alpha}\right)^{1/2} \left(1 + \sum_{r'=3}^{N/2} \frac{1}{r'^\alpha}\right)^{-1}, \quad (3)$$

with adjustable parameters $\alpha$ and $g$ and the normalization of $J_{r \neq 2}$ chosen such that the sum of all non-frustrated ($r \neq 2$) interactions $|J_r|$ equals 1. This model has been studied in previous works using the conventional level-crossing approach with energies computed with the Lanczos method for $N$ up to 32$^{[43]}$ as well as with DMRG (in this case with fully periodic boundary conditions) with $N$ up to 48.$^{[33]}$

The existence of a gapless QSL in this 1D model is not controversial, as even the Heisenberg chain with only nearest-neighbor interactions has a disordered ground state with algebraically decaying correlations. With the long-range un-frustrated interactions, long-range AFM order stabilizes when $\alpha$ is below a critical value close to 2, with the exact value depending on short-distance details of $H$. The third phase in this case is the same frustration-driven two-fold degenerate dimerized phase as in the $J_1$-$J_2$ chain. The QSL can be expected on general grounds for some range of the model parameters to be located between the AFM and dimer phases, and this was confirmed in Refs. [33,46]. Here we will show that the improved level crossing method that we developed for the SSM produces better results for the chain Hamiltonian Eq. (2) as well. The behavior of various gap crossing points, as the

Fig. 2. The seven clusters studied in this work. For each system size $N$, a cut-out from the infinite lattice is indicated and periodic boundary conditions are applied to these finite clusters. The clusters are arranged according to their different symmetries and the sizes $N$ are (a) 16, (b) 36, (c) 32, (d) 20, (e) 40, (f) 24, and (g) 28, with the sites included in each cluster marked by the black circles. The lattice symmetries are illustrated as follows: Gliding reflection operators $G_x$ and $G_y$ in (a) and (b), defined in Eq. (5), involve reflection with respect to the blue lines; analogous operations $G'_x$ and $G'_y$ are defined for the cluster in (c). Mirror reflections $\sigma_1$ and $\sigma_2$ are defined with respect to the red lines in (a)-(c). Rotation $R_\phi$ by an angle $\phi$ is defined with respect to the center of an empty or filled plaquette as indicated by the green semi-circles in (c)-(g).

The SSM Hamiltonian is

$$H = J \sum_{\langle ij \rangle} S_i \cdot S_j + J' \sum_{\langle ij \rangle'} S_i \cdot S_j, \quad (1)$$

where $S_i$ are $S = 1/2$ operators, $\langle ij \rangle$ in the $J$ sum rep-
system transitions from dimerized to QSL and then to AFM, are very similar to those observed in the SSM.

Symmetries of the SSM. The lattice symmetries exploited here are illustrated in Fig. 2 for all the SSM clusters used in our study. These symmetries are used to block diagonalize the Hamiltonian along with the conserved magnetization $S^z$ and the spin-inversion symmetry $Z$ (the latter only for $S^z = 0$ states). We do not use the total spin $S$ for block diagonalization, because of the complicated basis vectors in this case, but we compute $S$ of the eigenstates after the diagonalization procedure.

We first discuss the point-group symmetries of the standard $4 \times 4$ ($N = 16$) and $6 \times 6$ ($N = 36$) clusters; see Figs. 2(a) and 2(b). These clusters have translational symmetry in the $x$ and $y$ lattice directions, which we define using the operators

$$T_x = T_x^2, \quad T_y = T_y^2,$$

where $T_x$ and $T_y$ denote the operations of translating by one lattice spacing in the respective directions. Periodic boundaries for an $L \times L$ cluster with even $L$ imply the conditions $T_x^{L/2} = T_y^{L/2} = 1$.

We use the gliding reflection symmetries defined by

$$G_x = T_y P_x, \quad G_y = T_x P_y,$$

where $P_x$ and $P_y$ are mirror (reflection) operations with respect to vertical and horizontal lines passing through lattice sites. We also use diagonal mirror reflections $\sigma_1$ and $\sigma_2$ defined with respect to lines drawn through intra-dimer ($J'$) bonds. The $L \times L$ clusters are also invariant under the composite rotation defined as

$$R = T_x T_y R_{\pi/2} = G_x \sigma_1,$$

where $R_{\pi/2}$ is the $90^\circ$ rotation operation, but this composite symmetry does not further reduce the size of the Hamiltonian blocks after the other symmetries have been used. We nevertheless compute the eigenvalue of $R$ using that of $G_x$ and $\sigma_1$.

The $N = 32$ cluster is contained in a square that is $45^\circ$ rotated with respect to the lattice axes; see Fig. 2(c). Defining $T'_x$ and $T'_y$ as translations along the diagonal directions by one step, the cluster is invariant under the following operations: $T_x' = T_x^2$, $T_y' = T_y^2$, $G'_x = T_y' P_x$, $G'_y = T_x' P_y$, $\sigma_1$, $\sigma_2$, and $R_{\pi/2}$. Here we have defined $P_x'$ and $P_y'$ as mirror operations with respect to diagonal lines passing only through empty plaquettes. Imposing periodic boundary conditions corresponds to $T_x'^2 = T_y'^2 = 1$. For this cluster, the rotation symmetry $R_{\pi/2}$ is also useful for block diagonalization.

The $N = 20$ and $N = 40$ clusters, Figs. 2(d) and 2(e), are invariant under $T_x$ and $T_y$, and of the tilting the periodicity implies $T_x^2 T_y = 1$ for $N = 20$ and $T_x^3 T_y = 1$ for $N = 40$. We also use the $90^\circ$ rotation symmetry, $R_{\pi/2}$, with respect to the center of an empty plaquette.

Finally, the $N = 24$ and $N = 28$ clusters, Figs. 2(f) and 2(g), are similar, being symmetric with respect to a $180^\circ$ rotation $R_\pi$ about the the center of a filled plaquette. The translational constraints are $T_x T_y^2 = 1$ and $T_x^2 T_y = 1$, respectively, for $N = 24$ and $N = 28$.

Table 1. Quantum numbers corresponding to the various point-group and spin symmetries for the investigated low-energy states of clusters with $N = 16$, $N = 32$, and $N = 36$. All states have quantum number $+1$ (momentum zero) of the applicable translations $T_x, T_y$ or $T'_x, T'_y$. The spin inversion symmetry $Z$ is used only when $S^z = 0$.

| $G_x G'_x$ | $G_y G'_y$ | $\sigma_1$ | $\sigma_2$ | $R R_{\pi/2}$ | $S^z$ | $S$ | $Z$ |
|------------|-------------|------------|------------|---------------|-------|-----|-----|
| $S_1$      | 1           | 1          | 1          | 1             | 0     | 0   | 1   |
| $S_2$      | -1          | -1         | -1         | -1            | 1     | 0   | 1   |
| $T_1$      | -1          | -1         | 1          | -1            | 0     | 1   | -1  |
| $T_2$      | 1           | 1          | -1         | -1            | 0     | 1   | -1  |
| $Q_1$      | 1           | 1          | 1          | 1             | 2     | 2   | 2   |

Table 2. Quantum numbers of the investigated state with respect to the applicable rotations for $N = 20$, $N = 24$, and $N = 28$ clusters. All states have momentum zero.

| $R_{\pi/2}$ | $R_\pi$ | $S^z$ | $S$ | $Z$ |
|-------------|---------|-------|-----|-----|
| $N = 20$    |         |       |     |     |
| $S_1$       | 1       | 1     | 0   | 1   |
| $S_2$       | 1       | 1     | 0   | 1   |
| $T_1$       | -1      | 1     | 0   | -1  |
| $T_2$       | -1      | 1     | 0   | -1  |
| $Q_1$       | 1       | 1     | 2   | 2   |

Characteristic SSM Eigenstates. Upon increasing $g$, the SSM undergoes a first-order quantum phase transition between the unique DS state and the two-fold degenerate PSS state by a true level crossing at $g \approx 0.685$. We here focus solely on changes in the low-energy level spectrum for $g \geq 0.7$, excluding the well understood DS phase and the trivial transition out of it. We target the quantum phase transition from the PSS ground state to the putative QSL state at $g = g_{c1} \approx 0.79$, followed by the transition from this state into the AFM state at $g = g_{c2} \approx 0.82$. Thus, we aim to understand how the low-energy spectrum changes as a function of $g$, as in Ref. [31] but with important differences because of the cylindrical boundary conditions used previously and the fully periodic clusters studied here.

The two-fold degenerate singlet ground state is an essential and useful feature of the PSS phase of the SSM on the fully periodic clusters studied here. We label these states, whose degeneracy is lifted by finite-size effects, as $S_1$ and $S_2$. The characteristic Anderson rotor tower of states is a hallmark of AFM order, and we consider the first two of these multiplets; the triplet excitation $T_1$ (which we compute in the}
\( S^z = 0 \) sector) and the quintuplet \( Q_1 \) (for practical reasons computed in the \( S^z = 2 \) sector). The intermediate QSL state of the SSM argued in Ref. [31] has not yet been fully characterized, and, thus, there are no rigorously known distinguishing spectral features of it. However, the results of Ref. [31] indicate that it should have gapless singlet and triplet excitations. Thus, all three phases under consideration should have gaps that vanish as the system size is increased, and we are interested in potential level crossings signaling the ground state phase transitions.

In addition to the four low-energy states \( S_1, S_2, T_1, \) and \( Q_1 \), discussed above, we also study a triplet \( T_2 \) that can be regarded as an excitation above \( S_2 \) with the same relative quantum numbers as those of \( T_1 \) relative to \( S_1 \). All states studied here have momentum zero, i.e., the phase factor generated when applying the translation operators \( T_x \) and \( T_y \) in Eq. (4) to these states is +1. The absolute and relative lattice quantum numbers of interest here are therefore only the even (+1) and odd (−1) phases associated with the point-group symmetry operations. The absolute quantum numbers of the \( N = 16, 32 \) and \( N = 36 \) clusters are listed in Table 1, and in Table 2 the applicable quantum numbers are similarly listed for \( N = 20 \) and \( N = 24 \) and 28. For \( N = 40 \), we have not been able to converge the target state \( T_2 \) with DMRG, but for all other states the quantum numbers are the same as those for \( N = 20 \).

![Cartoon picture of the \( \pm \) superpositions of \( \alpha \) type (bold squares in the left configuration) and \( \beta \) type (right configuration) singlet plaquettes that form the two-fold degenerate ground states (quasi-degenerate for finite \( N \) ) \( S_1 \) (+) and \( S_2 \) (−) of the PSS phase. Some of the symmetry operations used to understand (as explained in the text) the quantum numbers of the low-energy excitations \( T_1, T_2, \) and \( Q_1 \) are indicated with corresponding mirror lines.

The listed quantum numbers in Tables 1 and 2 can be understood with the aid of a cartoon picture of the two lowest singlet states in the PSS phase, illustrated in Fig. 3. These quasi-degenerate ground states of a finite cluster, which do not break the two-fold order-parameter symmetry, are even \( (S_1) \) and odd \( (S_2) \) superpositions of the two different plaquette tilings (with singlets on empty plaquettes, as is the case in the SSM) that we refer to as \( \alpha \) and \( \beta \). In Fig. 3, only two singlet plaquettes on empty squares are highlighted for each case (i.e., those that fit within the small 4×4 cluster). Though the SSM Hamiltonian is not bipartite, below we will also invoke the checkerboard sublattices A and B of the square-lattice sites.

First consider operation on the \( S_1 \) or \( S_2 \) state by either \( G_x, G_y, \sigma_1, \) or \( \sigma_2 \) on the clusters in Fig. 2. All these operations effectively exchanges the \( \alpha \) and \( \beta \) sets of singlet plaquettes, therefore generate a phase (quantum number) +1 and −1 when acting on the \( S_1 \) and \( S_2 \), respectively, thus explaining the corresponding quantum numbers listed in Table 1.

To understand the quantum numbers of the triplet excitations, \( T_1 \) and \( T_2 \), first note that a plaquette singlet can be regarded as a superposition of two parallel two-spin singlet bonds. Each singlet bond connects the A and B sublattices, thus, are odd with respect to exchanging A↔B of the two sublattices. For a system in which the total number of singlet bonds is even, i.e., for \( N \) being an integer multiple of four (which is the case for all clusters studied here), the total product wave function of these singlets is even under A↔B. If one singlet is excited to a triplet, which is even under A↔B, such a state is anti-symmetric with respect to sublattice exchange. Note further that the operators \( G_x, G_y \) involve A↔B site exchange while \( \sigma_1 \) and \( \sigma_2 \) do not. Thus, the quantum number −1 of \( G_x \) and \( G_y \) in the \( T_1 \) state arises from swapping A↔B because there is an odd number of remaining singlets pairs. Similarly, the quantum number +1 for \( \sigma_1 \) and \( \sigma_2 \) in \( T_1 \) follows because there is no sublattice swap. The same reasoning applies to the state \( T_2 \), i.e., the triplet excitation of \( S_2 \); the relative sign difference in the gliding and mirror quantum numbers with respect to \( T_1 \) (Table 1) arises from the odd superposition of the two sets \( \alpha, \beta \) of plaquette tilings in \( S_2 \).

The state \( Q_1 \) can be thought of as the result of exciting two singlet dimers of \( S_1 \) into triplets, and by applying symmetry operations as above, all reflection quantum numbers remain the same in \( Q_1 \) as in \( S_1 \) because of the even number of triplets.

The quantum numbers of the rotation operators, \( R, R_\pi, \) or \( R_{\pi/2} \), depending on the cluster, can likewise be understood in light of Fig. 3 and how the symmetry operations correspond or not to sublattice and plaquette swaps. As an example, for the \( N = 32 \) cluster the rotation operator \( R_{\pi/2} \) swaps the A and B sublattices but not the \( \alpha \) and \( \beta \) singlet plaquettes. Therefore, for the states \( S_1, S_2 \), and \( Q_1 \), which contain an even number of singlet bonds, the quantum number is +1, while for \( T_1 \) and \( T_2 \), which contain an odd number of singlets, the rotation quantum number is −1.

The above arguments apply to all clusters in Fig. 2 with their respective applicable symmetry operations. We have explained the quantum numbers by examining a simple picture of the singlets in the PSS phase, and when moving to other phases the energy levels for the finite systems evolve continuously. The states
\{S_1, S_2, T_1, T_2, Q_1\} are still defined according to their quantum numbers listed in Tables 1 and 2 and are always those evolving from the two lowest singlets, two lowest triplets, and lowest quintuplet in the PSS state. The state \(S_1\) remains the ground state for all values of \(g\) considered, and \(S_2, T_1,\) and \(Q_1\) also remain the lowest states with their respective total spin. However, \(T_2\) is not always the second lowest triplet in the QSL and AFM phases, though it is the first triplet with its full set of quantum numbers.

**Numerical SSM Results.** We define the gaps \(\Delta(S_2), \Delta(T_1), \Delta(T_2),\) and \(\Delta(Q_1)\) relative to the ground state energy \(E(S_1)\) and graph these versus \(g\) in Fig. 4 for the clusters of size up to \(N = 36\). As explained above, our goal is to identify level (gap) crossings with the PSS–QSL and the QSL–AFM ground state transitions.

![Fig. 4](image)

**Fig. 4.** Energy gaps of the SSM vs the coupling for cluster sizes (a) \(N = 36\) (b) 32, (c) 28, (d) 24, (e) 20, (f) 16. Conventional gaps defined relative to the ground state energy \(E(S_1)\) are shown as follows: \(\Delta(S_2)\) (open red squares), \(\Delta(T_1)\) (open green circles), \(\Delta(T_2)\) (open blue up triangles), \(\Delta(Q_1)\) (open indigo down triangles). Triplet and quintuplet gaps defined with respect to other excited states are shown as follows: \(\Delta_2 = E(T_2) - E(S_2)\) (filled blue up triangles); \(\Delta_Q = E(Q_1) - E(T_1)\) (filled indigo down triangles). The kinks in the \(\Delta(Q_1)\) and \(\Delta_2\) data between \(g = 0.7\) and 0.75 are related to avoided level crossings close to the DS–PSS transition.

In Ref. [31], the extrapolated (with leading 1/\(N\) corrections) crossing point \(g_{c1} = 0.788 \pm 0.002\) between the lowest singlet and triplet excitation was identified as the PSS–QSL transition. Unlike the periodic clusters considered here, the cylindrical lattices studied in Ref. [31] break the asymptotic two-fold degeneracy of the PSS state because the boundaries favor one of the two singlet patterns. Thus, the first excited singlet was different from the quasi-degenerate ground state \(S_2\) used here, and the level crossing studied previously is not a directly analogy to the singlet-triplet crossing accompanying the dimerization transition in the frustrated Heisenberg chain[44,45] (where the symmetry is not broken in periodic systems). An important aspect of the present work is that the crossing between the \(S_2\) and \(T_1\) levels is similar to the well understood 1D case, and a confirmation of the same asymptotic crossing point as in Ref. [31] will represent additional independent evidence for the correct identification of the quantum phase transition.

![Fig. 5](image)

**Fig. 5.** (a) SSM finite-size level crossing points obtained from the gaps \(\Delta(T_1), \delta_T, \Delta_Q,\) and \(\Delta(Q_1)\), each crossing the singlet gap \(\Delta(S_2)\). The points are graphed vs the inverse system size according to the empirical linear scaling in 1/\(N\) [33,34]. The underlying data are from Lanczos calculations such as those in Fig. 4, except for the largest cluster, \(N = 40\), for which the DMRG method was used. The two straight lines are fits to the \(\Delta(T_1)\) (red solid line) and \(\delta_T\) (green solid line) points for \(N \geq 20\) and extrapolate to \(g_{c1} = 0.789\) and \(g_{c2} = 0.824\), respectively. (b) Adjusted crossing points, \(g_{c2}'\), Eq. (9), for which all points for given \(N\) are shifted vertically by an equal amount so that the \(\Delta(T_1)\) points (red squares) fall exactly on the red fitted line from (a). A linear fit (green line) in 1/\(N\) is shown for the \(\delta_T\) crossing points and extrapolates to \(g_{c2}' = 0.826\). The form \(g_{c2}' = g_{c2} + a/N + b/N^2\) was fitted to the other two data sets (\(N \geq 20\)) with \(g_{c2}\) constrained to the same value as above.

In Fig. 4, the crossing of the \(\Delta(S_2)\) and \(\Delta(T_1)\) gaps indeed are also close to the previous \(g_{c1}\) value for all clusters. Interpolated crossing \(g\) values are graphed versus 1/\(N\) in Fig. 5(a) (red squares), where we include also the \(N = 40\) result obtained with the DMRG method. Here the overall size dependence is much weaker than in the cylindrical lattices,[31] though there is some un-smoothness as a consequence of the different cluster shapes. A line fit to all but the \(N = 16\) point gives \(g_{c1} = 0.789 \pm 0.004\) (where the estimated
error, here and in other extrapolations reported below, was obtained from additional fits to all data sets excluding one of the points), in remarkable agreement with the value cited above from the much larger cylindrical lattices (up to $N = 24 \times 12$ spins). The weak size dependence of the crossing points and the consistency of the two calculations illustrate the advantage of periodic boundary conditions and also confirm the quantum-critical point with a different level crossing.

The extrapolated crossing point between the lowest singlet and quintuplet excitations, $g_{c2} = 0.820 \pm 0.002$, was identified as the QSL–AFM transition.\cite{31} This crossing point had a much larger size dependence on the cylindrical lattices than the singlet-triplet crossing. The larger size dependence is also seen with our small periodic clusters, where the crossing points between $\Delta(S_2)$ and $\Delta(Q_1)$ are outside the range of Fig. 4. The crossing values, graphed in Fig. 5(a) (indigo down triangles), are consistent with the value of $g_{c2}$ cited above but are too scattered for a meaningful extrapolation.

Physically, the singlet-quintuplet crossing is motivated by the Anderson tower of rotor states in the AFM phase. The $S = 0$ ground state $S_1$ is the lowest of these states, whose gaps with respect to $E(S_1)$ scale as $S(S + 1)/N$ for $S > 0$.\cite{51} Other singlets, including $S_2$, have energies above these rotor states (for any $S > 0$ and sufficiently large $N$). The triplet $T_1$, which becomes the $S = 1$ rotor state in the AFM phase, already crosses from above to below $S_2$ at the PSS-QSL transition point $g_{c1}$, as discussed above. There is no necessary reason why $Q_1$ should fall below $S_2$ in the QSL phase, e.g., in a scenario of a deconfined phase the quintuplet should contain four excited spinons, while $S_2$ and $T_1$ should be two-spinon excitations. However, being the $S = 2$ rotor state in the AFM phase, $Q_1$ has to be below $S_2$ there. Thus, the $g$ value of the crossing between $\Delta(Q_1)$ and $\Delta(S_2)$ in the limit of infinite system size should coincide with the formation of AFM long-range order. The fact that the extrapolated crossing point $g_{c2}$ indeed is larger than $g_{c1}$ (in Ref. \cite{31} and further below) supports an extended QSL phase instead of a direct transition point between the PSS and AFM phases.

Here our aim is to identify other gap crossings associated with the QSL–AFM transitions, in particular with the hope of reducing the size dependence and allowing reliable extrapolation of $g_{c2}$ even with small clusters. We note that the lower transition point $g_{c1}$, as obtained in Ref. \cite{31} and confirmed here, should not be controversial as it is close to other estimates of the end of the PSS phase,\cite{28,50} in particular, in Ref. \cite{28} the size dependence of the point marking the upper PSS bound is consistent with our $g_{c1}$ value.

To construct better $g_{c2}$ estimators, we first observe that the second triplet gap $\Delta(T_2)$ in Fig. 4 closely follows the singlet gap $\Delta(S_2)$, reflecting the fact that $T_2$ can be regarded as a triplet excitation of $S_2$, in correspondence to the role of the first triplet $T_1$ with respect to the ground state $S_1$. Given that $S_1$ and $S_2$ are quasi-degenerate ground states in the PSS phase, the difference

$$\delta_T \equiv E(T_2) - E(S_2) \equiv \Delta(T_2) - \Delta(S_2) \quad (7)$$

will also converge with increasing system size to the non-zero gap in this phase, and $\delta_T$ must then be above the singlet splitting $\Delta(S_2)$ for sufficiently large $N$ (as is seen clearly in Fig. 4 for all clusters). As already discussed above, in the AFM phase $S_2$ must be above the low-lying Anderson $S > 0$ rotor states. However, given that $S_2$ remains the lowest singlet excitation also in the AFM phase, it must also host long-range order and its own associated Anderson rotor tower. As $T_1$ is the lowest rotor excitation of $S_1$, the composite excitation $T_2$ is the lowest rotor state excited from $S_2$. Thus, in the AFM phase $\delta_T \propto 1/N$ and $\delta_T < \Delta(S_2)$, which is also seen for larger $g$ values in Fig. 4.

In the putative gapless QSL phase, we expect $S_2$ to still be the lowest excited singlet (which is also found numerically) and $\Delta(S_2)$ should vanish with increasing $N$. Likewise, $\Delta(T_1)$ should vanish as $N \to \infty$. Both the singlet and triplet gaps were found to scale as $N^{-1/2}$ on cylinders in Ref. \cite{31}. We also expect such scaling of the gap of $T_2$ relative to $S_2$, i.e., $\delta_T \propto N^{-1/2}$. If $\delta_T$ remains larger than $\Delta(T_1)$ and $\Delta(S_2)$ also inside the QSL phase (as in the PSS phase), then the crossing point of $\Delta(S_2)$ and $\delta_T$ will signal the QSL–AFM transition. While we have no formal proof of this behavior, on general grounds one can expect a composite excitation, such as $T_2$ excited from $S_2$, to be energetically more costly than its analogous elementary excitation, here $T_1$ obtained from the ground state $S_1$.

These expectations are indeed borne out by the numerical crossing points between $\Delta(S_2)$ and $\delta_T$ in Fig. 5(a) (green circles), where we observe a surprisingly weak size dependence. Fitting a line to the data graphed versus $1/N$ for $N \geq 20$, the extrapolated QSL–AFM transition point is at $g = 0.824 \pm 0.008$, fully consistent with $g_{c2} = 0.820 \pm 0.002$ obtained previously with the larger cylindrical clusters. In this case, we do not have results for $N = 40$, as the DMRG calculation for $T_2$ also demands calculation of several other triplets between $T_1$ and $T_2$ (with different quantum numbers that are not resolved in our DMRG implementation\cite{52}).

For yet another gap crossing corresponding to the QSL–AFM transition, we can construct a quantity similar to $\delta_T$, Eq. (7), based on the quintuplet state $Q_1$. In analogy with $T_2$ being an excitation of $S_2$, we can also regard $Q_1$ as a further excitation of $T_1$.\cite{077502-7}
Defining the corresponding relative gap as
\[
\delta_Q \equiv E(Q_1) - E(T_1) \equiv \Delta(Q_1) - \Delta(T_1),
\]
we can make the same kind of arguments as in the case of \(Q_1\) and \(S_2\) in the AFM phase, now with \(\Delta(Q_1) = 2\Delta(T_1)\) asymptotically from the Anderson tower energies. Thus, asymptotically \(\delta_Q \to 2\Delta(T_1)\) and we must have \(\delta_Q < \Delta(S_2)\) in the AFM phase. Thus, we expect that the QSL–AFM transition is associated with the asymptotic crossing of \(\delta_Q\) and \(\Delta(S_2)\). Such crossing points are indeed within the range of the graphs in Fig. 4, and in Fig. 5(a) the size dependence of the crossing \(g\) values based on \(\delta_Q\) (blue up triangles) is significantly reduced below that of \(\Delta(Q_1)\). Visually the points are consistent with an asymptotic flow to \(g_{c2}\), though the behavior is not smooth enough for extrapolating reliably.

An interesting observation in Fig. 5(a) is that the conventional singlet-triplet crossing points (red open squares) and the crossing of the singlet and \(\delta_T\) (green open circles) are highly correlated. Therefore, the distance between the points, i.e., asymptotically the size of the QSL phase, has much less size dependence than the individual crossing \(g\) values. Upon close inspection, such correlations are also visible in the other \(g_{c2}\) estimates. In Fig. 5(b) we exploit these correlations (which should arise from the cluster shape affecting all low-energy excitations in a similar way) by plotting points that are shifted by equal amounts up or down for given \(N\), so that the \(\Delta(T_1)\) points coincide exactly with the line fitted to those points in Fig. 5(a). In other words, we cancel out the cluster-dependent correlation effects by focusing on the relative crossing points but still taking into account the overall \(g\) scale by adding the values corresponding to the line extrapolating to \(g_{c1}\). This procedure defines adjusted crossing points
\[
g_{c2}'(N) = g_{c2}(N) - g_{c1}(N) + g_{c1}^0(N),
\]
where \(g_{c1}(N)\) is the \(\Delta(T_1)\) crossing point, \(g_{c1}^0(N)\) the corresponding value from the line fit, and \(g_{c2}(N)\) is one of the other three crossing points. The so-adjusted crossing points in Fig. 5(b) have much smoother size dependence. A line fit to all but the \(N = 16\) data points in the case of \(\delta_T\) gives \(g_{c2} = 0.826 \pm 0.003\). This result is only slightly above the previous DMRG cylinder result; the calculations essentially agree within their estimated errors.

The adjusted \(g_{c2}'(N)\) data sets from the \(\Delta(Q_1)\) and \(\delta_Q\) crossing points in Fig. 5(b) are also significantly smoothed compared to their original \(g_{c2}(N)\) values in Fig. 5(a), though the visibly large corrections to the linear form, in combination with the small number of points, still make independent extrapolations with these data sets difficult. However, by fixing the \(N \to \infty\) value to that obtained from the \(\delta_T\) linear fits and with \(1/N^{3/2}\) corrections included (corresponding to \(1/L^3\) when expressed in cluster length \(L\)), the adjusted \(\Delta(Q_1)\) and \(\delta_Q\) data can both be fitted well, thus lending support to all three crossing points flowing to the QSL–AFM transition.

The \(g_{c2}\) value extrapolated using \(g_{c2}'(N)\) of course also depends on the line fit to the \(\Delta(T_1)\) data and its extrapolated \(g_{c1}\) value. However, the most important aspect of this analysis is that it leaves little doubt that there is a gap \(g_{c2} - g_{c1} > 0\) between the two transition points, with the lines fitted to the \(\Delta(T_1)\) and \(\delta_T\) data only approaching each other marginally with increasing system size. It should be noted that the estimated size of the QSL phase, \(g_{c2} - g_{c1} = 0.037 \pm 0.003\), is not dependent on the two individual line fits but can be obtained by a single line fit to the difference between the \(\Delta(T_1)\) and \(\delta_T\) points in Fig. 5(a).

**Numerical Results for the Spin Chain.** Next we use the 1D frustrated spin chain Hamiltonian, Eq. (2), to further validate the conclusions drawn for the 2D SSM. In Ref. [46] the phase diagram was constructed based on Lanczos results for level crossings of gaps with respect to the ground state as well as correlation functions. In the limit of large decay exponent \(\alpha\) of the long-range interaction, the model reduces to the well understood frustrated \(J_1\)-\(J_2\) chain, where a quantum phase transition between the critical ground state (a QSL of the Luttinger-liquid type) and a two-fold degenerate dimerized ground state (which we now refer to as a dimer-singlet-solid, DSS) takes place at \(J_2/J_1 \approx 0.2411\). For \(J_2 = 0\), the interactions are not frustrated, and a previous quantum Monte Carlo field theory study of a similar model detected a transition between the critical state and an AFM state upon lowering the long range exponent \(\alpha\). Long-range AFM order is also intuitively expected when the interactions become strong enough at long distances so that the Mermin–Wagner theorem (which prohibits long-range AFM order for short-range interacting 1D Heisenberg systems) is no longer valid and mean field behavior sets in. Already based on these limiting behaviors, it is clear that the phase diagram in the full parameter space \((J_2, h)\), where for convenience we have defined \(h = \alpha^{-1}\), contains DSS, QSL, and AFM phases. These phases can be traversed in said order, similar to the phases of the SSM versus \(g\), by following appropriate paths in the parameter space.

Based on the previous results for the phase diagram, we here study the phase transitions along a vertical cut with \(J_2 = 0.3\) fixed and \(h\) varied. The same line in the phase diagram was also already studied with the DMRG method on periodic chains up to length \(N = 48\) in Ref. [33], where level crossings of the second singlet \(S_2\) with the first triplet \((T_1)\) and the first quintuplet \((Q_1)\) were extrapolated to infinite
size, resulting in $h_{c1} = 0.316$ and $h_{c2} = 0.476$. We here wish to demonstrate that the finite-size effects are reduced when instead using the composite gaps defined in Eqs. (7) and (8). We only present Lanczos calculations of chains of even length $N$ up to $N = 32$.

![Figure 6](image-url)  
**Figure 6.** Energy gaps of the spin chain Hamiltonian in Eq. (2) vs the inverse of the long-range exponent $h = \alpha^{-1}$: $\Delta(S_2)$ (open red squares), $\Delta(T_1)$ (open green circles), $\Delta(T_2)$ (open blue up triangles), and $\Delta(Q_1)$ (open indigo down triangles). The composite gaps are also shown: $\delta_T$ (filled blue up triangles) and $\delta_Q$ (filled indigo down triangles), as defined in Eqs. (7) and (8), respectively. The results in (a)-(h) were obtained with the Lanczos method for chains of length $N = 32$ down to $N = 18$ in steps of 2.

Figure 6 shows the four gaps relative to the ground state $S_1$ for chain sizes from $N = 18$ to $N = 32$. The conventional gaps $\Delta(S_2)$, $\Delta(T_1)$, $\Delta(T_2)$, and $\Delta(Q_1)$ are shown along with the two composite gaps $\delta_T$ and $\delta_Q$ defined in the same way as in Eqs. (7) and (8). Here it should be noted that chains of length $N = 4n$ (with integer $n$) have ground states with momentum $k = 0$, while $N = 4n + 2$ chains have $k = \pi$ (defined with translation by one lattice spacing). The arguments that we made previously based on Fig. 3 regarding the quantum numbers and physical interpretations of the low-energy states of the SSM apply also to the 1D model with its two-fold degenerate DSS in place of the PSS of the SSM, including the dependence of the ground state momentum on the chain length (from even versus odd number of singlet bonds when $N = 4n$ and $4n + 2$, respectively). We therefore do not repeat the arguments for the level crossings flowing either to the DSS–QSL transition $[\Delta(T_1)]$ crossing $\Delta(S_2)$ at $h = h_{c1}$ or to the QSL–AFM transition $[\Delta(Q_1), \delta_T$, or $\delta_Q$ crossing $\Delta(S_2)]$ at $h = h_{c2}$.

In Fig. 7 we present the size dependence of the relevant crossing points, graphing them versus $1/N^2$ in which case we expect asymptotic linear behavior. A clear window $h_{c2} - h_{c1} > 0$ between the extrapolated crossing points is apparent here, corresponding to the known QSL phase located between the DSS and AFM phases. Similar to the SSM, the $\Delta(T_1)$ crossing points only exhibit weak size dependence in their flow to the DSS-QSL transition at $h_{c1}$, here with smooth behavior as all system sizes correspond to the same shape of the lattice for all $N$. The extrapolated transition point is $h_{c1} = 0.3177 \pm 0.0002$, in good agreement with the previous results, where the same level crossing was used but with larger chains.

Also similar to the SSM, the weakest size dependence of the three estimates for the QSL–AFM transition point $h_{c2}$ is achieved with $\delta_T$, while $\Delta(Q_1)$ exhibits the largest variations with $N$. Thus, the use of a composite gap indeed also reduces the finite-size effects in this case. In all cases, the data for the largest clusters can be fitted with lines versus $1/N^2$, with reasonable agreement between the different extrapolations and in good agreement with the previous $h_{c2}$ result. A constrained fit to all data sets (the lines shown in Fig. 7) with a common infinite-$N$ point gives $h_{c2} = 0.4600 \pm 0.0005$, which is slightly lower (about $3\%$) than the previous DMRG result and likely more reliable.

**Order Parameters.** We define the squared AFM (staggered) magnetization for both the SSM and the spin chain in the standard way as

$$m_i^2 = \frac{1}{N^2} \sum_{ij} \phi_{ij} \langle S_i \cdot S_j \rangle,$$

where $\phi_{ij} = +1$ and $-1$ for sites $i, j$ in the same and different sublattices, respectively.

The squared dimer order parameter of the chain

---
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model is defined as
\[ m_i^2 = \frac{1}{N^2} \sum_{i,j} (-1)^{i-j} \langle D_i D_j \rangle, \]
where \( D_i = S_i \cdot S_{i+1} \).

In the case of the SSM, singlets forming on the empty plaquettes can be detected with various operators. Here we define a plaquette operator solely with diagonal spin operators; \( \Pi_i = \sigma_i^x \sigma_{i+\hat{x}}^y \sigma_{i+\hat{y}}^x \sigma_{i+\hat{y}+\hat{x}}^y \), where \( \sigma_i^z = 2S_i^z \). Then
\[ m_p^2 = \frac{4}{N^2} \sum_{i,j} \theta_{ij} \langle \Pi_i \Pi_j \rangle, \]
where \( i, j \) run only over the empty squares of the SSM lattice and \( \theta_{ij} = +1 \) and \(-1\) for \( i, j \) in the same row or different rows, respectively.

**Fig. 8.** Squared order parameters of the SSM vs the coupling ratio for different system sizes. (a) Staggered magnetization, Eq. (10), (b) diagonal PSS order parameter, Eq. (12).

Results for both order parameters of the SSM are shown in Fig. 8. While the AFM order parameter increases with \( g \) in Fig. 8(a) and the PSS order parameter \( m_p^2 \) corresponding shows an overall reduction with \( g \) in Fig. 8(b), the signals are clearly very weak. It is not possible to extrapolate these order parameters to the thermodynamic limit, and we therefore do not show any such analysis here. In contrast, in the previous DMRG calculations \cite{43} PSS and AFM order were clearly detected on the larger cylindrical lattices in the relevant windows of \( g \) values, and inside the QSL phase a power-law behavior of the AFM order parameter was observed. The system sizes accessible to the Lanczos method are simply too small for detecting the phase boundaries, or even to extrapolate the order parameters deep inside the PSS and AFM phases that certainly exist. We have also tried other definitions of the PSS order parameter, e.g., using cyclic permutation operators on the plaquettes instead of the diagonal operators \( \Pi_i \) in Eq. (12), but the \( g \) dependence is always weak, similar to the data in Fig. 8(b).

Results for the chain model are shown in Fig. 9. Here the trends versus the long-range parameter \( \alpha^{-1} \) are clearer than in the SSM, but when contrasting the two sets of results it should be kept in mind that the system length is \( N \) in the chain but \( \sqrt{N} \) in the SSM, and the range of \( N \) is similar in both cases. The length is of course what sets the cut-off for the correlation functions and needs to be taken large to reach the asymptotic forms of the squared order parameters. Even in the 1D case, it is not possible to reliably extract the boundaries of the critical phase using the order parameters. This problem is well known from studies of the dimerization transition in the simpler \( J_1-J_2 \) chain and was a strong impetus for the development and use of the level crossing method.\cite{44–45}

**Conclusions and Discussion.** Our work presented here contributes to a growing sense that level spectroscopy is one of the most powerful generic methods for detecting quantum phase transitions, not only in the well-known context of 1D models \cite{44–57} but also in 2D systems.\cite{31,33,36,37,47,55–57} The main problem in 2D is that the accessible system sizes are typically small, and finite-size extrapolations of level crossings—the aspect of the level spectrum on which we have focused here—can be challenging. It is therefore important to extract the best possible information from the accessible level spectrum. The main conclusion on methods to draw from our study is that relative gaps between two excited states (composite excitation gaps) are useful alongside the conventional...
gaps relative to the ground state. In particular, the overall finite-size corrections of composite gap crossing points can be smaller. We have further shown that cluster-shape effects can be significantly removed by considering relative distances between crossing points of different gap combinations for the same system size.

The power of the level crossing method to detect quantum phase transitions is further demonstrated by the very weak signals of the different phases in the ordered parameters. Though the order parameters computed on larger cylinders[31] fully support the level-crossing values of the phase boundaries, on the very small lattices accessible to Lanczos diagonalization they are not yet in the asymptotic regime where the size dependence can be reliably analyzed.

The primary model studied here, the SSM, is one of the key models of quantum magnetism, yet its QSL phase situated between the PSS and AFM phases was only proposed very recently.[31] Our new results for the phase boundaries presented here are in remarkable agreement with the previous results, considering the very small clusters used, $N \leq 40$, while in Ref.[31] different gap crossings of systems with up to $N = 288$ spins were studied. Furthermore, the boundary conditions are different, fully periodic here versus cylindrical in Ref.[31]. This excellent agreement between these two different calculations suggests that the empirically found finite-size scaling behavior of gap crossings, with leading $1/N$ corrections, is very robust and difficult to explain without the QSL phase located between the PSS and AFM phases.

For comparison, we also studied a Heisenberg chain with long-range unfrustrated interactions and short-range frustration. The initial goal of this benchmark test was to investigate the same type of level crossings used for the SSM in a system where a QSL phase located between a two-fold degenerate singlet ground state and an AFM phase is not controversial. Beyond the technical confirmation of the method, including reduced finite-size corrections when a suitable composite gap is used instead of the conventional gaps relative to the ground state, the results also contain useful information pertaining to the nature of the QSL phase in the SSM. Very similar size dependence is apparent of all the crossing points of the 1D model in Fig. 7 and the analogous points for the SSM in Fig. 5, in particular the ordering of the crossing points obtained with the different crossing gaps. This correspondence of low-energy states indicates that the two QSL phases (and critical points) have similar deconfined spinon excitations despite the different dimensionalities, thus, they may have related field theory descriptions. We note that field theories of 2D gapless spin liquids are an active field of investigation[58–63] and the spectral information obtained here may help to determine the exact nature of the QSL phase in the SSM.

First-order direct PSS–AFM transitions have been studied in related 2D quantum spin models[30] and were previously expected also in the case of the SSM.[50,64] The most likely generic scenario for these 2D systems is a line of first-order transitions terminating at a multi-critical deconfined quantum-critical point, after which the QSL phase opens.[31,65] A given model may then either undergo a first-order PSS–AFM transition or cross the QSL phase, as we have argued here in the case of the SSM. We are currently exploring extended SSMs to further explore this scenario.

Recent NMR experiments on SCBO have realized a PSS–AFM transition at low temperature, below 0.1 K, driven by the strength of an external magnetic field at high hydrostatic pressure.[66] The low transition temperature and observed scaling behaviors suggest a nearby critical point at field strength close to 6 T at a pressure slightly above 2.4 GPa (the highest pressure studied). This critical point could possibly be the deconfined quantum critical point terminating the SSM QSL phase at a finite magnetic field,[31] thus motivating further studies of the QSL phase of the SSM with a magnetic field added to the Hamiltonian Eq. (1).

The SSM QSL phase at zero field may possibly be realized in SCBO somewhere between pressures of 2.6 and 3.2 GPa, where heat capacity measurements[25,26] have not detected any phase transitions as a function of the temperature. In SCBO, a complicating factor is that the weak inter-layer couplings will also play some role,[25,29] especially when perturbing a 2D gapless phase. It would therefore also be important to study weakly coupled SSM layers.
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