Putting People in their Place: Monocular Regression of 3D People in Depth
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Figure 1. Monocular reconstruction of multiple 3D people with coherent depth reasoning. We introduce BEV, a monocular one-stage method with an efficient new “bird’s-eye-view” representation, which enables the network to explicitly reason about people in 3D.

Abstract

Given an image with multiple people, our goal is to directly regress the pose and shape of all the people as well as their relative depth. Inferring the depth of a person in an image, however, is fundamentally ambiguous without knowing their height. This is particularly problematic when the scene contains people of very different sizes, e.g. from infants to adults. To solve this, we need several things. First, we develop a novel method to infer the poses and depth of multiple people in a single image. While previous work that estimates multiple people does so by reasoning in the image plane, our method, called BEV, adds an additional imaginary Bird’s-Eye-View representation to explicitly reason about depth. BEV reasons simultaneously about body centers in the image and in depth and, by combing these, estimates 3D body position. Unlike prior work, BEV is a single-shot method that is end-to-end differentiable. Second, height varies with age, making it impossible to resolve depth without also estimating the age of people in the image. To do so, we exploit a 3D body model space that lets BEV infer shapes from infants to adults. Third, to train BEV, we need a new dataset. Specifically, we create a “Relative Human” (RH) dataset that includes age labels and relative depth relationships between the people in the images. Extensive experiments on RH and AGORA demonstrate the effectiveness of the model and training scheme. BEV outperforms existing methods on depth reasoning, child shape estimation, and robustness to occlusion. The code and dataset will be released for research purposes.
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1. Introduction

In this article, we focus on simultaneously estimating the 3D pose and shape of all people in an RGB image along with their relative depth. There has been rapid progress on regressing the 3D pose and shape of individual (cropped) people [3, 13–16, 22, 26, 31, 37, 38] as well as the direct regression of groups [10, 30]. Neither class of methods explicitly reasons about the depth of people in the scene. Such depth reasoning is critical to enable a deeper understanding of the scene and the multi-person interactions within it. To address this, we propose a unified method that jointly regresses multiple people and their relative depth relations in one shot from an RGB image.

While previous multi-person methods perform well in constrained experimental settings, they struggle with severe occlusion, diverse body size and appearance, the ambiguity of monocular depth, and in-the-wild cases [10, 21, 34, 39, 41]. These challenges lead to unsatisfactory performance in crowded scenes, including detection misses, similar predictions for overlapping people, and all predictions having a similar height. We observe two inter-related limitations that result in these failures. First, the architecture of the regression networks is closely tied to the 2D image, while the people actually inhabit 3D space. We address this with a new architecture that reasons in 3D. Second, depth estimation is fundamentally ambiguous due to the unknown height of the people in the image and it is difficult to obtain training data of images with ground-truth height and depth. To address this, we present a new dataset and novel losses that allow training without having metric depth.

We observe that crowded scenes contain rich information about the relative relationships between people, which can be exploited for both training and validation of depth reasoning. However, current methods lack sufficiently powerful representations to learn from these cases. A few learning-based methods have been proposed for depth reasoning of predicted body meshes [10, 39] or 3D poses [21, 34, 41]. Unfortunately, they all reason about depth via 2D representations, such as RoI-aligned features [10, 21], a 2D depth map [34, 41], or multi-scale 2D center maps [39]. These regression-based 2D representations have inherent drawbacks for representing the 3D world. The lack of an explicit 3D representation in the networks makes it challenging for these methods to deal with crowded scenes in which people overlap at different depths. Therefore, we argue that an explicit 3D representation is needed.

To achieve this, we develop BEV (for Bird’s Eye View), a unified one-stage method for monocular reconstruction and depth reasoning of multiple 3D people. We take inspiration from ROMP [30], a one-stage, multi-person, regression method that directly estimates multiple 2D front-view maps for 2D human detection, positioning, and mesh parameter regression without depth reasoning. With ROMP, the network can only reason about the 2D location of people in the image plane. To go beyond this, we need to enable the network to efficiently reason about depth as well. To that end, we introduce a new imaginary 2D “bird’s-eye-view” map that represents the likely centers of bodies in depth. To be clear, BEV takes only a single 2D image; the overhead view is inferred, not observed. BEV uses a powerful and efficient localization pipeline, performing bird’s-eye-view-based coarse detection and fine localization in parallel. We employ the 2D heatmaps for coarse detection from both the front (image) and bird’s eye views. BEV combines these heatmaps to obtain a 3D heatmap, as illustrated in Fig. 2. By learning the front and the bird’s-eye-view together, BEV explicitly models how people appear in images and in depth. This enables BEV to learn from available 2D and 3D annotations. BEV also uses a novel 3D offset map to refine the initial coarse detections. From these coarse and fine maps, we obtain the 3D translation of all people in the scene. BEV transforms these predictions from the latent 3D center-map space to an explicit camera-centric 3D space. Given these 3D translation predictions, BEV samples the pose features of all the people from a predicted mesh feature map and regresses the final SMPL [19] pose parameters. Distinguishing people at different depths enables BEV to estimate multiple people even with severe occlusion as illustrated in Fig. 1.

Even with a powerful 3D representation, we need an appropriate training scheme to ensure generalization. The main reason is that without knowing subject height, we lack effective constraints to alleviate the depth/height ambiguity under perspective projection. In particular, height varies with age, making it impossible to resolve depth without also estimating the age of people in the image. The ambiguity causes incorrect depth estimates for children and infants, limiting the generalization of existing methods. Unfortunately, existing 3D datasets with multiple people have limited diversity in height and age, so they cannot be used to improve or evaluate generalization.

Since collecting ground-truth 3D data in the wild is difficult, we instead train BEV using cost-effective weak labels of in-the-wild images. Specifically, we collect a dataset, named “Relative Human” (RH), that contains weak annotations of depth layers and human ages categorized into the groups adult, teenager, child, and infant. Moreover, we propose a weakly supervised training scheme (WST) to effectively learn from these weak supervision signals. For instance, we use a piece-wise loss function that exploits the depth layers to penalize incorrect relative depth orders. Exploiting age information to constrain height is tricky. While age and height are correlated, heights can vary significantly within the same age group. Consequently, we develop an ambiguity-compatible mixed loss function that encourages body shapes with heights that lie within an ap-
appropriate range for each age group.

We evaluate BEV on two multi-person datasets: in-the-wild using the 2D RH and in 3D using the synthetic AGORA [24] dataset. On RH, compared with previous methods [10, 21, 34, 41], BEV is more accurate in relative depth reasoning and pose estimation. On AGORA, BEV significantly improves detection and achieves state-of-the-art results on “AGORA kids” in terms of the mesh reconstruction error. Also, fine-tuning on RH in a weakly supervised manner significantly improves the results for all age groups, especially for young people.

In summary, the main contributions are: (1) We construct a 3D representation to alleviate the monocular depth ambiguity via combining a front-view representation with a bird’s eye view. (2) We collect the Relative Human dataset with weak annotations of in-the-wild images, which facilitates the training and evaluation on monocular depth reasoning in multi-person scenes. (3) We develop a weakly supervised training scheme to learn from weak depth annotations and to exploit age information. Finally, code and data will be made available for research purposes.

2. Related Work

Monocular 3D mesh regression from natural scenes.

Unlike many methods for 3D pose estimation that estimate the skeleton only, here we focus on regressing a 3D body mesh using a parametric model like SMPL [19] from a single RGB image. Most methods can be divided into multi-stage or single-stage approaches. For general multi-person cases, most existing methods [3, 5, 13, 16, 22, 25, 26] are based on a typical two-stage framework, which first detects people and then estimates the parameters of each person separately. Recent methods focus on exploring various supervision/refinement signals, such as temporal coherence [14], contour alignment [6], self-contact [23], or ground constraints [29] to enhance the geometric/dynamic consistency. However, for depth reasoning about all people in the scene, these multi-stage methods are not ideal. The processing of individual cropped people cannot exploit the scene context or reason about depth ordering.

A few one-stage methods [30, 39] estimate multiple 3D people simultaneously. Given a single image, ROMP outputs [30] a 2D Body Center Heatmap, Camera Map, and Parameter Map for 2D human detection, positioning, and mesh parameter regression, respectively. At the position parsed from the 2D Body Center heatmap, ROMP samples the final mesh parameters from the Camera and Parameter maps. These one-stage methods enjoy a holistic view of the image, which is more suitable for depth reasoning. However, they are based on 2D representations, like the 2D Body Center heatmap [30] or discretized multi-scale 2D center maps [39]. Like most methods, they model adults (with SMPL), train on images of adults, and therefore only predict adults. To tackle the limitations of their 2D representation and age bias, we propose BEV and its training scheme of learning age priors that constrain body height.

Monocular depth reasoning.

Most previous methods for monocular 3D human mesh regression estimate bodies without depth reasoning. They place bodies in depth via post-processing. Due to their weak-perspective assumption and lack of prior information about the height of different age groups, depth relation of their results are unsatisfying. A few learning-based methods, like 3DMPPE [21] and CRMH [10], have made some attempts on depth reasoning. 3DMPPE is a detection-based, multi-stage, method for 3D pose estimation. They first compute an initial depth value based on the size of the bounding box and then estimate a correction factor from the image feature to derive the final depth result. CRMH takes advantage of instance segmentation to help the model learn the relative depth ordering of overlapping people. However, instance segmentation is expensive and CRMH has difficulty in learning depth relations from natural cases without overlapping people. SMAP [41] and HMOR [34] estimate a 2D depth map that represents the root depth of 3D pose at each pixel. However, these methods have problems with crowded scenes where the 2D representations are ambiguous. In contrast, BEV adopts a novel bird’s-eye-view-based 3D representation to distinguish people at different depths, therefore, it is more robust to the overlapping cases. Besides, for pair-wise depth reasoning, previous methods [4, 27, 34, 39] employ the same ordinal depth loss function. Nonetheless, we observe that it immoderately enlarges the depth difference between subjects of different depths, which leads to unreasonable depth predictions. Therefore, we develop a novel loss function to produce a reasonable penalty.

There are also multi-stage methods that exploit 3D joints and limbs as an intermediate representation. Zanfir et al. [36] take a bottom-up, part-based, grouping approach similar to [28]. In [35], they go further to take bottom-up 3D skeletons and constrain the transformation into SMPL bodies using ground-contact and interpenetration constraints. Instead of using either intermediate part or skeleton representation, BEV directly regresses to 3D body parameters. Most recently, Ugrinovic et al. [32] propose a multi-stage optimization-based method to optimize the 3D translation and scales of body meshes estimated by CRMH. Via an iterative optimization process, they enforce all predicted meshes to have their feet on the ground and then minimize the difference between the 2D projection of body joints and 2D pose estimations. In contrast, our learning-based, one-stage, framework is much more efficient. In addition, without feet-to-ground constraints, our method can adapt to more scenarios, like jumping.
The overall framework is illustrated in Fig. 2. BEV adopts a multi-head architecture. Given a single RGB image as input, BEV outputs 5 maps. For coarse-to-fine localization, we use the first 4 maps, which are the Body Center heatmaps and the Localization Offset maps in the front view and bird’s-eye view. We first expand the front-/bird’s-eye-view maps in depth/height wise and then combine them to generate the 3D Center/Offset maps. For coarse detection, we extract the rough 3D position of people from the 3D Center map. For fine localization, we sample the offset vectors from the 3D Offset map at the corresponding 3D center position. Adding these gives the 3D translation prediction. For 3D mesh parameter regression, we use the estimated 3D offset map at the corresponding 3D center. We use the AGORA formulation for the localization, which performs linear blend-skinning \( W \) to a 3D body mesh. For 3D mesh parameter regression, we use the estimated 3D offset map at the corresponding 3D center. Finally, we convert the estimated parameters to body meshes using the SMPL+A model.

The SMPL [19] and SMIL [8] models are developed to parameterize 3D body meshes of adults and infants into low-dimensional parameters. Recently, AGORA [24] further extends SMPL to support children by linearly blending the SMIL and SMPL template shapes with a weight \( \alpha \in [0,1] \), which we refer to as an “age offset.” After blending the templates to address scale and proportion differences between adults and children, AGORA uses the adult shape regardless of age. Additionally, AGORA does not address the representation of infants. We make a small, but important, change to better support all ages.

Following the notation of SMPL [19], the SMPL+A model defines a piece-wise function \( \vec{B} = \mathcal{M}(\vec{\theta}, \vec{\beta}, \alpha) \) that maps 3D pose \( \vec{\theta} \), shape \( \vec{\beta} \), and age offset \( \alpha \) to a 3D body mesh \( \vec{B} \in \mathbb{R}^{6890 \times 3} \). Regarding the pose parameters \( \vec{\theta} \in \mathbb{R}^{22 \times 10} \), we employ the first 22 body joints of SMPL and represent their 3D rotations in a 6D manner [42]. The shape parameter \( \vec{\beta} \in \mathbb{R}^{10} \) is the top-10 PCA coefficients of the mixed shape space.

The adult shape space of AGORA does not work for infants and results in unsatisfactory wrinkles on the mesh surface. Therefore, we still use SMIL for infants when the age offset \( \alpha \) is above a threshold \( t_\alpha \). When \( \alpha > t_\alpha \), \( \mathcal{M}(\vec{\theta}, \vec{\beta}, \alpha) \) is the SMIL model \( \mathcal{M}_{S}(\vec{\theta}, \vec{\beta}) \). When the age offset \( \alpha \leq t_\alpha \), we use the AGORA formulation

\[
\mathcal{M}(\vec{\theta}, \vec{\beta}, \alpha) = W(T_A(\vec{\theta}, \vec{\beta}, \alpha; \vec{T}, \vec{T}_I), J(\vec{\beta}), \mathcal{W}),
\]

\[
T_A(\cdot) = (1 - \alpha)\vec{T} + \alpha\vec{T}_I + BS(\vec{\beta}) + BP(\vec{\theta}),
\]

which performs linear blend-skinning \( W(\cdot) \) with weights \( \mathcal{W} \). In this process, it converts the T-posed mesh \( T_A(\cdot) \) to the target pose \( \vec{\theta} \) based on the skeleton joints \( J(\cdot) \). The T-posed mesh \( T_A(\cdot) \) is the weighted sum of the templates \( (\vec{T}, \vec{T}_I) \), shape-dependent deformation \( BS(\cdot) \), and pose-dependent deformation \( BP(\cdot) \). The age offset \( \alpha \in [0,1] \) is used to interpolate between the adult SMPL template \( \vec{T} \) and the infant SMIL template \( \vec{T}_I \). The larger the \( \alpha \), the lower the mesh template height.

The 3D joints \( \vec{J} \) of the output mesh are derived via \( \vec{J} \vec{B} \), where \( \vec{J} \in \mathbb{R}^{K \times 6890} \) is a sparse weight matrix that linearly maps the vertices \( \vec{B} \) to the \( K \) body joints. To supervise 3D joints \( \vec{J} \) with 2D keypoints, regression methods [13,30] typically adopt a weak-perspective camera model to project \( \vec{J} \) into the image plane. For better depth reasoning, we employ a perspective camera model to perform projection; see SuppMat for the details of our camera model.
3.3. Relative Human dataset

Existing in-the-wild datasets lack groups of overlapping people with annotations. Since acquiring 3D annotations of large crowds is challenging, we exploit more cost-effective weak annotations. We collect a new dataset, named Relative Human (RH), to support in-the-wild monocular human depth reasoning.

The images are collected from multiple sources to ensure diversity in age, ethnicity, gender, and scene. Most images are collected from the existing 2D pose datasets [17, 18, 40]. They contain few infants so we collect additional open-source family photos from Pexels [1] and then annotate their 2D poses. As shown in Fig. 3, we annotate the relative depth relationship between all people in the image. We treat subjects whose depth difference is less than one body-width ($\gamma = 0.3m$) as people in the same layer. We then classify all people into different depth layers (DLs). Unlike prior work, which labels the ordinal relationships between pairs of joints of individuals [4], DLs capture the depth order of multiple people. Additionally, we label people with four age categories: adults, teenagers, children, and babies.

In total, we collect about 7.6K images with weak annotations of over 24.8K people. More than 21% of the subjects are young people (5.3K), including teenagers, children, and babies. For more analysis, please refer to SuppMat.

3.4. Representations

Figure 2 gives an overview of BEV’s representations.

**Heatmaps:** We build on the body-center heatmap representation from ROMP [30]. The front-view heatmap of size $R^{1 \times H \times W}$ is aligned with the pixel space and represents the likelihood of a body being centered at a 2D location using Gaussian kernels. We go beyond ROMP to add a second 2D heatmap of size $R^{1 \times D \times W}$ that represents an unseen bird’s-eye-view. This heatmap represents the likelihood of a person being at some point in depth; this map, however, does not represent metric depth. BEV composes and refines these two maps into a 3D heatmap, $M^{3D} \in R^{1 \times D \times H \times W}$, which represents the 3D position of the detected human body centers with 3D Gaussian kernels.

**Offset maps:** The discretized center maps coarsely localize the body but we want the network to produce more precise estimates. To that end, we use additional maps that, at each position, add an estimated offset vector to refine the coarse detection. The front-view offset map of size $R^{3 \times H \times W}$ contains 3D offset vectors. The bird’s-eye-view offset map of size $R^{1 \times D \times W}$ contains 1D offset vectors for depth-wise correction. $M^{3D} \in R^{3 \times D \times H \times W}$ corresponds to the 3D centermap and contains a 3D offset vector at each 3D position.

**3D camera anchor maps:** The 3D center heatmap is defined in an arbitrary space, but to reason about people in the world, we transform it into a camera coordinate system called the anchor map. The anchor map is effectively a pre-defined transformation from the 3D centermap to a discrete, voxelized, world representation from the camera view. As shown in Fig. 4, we voxelize 3D camera space and each voxel center corresponds to a vector $(x, y, d)$ representing its position in space; these are the anchor values. For convenience, we represent this as a set of maps with each map corresponding to a depth plane in discrete camera space. The 3D center heatmap is sampled to determine whether a person exists at each anchor position and the corresponding anchor values become its coarse location.

**Mesh feature map:** $M_F \in R^{128 \times H \times W}$ contains a 128-D mesh feature vector at each 2D position. These features are aligned with the input 2D image at the pixel level. After a 3D-center-based sampling process, the relevant features are used for the regression of SMPL+A parameters.

3.5. BEV

We now present the details of how the above representations work in our framework. To effectively establish the 3D representation, the front-view and the bird’s-eye-view must work together to estimate the image position and depth of corresponding subjects. Independently estimating the map of two views in parallel would inevitably cause misalignment, leading to the failure of 3D heatmap-based detection. To connect the two views, we estimate the bird’s-eye-view maps conditioned on the front-view maps. Specifically, to estimate the bird’s-eye-view map, we take the concatenation...
tion of the front-view maps and the backbone feature maps as input. In this way, BEV focuses on the targets indicated by the front-view to estimate their depth. Then we expand and composite 2D maps of two views to generate 3D maps. To integrate 2D features from two views and enhance 3D consistency, we further perform 3D convolution on the composited 3D maps for refinement.

Next, we extract the 3D translation from the estimated 3D maps, \( M_{C}^{3D}, M_{O}^{3D} \). High-confidence 3D positions of the 3D Center map are where we sample 3D offset vectors from the 3D Offset map. From the same 3D position in the 3D camera anchor maps (Fig. 4), we obtain the 3D anchor values, which are positions in camera space of the corresponding 3D center voxel. Adding the 3D offset vectors to the 3D anchor values gives the 3D translation as output.

Finally, we take the estimated 3D translation \((x_i, y_i, d_i)\) and Mesh Feature maps \( M_{F} \) for parameter regression. We sample the pixel-level mesh feature vectors at \((x_i, y_i)\) of \( M_{F} \). Inspired by positional embeddings [33], we learn an embedding space to differentiate people at different depths, especially for the overlapping cases. The predicted depth value \(d_i\) is mapped to a 128-dim encoding vector via an embedding layer. Taking the sum of the depth encodings and the mesh feature vectors as input, we estimate the SMPL+A parameters \((\vec{\theta}, \vec{\beta}, \alpha)\) via a fully-connected block. The output body meshes are obtained via Equation 1.

### 3.6. Loss Functions

Our loss functions are divided into two groups illustrated in Fig. 2: relative losses (in gold) and the standard mesh losses (in black). BEV is supervised by the weighted sum of all loss items. First, we introduce two relative loss functions for weakly supervised training (WST).

**Piece-wise depth layer loss** \(L_{\text{depth}}\). \(L_{\text{depth}}\) is designed to supervise the predicted depth \(d_i, d_j\) of subject \(i, j\) by their depth layers \(r_i, r_j\) via

\[
\begin{cases}
(d_i - d_j)^2, & r_i = r_j \\
\log(1 + e^{d_i - d_j}) \prod((d_i - d_j) - (r_i - r_j)), & r_i < r_j \\
\log(1 + e^{d_j - d_i}) \prod((r_i - r_j) - (d_i - d_j)), & r_i > r_j,
\end{cases}
\]

where \(\prod\) is a binarization function that maps positive values to 1 and negative values to 0. \(\prod\) is used to judge whether the BEV prediction is consistent with the depth relationship of the ground truth DLs. \(L_{\text{depth}}\) is 0, if the predicted depth is difference within an acceptable range; that is, greater than the product of the DL difference and body-width \(\gamma\). Otherwise, \(L_{\text{depth}}\) will encourage the model to achieve it.

Previous ordinal depth losses [4, 27] encourage the model to enlarge the depth difference between people at different depth layers as much as possible. In contrast, the penalty in \(L_{\text{depth}}\) is controlled within a range. This helps to avoid pushing remote subjects too far away.

**Ambiguity-compatible age loss** \(L_{\text{age}}\). The classification of age categories (infant, child, teenager, adult) is inherently ambiguous, especially for teenagers and children. Also, while height is correlated with age, one can easily find children who are taller than some adults. Consequently, we formulate an ambiguity-compatible mixed loss \(L_{\text{age}}\).

Rather than supervise height directly, we supervise the \(\alpha\) parameter that controls the blending between the SMIL infant body and the SMPL adult body. To do so, we define ranges of \(\alpha\) values for each age group; i.e. (lower-bound, middle, upper-bound). We do this using the statistical data of heights for each age category that we then relate these to ranges of \(\alpha\) values. Formally, the ranges are \((\alpha_l^k, \alpha_m^k, \alpha_u^k), k = 1 \cdots 4\) where \(k\) is the annotated age class number; see Sec. 4 for details.

BEV is then trained to predict the body shape as well as an \(\alpha\) value for each person. Given the predicted \(\alpha\) and ground truth age class \(k_g\), the loss \(L_{\text{age}}\) is defined as

\[
L_{\text{age}}(\alpha) = \begin{cases} 
0, & \alpha_l^k \leq \alpha \leq \alpha_u^k \\
(\alpha - \alpha_g)^2, & \text{otherwise}.
\end{cases}
\]

**Other losses.** Following the previous methods [13, 30], we employ the standard mesh losses to supervise the output maps and regressed SMPL+A parameters. \(L_{\text{cm}}\) is the focal loss [30] of the front-view Body Center heatmap. In the same pattern, we further use a 3D focal loss \(L_{\text{cm3D}}\) to supervise the 3D Center map via converting \(L_{\text{cm}}\)’s 2D operation to 3D. \(L_{\text{pm}}\) consists of three parts, \(L_{\theta}, L_{\beta}\), and \(L_{\text{prior}}\). \(L_{\theta}\) and \(L_{\beta}\) are \(L_2\) loss of SMPL+A pose \(\theta\), shape \(\beta\) parameters respectively. \(L_{\text{prior}}\) is the Mixture of Gaussian pose prior [3, 19] on \(\theta\). To supervise the 3D body joints \(\vec{J}\), we use \(L_{\text{3d}}\), which is composed of \(L_{\text{mpj}}\) and \(L_{\text{pmpj}}\). \(L_{\text{mpj}}\) is the \(L_2\) loss of 3D joints \(\vec{J}\). To alleviate the domain gap between training datasets, we follow [30, 31] to calculate the \(L_2\) loss \(L_{\text{pmpj}}\) of the predicted 3D joints after Procrustes alignment with the ground truth. \(L_{\text{2d}}\) is the \(L_2\) loss of the 2D projection of 3D joints \(\vec{J}\). Lastly, \(w(\cdot)\) denotes the corresponding weight of these losses.

### 4. Experiments

**4.1. Implementation Details**

**Training details.** For basic training, we use two 3D pose datasets (Human3.6M [9] and MuCo-3DHP [20]) and four 2D pose datasets (COCO [18], MPII [2], LSP [11], and CrowdPose [17]). We also use the pseudo SMPL annotations from [12] and WST on RH. Most samples in RH are collected from 2D pose datasets [17, 18, 40]. For a fair comparison, we only use the samples that are also used for training in compared methods [10, 15, 16, 21, 30, 41]. To compare with [15, 24], we further fine-tune our model and ROMP [30] on AGORA. The threshold for the age offset
is set to \( t_\alpha = 0.8 \). The age offset ranges \( (\alpha^b_0, \alpha^b_9, \alpha^c_0) \) are: adults \((-0.05, 0.15)\), teenagers \((0.15, 0.3, 0.45)\), children \((0.45, 0.6, 0.75)\), and infants \((0.75, 0.9, 1)\). See Sup. Mat. for more details.

### Evaluation benchmarks

We evaluate BEV on two multi-person datasets, RH and AGORA [24], containing 257 child scans and significant person-person occlusion.

### Evaluation matrix

To evaluate the accuracy of depth reasoning, we employ the Percentage of Correct Depth Relations (PCDR\(^{0.2}\)), and set the threshold for equal depth to 0.2\( m \). To evaluate the accuracy of projected 2D poses (mPCK\(^{0.6}_h\)), we report the Mean Percentage of Correct Depth Relations (mPCDR\(^{0.2}_h\)) and projected 2D poses (mPCK\(^{0.6}_h\)).

#### Monocular detection and mesh regression

We also run BEV on AGORA to evaluate the detection and 3D mesh accuracy. We compare with the state-of-the-art (SOTA) multi-stage methods [15, 24] and the one-stage ROMP [30].

### 4.3 Ablation Studies

**Bird’s-eye-view representation & BEV w/o WST.** To further verify the effectiveness of BEV’s 3D representation, we train it without performing WST on RH and compare it with SOTA methods on AGORA and RH. On RH in Tab. 1, compared with 3DMPPE [21], which uses the ground truth bounding boxes to assist the prediction, the depth reasoning accuracy of BEV w/o WST is 4.4% higher (PCDR\(^{0.2}\) of all). BEV w/o WST also outperforms the
2D representation-based network ROMP [30]. These results point to the effectiveness of our 3D representation for dealing with monocular depth ambiguity. On AGORA, as shown in Tab. 2, BEV w/o WST significantly outperforms ROMP in all detection metrics. Additionally, the strong detection ability of the 3D representation makes BEV w/o WST outperform the SOTA methods [15, 24, 30] in terms of NMVE and NMJE. Comparing BEV and BEV w/o WST in Tab. 3 also shows that our gains in high occlusion situations come from the 3D representation.

**Weakly supervised training (WST) losses, \( L_{\text{depth}} \) and \( L_{\text{age}} \).** Results on AGORA and RH in Tab. 1 and 2 show that performing WST significantly improves the performance, especially for the young groups. Also, Tab. 1 shows that separately using \( L_{\text{depth}} \) or \( L_{\text{age}} \) make BEV produce better depth reasoning than BEV w/o WST, and using both terms will make BEV perform best.

**Depth encoding (DC) for 3D mesh parameter regression.** Tab. 3 shows that adding the depth encoding reduces mesh reconstruction error under high occlusion (over 70%).

**Piece-wise depth layer loss \( L_{\text{depth}} \) v.s. ordinal depth loss [34, 39].** Different from the ordinal depth loss, our \( L_{\text{depth}} \) keeps the penalty into a reasonable range (see Sec. 3.6). As shown in Tab. 4, training with the proposed \( L_{\text{depth}} \) instead of the ordinal depth loss significantly reduces the 3D translation error on the validation set of AGORA, especially in depth.

### 5. Conclusion, Limitations, Ethics, Risks

In this paper, we introduce BEV, a unified one-stage method for monocular regression and depth reasoning of multiple 3D people. By introducing a novel bird’s eye view representation, we enable powerful 3D reasoning that reduces the monocular depth ambiguity. Exploiting the correlation between body height and depth, BEV learns depth reasoning from complex in-the-wild scenes by exploiting relative depth relations and age group classification. We make available an in-the-wild dataset to promote the training and evaluation of monocular depth reasoning in the wild. The ablation studies point to the value of the 3D representation and depth encoding in the network, the importance of our training scheme, and the value of the collected dataset. BEV is a preliminary attempt to explore complex multi-person relationships in the 3D world, and we hope the framework will serve as a simple yet effective foundation for future progress.

**Limitations.** There is much to do. While BEV goes beyond current methods to cover more diverse ages, it is not trained to capture diverse weights, gender, ethnicity, etc. Our labeling approach, however, suggests that weak labels can produce strong results; i.e. improved metric accuracy. Note that BEV is not trained or designed to deal with “crowds” (e.g. 100’s of people); this is future work.

**Ethics and data.** We collect images of RH from a free photo website [1] under a Creative Commons license that enables sharing. We strove to have a dataset that is diverse in age, ethnicity, and gender. Also, our weak annotations
do not contain any personal information and the annotators, themselves, are anonymous and were not studied.

**Potential Negative Societal Impacts.** Methods for monocular 3D pose and shape estimation might be used for automated surveillance, tracking, and behavior analysis, which may violate people’s privacy. To help prevent this, BEV will be released for research only.

**Disclosure:** MJB has received research funds from Adobe, Intel, Nvidia, Facebook, and Amazon. While MJB is a part-time employee of Amazon, his research was performed solely at Max Planck. MJB has financial interests in Amazon, Datagen Technologies, and Meshcapade GmbH.
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