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Abstract—We present a large-scale comparative study of self-supervised speech representation (S3R)-based voice conversion (VC). In the context of recognition-synthesis VC, S3Rs are attractive owing to their potential to replace expensive supervised representations such as phonetic posteriorgrams (PPGs), which are commonly adopted by state-of-the-art VC systems. Using S3PRL-VC, an open-source VC software we previously developed, we provide a series of in-depth objective and subjective analyses under three VC settings: intra-/cross-lingual any-to-one (A2O) and any-to-any (A2A) VC, using the voice conversion challenge 2020 (VCC2020) dataset. We investigated S3R-based VC in various aspects, including model type, multilinguality, and supervision. We also studied the effect of a post-discretization process with k-means clustering and showed how it improves in the A2A setting. Finally, the comparison with state-of-the-art VC systems demonstrates the competitiveness of S3R-based VC and also sheds light on the possible improving directions.

Index Terms—Self-supervised learning, self-supervised speech representation, voice conversion.

I. INTRODUCTION

VOICE conversion (VC) refers to a technique that converts one type of speech to another while preserving the underlying spoken contents [1], [2]. VC has a wide variety of applications, including accent conversion [3], personalized speech synthesis [4], [5], and speaking-aid device support [6]–[8]. In this work, we focus on the most widely investigated application of VC: speaker conversion, which refers to converting speech from a source speaker to a target speaker [9].

A widely-studied approach to VC aims at constructing a black-box function that directly maps source features into those of the target, as depicted in the top of Fig. 1. Early studies employed statistical models such as Gaussian mixture models (GMMs) to represent such a function [10], [11]. To train the model, an alignment process with dynamic time warping must be performed beforehand [12], which requires access to a parallel training set containing utterances of the same linguistic contents from both source and target. To avoid the costly parallel data collection process, CycleGAN-based VC [13] was proposed to find the mapping function without explicit alignment using adversarial learning.

In recent years, a different strategy that has been gaining attention is to decompose the conversion function by disentangling the spoken contents from the others factors in speech, as depicted in the bottom of Fig. 1. This is a reflection of the definition of VC: from the information perspective, VC can be performed by first extracting the spoken contents from the source speech, and then synthesizing the converted speech from the extracted contents with the characteristics of the target. Formally, starting from the source speech \( X \), a recognizer (or encoder) first extracts the spoken contents, \( H \), which is then consumed by the synthesizer (or decoder) to generate the converted speech, \( Y \):

\[
Y = \text{Synth}(H), \quad H = \text{Recog}(X).
\] (1)

Methods that implement this paradigm can be categorized based on how the two modules are optimized. For instance, a line of work tries to optimize the recognizer and synthesizer simultaneously by using an autoencoding objective. In this framework, the ability of the encoder to extract linguistic contents are ensured by employing various information bottleneck, including variational autoencoder [14]–[16], vector quantization [17], [18] and instance normalization [19].

In contrast, many have proposed to optimize the two modules separately, and such an approach is often referred to as

Fig. 1. Top: black-box based voice conversion; bottom: decomposition by content disentanglement based voice conversion.
recognition-synthesis (rec-syn) based VC. For instance, in the latest voice conversion challenge 2020 (VCC2020) [21], a baseline system and several top performing systems implemented such a framework [22]–[26]. It was shown in the challenge results that systems based on rec-syc VC were superior to autoencoder-based methods that trains the two modules concurrently in terms of both naturalness and similarity. Since these systems employed automatic speech recognition (ASR) models as the recognizer module, it is believed that the text data and the ASR objective function form a stronger information bottleneck for preserving the linguistic contents than the constraints used in the autoencoding framework.

One disadvantage of using ASR models as the recognizer module is the expensive dataset collection process. In low-resource settings such as the cross-lingual VC scenario [21], labeled datasets can be especially hard to collect. Therefore, researchers have resorted to unsupervised or the so-called self-supervised speech representation (S3R) learning paradigm, where a large-scale unlabeled data is used to learn rich, compact speech representations.

In addition to its label-free property, S3R based VC is also attractive in it being a good probing task for S3R analysis. Based on the information perspective of VC presented above, we may hypothesize that a good representation $H$ in (1) should be rich in content but contains little to none speaker information. As a result, an S3R model that can extract all-purpose speech representations may not be an optimal choice for VC. For instance, a well-known S3R, wav2vec 2.0 [27], has been shown to be powerful in not only ASR but also speaker and language recognition [28], implying that it encodes rich content, speaker and language information. Under our hypothesis, it may not be the best representation for VC. Such analyses may help researchers reach a better understanding of different S3R models.

In this paper, we present a comparative study of S3R-based VC. Our experiments were conducted using S3PRL-VC [29], an open-source VC software we previously developed that extended the SUPERB benchmark and the S3PRL toolkit [30]. We conducted a large-scale evaluation, both objectively and subjectively, to analyze S3R-based VC systems from various aspects, including:

- **Task**: Experiments were conducted under three kinds of settings: intra-/cross-lingual any-to-one (A2O) VC, where the system converts from an unseen speaker to a seen speaker of the same/different language, and intra-lingual any-to-any (A2A) VC, where both the source and target speakers are unknown during training. We used the VCC2020 dataset to unify the dataset condition, and to provide comparison with top systems in the challenge.

- **Model type**: We implemented models used in the top systems in VCC2018 [31] and VCC2020 [24], which allows us to compare with the top systems in the respective years.

- **Multilinguality**: We validate the cross-lingual transfer ability of S3Rs using the cross-lingual VC task. Furthermore, using the wav2vec 2.0 model, we compared the performance when trained on a mono-lingual and a multilingual dataset.

- **Supervision**: We provided results of supervised representations based systems using the same tasks and models, so we can understand the impact of supervision in recognizer training.

- **Discretization**: Although continuous features were used as default in the SUPERB benchmark, our initial investigation showed that they do not provide the sufficient disentanglement needed in the A2A setting. We then investigated a k-means based discretization used in [32], and provided a comprehensive ablation study.

This work aims to contribute to not only the VC field but also the S3R field. The contributions to the respective fields are summarized as follows:

- **VC**: We aim at a unified, comprehensive study of S3R-based VC. Although getting increasingly popular in the VC field in recent years [32]–[36], each paper used their own experimental setting, including different datasets, models and evaluation protocol. As a result, it is difficult to compare different techniques to further identify drawbacks of current methods. Through this work, we hope to shed lights on a holistic understanding of the S3R-based VC framework, and provide a stepping stone for future VC researchers.

- **S3R**: We find VC suitable for investigating the disentanglement ability of S3R models. Most downstream tasks test one ability of the S3R model at a time, either the capability to encode rich and compact local content information (speech recognition, keyword spotting, etc.) or the power to represent global characteristics (speaker verification, emotion recognition, etc.) As stated above, we suspect VC can test these two abilities at once. Moreover, although we focus on speaker conversion in this work, by changing a task setting, it is possible to inspect the ability of the S3R model to disentangle different global attributes, such as accent or speaking style.

II. BACKGROUND AND RELATED WORKS

A. Recognition-Synthesis Based Voice Conversion

Fig. 2 illustrates the training and conversion processes in rec-syn based VC. The recognizer is first trained on a multi-speaker dataset, which can be either labeled or unlabeled. A common practice is to perform training in a speaker-independent fashion, which ensures the model’s ability to encode the speech representation, $H$, from any unseen speaker. Using the VC training dataset, $D_{VC}$, the synthesizer is trained to reconstruct the acoustic features from $H$. Depending on the setting, the VC training dataset can be either a small target speaker dataset or a multi-speaker dataset, which we will describe later. In the conversion phase, the converted features, $Y$, are generated following (1). The recognizer takes the source speech as input and extracts the S3Rs, which is consumed by the synthesizer.

---

1. To our knowledge, the term recognition-synthesis was first defined in [20], which was only referred to VC systems composed by an ASR model and a speaker-dependent synthesizer. In this work, we define it to be any VC system that separately trains the recognizer and synthesizer.

2. [Online]. Available: https://github.com/s3prl/s3prl/tree/master/s3prl/downstream/a2o-vc-vcc2020
3) Self-Supervised Speech Representations: To reduce the labeling cost of training ASR models, applying S3Rs to VC has become increasingly popular. Being free from labeled data not only reduces the labeling cost, but also makes it possible to use more unlabeled datasets and work under low-resource settings. S3Rs have been applied to a wide variety of VC settings, including any-to-one VC [33], many-to-many VC [32], any-to-any VC [34], [35] and cross-lingual VC [36].

The typical usage of S3R models is to extract continuous features for downstream tasks. However, due to the lack of supervision, continuous S3Rs lack the ability to fully separate contents from other factors such as speaker identity, resulting in poor performance in the A2A setting [29]. One way to provide the sufficient disentanglement is through discretization, as shown in [40]. Certain S3R models such as VQVAE [17] or vq-wav2vec [41] are able to generate discrete outputs due to their architecture, thus some have therefore proposed VC systems based on them [33], [42]. However, not all S3R models have such discretization design. Recently, [32] proposed to apply a k-means based post-discretization process on the continuous S3Rs. The learned discrete units were shown to be effective in a many-to-many VC setting.

B. Self-Supervised Speech Representation Learning

In recent years, self-supervised learning has been the state-of-the-art approach in various research fields. It implies a principle that first pretrains an upstream model that learns general knowledge by solving self-supervised tasks on a large amount of unlabeled data, followed by fine-tuning prediction layers on various downstream tasks. When applied to speech, S3Rs are expected to capture linguistic, speaker, prosodic, and semantic information of speech. In the literature, though with different network architectures, S3Rs are commonly grouped by their objective functions. Generative modeling incorporates language model-like training losses to predict unseen regions (such as future or masked frames), in order to maximize the likelihood of the observed data. Examples include APC [43], VQ-APC [44], Mockingjay [45], TERA [46], and NPC [47]. Discriminative modeling aims to discriminate (or contrast) the target unseen frame with randomly sampled ones, which is equivalent to mutual information maximization. Examples include CPC [48].

3 In the context of S3R-based VC, the recognizer is represented and the synthesizer is represented by the S3R upstream model and the downstream prediction layers, respectively. In the remainder of this paper, we will use these two terms interchangeably.
[49], wav2vec [50], vq-wav2vec [41], wav2vec 2.0 [27] and HuBERT [51]. Finally, multi-task learning applies multiple objectives, including waveform generation, prosody features regression and contrastive InfoMax. PASE+ [52] is the most representative approach.

III. TASKS DESIGN

A. General Description of VCC2020

All experiments in this work are benchmarked on the VCC2020 dataset [21]. There are two tasks in VCC2020, with intra-lingual VC being task 1 and cross-lingual VC being task 2. The data conditions are summarized in Table II. The two tasks share the same two English male and female source speakers. The target speakers include two male and two female English speakers for task 1, and one male and one female speaker each of Finnish, German, and Mandarin for task 2. For each speaker, 70 utterances (roughly five minutes) in their respective languages and contents are provided, and there are 25 test sentences for evaluation. During conversion, the source speech (which is in English) is converted as if it was uttered by the target speaker while keeping the linguistic contents unchanged.

B. Intra-Lingual and Cross-Lingual Any-to-One VC

We first consider the two tasks in VCC2020 under the A2O setting. A2O VC aims to convert from any arbitrary speech into that of a predefined target speaker. As mentioned in Section II-A, the ability to encode \( \mathbf{H} \) from any unseen speaker is ensured by the common practice of training S3Rs on a multi-speaker dataset. In the A2O setting, the VC training dataset in Fig. 2 is the target speaker dataset, \( \mathbf{D}_{\text{trg}} \). The synthesizer is trained to reconstruct the acoustic feature from \( \mathbf{H} \). As described in Secion III-A, the language of \( \mathbf{D}_{\text{trg}} \) is English and Finnish/German/Mandarin in the intra-lingual and cross-lingual setting, respectively.

A2O VC is a good probing task to investigate several characteristics of an upstream S3R model. A fundamental requirement of VC is the linguistic consistency, so there is a positive correlation between the VC performance of an S3R model and its ability to faithfully encode \( \mathbf{H} \). Also, during the synthesizer training in cross-lingual VC, the S3R model may fail to generalize to \( \mathbf{X} \) from a non-English target speaker since most existing S3R models are trained with English datasets only. It is worthwhile to examine the ability of mono-lingual S3R models to transfer to different languages.

C. Intra-Lingual Any-to-Any VC

We then extend the VCC2020 dataset for an A2A scenario, also known as zero-shot VC. A2A VC attempts to convert to a target speaker where \( \mathbf{D}_{\text{trg}} \) is so limited (less than one minute) such that fine-tuning in infeasible. In this setting, the \( \mathbf{D}_{\text{VC}} \) is used to train the A2A VC model is a separate multi-speaker dataset. As in the A2O setting, the synthesizer is trained to reconstruct the acoustic feature from \( \mathbf{H} \). However, due to the speaker-independent nature of S3Rs, \( \mathbf{H} \) does not provide sufficient speaker information to recover the speaker information. Thus, the input is augmented with a speaker embedding, \( \mathbf{s} \), extracted by an off-the-shelf speaker encoder, which is pretrained on an automatic speaker verification (ASV) dataset and objective. In training, the speaker embedding extracted from the target waveform is used. During conversion, given \( \mathbf{D}_{\text{trg}} \), \( \mathbf{s} \) is formed as an average of each embedding from each utterance. We may then rewrite (1) as:

\[
\mathbf{Y} = \text{Synth}(\mathbf{H}, \mathbf{s}), \quad \mathbf{H} = \text{Recog}(\mathbf{X}), \quad \mathbf{s} = \text{SpkEnc}(\mathbf{D}_{\text{trg}}). 
\]

A2A VC helps us investigate how complete can an S3R model filter out the speaker information, which is an important ability in rec-syn based VC. We explain why the A2O setting cannot explore this ability well. Imagine the scenario where a lot of speaker information remains in the S3R. Since the training target is always the target speaker dataset, it is possible that the model removes the speaker information first then inject back to the output. However, in the A2A VC scenario, the training target is drawn randomly from the multi-speaker dataset, thus a “speaker-free” S3R is more demanding. That is to say, during conversion, if an S3R model encodes rich speaker information, then the source speaker information in \( \mathbf{X} \) will conflict with the target speaker attributes injected by the synthesizer, which hurts the VC performance.

IV. IMPLEMENTATIONS

A. Recognizers (Upstream Models)

Table III depicts the list of S3Rs we compared in this work, which are the upstream models supported in S3PRL at the date of publication. For a complete list of information (training data, architecture, objective, etc.), refer to [30]. All upstreams are trained with English data, mostly LibriSpeech [53] or LibriLight [54]. In addition to the S3Rs, two extra upstreams were included: (1) mel-spectrogram, “mel,” and (2) “PPG (TIMIT),” which is trained supervisedly on the TIMIT dataset [55].

B. Synthesizer Model Implementation

Log mel fbanks was selected as the target acoustic feature. We implemented several models to resemble top systems of past VCCs, as illustrated in Fig. 3. We avoid expensive model components like attention [56] because (1) fast benchmarking is a key requirement of SUPERB/S3PRL, and (2) the frame-level feature used in this framework frees us from changing the temporal structure. For discrete inputs generated by the methods described in Section IV-C, they are embedded using lookup tables first.
TABLE III
OBJECTIVE EVALUATION RESULTS ON DIFFERENT VC SETTINGS OVER VARIOUS S3RS USING CONTINUOUS FEATURES

| Upstream   | Intra-lingual A2O | Cross-lingual A2O | Intra-lingual A2A |
|------------|-------------------|-------------------|-------------------|
|            | Simple-WER | ASV | MCD | WER | ASV | MCD | WER | ASV | MCD | WER | ASV | MCD | WER | ASV |
| mel (TIMIT)| 8.41 | 48.5 | 59.0 | 8.92 | 23.7 | 49.75 | 8.27 | 38.3 | 77.25 | 39.0 | 46.67 | 9.49 | 4.2 | 19.50 |
| PPG [32]  | 7.78 | 69.0 | 83.50 | 7.83 | 58.9 | 95.25 | 7.18 | 33.6 | 99.75 | 51.0 | 84.67 | 8.31 | 12.9 | 83.50 |
| VQ-APC [44] | 9.29 | 5.0 | 26.75 | 9.52 | 5.7 | 26.00 | 8.66 | 30.6 | 63.20 | 36.3 | 34.67 | 9.85 | 4.2 | 8.00 |
| VQ-APC [44] | 8.67 | 8.6 | 48.00 | 8.73 | 7.1 | 41.75 | 8.05 | 27.2 | 87.25 | 33.9 | 52.33 | 9.57 | 3.5 | 23.55 |
| NPC [43]   | 8.12 | 10.8 | 81.25 | 8.37 | 7.4 | 60.50 | 7.84 | 22.4 | 94.25 | 28.4 | 68.00 | 9.43 | 4.0 | 22.00 |
| Mockingjay [45] | 7.74 | 39.0 | 92.75 | 8.15 | 21.1 | 76.75 | 7.86 | 30.4 | 94.75 | 37.6 | 59.00 | 9.39 | 4.4 | 21.00 |
| TEIRA [46] | 8.58 | 31.3 | 51.00 | 8.74 | 9.5 | 47.00 | 8.29 | 35.1 | 79.75 | 39.2 | 46.00 | 9.43 | 5.0 | 25.00 |
| TEIRA [46] | 8.60 | 11.4 | 46.50 | 8.87 | 6.0 | 42.50 | 8.21 | 25.1 | 83.75 | 29.2 | 49.33 | 9.31 | 5.2 | 18.75 |
| Modified LPC [49] | 8.71 | 9.4 | 40.00 | 8.87 | 7.0 | 30.00 | 8.41 | 26.2 | 71.00 | 35.3 | 32.83 | 9.61 | 4.1 | 10.75 |
| DeCoAR 2.0 [67] | 8.31 | 7.4 | 54.75 | 8.33 | 6.4 | 53.00 | 7.83 | 17.1 | 90.75 | 26.8 | 59.33 | 9.28 | 4.0 | 27.00 |
| wav2vec [50] | 7.45 | 14.0 | 95.50 | 7.64 | 4.9 | 90.50 | 7.45 | 10.1 | 98.25 | 13.9 | 78.83 | 8.77 | 3.5 | 40.00 |
| wav2vec 2.0 Base [27] | 7.41 | 13.4 | 91.00 | 7.24 | 11.6 | 98.75 | 7.08 | 13.6 | 100.00 | 21.0 | 83.83 | 8.47 | 4.2 | 73.25 |
| wav2vec 2.0 Large | 7.54 | 5.6 | 95.00 | 7.54 | 5.6 | 93.00 | 7.22 | 9.0 | 92.95 | 15.9 | 86.50 | 9.13 | 3.0 | 27.75 |

Fig. 3. The models implemented in this work. Left: the simple model. Middle: the simple model with an AR loop. Right: the Tacotron2 model, with extension to an any-to-any model by accepting a d-vector as the speaker embedding.

- **Simple**: We start from the model used by the top system in VCC2018 [31]. The simple model consists of a single layer feed-forward network (FFN), two long short-term memory layers with projection (LSTMP), and a linear projection layer.
- **Simple-AR**: As autoregressive (AR) modeling has been shown to be effective in speech synthesis [57], we added an AR loop to the simple model. At each time step, the previous output is consumed by the first LSTMP layer. Dropout is essential in the AR loop to avoid exposure bias brought by teacher-forcing [58], [59].
- **Taco2-AR**: We increase the model complexity by using a model architecture similar to that of Tacotron 2 [60], which resembles the model used by the top system in VCC2020 [24]. Different from Tacotron 2, the attention module was not used as it was reported to be useless in [24].

C. Post-Discretization Process for Any-to-Any VC

In our initial investigations [29], using continuous features cannot satisfy the disentanglement requirement in the A2A scenario. As a result, most S3Rs fail to convert the speaker identity, as we show in later sections. We thus provide an extension to match the tendency in the A2A setting to that in A2O.

We impose a stronger information bottleneck by adopting the post-discretization process proposed in [32]. Specifically, as illustrated in the left of Fig. 4, the k-means clustering algorithm takes the continuous features $H$ returned by the recognizer, and returns corresponding discrete indices $Z$ using a codebook of size $K$ trained with a separate dataset in advance.

However, in our preliminary experiments, the method proposed in [32] performs poorly when applied to certain S3Rs. The generated speech often suffers from poor the intelligibility, even when using a large codebook. We suspect that the information bottleneck introduced by discretization is too strong. To offer more expressive power, inspired by [51], we employ the following two additional techniques shown in the right of Fig. 4.

Both methods try to describe one feature vector with multiple k-means models (i.e. multiple indices) to increase the degree of freedom. In the experimental section, we provide a complete investigation of these two techniques.

1) Cluster Ensemble: Using an ensemble of k-means models with different codebook sizes can capture different granularity, and each k-means model can provide complementary information to back each other up. Specifically, given a continuous feature vector $h_i$, we use $N_{CE}$ k-means models to generate $N_{CE}$ indices: $\{z_1, z_2, \ldots, z_{N_{CE}}\}$, where the codebook of $n$-th model has size $K_n$ clusters. Each $K_n$ should be set to different numbers,
so that different k-means models can learn to capture different levels of detail.

2) Product Quantization: Product quantization (PQ) is a technique where the feature space is partitioned into multiple subspaces, and each subspace is quantized separately using different k-means models. Specifically, given a continuous feature vector $h_i \in \mathbb{R}^d$, we first partition it into $N_{PQ}$ subvectors: $[h_{1i}, h_{2i}, \ldots, h_{N_{PQ}i}]$ where each subvector has size $h_{ni} \in \mathbb{R}^{d/N_{PQ}}$. Then, each subvector is consumed by a separate k-means model to generate $N_{PQ}$ indices: $[z_{1i}, z_{2i}, \ldots, z_{N_{PQ}i}]$. The k-means models can be of different numbers of clusters as done in cluster ensemble, but for simplicity, here we set all k-means models to have equal number of clusters.

D. Other Implementation Setups

1) Any-to-Any VC Settings: The dataset used to train the A2A VC model is the VCTK dataset [61]. For the speaker encoder, we used the d-vector model [62] trained on a mix of datasets, including LibriSpeech, VoxCeleb 1 [63] and 2 [64]. For the post-discretization process, following [32], all k-means models are trained on the LibriSpeech clean-100 h set [53]. Although some studies use intermediate layer outputs for discretization [32], [65], for simplicity, we use the last outputs for all S3R models.

2) Waveform Synthesizer: We used the HiFi-GAN [66], a state-of-the-art parallel real-time neural vocoder. For the A2O setup, we mixed the data of all 14 speakers in VCC2020 with the VCTK dataset, while for the A2A setup we used only the VCTK dataset.

V. EXPERIMENTAL RESULTS

In this section, we first describe the evaluation metrics (Section V-A). Then we provide a series of complete objective evaluations and a large-scale listening test to analyze continuous feature-based S3R-based VC and to compare with state-of-the-art systems (Section V-D). The aspects we investigate include the synthesizer model type (Section V-B), multilinguality (Section V-C) and supervision (Section V-E). We finally examine the effectiveness of the post-discretization process (Sections V-G and V-H).

A. Evaluation Metrics and Protocols

1) Objective Evaluation: We employed the following three objective evaluation metrics, all of which measure different aspects of a VC system. For the cross-lingual A2O task, we did not report the MCD results.

   • **MCD**: The mel cepstrum distortion (MCD) is an intrusive, L2-norm based metric based on the mel cepstrum coefficient (mcep) which measures the general performance:

   $$\text{MCD}[dB] = \frac{10}{\log 10} \left[ \sum_{d=1}^{K} \left( \frac{\text{mcep}_d^{(c)} - \text{mcep}_d^{(t)}}{\text{mcep}_d^{(c)}} \right)^2 \right]$$

   where $K$ is the dimension of the mceps and $\text{mcep}_d^{(c)}$ and $\text{mcep}_d^{(t)}$ represent the $d$-th dimensional coefficient of the converted mceps and the target mceps, respectively. The WORLD vocoder [68] was used to extract the mceps.

   • **WER**: The word error rate (WER) is a non-intrusive measure of the intelligibility and the linguistic consistency of the converted speech. We used a pretrained wav2vec 2.0 model.

   • **ASV**: The accept rate from a pretrained ASV model measures whether the speaker identity is converted by calculating the cosine similarity using speaker embeddings [69]. Specifically, the cosine similarity of the d-vectors extracted from each converted utterance and the corresponding reference are calculated. We then report the percentage of the testing utterances whose cosine similarity exceeds a pre-calculated threshold.

2) Subjective Evaluation: For the subjective test, we asked listening participants to evaluate two common aspects in VC: naturalness and similarity. Listeners were asked to evaluate the naturalness on a five-point scale. For conversion similarity, a natural target speech and a converted speech were presented, and listeners were asked to judge whether the two samples were produced by the same speaker on a four-point scale. For each system, a total of 80 utterances (5 random × 16 conversion pairs) were evaluated. Recordings of the target speakers were also included in the naturalness test and served as the upper bound. We used an open-source toolkit [70] that implemented the ITU-T Recommendation P.808 [71] to screen unreliable ratings obtained through the Amazon Mechanical Turk (Mturk). We recruited more than 280 listeners from the United States and had each sample rated by five different participants on average. Audio samples are available online.\(^4\)

B. Comparison of Different Synthesizer Model Types

We first investigate the impact of using different synthesizer models described in Section IV-B in the intra-lingual A2O setting, as shown in Table III. First, only by adding the AR loop to the Simple model, most S3Rs benefit from large improvements in WER. With Taco2-AR, all S3Rs except PASE+ and modified CPC achieved an ASV accept rate higher 80%, while all S3Rs suffered from a degradation in WER. This shows that increasing the model capacity can significantly improve the speaker similarity, while sacrificing the intelligibility. However, we would like to emphasize that: (1) the WER is a strict measurement of intelligibility, and human can actually recognize better than machine. After listening to the samples, our internal perception was that compared to simple-AR, the quality was greatly improved and intelligibility degradation was not as serious as shown in the table. (2) the Taco2-AR model yields the best MCD scores, which, as we will show later, correlates better with subjective naturalness and similarity. (3) we empirically found the training time of the three models similar. Based on these reasons, we decided to use the Taco2-AR model for the succeeding tasks and comparisons.

\(^4\)Performance and APIs. [Online]. Available: https://huggingface.co/facebook/wav2vec2-large-960h-lv60-self

\(^5\)[Online]. Available: https://unilight.github.io/Publication-Demos/publications/s3prl-vc/
TABLE IV
COMPARISON OF wav2vec 2.0 TRAINED ON MONO-LINGUAL DATA AND CROSS-LINGUAL DATA IN THE CROSS-LINGUAL A2O SCENARIO, USING THE TacO2-AR MODEL.

| Upstream  | Training data size | WER  | ASV  |
|-----------|--------------------|------|------|
| wav2vec 2.0 Large | LibriLight 60k hr | 22.7 | 78.0 |
| XLSR [72] | 56k hr from 53 languages | 24.2 | 72.50 |

The Results of wav2vec 2.0 Large are Extracted From Table III.

C. Investigation on Model Multilinguality

Next, we assess the VC performance of S3R models in the cross-lingual setting. Looking again at Table III, we first find S3Rs trained on a mono-lingual corpus can still work well in the cross-lingual setting, demonstrating their ability to transfer across languages. However, compared with the intra-lingual A2O task, it could be clearly observed that all S3Rs degraded in terms of both the WER and ASV accept rate in the cross-lingual setting. In VCC2020, it was also reported that cross-lingual VC is indeed a harder task than intra-lingual VC, as the listening test results of all participating teams were much worse.

To further investigate the impact of the training data language, in Table IV we report the results of XLSR [72], a model that has the same architecture as wav2vec 2.0 Large but trained on a mixture of datasets from 53 languages, resulting in 56 k hours of data. We found that compared to wav2vec 2.0 Large trained on mono-lingual data, XLSR was not particularly good. We suspect that when the training set is large enough, the model can already capture the variations among all languages such that a multilingual dataset will not be needed. Also, since the source language during conversion is English, it is possible that monolingual models are sufficient. It is worthwhile investigating this point by considering a different setting in the future, such as converting from non-English languages.

D. Comparing With State-of-the-Art Systems Using Subjective Evaluation

We then compared S3R-based VC models with state-of-the-art systems. USTC-2018 [31], USTC-2020 [23], [24], SRCB [25], CASIA [26] were top systems in VCC2020, all of which adopted PPGs, synthesizer pretraining on a multi-speaker dataset, and AR vocoders. Notably, they used thousands of hours of internal data for training. ASR+TTS [22] was the seq2seq-non-AR vocoder baseline in VCC2020. S2VC [35] is the STOA system for A2A VC. The results are shown in Table V.

We summarize our observations as follows:

- vq-wav2vec outperformed all other upstreams in the subjective test, with a 3.59 naturalness and 59% similarity in the intra-lingual A2O setting.
- In the A2O settings, there was still a naturalness gap between vq-wav2vec and other VCC2020 top systems (3.59 vs. 4.16–4.25, 3.28 vs. 4.11–4.34). As for similarity, vq-wav2vec was on par with USTC-2018 and CASIA.

E. Impact of Supervision

Although top systems using PPG greatly outperformed vq-wav2vec in naturalness, they used AR vocoders and the system was trained on large internal datasets, so the impact of supervision is not yet clear. To this end, we compared vq-wav2vec result with “PPG (TIMIT)” and the same vocoder. From Table V, we first find “PPG (TIMIT)” has a high WER and a low naturalness score, showing that it was indeed of low quality. Nonetheless, in all three settings, “PPG (TIMIT)” can achieve similar or higher similarity scores than vq-wav2vec. This shows that supervision greatly contributes to similarity, especially in a difficult setting like A2A VC. This also shows that the ability of current S3Rs to disentangle speaker information is still limited when compared to PPG, and can be further improved in the future. That being
### TABLE VI
**Linear Correlation Coefficients Between Different Metrics**

| Metric | MCD   | WER   | ASV   | Nat.  | Sim.  |
|--------|-------|-------|-------|-------|-------|
| MCD    | -     | 0.678 | -0.954| -0.968| -0.961|
| WER    | -0.640| -0.808| 0.910 | 0.911 | 0.932 |
| ASV    | -     | -     | -     | -     | -     |
| Nat.   | -     | -     | -     | -     | -     |
| Sim.   | -     | -     | -     | -     | -     |

### TABLE VII
**Results of HuBERT Base and Mockingjay Using the Cluster Ensemble and the Product Quantization Techniques in the Any-to-Any Scenario, With the Taco2-AR Model**

| Upstream   | # clusters (#K) | N_{PQ} | MCD   | WER   | ASV   |
|------------|----------------|--------|-------|-------|-------|
| HuBERT Base| 30             | 1      | 8.41  | 22.0  | 79.50 |
|            | 100            |        | 8.25  | 10.3  | 83.50 |
|            | 200            |        | 8.32  | 10.2  | 84.25 |
|            | 50+100         | 1      | 8.37  | 10.2  | **86.25** |
|            | 50+200         |        | 8.28  | 8.6   | 84.25 |
|            | 100+200        |        | 8.29  | 8.8   | 83.25 |
|            | 50+100+200     |        | 8.40  | 7.9   | 85.00 |
|            | 50             | 2      | **8.23** | 8.2   | **86.25** |
|            | 100            |        | 8.32  | 7.2   | 81.75 |
| Mockingjay | 100            | 1      | 9.12  | 77.4  | 63.00 |
|            | 200            |        | 9.10  | 73.1  | **63.25** |
|            | 50+100+200     | 1      | 9.02  | 59.7  | 61.00 |
|            | 100            | 2      | 9.07  | 64.5  | 59.00 |
|            | 200            |        | **8.95** | 55.4  | 61.75 |

The Best Numbers Within the Same Upstream are in Bold Face.

### TABLE VIII
**Results of HuBERT Base and Mockingjay Varying the Number of Partitions (N_{PQ}) in the Product Quantization Technique. The Number of Clusters is Set to 200 in All K-Means Models**

| Upstream | N_{PQ} | MCD   | WER   | ASV   |
|----------|--------|-------|-------|-------|
| HuBERT Base | 1     | 8.32  | 10.2  | **84.25** |
|           | 2     | 8.32  | 7.2   | 81.75 |
|           | 4     | 8.39  | 5.8   | 84.00 |
|           | 8     | 8.35  | **3.5** | **84.50** |
| Mockingjay | 16    | **8.31** | 4.1   | 78.00 |
|           | 32    | 8.41  | 3.6   | 75.00 |
|           | 64    | 8.45  | 3.8   | 75.25 |
|           | 128   | 8.38  | 3.9   | 74.00 |
|           | 256   | 8.37  | 4.2   | 74.75 |

### TABLE IX
**Results on Any-to-Any VC With Continuous and Discrete Features Over Various Upstreams**

| Upstream   | Continuous | Discrete |
|------------|------------|----------|
|            | MCD       | WER      | ASV   | MCD       | WER      | ASV   |
| HuBERT Base | 9.85      | 4.2      | 8.00  | 8.92      | 81.7     | 74.00 |
| APC        | 9.57      | 3.5      | 23.25 | 8.66      | 22.4     | 81.25 |
| VQ-APC     | 9.43      | 4.0      | 22.00 | 8.42      | 21.0     | 85.50 |
| NPC        | 9.39      | 4.4      | 21.00 | 8.78      | 46.0     | 74.50 |
| Mockingjay | 9.43      | 5.0      | 25.00 | 8.95      | 55.4     | 61.75 |
| TERA       | 9.31      | 5.2      | 18.75 | 8.40      | 37.1     | 67.00 |
| Modified CPC | 9.61    | 4.1      | 10.75 | 8.69      | 13.8     | 75.50 |
| DeCoAR 2.0 | 9.28      | 4.0      | 27.00 | -         | -        | -     |
| wav2vec    | 8.77      | 3.5      | 40.00 | 8.34      | 15.2     | **86.50** |
| vq-wav2vec | **8.47** | 4.2      | **73.25** | 8.49     | 22.5     | **82.80** |
| wav2vec 2.0 B | 9.03    | 3.2      | 27.00 | 8.90      | 54.3     | 75.75 |
| wav2vec 2.0 L | 8.99    | 4.1      | 22.25 | 8.97      | 67.7     | 72.75 |
| HuBERT B.  | 9.19      | 3.4      | 23.25 | 8.31      | 4.1      | 78.00 |
| HuBERT L.  | 9.13      | 3.0      | 27.75 | **8.23** | 7.4      | 86.25 |

The Results Using Continuous Features are Extracted From Table III.

However, using more k-means models in both cluster ensemble and PQ means to loosen the speaker information bottleneck, which can harm the conversion similarity (ASV) as well as MCD. Finally, an interesting finding is that by only partitioning into two feature subvectors, the MCD and WER are still better than using an ensemble of three k-means models, suggesting that PQ is a more effective method then cluster ensemble. This is consistent with the finding in [51]. We thus use PQ in the following experiments.

### G. Investigation of the Post-Discretization Process

In Table VII, we report results of applying cluster ensemble and PQ on two upstreams, namely HuBERT Base and Mockingjay, in the A2A setting. First, we can observe that the intelligibility (WER) improves when the number of k-means model in the ensemble increases. That is to say, using two k-means models is better than using one, and using three is even better. The intelligibility is also improved when using PQ, and the improvement is consistent across all numbers of clusters.

However, using more k-means models in both cluster ensemble and PQ means to loosen the speaker information bottleneck, which can harm the conversion similarity (ASV) as well as MCD. Finally, an interesting finding is that by only partitioning into two feature subvectors, the MCD and WER are still better than using an ensemble of three k-means models, suggesting that PQ is a more effective method then cluster ensemble. This is consistent with the finding in [51]. We thus use PQ in the following experiments.

Based on the observations in Table VII, we then investigate how much speaker information are leaked when the number of partitions increases. Table VIII shows the results varying the number of partitions using HuBERT and Mockingjay, and Fig. 5 is a visualization of the overall trend. For HuBERT Base, we can first observe a diminishing returns effect in WER. That is to say, the WER stops to improve when N_{PQ} is large enough. We can also observe that the conversion accuracy stays at a similar level when N_{PQ} is small, and starts to drop when N_{PQ} gets larger. These observations show that we can find an optimal N_{PQ} such that the WER is optimized while maintaining a similar level of
conversion accuracy. However, for Mockingjay, both WER and ASV are monotonically decreasing, such that we cannot find such an optimal point by only looking at these two metrics. As a result, we resolve to MCD to find the optimal $N_{\text{PO}}$.

### H. Comparison of Continuous and Discrete Features

Finally, we compare the results in the A2A setting when using continuous and discrete features. Since there are too many hyperparameters that can be tuned, we applied the PQ technique and set the number of clusters to be 200, and we searched the best $N_{\text{PO}}$ between 1, 2 and 4 with the lowest MCD. We report the results in Table IX. It can be clearly observed that the post-discretization process indeed serves as a strong speaker information bottleneck as the ASV scores of all S3Rs are significantly higher than the continuous counterpart. As described in Section IV-C, most S3Rs suffer from poor intelligibility even with the PQ technique. However, certain S3Rs still achieved an acceptable balance of intelligibility and conversion similarity, resulted in MCD values lower than that of the best performing continuous S3R (8.47 from vq-wav2vec), such as VQ-APC, wav2vec, HuBERT Base and HuBERT Large.

### VI. DISCUSSION AND CONCLUSION

In the paper, we presented a comparative study of S3R-based VC. We used S3PRL-VC, an extension of the S3PRL toolkit that focused on the VC downstream task. We evaluated the S3Rs under the context of VC, and provided a series of in-depth analysis in various aspects including the synthesizer model type, different VC tasks, supervision and discretization. We also compared with the state-of-the-art VC systems in VCC2020, and showed that there is still room for improvement in terms of quality and similarity.

Readers from different research communities can gain individual insights from this work. From the VC perspective, in S3PRL-VC, to meet the fast benchmarking requirement, some techniques that were shown to be effective were not applied, such as fine-tuning target speaker-dependent vocoders [31], [73], training the synthesizer with waveform domain losses [32], [74], or fine-tuning the vocoder with ground truth aligned synthesis [60], [66], [75]. That is to say, the performance can be further optimized. In addition, applications to other VC tasks such as emotional VC, expressive VC, singing VC and VC for speaking aid devices are also worth investigating.

From the S3R perspective, we have shown that there are certain challenges that are required by VC, such as the preservation of the spoken contents and the disentanglement of speaker information. It is therefore worthwhile to continue to use VC as a probing task when designing new S3R models.

Finally, we would like to discuss the special position of VC in the context of the recent SUPERB [76] activities. SUPERB is a collection of benchmark resources that aims to evaluate S3Rs across various speech tasks, with an assumption in mind that different representations should outperform others in different tasks due to their pretext-task nature. However, in the original version that consisted of only 10 discriminative tasks, it turned out that wav2vec 2.0 and HuBERT outperformed all other S3Rs. This dominance was broken after the introduction of VC, where vq-wav2vec was shown to be the best in the A2O setting, due to its disentangling ability.

This finding has several important implications. First, it shows that VC can be used to examine the disentanglement performance of a S3R, and there is a need for disentanglement if one tries to develop an universal representation, which not yet exists. Also, we hope this work can serve as a good initiative for future S3R researchers to emphasize on the disentanglement performance of their model, without hurting the scores on other tasks like ASR and ASV. This could have a bigger impact on the community compared to pursuing incremental improvements on other tasks.
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