Abstract: In the last two decades, information entropy measures have been relevantly applied in fuzzy clustering problems in order to regularize solutions by avoiding the formation of partitions with excessively overlapping clusters. Following this idea, relative entropy or divergence measures have been similarly applied, particularly to enable that kind of entropy-based regularization to also take into account, as well as interact with, cluster size variables. Particularly, since Rényi divergence generalizes several other divergence measures, its application in fuzzy clustering seems promising for devising more general and potentially more effective methods. However, previous works making use of either Rényi entropy or divergence in fuzzy clustering, respectively, have not considered cluster sizes (thus applying regularization in terms of entropy, not divergence) or employed divergence without a regularization purpose. Then, the main contribution of this work is the introduction of a new regularization term based on Rényi relative entropy between membership degrees and observation ratios per cluster to penalize overlapping solutions in fuzzy clustering analysis. Specifically, such Rényi divergence-based term is added to the variance-based Fuzzy C-means objective function when allowing cluster sizes. This then leads to the development of two new fuzzy clustering methods exhibiting Rényi divergence-based regularization, the second one extending the first by considering a Gaussian kernel metric instead of the Euclidean distance. Iterative expressions for these methods are derived through the explicit application of Lagrange multipliers. An interesting feature of these expressions is that the proposed methods seem to take advantage of a greater amount of information in the updating steps for membership degrees and observations ratios per cluster. Finally, an extensive computational study is presented showing the feasibility and comparatively good performance of the proposed methods.
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1. Introduction

Clustering analysis [1–4], as a part of the multivariate analysis of data, is a set of unsupervised methods whose objective is to group objects or observations taking into account two main requirements: (1) objects in a group or cluster should be similar or homogeneous; and (2) objects from different groups should be different or heterogeneous.

Historically, clustering methods have been divided into two classes attending to the output they provide: A first class is that of hierarchical methods [5,6], which proceed by either agglomerating or splitting previous clusters, respectively, ending or starting the clustering process with all objects grouped in a single cluster. Thus, the main feature of hierarchical methods is that they provide a collection of interrelated partitions of the data, each partition or set of clusters being composed of a different number of clusters between 1 and N, where N is the number of objects or observations being clustered. This leaves the user with the task of choosing a single partition exhibiting an adequate number of clusters.
for the problem being considered. The second class of clustering methods is that of non-hierarchical procedures, which provide a single partition with a number of clusters either determined by the algorithm or prespecified by the user as an input to the method. Several general clustering strategies have been proposed within this non-hierarchical class, such as prototype-based [7–12], density-based [13,14], graph-based [15–18], or grid-based [19,20] methods. Prototype-based methods typically assume the number $K$ of clusters is provided by the user, randomly construct an initial representative or prototype for each of the $K$ clusters, and proceed by modifying these prototypes in order to optimize an objective function, which usually measures intra-cluster variance in terms of a metric such as the Euclidean distance.

The most extended instance of prototype-based method is the $K$-means algorithm, first proposed by Forgy [7] and further developed by MacQueen [8]. As for most prototype-based methods, the basis of the $K$-means algorithm is a two-step iterative procedure, by which each object is assigned to the cluster associated with the closest prototype (i.e., from a geometric point of view, clusters can be seen as the Voronoi cells of the given prototypes, see [21,22]), and prototypes are then recalculated from the observations that belong to each corresponding cluster. The $K$-means specific prototypes are referred to as cluster centroids and are obtained as the mean vectors of observations. The method can thus be seen as a heuristic procedure trying to minimize an objective function given by the sum of squared Euclidean distances between the observations and the respective centroids. As shown in [23], the $K$-means algorithm has a superlinear convergence, and it can be described as a gradient descent algorithm.

Several works (e.g., [24–27]) discuss the relevance of the $K$-means algorithm and its properties, problems, and modifications. Particularly, its main positive features are as follows [25,27,28]:

- Its clustering strategy is not difficult to understand for non-experts, and it can be easily implemented with a low computational cost in a modular fashion that allows modifying specific parts of the method.
- It presents a linear complexity, in contrast with hierarchical clustering methods, which present at least quadratic complexity.
- It is invariant under different dataset orderings, and it always converges at quadratic rate.

On the other hand, the $K$-means algorithm also presents some known drawbacks:

- It assumes some a priori knowledge of the data, since the parameter $K$ that determines the number of clusters to build has to be specified before the algorithm starts to work.
- It converges to local minima of the error function, not necessarily finding the global minimum [29], and thus several initializations may be needed in order to obtain a good solution.
- The method of selection of the initial seeds influences the convergence to local minima of the error function, as well as the final clusters. Several initialization methods have been proposed (see [25] for a review on this topic), such us random selection of initial points [8] or the $K$-means++ method [30], which selects the first seed randomly and then chooses the remaining seeds with a probability inversely proportional to distance.
- Although it is the most extended variant, the usage of the Euclidean metric in the objective function of the method presents two relevant problems: sensitivity to outliers and a certain bias towards producing hyperspherical clusters. Consequently, the method finds difficulties in the presence of ellipsoidal clusters and/or noisy observations. Usage of other non-Euclidean metrics can alleviate these handicaps [24].

The introduction of the notions and tools of fuzzy set theory [31] in cluster analysis was aimed at relaxing the constraints imposing that each observation has to completely belong to exactly one cluster. These constraints lead to consider all observations belonging to a cluster as equally associated to it, independently of their distance to the corresponding centroid or the possibility of lying in a boundary region between two or more clusters. However, it may seem natural to assume that observations which lie further from a cluster
centroid have a weaker association to that cluster than nearer observations [24]. Similarly, detecting those observations that could be feasibly associated to more than one cluster can be a highly relevant issue in different applications. In this sense, the fuzzy approach enables observations to be partially associated to more than one cluster by modeling such association through [0,1]-valued membership degrees, rather than by a binary, 0 or 1 index. These ideas led to the proposal of the Fuzzy C-means method (FCM, initially introduced in [32] and further developed in [33]), which extended the K-means method by allowing partial or fuzzy membership of observations into clusters and triggered research in the field of fuzzy clustering.

Later, the idea of applying a regularization approach to some ill-defined problems in fuzzy clustering led to the consideration of entropy measures as a kind of penalty function, since a large entropy value indicates a high level of randomness in the assignment of observations to clusters or similarly a high level of overlapping between clusters (see [34–37] for an ongoing discussion of the notion of overlap in fuzzy classification). This idea is first implemented in [38] by modifying the FCM to minimize Shannon’s entropy [39]. Similarly, entropy measures are also applied to deal with the difficulties found by the FCM on non-balanced cluster size datasets, where misclassifications arise as observations from large clusters are classified in small clusters or big clusters are divided into two clusters, as shown for instance in [21]. Indeed, by introducing new variables to represent the ratios of observations per cluster, these problems can be addressed through the use of relative entropy measures or divergences between the membership functions and such ratios [21,40,41], for example Kullback–Leiber [42] and Tsallis [43] divergences, respectively, applied in the methods proposed in [44,45].

The aim of this paper is then to follow and extend the ideas of those previously mentioned works by studying the application of Rényi divergence [46] in the FCM objective function as a penalization term with regularization functionality. In this sense, a relevant feature of Rényi’s entropy and divergence is that, due to their parametric formulation, they are known to generalize other entropy and divergence measures; particularly, they, respectively, extend Shannon’s entropy and Kullback–Leiber divergence. Furthermore, the kind of generalization provided by Rényi entropy and divergence is different from that provided by Tsallis entropy and divergence. This makes their application in the context of fuzzy clustering interesting, as more general clustering methods can be devised from them. Moreover, as discussed in Section 3, the iterative method derived from the proposed application of Rényi divergence seems to make a more adaptive usage of the available information than previous divergence-based methods, such as the previously referenced one [45] based on Tsallis divergence.

Indeed, as far as we know, two previous proposals apply either Rényi entropy or divergence to define new clustering methods. The first one is found in [47], where Rényi divergence is taken as a dissimilarity metric that is used to substitute the usual variance-based term of the FCM objective function, therefore without a regularization aim. The second proposal [48] does however employ Rényi entropy as a regularization term in the context of fuzzy clustering of time data arrays, but it does not consider observations ratios per cluster, and thus it does not apply Rényi divergence as well.

Therefore, the main contribution of this work consists of the proposal of a fuzzy clustering method using Rényi divergence between membership degrees and observations ratios per cluster as a regularization term, thus adding it to the usual variance term of FCM objective function when considering cluster sizes. Looking for some more flexibility in the formation of clusters, a second method is then proposed that extends the first one by introducing a Gaussian kernel metric. Moreover, an extensive computational study is also carried out to analyze the performance of the proposed methods in relation with that of several standard fuzzy clustering methods and other proposals making use of divergence-based regularization terms.

This paper is organized as follows. Section 2 introduces the notation to be employed and recalls some preliminaries on fuzzy clustering, entropy and divergence measures, and
kernel metrics. It also reviews some fuzzy clustering methods employing divergence-based regularization. Section 3 presents the proposed method and its kernel-based extension. Section 4 describes the computational study analyzing the performance of the proposed methods and comparing it with that of a set of reference methods. Finally, some conclusions are exposed in Section 5.

2. Preliminaries

This section is devoted to recalling some basics about fuzzy clustering, entropy measures, and kernel functions needed for the understanding of the proposed methods. In this way, Section 2.1 introduces notations and reviews some of the most extended prototype-based clustering methods. Section 2.2 recalls general notions on entropy and divergence measures and describes some clustering methods making use of divergence measures. Finally, Section 2.3 provides the needed basics on kernel metrics.

2.1. Some Basics on Clustering Analysis

Let $X$ be a set of $N$ observations or data points with $n$ characteristics or variables at each observation. We assume $X$ is structured as a $N \times n$ data matrix, such that its $i$th row $X_i = (x_{i1}, \ldots, x_{in})^T \in \mathbb{R}^n$ denotes the $i$th observation, $i = 1, \ldots, N$. It is also possible to assume that observations are normalized in each variable (e.g., by the min-max method) in order to avoid scale differences, so we can consider the data to be contained in a unit hypercube of dimension $n$.

The centroid-based clustering methods we deal with are iterative processes that classify or partition the data $X$ into $K$ clusters $\{C_{kt}\}_{t=1}^K$ in several steps $t = 1, 2, \ldots$, with $t \in T \subset \mathbb{N}$, where $T$ is the set of iterations or steps. At each iteration $t$, the partition of $X$ in the $K$ clusters is expressed through a $N \times K$ matrix $M_t = [\mu_{ikt}]_{(N,K)}$, such that $\mu_{ikt}$ denotes the membership degree of observation $X_i$ into cluster $C_{kt}$. Notation $M$ is used to represent a generic $N \times K$ partition matrix. In a crisp setting, only allowing for either null or total association between observations and clusters, it is $\mu_{ikt} \in \{0, 1\}$, while in a fuzzy setting it is $\mu_{ikt} \in [0, 1]$ in order to allow partial association degrees. In either case, the constraints

$$\sum_{k=1}^K \mu_{ikt} = 1 \text{ for any } i = 1, \ldots, N \text{ and } t \in T \quad (1)$$

(Ruspini condition [49]), and

$$0 < \sum_{t=1}^T \mu_{ikt} < N \text{ for any } k = 1, \ldots, K \text{ and } t \in T, \quad (2)$$

are imposed to guarantee the formation of data partitions with non-empty clusters. Let us remark that fuzzy methods with $\mu_{ikt} \in [0, 1]$ do not actually need to impose Equation (2), since in practice the iterative expressions for the membership degrees obtained by only using Equation (1) as constraint already guarantee that $\mu_{ikt} > 0$ for all $k$ and $i$.

Similarly, the centroid $V_{kt} = (v_{kt1}, \ldots, v_{ktn})^T$ of the $k$th cluster at iteration $t$ is obtained for each method through a certain weighted average of the observations (using membership degrees to cluster $C_{kt}$ as weights), and the $K \times n$ matrix with the $n$ coordinates of all $K$ centroids at a given iteration $t$ is denoted by $V_t$. We also employ notation $V$ to denote a generic centroid $K \times n$ matrix. Initial centroids or seeds $\{V_{0t}\}_{t=1}^T$ are needed to provide the starting point for the iterative process, and many initialization methods are available to this aim [25].

Iterative prototype-based methods can be seen as heuristic procedures intended to minimize a certain objective function $J(M, V)$, which is usually set to represent a kind of within-cluster variance [8] through squared distances between observations and centroids. Thus, although the aim of any clustering procedure is to find the global minimum of such objective function, iterative heuristic methods can only guarantee convergence to a local minimum [29], which is usually dependent on the selected initial centroids or seeds. Only the Euclidean distance or metric $d(X_i, X_j) = \left[ (X_i - X_j)^T (X_i - X_j) \right]^{1/2}$ for
any \( X_i, X_j \in \mathbb{R}^n \) is employed in this paper (although we also implicitly consider other metrics through the usage of kernel functions, see Section 2.3). For simplicity, the distance between an observation \( X_i \) and a centroid \( V_{kt} \) is denoted by \( d_{ikt} = d(X_i, V_{kt}) \) and its square by \( d_{ikt}^2 = d(X_i, V_{kt})^2 \).

The iterative process of the methods discussed in this paper typically consider a number of steps at each iteration, which at least include: (i) updating the centroids from the membership degrees obtained in the previous iteration; and (ii) updating the membership degree of each observation to each cluster taking into account the distance from the observation to the corresponding (updated) cluster centroid. In this regard, without loss of generality (it is a matter of convention where an iteration starts), we always assume that, at each iteration, centroids are updated first, and thus that initial degrees \( \mu_{ikt} \) for all \( i \) and \( k \) have to be also obtained from the initial seeds \( \{V_{0k}\}_{k=1}^K \).

Different stopping criteria can be used in order to detect convergence of the iterative process or to avoid it extending for too long: a maximum number of iterations \( t_{\text{max}} \) can be specified, and a tolerance parameter \( \varepsilon > 0 \) can be used so that the method stops when the difference between centroids of iterations \( t \) and \( t+1 \) is below it, \( \max_{k} \left| V_{k(t+1)} - V_{kt} \right| < \varepsilon \), or similarly when the difference between membership functions of iterations \( t \) and \( t+1 \) is small enough, \( \max_{i,k} \left| \mu_{ikt(t+1)} - \mu_{ikt} \right| < \varepsilon \).

Finally, as mentioned above, some difficulties may arise when applying the FCM method on non-balanced datasets, i.e., when clusters present quite different sizes. Such difficulties can be addressed by expanding the optimization problem through the introduction of a set of new variables \( \phi_{kt} \in [0,1], k = 1, \ldots, K \), called observations ratios per cluster [21,40] as the constraint

\[
\sum_{k=1}^{K} \phi_{kt} = 1 \text{ for any } t \in \mathbb{T}
\]

is also imposed. These variables allow weighting the contribution of each cluster to the objective function as inversely proportional to the cluster’s size, facilitating in practice the formation of clusters with different sizes. Notation \( \Phi \) is used to represent a generic vector \((\phi_1, \ldots, \phi_K)\) of observations ratios. In those methods making use of observations ratios, we assume that these are updated at the end of each iteration, from updated centroids and membership degrees. This entails that initial ratios \( \phi_{kt0}, k = 1, \ldots, K \), have to be somehow obtained from the initial centroids and membership degrees. Moreover, the iterative formulae for membership degrees and observations ratios provided by some methods show an interdependence between both kinds of variables. As a consequence, specific expressions to initialize both membership degrees and observations ratios for \( t = 0 \) have to be provided in these cases. In this sense, for the computational experiments described in Section 4, we applied Equations (44) and (45) to this aim for all methods requiring such specific initialization.

### 2.1.1. K-Means

In terms of the notation just introduced and assuming a fixed number of cluster \( K \), the K-means method consists in a two-step iterative process that tries to find the partition matrix \( M \) and the centroids \( V \) that solve the optimization problem

\[
\min_{M,V} J(M,V) = \min_{M,V} \sum_{k=1}^{K} \sum_{i=1}^{N} \mu_{ikt} d_{ikt}^2, \forall t \in \mathbb{T}
\]

subject to \( \mu_{ikt} \in \{0,1\} \forall i,k,t \), as well as to Equations (1) and (2).

Given a set of initial seeds \( \{V_{0k}\}_{k=1}^K \), as exposed above, we assume that initial membership degrees \( \mu_{ikt0} \in \{0,1\} \) are obtained by assigning each observation to the cluster with the nearest centroid, in a crisp way, i.e., \( \mu_{ikt0} = 1 \) when \( d(X_i, V_{kt0}) = \min_{l=1,\ldots,K} d(X_i, V_{lk0}) \) and
where $N_k(t-1) = \sum_{i=1}^{N} \mu_{ikt}(t-1)$ denotes the number of observations belonging to cluster $C_k(t-1)$, i.e., its cluster size. Next, observations’ membership degrees are updated, again assigning each observation to the cluster with the nearest (updated) centroid, i.e., $\mu_{ikt}(t-1)$ when $d(X_i, V_{kt}) = \min_{t=1,...,K} d(X_i, V_{lt})$ and $\mu_{ikt} = 0$ otherwise. These two steps are repeated until a stopping criterion is met.

### 2.1.2. Fuzzy C-Means

This method was proposed by Dunn [32] as a generalization of the K-means allowing to consider partial association degrees between observations and clusters. Later, Bezdek [33] improved and generalized Dunn’s proposal by introducing the fuzzifier parameter $m > 1$, which allows controlling the fuzziness of the clusters. Therefore, although apparently similar to the K-means, the standard FCM algorithm allows the elements $\mu_{ikt}$ of the partition matrices $M_t$ to be continuous degrees in the unit interval $[0,1]$ instead of binary indexes in $[0,1]$, and thus tries to solve the optimization problem

$$
\min_{M, V} J_m(M, V) = \min_{M, V} \sum_{i=1}^{N} \sum_{k=1}^{K} \mu_{ikt}^m \frac{d_{\text{euclid}}}{d_{\text{euclid}}}^2, \forall t \in T
$$

subject to $\mu_{ikt} \in [0,1] \forall i, k, t$ as well as to Equations (1) and (2). Departing from a set of initial seeds $\{V_{k0}\}_{k=1}^{K}$, at each iteration, it is possible to apply the method of Lagrange multipliers in order to find a local minimum of Equation (6) verifying the imposed constraints. This leads to update the centroids following the expression

$$
V_{kt} = \frac{\sum_{i=1}^{N} \mu_{ikt}(t-1)^m X_i}{\sum_{i=1}^{N} \mu_{ikt}(t-1)} \forall t > 0
$$

as well as to obtain the membership degrees as

$$
\mu_{ikt} = \left[ \frac{d_{\text{euclid}}^2}{d_{\text{euclid}}^2} \right]^{\frac{1}{m-1}} \frac{1}{\sum_{s=1}^{K} \left[ d_{\text{euclid}}^2 \right]^{\frac{1}{m-1}}} \forall t \geq 0
$$

The limit behavior of the FCM method in terms of the fuzzifier parameter $m$ is studied for instance in [50]: when $m$ tends to infinity, the centroids converge to the global average of data, and, when $m$ tends to 1, the method tends to be equivalent to the K-means. In addition, in [50], different results on the convergence of the FCM are proved, which guarantee its convergence to a local or global minimum or to a saddle point of Equation (6). Similar results for alternative FCM methods and generalizations are demonstrated in [51,52]. In [33], it is shown that Equation (6) is convex only when $M$ or $V$ is fixed. The FCM has basically the same advantages and disadvantages discussed in Section 1 for the K-means (see also [24] for a detailed comparison between K-means and FCM).

### 2.1.3. Fuzzy C-Means with Cluster Observations Ratios

A modification of the FCM method is proposed in [21,40] with the idea of adding cluster size variables $\Phi$, facilitating the formation of clusters of different sizes. The optimization problem the modified method tries to solve is

$$
\min_{M, \Phi, V} J_m(M, \Phi, V) = \min_{M, \Phi, V} \sum_{i=1}^{N} \sum_{k=1}^{K} \Phi_{ik}^{1-m} \mu_{ikt}^m \frac{d_{\text{euclid}}}{d_{\text{euclid}}}^2, \forall t \in T
$$
subject to $\mu_{ikt} \in [0, 1]$ for $i, k, t$ as well as to Equations (1)–(3). The application of Lagrange multipliers to Equation (9) leads as before to Equation (7) for centroid updating, as well as to obtain new membership degrees by following the expression

$$
\mu_{ikt} = \frac{\left(\phi_{ikt}^{1-m}d_{ikt}^2\right)^{\frac{1}{m-1}}}{\sum_{g=1}^{K}\left(\phi_{igt}^{1-m}d_{igt}^2\right)^{\frac{1}{m-1}}} \forall t > 0
$$

Finally, the ratios of observations per cluster are to be computed as

$$
\phi_{kt} = \frac{\left(\sum_{i=1}^{N}\mu_{ikt}d_{ikt}^2\right)^{\frac{1}{m}}}{\sum_{g=1}^{K}\left(\sum_{i=1}^{N}\mu_{igt}d_{igt}^2\right)^{\frac{1}{m}}} \forall t > 0
$$

Notice that, due to the interdependence between membership degrees and observations ratios, an initialization method has to be provided to obtain these when $t = 0$. As mentioned above, Equations (44) and (45) are applied to this aim for this and the following methods.

2.2. Entropy and Relative Entropy in Cluster Analysis

This section aims to recall the definitions of some entropy and relative entropy measures and describes a couple of fuzzy clustering methods that employ divergence measures with a regularization functionality.

2.2.1. Entropy Measures

The notion of information entropy was a cornerstone in the proposal of a general information and communication theory by Shannon in the mid-20th century [39]. Given a random variable $A$, the information entropy of $A$ can be understood as the mathematical expectation of the information content of $A$, thus measuring the average amount of information (or, equivalently, uncertainty) associated with the realization of the random variable. When applied to fuzzy distributions verifying probabilistic constraints, such as membership degrees to clusters for which the Ruspini condition [49] holds, entropy can be understood as a measure of the fuzziness of such distribution [45]. In this context, entropy is maximum when overlap between the different classes or clusters is present. This has motivated the application of entropy measures in fuzzy clustering as a penalization term aiming to regularize the solution of clustering problems by avoiding too overlapping partitions. Furthermore, entropy measures have also found a relevant application in recent developments in non-fuzzy clustering ensembles [54,55]. Next, we recall the definitions of the entropy measures proposed by Shannon, Tsallis, and Rényi.

**Definition 1** [39]. Let $A$ be a discrete random variable with finite support $\chi = \{x_1, \ldots, x_s\}$ and probability mass function $P(A)$. Then, the Shannon entropy of $A$ is defined as

$$
H_S(A) = -\sum_{x_i \in \chi} P(x_i) \ln P(x_i)
$$

**Definition 2** [43]. Let $A$ be a discrete random variable with finite support $\chi = \{x_1, \ldots, x_s\}$ and probability mass function $P(A)$. Then, Tsallis entropy of $A$ is defined as

$$
H_T(A) = \left(1 - \sum_{x_i \in \chi} P(x_i)^{q}\right) / (q - 1)
$$

where the parameter $q \in \mathbb{R}$ is interpreted as the degree of non-extensiveness or pseudo-additivity.
Tsallis entropy was introduced in clustering analysis for non-extensive statistics in the context of physical statistics and thermodynamics [43]. Notice that Equation (13) generalizes Equation (12), since, when \( q \to 1 \), Equation (12) is obtained.

**Definition 3** [46]. Let \( A \) be a discrete random variable with finite support \( \chi = \{ x_1, \ldots, x_s \} \) and probability mass function \( P(A) \). Then, Rényi entropy of \( A \) is defined as

\[
\mathcal{H}_R(A) = \ln \left( \sum_{x_i \in \chi} P(x_i)^{a} \right) / (1 - a) \tag{14}
\]

where the parameter \( \alpha > 0 \) indicates the order of the entropy measure.

Notice that Equation (14) generalizes several other entropy measures, such as Shannon entropy (when \( \alpha \to 1 \), see [46]), Harley entropy (when \( \alpha \to 0 \), see [56]), minimum entropy (when \( \alpha \to \infty \), see again [46]), and collision entropy (when \( \alpha = 2 \), see [57]). Notice also that Equation (14) is a generalized mean in the Nagumo–Kolmogorov sense [46].

### 2.2.2. Relative Entropy

Following the authors of [58, 59], given two discrete random variables \( A \) and \( B \) with the same finite support \( \chi = \{ x_1, \ldots, x_s \} \) and probability mass functions \( P(A) \) and \( Q(B) \), the relative entropy in the context of statistics would be understood as the loss of information that would result from using \( B \) instead of \( A \). If this loss of information were null or small, the value of the divergence \( D(A \parallel B) \) would be equal to zero or close to zero, while, if the difference is large, the divergence would take a large positive value. In addition, the divergence is always positive and convex, although, from the metric point of view, it is not always a symmetrical measure, that is \( D(A \parallel B) \neq D(B \parallel A) \).

Next, we recall the definitions of Kullback–Leiber, Tsallis, and Rényi relative entropy measures.

**Definition 4** [42]. In the above conditions, the Kullback–Leiber relative entropy is given by

\[
D_{KL}(A \parallel B) = \sum_{x_i \in \chi} P(x_i) \ln \left( \frac{P(x_i)}{Q(x_i)} \right) \tag{15}
\]

**Definition 5** [43]. In the above conditions, the Tsallis relative entropy is given by

\[
D_T(A \parallel B) = \left( \sum_{x_i \in \chi} P(x_i) \left[ \left( \frac{P(x_i)}{Q(x_i)} \right)^{q-1} - 1 \right] \right) / (q - 1) \tag{16}
\]

where the parameter \( q \in \mathbb{R} \) has a similar interpretation as in Definition 2.

**Definition 6** [46]. In the above conditions, the Rényi relative entropy is given by

\[
D_R(A \parallel B) = \frac{1}{(\alpha - 1)} \ln \left( \sum_{x_i \in \chi} Q(x_i)^{1-\alpha} P(x_i)^{\alpha} \right) \tag{17}
\]

where the parameter \( \alpha > 0 \) provides the order of the divergence measure as in Definition 3.

In [60], it is shown that Equation (17) generalizes Equation (15) when \( \alpha \to 1 \). In addition, when \( \alpha = 1/2 \), the Bhattacharyya’s distance [61] divided by 2 is obtained.

### 2.2.3. Fuzzy C-Means with Kullback–Leiber Relative Entropy and Cluster Size

The application of Kullback–Leiber relative entropy in fuzzy clustering is proposed in [41], using Equation (15) as a regularization term to penalize solutions with a high level of overlapping between clusters. In that work, Equation (15) is added to the FCM objective...
function exposed in Section 2.1.2 (without the fuzzifier parameter \( m \)), substituting the probability distribution \( P(\mathbf{A}) \) in Equation (15) for the fuzzy membership degrees in the partition matrix \( \mathbf{M} \), as well as \( Q(\mathbf{B}) \) for the observations ratios per cluster \( \Phi \). A parameter \( \zeta > 0 \) is introduced to weight the influence of the regularization term. In this way, the method proposed in [41] aims to solve the optimization problem

\[
\min_{\mathbf{M}, \Phi, V} f_t(M, \Phi, V) = \min_{\mathbf{M}, \Phi, V} \sum_{i=1}^{N} \sum_{k=1}^{K} \mu_{ikt}^2 d_{ikt}^2 + \zeta \left( \sum_{i=1}^{N} \sum_{k=1}^{K} \mu_{ikt} \ln \left( \frac{\mu_{ikt}}{\Phi_{ikt}} \right) \right), \forall t \in T
\]  

subject to \( \mu_{ikt} \in [0, 1] \) \( \forall i, k, t \) as well as to Equations (1)–(3).

Minimizing Equation (18) by the method of Lagrange multipliers again leads to updating centroids through Equation (7), as well as computing membership degrees by following the expression

\[
\mu_{ikt} = \phi_{k(t-1)} \exp \left( -\frac{d_{ikt}^2}{\zeta} / \phi_{k(t-1)} \right) / \sum_{g=1}^{K} \phi_{g(t-1)} \exp \left( -\frac{d_{igt}^2}{\zeta} / \phi_{g(t-1)} \right) \forall t > 0
\]  

Finally, the obtained formula for the ratios of observations per cluster is

\[
\phi_{kt} = \sum_{i=1}^{N} \mu_{ikt} / N \forall t > 0
\]  

2.2.4. Fuzzy C-Means with Tsallis Relative Entropy and Cluster Size

A first proposal for the application of Tsallis entropy in fuzzy clustering is given in [62], using Equation (13) without considering cluster size variables. Later, Tsallis relative entropy, Equation (16), is applied in [45] as a penalty function into a regularization term, which leads to a method that attempts to solve the optimization problem

\[
\min_{\mathbf{M}, \Phi, V} f_{mt, \zeta}(M, \Phi, V) = \min_{\mathbf{M}, \Phi, V} \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ikt}^{1-m} \mu_{ikt}^m d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ikt}^{1-m} \mu_{ikt}^m - \sum_{i=1}^{N} \sum_{k=1}^{K} \mu_{ikt} \right), \forall t \in T
\]  

subject to \( \mu_{ikt} \in [0, 1] \) \( \forall i, k, t \) as well as to Equations (1)–(3). Notice that this objective function builds on the objective function of the FCM with cluster observations ratios exposed in Section 2.1.3, therefore considering the fuzzifier parameter \( m \) in the intra-cluster variance term along with the regularization parameter \( \zeta > 0 \) weighting the Tsallis relative entropy penalization term, in which the parameter \( m \) plays the role of the non-extensiveness parameter \( g \).

Using the Lagrange multipliers method on Equation (21) and its constraints again leads to Equation (7) for centroid updating and calculating the partition matrix elements at each iteration as

\[
\mu_{ikt} = \left( \phi_{ikt}^{1-m} \left( d_{ikt}^2 + \frac{\zeta}{(m-1)} \right) \right)^{-\frac{1}{m}} / \sum_{g=1}^{K} \left( \phi_{igt}^{1-m} \left( d_{igt}^2 + \frac{\zeta}{(m-1)} \right) \right)^{-\frac{1}{m}} \forall t > 0
\]  

while the obtained expression for the ratio of observations per cluster is

\[
\phi_{kt} = \left( \sum_{i=1}^{N} \mu_{ikt}^m \left( d_{ikt}^2 + \frac{\zeta}{(1-m)} \right) \right)^{\frac{1}{m}} / \sum_{g=1}^{K} \left( \sum_{i=1}^{N} \mu_{igt}^m \left( d_{igt}^2 + \frac{\zeta}{(1-m)} \right) \right)^{\frac{1}{m}} \forall t > 0
\]  

2.3. Kernel Metrics

When the observations \( X \) present separability issues in the metric space \( \mathbb{R}^n \) in which they are contained, a fruitful strategy may be that of mapping them into a greater dimension space \( \mathbb{R}^{n'} \), with \( n' > n \), through an adequate transformation \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R}^{n'} \) such that the data become separable in this new space. This can allow the formation of more separated
clusters than in the original space, potentially leading to obtain a better partition of the observations \( X \). This idea, which has been successfully implemented in diverse data analysis proposals, e.g., support vector machines [63] or clustering analysis [64], is typically referred to as the kernel trick, since it is possible to apply it through the so-called kernel functions without explicitly providing the transformation \( \varphi \). The reason behind this is that, when only distances between mapped observations need to be obtained, these can be calculated through a kernel function \( K : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) such that \( K(X_i, X_j) = \langle \varphi(X_i), \varphi(X_j) \rangle \) for any \( X_i, X_j \in \mathbb{R}^n \), where \( \langle \cdot, \cdot \rangle \) denotes the inner product of the metric space \( \mathbb{R}^n \) [65].

In this way, squared distances between mapped observations and centroids in \( \mathbb{R}^n \) can be easily obtained through a kernel function, since it holds that

\[
d^2_{ik} = d(X_i, V_k)^2 = \| \varphi(X_i) - \varphi(V_k) \|^2 = \langle \varphi(X_i), \varphi(X_i) \rangle + \langle \varphi(V_k), \varphi(V_k) \rangle - 2 \langle \varphi(X_i), \varphi(V_k) \rangle = K(X_i, X_i) + K(V_k, V_k) - 2K(X_i, V_k)
\]

In this work, we apply the Gaussian or radial basis kernel given by the function

\[
K(X_i, V_k) = \exp\left(-\gamma \| X_i - V_k \|^2\right)
\]

where the parameter \( \gamma > 0 \) controls the proximity between the transformed observations. Indeed, since substituting Equation (27) into Equation (26) leads to

\[
d^2_{ik} = 2\left(1 - \exp\left(-\gamma \| X_i - V_k \|^2\right)\right)
\]

it is easy to see that, when \( \gamma \) increases, \( d^2_{ik} \) approximates to 2 more quickly, so each observation tends to become isolated; however, when \( \gamma \) tends to zero, all observations tend to be part of the same neighborhood. Furthermore, as for instance shown in [64], for a Gaussian kernel centroid, updating can be performed by simply introducing the kernel function in the expression for centroid calculation, in such a way that Equation (7) is just translated as

\[
V_{kt} = \frac{\sum_{i=1}^{N} \mu_{ik}^m K(X_i, V_{kt(-1)}) X_i}{\sum_{i=1}^{N} \mu_{ik}^m K(X_i, V_{kt(-1)})}
\]

A Gaussian kernel version of the FCM method was first proposed by the authors of [64], although an earlier version is introduced in [66] using an exponential metric without explicit reference to the usage of kernel functions.

3. Fuzzy Clustering with Rényi Relative Entropy

This section presents the main proposal of this work, consisting in the application of Rényi relative entropy between membership degrees and observations ratios per cluster as a regularization term in the context of fuzzy clustering. Thus, our proposal situates and builds on the line of previous works studying the usage of relative entropy measures for improving the performance of fuzzy clustering methods, and particularly that of the FCM method, as reviewed in the last section.

The specific motivation for our proposal is to study whether the implementation of Rényi relative entropy as a regularization term of membership degrees along with cluster sizes can lead to obtain better iterative formulas to find optimal partitions than those provided by other methods, such as the FCM itself or its extensions based on the Kullback–Leibler or Tsallis relative entropy measures.

Let us point out that, to the extent of our knowledge, there are only two previous proposals making use of Rényi entropy or relative entropy in the context of fuzzy clustering:
in [47], Equation (17) is used as a dissimilarity metric without a regularization functionality, while, in [48], Equation (14) is applied with a regularization aim in the context of the application of FCM to time data arrays, but without taking into account observations ratios per cluster. Furthermore, neither the work in [47] nor that in [48] makes use of kernel metrics.

Therefore, in this work, we propose a first method using Equation (17) as a penalization function in a regularization term taking into account both membership degrees and observations ratios per cluster, which is expected to provide better results than just using a regularization term based on Equation (14) without cluster sizes, as in [48]. Moreover, our proposal adds Rényi relative entropy regularization to the FCM objective function already taking into account cluster sizes, contrary to using an objective function based only in Equation (17) without considering intra-cluster variance, as in [47]. The second proposed method extends the first one by introducing a Gaussian kernel metric, thus enabling some more flexibility in the formation of clusters than that provided by the first method.

To describe our proposal, this section is divided into two subsections, one for each of the proposed methods. In these subsections, we first present the proposed objective function and constraints of the corresponding method, and then expose as a theorem the expressions obtained for the iterative formulas through the application of Lagrange multipliers on the objective function. Next, the proof of the theorem is given. Finally, the steps of the algorithm associated to each method are detailed.

### 3.1. Fuzzy C-Means with Rényi Relative Entropy and Cluster Size

As mentioned, the objective function of the first proposed method follows the idea of Equations (18) and (21), in this case adding a regularization term based on Rényi relative entropy to the usual FCM objective function when considering observations ratios per cluster. Therefore, this method seeks to solve the optimization problem

$$\min_{M, \Phi, V} J_{m,k} (M, \Phi, V) = \min_{M, \Phi, V} \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ikt}^{1-m} \mu_{ikt}^{m} d_{ikt}^2 + \frac{\zeta}{(m - 1)} \ln \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ikt}^{1-m} \mu_{ikt}^{m} \right)$$

subject to Equations (1) and (3).

We do not explicitly impose Equation (2) avoiding empty clusters since, as can be seen in Equation (31) below, the obtained iterative expression for membership degrees trivially guarantees that these are always greater than 0. Besides, let us remark that the objective function in Equation (30) adds a penalization function based on Rényi relative entropy, Equation (17), to the objective function of the FCM when considering observations ratios per cluster, Equation (9). As in Equations (18) and (21), the parameter $\zeta > 0$ is introduced to weight the influence of this regularization term. Notice also that, similarly to Equation (21), the fuzzifier parameter $m > 1$ plays the role of the order parameter $\alpha$ in the Rényi-based term.

Next, the Lagrange multipliers method is applied to the previous optimization problem with objective function Equation (30) in order to obtain iterative expressions for the membership degrees $\mu_{ikt}$ and the observations ratios per cluster $\phi_{ikt}$, as well as for updating the centroids $V_{kt}$. It is important to stress that, since the constraints in Equations (1) and (3) are orthogonal for any $i = 1, \ldots, N, t \in T$, the resolution of the Lagrange multipliers method for several constraints can be handled separately for each constraint. Moreover, as the centroids $V_{kt}$ are unconstrained, the Lagrangian function defined for their optimization is equal to Equation (30).

**Theorem 1.** The application of the Lagrange multipliers method to the objective function Equation (30) constrained by Equations (1) and (3) provides the following solutions $\forall t > 0$. 

For updating the centroids Equation (7):

\[ V_{kt} = \left( \frac{\sum_{i=1}^{N} \mu_{ikt}^{m} X_i}{\sum_{i=1}^{N} \mu_{ikt}^{m}} \right), \forall k = 1, \ldots, K \]

For membership degrees:

\[
\mu_{ikt} = \left( \phi_{ikt}^{1-m} \left( \frac{d_{ikt}^2 + \frac{\zeta}{(m-1) \left( \sum_{i=1}^{N} \mu_{ikt}^{m} \right)} \left( \sum_{j=1}^{K} \phi_{ijkt}^{1-m} \right)^{-1}}{m-1} \right) \right), \forall i = 1, \ldots, N, k = 1, \ldots, K \tag{31}
\]

For observations ratios per clusters:

\[
\phi_{ikt} = \frac{\left( \sum_{i=1}^{N} \mu_{ikt}^{m} d_{ikt}^2 \right)}{\sum_{i=1}^{N} \mu_{igt}^{m} (m-1) \left( \sum_{i=1}^{N} \mu_{igt}^{m} \right)} \tag{32}
\]

**Proof.** First, in order to obtain the centroids updating formula, and taking into account that \( d_{ikt}^2 = \left[ (X_i - V_{kt})^T (X_i - V_{kt}) \right] \) and the centroids are unconstrained, the derivative of Equation (30) with respect to \( V_{kt} \) is equaled to zero, leading to

\[
\sum_{i=1}^{N} \phi_{ikt}^{1-m} \mu_{ikt}^{m} \left[ -2(X_i - V_{kt}) \right] = 0, \forall k = 1, \ldots, K \tag{33}
\]

Equation (7) easily follows by solving for \( V_{kt} \) in Equation (33) and replacing each unknown \( \mu_{ikt} \) with the corresponding known \( \mu_{ikt}^{(t-1)} \) from the previous iteration. Equation (7) provides a local minimum as the second derivative of Equation (30) is positive.

Then, addressing the optimization of the membership degrees \( \mu_{ikt} \), we build the Lagrangian function associated to Equation (30) restricted to the conditions imposed by Equation (1):

\[
L_{m,\lambda}(M, \Phi, V) = \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ikt}^{1-m} \mu_{ikt}^{m} d_{ikt}^2 + \frac{\zeta}{(m-1)} \ln \left( \sum_{i=1}^{N} \sum_{j=1}^{K} \phi_{ijkt}^{1-m} \mu_{ijkt}^{m} \right) - \sum_{i=1}^{N} \lambda_{it} \left( \sum_{k=1}^{K} \mu_{ikt} - 1 \right) \tag{34}
\]

By taking the derivative of Equation (34) with respect to \( \mu_{ikt} \) and equaling to zero, the following is obtained:

\[
\mu_{ikt} = \left( \frac{\lambda_{it} \phi_{ikt}^{-1/m}}{d_{ikt}^2 + \frac{\zeta}{(m-1) \left( \sum_{i=1}^{N} \sum_{j=1}^{K} \phi_{ijkt}^{1-m} \mu_{ijkt}^{m} \right)^{-1}}} \right)^{1/m} \tag{35}
\]

Since at iteration \( t \) both \( \mu_{ikt} \) and \( \phi_{ikt} \) in the right-side of Equation (35) have to be considered unknown, we, respectively, approximate them by \( \mu_{ikt}^{(t-1)} \) and \( \phi_{ikt}^{(t-1)} \). This leads to
\[
\mu_{ikt} = \left( \frac{\lambda_{it} \phi_{k(t-1)}^{m-1}/m}{d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{g(t-1)}^{1-m} \mu_{igt}^{1-m} \right)} \right)^{\frac{1}{m-1}}
\]

∀ \ i = 1, \ldots, N, k = 1, \ldots, K \hspace{1cm} (36)

Now, for each \( i = 1, \ldots, N \), we impose that the \( \mu_{ikt} \) as given in Equation (36), \( k = 1, \ldots, K \), have to fulfill the corresponding constraint in Equation (1), that is

\[
1 = \sum_{k=1}^{K} \left( \frac{\lambda_{it} \phi_{k(t-1)}^{m-1}/m}{d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{g(t-1)}^{1-m} \mu_{igt}^{1-m} \right)} \right)^{\frac{1}{m-1}}
\]

∀ \( i = 1, \ldots, N \) \hspace{1cm} (37)

Solving for \( \lambda_{it} \) in Equation (37), we get

\[
\lambda_{it} = m / \left[ \sum_{k=1}^{K} \left( \frac{\phi_{k(t-1)}^{1-m} d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{g(t-1)}^{1-m} \mu_{igt}^{1-m} \right)}{\phi_{k(t-1)}^{1-m}} \right)^{\frac{1}{m-1}} \right]^{m-1}
\]

∀ \( i = 1, \ldots, N \) \hspace{1cm} (38)

Then, Equation (31) is obtained by replacing \( \lambda_{it} \) in Equation (36) with Equation (38). It is straightforward to check that Equation (36) is a local minimum as the second derivative of Equation (34) is positive.

Now, addressing the optimization of the observations ratios per cluster \( \phi_{kt} \), the Lagrangian function associated to Equation (30) restricted to Equation (3) is

\[
L_{m, \zeta}(M, \Phi, V) = \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ikt}^{1-m} \mu_{ikt}^{m} d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \left( \sum_{k=1}^{K} \phi_{k(t-1)}^{1-m} \right) \mu_{igt}^{1-m} \right) - \lambda_{t} \left( \sum_{i=1}^{K} \phi_{kt} - 1 \right)
\]

(39)

Taking the derivative of Equation (39) with respect to \( \phi_{kt} \) and equaling to zero, results in

\[
\phi_{kt} = \left[ 1 - \frac{m}{\lambda_{t}} \left( \sum_{i=1}^{N} \mu_{ikt}^{m} d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \left( \sum_{k=1}^{K} \phi_{k(t-1)}^{1-m} \right) \mu_{igt}^{1-m} \right) \right) \right]^{\frac{1}{m}}
\]

∀ \( k = 1, \ldots, K \) \hspace{1cm} (40)

Now, at this point of iteration \( t \), it is possible to consider that the membership degrees \( \mu_{ikt}, i = 1, \ldots, N, k = 1, \ldots, K \), are known. However, the ratios’ variables \( \phi_{g(t)}, g = 1, \ldots, K \), are still unknown, and have thus to be approximated by the corresponding \( \phi_{g(t-1)} \). Then, we get

\[
\phi_{kt} = \left[ 1 - \frac{m}{\lambda_{t}} \left( \sum_{i=1}^{N} \mu_{ikt}^{m} d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \left( \sum_{k=1}^{K} \phi_{k(t-1)}^{1-m} \right) \mu_{igt}^{1-m} \right) \right) \right]^{\frac{1}{m}}
\]

∀ \( k = 1, \ldots, K \) \hspace{1cm} (41)

By imposing that the \( \phi_{kt}, k = 1, \ldots, K \), as given by Equation (41), fulfill the constraint in Equation (3), it follows that

\[
1 = \sum_{k=1}^{K} \left[ 1 - \frac{m}{\lambda_{t}} \left( \sum_{i=1}^{N} \mu_{ikt}^{m} d_{ikt}^2 + \frac{\zeta}{(m-1)} \left( \sum_{i=1}^{N} \left( \sum_{k=1}^{K} \phi_{k(t-1)}^{1-m} \right) \mu_{igt}^{1-m} \right) \right) \right]^{\frac{1}{m}}
\]

(42)
and by solving in Equation (42) for the Lagrange multiplier $\lambda_t$, it is

$$\lambda_t = (1 - m) \left[ \sum_{k=1}^{K} \left( \sum_{t=1}^{N} \frac{\mu_{ikt}^m d_{ikt}^2}{(m - 1) \left( \sum_{s=1}^{K} \sum_{g=1}^{m} \phi_{gs(t-1)}^1 \mu_{igt}^m \right)} \right) \right]^{\frac{1}{m}}$$

(43)

Equation (32) is then obtained by replacing Equation (43) in Equation (41). Equation (32) is also a local minimum as it is not difficult to check that the second derivative of Equation (39) is greater than zero. □

A first remark regarding the updating formulae provided by Theorem 1 has to refer to the approximation of the membership degrees and observations ratios of a given iteration $t$ by the corresponding degrees and ratios of the previous iteration $t-1$. As shown in the previous proof, for a given $k$, Equations (31) and (32) for $\mu_{ikt}$ and $\phi_{kt}$, respectively, depend on $\mu_{ikt}$ and $\phi_{kt}$ themselves. We simply avoid this difficulty by relying on the corresponding values from the previous iteration to substitute these unknown quantities, leading to Equations (36) and (41). This is a common practice when deriving iterative formulae for fuzzy clustering analysis, although one does not typically find the same unknown quantity at both sides of an expression. However, as shown by the computational study described in the next section, in this case, this strategy seems to work well in practice.

A second remark concerns the initialization of the membership degrees and observations ratios per cluster. In a similar way to the methods reviewed in Section 2, the mentioned interdependence between these quantities, as reflected in Equations (31) and (32), makes it necessary to provide alternative expressions for computing them at the beginning of the process, i.e., for $t = 0$. To this aim, we propose Equation (44) to initialize membership degrees:

$$\mu_{ikt} = \left( \frac{1}{K-1} \right) \left( 1 - \frac{d_{ikt}^2}{\sum_{g=1}^{K} d_{igt}^2} \right), \quad i = 1, \ldots, N, \quad k = 1, \ldots, K$$

(44)

as well as Equation (45) for the observations ratios:

$$\phi_{kt} = \frac{1}{N} \sum_{i=1}^{N} \left[ 1 + \text{sign} \left( \mu_{ikt} - \max_{g} \mu_{igt} \right) \right], \quad k = 1, \ldots, K$$

(45)

The motivation behind Equation (44) is that it provides a normalized membership degree, which is inversely proportional to the squared distance of observation $t$ to the $k$th initial seed. The factor $1/(K-1)$ enforces the degrees of a given observation for the different clusters to sum up to 1. Then, from these initial membership degrees, Equation (45) computes the proportion of observations that would be (crisply) assigned to each cluster by following the maximum-rule. These proportions obviously add up to 1 too. Therefore, membership degrees need to be initialized prior to observations ratios, and in turn the former need initial seeds to have been previously drawn. In the computational study presented in next section, we employed Equations (44) and (45) for the initialization of all those methods considering observations ratios per cluster.

A third remark refers to the amount of information gathered by the proposed method in the updating formulae for both membership degrees and observations ratios. This point gets clearer by comparing Equations (31) and (32) with the corresponding updating expressions of the Tsallis divergence-based method [45] described above, Equations (22) and (23). Notice that, in these last formulae, the Tsallis method modifies squared distances $d_{ikt}^2$ by a fixed addend $\zeta/(m-1)$. In contrast, in Equations (31) and (32), this fixed addend is, respectively, multiplied by $1/\left( \sum_{g=1}^{K} \sum_{s=1}^{m} \phi_{gs(t-1)}^1 \mu_{igt}^m \right)$ and $\left( \sum_{s=1}^{K} \mu_{ikt}^m \right) / \left( \sum_{g=1}^{K} \sum_{s=1}^{m} \phi_{gs(t-1)}^1 \mu_{igt}^m \right)$, thus taking into account membership degrees and observations ratios in the additive modification of the distance effect. Thus, the pro-
posed method seems to somehow take advantage of a greater amount of information in the updating steps than the Tsallis divergence-based method. This interesting feature provides a further motivation for the proposed methods based on Rényi divergence.

Finally, we summarize the algorithmic steps of the proposed fuzzy clustering method with Rényi relative entropy and cluster size, see Algorithm 1 below. Initial seeds \( V_0 \) can be selected by means of any of the several initialization methods available (see, e.g., [25]). The stopping criteria are determined through a convergence threshold \( \varepsilon \in (0, 1) \) and a maximum number of iterations \( t_{\text{max}} \). Let us recall that, besides these last and the number \( K \) of clusters to be built, the algorithm also needs the input of the fuzzifier parameter \( m > 1 \) and the regularization parameter \( \zeta > 0 \).

**Algorithm 1. Fuzzy C-Means with Rényi Relative Entropy and Cluster Size**

**Inputs:** Dataset \( X = (X_i)_{i=1,\ldots,N} \), number of clusters \( K \), stopping parameters \( \varepsilon \) and \( t_{\text{max}} \), fuzzifier parameter \( m \) and regularization parameter \( \zeta \).

**Step 1:** Draw initial seeds \( V_0, k = 1, \ldots, K \).

**Step 2:** Compute distances \( d_i^2(X_i, V_0), i = 1, \ldots, N, k = 1, \ldots, K \).

**Step 3:** Initialize \( \mu_{10} \) by Equation (44), \( i = 1, \ldots, N, k = 1, \ldots, K \).

**Step 4:** Initialize \( \phi_{10} \) by Equation (45), \( k = 1, \ldots, K \).

**Step 5:** Assign \( t = t + 1 \), and update centroids \( V_t \) by Equation (7), \( k = 1, \ldots, K \).

**Step 6:** Compute distances \( d_{ik}^2, i = 1, \ldots, N, k = 1, \ldots, K \).

**Step 7:** Membership degrees \( \mu_{ik} \) are updated by Equation (31), \( i = 1, \ldots, N, k = 1, \ldots, K \).

**Step 8:** Observations ratios per cluster are updated by Equation (32), \( k = 1, \ldots, K \).

**Step 9:** IF \( \max_k \left( \left| \mu_{ikt} - \mu_{ikt-1} \right| \right) < \varepsilon \) or \( t + 1 > t_{\text{max}} \) then stop; ELSE return to Step 5.

**Output:** Final centroid matrix \( V_t \) and partition matrix \( M_t \).

### 3.2. Fuzzy C-Means with Rényi Divergence, Cluster Sizes and Gaussian Kernel Metric

An extension of the previous method is attained by substituting the calculation of Euclidean distances between observations and centroids in Equation (29) with a more flexible Gaussian kernel metric, defined through the kernel function \( K(X_i, V_k) = \exp \left( -\gamma ||X_i - V_k||^2 \right) \), \( \gamma > 0 \). As exposed in Section 2.3, by using this Gaussian kernel function, the calculation of squared distances \( d_{ik}^2 \) between transformed observations and centroids in \( \mathbb{R}^{n'} \) (a higher-dimensional space than the native space \( \mathbb{R}^n \) originally containing the observations, \( n' > n \)) can be easily carried out through the expression \( d_{ik}^2 = 2(1 - K(X_i, V_k)) \), without need of explicitly applying an embedding transformation \( \phi : \mathbb{R}^n \to \mathbb{R}^{n'} \). By working in such a higher-dimensionality setting, improved separability between clusters may be achieved, potentially enabling the formation of better partitions.

Then, this Gaussian kernel-based extension of the proposed method using Rényi divergence-based regularization with cluster sizes seeks to minimize the objective function

\[
\min_{M, \Phi, V} J_{m, \zeta, \gamma}(M, \Phi, V) = \min_{M, \Phi, V} \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ik}^{1-m} \mu_{ikt}^m (1 - K(X_i, V_k)) + \frac{\zeta}{(m - 1)} \ln \left( \sum_{i=1}^{N} \sum_{k=1}^{K} \phi_{ik}^{1-m} \mu_{ikt}^m \right) \quad (46)
\]

subject to Equations (1) and (3). Let us remark that, due to the introduction of the kernel function \( K(X_i, V_k) = \exp \left( -\gamma ||X_i - V_k||^2 \right) \), a third parameter \( \gamma > 0 \) is added in Equation (46) to the two already considered in the objective function of Equation (30), i.e., the fuzzifier parameter \( m > 1 \) and the regularization parameter \( \zeta > 0 \).

As above, the Lagrange multipliers method can be applied on the objective function, Equation (46), and the mentioned constraints in order to derive iterative formulæ for the membership degrees \( \mu_{ikt} \) and the observations ratios per cluster \( \phi_{ikt} \), as well as for updating the centroids \( V_t \). The same considerations above exposed regarding the orthogonality of the constraints and the lack of restrictions on the transformed centroids still hold.
Theorem 2. The application of the Lagrange multipliers method to the objective function Equation (46) constrained by Equations (1) and (3) provides the following solutions \( \forall t > 0 \).

For updating the centroids Equation (29):

\[
V_{kt} = \frac{\sum_{i=1}^{N} \mu_{ikt}^{m} K(X_{i}, V_{kt}) X_{i}}{\sum_{i=1}^{N} \mu_{ikt}^{m} K(X_{i}, V_{kt})}, \quad \forall k = 1, \ldots, K
\]

For membership degrees:

\[
\mu_{ikt} = \left[ \phi_{ikt}^{-1} \left( 2(1 - K(X_{i}, V_{kt})) + \frac{\xi (\sum_{k=1}^{K} \sum_{t=1}^{T} \phi_{ikt}^{-m} \mu_{ikt}^{m})}{(m-1) \sum_{k=1}^{K} \sum_{t=1}^{T} \phi_{ikt}^{-m} \mu_{ikt}^{m}} \right) \right]^{\frac{1}{m-1}}, \quad \forall i, k \tag{47}
\]

For observations ratios per cluster:

\[
\phi_{ikt} = \frac{\sum_{i=1}^{N} \mu_{ikt}^{m} 2(1 - K(X_{i}, V_{kt}))}{\sum_{i=1}^{N} \mu_{ikt}^{m} 2(1 - K(X_{i}, V_{kt})) + \frac{\xi (\sum_{k=1}^{K} \sum_{t=1}^{T} \phi_{ikt}^{-m} \mu_{ikt}^{m})}{(m-1) \sum_{k=1}^{K} \sum_{t=1}^{T} \phi_{ikt}^{-m} \mu_{ikt}^{m}}}, \quad \forall k = 1, \ldots, K \tag{48}
\]

Proof. Only the derivation of the expression for centroid updating is now addressed, as the expressions for membership degrees and observations ratios per cluster are derived in an analogous way to Theorem 1, simply substituting \( d_{ikt}^2 = (X_{i} - V_{kt})^T (X_{i} - V_{kt}) \) with \( d_{ikt}^2 = 2(1 - K(X_{i}, V_{kt})) \).

Thus, taking into account that \( d_{ikt}^2 = 2(1 - K(X_{i}, V_{kt})) = 2 \left( 1 - \exp \left( -\gamma \|X_{i} - V_{kt}\|^2 \right) \right) \) and the centroids are unconstrained, the derivative of Equation (46) with respect to \( V_{kt} \) is equaled to zero, leading to

\[
\sum_{i=1}^{N} \phi_{ikt}^{-m} \mu_{ikt}^{m} \left[ -2\gamma (X_{i} - V_{kt}) K(X_{i}, V_{kt}) \right] = 0, \quad \forall k = 1, \ldots, K \tag{49}
\]

Equation (29) easily follows by solving for \( V_{kt} \) in Equation (49) and replacing \( \mu_{ikt} \) with \( \mu_{ikt}^{m} \) from the previous iteration, as well as \( V_{kt} \) with \( V_{kt}^{m} \) in the calculation of the kernel function. It is easy to check that Equation (29) provides a local minimum as the second derivative of Equation (46) is positive. \( \square \)

Similar remarks to those exposed above for the previous method also apply for this extension. Particularly, now previous-iteration centroids intervene in centroid updating, due to \( V_{kt} \) being replaced with \( V_{kt}^{m} \) for the computation of Equation (29). Since the kernel function values \( K(X_{i}, V_{kt}) \) have to be computed at each iteration \( t \geq 0 \) to initialize and update both membership degrees and observations ratios per cluster, centroid updating can be carried out more efficiently by keeping in memory the \( K(X_{i}, V_{kt}) \) values until centroid updating at iteration \( t + 1 \) is performed. Likewise, both membership degrees and observations ratios need to be initialized through alternative expressions to Equations (44) and (45). To this aim, we simply substitute \( d_{ikt}^2 = (X_{i} - V_{kt})^T (X_{i} - V_{kt}) \) in Equation (44) with \( K(X_{i}, V_{kt}) \) in order to initialize membership degrees, leading to Equation (50),
$$\mu_{ik0} = \left(\frac{1}{K-1}\right) \left(1 - K(X_i, V_{k0}) / \sum_{t=1}^{K} K(X_i, V_{kt})\right), \quad i = 1, \ldots, N, \ k = 1, \ldots, K \quad (50)$$

Equation (45) is applied without modifications for initializing observations ratios per cluster.

The Algorithm 2 corresponding to this extension, presented below, follows basically the same lines as the non-extended method (Algorithm 1), simply substituting the computation of distances $d^2(X_i, V_{kt})$ with that of kernel values $K(X_i, V_{kt})$, which entails considering a kernel parameter $\gamma > 0$ in addition to those needed by the previous method.

| Algorithm 2. Fuzzy C-Means with Rényi Divergence, Cluster Sizes and Gaussian Kernel Metric |
|---|
| **Inputs:** Dataset $X = (X_i)_{i=1,...,N}$, number of clusters $K$, stopping parameters $\epsilon$ and $t_{max}$, fuzzifier parameter $m$, regularization parameter $\zeta$, and kernel parameter $\gamma$. |
| **Step 1:** Draw initial seeds $V_{i0}, k = 1, \ldots, K$. |
| **Step 2:** Compute kernel values $K(X_i, V_{k0}), i = 1, \ldots, N, k = 1, \ldots, K$. |
| **Step 3:** Initialize $\mu_{i0}$ by Equation (50), $i = 1, \ldots, N, k = 1, \ldots, K$. |
| **Step 4:** Initialize $\phi_{i0}$ by Equation (45), $k = 1, \ldots, K$. |
| **Step 5:** Assign $t = t + 1$, and update centroids $V_{kt}$ by Equation (29), $k = 1, \ldots, K$. |
| **Step 6:** Compute kernel values $K(X_i, V_{kt}), i = 1, \ldots, N, k = 1, \ldots, K$. |
| **Step 7:** Membership degrees $\mu_{ik}$ are updated by Equation (47), $i = 1, \ldots, N, k = 1, \ldots, K$. |
| **Step 8:** Observations ratios per cluster are updated by Equation (48), $k = 1, \ldots, K$. |
| **Step 9:** IF $\max_k \left(\left|\mu_{ikt} - \mu_{ikt-1}\right|\right) < \epsilon$ or $t + 1 > t_{max}$ then stop; ELSE return to Step 5. |
| **Output:** Final centroid matrix $V_t$ and partition matrix $M_t$. |

4. Computational Study

This section describes the setup (Section 4.1) and results (Section 4.2) of the computational study carried out to analyze the performance of the proposed fuzzy clustering methods.

4.1. Experimental Configuration

The objective of this study was to analyze the performance on real data of the proposed fuzzy clustering method and its kernel extension in comparison to that of methods with a similar approach, particularly those employing relative entropy measures different to Rényi divergence. To this aim, we conducted a computational experiment consisting of the application of 10 non-hierarchical, prototype-based clustering methods on 20 well-known supervised classification datasets. All clustering methods were inputted with the known, right number $K$ of classes or cluster to build on each dataset. A genetic differential evolution algorithm was employed to search for the optimal parameters of each method (except the $K$-means, which has no parameters) on each dataset. For the best parametric configuration of each method returned from the genetic algorithm, a usual supervised accuracy metric was computed comparing the method’s output with the actual class labels of each dataset. This process was replicated 10 times for each method and dataset, each time using different initial seeds drawn by the k-means++ method [30] (all methods using the same seeds). The mean accuracy of each method on each dataset was finally obtained.

To provide a variety of references, besides the methods here proposed, we included in this study the standard $K$-Means, Fuzzy $C$-Means (FCM), and FCM with cluster sizes (FCMA) methods, along with the methods using Kullback-Leiber and Tsallis divergences described in Section 2.2, as well as their extensions through a Gaussian kernel metric. The included methods and their nomenclature and ranges considered in the search for optimal parameters are presented in Table 1.
Table 1. The range of values of the parameters of each method.

| Method | Parameter | Fuzzier \((m)\) | Entropy \((\zeta)\) | Gaussian Kernel \((\gamma)\) |
|--------|-----------|-----------------|-----------------|-----------------|
| K-means| K-means   |                 |                 |                 |
| FCM    | Fuzzy C-Means | [1.075,6]       |                 |                 |
| FCMA   | Fuzzy C-Means with cluster size | [1.075,6]       |                 |                 |
| kFCM   | Kernel Fuzzy C-Means | [1.075,6]       | [0.001,10]     |                 |
| kFCMA  | Kernel Fuzzy C-Means with cluster size | [1.075,6]       | [0.001,10]     |                 |
| EFCA   | Kullback–Leibler relative entropy with cluster size | [1.075,6]       | [0.000001,10]  |                 |
| Tsallis| Tsallis relative entropy with cluster size | [1.075,6]       | [0.000001,10]  | [0.001,10]     |
| kTsallis| Kernel Tsallis relative entropy with cluster size | [1.075,6]       | [0.000001,10]  | [0.001,10]     |
| Renyi  | Rényi relative entropy with cluster size | [1.075,6]       | [0.000001,10]  | [0.001,10]     |
| kRenyi | Kernel Rényi relative entropy with cluster size | [1.075,6]       | [0.000001,10]  | [0.001,10]     |

The 20 datasets selected for this experiment constitute usual benchmarks for cluster analysis, and were downloaded from three online repositories:

UCI machine learning website [67]. Datasets: Brest Cancer Coimbra (BCC), Blood Transfusion Service Center (Blood), Lenses, Vertebral column (Vertebral-column-2 and Vertebral-column-3), and Wholesale customers (WCD-channel and WCD-region).

Website of Speech and Image Processing Unit, School of Computing at University of Eastern Finland [68]. Datasets: Flame, Jain, Compound, and Aggregation.

Keel website at University of Granada [69,70]. Datasets: Appendicitis, Bupa, Haberman, Hayes–Roth, Hear, Iris, Sonar, and Spectfheart.

The main characteristics of these 20 datasets are summarized in Table 2. Let us remark that all these classification datasets are of supervised nature, that is, they provide the actual class label for each pattern/instance along with the available explanatory variables or features. However, these class labels were only used in this experiment once an optimal parametric configuration was selected by the differential evolution algorithm for each method, replication, and dataset. That is, each method was then fitted to the corresponding dataset with those optimal parameters, and the cluster assignments obtained (through the maximum rule) from the output partition matrix were only then compared to the actual class labels. This allowed obtaining the proportion of correctly classified instances, or classification accuracy, for each combination of method, dataset, and replication. As usual, a maximum-matching procedure was applied at this point in order to select the matching between output cluster numbers and actual classes providing the best accuracy. Finally, the mean accuracy along the 10 replications was computed for each method and dataset.

Table 2. Datasets’ characteristics.

| Datasets  | Datum | Features | Classes | Datasets  | Datum | Features | Classes |
|-----------|-------|----------|---------|-----------|-------|----------|---------|
| Aggregation | 788   | 2        | 7       | Iris      | 150   | 4        | 3       |
| Appendicitis | 106   | 9        | 2       | Jain      | 373   | 2        | 2       |
| BCC       | 116   | 10       | 2       | Lenses    | 24    | 4        | 3       |
| Blood     | 748   | 5        | 2       | Sonar     | 208   | 60       | 2       |
| Bupa      | 345   | 6        | 2       | Spectfheart | 267  | 44       | 2       |
| Compound  | 399   | 2        | 6       | Vertebral-column-3 | 310  | 6        | 3       |
| Flame     | 240   | 2        | 2       | Vertebral-column-2 | 310  | 6        | 2       |
| Haberman  | 306   | 3        | 2       | WCD-channel | 440  | 8        | 2       |
| Hayes–Roth| 160   | 4        | 3       | WCD-region | 440  | 8        | 3       |
| Heart     | 270   | 13       | 2       | WDBC      | 569   | 30       | 2       |

Differential Evolution Algorithm

As just mentioned, a differential evolution algorithm was applied in this experiment to search for the optimal parameters of each clustering method, for each combination of dataset and replication. Let us briefly recall that differential evolution [71] algorithms are a kind of evolutionary computation technique, quite similar to genetic algorithms but exhibiting a real-valued (instead of binary-valued) codification of the genotype or elements to be optimized, which also leads to some differences in how the mutation and crossover
operators are designed and implemented. The specific differential evolution algorithm we applied features self-adaption of the algorithm’s factor and crossover parameters [72,73].

Next, we describe the main details of the application of the differential evolution (DE) algorithm in the context of the present computational study. Firstly, let $D$ denote the number of parameters to be optimized for a given clustering method, as shown in Table 1 (for instance, it is $D = 1$ for the FCM, $D = 2$ for the proposed Rényi divergence-based method, and $D = 3$ for its kernel extension). The DE algorithm considers a set or population of $NP$ $D$-dimensional vectors $p^l = \left(p^l_1, \ldots, p^l_D\right)$, $l = 1, \ldots, NP$, each providing a feasible solution of the optimization problem associated to the parameters of the clustering method. Here, we set the population size as $NP = 15D$, providing a greater set of solution vectors as the number of parameters to be searched for increases.

Along the execution of the DE algorithm, the initial population of solution vectors evolves by certain mechanisms, trying to find better solutions that reflect on a better performance of the clustering method, without being stuck in a local minimum. Particularly, the applied DE algorithm consists of the following four steps, where the last three are repeated until a preset maximum number of iterations ($G_{\text{max}} = 2000$ in our experiment) is reached:

At the initialization step, $NP$ $D$-dimensional vectors $p^l$ are randomly generated, each coordinate $p^l_d$ being uniformly drawn in the range designated for the $d$th parameter to be optimized, $d = 1, \ldots, D$ (see Table 1).

At the mutation step, we applied the so-called rand-to-rand/1 strategy, which for each $l = 1, \ldots, NP$ creates a mutant solution vector $v^l$ from three randomly selected vectors of the current population, following the expression

$$v^l = p^l + F_1 \left(p^{l-2} - p^{l-3}\right)$$

where $r1$, $r2$, and $r3$ are randomly selected integers in the interval $[1,NP]$ and $F_1 \in (0, 1)$ is a scale parameter that controls the amount of diversity being introduced in the population of solutions through mutation (see Appendix A).

At the crossover step, for each $l = 1, \ldots, NP$, a candidate solution vector $q^l$ is generated, in such a way that for each $d = 1, \ldots, D$ it is assigned $q^l_d = v^l_d$ with probability $CR_l$, and $q^l_d = p^l_d$ otherwise. The crossover parameter $CR_l \in (0, 1)$ thus determines the frequency with which current population solutions and mutations mix to create diverse candidate solutions.

Finally, at the selection step, for each $l = 1, \ldots, NP$, the parametric configurations of the considered clustering method represented by the current solution $p^l$ and the candidate solution $q^l$ are compared through their fitness, that is, their performance at providing an adequate partition on the considered dataset and replication. Such fitness was assessed by the Xie–Beni validation measure [74] (see Appendix B)

$$XB(p) = \frac{\sum_{i=1}^{N} \sum_{k=1}^{K} \mu_{ik} d_{ik}^2}{N \left(\min_{l \neq k} \|V_l - V_k\|^2\right)}$$

where $\mu_{ik}$, $V_k$ and $d_{ik}^2$, respectively, denote the final membership degrees, centroids, and distances from observations to centroids returned by the considered clustering method after being run with the parametric configuration $p$ (see Appendix C). Therefore, at this selection step, the corresponding clustering method has to be run twice for each $l$, once with parametric configuration $p^l$ and once with $q^l$, respectively, producing fitness assessments $XB\left(p^l\right)$ and $XB\left(q^l\right)$. Then, $p^l$ is included in the DE algorithm next iteration’s population if $XB\left(p^l\right) < XB\left(q^l\right)$, otherwise $q^l$ is used instead.

We used the self-adaption scheme proposed in [75] for the DE algorithm’s scale $F_1$ and crossover $CR_l$ parameters. This scheme allows these parameters to vary for each
population’s solution vector and along the execution of the DE algorithm, enabling a more efficient search of the solution space. Particularly, at a given iteration \( G = 1, \ldots, G_{\text{max}} \), the DE parameters were obtained as follows:

Scale: Draw a value \( F_{l,\text{temp}} \) from a \( N(0.5, 0.25) \) distribution. Then, compute the scale parameter to be used at iteration \( G \) for the \( l \)th population member as

\[
F_{l, G} = \begin{cases} 
1, & \text{if } F_{l, \text{temp}} > 1 \\
0.1, & \text{if } F_{l, \text{temp}} < 0.1 \\
F_{l, \text{temp}}, & \text{otherwise}
\end{cases}
\]  

(53)

Crossover: Draw two \( U(0,1) \) random numbers \( \text{rand}_1 \) and \( \text{rand}_2 \), and assign \( CR_{l, \text{temp}} = 0.1 + \text{rand}_1 \cdot 0.8 \). Then, compute the crossover parameter to be used at iteration \( G \) for the \( l \)th population member as

\[
CR_{l, G} = \begin{cases} 
CR_{l, \text{temp}} & \text{if } \text{rand}_2 < 0.1 \\
CR_{l, G - 1}, & \text{otherwise}
\end{cases}
\]  

(54)

4.2. Results

Table 3 presents the mean accuracy, along the 10 replications, attained by each clustering method on each dataset considered in this experiment. The best performance for each dataset is highlighted in bold. A first impression of these results is that two methods seem to stand out among the others, each achieving the best performance on four datasets: the kernel extension of the proposed Renyi divergence-based method (kRenyi) and the method based on Tsallis divergence (Tsallis).

| Datasets        | K-Means | FCM  | kFCM | FCMA  | kFCMA | EFCA | Tsallis | kTsallis | Renyi | kRenyi |
|-----------------|---------|------|------|-------|-------|------|---------|---------|-------|-------|
| Flame           | 84.83   | 84.17| 81.96| 89.00 | 88.96 | 78.29| 86.71   | 86.79   | 69.63 | 89.13 |
| Jain            | 88.20   | 87.13| 89.28| 90.19 | 90.13 | 80.62| 90.48   | 85.74   | 83.75 | 90.13 |
| Compound        | 58.22   | 55.21| 59.45| 50.75 | 50.13 | 46.39| 62.98   | 47.07   | 65.54 | 66.92 |
| Aggregation     | 77.58   | 67.77| 53.57| 57.54 | 57.35 | 45.01| 42.21   | 47.92   | 63.65 | 67.16 |
| Haberman        | 50.65   | 51.96| 52.29| 50.72 | 50.88 | 64.38| 51.27   | 57.35   | 62.48 | 50.59 |
| Sonar           | 54.81   | 54.34| 54.90| 54.09 | 53.80 | 53.37| 52.60   | 53.51   | 54.09 | 53.94 |
| Hayes–Roth      | 41.44   | 43.94| 43.06| 42.44 | 42.13 | 42.19| 44.19   | 42.38   | 40.88 | 44.94 |
| Bupa            | 54.61   | 50.72| 55.77| 55.65 | 55.65 | 45.57| 57.80   | 57.39   | 56.23 | 55.65 |
| Appendicitis    | 81.04   | 74.53| 87.74| 78.21 | 76.51 | 83.49| 82.64   | 80.94   | 80.00 | 77.74 |
| Iris            | 77.47   | 85.33| 63.73| 85.20 | 82.07 | 61.00| 80.07   | 71.67   | 75.87 | 84.87 |
| Lenses          | 51.67   | 50.83| 49.17| 57.08 | 52.50 | 58.75| 55.42   | 53.33   | 51.67 | 56.67 |
| Heart           | 71.00   | 78.89| 81.11| 79.85 | 79.85 | 74.96| 79.59   | 54.44   | 80.00 | 80.00 |
| Vertebral-column-3 | 47.29 | 58.71| 55.84| 57.65 | 56.19 | 48.19| 59.65   | 51.52   | 50.39 | 58.16 |
| Vertebral-column-2 | 65.55 | 66.77| 64.84| 67.94 | 67.87 | 56.19| 54.19   | 67.39   | 60.71 | 68.13 |
| WDBC            | 92.79   | 92.79| 85.89| 92.32 | 91.76 | 64.90| 91.81   | 79.47   | 74.71 | 92.14 |
| BCC             | 51.64   | 50.86| 50.26| 52.67 | 52.67 | 48.62| 51.38   | 55.17   | 52.76 | 52.59 |
| WCD-channel     | 56.57   | 56.36| 56.14| 57.18 | 57.66 | 60.39| 57.23   | 62.16   | 57.75 | 57.43 |
| WCD-region      | 49.55   | 43.82| 53.64| 45.73 | 46.50 | 57.45| 65.95   | 52.11   | 52.00 | 44.57 |
| Blood           | 58.82   | 56.42| 59.36| 53.60 | 53.90 | 64.09| 57.09   | 60.80   | 62.01 | 57.19 |
| Spectfheart     | 62.73   | 59.18| 65.54| 66.67 | 68.88 | 73.78| 72.73   | 77.83   | 66.67 | 70.19 |

In order to descriptively compare the aggregated performance of the methods in all datasets in terms of central tendency measures, Table 4 shows the mean and median accuracy attained by each method along all datasets, as well as the related standard deviation. Notice then that the kRenyi method achieves the best mean and median performance, while the proposed Renyi method ranks second in terms of median accuracy. Indeed, there seems to be a clear shift of performance in terms of median accuracy between the proposed methods (Renyi and kRenyi) and the rest. Table 4 also shows that only the proposed...
method (Renyi) seems to exhibit a positive synergy with the usage of a Gaussian kernel extension, as it is the only method to improve on both its mean and median accuracy when applying such extension. Let us also note that the proposed Renyi method is the one with the lowest accuracy variability along the different datasets, as measured by the standard deviations shown in Table 4. In this sense, the combination of a relatively high median accuracy with a relatively small variability may be taken to suggest that the proposed Renyi method presents a quite robust performance.

Table 4. Mean and median accuracy attained by each method on all datasets and related standard deviations.

| Method     | Mean | Median | Std. Desv. |
|------------|------|--------|------------|
| K-Means    | 63.82| 58.52  | 15.09      |
| FCM        | 63.54| 57.56  | 15.17      |
| kFCM       | 63.18| 57.75  | 14.16      |
| FCMA       | 64.22| 57.36  | 15.84      |
| kFCMA      | 63.77| 56.77  | 14.16      |
| EFCA       | 60.83| 60.69  | 15.84      |
| Tsallis    | 64.8 | 58.72  | 15.84      |
| kTsallis   | 62.46| 57.45  | 15.84      |
| Renyi      | 63.12| 62.24  | 15.84      |
| kRenyi     | 65.66| 62.54  | 15.39      |

In order to analyze possible statistically significant differences among the methods, we applied two non-parametrical multiple comparisons statistical tests, the Friedman ranks test [76,77] and the Friedman aligned ranks tests [78]. Both tests constitute non-parametric alternatives to the parametric ANOVA test for multiple comparisons. The main difference between both Friedman tests is that the former (Friedman ranks test) treats each dataset as an experimental block, thus considering that the different samples provided by the results of each method are dependent, while the latter (Friedman aligned ranks test) removes this assumption and considers all samples to be independent, allowing for a certain comparability between the performances of the different methods on different datasets (see Appendix D). That is, the former procedure tests for differences in the mean ranks controlling for differences due to datasets, while the second tests for differences in mean (aligned) ranks, without taking into account dataset differences.

Table 5 shows the mean ranks attained by each method. Notice that the kernel extension of the proposed method, kRenyi, obtains the lowest rank, consistently with the best central tendency measures already observed in Table 4. However, the related Friedman ranks test provides a p-value of 0.5089, and thus it is not significant at a significance level of \( \alpha = 0.05 \). Therefore, this test does not allow concluding that significant differences exist between the 10 analyzed clustering methods when controlling for datasets differences.

Table 5. Average ranks of the compared methods in the Friedman rank test.

| Method  | Avg. Rank |
|---------|-----------|
| kRenyi  | 4.6       |
| Tsallis | 4.8       |
| FCMA    | 4.85      |
| kTsallis| 5.1       |
| Renyi   | 5.5       |
| kFCM    | 5.7       |
| kFCMA   | 5.75      |
| FCM     | 6.025     |
| K-means | 6.225     |
| EFCA    | 6.45      |

In turn, Table 6 presents the mean aligned rank computed for each method. Again, the kRenyi method obtains the lowest rank. However, now the related Friedman aligned ranks test provides a p-value of 0.0304, being therefore significant at a significance level of \( \alpha = 0.05 \). This leads to concluding that statistically significant differences exist among the 10 methods when performance comparability between datasets is allowed.
Table 6. Average aligned ranks of the compared methods in the Friedman aligned rank test.

| Method  | Avg. Aligned Rank |
|---------|-------------------|
| kRenyi  | 78.575            |
| Tsallis | 80.9              |
| FCMA    | 95.25             |
| kFCMA   | 100.625           |
| kTsallis| 103.2             |
| Renyi   | 105.475           |
| FCM     | 106.375           |
| kFCM    | 106.45            |
| K-means | 110.3             |
| EFCA    | 117.85            |

Due to the significance of the previous aligned ranks multiple comparisons test, and given that the proposed kRenyi method obtains the best aligned rank, we next applied a post hoc test on the results of the aligned rank test to check for statistically significant differences between the kRenyi method and the rest. That is, we take kRenyi as a control method, and study the significance of the aligned rank differences between this control and the other methods. Table 7 presents the \( p \)-values provided by this test for each comparison versus the kRenyi method. Only the comparison of this last with EFCA, the Kullback–Leiber divergence-based method, is significant at a significance level of \( \alpha = 0.05 \), although the \( p \)-value obtained for the comparison with K-means is also small and would be significant at a significance level of \( \alpha = 0.1 \). Other comparisons’ \( p \)-values are also relatively small, pointing to a potential superiority of the kRenyi method over the FCM and its kernel extension (kFCM), as well as over the proposed, non-kernel extended Renyi method or the kernel extension of the Tsallis divergence-based method (kTsallis).

Table 7. Post hoc \( p \)-values for the comparison of the kRenyi method versus the other methods.

| Method | \( p \)-Value |
|--------|--------------|
| EFCA   | 0.0319       |
| K-means| 0.0830       |
| kFCM   | 0.1278       |
| FCM    | 0.1288       |
| Renyi  | 0.1416       |
| kTsallis| 0.1785     |
| kFCMA  | 0.2283       |
| FCMA   | 0.3623       |
| Tsallis| 0.8989       |

To compare the computational efficiency of the proposed methods, Table 8 presents the mean times expended by each considered method on the benchmark datasets along the 10 experimental replications. Let us remark that the mean computational costs shown in this table were calculated by applying each method on each dataset with the corresponding parametric configuration returned by the DE algorithm at each replication. That is, these computational costs do not include execution times of the DE algorithm; instead, they represent the mean execution times of each single method on each dataset. In this sense, it is important to notice that actual execution times of a method on a given dataset may vary considerably from one replication to another depending on the interaction between the initial seeds and the parametric configuration selected for the method at each replication: in some replications, convergence of a method may occur much more quickly than in other replications. This helps explain the relatively large standard deviations presented in Table 8, as well as the fact that lower complexity methods, e.g., the K-means, do not obtain systematically lower computational costs than greater complexity methods, e.g., FCM or the proposed Renyi and kRenyi methods. This variability also makes it difficult to extract
bold conclusions from the data presented in Table 8. Although the Renyi method exhibits the largest mean cost along all datasets (64.2 ms), its kernel extension kRenyi (which obtained the best results in term of classification accuracy) almost halves its execution times (39.3 ms), even presenting the best cost performance on several datasets. In turn, this global mean execution time of the kRenyi method only doubles that of the K-means (18 ms) and represents a 50% increment with respect to that of the FCM (26.3 ms). Furthermore, the kRenyi method improves on the mean computational cost of other divergence-based methods, such as Tsallis and kTsallis. The observed differences in computational costs among all the considered methods are rather small on the benchmark datasets of this experiment, and they are rarely greater than an order of magnitude.

Table 8. Computational cost of the different methods on the benchmark datasets. Table cells present the mean time in milliseconds (ms) expended by each method on each dataset with the parametric configuration returned by the DE algorithm for the 10 replications. In brackets are the standard deviations obtained for the 10 experimental replications. The lowest mean cost for each dataset is highlighted in bold.

| Datasets       | K-Means | FCM    | kFCM   | FCMA   | kFCMA  | EFCA   | Tsallis | kTsallis | Renyi | kRenyi |
|----------------|---------|--------|--------|--------|--------|--------|---------|----------|--------|--------|
| Aggregation    | 56 (37.9)| 132 (16.1)| 91.2 (15.6)| 122 (34.1)| (52.91)| 17.2 (25.8)| 62 (52.9)| 126 (11.4)| 179.6 (92.2)| 3.2 (4.7) |
| Appendicitis   | 14.8 (13.3)| 17.6 (9.2)| 10.6 (4.3)| 38.9 (5.4)| 42.8 (6.2)| 16.8 (16.9)| 18.8 (15.9)| 39.2 (18.7)| 18.8 (19.3)| 17.2 (12.7) |
| BBC            | 12.4 (4.8)| 10.8 (3.3)| 25.2 (8.2)| 13.2 (9.8)| 17.6 (16.9)| 18.8 (15.9)| 39.2 (18.7)| 18.8 (19.3)| 17.2 (12.7) |
| Blood          | 18.6 (7.3)| 9.2 (3.3)| 12 (2.7)| 50 (4.7)| 56 (7.5)| 23.6 (12.6)| 57.2 (8.7)| 97.6 (36.7)| 71.2 (22.8)| 64 (6) |
| Bupa           | 17.6 (5.7)| 15.6 (4.8)| 17.2 (14.2)| 29.2 (6.7)| 35.6 (8.7)| 36.8 (17.4)| 26.8 (17.4)| 33.6 (6.7)| 30.8 (7.3)| 45.2 (13.2) |
| Compound       | 32 (12.2)| 76 (10.2)| 52.8 (12.2)| 90.8 (32.1)| 90 (16.4)| 10 (16.4)| 71.2 (4.9)| 114 (38)| 102 (46.5)| 24 (2.1) |
| Flame          | 12.4 (3)| 12.4 (3)| 12.8 (19.9)| 38.6 (6.6)| 36 (27.7)| 10 (13)| 40 (7.7)| 51.2 (6.5)| 50.4 (11.3)| 43.2 (17.7) |
| Haberman       | 14.4 (6.3)| 9.2 (1.9)| 10.4 (2.1)| 35.6 (5)| 40.8 (6.2)| 4.3 (37)| 41.2 (4.2)| 50.4 (9.3)| 49.6 (10.2)| 45.2 (5) |
| Hayes–Roth     | 17.6 (6.9)| 45.6 (11)| 37.6 (13.5)| 47.6 (14.2)| 55.6 (22.8)| 24 (18.5)| 71.2 (20.4)| 18.2 (25.7)| 70.4 (12.3)| 0.4 (1.3) |
| Heart          | 16.4 (6.9)| 9.2 (1.9)| 12.3 (3.3)| 20.8 (14.3)| 14.8 (3.8)| 22.4 (21.4)| 17.2 (6)| 28.8 (28)| 14.4 (14.8)| 16.8 (3.2) |
| Iris           | 15.6 (7.2)| 13.6 (3.4)| 23.6 (14.7)| 49.2 (12.2)| 43.2 (10.6)| 15.2 (20.6)| 55.2 (17.3)| 54.8 (13.8)| 58 (16.5)| 56.4 (11.7) |
| Jain           | 11.6 (3.5)| 10.4 (2.8)| 8 (1.9)| 40 (6.3)| 40 (17.7)| 8.8 (10.8)| 45.2 (8.7)| 51.2 (10.6)| 44 (8.6)| 48.4 (2.3) |
| Lenses         | 8.4 (3)| 31.6 (5.5)| 31.2 (4.9)| 28 (13.2)| 26 (19.9)| 14.8 (16.8)| 14.8 (6.8)| 8.8 (13)| 13 (16.6)| 68.4 (17.5) |
| Sonar          | 16.4 (4.8)| 23.2 (14.9)| 37.6 (11.8)| 35.2 (7.7)| 34 (17.7)| 23.6 (14.3)| 35.6 (8.1)| 30.8 (25.2)| 48.4 (19)| 45.2 (22.2) |
| Specheart      | 13.2 (4.6)| 14.4 (2.1)| 13.6 (2.1)| 28.4 (4.4)| 28.8 (12.8)| 38 (14.4)| 68 (17.6)| 76 (12.9)| 32.8 (7.3)| 48.4 (22.8) |
| Vertebral-column-2 | 12.4 (4.8)| 9.6 (3.9)| 9.6 (2.1)| 40 (7.8)| 42.4 (3.9)| 8.8 (7.5)| 62 (4.7)| 44.8 (21.6)| 58 (13)| 49.2 (4.6) |
| Vertebral-column-3 | 20 (7.1)| 34.8 (9.4)| 33.6 (12.2)| 46.8 (5.7)| 52.4 (6.9)| 8.8 (14.2)| 60 (13.5)| 70.4 (15.6)| 79.6 (15.8)| 58 (3.4) |
| WCD_channel    | 18.6 (26)| 8 (1.9)| 5.6 (2.1)| 50.4 (11.8)| 58.8 (19)| 7.2 (3.2)| 56.2 (16.8)| 46.8 (18.1)| 62.8 (15.1)| 66.4 (17.9) |
| WCD_region     | 17.2 (6.3)| 20.4 (4.4)| 43.6 (5.5)| 49.2 (13.6)| 55.6 (12.1)| 2.8 (9.9)| 30.4 (28.5)| 91.2 (27.2)| 105.6 (10.4)| 56.8 (20.7) |
| WDBC           | 16.8 (1.7)| 22.8 (6)| 23.2 (17.5)| 64 (10.3)| 68 (8.2)| 60 (25.1)| 70.4 (12.1)| 73.2 (41.6)| 98.8 (20.6)| 76.8 (14.7) |

To sum up, the results of the computational study carried out consistently point to a relatively good performance of the proposed Renyi divergence-based methods, especially in the case of the Gaussian kernel-extended kRenyi method. Although the evidence extracted from this experiment is not fully conclusive from a statistical point of view, particularly on a dataset-by-dataset basis, there seems however to be enough support to at least conclude that kRenyi performs significantly better than the Kullback–Leiber divergence-based method on an all-datasets basis. This conclusion was somehow to be expected since Renyi divergence is indeed a generalization of Kullback–Leiber divergence. Moreover, a close-to-significance superiority of kRenyi is also suggested with respect to K-means, FCM (with and without kernel extension), and the kernel-extended Tsallis divergence-based method. The small increment (if any) in computational cost of the proposed methods seems to compensate for the improvement in classification performance, especially in the case of the kRenyi method.

5. Conclusions

This paper delves into the usage of entropy measures as regularization functions penalizing the formation of too overlapping partitions in fuzzy clustering, building on some previous proposals applying relative entropy measures, or divergences, to that regularization aim. In this sense, this work particularly focuses on the application of Renyi divergence between fuzzy membership degrees of observations into clusters, on the one side, and observations ratios per cluster, on the other side, in the context of fuzzy clustering problems considering cluster size variables. Since Renyi divergence (as also happens with Tsallis divergence) provides a generalization of several other, more specific divergence measures, particularly of Kullback–Leiber divergence, its application in fuzzy clustering seems interesting in order to devise more general and potentially more effective
methods. This led us to the proposal of two fuzzy clustering methods exhibiting a Rényi divergence-based regularization term, the second method extending the first one through the consideration of a Gaussian kernel metric instead of the standard Euclidean distance.

An extensive computational study was also carried to illustrate the feasibility of our approach, as well as to analyze the performance of the proposed clustering methods in comparison with that of several other methods, particularly some methods also applying divergence-based regularization and Gaussian kernel metrics. The results of this study, although not fully conclusive from a statistical point of view, clearly point to a comparatively good performance of the proposed method, and particularly of its Gaussian kernel extension, which significantly improves on the performance of Kullback–Leibler divergence-based clustering methods.

Future research by the authors following this work is ongoing in the direction of studying the application on the methods here proposed of other distances or metrics different from the Euclidean and the Gaussian kernel metrics. We are particularly interested in the effect of the Mahalanobis distance on our methods to deal with non-spherical clusters and its potential synergy with Rényi-based regularization.
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Appendix A

Such diversity is convenient in order to adequately explore the solution space and avoid getting stuck in a local minimum. When \( F_l \) is close to 0, the population will tend to converge too quickly to a non-optimal solution with low diversity, and, when \( F_l \) is close to 1, the population will tend to converge too slowly to a non-optimal solution with low diversity as well. Therefore, \( F_l \) should be kept away from 0 or 1.

Appendix B

Notice that the Xie–Beni validation measure can be interpreted as the intra-cluster variance divided by the minimum distance between centroids, and thus it only uses information from the clustering process, not employing knowledge of the actual class labels. The motivation behind employing this validation measure as the fitness criterion of the DE algorithm instead of the objective function of the clustering method being considered is that the former provides a fitness metric external to the clustering method, avoiding overfitting issues such as shrinking the entropy regularization parameter \( \zeta \), to 0.

Appendix C

The parameter \( m \) in Equation (52) is obtained as the first coordinate of the solution vector \( p \), except for the EFCA method (which implicitly considers \( m = 1 \)) and the K-means (which has no parameters to optimize).

Appendix D

This is reflected in the different procedures employed by either test when computing average ranks for each method: On the one hand, the Friedman ranks test proceeds by ranking the methods’ performance on each dataset, i.e., from the 1st to the 10th for each dataset, and later computes the average rank of each method. On the other hand, the Friedman aligned ranks test first calculates the mean accuracy of all methods on each
dataset, and then subtracts it from each method’s accuracy. This process is repeated for all datasets, and then a single ranking of all obtained differences is computed (i.e., from the 1st to the 200th, as there are 10 methods and 20 datasets). These ranks are known as aligned ranks. Finally, the average aligned rank of each method is calculated.
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