Strategies to counter disinformation for healthcare practitioners and policymakers
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Abstract
Medical disinformation has interfered with healthcare workers’ ability to communicate with the general population in a wide variety of public health contexts globally. This has limited the effectiveness of evidence-based medicine and healthcare capacity. Disinformation campaigns often try to integrate or co-opt healthcare workers in their practices which hinders effective health communication. We describe a critical overview of issues health practitioners and communicators have experienced when dealing with medical disinformation online and offline as well as best practices to overcome these issues when disseminating health information. This article lists disinformation techniques that have yet to be used against the medical community but need to be considered in future communication planning as they may be highly effective. We also present broad policy recommendations and considerations designed to mitigate the effectiveness of medical disinformation campaigns.
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INTRODUCTION

Over the past year, medical misinformation and disinformation have been on the rise in countries across the globe aimed at various targeted audiences. This has countered the ability of healthcare practitioners to disseminate accurate information to their patients and has limited the effectiveness of evidence-based medicine. Misinformation is defined “information that is contrary to the epistemic consensus of the scientific community regarding a
A large portion of disinformation surrounding health information does not involve members of the medical community. Social media and the vast majority of the internet consists of user-generated content with different sites having varying degrees of moderation. Many users post unverified medical information, whether with malicious intent or because they are misguided. When medical practitioners attempt to disseminate public health information, they should be aware that they may be co-opted by disinformation campaigns. Additionally, disinformation campaigns often originate from healthcare providers within the medical community, and public health communicators need to be able to respond to these qualified experts who intentionally spread discredited information.

Co-opting medical practitioners

Medical practitioners and researchers often attempt to combat disinformation but instead become unknowing actors in disinformation campaigns themselves. For example, a well-meaning physician took a photo of himself in front of empty hospital beds which people online misinterpreted as the COVID-19 pandemic being a “hoax”, when in fact, he was in
front of additional bedding which was being set up due to increased patient volume and hospital overcrowding from COVID-19 disease (Dupuy, 2020). There are innumerable other examples among conspiracists which feature videos or pictures of members of the medical community which are labeled with incorrect contexts to promote false narratives. Additionally, pictures can be altered, sound bites taken out of context, and videos selectively edited to give false impressions.

Conspiracists frequently view public health messaging as part of sinister conspiracies to manipulate the population. As such, the credentials of medical professionals are often seen as evidence that they are complicit in these conspiracies. Conspiracists will actively co-opt public health messaging to counter official narratives. In March 2020, a physician created #DoctorsSpeakUp to speak out against the anti-vax community, instead the anti-vax community hijacked the hashtag and used it to ask doctors to speak out in favor of their conspiracies. The hashtag then “went viral” and began widely trending after it was co-opted (Morris, 2020).

Even if practitioners are not directly co-opted, controversial findings can be misinterpreted or emphasized to generate fear. In the Kremlin-backed influence campaigns against the COVID-19 Pfizer vaccine, they emphasized known vaccine side effects mixed with complete fabrications to dissuade the public from receiving the vaccine while encouraging them to wait for the “superior” Russian-sponsored Sputnik V vaccine to become available (Volz & Dustin, 2021).

Practitioners need to be cautious with what information they enter online as their content can be readily altered or misconstrued. On the internet, nuanced debates and discussions are few and far between and practitioners should assume nothing regarding the reliability, intent, or comprehension level of their audience. There should be no expectations that others online will be reasonable, logical, or sympathetic. Additionally, online campaigns can utilize tools such as automated fake accounts to drown out health policy content they disagree with. A study by researchers at Carnegie Melon University in May 2020 found that nearly half of all Twitter accounts promoting reopening campaigns after COVID-19 lockdowns in the United States were likely internet bots (Alvino Young, 2020). When practitioners see that their content is being misused, they should inform social media platforms and other relevant authorities as quickly as possible to avoid further dissemination. In the longer term, there should be health policy aimed at increasing scientific literacy so that people are able to better understand the argumentation and reasoning of medical practitioners and identify logical fallacies in conspiratorial thinking.

**Pseudoscience promoted by medical professionals**

There are some medical professionals who choose to misuse their titles so that they can lend credibility to unscientific or outright false claims. A former virologist was featured on the conspiracy documentary “Plandemic” which was viewed tens of millions of times globally and asserted that COVID-19 disease could be prevented by exposure to sunlight. In late 2020, the former vice president of Pfizer co-authored a petition that, without evidence, concluded that COVID-19 vaccines could cause infertility in women (Stecklow & Macaskill, 2021). The Center for Countering Digital Hate found that up to 65% of anti-vaccine content was spread by only a dozen people, of which, three were physicians (The Center for Countering Digital Hate, 2021). Medicine has a long history of people misusing their credentials to promote unscientific views. With the expansion of social media, this will continue to be a perennial problem beyond the current pandemic.

Physicians must be prepared to speak out about those in the medical profession who spread conspiracies. Most major social media platforms have reporting features which allow
individuals to flag mis or disinformation. Social media platforms can screen for medical disinformation and have been working with organizations like the World Health Organization (WHO) and other public health authorities (Meyer & Alaphilippe, 2021). However, more medical organizations and informed healthcare professionals are needed to assist these efforts as social media platforms are ill-equipped to counter individuals spreading disinformation who have a reasonable claim to expertise. For this reason, unbiased, creditable medical professionals should work with social media companies to properly verify information.

Potential disinformation threats

The nature of online disinformation is that it is ever changing and rapidly adapting to countermeasures. The medical community including public health communicators, medical practitioners, and administrators need to be prepared for existing trends in disinformation as well as for how emerging technologies will impact health communication. Below are a few information gaps currently not addressed in health communication strategies that demonstrate current vulnerabilities. In health policy terms, there needs to be concrete communication strategies in place to prepare for and counter new developments in the promotion of disinformation. Additionally, beyond being aware of these threats, healthcare practitioners, social media platforms, civil society, and government organizations need to collaborate and develop tools for a resilient information ecosystem that can combat ever adapting technological threats without restricting public free speech (Felten & Nelson, 2019). Tools such as artificial intelligence (AI) detection of altered media with improved cyber security of the healthcare infrastructure can directly counter the disinformation techniques addressed below.

Altered websites

Legitimate sources can be replicated and manipulated online. For example, in 2017 a disinformation campaign managed to copy the web design of an influential Harvard University Center and several news outlets including Le Soir and The Guardian and they inserted their own false articles which were designed to discredit US and Saudi Arabian policies in the Middle East (Lim et al., 2019). Actors spreading disinformation can do this by copying the source code of websites to make them appear exactly as they would normally, copying the same design, advertisements and putting in functional “share” buttons to social media. The URLs can be made to look similar to the websites they are imitating with subtle differences in typos, letters that look similar (e.g., using the lowercase of the letter L “l” instead of the uppercase of the letter “L”), and the top-level domain (e.g., from.info to.net). These fake web pages may even redirect to the actual source they are trying to imitate so that clicking on sections of the page will lead you to the actual site. Prominent high-impact medical sources like peer-reviewed journals need to be aware that they can be imitated by factions who are willing to use their platform to spread medical inaccuracies. This goes beyond “predatory” journals to potentially any online medical source the public views as legitimate. As a result, healthcare providers must closely check URLs to see if they are correct. Cross-checking information with multiple sources is important to discern if the information is genuine. Whenever one of these false web pages is identified, the organization being imitated needs to quickly respond to any online platforms where the links to the false page are disseminated so that they can remove the inaccurate content.
Deep fakes

“Deep fakes” or artificial intelligence-generated false videos came into prominence in 2017 and have become increasing accessible for nonvisual effects specialists to use. While extremely convincing, deep fake videos still require professional visual effects (VFX) designers and actors, although there have been cases where amateurs have created deep fakes to damage reputations of others. Rogue companies are working to develop deep fake technology that can be used in real-time. Thus far, deep fakes have not been used to target the medical community, but health practitioners need to be prepared for this eventuality. Most social media platforms have some form of ban on artificial intelligence generated false videos and images, but they require tools to properly identify deep fakes. Experts are creating tools which will allow artificial intelligence (AI) to automatically detect when deep fake technology is used; currently this technology is still in development.

Leaked or altered information after a cyber security breach

The medical field has been highly impacted by cyber-attacks. A 2017 survey of the American Medical Association (AMA) found that 83% of physicians claimed their practices had experienced some form of cyber-attack (AMA Staff News Writer, 2021). Sensitive healthcare information is frequently revealed in hacks. One list was publicly posted on 4chan, an image-based bulletin board where anyone can post comments and share images anonymously. This particular list was compiled from a series of hacks which had thousands of emails and passwords from the National Institute of Health (NIH), Center for Disease Control and Prevention (CDC), World Bank, and World Health Organization (WHO) (Wakefield, 2020). Often these attacks come in the form of “phishing”, where emails will impersonate legitimate sources to try to get access to information. In 2020, a hack for hire campaign targeting healthcare companies and consulting services used Gmail accounts impersonating the WHO to direct users to WHO lookalike websites where they were urged to sign up for alerts which required them to give personal information (Vavra, 2020). Disinformation campaigns have used information gained during cyber breaches and leaked altered versions of official documents to create false narratives. In one instance, journalist David Satter had his e-mail hacked by the pro-Russian hacktivist group Cyberberkut who proceeded to alter his documents and leak them online (Hulcoop et al., 2017). Additionally, information gained during leaks can be misinterpreted or represent incomplete scientific findings which if made publicly available, constitute a form of disinformation.

To combat this, effective cybersecurity requires ensuring that both hardware and software are well maintained and regularly updated. Medical personnel need to be informed about threats from malware, hackers, and viruses and need to be transparent when breaches do occur. Additionally, they should be educated regarding online impersonation and methods to discern genuine websites. Health documents should be backed-up such that if leaked and altered, practitioners have original unaltered documents to refute the leak. When there is a breach, the healthcare professional should notify the related services targeted (e.g., Google, Facebook) as well as the local authorities as quickly as possible (See Table 1).

How to deal with the nontechnical side of disinformation

Most of the factors that can mitigate disinformation go beyond the field of medicine or technology but with public health communication. At the root of disinformation is often
miscommunication and distrust, which require more than just several correct facts to resolve.

Health practitioners should be made aware of the common disinformation which is easily accessible to patients. However, given the sheer volume of disinformation, this will be a difficult undertaking. Health communicators must work to inform practitioners about the most common or dangerous narratives that their patients have been exposed to through means of periodically published condensed reviews of disinformation. Additionally, practitioners must be aware that the cold facts are not enough. Fact checking has been shown to have positive effects in terms of correcting inaccurate information, however, it is far less effective at altering beliefs and actions (Barrera et al., 2020). Many scholars blame this on “motivated reasoning” where audiences ignore information that does not fit their preconceptions (Bardon, 2019). Other scholars have suggested that a lack of reasoning is to blame for people’s inability to differentiate between what is true and what is false (Pennycook & Rand, 2019). Furthermore, factual corrections can lead to a “backfire effect” where people reinforce their incorrect views in light of contradictory information (Nyhan & Reifler, 2010). Studies claiming to identifying this effect or phenomenon have been recently disputed (Guess & Coppock, 2020). There are effective means to reach patients who believe in disinformation campaigns. Prompting analytical consideration of conspiracies to examine inconsistencies can lead to “the elusive backfire effect” where people cease to believe conspiratorial thinking (Wood & Porter, 2019).

Academic and healthcare training workshops address how to deal with patients who display conspiratorial thinking, emphasizing that it is best to always show consistent messaging, empathy, and understanding rather than argumentation (Abbasi, 2021). Healthcare policymakers need to incorporate training and educational materials for healthcare providers to better communicate with their patients when exposed to disinformation.

Policy recommendations to combat health disinformation

Public Health disinformation constitutes a significant challenge for policymakers as actions taken against disinformation can infringe upon freedom of speech. Educational programs that encourage critical thinking and allow users to identify disinformation for themselves are

### TABLE 1 Ten tips for healthcare practitioners about disinformation

| Tip | Description |
|-----|-------------|
| 1. | Practitioners need to be cautious posting online - anything said can be altered |
| 2. | Social media organizations need to be informed when videos or images are being used to promote disinformation |
| 3. | Be prepared to speak out about those in the medical profession who spread conspiracies. |
| 4. | Closely check URLs to see if they are legitimate |
| 5. | Cross check information with multiple sources to better discern if information is genuine |
| 6. | Effective cybersecurity requires hardware and software be maintained and regularly updated - out of date security software is more susceptible to online threats |
| 7. | When a breach is detected contact relevant services as well as the local authorities |
| 8. | Backup documents so that if they are leaked or altered the original documents can refute the disinformation |
| 9. | Medical staff personnel need to be informed about the threats from malware, hackers, viruses, and those phishing for sensitive information |
| 10. | Conspiracies are often best countered through compassion and empathy rather than fact or argumentation. |
an attractive solution as no outside bodies need to remove or add disclaimers to content. There have been large increases in the accessibility of digital health however, there are barriers and disparities to digital literacy, such as “inequitable access to digital technologies; and low general and domain-specific literacies.” (Jackson et al., 2021). Additionally, it is exceedingly difficult to gauge the efficacy of these health literacy programs (Swire-Thompson & Lazer, 2020). Additional research is necessary to find the most effective solutions to the evolving problem of disinformation. Policymakers should support research on disinformation to have multi-stakeholder collaborations between vested civil society, health care, and technology actors. Disinformation is a global problem and policymakers must coordinate transnational digital health literacy programs concerning disinformation threats, including those that come from newly generated technologies. We recommend increased international collaboration between stakeholders affected by disinformation to improve learnings and best practices (Felten & Nelson, 2019). Additionally, policymakers need to consider that government-led initiatives to counter disinformation may be impartial as they have proven to be most effective only when they are transparent and not unidirectional strategic communications serving self-motivated political interests (Bontcheva et al., 2020).

Besides these measures, it will be essential in the long term for policymakers to address the structural factors which facilitate disinformation online. Currently, information from unofficial sources is frequently conflated with those from official sources. It is crucial for social media platforms to identify and act against content harmful to public health initiatives and implement features that allow for easier distinction between official and unofficial content (such as banners or notifications that identify sources) (Simpson & Conner, 2020). However, it is equally important that platforms exercise caution when implementing actions that prioritize only official sources as their sites should also be able to serve scientists who want to collaborate and share findings that may have yet to be officially verified. Policy makers can push for social media platforms to emphasize and amplify content from public health sources. Additionally, credible sources should inform the content moderation efforts of social media platforms. Policymakers can work to ensure that platforms work collaboratively with public health authorities to have the most current information for fact-checkers. These broad policy recommendations and considerations are ultimately designed to mitigate the effectiveness of medical disinformation campaigns.
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