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Abstract

Self-supervised learning (SSL) representation for speech has achieved state-of-the-art (SOTA) performance on several downstream tasks. However, there remains room for improvement in speech enhancement (SE) tasks. In this study, we used a cross-domain feature to solve the problem that SSL embeddings may lack fine-grained information to regenerate speech signals. By integrating the SSL representation and spectrogram, the result can be significantly boosted. We further study the relationship between the noise robustness of SSL representation via clean-noisy distance (CN distance) and the layer importance for SE. Consequently, we found that SSL representations with lower noise robustness are more important. Furthermore, our experiments on the VCTK-DEMAND dataset demonstrated that fine-tuning an SSL representation with an SE model can outperform the SOTA SSL-based SE methods in PESQ, CSIG and COVL without invoking complicated network architectures. In later experiments, the CN distance in SSL embeddings was observed to increase after fine-tuning. These results verify our expectations and may help design SE-related SSL training in the future.

Index Terms: Self-supervised learning, cross-domain feature, noise robustness

1. Introduction

Speech is an effective and efficient way of communication between individuals, playing an essential role in human-computer interactions. However, during communication, there is often undesired interference from the environment and surroundings, such as environmental noise, background noise and reverberations, so that speech quality and intelligibility often degrade. The process of reducing the background noise with optimal preservation of the original speech quality is then referred to as speech enhancement (SE).

With recent developments in deep learning (DL), deep learning-based SE models have mostly outperformed traditional SE methods [1][2][3]. The DL-based SE framework generally concerns input features [4], advanced SE models [5][6][7], objective functions [8][9], and data augmentations [10]. This study aims to evaluate the relationship and impact of input features regarding DL-based SE performance.

Self-supervised learning (SSL) utilizes a large amount of unlabeled data to extract meaningful representations [11]. In many applications, supervised learning generally outperforms unsupervised learning. However, collecting a large amount of labeled data is time-consuming and sometimes unrealistic. Therefore, the SSL can be leveraged in the circumstances with amounts of unlabeled data to provide expressive (latent) representations and use these latent features as inputs for downstream tasks. It has been verified in various fields that the SSL improves the performance of downstream tasks. Particularly, a few promising SSL models have been proposed for speech-related tasks. One major application is speech recognition, where the contributing SSL models include contrastive predictive coding (CPC) [12], wav2vec [13], and HuBERT [14]. Recently, there have been some application scenarios where the output representation of an SSL model is used to replace the conventional (data) feature and it turns out to achieve better performance than the original input features [15][16][17].

Currently, there are only a few studies applying SSL features to SE. Huang et al. [18] proposed applying SSL features to SE, where the authors observed that when training with weighted-sum representations “for most SSL models, lower layers generally obtain higher weights.”. This may be because “some local signal information necessary for speech reconstruction tasks is lost in the deeper layers”. In this study, to solve the aforementioned problem, we propose two simple solutions: 1) utilizing cross-domain features as model inputs to compensate for the information loss in SSL features, 2) fine-tuning an SSL model together with an SE model such that the extracted SSL features can derive useful information for SE. Additionally, we analyze the noise-robustness property of SSL features and provide some insight into the relationship with SE. In summary, without introducing complicated or advanced models, our results are comparable to those of state-of-the-art (SOTA) SE methods in the VCTK-DEMAND dataset.

2. Related Work

In this section, we first briefly review some commonly-used SSL models and studies using cross-domain features and fine-tuned SSLs in other specific tasks. Related research using SSL on speech enhancement is also surveyed.

2.1. SSL models

The SSL model can be categorized into generative modeling, discriminative modeling and multi-task learning. Generative modeling extracts the data input to the representation by the encoder and reconstruct it back to the input by the decoder. These include APC [19], Mockingjay [20], DecoAR 2.0 [21], and Audio2Vec [22]. Discriminative modeling extracts the input into a representation and measures the corresponding similarity. Such studies include CPC, HuBERT [14]. WavLM [23] and SPIRAL [24]. One of the most representative works for the multi-task learning approach is PASE+ [25], which picks up a meaningful speech representation capable of the multi-tasking objective. In this study, we adopted three SSL models to extract the latent representations: Wav2vec 2.0, HuBERT and WavLM, where they all achieved excellent performances in SUPERB [26], a challenge to gauge the performance of SSL models under different speech tasks.
2.2. Cross-domain feature and fine-tuning SSL

Studies [23] and [27] have shown that the cross-domain feature can help increase task accuracy on ASR and speech assessment metrics. Additionally, fine-tuning an SSL on the downstream task has also been shown to provide a significant improvement. In wav2vec 2.0, the SSL model was fine-tuned on label data with the CTC loss for downstream recognition tasks. There is other literature fine-tuning SSL models for non-ASR speech tasks, e.g., on speech emotion recognition [15], spoken language understanding [17], and MOS prediction [16]. The research above showed that fine-tuning the SSL or combining SSL embeddings with raw features can achieve better performance.

2.3. SSL for SE

Self-supervised pre-trained models have been increasingly applied to many speech-related tasks, including SE [28, 29]. Several works PFPL [30], PERL [31], and K-SENet [32] applied SSL pretrained models as perceptual loss. Some other works extracted latent representations as SE model input, such as [18, 33] extracted the latent variables and evaluated 11 SSL upstream methods on the SE downstream task. SSPF [33] utilized phonetic characteristics into a deep complex convolutional network via a CPC model pre-trained with self-supervised learning.

3. The Proposed Method

3.1. Incorporate spectrogram with SSL embedding as input

In [18], the authors utilized the SSL representation on the SE as the downstream task. When training with weighted-sum representations, they found that the lower layers generally obtained higher weightings. In additional, [35] analyzed the layer-wise representation of Wav2vec 2.0, which showed that the transformer layers in Wav2vec 2.0 followed an autoencoder-style behavior. The latent representation in the lower layers correlates with raw acoustic features such as FBANK. Therefore, combining these two observations, we reasoned that for generation tasks such as SE, the raw acoustic feature should be provided to compensate for the fine-grained deficiencies. In this study, we assess the combination of the log lp [36] spectrogram feature with SSL representation. The model architecture is illustrated in Fig. 1. The noisy waveform is first fed into the SSL model to generate a latent representation, which is subsequently concatenated with the noisy log lp feature as the model input. The enhancement prediction is therefore obtained by multiplying the model output with noisy log lp features. In the inference stage, a noisy phase is applied to reconstruct the enhanced waveform.

3.2. Fine-tune SSL model with SE

Fine-tuning the pre-trained SSL model with the downstream tasks can generally obtain better results as mentioned in Sec. 2.2. In this study, we follow [18] to fine-tune the pre-trained SSL model in two ways: partial fine-tuning (PF) and entire fine-tuning (EF). SSL models are generally separated into CNN-based feature extractors and transformer-based encoders. For PF, only the transformer-based encoder is fine-tuned during downstream training. As for EF, both the feature extractor and the encoder are fine-tuned. To our best knowledge, this is the first study applying various fine-tuning SSL models for SE tasks.

\[ p(X_t) = \log(1 + X_t) \geq 0 \text{ for a spectrogram amplitude } X = (x_{it}). \]

3.3. Noise robustness analysis

Noise robustness is usually desired when training the SSL. Therefore, we intended to investigate whether a representation equipped with noise robustness may help improve SE. Given an SSL model \( f \), we define the notion of the distance between the latent variables of noisy speech and clean speech as:

\[ d_{f,\ell}(Z_{c,\ell}, Z_{n,\ell}) = \frac{1}{T} \sum_{t=1}^{T} \| g(\ell)(z_{c,\ell}(t)) - g(\ell)(z_{n,\ell}(t)) \|^2 \]

where \( \ell \in \mathbb{N} \) is the layer depth, \( Z_{c,\ell} := \{ z_{c,\ell}(t) \}_{t=1}^{T} \) and \( Z_{n,\ell} := \{ z_{n,\ell}(t) \}_{t=1}^{T} \) denote the collection of clean and noisy latent representations of layer \( \ell \) in model \( f \) and frame \( t \), respectively. Particularly, \( \ell = 0 \) corresponds to the output of feature extractor (Fig. 1). A normalization function \( g(\ell) \) on each layer \( \ell \) is deployed to normalize the latent features \( z_{c,\ell}(t) \) for balancing scales and ensuring equal comparisons. Specifically, we shall utilize \( g(\ell)(z_{c,\ell}(t)) := (z_{c,\ell}(t) - \mu_c)/\sigma_c \) with \( \mu_c \) and \( \sigma_c \) denoting the mean and variance of the latent points \( Z_{c,\ell} := \{ z_{c,\ell}(t) \}_{t=1}^{T} \).

This study computes the layer-wise distance \( d_{f,\ell}(Z_{c,\ell}, Z_{n,\ell}) \) as the noise robustness, so that when the distance \( d_{f,\ell} \) is small, this layer \( \ell \) is regarded as noise robust. In addition to noise robustness, we further consider the layer weighting as an importance index for the SSL layers on SE via the weighted-sum approach [26]:

\[ Z_{WS} := \sum_{\ell=0}^{L-1} w(\ell) Z_{c,\ell}^{(\ell)} \]

with parameters \( w(\ell) \geq 0, \sum_{\ell=0}^{L-1} w(\ell) = 1 \) denoting the weight of layer \( \ell \) determined by the network and \( Z_{c,\ell}^{(\ell)} \) is required to keep same dimension for all layers. Later in Sec. 4.3.2, a bundle of CN distance curves shall be computed to analyze the averaging tendency under stochastic training process with different SSL models. Namely, a SSL model \( f \) with randomly sampled inputs \( (X_c, X_n) \) drawn from the entire training set yield \( \ell \mapsto d_{f,\ell}(Z_{c,\ell}, Z_{n,\ell}) \) by Eq. (1). Thus, random sampling
from data distribution $P$ gives an averaging CN distance curve,
\begin{equation}
\bar{d}_{f, \ell} = \frac{1}{|X_n|} \sum_{(X_n, X_{n-1}) \in P} [d_{f, \ell}(Z_n^{(c)}, Z_{n-1}^{(c)})] 
\end{equation}
Experiments will be set up in the next section to verify our boosting method and the relationship with SSL latent representations.

4. Experiments

4.1. Datasets and Evaluation metrics
A commonly used premixed dataset VCTK-DEMAND [37] was adopted to evaluate our method. There were 11,572 utterances with four signal-to-noise ratios (SNRs) (15, 10, 5, and 0 dB) in the training set and 824 utterances with four SNRs (17.5, 12.5, 7.5, and 2.5 dB) in the testing set. The experimental results are assessed with wideband PESQ and STOI for speech quality and intelligibility. Another three widely used metrics: CSIG, CBARK and COVL are applied to measure signal distortion, noise distortion, and overall quality evaluation, respectively. Our implementation is available at https://github.com/khhungqj.

4.2. Model Structures
A BLSTM is adopted as an SE model for light weight purpose with decent performance. The model architecture is depicted in Fig. 1 consisting of (a) 2 linear layers, (b) two-layered BLSTM of 256 hidden units and (c) a sigmoid activation to generate the prediction mask. During the training stage, to obtain fixed-length data within a batch, each utterance was randomly sampled as 20,480 samples (128 frames × 160 hop length). The signal approximation (SA) method [38] was used to estimate the target spectrum via the mask prediction. $L_1$-loss and the Adam optimizer were deployed for the SE model, along with a random splitting of training and validation set by 95% and 5% ratio.

4.3. Results

4.3.1. Including spectrogram as extra input features
In a previous study [18], only fixed self-supervised embeddings were used as the input features of the SE model, and the performance improvement was somewhat limited. This may be because most of the self-supervised models were trained by maximizing the prediction probability of the target class. Features aimed for classification tasks may not fully retain detailed speech information in speech. For the spectrogram, the window size and hop length are set as 400 and 160, respectively. As SSL features have twice the stride length of the spectrogram, we duplicated the latent representation to align the lengths of the embedding and spectrogram. To show the impact of adding the spectrogram as extra model input, comparisons were made in Table 1. As the baselines, we trained the SE model with the embeddings from 1) the last hidden layer (LL) and 2) the weighted sum (WS) of all the embedding layers with the learned weights.

In Table 1 as a conventional method, we first show the results of applying only log 1p spectrogram as the model input. For SSL embedding, we prepared three different models: wav2vec 2.0, HuBERT, and WavLM-Base. From the table, we can first observe that using the last hidden layer of SSL models did not bring benefits compared to the spectrogram features. However, using WS of all the embedding layers can significantly improve the performance, implying that other layers in the SSL models also contain useful information for SE. For both the LL and WS, when the log 1p spectrogram is concatenated with the SSL features, the performance can improve further. The best performance results from the cross-domain feature (WS + log 1p). Thus, this verified that including acoustic features improved the SE performance.

Table 1: Scores for various combinations of log 1p and latent representations under different SSL models. LL denotes the last layer embedding and WS as the weighted sum of all SSL layers.

| Method       | PESQ   | CSIG   | CBAK   | COVL   | STOI   |
|--------------|--------|--------|--------|--------|--------|
| Noisy        | 1.97   | 3.35   | 2.44   | 2.63   | 0.915  |
| log 1p       | 2.75   | 4.15   | 3.36   | 3.46   | 0.944  |
| wav2vec 2.0- Base |        |        |        |        |        |
| LL           | 2.71   | 4.10   | 3.26   | 3.35   | 0.942  |
| LL + log 1p  | 2.91   | 4.29   | 3.42   | 3.60   | 0.948  |
| WS           | 2.85   | 4.22   | 3.38   | 3.54   | 0.946  |
| WS + log 1p  | 2.94   | 4.32   | 3.45   | 3.64   | 0.949  |
| HuBERT- Base |        |        |        |        |        |
| LL           | 2.67   | 4.04   | 3.20   | 3.35   | 0.942  |
| LL + log 1p  | 2.94   | 4.31   | 3.46   | 3.63   | 0.948  |
| WS           | 2.84   | 4.23   | 3.37   | 3.54   | 0.947  |
| WS + log 1p  | 2.98   | 4.34   | 3.48   | 3.67   | 0.949  |
| WavLM- Base  |        |        |        |        |        |
| LL           | 2.74   | 4.05   | 3.22   | 3.39   | 0.944  |
| LL + log 1p  | 2.94   | 4.32   | 3.44   | 3.64   | 0.950  |
| WS           | 2.90   | 4.28   | 3.43   | 3.59   | 0.949  |
| WS + log 1p  | 3.05   | 4.40   | 3.52   | 3.74   | 0.952  |

4.3.2. Noise robustness and learned weights of weighted sum representation
Fig. 2 shows the CN distances (solid lines) and layer weightings (dotted lines) for the various SSL models. Each solid line follows from Eq. (1) with randomly sampled inputs $(X_n, X_{n-1})$ out of the training set, as described in Sec. 3.3. The averaging CN distance curve is then calculated by Eq. (3) to compare with the trend of layer weighting curves. To ensure the distance $d_{f, \ell}$ falling into $[0, 1]$, the min-max normalization was employed after the computation of Eq. (1).

An SSL model $f$ results in layer weighting curves (Fig. 2, $\ell \mapsto w_{\text{SSL}}(\ell)$ and $\ell \mapsto w_{\text{SSL} + \log 1p}(\ell)$, corresponding to the use of the SSL feature and the cross-domain features, respectively. As [35] reported that there existed some peculiarity in the last two layers of wav2vec 2.0, we removed the last two layers in wav2vec 2.0 for comparison here. In these three models, it was observed that the layer weightings and CN distance $\bar{d}_{f, \ell}$ are highly correlated ($> 0.85$) via the Pearson correlation $P(w(\ell), \bar{d}_{f, \ell})$, for $f \in \{\text{WavLM, HuBERT, wav2vec 2.0}\}$. Thus, we concluded that large CN distances might provide more information.

4.3.3. Fine-tuning SSL models
From Table 1 it can be observed that applying WavLM as an SSL model outperforms the other two methods. Under the same model size, WavLM achieves 3.05 and 0.952 in PESQ and STOI, respectively, higher than HuBERT (PESQ: 2.99/ STOI: 0.949)
and Wav2vec 2.0 (PESQ: 2.95/ STOI: 0.949). Henceforth, we shall only adopt WavLM for the discussion of the fine-tuning experiments later.

Table 2 presents the fine-tuned results of WavLM, for both WavLM-Base and WavLM-Large, the best performance comes from PF with \( \log 1_p \). It can also be observed that EF with \( \log 1_p \) did not improve much compared with PF. Fine-tune models with \( \log 1_p \) have only incremental improvements compared with the original pre-trained models (cf. Table 1). From these observations, we believe that the SSL models after fine-tune acquired better latent representations for SE, such that the additional \( \log 1_p \) features can only provide limited extra information for enhancement. We also observed that the performance sharply degraded if we used a model with the same architecture but trained from scratch (TFS), which indicated that pre-training certainly contributes. Some SOTA SE models using a pre-trained SSL model are listed in Table 2 for comparison.

In addition to evaluating the performance of SSL fine-tuned model, the corresponding CN distances were also calculated, as shown in Fig. 3(a). The figure reveals that the CN distances in the first and last few layers increased after fine-tuning. This was particularly obvious in the last few layers. From Fig. 3(b), we saw similar trends for learned weights, which verify the observation that large CN distances may provide more information as given in Sec. 4.3.2.

Another interesting finding in Fig. 3(b) is that when using the SSL representations only (orange and green dotted lines), the weights in the first few layers also increase and become larger than that of SSL+\( \log 1_p \) (red and purple dotted lines). We argue that after fine-tuning without \( \log 1_p \) input, the first few layers learn more information about raw acoustic features. Since the first few layers can keep more local information now, the performance gained by \( \log 1_p \) feature becomes much smaller, as shown in Table 2.

5. Conclusions

In this study, we propose two techniques: 1) utilizing cross-domain features as model inputs, 2) fine-tuning the SSL model with the SE task to compensate for the information loss in the SSL features. The results met our expectations in that the SE performance with the cross-domain feature was significantly improved than using only SSL representation or the spectrogram feature. Compared to SOTA SSL-based SE methods, our proposal for fine-tuning an SSL representation with the SE task can outperform them in PESQ, CSIG, and COVL without invoking complicated network architectures or training flow. Furthermore, we studied the relationship between the noise robustness of SSL representation and the importance of SE. Our observation showed that less noise-robust SSL features possess higher corresponding importance. Although this fact appeared counter-intuitive, we addressed the rationale behind the scenes. In the end, we found that the SSL representation with the weighted-sum method has proven superior to the spectrogram feature. However, training an SSL representation to entirely replace raw acoustic features is yet to be explored. Our findings serve to help train SE-related SSL representation in the future.
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