Eigen-spectrograms: An interpretable feature space for bearing fault diagnosis based on artificial intelligence and image processing
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ABSTRACT
The Intelligent Fault Diagnosis of rotating machinery currently proposes some captivating challenges. Although results achieved by artificial intelligence and deep learning constantly improve, this field is characterized by several open issues. Models’ interpretation is still buried under the foundations of data driven science, thus requiring attention to the development of new opportunities also for machine learning theories. This study proposes a machine learning diagnosis model, based on intelligent spectrogram recognition, via image processing. The approach is characterized by the employment of the eigen-spectrograms and randomized linear algebra in fault diagnosis. Randomized algebra and eigen-spectrograms enable the construction of a significant feature space, which nonetheless emerges as a viable device to explore models’ interpretations. The computational efficiency of randomized approaches provides reading keys of well-established statistical learning theories such as the Support Vector Machine (SVM). Machine learning applied to spectrogram recognition shows to be extremely accurate and efficient as compared to state of the art results.

1. Introduction
The growing complexity of industrial rotating systems has found in predictive maintenance strategies and condition monitoring techniques some key assets to enhance the production performance, by reducing maintenance costs, machine failures and downtimes [1].

The problem of developing some robust monitoring techniques for condition-based maintenance has gradually flanked the crucial issue of building reliable models able to estimate wear and fatigue of such complex systems, for scheduled maintenance. In particular, Rolling Element Bearings (REB) are among the most critical components in industrial rotating machinery, since their durability suffers of a wide statistical dispersion [2], which is one of the prominent aspects that makes time-based maintenance approaches unadvisable. Thus, the Remaining Useful Life (RUL) assessment and the machine health management based on current condition [3–6] are clearly more reliable than scheduled maintenance models.

Some remarkable scientific efforts carried out in the last decades have brought to light many signal processing tools for REB vibration analysis, relying on physics-based speculations. For instance, it is worth mentioning the great attention that has been paid, since the 1980s, to amplitude demodulation by means of the envelope analysis [7], whose effectiveness as a diagnostic tool was widely proven over the past decades [8–14]. Also, no less research was inspired by the consequent issues which have arisen for the choice of optimal demodulation bands in non-stationary signals [15–21].

In parallel to the physics-based paradigms, which have led science and engineering from its early days, the past decade has seen the rapid development of data driven science in many engineering fields. Experts’ knowledge of physical phenomena underpinning human-inferred models is replaced in these approaches by learning algorithms, which apprehend from training data, shaping themselves based on some received inputs. In this sense, the cost for the detachment from physical assumptions paid with a loss in models’ interpretability is balanced by the opportunity of accurately foreseeing the behavior of complex systems. The possible benefits of data driven models for discovering hidden path in vibration data have been explored by numerous investigations of which a deep insight is provided in some recent review papers of Liu et al. [22], Zhao et al. [23] and Lei et al. [24].

The Intelligent Fault Diagnosis (IFD) refers to the use of machine learning and deep learning algorithms, respectively, for machine health assessment [24]. Machine learning approaches such as Support Vector Machine (SVM) [25, 26] and k-Nearest Neighbor (kNN) [27] have dominated the scene of Artificial Intelligence (AI) and IFD until mid-2010s. For instance, multi-class SVM was combined with wavelet analysis [28], Empirical Mode Decomposition (EMD) [29], multiscale approaches [30], Particle Swarm Optimization (PSO) [14, 31] and envelope analysis [32]. The main goal of
proposed strategies, which were combined with SVM over the past years, was to provide some signal processing tools capable of extracting significant features [33, 34] to input in the training process. Indeed, machine learning methods need human assistance for feature extraction. This is the case of Sharma et al. [33], who employed time domain features (e.g., skewness, kurtosis, crest factor) to input an SVM classifier. Instead, EMD features were used by Yang et al. [29] who extracted amplitude ratios at fault characteristic frequencies in the Intrinsic Mode Function (IMF) envelope spectrum.

By converse, deep learning [35, 36] and Deep Neural Networks profit from deep multi-layered and hierarchical architectures, to perform the automated features extraction and to infer outputs, from very large datasets, typical of modern IoT systems. Anyway, it is worth underlining that most of the benchmark REB datasets [37–41] available in literature require data augmentation in order to be treated in an IFD perspective, while remaining still far from standard image recognition datasets, including millions of samples [42].

Even though the theoretical background of Neural Networks (NNs) traces its roots in the twentieth century [43], the milestone of Convolutional Neural Networks (CNNs) was recently defined due to computer vision tasks. An example of these is the classification of very large images datasets such as ImageNet [42] in 2012. Notably, NNs were not yet included in the top ten data mining algorithms published in 2008 [44].

Then, in light of the striking attractiveness of embedded feature extraction, deep learning became one of the most popular methods also for IFD thanks to stacked autoencoders (AE) approaches [45–47] and CNN-based methodologies [35]. An autoencoder is built by assembling an encoder network with a decoder network. The encoder maps input data in a latent feature space, whereas the encoder reconstructs input data from the latent space. Also, autoencoders can be stacked to achieve deeper and more complex representations of fault features. Generally, the training of such architectures is unsupervised and it results in an automated feature extraction process. Guo et al. [46] employed autoencoders for the feature extraction and the denoising of gearbox and bearings signals, whereas Alabsi et al. [45] showed that some pre-processing is still needed to improve the performances of autoencoders. On the other hand, CNNs take advantage of supervised learning and they are able to preserve the spatial information of data by performing multidimensional filtering. The latter property is particularly suitable for images and it paves the way for employing time-frequency images as training data. Therefore, CNN-based methods either act by pre-processing data with the purpose of adapting them to CNNs, essentially designed for images [48–51], or directly work on grayscale and infrared images.

A remarkable research was performed in this field, using vibration data and infrared images in CNNs for rotor systems monitoring [52, 53], whereas images and CNNs were employed also in the health monitoring of balancing tail ropes by Zhou et al. [54]. Then, Yoo and Baek [55] obtained promising results in RUL estimation by constructing a CNNs health indicator trained with wavelet time-frequency representations. Shao et al. [56], instead, developed a CNN methodology based on Transfer Learning (TL) [57–61], which is considered one of the future perspective for research on Deep Learning IFD [24].

The application of data-driven tools to machine diagnosis is often limited by the opportunity to generalize the diagnosis model to unseen working conditions. Nonetheless, the presence of discrepancies between training and test data represents one of the major concerns for industrial applications. Recent works investigated this issue. Han et al. [62] proposed an hybrid generalization network by employing adversarial learning and achieved improved generalization abilities for gearbox datasets. Also, unseen working conditions were analyzed by using spatiotemporal feature learning [63]. Instead, Zhiyi et al. [64] took advantage of autoencoders to transfer diagnosis models between different machines.

2. Intelligent Fault Diagnosis: Open issues, aim and motivation

The automated feature extraction through deep learning involves two main issues. The first concern is related to the analysis of small datasets, provided that thousands samples may already be considered a limited datasets for neural networks. Namely, deep architectures are endowed with a very large number of parameters to be optimized with respect to machine learning algorithms. Thereby, it is urgent to feed Deep NNs with a huge volume of labeled data to prevent overfitting which would lead to models perfectly accommodating training data but still hardly-generalizable. For instance, Yang et al. [29] and Sharma et al. [33] showed that SVM can achieve better generalization capabilities with respect to neural networks when small datasets are analyzed. A large amount of labeled data is not always available for machinery diagnostics and the construction of standardized datasets is becoming a challenging research field.

TL can overcome the issues related to insufficient labeled data by transferring the knowledge acquired in certain engineering scenarios to similar ones through pretrained networks. Indeed, it was showed that wavelet time-frequency images of damaged bearings can be accurately classified by adopting CNNs pretrained on ImageNet [56], and by using deep architectures pre-trained for sound event detection [57].

Secondly, the end-to-end diagnostic capabilities offered by Deep NNs impact on the interpretability of AI models, since the links between input features and model predictions are buried under a black-box. Research on statistical learning theories such as SVM is therefore encouraged and deserve further improvements [24], since features and parameters provide better interpretability.

Some early image processing tools were already proposed in 2014 [65], but they did not yet take advantage of the AI algorithms, that were gaining attention in those years. Indeed, applications of AI image recognition to signal
processing tools would mature few years later [51, 55, 66]. Although images have been widely used for feeding convolutional networks, manual feature extraction and machine learning for image-based fault diagnosis have been little investigated.

This study proposes a methodology for bearing fault diagnosis, based on spectrogram image processing. The proposed approach (Figure 1) is able to accurately detect bearing faults and classify their type and severity by means of AI spectrogram recognition, also in presence of noisy data. Furthermore, this paper presents a reading key to link features contribution to model results, that is interpretability [67]. One of the core parts is embodied by the implementation of the so-called “Randomized Linear Algebra” (RLA) for intelligent recognition of signal processing outcomes such as spectrograms. RLA is acknowledged as one of the cornerstones of modern data science since it represents an extremely streamlined data mining tool for extracting dominant low-rank structures underlying big datasets [68]. Given that these are expected to populate machinery IFD in the upcoming IoT era [22–24], Randomized Algebra may likewise arise as a groundbreaking engineering tool.

Data matrices are projected in a principal components (PCs) subspace where most of the data variance is enclosed. This low-dimensional representation of the dataset is undertaken as feature space for a multiclass SVM classifier with polynomial kernel. Notably, the above-mentioned subspace is identified by principal components with a concise interpretation since they are images and, above all, spectrograms. The authors of this work propose the term eigen-spectrograms for referring to those. The terminology is inspired by facial recognition science, where similar research was performed with the definition of the word eigenfaces [68–72], denoting the dominant correlations between face images.

Namely, eigen-spectrograms provide the opportunity to visualize the knowledge acquired through the Randomized Principal Component Analysis (rPCA). Such a peculiarity is strictly connected to the application of a machine learning tool to images instead of signal processing features. Considering that principal components can be visualized as spectrograms, the user can recognize the dominant correlations underlying data. The connection thereby established between the model and the user’s ability to visualize part of the model’s nucleus can be considered a step toward the exploration of interpretations. Moreover, this study provides
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a quantitative measure of the contribution given by each eigen-spectrogram to a given sample spectrogram. The capability to weigh the contribution given by each feature to a certain prediction is one of the peculiarities of interpretable models.

The AI model was validated by means of two different datasets. The first is the well-known benchmark Case Western Reserve University bearing dataset (CWRU) [37, 41], whereas the second was obtained from noisy signals numerically simulated. For both datasets it was achieved 100% accuracy performance. A third dataset was obtained by adding noise to numerical signals. Furthermore, the model effectiveness was assessed by state of the art comparisons.

The main tools which constitute eigen-spectrograms models are certainly established, but their conjunction aimed at spectrogram recognition for IFD has been rather slightly explored. Particularly, the visualization of spectrograms PCA modes lays the ground for interpreting the acquired knowledge. The randomization of the subtended algebra aims at sharpening the model efficiency. This is actually a key factor if the methodology is translated in a big data context [73].

In the analyzed context, the straightforwardness of SVM is beneficial, since it mitigates data overfitting and it limits the computational demand.

### 3. Dataset construction

#### 3.1. Experimental dataset: CWRU

The CWRU [37] (Figure 2) has become a benchmark dataset for bearing fault diagnosis, despite some limitations [41]. The two 2-hp electric motor drives the main shaft. Also, the system is equipped with a torque transducer/encoder, a dynamometer and control electronics. Two test ball bearings are placed on the motor shaft drive end (DE) and fan end (FE). Table 1 includes bearings specifications in terms of "Ball Passing Frequency on the Inner race" (BPFI), "Ball Passing Frequency on the Outer race" (BPFO) and "Ball Spin Frequency" (BSF) of which even harmonics (2 x BSF) characterize the envelope spectra of damaged rolling elements [41].

Electro-discharge machining (EDM) enabled the introduction of localized faults in bearing elements. In this study, 0.007, 0.014, 0.021 and 0.028 in diameter faults were analyzed for damaged DE balls and inner race. Instead, 0.028 in fault was not analyzed for the DE outer race, since data were not available. Tests were conducted for each damaged level by running the motor with powers of 0, 1, 2 and 3 hp, as declared by CWRU [37]. Shaft speed, assumed to be constant for each test, actually has been variable between 1721 and 1796 rpm. Baseline vibration data were acquired with a sampling frequency $f_s = 48$ kHz, whereas fault bearings vibration data were sampled at 12 kHz. Signals were acquired using a 16-channel DAT recorder. Vibration signals coming from the accelerometer set alongside the direction of the gravitational load (6 o'clock direction in [37, 41]) were investigated for outer race faults diagnosis.

#### 3.2. Numerical dataset

The numerical dataset was constructed by means of a well-established model available in the literature for simulating bearing fault signals [74, 75]. The model of Eqs. (1) and (8) assumes that such signals $s(t)$ consists of periodic bursts of exponentially decaying sinusoids [74]:

$$s(t) = \sum_{j=1}^{J} A_j h(t - jT)$$

$$h(t) = \begin{cases} e^{-\beta t} \sin(2\pi f_n t), & t > 0 \\ 0, & \text{otherwise} \end{cases}$$

where $J$ is the number of fault pulses, $A_j$ is the amplitude of the $j$th impulse, $T$ is the time period corresponding the characteristic fault frequency, $h(t)$ is the impulse function containing the decay parameter $\beta$ and the excited resonance frequency $f_n$. $\beta = 1200$ Hz and $f_n = 2000$ Hz were selected as simulation parameters. Four levels of a dimensionless $A_j$ were hypothesized. Namely, the mean values of 1, 2, 3, 4 were assigned to $A_j$ by adding also a random oscillating part uniformly varying in the range of $+/−10\%$ the mean $A_j$. The simulated signals are treated as dimensionless. Finally,
the resulting signal is passed through an “Additive White Gaussian Noise” (AWGN) filter to simulate noisy vibration data. The model considered “Signal-to-Noise Ratio” (SNR) levels of 10 dBW and 1 dBW (Figure 3). The numerical signals were sampled at 12 kHz. Inner race, outer race and rolling elements damages were simulated for the bearing SKF 22240 CCK/W33 running at 1000 rpm. Table 1 reports the characteristic frequencies computed for the analyzed bearing.

3.3. Spectrogram images

The time-frequency representations (Figure 3) of the signals were constructed by means of the “Short Time Fourier Transform” (STFT) applied with 32 samples Hamming window and 50% overlap. This set of parameters enabled a good tradeoff to achieve adequate frequency and time resolutions.

To take advantage of a statistically significant number of samples for the training process, data augmentation was carried out on vibration signals. Actually, thousands of samples define the current state of the art for IFD of REB. As already highlighted, this is an inherent limit of existing benchmark datasets, outlined by the capability of catching chunks physically meaningful. Excessively small chunks could indeed contain few fault pulses. For this reason, the limit for data segmentation was fixed to 2048 samples. In this way, each chunk contained a minimum of 16 fault impulses (2 × BSF in the numerical dataset).

Finally, the spectrograms were converted in 227 × 227 resolution images, commonly adopted for CNNs. Each image was turned in a grayscale picture and reshaped in a column vector to construct the dataset matrix (Figure 4).

The CWRU dataset consists of 3423 images, whereas 1800 images are extracted from the numerical signals. Images were labeled by following an alphanumeric codification. The first part of the code indicates with B, IR and OR respectively rolling elements, inner race and outer race faults. The second part expresses the damage severity for the CWRU dataset and the amplitude \( A_j \) for the numerical set. Datasets were randomly partitioned for training (80%) and test (20%) as showed in Table 2. For each CWRU class, data come from 0, 1, 2 and 3 hp vibration signals. Overall, CWRU data consisted of 2739 training samples and 684 test samples, whereas the numerical dataset consisted of 1440 training samples and 360 test samples.

4. Feature extraction via rSVD: Eigen-spectrograms

In the imminent big data perspective, it is quite common to assume that increasingly large amount of information coming from IoT systems still keeps the dominant engineering message in inherent low-rank structures [68]. In this sense, the deterministic matrix decomposition starts to be computationally hard when facing large datasets.

Randomized algebra offers a mean to perform such data mining tasks through random sampling, which sharply reduce the computational effort. Over the past decades, these theories have found consistent mathematical background [76–78]. In this work, the rSVD algorithm [79] by Halko et al. [76], freshly resumed by Brunton and Kutz [68], is applied to traditional PCA [80, 81]. In the following, bold capital letters refer to matrices, whereas bold lowercase letters indicate vectors.

4.1. rSVD for principal component analysis

The training set matrix \( X \in \mathbb{R}^{n \times m} \) containing \( n \) rows (227 × 227 pixels) and \( m \) columns (training samples) is at first used to compute the mean column vector \( s = 1/m \sum_{i=1}^{m} X_{ij} \) corresponding to the mean spectrogram image. The mean centered training dataset \( B \) expressed by Eq. (3)
is sampled through the random projection matrix $P \in \mathbb{R}^{m \times r}$ to obtain the matrix $Z \in \mathbb{R}^{n \times r}$, which approximates the column space of $B$ (Eq. 4). $r$ is the target rank and the elements of the matrix $P$ are drawn from the standard normal distribution. Essentially, the randomization process lies in the matrix $P$. 

$$Z = BP \quad (4)$$

The core idea is that a random projection of $B$ still keeps the important features contained in the original data. Then, a low-rank orthonormal base of $B$ is extracted by computing the QR decomposition $Z = QR$. Consequently, $B$ is projected in the low dimensional space defined by the matrix $Q$:

$$Y = QT^TB \quad (5)$$

and the SVD $Y = UY \Sigma V^T$ is computed. The SVD matrix decomposition results in the left singular vectors (columns of $U$), the singular values (on the diagonal of $\Sigma$) and the right singular vectors (columns of $V$). Finally, the left singular vectors $U$ of the matrix $B$ can be reconstructed by projecting $UY$ in the original space $U = QUY$. From a PCA standpoint, it is possible to demonstrate that the SVD of the mean centered data $B$ solves the eigenproblem of Eq. (6) associated to the covariance matrix $C = BB^T$. This matrix denotes, in this particular application, a measure of pixels’ correlations. Thus, the directions capturing the variance linked to the singular values $\Sigma_i$ are hierarchically defined and ordered as column vectors of $U$ (principal components).

$$\langle BB^T \rangle U = U \Sigma^2 \quad (6)$$

4.2. Eigen-spectrograms

As anticipated in the introductory paragraphs, the left singular vectors stored in the columns of $U$ were denoted as eigen-spectrograms, inspired by similar research conducted in the field of facial recognition [68–72]. In this work, eigen-spectrograms encapsulate the compelling aspect of offering interpretations for PCA results and, as aftermath, of the IFD model. Indeed, these vectors, besides being related to principal components directions, can be reshaped as $227 \times 227$ grayscale images (Figures 5 and 6). In these representations, the highest grayscale values are assigned to white pixels, whereas black pixels stand for the lowest values. Hence, the lighter zones emphasize the spectrogram portions which mostly contribute to explain the dataset variance associated to a certain principal component (Eq. 6). For example, the first eigen-spectrogram is able to catch the regions where CWRU spectrograms mostly differ (Figure 5) in terms of fault and healthy state.

The AI classifier was constructed by holding the first four principal components. Actually, adding other principal components, although maintaining maximum accuracy, would mainly raise the computational effort for the training phase. With the intention of correctly describing the first four principal components, random projections of the rSVD algorithm were computed by using a rank $r = 110$, one order of magnitude below the original column space dimensionality (thousands samples). Finally, the training set is projected in the principal component subspace defined by the four eigen-spectrograms with the transformation $T = BT$ (Figure 7). In other words, each spectrogram is pixel-by-pixel weighted giving more importance to lighter eigen-spectrograms regions.

The $j$th feature $F_{ij} = \langle b_i, u_j \rangle$ of the $i$th spectrogram is therefore given by the scalar product between the $i$th spectrogram $b_i$ and the $j$th eigen-spectrogram $u_j$. Then, each row of the matrix $T$ describes the corresponding spectrogram in the low-dimensional space defined by the first four eigen-spectrograms (Figure 8). The complete SVD decomposition would bring to square orthogonal $U$ matrices and each spectrogram $b_i$ could be expressed by the linear combination of eigen-spectrograms $b_i = Ut_i^T$, where $t_i$ is the $i$th
Figure 5. Eigen-spectrograms visualized as reshaped grayscale images. CWRU dataset.

Figure 6. Eigen-spectrograms visualized as reshaped grayscale images. Numerical data with 10 dBW SNR.

Figure 7. Dataset projection in the eigen-spectrograms space.
row of the matrix $T$. On the other hand, the low-rank approximation enables to reconstruct spectrograms by using only some columns of the eigen-spectrogram matrix: $b_i \approx U_t^T$. In short, the features $F_{ij}$ weigh the contribution given by the $j$th eigen-spectrogram to the $i$th spectrogram. In this sense, eigen-spectrograms showed to combine differently for distinct machine health states (Figure 8). Moreover, thanks to the use of images, the principal component subspace can be displayed (Figure 5).

### 4.3. Interpretation coefficients

Noticeably, the expression $b_i \approx U_t^T$ is equivalent to $b_i \approx \sum_{j=1}^{4} F_{ij} u_j$, which better emphasizes how the eigen-spectrograms (columns of $U$) combine to approximate the image $b_i$. Additionally, it is possible to obtain the dimensionless scalar factor $\Gamma_i$ of Eq. (7) by multiplying the previous expression by $b_i^T$:

$$\Gamma_i = \frac{\sum_{j=1}^{4} F_{ij}^2 u_j b_i}{b_i^T b_i} = \frac{\sum_{j=1}^{4} F_{ij}^2}{b_i^T b_i} < 1 \quad (7)$$

This mathematical formulation offers the advantage of evaluating the importance that each feature has in reconstructing a given spectrogram. Indeed, each term of the summation can be interpreted as the relative contribution given by the $j$th eigen-spectrogram to the $i$th spectrogram. Clearly, a factor $\Gamma_i = 1$ would mean that all the principal components were taken into account. Since the model considers four principal components, only a portion of the dataset variance can be explained and $\Gamma_i$ will be $\Gamma_i < 1$. Nevertheless, it is possible to introduce the interpretation coefficients $\theta_j$ reported in Eq. (8) by normalizing Eq. (7) with respect to $\Gamma_i$. In such a case, the summation is not only dimensionless but also unitary.

$$\theta_j = \frac{F_{ij} u_j b_i}{\Gamma_i b_i^T b_i} = \frac{F_{ij}^2}{\Gamma_i b_i^T b_i}, \quad \sum_{j=1}^{4} \theta_j = 1 \quad (8)$$

The interpretation coefficients $\theta_j$ offer a means to evaluate how much the $j$th eigen-spectrogram is involved in the "explainable" part of the $i$th spectrogram, represented by the term $\Gamma_i b_i^T b_i$. Equation (8) shows that the features $F_{ij}$ can be interpreted as absolute contributions, whereas $\theta_j$ stand for relative contributions. This supports the idea that each feature is tightly connected to the weight that each eigen-spectrogram holds in representing a specific image. Figure 9 shows the mean interpretation coefficients computed for different damage types using 300 random samples of each class. Remarkably, the first eigen-spectrogram mostly explains normal data, as inferred from Figure 5. Conversely, damages can be explained by considering relevant contributions by the second feature, embodying the second eigen-spectrogram. The capability of explaining how the input features contribute to the model outcomes is regarded as interpretability. Thereby, this formulation provides a tool for interpreting the feature space, and it shows how data are decomposed through such a space. In this case, the potentials to glimpse reasons subtended to the decisions of a data-driven model define model’s interpretability.

### 4.4. Kernelized multiclass SVM

The three-dimensional portrayal provided in Figure 8 gives an insight into the rows of the matrix $T$ which include four elements. Thus, each element corresponds to a specific
coordinate in the principal component space, and it is employed as a feature for the training of the machine learning classifier.

Already by eye inspection of data in the eigen-spectrogram space (Figure 8), spectrograms belonging to different classes appeared quite discernable. Then, it is reasonable to assume the existence of a link underlying eigen-spectrograms scalar products $F_{ij} = \langle b_i, u_j \rangle$ and machine health state. The boundaries that enclose eigen-spectrograms weights $F_{ij}$ associable to the same health state are sought by means of a SVM classifier.

SVM [25, 26, 68] is one of the most exploited machine learning algorithms for decision boundaries tracking. In its original form, it enables binary classification of linearly separable data. However, thanks to proper mathematical treatment it can be easily applied to multiclass non-linear problems thanks to kernel methods.

Namely, a second order polynomial kernel was employed in this study, as it provided best outcomes. Given that SVM is constructed for binary classification, several strategies have also evolved to deal with multiclass problems. In this research, an “Error-Correcting Output Codes” (ECOC) [82] model was employed to label data coming from twelve different classes (Table 2). Each one of the ECOC binary classifiers makes use of a cost parameter $C = 1.0$. The optimization of hyperparameters is beyond the purposes of this study; however, grid search algorithms could be implemented for fine-tuning the fault diagnosis models.

5. Results and discussion

The proposed methodology leverages on the possibility of interpreting feature space, constructed via image processing. Table 3 summarizes the main features of the spectrograms classifier built for fault detection of REB, whereas Table 4 reports the accuracies obtained for the different datasets. The highest possible accuracy was reached for the CWRU’s data and for the numerical dataset with 10 dBW SNR, whereas the accuracy moderately deviates from 100% for 1 dBW numerical signals.

Cross-validation accuracy resulted from the average accuracy of the 5 models that were obtained from 5-fold random partitions of the training set. The similarity between metrics achieved for the whole training sets and for the

| Table 3. Machine Learning classifier for IFD via spectrogram image processing. Specifications. |
|-------------------------------------|-------------------------------------------------|
| Features                           | Dataset coordinates in the eigen-spectrograms space (computed by means of rSVD) |
| Number of features                 | 4                                               |
| Classifier                         | SVM                                             |
| Kernel                             | Quadratic, $K(x_i, x_j) = (x_i \cdot x_j + 1)^2$ |
| Multiclass model                   | ECOC (Error-Correcting Output Codes)            |
| Validation                         | 5-fold cross-validation                         |

| Table 4. Model accuracy. |
|--------------------------|
| Dataset | Numerical SNR 10 dBW | Numerical SNR 1 dBW |
| Training (%) | 99.89% | 100% | 98.82% |
| Cross-validation* (%) | 99.85% | 100% | 97.78% |
| Test accuracy (%) | 100% | 100% | 98.89% |

*Cross-validation accuracy refers to the mean accuracy of the 5 models.

![Figure 10. Model performances. Comparison with literature models.](image)

| Table 5. Accuracy on the CWRU. Comparison with literature models. |
|------------------------|-------------------------|-------------------|
| Model                  | Features                     | Feature extraction | Accuracy  |
| Semisupervised self-organizing map [83] | Time domain + bearing characteristic frequencies | Manual | 95.80% |
| SVM [84]               | Permutation entropy of IMFs decomposed by EEMD | Manual | 97.91% |
| Neural Network [85]    | Unsupervised feature learning | Automated | 99.66% |
| CNN [86]               | Convolutional feature extractor | Automated | 99.80% |
| Recurrent Neural Network (RNN) [87] | Local features - bidirectional GRU network | Hybrid | 99.60% |
| Transfer learning [56] | CNN pre-trained for images | Automated | 99.95% |
| Transfer learning [57] | CNN pre-trained for audios | Automated | 100% |
| Present work           | Eigen-spectrograms | Manual | 100% |
cross-validated models suggested that training data contained a meaningful number of samples and, no less, overfitting was unlikely to occur. Therefore, the validation phase suggested that it was worth testing the machine learning model under never seen data. Accuracies outlining training and test data are indeed very similar. It may therefore be reasonable to suppose that the model efficiently generalizes the learned knowledge, which in this case is portrayed by the non-linear SVM boundaries.

Figure 10 shows state-of-the-art results [56] for the CWRU dataset. The computational effort is dramatically reduced with respect to CNNs trained from scratch under wavelet time-frequency images [56] and accuracy is slightly improved. Under a computational perspective SVM is extremely light given that it manages a very low number of parameters as compared with CNNs. Further, it can be assumed that this aspect counters overfitting in datasets, which include thousands of samples (as it is in the case of REB) rather than millions (as in the case of images sets).

TL strategies, instead, achieve performances comparable to standard PCA + SVM. Indeed, PCA for feature extraction acts as a bottleneck of the whole training process. Remarkably, rPCA applied via rSVD substantially reduces the time for the features extraction, while still keeping improved accuracy. In this case, the computing resources are engaged by the only SVM, which confirms to be a very low-impact algorithm. Halving training time with respect to pretrained models and standard PCA can be regarded as an overwhelming advantage, especially under a big data perspective. Nevertheless, in such a context, the applicability of the methodology needs further investigations. Accuracies available in the literature for the CWRU dataset are reported in Table 5. Also, the features type and the feature extraction method are included in Table 5. It is possible to observe that eigen-spectrograms diagnosis achieves state-of-the-art performances.

6. Conclusions

This research was encouraged by the leading question which has driven authors’ investigations on the base of the current literature: does statistical learning provides yet profitable opportunities for exploring REB fault diagnosis in the forthcoming big data decades? It is concluded that:

- spectrograms image processing by means of machine learning offers remarkable performances for bearings fault diagnosis, since SVM-based classifiers comfortably apply to spectrograms recognition;
- rPCA is able to catch meaningful as long as interpretable features;
- it is introduced the concept of eigen-spectrogram, embodying feature space;
- the eigen-spectrograms feature space can be interpreted using proper coefficients;
- randomized algebra shows to be a promising as much as fascinating engineering device to extract low-rank structures underlying bearings datasets. By virtue of its computational benefits, it is proposed as an opportunity to approach new reading keys of statistical learning theories in next IoT datasets.

This work shows that eigen-spectrograms efficiently capture, with restrained human assistance, inherent structures in vibration data coming from a specific machine. Also, model interpretations can be examined since spectrograms regions mostly contributing to dataset variance are hierarchically displayable by employing eigen-spectrograms. Although the model effectively generalizes knowledge from the training to the test set, the generalization abilities with respect to unseen working conditions should be further explored. The applicability of the proposed model to larger and harder standardized dataset calls for new experimental validations and, also, RUL assessments could be evaluated. Clearly, the paucity of bearing faults data in industrial contexts limits the applicability of the methodology. Future work will investigate the applicability of the methodology to different datasets. May eigen-spectrograms be further generalized? Are they able to catch low-rank structures in test data coming from a completely unseen machine? How to build eigen-spectrograms providing this peculiarity? These attractive questions lay the ground for future research.
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