MAGAZ3NE: High Stellar Velocity Dispersions for Ultramassive Quiescent Galaxies at $z \gtrsim 3^*$
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Abstract

In this work, we publish stellar velocity dispersions, sizes, and dynamical masses for eight ultramassive galaxies (UMGs; log($M_\star$/$M_\odot$) > 11), $z \gtrsim 3$ from the Massive Ancient Galaxies At $z > 3$ NEar-infrared (MAGAZ3NE) Survey, more than doubling the number of such galaxies with velocity dispersion measurements at this epoch. Using the deep Keck/MOSFIRE and Keck/NIREs spectroscopy of these objects in the H and K bandpasses, we obtain large velocity dispersions of $\sim 400$ km s$^{-1}$ for most of the objects, which are some of the highest stellar velocity dispersions measured and $\sim 40\%$ larger than those measured for galaxies of similar mass at $z \sim 1.7$. The sizes of these objects are also smaller by a factor of 1.5–3 compared to this same $z \sim 1.7$ sample. We combine these large velocity dispersions and small sizes to obtain dynamical masses. The dynamical masses are similar to the stellar masses of these galaxies, consistent with a Chabrier initial mass function (IMF). Considered alongside previous studies of massive quiescent galaxies across $0.2 < z < 4.0$, there is evidence for an evolution in the relation between the dynamical mass–stellar mass ratio and velocity dispersion as a function of redshift. This implies an IMF with fewer low-mass stars (e.g., Chabrier IMF) for massive quiescent galaxies at higher redshifts in contrast with the bottom-heavy IMF (e.g., Salpeter IMF) found in their likely $z \sim 0$ descendants, though a number of alternative explanations such as a different dynamical structure or significant rotation are not ruled out. Similar to data at lower redshifts, we see evidence for an increase of IMF normalization with velocity dispersion, though the $z \gtrsim 3$ trend is steeper than that for $z \sim 0.2$ early-type galaxies and offset to lower dynamical-to-stellar mass ratios.

Unified Astronomy Thesaurus concepts: Galaxy evolution (594); High-redshift galaxies (734); Quenched galaxies (2016)

1. Introduction

Deep near-infrared photometric surveys of the last decade have suggested larger numbers of massive galaxies at high redshifts than predicted by cosmological galaxy simulations (e.g., Muzzin et al. 2013a; Straatman et al. 2014; Sherman et al. 2019; Marsan et al. 2022). More recent simulations have better agreement with observations, but the discrepancy is still a factor of a few to 10 at the highest masses (though see Donnari et al. 2021; Lustig et al. 2022). In the last several years, spectroscopic confirmation of a handful of galaxies with stellar masses of log($M_\star$/$M_\odot$) > 11 and at redshifts of $z > 3$ have shown that such galaxies do indeed exist in nonnegligible numbers (Marsan et al. 2015, 2017; Glazebrook et al. 2017; Schreiber et al. 2018a; Tanaka et al. 2019; Forrest et al. 2020a, 2020b; Valentino et al. 2020), but a robust measurement of the number density of such galaxies is still lacking. This is largely due to the fact that the determination of stellar mass, particularly from photometry alone, requires a number of assumptions that introduce the possibility for significant error.

There are numerous programs that determine galaxy parameters via spectral energy distribution (SED) fitting. Nearly all require some assumptions about the geometry of dust and dust
extinction, the initial mass function (IMF) of star formation, a parametric form of the star formation history, strength of emission lines, and choice of stellar population synthesis models, each of which plays a role in the determined stellar mass of a galaxy. For large populations of galaxies, the median mass determination appears sensitive to these choices with scatter ~0.2 dex (e.g., Wuyts et al. 2009; Mobasher et al. 2015), though the choice of code can lead to systematic offsets of up to 0.3 dex (Muzzin et al. 2009; Leja et al. 2019). While these differences are perhaps tolerable, the differences for individual galaxies can greatly exceed these numbers in cases with significant flux contributions from strong emission lines (Stark et al. 2013; Salmon et al. 2015; Forrest et al. 2017) and active galactic nuclei (AGNs; Leja et al. 2018), as well as in outlier cases where photometric redshifts are highly discrepant from true redshifts, though this seems less common in massive galaxies even at z > 3 (Schreiber et al. 2018; Forrest et al. 2020).

As a result, probing stellar masses independently of the above assumptions is valuable. While the stellar velocity dispersion formally probes the total mass of a galaxy, the massive, high-redshift galaxies of interest here typically have small sizes and have central massess dominated by stars (e.g., van der Wel et al. 2014; Straatman et al. 2015a; Saracco et al. 2019). Locally, stellar velocity dispersion is well correlated with the luminosity and radius of elliptical galaxies (e.g., Faber & Jackson 1976; Djorgovski & Davis 1987; Dressler 1987; Shu et al. 2012), the mass of the central black hole (e.g., Gebhardt et al. 2000; Kormendy & Ho 2013), the mass-to-light ratio (e.g., Cappellari et al. 2006), and numerous other properties including galaxy color (Wake et al. 2012) and stellar mass (e.g., Zahid et al. 2016). Velocity dispersions have been studied out to higher redshifts as well, and many such correlations appear to hold for these data, though they may be offset from the local relations (e.g., van Dokkum et al. 2009b; Newman et al. 2010; Bezanson et al. 2012, 2013b; Thomas et al. 2013; van de Sande et al. 2013; Gargiulo et al. 2016; Hill et al. 2016; Belli et al. 2017). However, like the measurement of stellar masses, the measurement of stellar velocity dispersions holds the potential for systematic and statistical errors, the latter of which can of course be significant for low-signal-to-noise (S/N) spectra. The interpretation also requires careful analysis, as effects such as galaxy rotation and inclination can either increase or decrease measured velocity dispersions (Bezanson et al. 2018; Newman et al. 2018; Mendel et al. 2020).

Still, stellar velocity dispersions can be used in concert with structural measurements to calculate dynamical masses, which are sensitive to the gravitational potential of a galaxy and, therefore, to the contribution of dark matter as well as the contributions of dust, gas, and stars. This then provides an effective upper limit on the stellar mass of a galaxy, independent of the numerous assumptions intrinsic to the calculation of stellar masses via SED fitting, including the shape of the initial mass function (IMF).

Variability in the IMF, which traces the number of stars formed as a function of their mass in a star-forming molecular cloud, can contribute to nonnegligible differences in the determination of stellar mass as it sets the effective mass-to-light ratio. The IMF of many galaxies, particularly local massive early-type galaxies (ETGs), is inferred via spectral fitting or dynamical modeling to have a “heavy” mass-to-light ratio (with respect to the Milky Way distribution), such as that of the Salpeter (1955) IMF, which assumes a functional power law with index $x = -2.35$ (termed “heavy” due to the larger effective mass-to-light ratio). However, observations have suggested that the IMF is not universal (see Hopkins 2018 for a review) and can vary over cosmic time, between galaxies, or as a function of galaxy radius, metallicity, stellar mass, or star formation density (e.g., Cappellari et al. 2006; van Dokkum 2008; Conroy & van Dokkum 2012; Cappellari et al. 2013a, 2013b; Kroupa et al. 2013; van Dokkum et al. 2017; Villaume et al. 2017; La Barbera et al. 2019). As such, it is important to note that any measurement of the IMF in a galaxy is a measurement of the superposition of the IMF during any and all episodes of star formation in that galaxy.

Recently, Mendel et al. (2020) homogeneously analyzed 58 massive quiescent galaxies at 1.4 < z < 2.1 and found that galaxies with higher stellar velocity dispersions at a given epoch prefer a heavier IMF such as that from Salpeter (1955), while galaxies with lower stellar velocity dispersions are better described by a lighter IMF such as the Chabrier (2003) IMF. This result agrees with the lower-redshift analysis from Posacki et al. (2015), though the higher-redshift galaxies have systematically higher velocity dispersions than lower-redshift galaxies with the same dynamical-to-stellar mass ratio.

Measurements of velocity dispersion require spectra with reasonable S/Ns, which are difficult to obtain for galaxies at earlier epochs. As such, only six massive galaxies with stellar masses $\log(M_*/M_\odot) \geq 11$ at $z > 3$ have measured stellar velocity dispersions (Tanaka et al. 2019; Saracco et al. 2020; Esaile et al. 2021). In this work, we measure velocity dispersions for eight additional massive galaxies at $z \geq 3$ using the MOSFIRE (McLean et al. 2010, 2012) and NIRES (Wilson et al. 2004) instruments on Keck, more than doubling the size of the current sample in the literature—four out of eight of these galaxies are more massive than any in the $z > 3$ sample with velocity dispersions in the literature. Combined with size measurements for these galaxies and values from the literature, we perform the first statistical comparison of dynamical and stellar masses at this early epoch using 14 massive galaxies.

We present the data in Section 2, the velocity dispersion calculations and image analysis process in Section 3, and then a discussion of the results in Section 4, and the main conclusions in Section 5. All analysis here uses a ΛCDM cosmology with $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_M = 0.3$, and $\Omega_\Lambda = 0.7$ as well as the AB magnitude system (Oke & Gunn 1983). A Chabrier (2003) IMF is used for the calculation of stellar mass.

2. Data

2.1. Parent Photometric Catalogs

Targets selected for spectroscopic follow-up in the MAGAZ3NE survey were drawn from parent photometric catalogs in the UltraVISTA DR1 (Muzzin et al. 2013b), UltraVISTA DR3 (A. Muzzin et al. 2022, in preparation), and XMM-VIDEO (M. Annunziatella et al. 2022, in preparation) fields.

The UltraVISTA survey (McCracken et al. 2012) imaged over 1.62 deg$^2$ in the COSMOS field with deep near-infrared Y, J, H, and K bandpasses. The first data release (DR1 catalogs; Muzzin et al. 2013b) combined additional photometry from 0.15–24 μm, yielding a total of 30 bandpasses with 90% completeness at $K_s = 23.4$ mag. Subsequent deep imaging over 0.84 deg$^2$ in the NIR furthered the value of the data set, with
In the case of XMM-VID1-2075, the only MAGAZ3NE UMG in this work without H-band MOSFIRE spectroscopy, J-, H-, and K-band NIRES spectroscopy were independently obtained (PI: Gomez; P. Gomez et al. 2022, in preparation). A comparison of the two (very similar) K-band spectra is presented in Appendix A. The NIRES data were reduced using Pypeit (version 1.0.4; Prochaska et al. 2020). Pypeit flat fields the science data, performs wavelength calibration, models and subtracts the sky background, and performs a flux calibration. A telluric correction was also calculated using Molecfit (Smette et al. 2015; Kausch et al. 2015).

In total, we thus present new velocity dispersions for eight MAGAZ3NE UMGs in this work: COS-DR1-99209, COS-DR3-84674, COS-DR3-111740, COS-DR3-201999, COS-DR3-202019, XMM-VID1-2075, XMM-VID3-1120, and XMM-DR3-2457. We also include a ninth UMG from the MAGAZ3NE sample, COS-DR3-160748, which has a velocity dispersion from a high-S/N spectrum taken with the LBT published in Saracco et al. (2020) as C1-23152.

3. Analysis

3.1. Velocity Dispersions

Absorption feature stellar velocity dispersions were calculated using the Penalized Pixel-Fitting method (pPXF; Cappellari & Emsellem 2004; Cappellari 2017) in conjunction with the UMG spectra. This maintains consistency with the analysis of other z > 3 massive galaxies (Tanaka et al. 2019; Saracco et al. 2020; Esdaile et al. 2021).

3.1.1. Inputs for pPXF Velocity Dispersion Calculations

When available, spectroscopy from both the H and K bands was used. Observed spectra were logarithmically rebinned and corrected for instrumental resolution, and templates were resampled to match this resolution. In cases where the resolution for a template was less than that of the observed spectra, the spectra were binned using inverse variance weighting to match the model resolution. Numerous runs were performed for each galaxy using a variety of spectral template libraries, wavelength-masking strategies, and a range of additive Legendre polynomial orders to limit the effects of template mismatch and telluric correction inaccuracies. The variety of inputs also allows us to characterize the systematic error on the velocity dispersion, which exceeds the statistical error provided by pPXF.

Extensive testing of pPXF on a sample of five massive quiescent galaxies 1.4 < z < 2.1 was performed in van de Sande et al. (2013). In their Appendix A, they test the dependence of the velocity dispersions output by pPXF on various inputs, including template choice, polynomial degree, and stellar population models. We do similar testing when fitting the MAGAZ3NE sample, which is described in more detail in Appendix B.

Briefly, we ran pPXF using the templates from Bruzual & Charlot (2003, BC03), SSPs constructed from the MILES library (Sánchez-Blázquez et al. 2006; Vazdekis et al. 2010), and the Indo-US library (Valdes et al. 2004). These libraries provide a sufficient variety of spectral templates to fit the observed spectra well. However, pPXF does not incorporate galaxy photometry into the fit, and failure to do this can result in underestimating the velocity dispersions (Mendel et al. 2020; though results are often consistent within the errors). As such, we also use FAST++ (Schreiber et al. 2018b) with the Bruzual & Charlot (2003, BC03) templates to jointly fit the observed photometry and spectroscopy and obtain a best-fit template, subsequently using pPXF with that template choice fixed—we designate these runs as BC03++.

Runs with each of these four template sets (BC03++, BC03, MILES, and Indo-US) were also done with an additive Legendre polynomial from order 0 ≤ d ≤ 50. Such a polynomial corrects for differences in the template and observed spectral shape as can result from, e.g., telluric correction.
inaccuracies and helps avoid template mismatch. The effect of adding a polynomial of a very high order is to perturb a template to fit all the noise features in an observed spectrum, and thus, a somewhat low-order polynomial is preferred. The choice of polynomial order varies in the literature: van de Sande et al. (2013) use $d \sim 17$, with velocity dispersions only showing a small dependence on this choice from $0 \leq d \leq 50$; Mendel et al. (2020) use $d = 9$; Saracco et al. (2020) use $d = 4$; Tanaka et al. (2019) use $d = 1$; and Esdaile et al. (2021) do not use an additive polynomial (effectively $d = 0$). In general, we find that the velocity dispersion varies the least over the range $10 < d < 20$ for the UMGs in this sample.

Finally, we also choose various methods of masking the spectral wavelengths used in the fit. We test pPXF while masking all observed emission lines as well as (1) all Balmer features, (2) the H/$\beta$ feature, (3) no other wavelengths, and (4)–(6) wavelengths in 1–3 plus sky lines. Exclusion of the Balmer features can result in a more stable velocity dispersion (van de Sande et al. 2013) and remove any degeneracy between small-scale emission and template choice, but also remove a strong constraint on the velocity dispersion for spectra with low-S/N as is typical for galaxies at these redshifts (Tanaka et al. 2019; Esdaile et al. 2021). Masking only the H/$\beta$ feature in these quiescent galaxies strongly mitigates the emission issue.

### 3.1.2. Measured Velocity Dispersions

The resultant best-fit templates from each run were visually inspected and also compared to the galaxy photometry, with results involving clearly incorrect templates discarded (these were uncommon, on the order of a few percent). Our galaxies have sufficient S/N such that the results of the many runs form a distribution with a clear mode for each galaxy, which we use as the velocity dispersion in subsequent analysis. The (asymmetrical) spread of the distribution of results is used to derive errors on the velocity dispersion, which can differ from the output error of pPXF by up to a factor of ~2. Median values of the fitted velocity dispersion distributions and averages weighted by the reduced $\chi^2$ and reported error are all statistically consistent with the mode of the distribution. Models with the best-fit velocity dispersions are shown in Figure 1. Plots showing the dependencies on the choice of input parameters, as well as a more complete discussion, are included in Appendix B.

### 3.1.3. Aperture Correction of the Measured Velocity Dispersions

For comparison with other measurements in the literature, we correct the measured velocity dispersions to velocity dispersions at the effective radius, $\sigma_e$ (size calculations are described in Section 3.2). This removes instrumental dependence and accounts for the effects of seeing. Such a correction is dependent upon the size and shape of the spectral aperture, the observing conditions (i.e., seeing), and the size of the target. The MOSFIRE aperture size of interest, $r_{\text{aperture}}$, is the distance along the slit over which the 1D spectrum was optimally extracted and is thus a function of both intrinsic size and seeing conditions which varies for different masks on which the same object is located. In theory, this could also be affected by the length of a slit if it was insufficiently long to cover the entire object (minimum MOSFIRE slit length is 7’/1), though this would only be a concern for very large objects or extremely poor conditions, which does not affect this sample.

Extensive modeling in Appendix B of van de Sande et al. (2013) shows that for a rectangular aperture with weighted extraction, this correction factor is quite flat as a function of $r_{\text{aperture}}/r_{\text{eff}}$, when the PSF is taken into account. Indeed, the correction factors for our velocity dispersions calculated following van de Sande et al. (2013) range from 1.048 to 1.058, though the small differences in this correction are far exceeded by the errors in the measured velocity dispersions. The corrected values are shown in Table 1 and used for the remainder of this analysis.

### 3.2. Sizes

GALFIT (Peng et al. 2002, 2010) was used to model the $K_s$-band images of all objects, and the HST/WFC3/ F160W images of COS-DR3-201999, COS-DR3-202019, and COS-DR3-84674. For the sources in the COSMOS field, the UltraVISTA DR4 $K_s$ mosaic with a pixel scale of 0’/15 per pixel and FWHM = 0’/78 (McCracken et al. 2012) was adopted. For the sources in the XMM field, the VIDEO DR4 $K_s$ mosaic with a pixel scale of 0’/2 per pixel and FWHM = 0’/82 (Jarvis et al. 2013) was adopted. The fitting process was similar for all the galaxies. A small cutout centered on the relevant galaxy was created, making sure to include the central object and any nearby objects along with enough empty region for the sky background calculation. In most cases, the central galaxy was fitted simultaneously with the neighboring objects. In a few cases, the neighboring objects were not fitted if they were far enough from the UMG that their light was not contaminating the objects. In this case, the neighboring objects were only masked out in the GALFIT fitting. All objects were fitted with a single Sérsic profile. The free parameters had the following fitting constraints: the centroid of the object was allowed to vary at most by 2 pixels in each direction from the initial coordinates: $0.05 \leq r_d^{\text{in}} \leq 1, 0.2 \leq n \leq 7$, and $0.1 \leq q \leq 1$. We allowed GALFIT to fit a constant sky background as a free parameter. Previous studies have shown this to be the preferred choice and that GALFIT performs significantly better when allowed to internally measure a sky background, as opposed to being provided a fixed background (Haussler et al. 2007; Cutler et al. 2022). Furthermore, the convolution box was allowed to span the whole cutout.

For each $K_s$-band object fit, two to three nearby, unsaturated, uncontaminated, and background-subtracted stars were used as point-spread functions (PSFs) for model convolution. We also adopted as the model PSF a high-S/N PSF constructed using 10 different nearby stars, stacking the corresponding sky-subtracted stamps after masking any nearby objects, recentering the stars, and normalizing the integrated flux. Utilizing different stars/PSFs allows for a more realistic estimate of the size measurement error, which is generally underestimated by GALFIT. For the WFC3/F160W images, a position-dependent PSF model was created using grizli (https://grizli.readthedocs.io) to shift and drizzle HST empirical PSFs (Anderson et al. 2015) at the position of the UMGS. Cutler et al. (2022) showed that there is no significant difference in GALFIT structural measurements between galaxies fit with position-dependent PSFs and those with PSFs determined over a larger area of the mosaic, even at $z > 2$. While most of the galaxies are not resolved in the ground-based imaging, GALFIT can still recover fits down to FWHM/2 (Häußler et al. 2013; Nedkova et al. 2021), although Ribeiro et al. (2016) suggest such
Figure 1. The observed H- and K-band spectra for the MAGAZINE UMGs (black) and associated error spectra (gray). The best-fit pPXF model is shown in red. The wavelengths of prominent features from oxygen (magenta), calcium (green), and hydrogen (gold) are indicated as vertical dashed lines. When emission lines are present, we mask these features in the velocity dispersion fit.
derived from the unresolved measurements tend to be underestimates. Additionally, the sizes are covariant in the data are unavailable. Furthermore, the sizes are consistent within the errors. However, the two variations are smaller than the reported best estimates do not converge, and in some, the reported fit is clearly incorrect upon visual inspection. Ignoring these cases, we find that objects with a best-fit Sérsic index $2 < n < 4$ from ground-based $K$-band imaging show size variations on the order of 10% in these tests. In the other cases, variation on the order of up to 20% is seen. For all UMGs, these variations are smaller than the reported errors based on different characterizations of the PSF.

For galaxies with imaging in both bandpasses, the measured sizes are consistent within the errors. However, the two bandpasses are probing different wavelengths, which can be on opposite sides of the $D_{\text{egs}}$ feature. To avoid any issues on this front, we convert all measured sizes to rest-frame 5000 Å sizes following van der Wel et al. (2014) as

$$r_{\text{eff,5000 Å}} = r_{\text{eff,λ}} \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right)^{\frac{\Delta \log(r_{\text{eff}})}{\Delta \log \lambda}},$$

Figure 2. Effective radii for the UMGs. Radii measured directly from the $K$ band and F160W imaging are shown as squares colored red and blue, respectively. Correcting these sizes to 5000 Å radius results in circles of the same colors. The weighted average of the corrected measurements (the same as the $K$-band value if F160W data are unavailable) is shown as a black triangle. The pixel size of the imager at the redshift of each target is shown as a black line, while the FWHM/2 is a gray dashed line.

| UMG         | $z_{\text{spec}}$ | log($M_\odot$/M$_\odot$) | log($M_{\text{hiss}}$/M$_\odot$) | $\sigma_e$ (km s$^{-1}$) | $r_{\text{eff,5000Å}}$ (kpc) | Reference |
|-------------|------------------|-------------------|-----------------|------------------|---------------------|-----------|
| COS-DR1-99209 | 2.9834±0.0023     | 11.22±0.05       | 11.31±0.12     | 401±22           | 1.08±0.24           | This work |
| COS-DR3-84674 | 3.0094±0.0015     | 11.25±0.01       | 11.33±0.23     | 442±206          | 0.95±0.23           | This work |
| COS-DR3-111740 | 2.7988±0.0011     | 10.98±0.00      | 11.02±0.13     | 467±102          | 0.89±0.33           | This work |
| COS-DR3-201999 | 3.1313±0.0014     | 11.40±0.05       | 11.28±0.15     | 271±33            | 2.26±0.31           | This work |
| COS-DR3-202019 | 3.1326±0.0021     | 11.67±0.04       | 12.00±0.14     | 345±97            | 7.54±1.16           | This work |
| XMM-VID1-2075  | 3.4520±0.0017     | 11.52±0.05       | 11.49±0.11     | 379±35            | 1.85±0.16           | This work |
| XMM-VID3-1120  | 3.4919±0.0018     | 11.47±0.02       | 11.54±0.31     | 419±74            | 1.71±0.19           | This work |
| XMM-VID3-2457  | 3.4892±0.0029     | 11.26±0.02       | 11.49±0.29     | 396±132           | 1.71±0.22           | This work |
| ZF-COS-20115   | 3.715             | 11.06±0.08       | 10.86±0.10     | 283±32            | 0.66±0.08           | Esdaile et al. (2021) |
| 3D-EGS-40032   | 3.219             | 11.31±0.03       | 11.41±0.11     | 272±56            | 2.40±0.19           | Esdaile et al. (2021) |
| 3D-EGS-18996   | 3.239             | 10.99±0.03       | 10.56±0.19     | 190±48            | 0.63±0.05           | Esdaile et al. (2021) |
| 3D-EGS-31322   | 3.434             | 10.99±0.05       | 10.85±0.20     | 201±119           | 0.61±0.05           | Esdaile et al. (2021) |
| C1-23152*      | 3.352±0.0020      | 11.30±0.19       | 11.34±0.07     | 409±60            | 1 ± 0.1             | Saracco et al. (2020) |
| SXDS-27434     | 4.0127±0.0005     | 11.06±0.04       | <11.32          | 268±59            | <1.3                | Tanaka et al. (2019) |

Note.
* This object is renamed COS-DR3-160748 in the MAGAZINE Survey.
where
\[
z_{\text{pivot}} = \frac{\lambda_{\text{obs}}}{5000 \text{Å}} - 1 - 1,
\]
\[
\frac{\Delta \log (r_{\text{eff}})}{\Delta \log \lambda} = -0.35 + 0.12 z - 0.25 \log \left( \frac{M_*}{10^9 M_\odot} \right).
\]

For rest-frame optical sizes (5000 Å), \(z_{\text{pivot}}(F160W) = 2.2\) and \(z_{\text{pivot}}(K) = 3.3\). While the \(\frac{\Delta \log (r_{\text{eff}})}{\Delta \log \lambda}\) relation from van der Wel et al. (2014) was derived using less massive galaxies at \(z < 2\), we note that the corrections here are considerably smaller than the errors on the size measurements. Given the consistency of all these half-light radii for a given galaxy, in what follows we use a weighted average of the corrected size measurements in all available bands for the determination of the dynamical mass. This size is listed in Table 1.

We also note that the morphology of COS-DR3-201999 was analyzed in Lustig et al. (2021), with the id 252568, which returned \(r_e(5000 \text{ Å})/\text{kpc} = 2.37_{-0.37}^{+0.58}\), a size fully consistent with the analysis herein.

### 3.3. Dynamical Masses

The velocity dispersion and effective radius measurements can be used to calculate dynamical masses for the UMGs in this sample,

\[
M_{\text{dyn}}(<r_e) = \kappa_e \frac{\sigma_e^2 r_e}{G},
\]

where \(\kappa_e\) is a virial coefficient that depends upon the (an) isotropy of the stellar velocities and the intrinsic mass profile of the galaxy. This value has been calibrated using lower-redshift ellipticals, as such determinations for high-redshift, compact quiescent galaxies have not been done due to their small sizes and faint magnitudes. The typical value used for \(z \sim 2\) quiescent galaxies is \(\kappa_e = 2.5\) (Newman et al. 2012; Barro et al. 2014). The resultant value of \(M_{\text{dyn}}(<r_e)\) is then doubled to estimate the total \(M_{\text{dyn}}\), which is then compared to the total stellar mass.

Cappellari et al. (2006) also published an analytical estimator, which folds in both the virial coefficient and the correction to total mass,

\[
M_{\text{dyn}} = \beta(n) \frac{\sigma_e^2 r_e}{G},
\]

\[
\beta(n) = 8.87 - 0.831 n + 0.0241 n^2.
\]

For a sample of massive, quiescent galaxies at \(z \sim 2\), a typical value of \(\beta(n) \sim 5\) is found, which is equivalent to the choice of \(\kappa_e = 2.5\) (van de Sande et al. 2013; Belli et al. 2014a). Previous samples of UMGs at \(z \gtrsim 3\) (Esdaile et al. 2021; Saracco et al. 2020) have used this estimator and returned values in the range of \(5.4 < \beta(n) < 6.4\), while Tanaka et al. (2019) also adopt \(\beta(n) = 5\) due to a lack of a confident measure of the Sérsic index.

In this work we also adopt the value of \(\beta(n) = 5\), as the S/N of the images used for size calculations is not sufficiently high to obtain a reliable value of the Sérsic index. Results of these calculations are provided in Table 1.

### 4. Results and Discussion

We compare our results to massive, quiescent galaxies at a range of redshifts. The first sample, from Posacki et al. (2015), is a reanalysis of 55 massive early-type galaxies at \(z \sim 0.2\) from SLACS (Treu et al. 2010) and a subset of 223 Hβ massive absorption line galaxies in the local volume from ATLAS3D (Cappellari et al. 2013b). Galaxies selected from SDSS with velocity dispersions \(\sigma > 350 \text{ km s}^{-1}\) at similar redshifts were also compared in an attempt to mitigate progenitor bias (Bernardi et al. 2006; Saracco et al. 2020). Mendel et al. (2020) compiled and reanalyzed spectra from early-type galaxies at \(1.4 < z < 2.1\), including spectra presented in Cappellari et al. (2009), Newman et al. (2010), Toft et al. (2012), Bezanson et al. (2013a), van de Sande et al. (2013), Belli et al. (2014a, 2014b), Barro et al. (2016), and Belli et al. (2017). In addition to our eight \(z \gtrsim 3\) UMGs, we fold in six previously published \(z > 3\) UMGs with velocity dispersion measurements: SXDS-27434 (Tanaka et al. 2019), C1-23152 (published by members of our group in Saracco et al. (2020) and subsequently renamed as COS-DR3-160748 in the context of the MAGAZ3NE Survey; Forrest et al. 2020b), ZF-COS-201115, 3D-EGS-40032, 3D-EGS-18996, and 3D-EGS-31322 (Esdaile et al. 2021).

Galaxies in these works have also been studied spectroscopically in Valentino et al. (2020); Marsan et al. (2015) and Forrest et al. (2020b); and Glazebrook et al. (2017) and Schreiber et al. (2018a), respectively. For the most part, the massive galaxies at \(z > 1.4\) were selected for spectroscopic follow-up via a combination of magnitude/stellar mass, color/SFR, and photometric redshift cuts. Nonetheless, it is important to keep in mind that these cuts are not identical given the different survey depths, photometric wavelength coverage, and photometric redshift tools. Thus, it is possible that studies are selecting different subpopulations of massive quiescent galaxies.

In Figure 3, we show the rest-frame colors, stellar masses, and star formation rates of the objects in the \(z \gtrsim 3\) sample. Most of the galaxies are consistent with recently quenched post-starburst galaxies, as they lie in the lower left of the UVJ quiescent wedge or slightly blueward of it and show SFRs significantly below the main sequence for their mass at this redshift. The two notable exceptions to this are COS-DR3-202019 and SXDS-27434 (Tanaka et al. 2019). The former has SFR = 82 \(M_\odot\) yr\(^{-1}\) and is the reddest and most massive of the sample, consistent with a dusty star-forming galaxy (Forrest et al. 2020b), while the latter has SFR = 24 \(M_\odot\) yr\(^{-1}\) and has the bluest \((U - V)_{\text{rest}}\) color of the sample (Valentino et al. 2020).

#### 4.1. Large Velocity Dispersions

The best-fit velocity dispersions for the MAGAZ3NE sample are very large, at \(\sim 400 \text{ km s}^{-1}\). Nonetheless, several galaxies at \(z \sim 2\) have previously been measured with similarly high velocity dispersions (van Dokkum et al. 2009a; van de Sande et al. 2013; Belli et al. 2014b, 2017). These velocity dispersions confirm the large stellar masses of these objects while being independent of the various problems intrinsic to SED fitting such as choice of IMF and contamination by emission lines (see Section 4.3.4).

A positive correlation between the stellar velocity dispersion and stellar mass is expected as the mass within the small sizes over which we probe the stellar velocity dispersion is dominated by stars. At \(1.4 < z < 2.1\), the data compiled in Mendel et al. (2020) show a positive correlation between the two, though individual galaxies show significant scatter. A least-squares regression to the entire \(z > 3\) sample shows a vertical offset toward larger velocity dispersions at a given stellar mass, but a similar slope to both the \(1.4 < z < 2.1\)
sample and a sample of massive quiescent galaxies from SDSS (Zahid et al. 2016), shown in Figure 4.

4.2. The Size–Stellar Mass Relation

At a given epoch, the effective radius and stellar mass of a galaxy are also correlated, though quiescent and star-forming galaxies tend to follow different relations, and those relations evolve with time to smaller sizes for a given stellar mass at earlier times (e.g., van der Wel et al. 2014; Straatman et al. 2015b; Mowla et al. 2019; Marsan et al. 2019).

Indeed, the $1.4 < z < 2.1$ sample from Mendel et al. (2020) is in agreement with the $z \approx 1.75$ relation for early-type galaxies presented in van der Wel et al. (2014) using data from 3D-HST:

$$ r_e / \text{kpc} = 1.23 \times (M_*/5 \times 10^{10} M_\odot)^{0.76}, $$

or equivalently,

$$ \log(r_e / \text{kpc}) = -8.04 + 0.76 \log(M_*/M_\odot). $$

From Monte Carlo resampling of the $z \geq 3$ galaxies with SFR $< 3 M_\odot \text{yr}^{-1}$, we find

$$ \log(r_e / \text{kpc}) = -9.73(\pm1.50) + 0.87(\pm0.15) \log(M_*/M_\odot), $$

that is, smaller sizes for a given stellar mass showing a statistically consistent, but perhaps slightly steeper, relation with stellar mass (see Figure 5).

Relative to the $z \sim 1.75$ relation, this $z \geq 3$ fit shows smaller sizes by a factor greater than 3 at $\log(M_*/M_\odot) \sim 11$ and a factor of $\geq 2$ at $\log(M_*/M_\odot) \sim 11.5$, which also agrees with the redshift–size evolution shown in Straatman et al. (2015b). Limiting the $z \geq 3$ sample to quiescent galaxies with HST/WFC3 imaging does not significantly change the best-fit relation, though including the galaxies with SFR $> 3 M_\odot \text{yr}^{-1}$ does result in a steeper slope.

4.3. Comparison of Dynamical Mass and Stellar Mass

The dynamical and stellar masses for the $z \geq 3$ sample are listed in Table 1 and shown in Figure 6. For massive, quiescent galaxies with little gas or dust and small sizes, the dynamical and stellar masses are expected to be quite similar because the central regions are dominated by baryons with little dark matter contribution. The most obvious exception to this in the
Figure 5. Effective radii and stellar masses of the massive galaxies. Colors and markers remain the same as in Figure 4, and objects with sizes derived from high-resolution HST imaging have white centers. Representative error bars for the Mendel et al. (2020) data set are shown on the left. The three galaxies with SFR > 3 M⊙ yr⁻¹ are marked with a black star and excluded from the z > 3 fit. The size–mass relations for early-type galaxies at z ~ 0.25 and z ~ 1.75 from van der Wel et al. (2014) are shown as purple dashed lines, while fits to the Mendel et al. (2020) data set and the z > 3 data set are a black line and a solid turquoise line with the range of Monte Carlo fits from 16%–84% shaded accordingly.

Figure 6. Dynamical and stellar masses of the massive quiescent galaxies. The colors and markers used are identical to those in Figure 5. The black dashed line represents a ratio of unity, corresponding to a Chabrier IMF.

MAGAZ3NE sample is COS-DR3-202019 (the most massive galaxy in the sample), which has a radius ~3× larger than any other galaxy in the sample and is also the only one that shows evidence of ongoing star formation (see Figure 3) but is still consistent with a one-to-one ratio between stellar and dynamical mass within 1σ. The consistency of the z > 3 sample’s ratios of dynamical to stellar mass, Mdyn/M⁎, with unity suggests that the Chabrier IMF used to derive the stellar masses for these objects is in general reasonable.

While similarly massive galaxies at lower redshifts appear to prefer heavier IMFs (e.g., Conroy & van Dokkum 2012; Cappellari et al. 2013a; Zahid & Geller 2017), at z ~ 1.7, Mendel et al. (2020) also find that a lighter IMF such as the Chabrier IMF is required to prevent stellar masses from exceeding dynamical masses. Dynamical masses in significant excess of stellar masses would be expected if either the choice of IMF is incorrect or if there is an appreciable fraction of dark matter in the galaxy. We note that the contribution of dark matter for similar galaxies at lower redshift, ~5%–20% (Cappellari et al. 2013b; Mendel et al. 2020), is too small to be quantified here given the observational errors involved.

That said, a comparison of Mdyn/M⁎ to stellar velocity dispersion can still yield important insights. For instance, high-redshift quiescent galaxies have lower ratios of Mdyn/M⁎ for a given velocity dispersion than galaxies at lower redshifts (van de Sande et al. 2013; Hill et al. 2016; Belli et al. 2017; Mendel et al. 2020; Esdaile et al. 2021), which is suggestive of a preference for a lighter IMF in such systems in early times. While our data do not allow for significant constraints on dark matter content or IMF form for individual galaxies, a combination of the eight new MAGAZ3NE galaxies presented here with the four UMGs from Esdaile et al. (2021), one from Saracco et al. (2020), and one from Tanaka et al. (2019) allows a first look at these properties using a statistical sample at z > 3, shown in Figure 7.

We perform a linear regression between the logarithm of Mdyn/M⁎ and the logarithm of the velocity dispersion at the effective radius for our sample, as well as those at z ~ 0.2 and z ~ 1.7. Additionally, we use Monte Carlo resampling (accounting for the correlated errors) to characterize the uncertainties on the resulting best fits:

\[
\log(M_{\text{dyn}}/M_*)_{z > 0.2} = (0.29 \pm 0.02) + (0.40 \pm 0.05) \times \log(\sigma_e/350),
\]

\[
\log(M_{\text{dyn}}/M_*)_{z > 1.7} = (0.30 \pm 0.06) + (1.25 \pm 0.20) \times \log(\sigma_e/350),
\]

\[
\log(M_{\text{dyn}}/M_*)_{z > 3} = (0.03 \pm 0.04) + (1.29 \pm 0.36) \times \log(\sigma_e/350).
\]

The best-fit slope at z > 3 (1.29 ± 0.36) is consistent with that of the fit at z ~ 1.7 (1.25 ± 0.20) and significantly steeper than the low-redshift relation (0.40 ± 0.05). Additionally, the z > 3 sample is offset to lower Mdyn/M⁎ by ~0.3 dex relative to the z ~ 1.7 sample and ~0.5 dex relative to the low-redshift sample for a given velocity dispersion. This means that while the z > 3 sample shows the same trend of preferring a heavier IMF at higher velocity dispersions relative to lower velocity dispersions, many of the highest velocity dispersion objects prefer a Chabrier IMF (or an IMF lighter than Chabrier) to a Salpeter IMF (see Figure 7). In order for high velocity dispersion galaxies to prefer a bottom-heavy IMF such as Salpeter or even heavier (e.g., Conroy & van Dokkum 2012), at least one of several parameters must be systematically incorrect and provide a 0.2 dex (~60%) gain in Mdyn/M⁎, addressed below.

4.3.1. Are the High-velocity Dispersions Too Low?

The reported velocity dispersions herein are some of the largest measured (see also van Dokkum et al. 2009a;
van de Sande et al. 2013; Saracco et al. 2020 for other galaxies with σ > 400 km s$^{-1}$. To reach agreement with a Salpeter IMF, the velocity dispersions would have to be even higher by ∼100 km s$^{-1}$ for the highest velocity dispersion objects (and ∼500 km s$^{-1}$ for those galaxies with lower velocity dispersions). This increase is perhaps not unrealistic for some galaxies here, given the errors on the measured velocity dispersions. Intriguingly, this is in line with the large velocity dispersions. 4.3.3. Are the Dynamical Masses Calculated Appropriately?

The calculation of dynamical mass, in addition to relying upon accurate size and stellar velocity dispersion measurements, also contains a factor to account for the distribution of mass in the system. The standard transformation used is a function of Sérsic index, $n$. While the imaging used to calculate sizes is not deep enough to reliably recover a Sérsic index (this usually requires S/N ∼3× deeper than that required for size measurements; Haussler et al. 2007; Häußler et al. 2013), the assumption of $\beta(n) = 5$ corresponds to $n ∼ 5.5$. An increase of ∼60% in this factor would require $n ∼ 1.2$, typically seen in larger galaxies with well-developed disks, which remains a possibility.

The correction factor $\beta(n)$ was originally derived using low-redshift elliptical galaxies, and while it shows great precision across $2 < z < 10$ (Bertin et al. 2002; Cappellari et al. 2006), it is possible such a transformation is not accurate for these galaxies for some reason. Deeper, higher-resolution imaging as may be obtained with JWST may allow for insights into this possibility.

4.3.4. Are the Stellar Masses Accurate?

Mass inaccuracies can be caused by the presence of strong emission lines, which can cause an overestimate of up to ∼0.5 dex (e.g., Stark et al. 2013; Salmon et al. 2015; Forrest et al. 2017).

The calculation of dynamical mass, in addition to relying upon accurate size and stellar velocity dispersion measurements, also contains a factor to account for the distribution of mass in the system. The standard transformation used is a function of Sérsic index, $n$. While the imaging used to calculate sizes is not deep enough to reliably recover a Sérsic index (this usually requires S/N ∼3× deeper than that required for size measurements; Haussler et al. 2007; Häußler et al. 2013), the assumption of $\beta(n) = 5$ corresponds to $n ∼ 5.5$. An increase of ∼60% in this factor would require $n ∼ 1.2$, typically seen in larger galaxies with well-developed disks, which remains a possibility.

The correction factor $\beta(n)$ was originally derived using low-redshift elliptical galaxies, and while it shows great precision across $2 < z < 10$ (Bertin et al. 2002; Cappellari et al. 2006), it is possible such a transformation is not accurate for these galaxies for some reason. Deeper, higher-resolution imaging as may be obtained with JWST may allow for insights into this possibility.

4.3.4. Are the Stellar Masses Accurate?

Mass inaccuracies can be caused by the presence of strong emission lines, which can cause an overestimate of up to ∼0.5 dex (e.g., Stark et al. 2013; Salmon et al. 2015; Forrest et al. 2017).
However, Forrest et al. (2020b) model stellar masses for the MAGA3NE galaxies in this sample after correcting broadband photometry for any strong emission lines seen in the spectra ([OII], [OIII], Hβ), though of the sample here only COS-DR3-202019 shows significant emission. The only other strong line that could normally be an issue is Hα, though at the redshifts of the sample, this line falls in between the K band and the IRAC 3.6 μm bandpass, and so should not affect the photometry either.

It is also known that the choice of modeling parameters and program can lead to differences in stellar mass calculations of around 0.2 dex (e.g., Mobasher et al. 2015). Leja et al. (2019) compare stellar masses for objects in the 3D-HST study derived using FAST (Kriek et al. 2009) and Prospector-α (Leja et al. 2017), and while they find a systematic offset of up to 0.4 dex in stellar mass, these differences appear to be <0.1 dex for high-mass galaxies at high redshifts, as is the case for our sample. Regardless, the Prospector-α code outputs higher stellar masses than FAST, and thus, any such offset would only increase the tension with, e.g., a Salpeter IMF.

The possibility of young stars outshining older populations in a spectrum and leading to a light-weighted stellar mass different from the true stellar mass would similarly result in an underestimate of the stellar mass.

Of course, the calculation of stellar masses rests upon the modeling of stellar populations, often based on the spectra of local stars. It is possible that these model populations are not applicable to stellar populations in the early universe. A test of this possibility would require high-resolution stellar spectra at high redshifts and is not currently technologically feasible.

4.4. Evolutionary Insights

The high velocity dispersions presented here for the z ≥ 3 sample support the large stellar masses calculated through SED modeling for massive, high-redshift galaxies and suggest that SED modeling of large photometric samples can be trusted to first order, outliers notwithstanding. We also note, however, that the velocity dispersions do not support much more mass than the stellar mass, implying that the contribution of dark matter at the centers of these compact galaxies is small.

4.4.1. Progenitor Bias

Galaxies with velocity dispersions such as those measured for some of our UMGs are exceedingly rare in the local universe. While analyzing the apparent trends seen in previous figures, we must carefully consider factors such as progenitor bias as well as the possibility that descendants of the rare z ≥ 3 UMGs do not exist in the limited local volume. In an attempt to mitigate these effects, we compare the UMGs in the z ≥ 3 sample to an additional sample of massive low-redshift ETGs, which are among the most massive galaxies in SDSS and which are not actively forming stars (Bernardi et al. 2006; Saracco et al. 2020). We correct the published velocity dispersions, originally corrected to re/8, and transform them to re using the relation from Jorgensen et al. (1995),

\[
\frac{\sigma_{ap}}{\sigma_e/8} = \left(\frac{r_{ap}}{r_e/8}\right)^{-0.04},
\]

which was used for the original correction in Bernardi et al. (2006; though see the discussion about issues with this method for ETGs in La Barbera et al. 2019). This corresponds to a correction factor of 8^{-0.04} = 0.92. Galaxies in this sample have larger stellar masses, velocity dispersions, and dynamical-to-stellar mass ratios than most of the z ~ 0.2 sample from Posacki et al. (2015; Figure 8). Velocity dispersion is known to correlate well with age for SDSS ETGs (e.g., Van Der Wel et al. 2009; Zahid & Geller 2017), and we thus assume that the stellar populations of these galaxies are also quite old. We note that making cuts to the galaxy samples herein by stellar mass or velocity dispersion do not result in qualitative changes to our conclusions.

Spatially resolved studies of local massive ETGs have shown that stellar populations at their cores appear to be older than stars on the outskirts, as well as being regions with higher velocity dispersions (e.g., van Dokkum et al. 2017; La Barbera et al. 2019), consistent with the bulk of star formation occurring at z ≥ 2, followed by passive evolution via gas-poor (dry) mergers. Dry major mergers, having a mass ratio between the two galaxies close to unity, increase both stellar mass and
radius at similar rates with minimal new star formation (i.e., retaining an old stellar age) and without much change in velocity dispersion (e.g., Hopkins et al. 2009). Dry minor mergers on the other hand are expected to increase the effective radius approximately twice as fast as the stellar mass while also decreasing velocity dispersion slightly, though the cores of these galaxies could still retain high velocity dispersions (e.g., Bezanson et al. 2009; Saracco et al. 2020).

As seen in the left panel of Figure 8, the passive evolution of the $z \gtrsim 3$ UMGs via dry minor mergers could lead to galaxies with sizes, stellar masses, and velocity dispersions of some of the most massive galaxies in SDSS (Bernardi et al. 2006). While the $z \gtrsim 3$ UMGs could evolve into galaxies at the massive end of the $z \sim 1.7$ sample via dry minor mergers, those galaxies in the $z \sim 1.7$ sample with lower stellar masses and velocity dispersions descend from galaxies with different properties than the $z \gtrsim 3$ UMGs. In particular, these progenitors have lower stellar masses and are possibly still forming stars at $z \sim 3$. Similarly, the $z \sim 1.7$ sample could plausibly evolve into galaxies in the Bernardi et al. (2006) sample, but only those with larger velocity dispersions.

Most of the $z \gtrsim 3$ UMGs herein are compact, post-starburst galaxies. A gas-rich (wet) merger may have triggered such a burst of star formation in situ, thus boosting the stellar mass significantly while keeping the effective radius small in contrast to the dry merger scenarios above (e.g., Hopkins et al. 2009). Major mergers, wet or dry, are expected to be few in number for massive galaxies, and it is perhaps the case that the $z \gtrsim 3$ UMGs have simply undergone additional major mergers relative to the progenitors of the lower-mass half of the $z \sim 1.7$ sample. If so, the possibility exists that further major mergers would evolve these galaxies into systems more massive than any in the local volume.

Regardless, while the evolution of sizes, stellar masses, and velocity dispersions can be explained with mergers, the dynamical-to-stellar mass ratio is less easily explained. If dynamical mass is calculated as $M_{\text{dyn}} \propto r_e \sigma^2$, then $\Delta \log (M_{\text{dyn}}/M_*) < 0.05$ for all three merger cases described above. Instead of an offset in dynamical-to-stellar mass at a given velocity dispersion, it may be that the increase in velocity dispersion from wet mergers is causing an offset in velocity dispersion at fixed dynamical-to-stellar mass, and we simply do not have any galaxies with large dynamical-to-stellar mass ratios in our $z \gtrsim 3$ sample. Major mergers can also introduce rotation into the system, making the dynamical mass calculations incorrect.

\subsection*{4.4.2. IMF}

Detailed studies of absorption lines in local massive quiescent galaxies have suggested that the cores of these galaxies require a bottom-heavy “super-Salpeter” IMF (e.g., Läsker et al. 2013; Saulder et al. 2015; Conroy et al. 2017). The higher inferred mass-to-light ratios associated with such a bottom-heavy IMF also correlate with velocity dispersion (e.g., Conroy et al. 2013; Cappellari et al. 2013b). This is not only seen in samples of galaxies but also within individual nearby galaxies, where the central cores have larger velocity dispersions and heavier inferred IMFs than the outskirts (e.g., La Barbera et al. 2019). While the sample of $z \gtrsim 3$ galaxies in this study do show a similar trend toward a heavier IMF with higher velocity dispersion, none of the galaxies in our sample show evidence for a “super-Salpeter” IMF and most require a Chabrier IMF in order for the stellar mass to remain below the dynamical mass, despite having very large velocity dispersions. This creates a conundrum, as massive compact systems at high redshift, such as the $z \gtrsim 3$ sample, are generally thought to be the progenitors of the low-redshift, high-mass sample such as that from Bernardi et al. (2006), growing largely through mergers as described above (e.g., Bezanson et al. 2009; Van Der Wel et al. 2009; Saracco et al. 2020; Mendel et al. 2020). Such a picture does not offer a way to significantly change the observed IMF from high-redshift progenitors to the cores of local, massive ETGs.

An alternative possibility is that the IMF is determined by metallicity (e.g., Köppen et al. 2007), which shows a close positive correlation with the inferred IMF slope for local ETGs from IFU data in the CALIFA survey (Martín-Navarro et al. 2015). In this view, massive galaxies at early times undergo gas-rich mergers and form substantial fractions of their stars with gas containing a significant amount of metals from previous generations of stars. This causes new star formation at high metallicity in the $z \gtrsim 3$ UMGs (Saracco et al. 2020), which occurs with a bottom-heavier IMF. Meanwhile, less massive galaxies, being located in less massive halos, are more likely to build up their stellar mass not through merger-induced star formation but by inflows of pristine gas. Further, due to their lower masses, these galaxies lose many of the metals they produce via galactic outflows. This then creates a lower-metallicity environment for star formation, which generates a bottom-lighter IMF. This picture is also consistent with the mass–metallicity relationship seen for star-forming galaxies out to $z \gtrsim 3$ (e.g., Tremonti et al. 2004; Lian et al. 2018; Sanders et al. 2021). Subsequent growth of massive galaxies via minor mergers then deposits stars from the lower-mass galaxies in the outskirts of the massive galaxy, producing the radial IMF trends seen in spatially resolved data (e.g., van Dokkum et al. 2017; La Barbera et al. 2019).

5. Conclusions

We have calculated stellar velocity dispersions and sizes for eight UMGs at $z \gtrsim 3$, more than doubling the sample at this epoch. The high dispersions, on the order of $\sim 400\,\text{km}\,\text{s}^{-1}$, are some of the largest measured, about $1.5 \times$ those of galaxies at $z \sim 1.7$ of similar stellar mass. They also agree with the large stellar masses derived from SED fitting, supporting the conclusion that ultramassive quiescent galaxies at $z \gtrsim 3$ do exist in nonnegligible numbers. Size measurements for these objects additionally show a continuation of the evolution to smaller sizes at higher redshifts, with galaxies of similar stellar mass being about one-third the size of their $z \sim 1.7$ counterparts.

We have used these size and stellar velocity dispersion measurements to calculate the dynamical mass. The ratio of the dynamical-to-stellar mass for these objects shows a trend with velocity dispersion as seen at lower redshifts, though it is offset to higher velocity dispersions/lower mass-to-light ratios. This favors a Chabrier (or even bottom-lighter) IMF for most of the sample and is in tension with the “super-Salpeter” IMFs seen in the cores of the most massive galaxies in the local universe.
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Figure A1. Observed K-band spectra for XMM-VID1-2075 from NIRES (red) and MOSFIRE (blue). Spectra are binned to ∼3 Å in the rest frame. Errors are represented by the shaded regions at the bottom, and the Hβ and Hγ absorption features at z = 3.45 are labeled.

Appendix A
Comparison of MOSFIRE and NIRES Spectra for XMM-VID1-2075

One of the UMGs in this work, XMM-VID1-2075, has both a MOSFIRE K-band spectrum and an NIRES spectrum, which also includes both K-band and H-band data with some S/N. The spectra appear quite similar (Figure A1). We fit the K-band spectrum from each instrument with the galaxy photometry using FAST++ and compare the results. The redshifts from the two fits are very similar, with z_{MOSFIRE} = 3.4523 and z_{NIRES} = 3.4482, a difference of ∼0.1%. In both cases, the best fit indicates a galaxy with log(M_*/M_☉) ∼ 11.5, A_V ∼ 0.3, and age ∼300–500 Myr.

However, including the NIRES H-band data while performing the fit results in a slightly older, less massive, less dusty galaxy (log(M_*/M_☉) ∼ 11.3, A_V ∼ 0, age ∼800 Myr). When each spectrum is fit with pPXF with a set of inputs and assuming the best-fit redshift to that spectrum, the results are statistically consistent. In this work we use the values from the fit to the entire H- and K-band NIRES spectrum, as this provides a greater number of features for the determination of the velocity dispersion.

Appendix B
Dependence of Velocity Dispersions on pPXF Inputs

Due to the low S/N of our spectra (order ∼1/pixel) compared to those on which pPXF was originally tested (order ∼100/pixel), the resultant velocity dispersions can be sensitive to various parts of the fitting mechanism, including choice of templates, additive polynomial order, and wavelength range, among others. Extensive tests along these lines have been performed by van de Sande et al. (2013) for a sample of galaxies at z ∼ 2, some of which we reproduce for our sample.

B.1. Age and Metallicity Template Dependence

As the spectra herein have low (S/N)/pixel, slightly different templates can yield similar fits to the spectra alone. In particular, the degeneracy between age and metallicity can affect line widths and depths in ways that are difficult to disentangle using a low-S/N spectrum alone. These difficulties can be somewhat alleviated by taking into account the broadband photometry of a galaxy. Similar to van de Sande et al. (2013) and Hill et al. (2016), we test model dependency in this regime using the BC03 models due to their extended
wavelength coverage. We use FAST++ to fit the spectra and photometry in combination with age and metallicity fixed over a range of values (each combination of log(Age/yr) = [8.0, 8.1, 8.2, 8.3, 8.4, 8.5, 8.55, 8.6, 8.65, 8.7, 8.75, 8.8, 8.85, 8.9, 8.95, 9.0, 9.05, 9.1, 9.15, 9.2, 9.25] and Z = [0.004, 0.008, 0.02 (solar), 0.05]) We then use pPXF to fit the velocity dispersion of the galaxy using the best-fit template from each combination of age and metallicity, and compare to the reduced χ² value from the FAST++ fit. An example of the results is shown for COS-DR3-84674 in Figure B1. In all cases, the models show clear minima for each choice of metallicity, though in some cases a particular metallicity is not statistically favored. The model with the lowest reduced χ² was used for this paper and in subsequent tests. Importantly, this choice is independent of pPXF and therefore also independent of additive polynomial order and spectral wavelength range (see following sections).

B.2. Dependence on Additive Polynomial Order

The pPXF program allows for the addition of a d-dimensional Legendre polynomial to a template in order to better match the observed spectrum. This provides better fits to lower-S/N features in the observed spectral line profiles. A choice of polynomial order that is too low can fail to accurately match the template and observed spectrum, while excessively large-order polynomials end up perturbing a template to match observational noise, which often yields nonsensical results. We test the dependence of output velocity dispersion on polynomial order by forcing pPXF to fit the observed spectrum with the single best-fit BC03 template as determined above with order fixed to each d = [1, 2, 3, ..., 50]. Example results are shown in Figure B2. For the most part, we see the greatest variability in output velocity dispersion at d > 20, as well as some at d < 5, while between these values the output velocity dispersion appears generally stable.

Figure B1. The reduced χ² for COS-DR3-84674 compared to velocity dispersion for BC03 templates demonstrating the age–metallicity degeneracy. The χ² values are taken from the FAST++ joint fit to both photometric and spectroscopic data and are normalized to the lowest value by scaling the input spectral errors. The 1σ and 2σ significance given the number of degrees of freedom are indicated by horizontal lines. Each colored line represents templates with a set metallicity, while each point is a different age template.

Figure B2. Velocity dispersion dependence upon choice of additive polynomial order for COS-DR3-84674. Results are calculated for 0 < d < 50, with the gray shaded region indicating the uncertainties returned by pPXF for each measurement. The red dashed line indicates the median value across all choices of d, the shading between the 16th and 84th percentiles. The blue dashed line is the median value over 5 < d < 20.

B.3. Dependence on Spectral Wavelength Range

Velocity dispersion fits are also dependent upon the wavelengths available in the observed spectrum, where the inclusion or exclusion of specific spectral features can alter results. We refit truncated spectra using a range of starting wavelengths from 3200 < λ_{rest, blue}/Å < 5000 and ending...
wavelengths $4200 < \lambda_{\text{rest, red}} / \text{Å} < 6000$ and analyze the results (Figure B3). The most apparent result is that when the spectrum includes the Ca H&K lines, the velocity dispersion results are significantly more stable. In many cases, there also appears to be variability with the inclusion or exclusion of Hδ. Notably, we tend not to see much dependence on the Hβ feature, which suggests that there is little line infilling. Further insights are difficult due to the small sample, low S/N of the spectra, and dependence of results on polynomial order.

Given the strong dependence of the results on the inclusion of Ca H&K, we also fit the spectra over the narrow range of $3900 < \lambda_{\text{rest}} / \text{Å} < 4000$ so as to isolate these features. However, doing so precludes the use of the higher-order polynomials discussed above, as the narrow wavelength range means each order has outsize effects on the result. Nevertheless, the results of this fit are statistically consistent within 1σ for five of the galaxies. The remaining three (COS-DR1-99209, COS-DR3-111740, and COS-DR3-202019) showed significant deviations at $d = 0$ when testing the polynomial order above and so this discrepancy is not surprising.

**B.4. Dependence on the Template Library**

In this work we use the BC03 template library due to its longer wavelength coverage, which allows joint fitting with photometry using FAST++. However, the velocity dispersions from pPXF can be highly dependent upon the availability of templates which are appropriate to the data. As such, we analyze results from using solely pPXF with three libraries: the BC03 library, the Indo-US stellar library templates (Valdes et al. 2004), and SSPs from the MILES stellar library.
For half of the galaxies, all three libraries yield statistically similar results with other parameters fixed (Figure B4), while in the other half the MILES and BC03 outputs are similar and the Indo-US library produces discrepant results.

**B.5. Overall Distribution of Velocity Dispersions**

As mentioned in the text, we perform a large number of fits with pPXF for each galaxy. Due to the variety of results and uncertainties associated with any particular fit, we instead use the distribution of results as a whole to determine stellar velocity dispersion for a particular galaxy. Each fit was convolved with a Gaussian kernel with a width equivalent to the uncertainty reported by pPXF and additionally weighted by the reduced $\chi^2$ of the fit. The weighted average is also labeled. This is the value transformed to $\sigma_e$ by performing an aperture correction.

 normalized summation of these fits for the eight MAGAZ3NE UMGs are shown in Figure B5.
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