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Abstract

The deterministic sparse grid method, also known as Smolyak’s method, is a well-established and widely used tool to tackle multivariate approximation problems, and there is a vast literature on it. Much less is known about randomized versions of the sparse grid method. In this paper we analyze randomized sparse grid algorithms, namely randomized sparse grid quadratures for multivariate integration on the $D$-dimensional unit cube $[0, 1)^D$. Let $d, s \in \mathbb{N}$ be such that $D = d \cdot s$. The $s$-dimensional building blocks of the sparse grid quadratures are based on stratified sampling for $s = 1$ and on scrambled $(0, m, s)$-nets for $s \geq 2$. The spaces of integrands and the error criterion we consider are Haar wavelet spaces with parameter $\alpha$ and the randomized error (i.e., the worst case root mean square error), respectively. We prove sharp (i.e., matching) upper and lower bounds for the convergence rates of the $N$-th minimal errors for all possible combinations of the parameters $d$ and $s$.

Our upper error bounds still hold if we consider as spaces of integrands Sobolev spaces of mixed dominated smoothness with smoothness parameters $1/2 < \alpha < 1$ instead of Haar wavelet spaces.

1 Introduction

The Smolyak method, also known as sparse grid method, was introduced by Smolyak in [28] and is a widely used method to approximate the solution of tensor product problems. Its wide range of applicability is described e.g. in the survey articles [2, 16], book chapters [23, Chapter 15], [7, Chapter 4], and the book [4].

In particular, Smolyak algorithms are helpful when it comes to integration problems in moderate or high dimension; references include, e.g., [11, 3, 29, 1, 10, 22, 12, 13, 26, 14, 17, 27].

All references mentioned above study deterministic Smolyak algorithms. Randomization of algorithms allows for a statistical error analysis and may help to achieve better convergence rates. Unfortunately, there is much less known about randomized Smolyak algorithms. The only references we are aware of are [6, 19] and our previous paper [15].

In [6] Dick et al. investigate a specific instance of the randomized Smolyak method for the integration problem in certain Sobolev spaces over $[0, 1)^D$, $D = d \cdot s$. Firstly, they consider higher-order digital sequences in $[0, 1)^s$ with a fixed digital shift and use
them as building block algorithms for a deterministic $D$-dimensional Smolyak construction. They prove that the resulting integration algorithms achieve almost optimal order of convergence (up to logarithmic factors) of the worst-case error. Secondly, they randomize their construction by choosing the digital shift randomly and achieve for the resulting randomized Smolyak construction a corresponding convergence order of the mean square worst-case error (which is obtained by averaging the square of the worst-case error over all digital shifts and then taking the square root). In [19] Heinrich and Milla employ the randomized Smolyak method as a building block of an algorithm computing antiderivatives of functions from $L^p([0,1]^d)$ allowing for fast computation of antiderivative values for any point in $[0,1]^d$. Note that in both cases the randomized Smolyak method is applied in specific cases and none of the papers gives a systematic treatment of its properties.

In [15] we started a systematic analysis of the randomized Smolyak method. In that paper we studied general linear approximation problems on tensor products of Hilbert spaces. We considered two error criteria, namely the root mean square worst-case error (as has been done in [6]) and the worst-case root mean square error (or, shortly, randomized error), and provided for both criteria upper and lower error bounds for randomized Smolyak algorithms. (Note that the latter error criterion is more commonly used to assess the quality of randomized algorithms than the former one.) In our upper error bounds the dependence of the constants on the underlying number of variables as well as on the number of sample points (or, more general, information evaluations) used is made explicit.

In this follow-up article we consider the integration problem over the domain $[0,1)^D$, where $D = d \cdot s$ for some $d, s \in \mathbb{N}$. The spaces of integrands are certain Haar-wavelet spaces, consisting of square integrable functions whose Haar-wavelet coefficients decay fast enough. We analyze the performance of randomized Smolyak algorithms that use as building block algorithms equal weight quadratures based on scrambled $(0,m,s)$-nets in some base $b$. The considered error criterion is the randomized error. We pursue mainly two aims:

Firstly, we want to show that under more specific assumptions on the approximation problem we may improve on the general upper error bounds for randomized Smolyak algorithms provided in [15]. (This phenomenon is also known for deterministic Smolyak algorithms, see, e.g., [30] [14] [23].) “More specific” means here that we consider an integration problem (instead of a general linear approximation problem) and a specific reproducing kernel Hilbert space defined via the decay of Haar-wavelet coefficients (instead of a general tensor product Hilbert space). We are able to show via a lower error bound (see Theorem 16) that our upper error bound provided in Theorem 12 is sharp, i.e., that our Smolyak algorithms based on scrambled nets cannot achieve a higher rate of convergence. This means we have determined the exact asymptotic convergence rate of the randomized error of our algorithms.

Secondly, we want to make a precise comparison between randomized quasi-Monte Carlo (RQMC) algorithms based on scrambled $(0,m,s)$-nets (that can be seen as specialized algorithms, tuned for the specific integration problem) on the one hand and Smolyak algorithms based on one-dimensional nets (which can be seen as special instances of a universal method) on the other hand.

This comparison is motivated by the comparison done in [6]. There the authors study Smolyak algorithms for all possible combinations of $d$ and $s$ with $d \cdot s = D$, starting with
s = 1, d = D, i.e., Smolyak algorithms based on one-dimensional nets, up to s = D, d = 1, i.e., pure higher-order nets in dimension D. Their error bounds get larger for larger d by essentially a factor of \((\log N)^d\alpha\), where \(N\) is the number of sample points employed by the Smolyak method and \(\alpha\) is the degree of smoothness of the considered Sobolev space, see [6, Corollary 4.2]. Since Dick et al. did not provide matching lower bounds (and we actually believe that their upper bounds are not optimal with respect to the logarithmic order), the question remains whether this really gives a faithful picture of the changes in the convergence order of the error. Moreover, the error criterion used in [6], the root mean square worst-case error, is a rather untypical error criterion for randomized algorithms.

That is why we perform a comparison of Smolyak algorithms based on scrambled \((0,m,s)\)-nets for all possible combinations of \(d\) and \(s\) with \(d \cdot s = D\) in the Haar-wavelet space setting with respect to the commonly used randomized error criterion. Due to Heinrich et al. [18] the exact convergence order of QMC quadratures based on scrambled \((0,m,s)\)-nets is known, and our results determine the exact convergence order of Smolyak algorithms based on scrambled nets. We can deduce that the convergence order of the randomized error decreases for increasing \(d\) exactly by a factor \((\log N)^{(d-1)(1+\alpha)}\), where again \(N\) is the number of sample points employed by the algorithm at hand and \(\alpha > \frac{1}{2}\) is the “degree of smoothness” of the considered Haar-wavelet space. This factor describes the loss in the convergence order we have to accept in this setting if we use for integration a universal tool as Smolyak’s method instead of the more specialized, optimal tool, namely scrambled \((0,m,D)\)-nets.

The paper is organized as follows: At the beginning of Section 2 we give a general overview of the Smolyak method discussed in this article. Then in Subsection 2.1 we recall the properties of \((0,m,s)\)-nets and explain what kind of randomization we are considering. Subsection 2.2 gives a short account of Haar-wavelets spaces, which constitute the input space of the algorithms considered. Subsection 2.3 contains the main result of this article, an upper bound on the integration error of the Smolyak algorithm on Haar wavelet spaces, see Theorem 12. As explained in Corollary 14 for \(1/2 < \alpha < 1\) the same upper bound holds also for the integration error of the algorithm on Sobolev spaces of dominated mixed smoothness \(\alpha\). Finally, in Subsection 2.4 we show that the previously established upper bound is optimal by providing a matching lower bound (Theorem 16). Theorem 12 and Theorem 16 allow now for an easy comparison between the different variants of the randomized Smolyak algorithm that correspond to different values of \(s\) and \(d\).

We finish the introduction with a few remarks on notation. If not explicitly stated otherwise all additions and comparisons involving vectors and real numbers are performed coordinatewise, so e.g. for \(k = (k_1, \ldots, k_d) \in \mathbb{N}^d, j = (j_1, \ldots, j_d) \in \mathbb{N}^d\) the formula \(k = j - 1\) is to be read as \(k_n = j_n - 1, n = 1, \ldots, d\).

In the sequel \(b \in \mathbb{N}_{\geq 2}\) stands for the base of the considered \((0,m,s)\)-nets and is fixed. For \(j \in \mathbb{N}_0\) put \(\theta_j = \{0\}\) if \(j = 0\) and \(\theta_j = \{0, \ldots, b - 1\}\) else. For \(j \in \mathbb{N}_0\) set \(\theta_j = \theta_{j_1} \times \cdots \times \theta_{j_d}\).

Similarly put \(\vartheta_j = \{0\}\) for \(j \in \{-1, 0\}\) and \(\vartheta_j = \{0, \ldots, b^j - 1\}\) for \(j \in \mathbb{N}\). For \(j \in \mathbb{Z}_{\geq 1}\) set \(\vartheta_j = \vartheta_{j_1} \times \cdots \times \vartheta_{j_d}\).

Finally, for a vector \(v = (v_1, \ldots, v_t)\) we write \(|v| := \sum_{j=1}^t |v_j|\).
2 Multivariate Integration on Haar-wavelet spaces: Smolyak vs. \((0,m,s)\)-Nets

We are considering the problem of integrating \(D\)-variate functions belonging to Haar-wavelet spaces with smoothness parameter \(\alpha > \frac{1}{2}\). The solution operator is the integration operator \(I_D\), which is given by

\[
I_D : \mathcal{H}_\alpha^D \to \mathbb{R}, \quad I_D f = \int_{[0,1]^D} f(x) \, dx.
\]

The \(D\)-variate Haar-wavelet space \(\mathcal{H}_\alpha^D\) with smoothness parameter \(\alpha\) consists of all square-integrable functions whose wavelet coefficients converge to 0 quickly enough and will be defined later in Section 2.2. We would like to use the randomized Smolyak method with building blocks being scrambled \((0,m,s)\)-nets, where \(D = ds\) for some \(d \in \mathbb{N}\). The building blocks of our Smolyak method \(\{(U_l^{(n)})_{l \in \mathbb{N}}\}_{n \in [d]}\) are randomized QMC quadratures such that for every \(n\), \(U_l^{(n)}\) is based on a scrambled \((0,l-1,s)\)-net in base \(b\), i.e. for some scrambled \((0,l-1,s)\)-net \((\gamma_i^{l-1})_{l-1}i=1\) and any function \(f\) we have

\[
U_l^{(n)} f = b^{-l+1} \sum_{i=1}^{b^{l-1}} f(\gamma_i^{l-1}).
\]

For the definition of \((0,m,s)\)-nets in base \(b\) see Section 2.1. Moreover, set \(U_l^{(n)}, n = 1, \ldots, d\), to be the algorithm returning a.s. 0 for every input. We make the standing assumption that all the building blocks \(U_l^{(n)}, n = 1, \ldots, d, l \in \mathbb{N}\), are randomized independently. Let \(L, d \in \mathbb{N}\) with \(L \geq d\). The randomized \(d\)-variate Smolyak method of level \(L\) is constructed as in [15], i.e. denoting

\[
Q(L,d) := \{1 \in \mathbb{N}^d \mid |1| \leq L\},
\]

and

\[
\Delta_l^{(n)} := U_l^{(n)} - U_{l-1}^{(n)}, \quad l \in \mathbb{N}, n = 1, \ldots, d,
\]

we put

\[
A(L,d) = \sum_{l \in Q(L,d)} \bigotimes_{n=1}^d \Delta_l^{(n)}.
\]

The randomized Smolyak method lives on the probability space \((\Omega, \Sigma, \mathbb{P})\), where \(\Omega = \Omega^{(1)} \times \ldots \Omega^{(d)}, \Sigma = \bigotimes_{n=1}^d \Sigma^{(n)}\) and \(\mathbb{P} = \bigotimes_{n=1}^d \mathbb{P}^{(n)}\), and \((\Omega^{(n)}, \Sigma^{(n)}, \mathbb{P}^{(n)})\) is the probability space on which the sequence \((U_l^{(n)})_l\) lives. The product structure reflects the fact that the quadratures from the different coordinates of the Smolyak algorithm are randomized independently, cf. [15]. It can be verified that the following representation

\[
A(L,d) = \sum_{L-d+1 \leq |1| \leq L} (-1)^{L-|1|} \left( \frac{d-1}{L-|1|} \right) \bigotimes_{n=1}^d U_l^{(n)},
\]
is valid, cf. [30, Lemma 1]. Our focus lies on the randomized (root mean square) error
\( e^r(I_D, A(L, d)) \) of the described Smolyak method, which is given by
\[
e^r(I_D, A(L, d)) = \sup_{\|f\|_{H^\alpha} \leq 1} \left( \mathbb{E} \left[ |A(L, d)f - I_Df|^2 \right] \right)^{\frac{1}{2}}.
\]
We denote by \( N \) the number of function evaluations performed by the Smolyak method. Our aim is to show that there exist constants \( c, C > 0 \) independent of \( N \) such that
\[
c \frac{(\log(N))^{(d-1)(1+\alpha)}}{N^{\alpha + \frac{1}{2}}} \leq e^r(I_D, A(L, d)) \leq C \frac{(\log(N))^{(d-1)(1+\alpha)}}{N^{\alpha + \frac{1}{2}}}.
\]
Both bounds, the upper and the lower one, are obviously sharp and improve on the bounds which we could obtain by direct application of [15, Theorem 3] by logarithmic factors (note however, that the bounds from [15] are much more general since they can be applied to any linear approximation problem in a Hilbert space setting). Changing the parameter \( d \) from 1 to \( D \) through the divisors of \( D \) yields a whole family of algorithms, ranging from quadratures based purely on scrambled \((0, m, D)\)-nets to a randomized Smolyak method with building blocks stemming from one-dimensional nets (i.e. one-dimensional stratified sampling).

The following lemma holds actually for general randomized Smolyak quadratures, and the first statement is valid also for the deterministic ones.

**Lemma 1** Let \( d, L \in \mathbb{N}, L \geq d \), and \((U^{(n)}_l)_{l \in \mathbb{N}}, n = 1, \ldots, d, \) be sequences of quadratures on \([0, 1)^s\) such that weights used by every \( U^{(n)}_l \) sum up to 1. Then

1. The weights used by the Smolyak method \( A(L, d) \) based on the building blocks \((U^{(n)}_l)_{l}, n = 1, \ldots, d, \) also sum up to 1, i.e. for any \( f : [0, 1)^ds \to \mathbb{R} \) we have
\[
A(L, d)f = \sum_{\nu=1}^N w_\nu f(x_\nu),
\]
for some sampling points \( x_\nu \in [0, 1)^ds \), and weights \( w_\nu \in \mathbb{R} \) with \( \sum_{\nu=1}^N w_\nu = 1 \),

2. If additionally \( f \in L^1([0, 1)^ds) \) and all the sampling points employed by \((U^{(n)}_l)_{l,n} \) are uniformly distributed in \([0, 1)^s\) then \( A(L, d)f \) is an unbiased estimator of the integral of \( f \).

**Proof.** The second statement follows immediately from the first one. We prove the first statement. For arbitrary quadratures \( Q^{(1)}, \ldots, Q^{(d)} \), such that
\[
Q^{(n)} f = \sum_{j=1}^{N_n} w_j^{(n)} f(x_j^{(n)}), \quad n = 1, \ldots, d,
\]
denoting \( w^{(n)} := \sum_{j=1}^{N_n} w_j^{(n)} \), we have that the sum of the weights used by the quadrature \( Q := \otimes_{n=1}^d Q^{(n)} \) is equal to \( \prod_{n=1}^d w^{(n)} \). Now, the sum of the weights used by \( \Delta^{(n)}_l \) (see (2)) is equal to 0 if \( l_n > 1 \) and is equal to 1 if \( l_n = 1 \). It follows from [31] that the sum of weights used by \( A(L, d) \) is equal to the sum of weights used by \( \otimes_{n=1}^d \Delta^{(n)}_1 \), i.e. to 1. □
Figure 1: Smolyak integration nodes in case $s = 1, d = 2$. $N = 640$. Note that the weights used are not equal.

Figure 2: Smolyak integration nodes in case $s = 2, d = 1$, scrambled Sobol points. $N = 512$.

**Remark 2**  
1. One may easily find examples where weights applied by the Smolyak method are negative, so in particular $A(L,d)$ is not a (randomized) QMC quadrature.  
2. Note that utilizing representation \([4]\) one may also find an alternative formula for the sum of weights of our Smolyak algorithm, namely

$$\sum_{\nu=0}^{\min\{d-1,L-d\}} (-1)^{\nu} \binom{d-1}{\nu} \binom{L-\nu-1}{d-1}. $$

It follows that the above sum is equal to 1.

### 2.1 Scrambled $(0, m, s)-$Nets

Fix $b \in \mathbb{N}_{\geq 2}$. For $j \in \mathbb{N}_0$ and $k \in \partial_j$ we define the one-dimensional elementary interval (in base $b$) $E_k^j$ to be

$$E_k^j := [kb^{-j}, (k+1)b^{-j}).$$

Moreover, we put

$$E_k^{-1} := [0, 1).$$

Let $s \in \mathbb{N}$. An $s$–dimensional interval is called elementary if for some $j \in \mathbb{N}_0^s$ and $k \in \partial_j$ it is of the form

$$E_k^j := E_{k_1}^{j_1} \times \cdots \times E_{k_s}^{j_s}. $$
Let \( m \in \mathbb{N} \). A finite set \( \mathcal{P} \subset [0,1)^s \) is called a \((0,m,s)\)-net in base \( b \) if each elementary \( s \)-dimensional interval of volume \( b^{-m} \) contains exactly one point of \( \mathcal{P} \). The notion of \((0,m,s)\)-nets was introduced by Niederreiter in [21]. Nets may be build using e.g. the Faure construction [8, 9].

The most common way of obtaining randomized nets is via scramblings, which was introduced by Owen, see [24, 25]. Here we present a slight modification of the original idea, see [20] Section 2.4.

A mapping \( \sigma : [0,1) \rightarrow [0,1) \) is called a \( b \)-ary scrambling (of depth \( l \)) if it is constructed in the following way. Let \( x = b \cdot 0.x_1x_2\ldots x_mx_{m+1}\ldots \) be a \( b \)-ary representation of \( x \) (whenever possible we choose the representation having finitely many digits different from 0). To determine \( \sigma(x) \) we first fix some permutation \( \pi \) of \( \{0,1,\ldots,b-1\} \) and let the first \( b \)-ary digit of \( \sigma(x) \) be \( y_1 = \pi(x_1) \). Next for every possible value of \( x_1 \) we fix a permutation \( \pi_{x_1} \) of \( \{0,1,\ldots,b-1\} \) and define the second \( b \)-ary digit of \( \sigma(x) \) to be \( y_2 = \pi_{x_1}(x_2) \). Continuing analogously, for every \( x_1, x_2 \) we choose a permutation \( \pi_{x_1,x_2} \) and let the third digit of \( \sigma(x) \) be \( y_3 = \pi_{x_1,x_2}(x_3) \). In this way we get the first \( l \) digits of \( \sigma(x) \). There are many approaches concerning how to choose the reminder term. We fix all the other digits of \( \sigma(x) \) to be equal 0. We speak of a random scrambling when all the permutations are chosen independently from the uniform distribution on permutations of \( \{0,1,\ldots,b-1\} \). Let now \( \mathcal{P} \subset [0,1)^s \) be a \((0,m,s)\)-net in base \( b \) and let \( \sigma := (\sigma_1,\ldots,\sigma_s) \) be a vector of independent random scramblings of depth \( l \geq m \). We define the set

\[
\sigma(\mathcal{P}) := \{ (\sigma_1(p_{i,1}) + b^{-l} \xi_{i,1}^1, \ldots, \sigma_s(p_{i,s}) + b^{-l} \xi_{i,s}^s) \mid (p_{i,1},\ldots,p_{i,s}) =: p_i \in \mathcal{P} \},
\]

where the family of reminder terms \( (\xi_{i,t}^i), i \in \mathbb{N}, t \in [s] \), consists of iid random variables distributed according to \( \text{Unif}([0,1)) \) and independent of all the permutations. If \( \mathcal{P} \) is a \((0,m,s)\)-net the same holds true for \( \sigma(\mathcal{P}) \). Moreover, every single \( p \in \mathcal{P} \) is distributed according to \( \text{Unif}([0,1)^s) \). We call the set \( \sigma(\mathcal{P}) \) a scrambled net.

For every \( l \in \mathbb{N} \) let \( \sigma_l := (\sigma_l(t))_{t \in [s]} \) be a vector of independent scramblings of depth \( l-1 \). We require all the permutations used by \( (\sigma_l(t))_{t \in [s]} \) \( n \in \mathbb{N}, l \in \mathbb{N} \) and all the reminder terms \( (\xi_{l,t}^i), t \in [s], i \in [b^{l-1}] \) \( n \in \mathbb{N}, l \in \mathbb{N} \) to be independent. We let \( U_l^{(n)} \) be a QMC quadrature based on \( \sigma_l^{(n)}(P_l^{(n)}) \) for some \((0,l-1,s)\)-net \( P_l^{(n)} \). We say in this case that all the building blocks \( U_l^{(n)}, n = 1,\ldots,d, l \in \mathbb{N} \), are scrambled independently.

### 2.2 Function Spaces

Now we define Haar-wavelet spaces \( \mathcal{H}_\alpha^D \). We start with univariate wavelets. Let \( b \in \mathbb{N}_{\geq 2} \) (it will later coincide with the base of a \((0,m,s)\)-net) and define

\[
\psi_i(x) = b^{\frac{1}{2}} \mathbb{1}_{[bx]=i} - b^{-\frac{1}{2}} \mathbb{1}_{[x]=0}, \quad i = 0,1,\ldots,b-1,
\]

here \([x]\) denotes the largest integer smaller or equal then \( x \) and for a statement \( S \) the characteristic function \( \mathbb{1}_S \) takes on value 1 if \( S \) is true and 0 otherwise. For integers \( j > 0 \) and \( k \in \mathbb{N} \) put

\[
\psi_{i,k}^{j}(x) := b^{\frac{j-1}{2}} \psi_i(b^j x - k) = b^{\frac{j-2}{2}} [b \mathbb{1}_{[bx]=bk+i} - \mathbb{1}_{[b^j x]=k}].
\]
Note that $\psi_i = \psi_{i,0}^1$. Moreover, define

$$\psi_{0,0}^0 := 1_{[0,1]}.$$ 

We shall refer to those functions as *Haar wavelets*. The parameters have the following interpretation: $j$ describes the resolution of the wavelet, which corresponds to the size of its support, $i$ describes the shape and $k$ is the shift parameter. We have $\text{supp}(\psi_{i,k}^j) = E_k^{j-1}$. The wavelets are normalized with respect to the $L^2$-norm, i.e.

$$\|\psi_{i,k}^j\|_{L^2} = 1.$$ 

For an integer $j \geq 0$ let us put

$$V_j := \{ f \in L^2([0,1]) \mid f \text{ is constant on intervals } E_k^{j}, k \in \vartheta_j \}.$$ 

Moreover, we define $W_0 = V_0$ and $W_{j+1}$ to be the orthogonal complement of $V_j$ in $V_{j+1}$, i.e. we have

$$V_{j+1} = V_j \oplus W_{j+1} = \bigoplus_{\nu=0}^{j+1} W_\nu.$$ 

One may easily see that

$$W_j = \text{span}\{\psi_{i,k}^j \mid i \in \vartheta_j, k \in \vartheta_{j-1} \}$$

and $\bigoplus_{j=0}^{\infty} W_j$ is dense in $L^2([0,1])$.

Now we proceed to multivariate wavelets which are nothing more than tensor products of univariate wavelets. Given vectors $j \in \mathbb{N}_0^D$, $i \in \vartheta_j$, $k \in \vartheta_{j-1}$ we write

$$\Psi^{D,j}_{i,k}(x) := \prod_{t=1}^D \psi_{i_t,k_t}^j(x_t), \quad x = (x_1, \ldots, x_D) \in [0,1)^D.$$ 

For $r \in \mathbb{N}$, $L \in \mathbb{N}_0$ let

$$J(r,L) := \{ j \in \mathbb{N}_0^r \mid ||j|| = L \}.$$ 

We define the $s$-variate approximation space of level $L$ to be

$$V^{s,L} := \sum_{j \in J(s,L)} \bigotimes_{t=1}^s V_{j_t}.$$ 

Moreover, let

$$W^{s,L} := \bigoplus_{j \in J(s,L)} \bigotimes_{t=1}^s W_{j_t}.$$ 

Note that the space $W^{s,L}$ is represented as an orthogonal sum whereas $V^{s,L}$ is not. It is easily verified that

$$W^{s,L} = \text{span}\{\Psi^{s,j}_{i,k} \mid j \in J(s,L), i \in \vartheta_j, k \in \vartheta_{j-1} \},$$
$V^{s,L}$ consists of linear combinations of functions constant on all the $s$-dimensional elementary intervals in base $b$ of volume $b^{-L}$, and

$$V^{s,L+1} = V^{s,L} \oplus W^{s,L+1}.$$  

Finally, we put

$$V^{D,L} := \sum_{j \in J(d,L)} \bigotimes_{n=1}^{d} V^{s,j_n},$$

and

$$W^{D,L} := \bigoplus_{j \in J(d,L)} \bigotimes_{n=1}^{d} W^{s,j_n}.$$  

Note that the wavelets $(\Psi_{i,k,j}^{D,j})_{j,i,k}$ are not orthogonal but they do integrate to 0 as long as at least one coordinate of $j$ is positive. We may represent every function $f \in L^2([0,1)^D)$ as

$$f = \sum_{j,i,k} \hat{f}_{i,k} \Psi_{i,k}^{D,j} := \sum_{j} \sum_{i} \sum_{k} \hat{f}_{i,k} \Psi_{i,k}^{D,j}$$

with Haar coefficients

$$\hat{f}_{i,k} = \int_{[0,1)^D} f(x) \Psi_{i,k}^{D,j}(x) \, dx$$

where the convergence holds in $L^2$ sense (for details, see [25]). Functions $(\Psi_{i,k,j}^{D,j})_{j,i,k}$ form a tight frame in $L^2([0,1)^D)$, meaning that there exists a constant $c$ such that for every $f \in L^2([0,1)^D)$ we have $\sum |\langle f, \Psi_{i,k,j}^{D,j} \rangle_{L^2}|^2 = c \|f\|_{L^2}^2$ (in this special case we even have $c = 1$).

For $\alpha > \frac{1}{2}$ we consider the following ($D$-variate) Haar-wavelet space (with smoothness $\alpha$)

$$H^{D,\alpha} := \left\{ f \in L^2([0,1)^D) \bigg| \sum_{j,i,k} b^{2\alpha|j|} (\hat{f}_{i,k})^2 < \infty \right\}.$$  

We equip $H^{D,\alpha}$ with the inner product

$$\langle f, g \rangle_{H^{D,\alpha}} := \sum_{j,i,k} b^{2\alpha|j|} \hat{f}_{i,k} \hat{g}_{i,k}.$$  

**Remark 3** Let $1/2 < \alpha < 1$. It is known that the Sobolev space $H^\alpha[0,1] \subseteq L^2([0,1))$ is continuously embedded into $H^{\alpha,1}$, see, e.g., [14] for the case where $b = 2$ or [23] for a more general statement. Since the Sobolev space of dominated mixed smoothness $H^{\alpha}_{\text{mix}}([0,1]^D)$ and the Haar wavelet space $H^{D,\alpha}$ are the $D$-fold tensor product Hilbert spaces of $H^\alpha[0,1]$ and $H^{\alpha,1}$, respectively, also $H^{\alpha}_{\text{mix}}([0,1]^D)$ is continuously embedded in $H^{D,\alpha}$.

Scaled wavelets and scaled coefficients are denoted by

$$\Psi_{i,k,j}^{D,\alpha} := b^{-\alpha|j|} \Psi_{i,k}^{D,j}.$$
and
\[ \hat{f}_{i,k}^{\alpha} := b^{\alpha|j|} \hat{f}_{i,k}. \]

Note that the scaled wavelets $\Psi_{i,k}^{Dj,\alpha}$ are normalized with respect to the $H_{\alpha}^D$ norm. We want to represent a function $f \in H_{\alpha}^D$ as a vector of wavelet coefficients. For $n \in \mathbb{N}_0$ put
\[ J(n) := \{ (j, k, i) \in \mathbb{N}_0^D \times \mathbb{N}_0^D \times \mathbb{N}_0^D \mid ||j|| = n, k \in \vartheta_{j-1}, i \in \theta_j \}. \]

Let $\hat{f}^n$ be a vector consisting of the wavelet coefficients of $f$ pertaining to indices from $J(n)$ ordered in some fixed way. Put
\[ \hat{f} := (\hat{f}^n)_{n \in \mathbb{N}_0}. \]

In a similar fashion we define $\hat{f}^{\alpha}$. Ordering the functions $\Psi_{i,k}^{Dj}$ in exactly the same way we obtain vectors of functions $\Psi$ and $\Psi^{\alpha}$. Using the above notation we may write identity (5) as
\[ f = (\hat{f}^{\alpha})^T \Psi^{\alpha}. \]

Here $v^T$ is just the transposed vector $v$.

### 2.3 Upper Bounds on the Integration Error

We want to investigate the problem of integrating $D = sd$-variate functions from the Haar-wavelet space $H_{\alpha}^D$. To this end we put
\[ I_s : H_{\alpha}^s \to \mathbb{R}, \quad I_s f = \int_{[0,1]^s} f(x) \, dx, \]

and assume for every $n = 1, \ldots, d, l \in \mathbb{N}$, and almost every $\omega \in \Omega^{(n)}$ that $U_{l}^{(n)}(\omega) : H_{\alpha}^s \to \mathbb{R}$, is a quadrature based on a scrambled $(0, l - 1, s)$-net as described in Section 2.1. Furthermore, $A(L, d)$ is the Smolyak method constructed as in (3).

To make notation easier to follow for a vector $v$ we introduce
\[ u(v) := \{ r \mid v_r \neq 0 \}. \]

We call the sets
\[ B_a = \{ as + 1, as + 2, \ldots, (a + 1)s \}, \quad a = 0, 1, \ldots, d - 1, \]

blocks. Given $j \in \mathbb{N}_0^D$ we say that the block $B_a$ is active (with respect to $j$) if $B_a \cap u(j) \neq \emptyset$. With the obvious notation we have
\[ \Psi_{i,k}^{Dj} := \bigotimes_{n=1}^{d} \Psi_{in,kn}^{s,j_n}. \]

Note that $\text{supp}(\Psi_{i_n,k_n}^{s,j_n}) = E_{kn}^{j_n-1} \subseteq [0, 1]^s$. 
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Lemma 4  Consider \( j, i, k \in \mathbb{N}_0^D \) such that \( \Psi^D_{i,k} = \Psi^{D-s}_{i',k'} \otimes \Psi^s_{0,0} \) for some \( j', i', k' \in \mathbb{N}_0^{D-s} \). Then

\[
A(L, d) \Psi^D_{i,k} = A(L - 1, d - 1) \Psi^{(d-1)s}_{j',k'}.
\]

A similar lemma was proved for deterministic Smolyak algorithms on multiwavelet spaces, see [14, Lemma 4.3.]

Proof. Straightforward calculations yield

\[
A(L, d) \Psi^D_{i,k} = \sum_{1 \in Q(L,d)} \Delta_{l_n}^{(n)} \Psi^s_{i_n, k_n} \otimes \Delta_{l_t}^{(d)} \mathbb{I}_{[0,1)}.
\]

By simple induction we get the following corollary.

Corollary 5  Consider \( j, i, k \in \mathbb{N}_0^D \) such that the function \( \Psi^D_{i,k} \) has \( d - t > 0 \) active blocks. Let \( j', i', k' \in \mathbb{N}^{(d-t)s} \) be the vectors \( j, i, k \) where the coordinates from the inactive \( t \) blocks are removed. Then

\[
A(L, d) \Psi^D_{i,k} = A(L - t, d - t) \Psi^{(d-t)s}_{j',k'}.
\]

Recall that a randomized quadrature \( Q \) is exact if almost surely \( Qf \) is equal to the integral of \( f \) for all functions \( f \) from the input space. Note that exact randomized quadratures are automatically unbiased.

Lemma 6  Let \( L, d, s, l \in \mathbb{N}, L \geq d \) and \( D = ds \). For \( n = 1, \ldots, d \), we have

1. \( U_l^{(n)} \) is exact on \( V^{s,l-1} \)
2. \( A(L, d) \) is exact on \( V^{D,L-d} \).

Similar statements as Lemma [6] (2) have been provided for deterministic Smolyak algorithms over different function spaces e.g. in [22, Theorem 2] and [14, Theorem 4.1.].

Proof.  [Proof of Lemma 6] The first statement follows immediately by the definitions of \((0,l-1,s)\)-nets and \( V^{s,l-1} \). We prove the second statement. Since the algorithm is linear for almost every \( \omega \in \Omega \) it suffices to prove the exactness of \( A(L, d) \) on all the wavelets \( \Psi^D_{i,k} \) \( |j| \leq L - d \). Fix one such function. The case \( \Psi^D_{i,k} \equiv 1 \) follows by Lemma 1. Suppose now that all the blocks of \( \Psi^D_{i,k} \) are active. We are using the representation (4)

\[
A(L, d) = \sum_{L-d+1 \leq |l| \leq L} (-1)^{|l|-1} \left( \frac{d-1}{L-|l|} \right) \prod_{n=1}^d U_l^{(n)}.
\]
By the first statement, for \( l' > l \) the algorithm \( U^{(k)}_l \) is exact on \( V^{s,l} \). Take any \( l \) over which we are summing up in the above formula. Since \( \sum_{n=1}^{d} l_n \geq L - d + 1 \) and \( \sum_{n=1}^{d} |j_n| \leq L - d \) there exists at least one index \( \mu \) for which \( l_\mu > |j_\mu| \) and so \( U^{(\mu)}_{l_\mu} \Psi_{i_\mu,k_\mu}^{s \mu} = 0 \). Hence \( A(L, d)\Psi_{i,k}^{D,s \mu} = 0 \), which is the exact value of the integral of \( \Psi_{i,k}^{D,s \mu} \).

If \( j \) admits \( t < d \) inactive blocks we may use Corollary 5 and the above argument applied to \( A(L - t, d - t) \). □

Lemma 7 Let \( (U^{(n)}_l)_{l \in \mathbb{N}} \) for every \( n = 1, \ldots, d \), be a sequence of independent quadratures based on scrambled nets in base \( b \). If \( j \neq j' \) or if \( k \neq k' \), then for every \( l, l' \in \mathbb{N} \)

\[
E \left[ U^{(n)}_l \Psi_{i,k}^{s \mu} U^{(n)}_{l'} \Psi_{i',k'}^{s \mu'} \right] = 0.
\] (7)

As a result, if either \( j \neq j' \) or \( k \neq k' \), for any \( L \in \mathbb{N} \) the Smolyak method \( A(L, d) \) based on building blocks \( (U^{(n)}_l)_{l \in \mathbb{N}, n \in [d]} \) satisfies

\[
E \left[ A(L, d) \Psi_{i,k}^{D,s \mu} A(L, d) \Psi_{i',k'}^{D,s \mu'} \right] = 0.
\] (8)

Proof. If \( l \neq l' \), identity (7) follows from the independence of \( U^{(n)}_l \) and \( U^{(n)}_{l'} \). If \( l = l' \) then (7) follows from [25, Lemma 4]. Now (8) may be easily deduced using representation (4).

Lemma 8 There exist positive constants \( c_{b,s}, C_{b,s} \) depending only on \( b, s \), such that for every \( l \in \mathbb{N} \) and \( j \in \mathbb{N}_0^s \) with \( |j| \geq l + s - 1 \) and every admissible \( i, k \) we have

\[
c_{b,s} b^{-l} \leq E \left[ (U_i \Psi_{i,k}^{s \mu})^2 \right] \leq C_{b,s} b^{-l},
\]

where \( U_i \) denotes an RQMC quadrature based on a scrambled \((0, l - 1, s)\)-net in base \( b \).

Proof. For \( \Psi_{i,k}^{s \mu} \) as above and \( x \in \text{supp}(\Psi_{i,k}^{s \mu}) \) we have

\[
\Psi_{i,k}^{s \mu}(x) = \prod_{t=1}^{s} b^{\frac{|j| - 2}{2}} \gamma_t(x),
\]

where \( \gamma_t(x) \in \{b-1, -1, b\} \). It follows that \( |\Psi_{i,k}^{s \mu}(x)| = b^{\frac{|j| - s}{2}} \gamma(x) \), with \( \gamma(x) = \prod_{t=1}^{s} |\gamma_t(x)| \).

Put \( \overline{\gamma} = \lambda^s(\text{supp}(\Psi_{i,k}^{s \mu}))^{-1} \int_{\text{supp}(\Psi_{i,k}^{s \mu})} \gamma(x)^2 dx \). Note that \( 1 \leq \overline{\gamma} \leq b^{2s} \). Now, since \( |j| \geq l + s - 1 \), at most one point of the net used by \( U_i \) falls into \( \text{supp}(\Psi_{i,k}^{s \mu}) \) and this happens with probability \( b^{-|j|} \xi(j) \), where \( 1 \leq \xi(j) \leq b^{s-1} \). Denoting by \( (p_t)_{t=1}^{b^{-l}} \) the scrambled net used by \( U_i \) we get

\[
E \left[ (U_i \Psi_{i,k}^{s \mu})^2 \right] = b^{-2l+2} E \left[ \left( \sum_{t=1}^{b^{-l-1}} \Psi_{i,k}^{s \mu}(p_t) \right)^2 \right]
= b^{-2l+2} b^{-|j|} \xi(j) b^{2l-2s} \overline{\gamma}.
\]
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It follows
\[ b^{2-2s} b^{-l} \leq E \left[ \left( U_i \Psi_{i,k}^{s} \right)^2 \right] \leq b^{1+s} b^{-l} \]

\[ \square \]

**Lemma 9** Let \( \Psi_{i,k}^{D_j} \), \( \Psi_{i,k}^{D_j} \) be two (not necessarily different) wavelets and for \( L \geq d \) let \( A(L,d) \) be the Smolyak method as in \([18]\), where all the building blocks \( U_i^{(n)}, n = 1, \ldots, d, l \in \mathbb{N}, \) are randomized independently. Then there exists a constant \( C = C(b,d,s) \) which does not depend on \( L \) nor \( k \), such that

\[ \left| E \left( \left( (I_D - A(L,d)) \Psi_{i,k}^{D_j} \right) \left( (I_D - A(L,d)) \Psi_{i,k}^{D_j} \right) \right) \right| \leq C |j|^{d-1} b^{-L}. \]

**Proof.** The case \( u(j) = 0 \) is trivial so without loss of generality we may assume \( u(j) \neq 0 \). Since \( u(j) \neq 0 \) we have \( I_D \Psi_{i,k}^{D_j} = 0 \) and so

\[ E \left( \left( (I_D - A(L,d)) \Psi_{i,k}^{D_j} \right) \left( (I_D - A(L,d)) \Psi_{i,k}^{D_j} \right) \right) = E \left( A(L,d) \Psi_{i,k}^{D_j} A(L,d) \Psi_{i,k}^{D_j} \right). \]

By the Cauchy-Schwarz inequality

\[ \left| E \left( A(L,d) \Psi_{i,k}^{D_j} A(L,d) \Psi_{i,k}^{D_j} \right) \right| \leq E \left( (A(L,d) \Psi_{i,k}^{D_j})^2 \right)^{\frac{1}{2}} E \left( (A(L,d) \Psi_{i,k}^{D_j})^2 \right)^{\frac{1}{2}}, \]

so it suffices to show \( E \left( (A(L,d) \Psi_{i,k}^{D_j})^2 \right) \leq C |j|^{d-1} b^{-L}. \)

We shall now proceed by induction on \((L,d)\) starting with \((L,1)\) for some \( L \in \mathbb{N} \), and then moving from \((L-1,d-1)\) to \((L,d)\). For the induction start recall that \( A(L,1) \) is just a scrambled \((0,L-1,s)\)-net quadrature. In the case \( L = 1 \) we have

\[ E \left( (A(1,1) \Psi_{i,k}^{D_j})^2 \right) = \| \Psi_{i,k}^{D_j} \|_{L^2}^2 = 1. \]

Let now \( L > 1 \). Due to Lemma \([18]\) the algorithm \( A(L,1) \) is exact on \( \Psi_{i,k}^{s} \) for \( |j| \leq L - 1 \). Let now \( |j| > L - 1 \). By Lemma 3 from \([18]\)

\[ E \left[ (A(L,1) \Psi_{i,k}^{s})^2 \right] = N(L,1)^{-1} \Gamma_j \leq b^{1-L}, \]

where \( N(L,1) = b^{L-1} \) is the number of evaluation points used and \( \Gamma_j \) is an appropriate gain coefficient which by Lemma 6 from \([18]\) is bounded from above by 1. This proves the claim for \( d = 1 \).

Let us note that in the induction step we may confine ourselves to wavelets with all the blocks active. Indeed, let \( t \in \{1,2, \ldots, d-1 \} \) and \( j \) be such that \( \Psi_{i,k}^{D_j} \) admits \( d-t \) active blocks. Corollary \([5]\) and our induction hypothesis yield

\[ E \left( (A(L,d) \Psi_{i,k}^{D_j})^2 \right) \leq E \left( (A(L-t,d-t) \Psi_{i,k'}^{(d-t)s})^2 \right) \leq C(b,d-t,s) |j'|^{d-t-1} b^{-L-t} \leq C(b,d,s) |j|^{d-1} b^{-L}. \]
where \( j', i', k' \) have the same meaning as in Corollary 5 and \( C(b, d, s) = b'C(b, d - t, s) \).

Now we may go over to the proof of the induction step assuming that we always deal only with functions with all the blocks active.

Note that for many \( l \in \mathbb{N}_0^d \) we have a.s. that \( (\bigotimes_{n=1}^d U_{l_n}^{(n)}) \Psi_{i,k}^D = 0 \), and all the vectors \( l \) for which this is not the case are contained in the set \( S_j = \bigcup_{\mu > d} S_{j,\mu} \), where \( S_{j,\mu} \) is defined as

\[
S_{j,\mu} := \{ l \in \mathbb{N}^d \mid ||l|| = \mu, \forall n = 1, \ldots, d \mid l_n \leq |j_n| \}
\]

A justification of the inclusion is the following: Suppose that for some \( t \) we have \( l_t > |j_t| \).

Integrating every (active) block yields 0, thus exactness of \( U_{l_t}^{(t)} \) on \( \Psi_{i,k}^{s,t} \) gives \( U_{l_t}^{(t)} \Psi_{i,k}^{s,t} = 0 \).

Note that

\[
|S_{j,\mu}| \leq \left( |j| - \mu + d - 1 \right) ;
\]

this is because, basically, one asks, in how many ways one can distribute the 'overshoot' of \( |j| - \mu \) elements between \( d \) coordinates.

By Lemma 8 we have for a constant \( C_{b,s} \) not depending on \( l \)

\[
E[(U_{l}^{(n)} \Psi_{i,k}^{s})^2] \leq C_{b,s} b^{-t}.
\]

Calling upon the representation (4) and using the independence of the building blocks we finally obtain with a generic constant \( C \):

\[
E \left[ (A(L, d) \Psi_{i,k}^D)^2 \right] = E \left[ \left( \sum_{L-d+1 \leq ||l|| \leq L} (-1)^{L-||l||} \left( \frac{d-1}{L-||l||} \right)^d U_{l_n}^{(n)} \Psi_{i,k}^D \right)^2 \right]
\]

\[
\leq C \sum_{\mu = L-d+1}^{L} \sum_{l \in S_{j,\mu}} \prod_{n=1}^d E \left[ (U_{l_n}^{(n)} \Psi_{i,k}^{s,n})^2 \right]
\]

\[
\leq C \sum_{l \in S_{j,\mu}} b^{-L}
\]

\[
\leq C \left( |j| + 2d - 2 - L \right) b^{-L} \leq C |j|^{d-1} b^{-L}
\]

Recall the definition of the vector \( \Psi^\alpha \) from Section 2.2. For a randomized quadrature \( A \) we put

\[
\Lambda_A := E \left[ ((I_D - A) \Psi^\alpha)( (I_D - A) \Psi^\alpha)^T \right],
\]

where the operator \( (I_D - A(\omega)) \) is applied to the vector \( \Psi^\alpha \) componentwise. It has been shown in [18, Theorem 1] that if \( \Lambda \) is a randomized quadrature applied to integrands from \( \mathcal{H}_\alpha^D \), one has

\[
e^\tau(I_D, A) = \sqrt{\rho(\Lambda_A)},
\]

where \( \rho(\Lambda_A) \) denotes the spectral radius of \( \Lambda_A \), i.e. the largest absolute value of eigenvalues of \( \Lambda_A \). Put

\[
\Lambda := \Lambda_{A(L,d)}.
\]
Remark 10 By Lemma 7, \( \Lambda \) is a block diagonal matrix consisting of \( |j\| \times |j\| \) blocks \( \Lambda(j, k) \) given by

\[
\Lambda(j, k) = \mathbb{E}[((I_D - A(L, d))\Psi^{D, j, \alpha}_{i, k})_{i \in \theta_j}((I_D - A(L, d))\Psi^{D, j, \alpha}_{i, k})^T_{i \in \theta_j}].
\]

For \( u(j) = \emptyset \) we have \( \Lambda(j, k) = 0 \in \mathbb{R}^{1 \times 1} \). For \( u(j) \neq \emptyset \) we obtain \( I_D\Psi^{D, j, \alpha}_{i, k} = 0 \) and consequently

\[
\Lambda(j, k) = \mathbb{E}[(A(L, d)\Psi^{D, j, \alpha}_{i, k})_{i \in \theta_j}(A(L, d)\Psi^{D, j, \alpha}_{i, k})^T_{i \in \theta_j}].
\]

Due to the block diagonal structure the eigenvalues of \( \Lambda \) are exactly the eigenvalues of all the blocks, i.e.

\[
e^2(I_D, A(L, d)) = \sup_{j, k} \rho(\Lambda(j, k)).
\]

Remark 11 Consider \((\tilde{U}^{(n)}_i), n = 1, \ldots, d, \) and \( l \in \mathbb{N}, \) where \( \tilde{U}^{(n)}_i \) is a (randomized) QMC quadrature based on a (scrambled) \((0, l, s)\)-net. Let \( \tilde{A}(L, d) \) be the corresponding Smolyak method. The building blocks \( \tilde{U}^{(n)}_i \) satisfy the assumption (20) from [15] with \( K_{low} = 1, K_{up} = 2 \) and \( K = b. \) It follows by [15, Lemma 8] that the cardinality of information used by \( \tilde{A}(L, d) \) is of the order \( \Theta(bL^{d-1}) \). Now, changing the level of the nets used by the building blocks by \( 1 \) \((U^{(n)}_i) \) is based on a scrambled \((0, l - 1, s)\)-net instead of a \((0, l, s)\)-net) influences only the implicit constant, i.e. also the cardinality of information used by \( A(L, d) \) is of the order \( \Theta(bL^{d-1}) \).

Theorem 12 Let \( \alpha > \frac{1}{2}, s, d, \in \mathbb{N}, D = sd. \) For \( n = 1, \ldots, d, \) and \( l \in \mathbb{N} \) let \( U^{(n)}_i \) be a randomized QMC quadrature based on a scrambled \((0, l - 1, s)\)-net in base \( b. \) Let \( A(L, d) \) denote the corresponding Smolyak method approximating the integral \( I_D : \mathcal{H}_\alpha^D \to \mathbb{R}, \) where the building blocks \((U^{(n)}_i)_{i,n} \) are all randomized independently, and denote by \( N \) the number of function evaluations performed by \( A(L, d). \) Then there exists a constant \( C \) independent of \( N \) such that the randomized error satisfies

\[
e^2(I_D, A(L, d)) \leq C \frac{\log(N)(d-1)(1+\alpha)}{N^{\alpha+\frac{1}{2}}}. \quad (11)
\]

Remark 13 Note that using the optimal bounds for errors of quadratures based on scrambled \((0, m, s)\)-nets from [18] and then applying the general Theorem 9 from [15] yields a weaker asymptotic bound than (11) with exponent \((d-1)(\frac{3}{2} + \alpha)\) in the logarithmic term.

Corollary 14 Let \( 1/2 < \alpha < 1. \) Since the Sobolev space of dominated mixed smoothness \( H^\alpha_{mix}[0, 1]^D \) is continuously embedded in \( \mathcal{H}_\alpha^D \) (cf. Remark 3), Theorem 12 still holds if we replace the space of integrands \( \mathcal{H}_\alpha^D \) by \( H^\alpha_{mix}[0, 1]^D \) and measure the randomized error in the Sobolev norm instead of the Haar wavelet norm.

That is, the upper error bound (11) for the randomized Smolyak method holds also for multivariate integration over the Sobolev space of mixed dominated smoothness \( H^\alpha_{mix}[0, 1]^D \).

Proof. [Proof of Theorem 12] By Lemma 9, the entries of \( \Lambda(j, k) \) are of the order \( b^{-2|j|} |j|^{d-1} b^{-L}. \) Due to the exactness result from Lemma 6 we only have to consider blocks for which
\[ |j| > L - d \approx L, \text{ since for other } j \text{ the blocks } \Lambda(j, k) \text{ consist just of zeros. For any square matrix } D = (d_{i,j})_{i,j=1}^n \text{ all the eigenvalues lie inside } \bigcup_{i=1}^n K_i, \text{ where} \]
\[
K_i = \{ z \in \mathbb{C} \mid |z - d_{i,i}| \leq \sum_{j \neq i} |d_{i,j}| \}
\]
are Gershgorin circles. Due to Remark 10 we have, for some suitable constants \( C \) and \( \tilde{C} \),
\[
epsilon^r(I_D, A(L, d))^2 = \sup_{j,k} \rho(\Lambda(j, k)) \\
\leq \sup_{|j| > L - d} C b^{|u(j)|} b^{-2\alpha |j|} |j|^{d-1} b^{-L} \\
\leq \sup_{|j| > L - d} C b^{P} b^{-2\alpha |j|} |j|^{d-1} b^{-L} \\
\leq \tilde{C} b^{-L(1+2\alpha)} L^{d-1}.
\]
To justify the last inequality it is enough to show that for some \( \tilde{C} \) not depending on \( L \) we have
\[
\sup_{|j| > L - d} b^{2\alpha (L - |j|)} \left( \frac{|j|}{L} \right)^{d-1} \leq \tilde{C}. \tag{12}
\]
To this end consider \( f : \mathbb{R}_{>0} \to \mathbb{R}, x \mapsto b^{2\alpha (L-x)} \left( \frac{x}{L} \right)^{d-1} \). It holds
\[
\begin{align*}
f'(x) &= b^{2\alpha (L-x)} \left( \frac{x}{L} \right)^{d-2} \left[ -2\alpha \log(b) \frac{x}{L} + \frac{d-1}{L} \right], \\
\text{and so } f \text{ attains its (sole) local maximum at } x_0 = \frac{d-1}{2\alpha \log(b)}, \text{ Therefore}
\end{align*}
\]
\[
\begin{align*}
&\sup_{|j| > L - d} b^{2\alpha (L - |j|)} \left( \frac{|j|}{L} \right)^{d-1} \leq b^{2\alpha d} \left( \max \left\{ \frac{d-1}{2\alpha \log(b)}, \frac{L - d}{L} \right\} \right)^{d-1} \\
&\leq b^{2\alpha d} \left( \frac{1}{2\alpha \log(b)} \right)^{d-1} \leq (2b)^{2\alpha d},
\end{align*}
\]
which proves the desired inequality.

Remark 11 yields \( N = \Theta(b^L L^{d-1}) \).

It follows
\[
b^{-L(1+2\alpha)} L^{d-1} = \frac{L^{(d-1)(2+2\alpha)}}{b^{L(1+2\alpha)} L^{(d-1)(1+2\alpha)}} = \mathcal{O} \left( \left( \frac{(\log(N))^{(d-1)(1+\alpha)}}{N^{\alpha + \frac{1}{2}}} \right)^2 \right).
\]
Hence we have
\[
epsilon^r(I_D, A(L, d)) \leq C \frac{(\log(N))^{(d-1)(1+\alpha)}}{N^{\alpha + \frac{1}{2}}}.
\]
\[\square\]
2.4 Lower Bounds on the Integration Error

Lemma 15 Let $d, L \in \mathbb{N}, j = (\lfloor \frac{2L}{d} \rfloor, \lfloor \frac{2L}{d} \rfloor, \ldots, \lfloor \frac{2L}{d} \rfloor, 2L - (d - 1) \lfloor \frac{2L}{d} \rfloor) \in \mathbb{N}^d$ and

$$S_{j,L} = \{ l \in \mathbb{N}^d \parallel l \parallel = L, \forall n = 1, \ldots, d \ l_n \leq |j_n| \}.$$ 

One has

$$|S_{j,L}| = \Omega(L^{d-1}),$$

where the implicit constant may depend on $d$.

**Proof.** The case $d = 1$ is trivial, so let us assume $d \geq 2$. For the ease of presentation we shall prove only the case when $d$ divides $2L$. After obvious changes the proof goes through in the general case. So let $j = (\lfloor \frac{2L}{d} \rfloor, \ldots, \lfloor \frac{2L}{d} \rfloor)$. Moreover, since we are interested in asymptotic statement for $L$, we may without loss of generality assume that $L \geq 2d(d-1)$.

One may describe the situation in the following way: we have $d$ bins numbered $1, d$-th bin $2L - (d - 1) \lfloor \frac{2L}{d} \rfloor$ balls altogether. That is, if every of the first $d - 1$ bins has $\lfloor \frac{2L}{d} \rfloor$ balls in those bins? Let us focus on the bins numbered 1, 2, $d$, each of them with capacity $\frac{2L}{d}$. How many ways are there to arrange $L$ indistinguishable balls in those bins? Let us focus on the bins numbered 1, $d$, 1)-balls we end up with $L$ balls altogether. On the other hand, if every of those bins has $\lfloor \frac{2L}{d} \rfloor$ balls then putting in the $d$-th bin $2L - (d - 1) \lfloor \frac{2L}{d} \rfloor$ balls we end up with $L$ balls altogether. On the other hand, if every of the first $d - 1$ bins has $\lfloor \frac{2L}{d} \rfloor - 1$ balls then putting $d - 1$ balls in the $d$-th bin we also end up with $L$ balls altogether. That is,

$$|S_{j,L}| \geq \left( \frac{dL - (d - 2)L}{d(d - 1)} - 1 \right)^{d-1} = \left( \frac{2L}{d(d - 1)} - 1 \right)^{d-1} = \Omega(L^{d-1}).$$

$\square$

Theorem 16 Let $\alpha > \frac{1}{2}, d, s \in \mathbb{N}, D = sd$. For $n = 1, \ldots, d$, and $l \in \mathbb{N}$, let $U_{l}^{(n)}$ be independently randomized RQMC quadratures based on scrambled $(0, l, l, 1, s)$-nets. Let $A(L, d)$ denote the corresponding Smolyak method approximating the integral $I_D : \mathcal{H}^D_{\alpha} \rightarrow \mathbb{R}$. Then there exists a constant $c_{b, s}$ independent of $N$ such that the randomized error satisfies

$$e^\epsilon(I_D, A(L, d)) \geq c_{b, s} \frac{(\log(N))^{(d-1)(1+\alpha)}}{N^{\alpha+\frac{d}{2}}}.$$ 

**Proof.** Recall the definition of $\Lambda$ from (10). Remark 10 gives $N = \Omega(b^L L^{d-1})$. Due to Remark 10 it suffices to show that

$$\sup_{j,k} \rho(\Lambda(j, k)) \geq cb^{-L(1+2\alpha)}L^{d-1},$$ 

with a constant $c > 0$ not depending on $L$, where $\Lambda(j, k)$ is the block of $\Lambda$ corresponding to $\Psi_{l,j}^{l,j}, l \in \theta_j$.

To ascertain that $\sup_{j,k} \rho(\Lambda(j, k)) \geq cb^{-L(1+2\alpha)}L^{d-1}$, it is enough to show that for some $\tilde{c} > 0$ independent of $L$ and some $j, k$, some diagonal entry of $\Lambda(j, k)$ is bounded from below by $\tilde{c}b^{-L(1+2\alpha)}L^{d-1}$. Indeed, if this holds then the same bound holds also for the trace
of $\Lambda(j,k)$ and for $\rho(\Lambda(j,k))$. That is, we only need to show that for an appropriate $j$ with $|j|$ proportional to $L$ and some admissible $i,k$ we have

$$E\left[\left(A(L,d)\Psi_{i,k}^{Dj}\right)^2\right] \geq \tilde{c}b^{-L}L^{d-1}.$$  

We take $j = (\lfloor \frac{2L}{d} \rfloor, \lfloor \frac{2L}{d} \rfloor, \ldots, \lfloor \frac{2L}{d} \rfloor, 2L-(d-1)\lfloor \frac{2L}{d} \rfloor)$. Recall from Lemma 15 the definition of $S_{j,L}$ and that $|S_{j,L}| = \Omega(L^{d-1})$. Hence, we obtain for $L$ large enough

$$E\left[\left(A(L,d)\Psi_{i,k}^{Dj}\right)^2\right] = E\left[\left(\sum_{L-d+1 \leq |l| \leq L} (-1)^{|l|-|l|} \left(\frac{d-1}{L-|l|}\right)^d \prod_{n=1}^{d} U_{l_n}^{(n)}\Psi_{i_n,k_n}^{s,l_n}\right)^2\right]$$

$$= E\left(\sum_{\mu=L-d+1}^{L} \sum_{1 \in S_{j,\mu}} \left(\frac{d-1}{L-\mu}\right)^d \prod_{n=1}^{d} U_{l_n}^{(n)}\Psi_{i_n,k_n}^{s,l_n}\right)^2$$

$$\geq C \sum_{\mu=L-d+1}^{L} |S_{j,\mu}| b^{-\mu} \geq C |S_{j,L}| b^{-L} \geq CL^{d-1}b^{-L},$$

where the first inequality follows by Lemma 8 and the second inequality by Lemma 15.

\[\square\]
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