ABSTRACT
Quantum computers are currently accessible through a cloud-based platform that allows users to run their programs on a suite of quantum hardware. As the quantum computing ecosystem grows in popularity and utility, it is reasonable to expect more companies, including untrustworthy/untrustworthy/unreliable vendors, to begin offering quantum computers as hardware-as-a-service at various price/performance points. Since computing time on quantum hardware is expensive and the access queue may be long, users will be enticed to use less expensive but less reliable/trustworthy hardware. Less-trusted vendors may tamper with the results and/or parameters of quantum circuits, providing the user with a sub-optimal solution or incurring a cost of higher iterations. In this paper, we model and simulate adversarial tampering of input parameters and measurement outcomes on an exemplary hybrid quantum classical algorithm namely, Quantum Approximate Optimization Algorithm (QAOA). We observe a maximum performance degradation of $\approx 40\%$. To achieve comparable performance with minimal parameter tampering, the user incurs a minimum cost of 20X higher iteration. We propose distributing the computation (iterations) equally among the various hardware options to ensure trustworthy computing for a mix of trusted and untrusted hardware. In the chosen performance metrics, we observe a maximum improvement of $\approx 30\%$. In addition, we propose re-initialization of the parameters after a few initial iterations to fully recover the original program performance and an intelligent run adaptive split heuristic, which allows users to identify tampered/untrustworthy hardware at runtime and allocate more iterations to the reliable hardware, resulting in a maximum improvement of $\approx 45\%$.
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1 INTRODUCTION
Quantum computing (QC) can solve many combinatorial problems exponentially faster than classical counterparts by leveraging superposition and entanglement properties. Example include machine learning [7], security [13], drug discovery [4], computational quantum chemistry [10] and optimization [8]. Since noisy computers are less powerful and qubit limited, various hybrid algorithms are being pursued, such as, the Quantum Approximate Optimization Algorithm (QAOA) and Variational Quantum Eigensolver (VQE), in which a classical computer iteratively drives the parameters of a quantum circuit. The purpose of the classical computer is to tune the parameters that will guide the quantum program to the best solution for a given problem. On high-quality hardware with stable qubits, the algorithm is likely to converge to the optimal solution faster, i.e., with fewer iterations. Currently, users can create circuits for specific hardware and upload them to the cloud, where they are queued. The results of the experiment are returned to the user once the experiment is completed. However, with the current setup, the user has little/no visibility into the hardware assigned to the program. The hardware vendors of quantum computers provide a compiler for their hardware, such as IBM’s Qiskit compiler [1], Rigetti’s QuilC compiler [15], and so on. Furthermore, some third-party software tools, such as, compilers like Orquestra [6] and tket [5], are appearing that support hardware from multiple vendors. As the quantum computing ecosystem evolves, more third-party service providers will emerge offering potentially higher performance. This will entice users to utilize these services.

Proposed attack model: In this paper, we discuss a security risk associated with the use of third-party service providers and/or any untrusted vendor for hybrid quantum classical workloads (QAOA). In the proposed attack model, less-trusted quantum service providers can pose as trustworthy hardware providers and tamper...
with the results and/or input training parameters, resulting in users receiving a sub-optimal solution or incurring a cost of higher iterations. To show the extent of damage done by tampering, we run a simple 2-node maxcut using QAOA on tampered (parameter tampering with x=25%, where x is the tampering error in parameters) and non-tampered hardware and compare the probability distributions of basis states for both cases (Fig. 1). The correct output is '10' or '01'. With adversarial tampering, states '10' or '01' are no longer the dominant output for the same number of iterations. In practical scenario, the user must rely on the sub-optimal output of the tampered quantum computer as the correct output of the optimization problem is unknown.

Proposed solution: To mitigate the adversarial tampering we propose, (a) splitting the number of iterations on multiple available hardware. The idea is to distribute the computation among the various hardware (a mix of trusted and untrusted ones or mixture of untrusted hardware from multiple vendors) available. The results from individual hardware and iterations are stitched or combined to obtain the probability distribution of the solution space, (b) an intelligent run-adaptive iteration distribution to identify untrusted hardware and bias the number of iterations to favor trusted/reliable hardware to maximize the overall computation quality. The motivation is that the users may end up using trusted and untrusted hardware equally which may not be optimal in terms of performance, and (c) re-initialization of the parameters after a few initial iterations to partially or completely recover the original program performance against an attack in which the adversary introduces significant error in the parameters during the first few iterations.

Contributions: To the best of our knowledge, this is the first effort on considering adversarial tampering on hybrid quantum-classical algorithms. In particular, we (a) propose a model for result tampering and parameter tampering for untrustworthy third-party hardware vendors, (b) demonstrate the effectiveness of our proposed attack model using hybrid quantum-classical algorithm QAOA on a fake back-end, (c) propose equally distributing computation among the various available hardware, intelligent run-adaptive iteration distribution, and re-initialization of the parameters after a few initial iterations for resilience, (d) assess and validate our proposed defense.

Related work: Several recent works on the security of quantum computing [2, 14, 16, 17] exist in literature. The authors of [2] consider an attack model where a rogue element in the quantum cloud reports incorrect device calibration data, causing a user to run his/her program on an inferior set of qubits. The authors propose that test points be added to the circuit to detect any dynamic malicious changes to the calibration data. The objective of our attack model is to tamper with the result/parameters so that incorrect or sub-optimal outcome is reported to the user. In [17]. Ensemble of Diverse Mappings (EDM) is proposed to tolerate correlated errors. However, this is yet another case of mapping agnostic optimization. Using dummy gates, a closely related work [16] conceals the functionality of a quantum circuit from untrusted third-party compilers. Another work [14] proposes split compilation to address potential security issues caused by untrusted third-party compilers. The proposed attack model is very different than the untrusted compiler where the objective is to steal the intellectual property embedded within the quantum circuit.

The remainder of the paper is structured as follows: Section II provides background on various concepts in quantum computing relevant to this work. The proposed attack model is described in Section III. Section IV presents the simulation results and analysis. Section V proposes and evaluates the proposed defense using simulations and experiments. Section VI discusses about other possible attack scenarios and assumptions. Section VII concludes the paper.

2 BACKGROUND

2.1 Qubits and Quantum Gates

Qubits are the building blocks of a quantum computer that store data as various internal states (i.e., |0⟩ and |1⟩). A qubit state is represented as \( q = a|0⟩ + b|1⟩ \) where a and b are complex probability amplitudes of states |0⟩ and |1⟩ respectively. The gate operations change the amplitudes of the qubits to produce the desired output.

A quantum program executes a series of gate operations (using laser pulses in ion trap qubits and RF pulses in superconducting qubits) on a group of correctly initialized qubits.

2.2 Quantum Error

Quantum gates are realized with pulses that can be erroneous. Quantum gates are also prone to error due to noise and decoherence. The deeper quantum circuit needs more time to execute and gets affected by decoherence which is usually characterized by the relaxation time (T1) and the dephasing time (T2). The buildup of gate error is also accelerated by more gates in the circuit. Because of measurement circuitry imperfections, reading out a qubit containing a 1 may result in a 0 and vice versa. Unlike gate-error and decoherence, which depend on the number of gates in the circuit, readout error is gate count agnostic. It solely depends on the state being read.

2.3 Cloud-based Quantum Backends

Some of the leading companies currently offering users access to quantum hardware via the cloud include IBM, Google, Microsoft, Qutech, QC Ware, and AWS Braket (both superconducting and
2.4 Parameterized quantum circuit (PQC)

A collection of parameterized and parametrized single qubit gates make up the PQC. The parameters are iteratively optimized by a classical optimizer to produce the desired input-output relationship. A quantum processor creates a quantum state using the PQC. The output distribution obtained by repeatedly measuring the quantum state is then fed to a classical optimizer. The classical computer creates a fresh set of optimized PQC parameters (using well-known optimizers such as, gradient descent) based on the output distribution, which is then fed back to the quantum computer. Up until the optimization goal is achieved, the entire process is kept running in a closed loop. The number of iterations to converge to a solution is an important aspect of the PQC.

2.5 Quantum Approximate Optimization Algorithm (QAOA)

QAOA is a hybrid quantum-classical variational algorithm designed to tackle combinatorial optimization problems. A p-level variational circuit with 2p variational parameters creates the quantum state in QAOA. Even at the smallest circuit depth (p = 1), QAOA delivers non-trivial verifiable performance guarantees, and the performance is anticipated to get better as the p-value increases [8]. Fig. 2 shows an overview of QAOA to solve a combinatorial problem. Recent developments in finding effective parameters for QAOA have been developed and reported in [8, 9, 18]. In QAOA, a qubit is used to represent each of the binary variables in the target C(z). In each of the p levels of the quantum circuit, the classical objective function C(z) is transformed into a quantum problem Hamiltonian (Fig.2). With optimal values of the control parameters, the output of the QAOA instance is sampled many times and the classical cost function is evaluated with each of these samples. The sample measurement that gives the highest cost is taken as the solution [3]. In a quantum classical optimization procedure, the expectation value of H_C is determined in the variational quantum state E_p(y, β) = q_p(y, β)|H_C|q_p(y, β). A classical optimizer iteratively updates these variables (y, β) so as to maximize E_p(y, β). A figure of merit (FOM) for benchmarking the performance of QAOA is the approximation ratio (AR) and is given as [19]

\[ AR = \frac{E_p(y, \beta)}{C_{max}} \]

where \( C_{max} = \text{MaxSat}(C(z)) \).

3 PROPOSED ATTACK MODEL

3.1 Basic Idea

We consider that the quantum hardware available via cloud service may tamper with the parameters of the input PQC and/or the computation outcome. The objective is to manipulate the results that could have financial and/or socio-political implications. This is feasible since in the future, (a) an untrusted third party may offer access to reliable and trusted quantum computers, such as those from IBM, but may tamper with the circuit/computation results, (b) an untrusted vendor may offer access to untrusted quantum hardware via cloud at a lower price and/or faster access (without a wait queue), incentivizing users to avail their services. Less-trusted quantum service providers can masquerade as trustworthy hardware providers and inject targeted/random tampering, resulting in a suboptimal solution being returned to users. For both scenarios, the user will be forced to trust the less-than-ideal output from the quantum computer since the correct solution to the optimization problem is unknown. The proposed attack models are depicted in Fig. 3. We propose two distinct attack strategies. Model-1 in Fig. 3a) involves the adversary tampering with the results while measuring, whereas Model-2 in Fig. 3b) involves the adversary tampering with the parameters prior to running the program on the quantum hardware.

3.2 Adversary Capabilities

For the sake of simplicity, we assume that the adversary, (a) has access to either measured results or trainable parameters of the program run by the user. This is likely if the quantum computing cloud provider is rogue, (b) does not manipulate the structure of the quantum circuit. This is possible since tampering the quantum circuit may drastically alter the mapping and other constraints and the computation outcome can be fully corrupted which can be suspected, (c) has the computational resources to analyze the program results to determine which qubit lines or parameters to tamper with, (d) can tamper the parameters (all or few) and/or outputs (all or few) for all iterations or a fraction of iterations.

3.3 Adversarial Tampering Model

In the proposed attack model (Fig. 3), the adversary takes the form of a less reliable/untrusted quantum service provider posing as a reliable/trusted hardware provider. The adversary then tampers with the solution, either by modifying it before reporting it to the user or by modifying the user input parameters before running the iterative circuit on the quantum hardware. It should be noted that the adversary has access to computation results (e.g., qubit basis state probabilities or trainable parameters) before sending them to the user. Assuming that the quantum circuit is correct and optimal, the adversary’s solution will be optimal, which can then be tampered with. Various rogue providers may adopt their favorite method for tampering the results. Some examples are as follows.

3.3.1 Tampering of results. While measuring the qubit lines, the adversary can introduce random bit flip error (Fig. 3 attack model 1) which we quantify in the paper as the tampering coefficient. The adversary can introduce tampering in the form of qubit measurement error, either on all of the qubit lines or on a subset of the qubit lines randomly or the attack can be more strategic in nature focusing on specific qubit lines to introduce measurement errors. For the sake of simplicity, we consider the case where the adversary introduces a bit-flip error in only one of the qubit lines at random. When this
Figure 3: Proposed attack models. a) Attack model 1 considers an adversary who tampers with the outcome after an iterative program has been run on the hardware. b) In Attack model 2, the adversary tampers with the parameters before running the program on a quantum computer. c) Readout assignment errors for various IBM quantum hardware.

Figure 4: a) Approximation ratio ($r$) variation for different graph sizes when run on tampered fake-montreal hardware with results for 50 iterations, b) performance comparison of QAOA for four-node graph with varying iterations and tampering on fake-montreal backend.

extra bit-flip measurement error is added to the readout error, the readout error does not change significantly. For example:

Example 1: We consider the real hardware measurement errors, quoted as Readout assignment error (RAE), for the IBM’s 5 qubit devices (Fig. 3(c)). Assuming tampering and RAE to be independent and uncorrelated sources of error, we can get the total error as:

$$\Delta RAE_{net} = \sqrt{(\Delta RAES_i)^2 + (\Delta Tampering)^2}$$  \hspace{1cm} (2)

where $\Delta RAES_i$ is RAE value for $i^{th}$ qubit line and $\Delta Tampering$ is defined as:

$$\Delta Tampering = \frac{t}{n}$$ \hspace{1cm} (3)

where $t =$ tampering coefficient, $n =$ (total qubit lines–tampered qubit lines + 1).

Assuming that the adversary uses ($t = 0.1$ or $t = 0.5$) for ibmq_lima $q_1$, RAE, we can calculate the final measurement error (which is 0.028 and 0.09, respectively) for that qubit line using equation 2 for targeted tampering. These final error values are comparable to the values quoted for various devices Fig. 3c and qubit lines. For example the new RAE ($t = 0.1$) for ibmq_lima $q_1$ is comparable to RAE’s of $q_0$, $q_2$ and even less than $q_4$. When the RAE value for $t = 0.5$ is compared with the tamper-free RAE values of other hardware such as ibmq_quito $q_3$, it is still found to be less.

3.3.2 Tampering of parameters. In this case, the attack will occur on the parameters of an iterative algorithm (such as, QAOA) before executing the interactive program on the quantum computer (Fig. 3 attack model 2). The aim of adversary will be to prolong the convergence time and/or degrade the quality of solution. We investigate two distinct parameter attack situations: (a) The adversary adds some error to the parameter in all iterations. The following equation is used to model the tampered parameters for such scenario:

$$(y - t, \beta - t) = (y, \beta) \pm \left(\frac{x}{100}\right) \ast (y, \beta)$$ \hspace{1cm} (4)

where ($y, \beta$) are parameters, ($y - t, \beta - t$) are tampered parameters and $x$ is the tampering error.

(b) The adversary introduces significant error in the parameters during the first few iterations.

4 RESULTS AND ANALYSIS

4.1 Tampering Framework

We model adversarial result tampering by introducing extra measurement error on the qubit lines i.e., while performing final measurement on a qubit, we flip the state of the qubit with probability $t$, which we refer to in the paper as the tampering coefficient. In our work for simplicity we introduce the bit flip error to a single bit line chosen randomly. We use IBM’s fake backends to mimic real
Figure 5: (a) Approximation ratio (r) variation for different graph sizes when run on tampered fake_montreal hardware with different parameter tampering error (x%) for 50 iterations. (b) AR variation of a 4-node graph with varying duration (in terms of iterations) of parametric tampering (x=50%) when run on tampered fake_montreal hardware.

4.2 Benchmark and Simulator

For simulations, we use IBM’s open-source quantum software development kit (Qiskit) [12]. A Python-based wrapper is built around Qiskit to accommodate the proposed attack model. Our benchmark suite include iterative (i.e., hybrid classical-quantum) algorithm QAOA. We use it to solve an exemplary combinatorial optimization problem namely, MaxCut [11] to investigate the effects of adversarial tampering on the hybrid quantum-classical algorithms. The MaxCut problem involves identification of a subset S∈V such that the number of edges between S and its complementary subset is maximized for a given graph G = (V, E) with nodes V and edges E. Using a p-level QAOA, an N-qubit quantum system is evolved with H_C and H_B p-times to find a MaxCut solution of an N-node graph Fig. 2. QAOA-MaxCut iteratively increases the probabilities of basis state measurements that represent larger cut-size for the problem graph. We use the fake provider module in Qiskit as noisy simulators (Fake_Montreal (27 qubit)) to run our benchmarks. The fake provider module contains providers and backend classes. The fake backends are created using system snapshots to mimic the IBM Quantum systems. Important details about the quantum system, including coupling map, basis gates, and qubit parameters (T1, T2, error rate, etc.), are contained in the system snapshots.

4.3 Simulation and Analysis

For the sake of simplicity, we focus on MaxCut on unweighted d-regular node graphs (UdR), where each vertex is connected to only adjacent vertices. We use the approximation ratio defined in equation 1 as the performance metric for QAOA. We run QAOA for each node graph ten different times and report the average values for the approximation ratio (r). The greater the r value, the better the performance. Ideally, the performance of QAOA can improve as p increases, with r → 1 when p → ∞. For our simulations, we run QAOA for maxcut on U2R, U3R, U4R, and U5R graphs (for p = 1) to investigate the effects of adversarial tampering on quantum-classical hybrid algorithms. For the proposed result tampering model Fig. 4a shows the variation in AR for QAOA solving maxcut for various graph nodes. In each case, we run QAOA (p=1) for 50 iterations (with 50 shots/iteration). We note max 14% (average 8%) and max 30% (average 25%) reduction in AR for t=0.1 and t=0.5, respectively. Fig. 4b depicts the variation in AR with the number of iterations for a 4-node graph run on tampered hardware with varying degrees of tampering. We see a decrease in approximation ratio for a fixed tampering constant when the number of iterations available to users for the tampered hardware is limited. When we run QAOA for 10 iterations rather than 50, AR degrades by 10% for t = 0.1 and 25% for t = 0.5, indicating that when run on tampered hardware, the performance of the hybrid-classical algorithm QAOA is sensitive to the number of available iterations. However,
for tamper-free hardware, reducing the number of iterations from 50 to 10 results in a marginal (2%) decrease in AR. As the probability of bit-flip error increases from $t = 0.1$ to $t = 0.5$, the adversarial tampering increases the overall qubit readout error, degrading the performance of the benchmark QAOA. The optimizer can no longer find the best parameters in the specified number of iterations. While $t = 0.1$ incurs a cost of more iterations for the same performance, $t = 0.5$ also results in a sub-optimal solution.

We report decrease in AR of max ≈ 40% (average ≈ 35%) across the various graph nodes between non-tampered and tampered hardware (for $x = 90\%$) in the case of parameter tampering (Fig. 5a) throughout the program execution time. The performance of QAOA for a 4-node graph with varying duration (in terms of iterations) of parametric tampering ($x=50\%$) is shown in Fig. 5b. We compare how the AR converges over 50 iterations if the adversary targets the parameters over a variable run duration. For the first few iterations of parametric tampering, the optimizer is able to recover the AR to approximately 97% of its original value; however, for prolonged tampering (30-50 iterations), the AR does not recover. Fig. 6b depicts the performance of a four-node graph in an attack scenario where the adversary introduces significant error in the parameters for the first 15 iterations ($x = 90\%$). The optimizer returns the objective to the non-tampered value, but the AR does not recover over the 50 iterations. Because the optimizer receives the cost function generated by the adversary’s tampered sub-optimal parameters, the number of iterations required to achieve the performance level of tamper-free hardware increases, resulting in lower performance for the same number of iterations when compared to tamper-free hardware. The figure 7 shows how tampering affects the number of iterations required to achieve comparable QAOA performance. These figures are derived by extrapolating the 4-node QAOA performance for a 50% parameter tampering error rate. In this scenario, the adversary tampers with the parameters for the first 30 iterations. To achieve comparable performance to a tamper-free hardware, the user incurs a minimum cost of 20X higher iteration.

5 PROPOSED DEFENSES

5.1 Basic Idea and Assumptions

We assume that at least one of the n hardware options available to the user is trustworthy, i.e. tamper-free. Users may also use the services of multiple untrustworthy cloud vendors, each with their own tampering model. The user, on the other hand, is unaware of the distinction between tampered and tamper-free hardware, as well as the adversarial tampering model. We propose splitting iterations either equally or intelligently on available hardware to mitigate the effects of adversarial tampering (from different trusted and untrusted vendors). For example, one might assume that hardware from well-known vendors AWS or IBM is trustworthy, whereas hardware from a less-known vendor X (which could be located in an untrustworthy country) is untrustworthy.

5.2 Dividing Iterations Equally

Without incurring any computing overhead, the user can distribute the iterations uniformly across the available hardware (assuming the hardware are homogeneous and queuing delays are identical). Assume the user has access to two different service providers’ hardware, HW1 and HW2. HW2 is prone to tampering. The user must run a program P1 with a set number of iterations (an assumption, the program executes till convergence in reality). If he runs the program completely on HW2, the results received will be tampered and unreliable. We propose three methods for the user to distribute computation among the various hardware: a) running half of the iterations on HW1, obtaining the parameters and using these parameters as the starting point for HW2 or vice versa, b) alternating iterations between HW1 and HW2, executing one iteration on HW1, followed by another on HW2, and so on. The proposed
Table 2: Intelligent iteration distribution: Identifying tampered/bad hardware (Iteration/run = 5); HW\_t(x/t) denotes tampered results for result tampering (modeled by varying t) and parametric tampering (modeled by varying x).

| t/t | Approximation ratio (r) |
|-----|-------------------------|
|     | HW | Run 1 | .61 |
|     |    | Run 2 | .59 |
| 0.1 |     |      |    |
| x/x |    |      |    |
| 10% |     |      |    |
|     |     |      |    |
| 0.2 |     |      |    |
| 25% |     |      |    |
|     |     |      |    |
| 0.3 |     |      |    |
| 50% |     |      |    |
|     |     |      |    |
| 0.4 |     |      |    |
| 75% |     |      |    |
|     |     |      |    |
| 0.5 |     |      |    |
| 90% |     |      |    |

heuristics will make the results more resilient, reducing the likelihood of tampering by the adversary. These can be generalized to a scenario with n available hardware options.

5.3 Adaptive Iteration Allotment

The iterations can also be distributed intelligently and adaptively by the user. This can be accomplished by running a few initial iterations on all available hardware, comparing the results, conducting majority voting, and then running the remaining iterations on the more reliable hardware.

5.4 Re-initializing the parameters

For the attack scenario in which the adversary introduces significant error in the parameters during the first few iterations prolonging the convergence time, we propose re-initialization of the parameters after a few initial iterations to recover the original program performance partially or fully. The user however, bears the cost of the repeated iterations.

5.5 Simulation and Analysis

Fig 8 depicts the impact of the proposed 50-50 iteration split defense against the proposed attack models. Fig 8a We observe improvement in AR over iterations for result tampering model (t=.3) by running half of the iterations on tampered hardware followed by other half on non-tampered hardware and also by alternating the iterations between the two hardware. However, the proposed alternating iteration heuristic does not work well for the parameter tampering model Fig 8b; we see comparable or worse performance when the program is run solely on tampered hardware. Hence, for our future simulations and experiments, we simply use the heuristic of running half of the iterations on tampered hardware, obtaining the parameters, and using these parameters as the starting point for tamper-free hardware, or vice versa for distributing the computation. Table 1 shows the improvement in AR with t, assuming one tampered (HW\_t) and one tamper-free of hardware (HW). We run 25 iterations (50 shots/iteration) on HW (fake_montreal) out of a total of 50 iterations, extract the parameters (\(\gamma, \beta\)) after 25 iterations, and use them as a starting point for parameter optimization in HW\_t for another 25 iterations. We observe AR improvement for various levels of tampering. For \(t = 0.5\) and \(x = 90\%\), we report the maximum improvement in AR 33\% (and 15\% on average across various graph sizes.)

The performance of QAOA for a 4-node graph where the adversary introduces significant error (x=90\%) during the first 15 iterations is shown in Fig 6b. We propose parameter re-initialization after the first few iterations as a defense against such an attack. In this specific case, the user re-initialize parameters after 16th iteration. The user recovers the QAOA performance to nearly 99\% of its original value, which would have been limited to approximately 77\% if the countermeasure had not been used. In general the user

![Figure 8: a) Defense against result tampering (t=.3) using proposed 50-50 iteration split and alternating iteration heuristic for a 4-node graph over 50 iterations. b) Defense against parameter tampering (x=50\%) using proposed 50-50 iteration split and alternating iteration heuristic for a 4-node graph over 50 iterations.](image)
can re-initialize the parameters at the cost of a few iterations to counteract such adversarial tampering.

A sample simulation of how a user can determine the tamper-free hardware and allocate the majority of iterations to that preferred hardware is shown in Table 2. For a four-node graph, we run two 5-iteration (50 shot/iteration) runs on two different hardware HW (Fake–montreal) and HW – t (Fake–montreal–tampered). The simulations account for HW – t’s degree of tampering (by varying t from 0.1 to 0.5 for result tampering and x from 10% to 90% for parameter tampering). For each hardware, we compare the approximation ratio between the two runs. Higher AR hardware is better and more reliable. The user has the option of running the remaining iterations in HW only. As a result, the user can regain up to 95% of the AR (when run solely on HW).

6 DISCUSSION
Adversarial selection of parameters for tampering: To assess the efficacy of the attack model and defense, we only consider a single layer QAOA circuit with two parameters. For the sake of simplicity, we tampered with both parameters in our simulations. The adversary will have a large number of parameters available for tampering for other multi-layer circuits and iterative algorithms. The adversary can be selective and tamper with only one or a few parameters that are more important to the program’s performance. Consider the following two parameters: alpha and gamma. Compared to gamma, alpha requires more iterations to stabilize around the optimum value. The adversary can be more selective and less invasive by only targeting alpha, imposing higher convergence time to the users.

Adversarial selection of iterations for tampering: We considered either a continuous parameter tampering or tampering during the first few iterations. However, the adversary can tamper with the parameters at any time during the program. The adversary may also choose to tamper with the program’s results near the end. However, for such a tampering model, the drop in performance will expose the adversary’s tampering efforts. In such cases, the optimizer can be programmed from the user end to stop the program execution once the dip in parameters quantifying program performance is detected.

7 CONCLUSION
We propose an adversarial attack by a less trustworthy third-party provider on a hybrid quantum-classical benchmark (QAOA). Across various node graph sizes, we report an average reduction in AR of 2%, 3% (t=0.1, x=10%) and 25%, 28% (t=0.5, x=90%). We report a significant increase in the number of iterations required to achieve comparable performance to a tamper-free hardware (>20X more). To ensure trustworthy computing using a mix of trusted and untrusted hardware, we propose distributing the total number of iterations available to the user among various hardware options. We see a max AR improvements of up to 45% and average improvement of 20% across the various defense heuristics proposed. Our proposed heuristics (50-50 iteration distribution, run-adaptive iteration distribution, and parameter re-initialization) reduce the adversary’s tampering (result/parameter) efforts, improving the quantum program’s resilience.
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