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Abstract

This paper focuses on studying the Donoho-Stark’s type uncertainty principle for the continuous Clifford wavelet transform. A brief review of Clifford algebra/analysis, Clifford wavelet transform and their properties is conducted. Next, such concepts are applied to develop an uncertainty principle based on Clifford wavelets.
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1 Introduction

In 1927 Heisenberg announced the famous principle of uncertainty, it is one of the most famous and important concepts of quantum mechanics. The physical origin of uncertainty principle is related to quantum systems and states that we cannot know both the position and speed of a particle with perfect accuracy, the more we nail down the particle’s position, the less we know about its speed and vice versa.

Mathematically, an uncertainty principle (UP) is an inequality expressing limitations on the simultaneous concentration of a function and its Fourier transform. According to the mathematical meaning given to the intuitive notion of concentration and to the type of representation chosen for the signal, many different forms of UPs are possible and, starting from the classical works of Heisenberg, a vast literature is today available on these topics, see [8], [17], [21], [23], [25], [26], [27], [28], [29], [30], [42] [31], [32], [33], [34], [35], [36], [38], [39], [40], [36] [41], [42], [44], [45], [18], [19].

The qualitative UP is a kind of UPs, which tells us how a signal $f$ and its Fourier transform $\hat{f}$, behave under certain conditions. One such example can be Donoho–Stark’s UP, which expresses the limitations on the simultaneous concentration of $f$, and $\hat{f}$.

In this paper we are concerned with the Donoho-Stark form of the uncertainty principle. We propose more precisely to extend the Donoho-Stark uncertainty principle to the context of Clifford algebras by applying the so-called Clifford wavelets. Clifford wavelets or wavelets on Clifford algebras are the last variants of wavelets. The flexibility of Clifford algebras permitted to involve different forms of vector analysis in the same time. For more details on Clifford wavelet transformations, we refer to [2, 3, 4, 5, 6, 7].

As Donoho-Stark UP relies on the concept of $\epsilon$-concentration of a function on a measurable set $U \subseteq \mathbb{R}^m$. We start by recalling this definition followed by the statement of the classical theorem.

Definition 1.1 Given $\epsilon_U \geq 0$, a function $f$ is said to be $\epsilon_U$-concentrated in the $L^2$-norm on a measurable set $U \subseteq \mathbb{R}^m$ if

$$\|f(x)\|_{L^2(\mathbb{R}^m \mid U)} \leq \epsilon_U \|f\|_2. \tag{1}$$
Theorem 1.1 (UP Donoho-Stark) Suppose that \( f \in L^2(\mathbb{R}^m), f \neq 0 \) is \( \epsilon_T \)-concentrated on \( T \subseteq \mathbb{R}^m \) and \( \hat{f} \) (Fourier transform of \( f \)) is \( \epsilon_\Omega \)-concentrated on \( \Omega \subseteq \mathbb{R}^m \), with \( T, \Omega \) two measurable sets in \( \mathbb{R}^m \) and \( \epsilon_T, \epsilon_\Omega > 0 \), \( \epsilon_T + \epsilon_\Omega < 1 \). Then
\[
|T| |\Omega| > (1 - \epsilon_T - \epsilon_\Omega)^2. \tag{2}
\]

This paper is organized as follows. Section 2 is devoted to a reminder of the basics of Clifford algebras/analysis. In Section 3, we recall some results and properties for the Clifford-wavelet transform useful. In section 4, we prove the Donoho-Stark’s uncertainty principle for the Clifford wavelet transform. Finally, we give a conclusion in Section 5.

2 Clifford Analysis Revisited

In this section a mathematical review of Clifford algebra/analysis is discussed. We introduce the real Clifford algebra \( \mathbb{R}_m \) over \( \mathbb{R}^m, (m \geq 1) \) as a non commutative algebra with dimension \( 2^m \) generated by the basis \((e_1, \ldots, e_m)\) and satisfying:
\[
\begin{aligned}
e_j^2 &= -1, \quad j = 1, \ldots, m \\
e_j e_k + e_k e_j &= 0, \quad j \neq k, \quad j, k = 1, \ldots, m.
\end{aligned}
\]

Denote next, for \( k \in \mathbb{N}, \mathbb{R}_m^k \) the space of \( k \)-multi vectors defined by
\[
\mathbb{R}_m^k = \text{span}_\mathbb{R} \{ e_A = e_{i_1} e_{i_2} \cdots e_{i_k}, \ A = (i_1, i_2, \ldots, i_k), \ 1 \leq i_1 < \cdots < i_k \leq m \}
\]
where \( e_{i_1} e_{i_2} \cdots e_{i_k} = e_{i_1} e_{i_2} \cdots e_{i_k} \) and \( e_\emptyset = 1 \).

The Clifford algebra \( \mathbb{R}_m \) may be decomposed as a direct sum
\[
\mathbb{R}_m = \bigoplus_{k=0}^{m} \mathbb{R}_m^k
\]

Any element \( u \) of the Clifford algebra \( \mathbb{R}_m \), is called multivector, and can be expressed in the form
\[
u = \sum_A u_A e_A.
\]

Let \( |A| \) is the length of the multi-index \( A \), \( u \) may be written as
\[
u = \sum_{k=0}^{n} \sum_{|A|=k} u_A e_A, \quad u_A \in \mathbb{R}.
\]

The conjugation defined on the basis \((e_A)_A\) on the Clifford algebra \( \mathbb{R}_m \) is
\[
\overline{e_A} = (-1)^{|A|(|A|+1)} e_A, \forall A.
\]

It is a non commutative operation for which we have \( \overline{uv} = \overline{v} \overline{u} \), \( \forall u, v \in \mathbb{R}_m \).

These concepts of real Clifford algebras may be extended to the complex Clifford algebra \( \mathbb{C}_m = \mathbb{R}_m + i \mathbb{R}_m \). In this case any element \( \lambda \in \mathbb{C}_m \) may be decomposed as
\[
\lambda = u + iv = \sum_A \lambda_A e_A, \lambda_A \in \mathbb{C}, \ u, v \in \mathbb{R}_m
\]

and where the basis \((e_j)_{1 \leq j \leq m}\) is this way an orthonormal (canonical) basis of \( \mathbb{C}_m \). This induces an involution on \( \mathbb{C}_m \) known as the hermitian conjugation
\[
\lambda^\dagger = \overline{\lambda} - i \overline{v}.
\]

A vector \( x = (x_1, x_2, \ldots, x_m) \in \mathbb{R}^m \) may be identified to the Clifford element in \( \mathbb{R}_m \),
\[
x = \sum_{j=1}^{m} x_j e_j.
\]
We define the Clifford product of two vectors by
\[ xy = x \cdot y + x \wedge y, \]
where the \( \cdot \) product is an analogous of the classical inner product on \( \mathbb{R}^m \),
\[ x \cdot y = -\langle x, y \rangle = -\sum_{j=1}^{m} x_j y_j, \]
and where the \( \wedge \) product is the outer product
\[ x \wedge y = \sum_{j<k} e_j e_k (x_j y_k - x_k y_j). \]
This yields that
\[ x \cdot y = \frac{1}{2} (xy + yx) \]
and
\[ x \wedge y = \frac{1}{2} (xy - yx). \]
In particular we have
\[ x^2 = -|x|^2 = -\sum_{j=1}^{m} |x_j|^2. \]

Now let \( \omega \) be a vector in \( \mathbb{R}^m \) with norm \(|\omega| = 1\), i.e. \( \omega \) is an element of the unit sphere \( S^{n-1} \subset \mathbb{R}^m \). Any vector \( x \) may then be decomposed as a sum of two terms, one being parallel with \( \omega \) and the other being perpendicular to \( \omega \):
\[ x = x_\| + x_\perp = \langle x, \omega \rangle \omega + \omega (x \wedge \omega) \]
which permits next to characterize the reflection \( R_\omega \) with respect to the hyperplane \( \omega^\perp \) as
\[ R_\omega(x) = \omega x \omega. \]

Cartan-Dieudonné Theorem ([16]) relates the reflection to the so-called spinors. Stating that there exists \( \omega_1, \omega_2, \ldots, \omega_{2l} \in S^{n-1} \) with \( \omega_j^2 = -1, 1 \leq j \leq 2l \) (l \( \in \mathbb{N} \)) and a rotation \( T \in SO(n) \) (\( SO(n) \) being the rotation group on \( \mathbb{R}^n \)) such that
\[ T(x) = [R_{\omega_1} \circ R_{\omega_2} \circ \ldots \circ R_{\omega_{2l}}] (x) = \omega_1 \omega_2 \ldots \omega_{2l} x \omega_{2l-1} \ldots \omega_2 \omega_1. \]
Denoting \( s = \omega_1 \omega_2 \ldots \omega_{2l} \) and \( \overline{s} = \omega_{2l} \omega_{2l-1} \ldots \omega_2 \omega_1 \) we have \( T(x) = sxs. \) The element \( s \) is called a spinor. Generally speaking, the spin group of order \( n \) is
\[ Spin(n) = \left\{ s \in \mathbb{R}_n; s = \prod_{j=1}^{2l} \omega_j, \omega_j^2 = -1, 1 \leq j \leq 2l \right\}. \]

In Clifford functional framework, a function \( f \) defined on the vector space \( \mathbb{R}^m \) and taking values in the Clifford algebra \( \mathbb{R}_m \) or \( \mathbb{C}_m \) will be expressed as
\[ f(x) = \sum_A e_A f_A(x), \quad (3) \]
where \( f_A \) are real-valued functions and \( A \subset \{1, 2, \ldots, n\} \). Its conjugate \( \overline{f} \) is given by
\[ \overline{f}(x) = \sum_A e_A f_A(x) \quad (4) \]
for a function with values in the “real” Clifford algebra \( \mathbb{R}_m \). However, the conjugate will be
\[ f^\dagger(x) = \sum_A e_A^\dagger f_A(x)^\dagger \quad (5) \]
for a function with values in the complex Clifford algebra \( \mathbb{C}_m \).

We denote the inner product of functions \( f \) and \( g \) in the framework of Clifford analysis by
\( \langle f, g \rangle_{L^2(\mathbb{R}^m, dV(x))} = \int_{\mathbb{R}^m} f(x)^\dagger g(x) dV(x). \) \hspace{1cm} (6)

and the associated norm by

\[ \| f \|_{L^2(\mathbb{R}^m, dV(x))} = \langle f, f \rangle^{\frac{1}{2}}_{L^2(\mathbb{R}^m, dV(x))}. \] \hspace{1cm} (7)

For more backgrounds on the Clifford algebra/analysis the readers may be referred also to \([24, 16, 11]\).

### 3 Clifford wavelet transform

Recently, it has become popular to generalize the integral transforms from real and complex numbers to Clifford algebra to study higher dimension such as the Clifford Fourier transform CFT and the Clifford wavelet transform CWT.

Wavelets are functions that satisfy certain requirements and are used in representing and processing functions and signals, as well as, in compression of data and images as in fields such as: mathematics, physics, computer science, engineering, and medicine. The study of wavelet transforms had been motivated by the need to overcome some weak points in representing functions and signals by the classical Fourier transforms such as the speed of convergence and Gibbs phenomenon. In addition, wavelet transforms have showed superiority over the classical Fourier transforms. In many applications, wavelet transforms converge faster than Fourier transforms, leading to more efficient processing of signals and data.

Clifford wavelets or wavelets on Clifford algebras are the last variants of wavelet functions developed by researchers in order to overcome many problems that are not well investigated by classical transforms. The challenging in such concepts is not the wavelet functions themselves but the structure of Clifford algebras and their flexibility to include different forms of vector analysis in the same time.

In the present section we propose to review briefly the two main methods to construct Clifford wavelets. The first one is based on Spin groups and thus includes the factor of rotations in the wavelet analysis provided with the translation and dilatation factors. This method generalizes in some sense the first essay in developing multidimensional wavelets such as Cauchy ones. The second one is concerned with wavelets issued from monogenic functions mainly polynomials. These ones constitute an extension of orthogonal polynomials to the case of Clifford algebras. Recall that orthogonal polynomials are widely applied in wavelet theory on Euclidean spaces. Extensions to the case of Clifford framework are essentially developed by Arfaoui et al \([2, 3, 4, 5, 6, 7]\) and Brackx et al \([14, 15]\).

#### 3.1 Clifford wavelets based on the Spin group

As in the classical cases of wavelets on Euclidean spaces we seek some properties to be satisfied for a Clifford algebra valued function to be a mother wavelet.

**Definition 3.1** Let \( \psi \in L^1 \cap L^2(\mathbb{R}^m, \mathbb{R}^m, dV(x)) \). The function \( \psi \) is said to be a Clifford mother wavelet iff the following assertions hold simultaneously.

- \( \hat{\psi}(\xi) \left[ \hat{\psi}(\xi) \right]^\dagger \) is scalar.

- **The admissibility condition**

\[ A_{\psi} = (2\pi)^n \int_{\mathbb{R}^m} \frac{\hat{\psi}(\xi) \left[ \hat{\psi}(\xi) \right]^\dagger}{|\xi|^n} dV(\xi) < \infty. \] \hspace{1cm} (8)

We say that the function \( \psi \) is said to be admissible and \( A_{\psi} \) its admissibility constant. We notice here also that being admissible as a mother wavelet the function \( \psi \) should satisfy some oscillation property such as

\[ \hat{\psi}(0) = 0 \iff \int_{\mathbb{R}^m} \psi(x) dV(x). \] \hspace{1cm} (9)
For \((a, b, s) \in \mathbb{R}^+ \times \mathbb{R}^m \times \text{Spin}(n)\), we denote
\[
\psi^{a, b, s}(x) = \frac{1}{a^n} \mathcal{P} \psi \left( \frac{(x - b)s}{a} \right).
\]  
(10)

It is straightforward that whenever \(\psi\) is admissible, the copies \(\psi^{a, b, s}\) are also admissible and satisfy
\[
\mathcal{A}_{\psi^{a, b, s}} = \frac{a^{n/2}}{(2\pi)^{n}} \mathcal{A}_\psi < \infty.
\]  
(11)

**Proposition 3.1** The set \(\Lambda_\psi = \{ \psi^{a, b, s} : a > 0, b \in \mathbb{R}^m, s \in \text{Spin}(n) \}\) is dense in \(L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x))\).

**Definition 3.2** The Continuous Clifford wavelet transform of a function \(f\) in \(L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x))\) is
\[
T_\psi [f](a, b, s) = < \psi^{a, b, s}, f >_{L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x))} = \int_{\mathbb{R}^m} [\psi^{a, b, s}(x)]^\dagger f(x) dV(x).
\]  
(12)

We recall the Parseval-Plancherel type rules which are the most important formula in wavelet theory as they permit to reconstruct functions from their wavelet transforms.

We firstly introduce an inner product relative to the Continuous Clifford wavelet transform. Let
\[
\mathcal{H}_\psi = \{ T_\psi [f], f \in L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x)) \}
\]
be the image of \(L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x))\) relatively to the operator \(T_\psi\). The inner product is given by
\[
[T_\psi [f], T_\psi [g]] = \frac{1}{\mathcal{A}_\psi} \int_{\text{Spin}(n)} \int_{\mathbb{R}^m} \int (T_\psi [f](a, b, s))^\dagger T_\psi [g](a, b, s) \frac{da}{a^{n+1}} dV(b) ds,
\]  
(13)

where \(ds\) stands for the Haar measure on \(\text{Spin}(n)\).

**Proposition 3.2**  
1. \(T_\psi : L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x)) \rightarrow \mathcal{H}_\psi\) is an isometry.

2. The operator
\[
T_\psi : L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x)) \rightarrow L^2(\mathbb{R}_+ \times \mathbb{R}^m \times \text{Spin}(n), \frac{1}{\mathcal{A}_\psi} \frac{da}{a^{n+1}} dV(b) ds)
\]
is an isometry.

3. The Parseval-Plancherel equality
\[
\int_{\text{Spin}(n)} \int_{\mathbb{R}^m} (T_\psi [f](a, b, s))^2 \frac{da}{a^{n+1}} dV(b) ds = \mathcal{A}_\psi \|f\|^2_2.
\]  
(14)

4. The Clifford wavelet reconstruction formula. For all \(f \in L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x))\) we have
\[
f(x) = \frac{1}{\mathcal{A}_\psi} \int_{\text{Spin}(n)} \int_{\mathbb{R}^m} \psi^{a, b, s}(x) T_\psi [f](a, b, s) \frac{da}{a^{n+1}} dV(b) ds
\]  
(15)
in \(L^2(\mathbb{R}^m, \mathbb{R}_m, dV(x))\).

### 3.2 Monogenic polynomials based Clifford wavelets

In this section we propose to review a second method to construct wavelets on Clifford algebras. The idea is based on the so-called monogenic polynomial which constitute an extension of orthogonal polynomials on Clifford algebras such as Gegenbauer polynomials known also as ultra-spheroidal polynomials. Other classes may be developed by the readers by similar techniques. Furthermore, we may refer to \([2, 3, 4, 5, 6, 11, 10]\) for other existing classes of polynomials and associated wavelets in both the classical context and the Clifford one.
Recently a generalized class of Clifford-Gegenbauer polynomials and wavelets has been developed in [4] based on the 2-parameters Clifford-weight function

\[ \omega_{\alpha,\beta}(x) = (1 - |x|^2)^\alpha(1 + |x|^2)^\beta. \]  (16)

Denote \( Z_{\ell,m}^{\alpha,\beta}(x) \) such polynomials and the CK-extension \( F^* \) expressed by

\[ F^*(t,x) = \sum_{\ell=0}^{\infty} \frac{t^\ell}{\ell!} Z_{\ell,m}^{\alpha,\beta}(x) \omega_{\alpha-\ell,\beta-\ell}(x). \]

From the monogenicity relation \( (\partial_t + \partial_\rho)F^*(t,x) = 0 \) the authors proved the following result.

**Proposition 3.3** The 2-parameters Clifford-Gegenbauer Polynomials \( Z_{\ell,m}^{\alpha,\beta} \) satisfy

1. the recurrence relation

\[ Z_{\ell+1,m}^{\alpha,\beta}(x) = [2(\alpha - \ell)(1 - x^2) - 2(\beta - \ell)(1 + x^2)] Z_{\ell,m}^{\alpha,\beta}(x) - \omega_{1,1}(x)\partial_x(Z_{\ell,m}^{\alpha,\beta}(x)). \]

2. the Rodriguez formula

\[ Z_{\ell,m}^{\alpha,\beta}(x) = (-1)^\ell \omega_{-\alpha,-\beta}(x) \partial_x^\ell [(1 + x^2)^\alpha(1 - x^2)^\beta]. \]

**Definition 3.3** The generalized 2-parameters Clifford-Gegenbauer mother wavelet is defined by

\[ \psi_{\ell,m}^{\alpha,\beta}(x) = Z_{\ell,m}^{\alpha+\ell,\beta+\ell}(x) \omega_{\alpha,\beta}(x) = (-1)^\ell \partial_x^\ell \omega_{\alpha+\ell,\beta+\ell}(x). \]  (17)

Furthermore, the wavelet \( \psi_{\ell,m}^{\alpha,\beta}(x) \) have vanishing moments as is shown in the next proposition.

**Proposition 3.4**

1. Whenever \( 0 < k < -m - \ell - 2(\alpha + \beta) \) and \( k < \ell \) we have

\[ \int_{\mathbb{R}^m} x^k \psi_{\ell,m}^{\alpha,\beta}(x)dV(x) = 0. \]  (18)

2. The Clifford-Fourier transform of \( \psi_{\ell,m}^{\alpha,\beta}(x) \) takes the form

\[ \widehat{\psi}_{\ell,m}^{\alpha,\beta}(\xi) = (-i)^\ell \xi^\ell(2\pi)^{\frac{m}{2}} \rho^{1 - \frac{m}{2} + \ell} \int_0^\infty \widehat{\omega}_{\alpha,\beta}(r) J_{\frac{m}{2} - 1}(r \xi) dr, \]  (19)

where \( \widehat{\omega}_{\alpha,\beta}(r) = ((1 - r^2)^\varepsilon r^{\alpha+\ell+\ell} \rho^{1 - \frac{m}{2} + \ell} \) with \( \varepsilon = \text{sign}(1 - r) \) and \( J_{\frac{m}{2} - 1} \) is the Bessel function of the first kind of order \( \frac{m}{2} - 1 \).

**Definition 3.4** The copy of the generalized 2-parameters Clifford-Gegenbauer wavelet is defined by

\[ b \psi_{\ell,m}^{\alpha,\beta}(x) = a^{-\frac{m}{2}} \psi_{\ell,m}^{\alpha,\beta}(\frac{x - b}{a}). \]  (20)

**Definition 3.5** The wavelet transform of \( f \) in \( L_2 \) is given by

\[ T_\psi(f)(a,b) = \int_{\mathbb{R}^m} f(x) b \psi_{\ell,m}^{\alpha,\beta}(x)dV(x). \]  (21)

The following Lemma guarantees that the candidate \( \psi_{\ell,m}^{\alpha,\beta} \) is indeed a mother wavelet.

**Lemma 3.1** The quantity

\[ \mathcal{A}_{\ell,m}^{\alpha,\beta} = \frac{1}{\omega_m} \int_{\mathbb{R}^m} |\widehat{\psi}_{\ell,m}^{\alpha,\beta}(x)|^2 dV(x) \]  (22)

is finite. \( (\omega_m \text{ is the volume of the unit sphere } S^{m-1} \text{ in } \mathbb{R}^m). \)
Consider next the inner product
\[
<T_\psi(f)(a,\hat{b}), T_\psi(g)(a,\hat{b})> = \frac{1}{A_{\ell,m}^{\alpha,\beta}} \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} T_\psi(f)(a,\hat{b}) T_\psi(f)(a,\hat{b}) \frac{da dV(b)}{a^{m+1}}.
\]

We obtain the following result known as the Parseval identity analogue.

**Theorem 3.1** Any function \( f \in L_2(\mathbb{R}_m) \) may be reconstructed by
\[
f(x) = \frac{1}{A_{\ell,m}^{\alpha,\beta}} \int_{a>0} \int_{b \in \mathbb{R}^m} T_\psi(f)(a,\hat{b}) \varphi \left( \frac{x-b}{a} \right) \frac{da dV(b)}{a^{m+1}},
\]
where the equality has to be understood in the \( L_2 \)-sense.

For more details readers may refer to ([6], [12], [13], [14], [15], [32], [33]).

## 4 Donoho-Stark’s uncertainty principles for the Clifford wavelet transform

In this section, we will establish the Donoho–Stark’s UPs type for the Clifford wavelet transform \( T_\psi(f) \) in the case where \( f \) and \( T_\psi(f) \) are close to zero outside measurable sets. For more details, we refer to [1].

The Donoho–Stark UPs involve the concept of \( \epsilon \)-concentration. Before we provide the main results of this section we introduce two localization operators with characteristic functions as symbols. their importance is due to the fact that Donoho–Stark hypothesis of \( \epsilon \)-concentration can be interpreted in terms of the action of operators.

Let \( T \) and \( \Omega \) be measurable subsets of \( \mathbb{R}^m \) and \( f \) be a Clifford algebra-valued function of \( \mathbb{R}^n \), and \( T_\psi(f) \) be (if exists) its Clifford Wavelet transform. The first operator is the time-limiting operator \( P_T \) given by
\[
(P_T f)(\underline{x}) \overset{def}{=} (\chi_T f)(\underline{x}) = \begin{cases} f(\underline{x}), & \text{if } \underline{x} \in T \\ 0, & \text{otherwise.} \end{cases}
\]
This operator delete the part of \( f \) outside \( T \). The second operator is the frequency-limiting operator \( Q_\Omega \) defined by
\[
T_\psi [Q_\Omega f] (a,\hat{b}) \overset{def}{=} (\chi_\Omega T_\psi)(a,\hat{b}) = \int_{\mathbb{R}^m} f(\underline{x}) \varphi_a,\hat{b}(\underline{x}) dV(\underline{x}).
\]
Which means \( Q_\Omega f \) is a partial reconstruction of \( f \) using only frequency information from frequencies in \( \Omega \), and \( T_\psi [Q_\Omega f] \) vanishes outside \( \Omega \).

**Proposition 4.1** Let \( T \) and \( \Omega \) be measurable subsets of \( \mathbb{R}^m \), then if \( f \in L^2(\mathbb{R}^m, \mathbb{R}_m) \), we have
\[
||T_\psi(Q_\Omega P_T f)||_{L^2(\mathbb{R}^m, \frac{dV(\underline{x})}{a^{m+1}})} \leq ||P_T f||_{L^2(\mathbb{R}^m, \frac{dV(\underline{x})}{a^{m+1}})}.
\]

**Proof 4.1** We assume that \( |T| < \infty \) and \( |\Omega| < \infty \), then
\[
T_\psi [Q_\Omega f] (a,\hat{b}) \overset{def}{=} (\chi_\Omega T_\psi(f))(a,\hat{b})
\]
\[
||T_\psi(Q_\Omega P_T f)||^2_{L^2(\mathbb{R}^m, \frac{dV(\underline{x})}{a^{m+1}})} = \left( \int_{\mathbb{R}^m} |\chi_\Omega(a,\hat{b})|^2 |T_\psi(P_T f)(a,\hat{b})|^2 \frac{dV(b)}{a^{m+1}} \right)^{\frac{1}{2}}.
\]
Now, observe that
\[
T_\psi(P_T f)(a,\hat{b}) = \int_{\mathbb{R}^m} (P_T f)(\underline{x}) \frac{1}{a^{\frac{1}{2}}} \varphi(\frac{x-a}{a}) dV(\underline{x}) = \int_{T} f(\underline{x}) \frac{1}{a^{\frac{1}{2}}} \varphi(\frac{x-a}{a}) dV(\underline{x}).
\]
By Holder inequality, it follows that
\[
|T_\psi(P_T f)(a, b)| \leq \left( \int_T |f(x)|^2 dV(x) \right)^{\frac{1}{2}} \left( \int_T \left| \frac{1}{a^2} \psi \left( \frac{x-b}{a} \right) \right|^2 dV(x) \right)^{\frac{1}{2}} 
\]
\[
\leq ||P_T f||_2 \left( \int_{T_{a,b}} |\psi(t)|^2 dV(t) \right)^{\frac{1}{2}},
\]
with \( T_{a,b} = aT + b \). Then,
\[
||T_\psi(Q_\Omega P_T f)||^2_{\tilde{L}^2(\mathbb{R}^m, dV(\tilde{\Omega}))} \leq ||P_T f||^2_2 \int_{\Omega} \left( \int_{T_{a,b}} |\psi(t)|^2 dV(t) \right) \frac{dV(b)}{a^{m+1}} \leq ||P_T f||^2_2 \phi_{\Omega,T},
\]
where \( \phi_{\Omega,T} = \int_{\Omega} \left( \int_{T_{a,b}} |\psi(t)|^2 dV(t) \right) \frac{dV(b)}{a^{m+1}} \). This yields the desired result.

**Corollary 4.1** Let \( \Omega = [\alpha, +\infty) \times \tilde{\Omega} \) be a band with \( \tilde{\Omega} \), finite Lebesgue measure, then
\[
||T_\psi(Q_\Omega P_T f)||^2_{\tilde{L}^2(\mathbb{R}^m, dV(\tilde{\Omega}))} \leq ||P_T f||^2_2 ||\psi||_2 ||\tilde{\Omega}||^{\frac{1}{2}}. \tag{28}
\]

**Lemma 4.1 (Parseval-Plancherel equality)** For the function \( f \in L^2(\mathbb{R}^m, \mathbb{R}_m, dV(\tilde{\Omega})) \),
\[
||T_\psi(f)||^2_{\tilde{L}^2(\mathbb{R}^m, dV(\tilde{\Omega}))} = A_\psi ||f||^2_{L^2(\mathbb{R}^m, dV(\tilde{\Omega}))}. \tag{29}
\]

**Theorem 4.1** (Donoho-Stark’s uncertainty principle type) Let \( T \) and \( \Omega \) be measurable subsets of \( \mathbb{R}^m \), and \( f \in L^2 \cap L^2(\mathbb{R}^m, \mathbb{R}_m) \). If \( f \) is \( \epsilon_T \)-concentrated on \( T \) and \( T_\psi(f) \) is \( \epsilon_{\Omega,T} \)-concentrated on \( \Omega \), then
\[
||T_\psi(f)||^2_{L^2(\mathbb{R}^m, dV(\tilde{\Omega}))} \leq \frac{[A_\psi \epsilon_T + \phi_{\Omega,T}(\psi)]}{(1 - \epsilon_{\Omega})} ||f||^2_{L^2(\mathbb{R}^m, dV(\tilde{\Omega}))}. \tag{30}
\]

**Proof 4.2** We assume that \( T \) and \( \Omega \) have finite measures. Then, we have
\[
||f - P_T f||_2 \leq \epsilon_T ||f||_2.
\]
As \( T_\psi(f) \) is \( \epsilon_{\Omega,T} \)-concentrated, we obtain
\[
||T_\psi(f - Q_\Omega f)||_2 \leq \epsilon_{\Omega} ||T_\psi(f)||_2. \tag{31}
\]
Now observe that,
\[
||T_\psi(Q_\Omega f - Q_\Omega P_T f)||_2 \leq ||T_\psi(f - P_T f)||_2 = A_\psi ||f - P_T f||_2. \tag{32}
\]
Consequently, by using (31), (32), we obtain
\[
||T_\psi(f - Q_\Omega f)||_2 \leq ||T_\psi(f - Q_\Omega f)||_2 + ||T_\psi(Q_\Omega f - Q_\Omega P_T f)||_2 \leq \epsilon_{\Omega} ||T_\psi(f)||_2 + A_\psi ||f - P_T f||_2 \leq \epsilon_{\Omega} ||T_\psi(f)||_2 + A_\psi \epsilon_T ||f||_2.
\]
Otherwise, we have
\[
||T_\psi(f)||_2 \leq ||T_\psi(f - Q_\Omega P_T f)||_2 + ||T_\psi(Q_\Omega P_T f)||_2 \leq \epsilon_{\Omega} ||T_\psi(f)||_2 + A_\psi \epsilon_T ||f||_2 + \phi_{\Omega,T}(\psi)||f||_2.
\]
Therefore,
\[
(1 - \epsilon_{\Omega}) ||T_\psi(f)||_2 \leq [A_\psi \epsilon_T + \phi_{\Omega,T}(\psi)] ||f||_2.
\]
A result,
\[
||T_\psi(f)||_2 \leq \frac{[A_\psi \epsilon_T + \phi_{\Omega,T}(\psi)]}{(1 - \epsilon_{\Omega})} ||f||_2.
\]
**Corollary 4.2** Suppose that \( f \in L^2(\mathbb{R}^m, \mathbb{R}^m) \), with \( f \neq 0 \), \( f \) is \( \epsilon_T \)-concentrated on \( T \), and \( T_\psi \) is \( \epsilon_\Omega \)-concentrated on \( \Omega \). Then,

1. \[
(1 - \epsilon_\Omega - \epsilon_T)A_\psi \leq \phi_{\Omega,T}(\psi).
\]

2. Whenever \( \text{Supp} f \subseteq T \) and \( \text{Supp} T_\psi \subseteq \Omega \), we have

\[
A_\psi \leq \phi_{\Omega,T}(\psi).
\]

**Proof 4.3**  
1. The first assertion is follows from the Parseval’s identity (29) and the Donoho-Stark’s uncertainty principle type (30).

2. The second assertion is a natural consequence of (33) by choosing \( \epsilon_T = \epsilon_\Omega = 0 \).

5 Conclusion

In this paper, the Donoho-Stark’s uncertainty principle associated to wavelet transforms in the framework of Clifford analysis has been established.
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